Abstract. We study geometric reconstruction problems in one-dimensional retina vision. In such problems, the scene is modeled as a 2D plane, and the camera sensor produces 1D images of the scene. Our main contribution is an efficient method for computing the global optimum to the structure and motion problem with respect to the L∞ norm of the reprojection errors.
1. Introduction. One-dimensional cameras are used to provide inexpensive and reliable navigational systems for autonomous vehicles, see Figure 1 .1. Strips of reflector tape are put on walls and objects along the route of the vehicle cf. [9] . A laser scanner then measures the direction from the vehicle to the different strips of tape, but not the distance. This is the one-dimensional camera. These angles can then be used to determine the position of the vehicle.
The use of one-dimensional cameras in navigation is the main motivation for our work. However, an understanding of the one-dimensional case can be of use with ordinary cameras as well. In the case of an ordinary camera moving and rotating in a plane, one-dimensional vision can be used as an efficient and accurate approximation (cf. [3] ). The disadvantage of approximating is balanced against the possibility of obtaining globally optimal estimates (using the ideas we present in this article). In [1] , a similar approximation is used for auto-calibration.
Another interesting application was given in [15] , where it is shown that structure and motion problems using line features and an affine camera model can be reduced to the structure and motion problem in one-dimensional vision.
Apart from all this we are interested in the theoretical insights to gain from the study of one-dimensional vision and would claim that it has already yielded several ideas on how to handle similar problems in higher dimensions.
One of the key problems in one-dimensional as well as in ordinary vision is that of simultaneous localization and mapping (SLAM), also called structure and motion [8] . This is the problem of simultaneously estimating the positions of object points and cameras from a set of images. In the case of autonomous vehicles, this is normally done when the system is installed to create a map which can then be used for localization.
High accuracy is needed, since the precision of the navigational system can never be higher than that of the map.
In this article we present a method for finding the globally optimal solution to this problem in the case of multiple views. The approach can also handle underdetermined problems, minimal cases and missing data. Using the same framework, we also show how to find optimal solutions to the intersection and resection problems. Similar ideas have been applied to compute optimal solutions for ordinary (2D) cameras in multiple view geometry, most notably in [11, 10, 14] and [6] . See also the survey paper [5] . A preliminary version of this work appeared in the conference paper [2] .
The paper is organized as follows. In Section 2 we review a method for L ∞ optimization. Section 3 gives a brief introduction to the geometry of the problem and Section 4 discusses the problems of resection and intersection showing that they can be solved efficiently. An optimization method for the structure and motion problem is presented in Section 5 along with the required theoretic results. Finally, Section 6 presents some experiments illustrating the performance of the optimization method.
L ∞ Optimization .
Many geometric problems in computer vision can be formulated as optimization problems. For example, consider the 3 spherical images of 7 object points in Figure 2 .1. The objective is to estimate the structure (i.e., 2D object points) and motion (i.e., camera orientations and positions) given correspoinding 1D image points. Provided that there are no errors in the imaging process there would have been an exact solution to this problem (up to an arbitrary choice of coordinate system). In practice though the image coordinates of a given point are never exact. The deviation between measured coordinates and the exact coordinates -the measurement error -is often assumed to be Gaussian noise. If so, the statistically optimal solution is given by minimizing the L 2 norm of the reprojection errors. Unfortunately it is very hard to find this solution. Existing techniques rely on a good initialization followed by local optimization and cannot guarantee global optimality.
To handle this problem L ∞ optimization was introduced in [7] . If we use the L ∞ norm of the reprojection errors instead of the L 2 norm, then it is much easier to find and verify the global optimum. The optimal structure and motion solution to the example images given in Figure 2 .1 is illustrated in Figure 2 .2, obtained with the algorithms developed in this paper. Further details of the computations are given in Section 6.1.
Before we continue, we will try to motivate the use of the L ∞ norm instead of the L 2 norm. 
Motivation.
We commented earlier that if errors in the imaging process are Gaussian, then the optimal solution with respect to the L 2 norm is also statistically optimal. What we mean is that it is the maximum likelihood solution. The strength of this norm is that a single point with a slightly larger error is not allowed to influence the solution that much. Thus, it has been said to be more robust to outliers than the L ∞ norm since the L ∞ norm solutions only depend on the measurements with largest errors. Note however that we are looking at the squared errors in the L 2 case, so the solution is still quite sensitive to outliers. We would argue that with or without outliers, a global optimization method with the L ∞ norm is better than a local one with the L 2 norm.
In the case of outliers both methods will yield rather poor solutions. In the L 2 case we have no way of determining whether the poor solution is due to outliers or this is simply because we have not yet found the global optimum. Using a global L ∞ approach we know that this is not the case. Thus we can try to find the outliers and remove them from our problem. Methods for removing outliers in L ∞ optimization already exist for a number of problems ( [13, 12, 16] ), and it is an active field of research.
In the case without outliers, the L ∞ norm has been shown to produce good solutions ( [10, 11] ) for ordinary (2D) cameras and we have the advantage of knowing that we get the globally optimal solution.
Quasiconvexity.
In [10, 11] it was shown that the optimization problems obtained for a number of multiview geometry problems using the L ∞ norm are examples of quasiconvex problems.
A function f is called quasiconvex if its sublevel sets S ∆ (f ) = {x; f (x) ≤ ∆} are convex for all ∆. The reason for using the L ∞ norm when dealing with quasiconvex functions is that quasiconvexity is preserved under the max operation. That is, if ϵ i (x), i = 1, . . . , m are quasiconvex functions then f (x) = max i ϵ i (x) is also a quasiconvex function. It was shown in [10, 11] that for a number of multiview geometry problems the (squared) reprojection errors are quasiconvex, and therefore the problem of minimizing the maximal reprojection error is a quasiconvex problem.
A useful property of quasiconvex functions is that checking whether there is an x such that f (x) ≤ ∆ is a convex feasibility problem and can usually be solved efficiently. This gives a natural algorithm for minimizing a quasiconvex function. Suppose we have bounds ∆ h and ∆ l such that ∆ l ≤ min x f (x) ≤ ∆ h then the following bisection algorithm will solve min x f (x), up to a predetermined precision threshold δ.
3. One-Dimensional Retina Vision . We will now give a brief introduction to one-dimensional vision as used in autonomous vehicle navigation. A laser navigated vehicle is shown in Figure 1 .1. Mounted on top of the vehicle is a laser scanner. A vertical laser beam generated in the scanner is deflected by a rotating mirror at the top of the scanner. When the laser beam hits a strip of retroreflective tape -a beacon -a large part of the light is reflected back to the scanner. The reflected light is processed to find sharp intensity changes. When this happens the bearing of the laser beam relative to a fixed direction in the scanner is stored. Note that only the bearing and not the distance to the beacon is measured. 1 shows the setup with one camera and one reflector. We introduce a world coordinate frame which will be held fixed with respect to the scene. The position of the camera in the world coordinate system is given by C ∈ R 2 and the position of an object point (a beacon) in the same coordinate frame is given by U . We choose to represent the measured bearing of a beacon with a unit vector u. Note that this is given in a local camera frame. The relationship between this local frame and the world coordinate frame is given by a rotation matrix R parameterized by a single angle θ.
In some cases it is convenient to identify the pair (R, C) with a camera matrix
Note that every camera matrix of this form where a ̸ = 0 or b ̸ = 0 is associated with exactly one pair (R, C). If we also allow solutions with a = b = 0, which corresponds to a camera position at infinity and will not yield any good solutions in practice, we can identify the set of all camera matrices with R 4 \ {0}. This will be useful when discussing quasiconvexity. Note that we do not allow the degenerate case when all elements of P are zero. When working with camera matrices we will use homogenous coordinates for the object (or scene) points, denoted byŪ . Image points are represented by unit vectors u corresponding to the measured bearing. Note that the image vectors should not be regarded as a homogeneous quantity.
If there had been no errors whatsoever we would have 
4. Intersection and Resection. Before moving on to the general structure and motion problem, which is the main subject of this paper, we consider the simpler problems of intersection and resection.
Consider a number of cameras seeing the same object. If the positions and orientations of the cameras are known, the goal is to determine the position of the object. This is called the intersection problem. Problem 1. Given bearings u 1 , . . . u m of a single object from m different cameras P 1 , . . . , P m , the L ∞ intersection problem is to reconstruct the point U while minimizing
If instead the positions of a number of objects are known, then the goal is to determine the position and orientation of the camera seeing these objects. This is the resection problem.
Problem 2. Given n bearings u 1 , . . . , u n and the corresponding object points U 1 , . . . , U n the L ∞ resection problem is to find the camera matrix P such that
is minimized. These two problems are in a sense easy to solve. We shall see that both of them can be formulated as quasiconvex problems.
Proof. First note that if u · PŪ ≤ 0 then the angle between u and PŪ is at least π/2 or P = 0. Thus we can assume u · PŪ > 0.
For a given U , P and corresponding u we have
where we define the cross-product for 2D vectors to be the scalar
In the intersection case, u and P are known and in the resection case, u and U are known. Hence these equations are linear in the unknowns and thus the constraints correspond to the intersection of half-planes and hence convex. Note that in the resection case, these sets do not include the degenerate P = 0. Note that if we use the bisection algorithm, this result also tells us that the feasibility problems can be put as linear programs.
Structure and Motion.
In the next problem we will assume that neither the positions of the objects or the positions and orientations of the cameras are known. We will assume that the correspondence problem is solved, i.e., that it is known which measured bearings correspond to the same object. If the problem is deduced from ordinary vision this correspondence can be decided using features in the twodimensional image. In case of one-dimensional cameras the correspondence can be estimated with a RANSAC-type algorithm [4] .
To simplify notations we introduce bold-face letters, for example, R to denote a set of rotation matrices R = (R 1 , . . . , R m ). Problem 3. Consider n different points visible in m cameras. Given the bearings u ij of point j in camera i, the L ∞ structure and motion problem is to find the cameras (R, C) and the object positions U that minimizes the maximal reprojection error,
Unfortunately this problem does not have the nice properties of the intersection and resection problems in the previous section. The reason is that when both P and U are unknown (4.4) is normally not a convex condition. Nonetheless, quasiconvexity will play an important role for this problem as well. The basic idea of our optimization scheme is to first consider optimization with fixed camera orientations, and then use branch and bound over the space of possible orientations. A problem here is that, especially with many cameras, the manifold of possible orientations is large. A method to reduce this manifold using linear conditions on the orientations is presented in Section 5.3.
Optimization with Fixed Orientations.
In this section we prove that if we fix orientations in the structure and motion problem, we get a quasiconvex goal function.
Definition 5.1. We define the function
where R(θ) are the rotation matrices corresponding to θ. Lemma 5.2. For any ∆ < π/2 and a given θ, the problem of determining whether
can be cast as a linear programming feasibility problem. Proof. Since the orientations are fixed we can without loss of generality assume that orientations have been corrected for and simply assume that
The constraint that
which constitutes two linear inequality constraints in the unknowns U and C. This means that we can use linear programming to determine if the minimal L ∞ norm is less than some certain bound ∆. Moreover, using bisection we can get a good estimate of the minimal L ∞ norm.
To get better convergence we modify the normal bisection algorithm slightly. The idea is to seek a solution (C * , U * ) to the problem in Lemma 5.2 that lies in the interior of the feasible space. For such a solution the L ∞ norm of the reprojection errors might be smaller than the current ∆, say ∆ ⋆ . Then one knows that the minimal L ∞ norm, d(θ) must be smaller than this ∆ ⋆ . To find such an interior solution we introduce a new variable k and try to maximize k under the constraints
We can now present an algorithm for finding the minimal L ∞ norm for fixed orientations θ. 
Lipschitz Continuity.
To get further, we need an idea of how d(θ) depends on the camera orientations in θ. This is given by the following lemma.
which implies that it is Lipschitz continuous with Lipschitz constant 1.
Proof. The value of d is calculated as the minimum of f (R(θ), C, U) over all C and U. Let (C * , U * ) be the minimizing camera positions and object coordinates for the orientations θ. Since (5.4) is equivalent to 5) we see that, to prove that the (5.4) it is sufficient to find one pair (C, U) such that
since the minimun min C,U f (R(ϕ), C, U) is obviously smaller than the left hand side.
We will now argue that (C * , U * ) satisfies this condition. Considering an arbitrary reprojection error for (C * , U * ) but with orientations ϕ instead of θ it is easy to see that
Thus the maximal reprojection error is bounded by
which proves inequality (5.4). Using the fact that the function d(θ) can be evaluated and that it is Lipschitz continuous according to the above lemma, we will show how to solve globally for structure and motion. The basic idea is to perform branch and bound over the space of rotations. The Lipschitz property can be used to bound the function in the neighbourhood of a considered point. Before giving the details of the branch and bound algorithm, we will discuss how to limit the initial search space.
Initial Constraints on Orientations.
When working with multiple views, the high dimension of the space of rotations can pose a problem in the branch and bound setting. This section shows how to derive simple constraints on the orientations, which can be used to limit the space we have to examine using branch and bound.
Consider two cameras, one with orientation θ = 0 and position C and the other with orientation θ ′ = ϕ and position C ′ . Let u and u ′ be the measured bearings of an object point in the two cameras. Then C ′ − C must lie in the cone shown in Figure 5 .1. This is stated in the following lemma.
Lemma 5.4. There exists a ≥ 0 and b ≥ 0 such that Proof. Let U be the coordinates of the object point. Then, from the projection equation (3.2), we get
and the result follows.
It is more efficient to work with angles rather than vectors. Hence, we define angles α, α ′ and c, such that
Inserting in (5.7) and using the addition formulas for the sine and cosine we get ( cos c sin c
Let us first assume that ϕ = 0 and α = 0. Then we get the simplified relation ( cos c sin c In the general case, when α and ϕ are not zero, the same argument leads to
(5.14)
Note that angle representations must be chosen such that interval lengths are positive but less than π. Also an angle β lies in an interval if for some n ∈ Z, β + n · 2π does. For each point which is visible in two cameras, we get a constraint either of type (5.13) or (5.14). We introduce an index so that α k represents the bearing of point k in the first camera and α ′ k the bearing of the same point in the second camera. For a given ϕ to be feasible there must exist a c that satisfies (5.13) or (5.14) for every α k . The following discussion will show how this can be used to produce bounds on ϕ.
First, note that (5.13) and (5.14) are linear in ϕ. Problems occur only when switching between the two types of intervals, (5.13) and (5.14). This happens when
For each index k we get two such angles. Let
be a sorted list of these angles. This divides the unit circle into M intervals. We will consider these intervals one by one. If
then for each point we know if (5.13) or (5.14) is the relevant form of the constraint. Let K 1 be the set of the indices that generate constraints of type (5.13) and K 2 contain the indices that generate constraints of type (5.14). To determine if there is an angle c that satisfies all these constraints we need to check if the intersection
is non-empty. To make the problem cleaner we introduce variables ℓ k for the lower interval limits and h k for the upper limits. We get
Now, Algorithm 1 can be used to check for which ϕ this intersection is non-empty. Naturally, only those ϕ's that also satisfy (5.17) are relevant. We repeat the algorithm for each of the M intervals defined by (5.16). Each interval yields different index sets K 1 and K 2 and thus different input to the algorithm. Algorithm 1.
Choose one interval
[ℓ 0 + ϕ, h 0 ].
Adjust all angle representations such that
Modifying this algorithm to handle an error tolerance is simple. In step 3 each interval is simply widened with the tolerance on each side. Note that when we have multiple views, we can use this method for any pair of cameras.
Branch and Bound Algorithm.
In this section we present a practical algorithm to solve for structure and motion with one-dimensional cameras. The input to our algorithm is a set of m one-dimensional images. Each image is a set of bearings of object points. We assume that correspondences between the different images are known, but not that all object points are visible in all cameras.
As a consequence of Lemma 5.2, structure and motion estimation for fixed orientations is a quasiconvex problem and can be solved efficiently. Thus we propose a branch and bound algorithm over the space of orientations. With m cameras the space of orientations can be identified with [0, 2π] m−1 since the first camera can be set to R 1 = I by fixing the orientation of the world coordinate system. We represent the space of orientation with regions covering the whole set of feasible orientations.
To reduce this covering we first use the pairwise constraints of Section 5.3. Bounds θ i − θ 1 ∈ I i , where I i is some interval, can be used to reduce the search space from [0, 2π] m−1 to Π i I i . With omnidirectional data, which is the normal case in onedimensional vision, this is often a considerable reduction.
After this initialization step we are left with a set of rectangular regions in the space of orientations. To discard such regions we use the Lipschitz continuity of the goal function (cf. Lemma 5.3) as follows. Assume that the best solution that we have found has L ∞ norm error d best and that the largest side of the region we are considering to be w. Set the orientations to the centre of the region, denoted θ c . Now assume that the goal function fulfills In the initialization we only used a subset of the constraints discussed in Section 5.3, namely those concerning θ i − θ 1 = θ i . To further increase speed it is straightforward to use general constraints on θ i − θ j . In step 2 of Algorithm 2, we simply check feasibility using these bounds before using (5.20).
Experiments.
In this section the developed theory is experimentally validated and the practical aspects of Algorithms 1 and 2 are investigated on both synthetic and real data. Further, we give examples of multiple local minima under the L 2 norm error function.
Our implementation is done in MATLAB using linprog for linear programming (LP) feasibility problems. For all the below experimental setups, one LP problem took around (or less) 0.05s to execute on a standard Pentium 2.8GHz processor. where rows represent different views and columns represent different points, see also Figure 2 .1 where the 3 images are plotted. The optimization problem consists of finding the camera orientations and positions as well as the 7 object points. In the branch-and-bound scheme, given by Algorithm 2, we can assume that the first camera orientation θ 1 is set to zero since we are free to choose the coordinate system. Suppose that there exists a solution with d best ≤ 0.05 radians, that is, a solution with angular reprojection error no worse than 0.05 radians. We initialize the queue with a square region with a centre point at (θ 2 , θ 3 ) = (π, π) and width 2π, hence covering all possible orientations. In the first iteration of Algorithm 2, this region (naturally) passes the feasibility test for the bound 0.05 + π and consequently it is divided into smaller ones. This splitting leads to a quadtree structure. In the next two iterations of the algorithm there are 4 and 16 regions, respectively. None of these can be outruled. At the next level, 60 out of 64 regions of width π/4 can be outruled.
Illustration of Typical
In Table 6 .1, we summarize the first 10 iterations of the algorithm by describing (i) the number n sq of feasible regions there are left at each level and (ii) how much area A out of the total area A tot = (2π) 2 do these regions represent. After 10 iterations of the algorithm the optimal solution is bounded by 5.94 ≤ θ 2 ≤ 5.98 and 0.74 ≤ θ 3 ≤ 0.86. Figure 6 .1 illustrates the progress of the algorithm. Note that the the method quickly focuses in on the optimal solution of the problem and orientations far away from the optimum are discarded early in the iterative process. A plot of the goal function d(θ) is given in Figure 6 .2. The optimal solution is plotted in Figure 2 .2. See Figure 6 .3 for illustrations of other typical random, synthetic three-view examples with varying number of points. In certain cases there may be several local optima and even in underconstrained cases (meaning less equations than unknowns) one can often locate the global minimum to a small region of parameter space. 
Omnidirectional Cameras: Real Data.
In the normal setup for onedimensional vision, a rotating laser (as depicted in Figure 1 .1) measures the angles between strips of reflective tape. This is an omnidirectional camera as measurements (or bearings) can be detected from a 360 degree field of view. All the experiments in this section are performed with such a sensor.
Our data were collected in a series of four experiments with varying number of object points and camera positions. The first three experiments were performed in a single room with 5 reflective tapes on the walls of the room, with bearing measurements at 7, 8 and 21 different camera positions, respectively. In the fourth experiment, 14 reflective tapes were placed inside an ice hockey rink and the camera captured bearings to these points from 70 positions. The resolution of the angular meter is roughly 0.8 mrad.
There is no ground truth available for any of these experiments. However, as the same set of 5 reflective tapes are measured in the first three independent runs of the laser truck, the reconstruction of the scene geometry should be the same for all three experiments. This will be used to validate that the reconstructions are plausible.
To measure the uncertainty of the solution space, we use ( V V0 ) 1/n , where V is the remaining volume of rotation space, V 0 = (2π) n is the total volume and n the dimension. Note that the measure is normalized with respect to dimension and it can be regarded as the (normalized) geometric mean of the width of each dimension. In order to examine the running times, random subsets of 3, 4 and 5 camera positions of the ice hockey rink data were tested by measuring uncertainty as a function of the number of LP problems solved. The result is graphed in Figure 6 .4. Note that already after a few hundred programs, a large portion of the rotation space can be ruled out. Also note that the execution times increase as the number of dimensions go up, as can be expected from a branch and bound scheme. The overhead for setting up the LP problems is negligible. For the remaining two experiments with 21 and 70 camera positions we will have to modify our strategy to a more practical approach. By combining optimal structure and motion with alternating resection and intersection, it is possible to solve for many cameras and object points in an efficient manner. The guaranteed global optimality is of course lost, but our experiments indicate that this strategy still gives very precise results.
For the third experiment with 21 camera positions viewing 5 object points we use the following two-step scheme:
1. We select the first 5 camera positions, and use Algorithm 1 for initialization (which gives rotational uncertainty ( V V0 ) 1/4 = 0.18) followed by Algorithm 2 for computing a global solution (which results in rotational uncertainty (   V   V0 ) 1/4 = 0.05 after 2620 LP programs). The L ∞ error is 1.5 mrad for the partial structure and motion solution. 2. Then, since all 5 object points are reconstructed, we can perform optimal resection on the remaining 16 camera positions. The computed solution can be iteratively improved by alternating optimal intersection and optimal resection. This results in a solution with L ∞ error 2.6 mrad. The iterative alternation scheme (typically) convergences in just a few iterations. The three structure and motion solutions of the single room experiment are plotted in Figure 6 .5. Note that the 2D object points have been identically reconstructed (modulo a choice of coordinate system) in all three experiments. As a final omnidirectional experiment, with measurements from an ice hockey rink of 70 images of 14 points, we solve the structure and motion problem using the same two-step procedure as above. The result is shown in Figure 6 .6 and the solution has a L ∞ error of 5.2 mrad. 
Cameras with Limited Field of View: Real Data.
Pinhole cameras can only view objects in front of the camera and thus have a limited field of view. For one-dimensional cameras having a limited field of view, finding the optimal solution to structure and motion turns out to be computationally much more demanding than for omnidirectional cameras. The results in this section are based on real data measurements, but we have also validated that similar conclusions can be drawn based on (random) synthetic data with limited field of view.
The setup for the experiment is as follows. First we placed 10 black-and-white markers in the scene. Then a camera was mounted on a trolley and moved around to create a planar motion. Figure 6 .7 shows five of the captured images. The blue stars show the detected markers in each image. Since the camera y-axis is not perfectly aligned with the upward direction in the images we had to reestimate the coordinate system from objects in the image that can be assumed to be aligned with the upward direction, such as the door frame and other lines parallel to it. The green lines show the estimated coordinate system and the red stars show the projections of the computed bearings. The field of view is less than 45 degrees (that is, the angle difference between maximum and minimum measurements). In order to examine the execution times, similarly to what was done in the omnidirectional case, random subsets of 3 cameras were selected and the rotation uncertainty was studied as a function of LP problems solved. Figure 6 .8 shows how Algorithm 2 typically works for one such example compared to a typical omnidirectional example. In all examples we have encountered, the convergence of the branch and bound algorithm is slow. Not surprisingly, Algorithm 1 fails to substantially reduce the initial rotaional uncertainty. For example, applying Algorithm 1 to the 5 images of 10 points described above yields ( of the goal function. As the branch and bound algorithm fails to efficiently discard regions, the goal function is flat around the optimal solution. Hence, there is a large neighbourhood of solutions that give almost the same reprojection error. Figure 6 .9 shows two such solutions from one problem instance with 3 cameras viewing the 10 markers. Though the two solutions are very different the L ∞ errors are less than 2 mrad for both. In fact there is a whole continuum of low error solutions between these two. This means that the problem is very unstable. The behaviour is common in our data. Note especially that this example is not close to the minimal problem of five points in three views. Adding more views will reduce the ambiguity in determining the solution, but it is still present for smaller number of views (less than 5). This observation explains the poor performance of using narrow field of view cameras (cf. Figure 6 .8). Do local minima occur?. We conclude with an experiment that shows that local minima may occur, and in some cases even quite frequently.
Using matlab's built in function fmincon we tried to minimize the L 2 norm error of the angles for the 5 images of 10 markers. We found 16 local minima in total from random initializations. However many of them can easily be discarded since one or two markers are far away (towards infinity) which is unreasonable in this setting. Figure 6 .10 shows five of the detected minima, and Table 6 Table 6 .2 The L 2 angular error (in radians) for the minima shown in Figure 6 .10. 
7.
Conclusions. In this paper we have studied the problem of finding global minima to the structure and motion problem (SLAM, surveying) for one-dimensional retina cameras using the L ∞ norm on reprojected angular errors. We have shown how the problem of known camera orientations can be reduced to a series of linear programming feasibility tests. We have also shown that the L ∞ goal function as a function of orientation variables has slope less than one. This Lipschitz property gives a way to efficiently search the orientation space for the optimal solution using branch and bound, resulting in a globally optimal algorithm with good empirical performance.
Apart from algorithmic developments for the one-dimensional structure and motion problem, we have also experimentally showed that the goal function is very flat for small field of view cameras. In particular, this means that there may exist many solutions with similar reprojection errors. Hence, such problems are ill-posed and computationally hard to solve.
