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Abstract
The present work investigates the strong electron-phonon coupling processes occur-
ring on the level of individual metallic single-walled carbon nanotubes (SWNTs).
In contrast to previous theory, we show that the phonon coupling to the electronic
system in individual metallic SWNTs is not due to coupling to low-energy plas-
mons. This is based on evidence from the measured Raman-Stokes G-mode, which
for metallic and semiconducting tubes could be fitted well by the superposition
of only two Lorentzian lines associated with vibrational modes along the nanotube
axis and the nanotube circumference. In the case of metallic tubes, the lower-energy
G-mode is significantly broadened while maintaining the Lorentzian line shape, op-
posed to the theoretically expected asymmetric Breit-Wigner-Fano line shape from
phonon-plasmon coupling. Based on the analysis of the Raman G modes’ line shape,
an alternative electron-phonon coupling mechanism was proposed. The proposed
mechanism is based on results obtained by studying 25 individual metallic and
semiconducting SWNTs with atomic force microscopy, electron transport measure-
ments, and resonant Raman spectroscopy. To test the suggested electron-phonon
coupling mechanism, a complementary study was performed in which the Raman
spectra of metallic SWNTs were investigated under bias. Preliminary results show
an increase in the high-energy phonons occupation, i.e., an increase in the intensity
of the anti-Stokes G peak.
Zusammenfassung
Elektron-Phonon Kopplung in einwandigen
Kohlenstoff-Nanoröhren
Diese Arbeit untersucht starke Elektron-Phonon Kopplungsprozesse in einwandi-
gen metallischen Kohlenstoff-Nanoröhren (SWNTs). Entgegen der bisherigen The-
orie zeigen wir, dass in einzelnen metallischen SWNTs die Kopplung der Phononen
an das elektronische System nicht auf der Kopplung an niederenergetische Plas-
monen beruht. Die Grunglage hierzu bildet die Messung der Raman Stokes G-
Mode, welche sowohl für metallische als auch für halbleitende Röhren gut durch
die Superposition von nur zwei Lorentz-Kurven beschrieben werden konnte, die den
Schwingungsmoden entlang der Achse und des Umfangs der Nanoröhre entsprechen.
Im Fall metallischer Röhren ist die niederenergetische G-Mode bei Aufrechterhal-
tung der Lorentz-Linienform deutlich verbreitert, was im Gegensatz zu der theo-
retisch erwarteten asymmetrischen Breit-Wigner-Fano Linienform für die Phonon-
Plasmon Kopplung steht. Ausgehend von der Analyse der Linienform der Ra-
man G-Mode wird ein alternativer Mechanismus der Elektron-Phonon Kopplung
vorgeschlagen. Dieser Mechanismus basiert auf Messungen an 25 einzelnen metallis-
chen und halbleitenden SWNTs, die mittels Rasterkraftmikroskopie, elektronischen
Transportmessungen und resonanter Ramanspektroskopie charakterisiert wurden.
Um die vorgeschlagene Elektron-Phonon Kopplung zu verifizieren, wurde zusätzlich
die Abhängigkeit der Ramanspektren metallischer SWNTs von der angelegten Span-
nung untersucht. Vorläufige Ergebnisse zeigen einen Anstieg der Besetzung der hoch-
energetischen Phononen, d.h., eine verstärkte Intensität des Peaks der Anti-Stokes
G-Mode.
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1. Introduction
Research on carbon nanotubes has progressed rapidly since the first experimental ob-
servation of carbon nanotubes, using transmission electron microscopy, as reported
by Iijima in 1991 [1]. Carbon nanotubes are graphene sheets rolled into hollow
cylinders. Owing to their small size, a diameter on the order of nanometers and
length on the order of microns, they can be regarded as large molecules or as quasi-
one dimensional condensed matter with translational periodicity along their tube
axis. The various structures of carbon nanotubes are due to the large variety of
possible helical geometries. One of their most significant physical properties is the
strong dependence of their electronic structure on their geometry. Although com-
posed only from carbon atoms, their electronic band structure is either metallic or
semiconducting in nature. This unique property, which depends solely on the com-
bination of diameter and chirality, and does not require additional doping, is unique
to solid state physics. Further, the energy gap of semiconducting carbon nanotubes
can essentially vary continuously only by modifying the nanotube diameter. On
this basis, various electronic applications are envisioned, such as: nanotube based-
transistors, -sensors, -interconnectors, -field emission displays, -conductive coatings
and more [2–8]. Metallic carbon nanotubes are particularly interesting due to their
quasi-ballistic electron transport on the µm scale. However, recent experimental
findings [9–11] show that the scattering length of electrons in the high-bias regime
is more than a hundred times shorter than in the low-bias regime. In the high-bias
regime, the accelerated electrons relax by the emission of high energy phonons.
The present work focuses on phonons in carbon nanotubes in general, and in par-
ticular on the electron-phonon interactions that play a central role in the relaxation
processes occurring in single-walled carbon nanotubes (SWNT). If SWNTs are to
be used in high-current applications as interconnectors or transistors operating in
the saturation regime, a better understanding of the electron-phonon coupling is
needed.
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1. Introduction
This study comprises a systematic study of the electron-phonon coupling in SWNTs.
To begin with, a detailed description of both structure and electronic properties of
carbon nanotubes is given. Their induced curvature and the consequence of be-
ing quasi one-dimensional molecules are further discussed. Raman spectroscopy
as the main characterization technique was applied mostly on individual carbon
nanotubes, therefore the possible resonance processes occurring in these molecules
and their resultant Raman modes are thoroughly covered. Next, the procedures for
SWNT device fabrication are described with an emphasis on the deposition method.
Electrical and Raman measurements on these devices were systematically performed
and are displayed. In addition, research was performed to investigate the electron-
phonon interactions occurring in metallic nanotubes at high biases. The possible
back and forward electron scattering processes are illustrated with respect to the
appropriate phonon modes. Line widths and effective temperature of high energy
phonons are derived and discussed. An additional parallel study for the detection of
infrared light from a single nanotube field effect transistor device was also initiated;
some preliminary results are displayed.
2
2. Theoretical background
Carbon nanotubes are unique quasi-1D objects. In the following section, a condensed
theoretical background is given about some of the carbon nanotubes properties. It
starts with their physical structure, continues with their electronic band structure
and concludes with their electrical transport and vibrational properties. In addition
some basics in dielectrophoresis are given, as the method was used throughout the
present work.
2.1. Carbon nanotube structure
A single-walled carbon nanotube (SWNT) is a rolled-up single graphite layer, called
graphene. The resultant hollow cylinder comprises a monoatomic wall of sp2-bonded
carbon atoms. If two or more concentrically arranged cylinders comprise the tube,
it is called a double-walled (DWNT) or a multi-walled nanotube (MWNT), respec-
tively. SWNTs were investigated in this work and thus the following discussion
focuses on SWNTs.
Since carbon nanotubes are in effect rolled-up graphene sheets, their microscopic
structure is strongly related to that of graphene. The graphene lattice vectors ~a1
and ~a2 are therefore used to label the carbon nanotubes as demonstrated in Fig. 2.1.
The two lattice (or unit) vectors, indicated on the graphene honeycomb lattice,
display the graphene unit cell by the enclosed rhombus. Only two carbon atoms
at positions 1
3
(~a1+~a2) and 23(~a1+~a2) are found in the unit cell. Both vectors are
of length |~a1| = |~a2| = a0 =
√
3ac-c = 2.46 Å, where ac-c = 1.42 Å is the nearest
neighbor distance [12]. The two unit vectors (~a1 and ~a2) in real space and their
correspondence reciprocal space unit vectors (~k1 and ~k2) are expressed as:
~a1 =
(√
3a0
2
,
a0
2
)
~k1 =
(
2pi√
3a0
,
2pi
a0
)
(2.1)
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~a2 =
(√
3a0
2
,−a0
2
)
~k2 =
(
2pi√
3a0
,−2pi
a0
)
(2.2)
The chiral vector ~c = n1~a1 + n2~a2 ≡ (n1, n2) is the vector along which the graphene
layer is rolled-up into a cylinder to form a particular nanotube. Its circumference
is therefore equal to the chiral vector length, or alternatively the pair of integers
Figure 2.1.: Schematic illustration of a 2D graphene lattice. ~a1 and ~a2 are the graphene
unit vectors at an angle of 60◦ with respect to each other. A black circle (carbon atom)
exists at all lines-intersections. The scheme displays the chiral vector (~c) of a chiral
(6,4) tube with its graphene-lattice points (open circles), of a (6,0) zig-zag and of a
(6,6) armchair nanotube. The last two are shown with dotted arrows. The z -axis of
a tube is always perpendicular to its ~c vector. ~a = -7~a1 + 8~a2 is the smallest lattice
vector of the chiral (6,4) tube. The resultant grey rectangle is the unit cell of this
nanotube. Zig-zag and armchair motifs are bold-highlighted. Adapted from Ref. [12].
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(n1,n2). Different chiral vectors can result in different properties for the nanotubes.
For example, a small difference in chiral vector can alter the tube character from
metallic to semiconducting and vice versa, as well as the number of atoms in the
tube’s unit cell. This applies even for tubes with a similar diameter, but with
different (n1,n2). Three representative examples of chiral vectors for the three types
of nanotubes are shown in Fig. 2.1. The open-circles drawn on the chiral tube (6,4)
with its corresponding chiral vector ~c = 6~a1 + 4~a2 denote the graphene lattice-
points. Their number is given by the greatest common divisor n of (n1,n2), here
n = 2, where the first and the last coincide when the sheet is rolled up. The chiral
direction is defined by the chiral angle θ that is given by:
cos θ =
n1 + n2/2√
N
with N = n21 + n1n2 + n
2
2 (2.3)
In principle the chiral angle θ of a particular tube is defined between 0◦ and 30◦
where tubes with 30◦ ≤ θ ≤ 60◦ have an opposite helix, but otherwise equivalent
to those with 0◦ ≤ θ ≤ 30◦. Zig-zag tubes are denoted by (n,0) with n2 = 0 and
θ = 0◦. Armchair tubes are denoted by (n,n) with n1 = n2 and have a chiral angle
of 30◦. The zig-zag and armchair tubes are both defined as achiral tubes in contrast
to the chiral tubes.
The diameter of a generic carbon nanotube is directly proportional to the length of
its chiral vector:
d =
~|c|
pi
=
a0
pi
√
N (2.4)
Perpendicular to a particular chiral vector ~c, the smallest corresponding graphene
lattice vector ~a defines the repeated translational period a (= ~|a|) along the tube
axis. Both are determined from the chiral indices (n1, n2) as follows:
~a = −2n2 + n1
nR
~a1 +
2n1 + n2
nR
~a2 (2.5)
and
a = ~|a| =
√
3 (n21 + n1n2 + n
2
2 )
nR
a0 (2.6)
where if the term (n1 – n2)/3n gives an integer R = 3, otherwise R = 1. Following
Eq. 2.5, the ~a lattice vector of the (6,4) tube in Fig. 2.1 is ~a = -7~a1 + 8~a2. Both ~c
and ~a vectors form the unit cell of the nanotube (shown as grey rectangle).
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Figure 2.2.: The hexagonal Brillouin
zone (BZ) of graphene displaying the
reciprocal unit vectors ~k1 =
(
2pi√
3a0
, 2pia0
)
and ~k2 =
(
2pi√
3a0
,−2pia0
)
at an angle of
120◦ with respect to one another. The
high symmetry points Γ, K and M are
indicated as well as some relevant dimen-
sions. Adapted from Ref. [13].
The nanotube unit cell contains q hexagons and nc carbon atoms, recalling two
carbon atoms for the graphene unit cell:
q =
2N
nR
(2.7)
nc = 2q =
4N
nR
(2.8)
Note that in achiral tubes, q = 2n with n being the greatest common devisor of
(n1, n2).
The hexagonal Brillouin zone (BZ) of graphene is shown in Fig. 2.2 with its reciprocal
unit vectors ~k1 and ~k2, as defined in Eqs. 2.1 and 2.2. The high symmetry points Γ,
K and M are also indicated. To a first approximation, the nanotube BZ is derived
from that of graphene by the so called zone-folding approach, see section 2.2.1. In
Fig. 2.1 it was defined that the z -axis is the tube axis. The continuous reciprocal
lattice vector kz is correlated to the translational period a along the z -axis of the
infinitely long tube, where its length is given by:
kz = 2pi/a (2.9)
In contrast, any wave vector along the circumference of the nanotube is quantized
by the following boundary condition:
m · λ = |~c| = pi · d (2.10)
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which defines the quantized k⊥ wave vector:
k⊥,m =
2pi
λ
=
2pi
|~c| ·m =
2
d
·m (2.11)
with m an integer ranging between −n+1,. . . ,0,1,. . . ,n in achiral tubes (recall
q = 2n = number of hexagons in the nanotube unit cell). The first BZ of the
nanotube consists therefore of q parallel lines along the tube axis. The lines are
separated from each other by the magnitude of the quantized wave vector k⊥ = 2/d
with m =1.
Both ~k⊥ and ~kz are derived from the four relations:
~k⊥ · ~c = 2pi , ~kz · ~c = 0 , ~k⊥ · ~a = 0 , ~kz · ~a = 2pi (2.12)
which after substitution yields their dependence on the reciprocal unit vectors:
~k⊥ =
(
2n1 + n2
qnR
)
~k1 +
(
2n2 + n1
qnR
)
~k2 (2.13)
~kz =
(
−n2
q
)
~k1 +
(
n1
q
)
~k2 (2.14)
The 6 parallel lines (q = 2n, n = 3) of the BZ of an armchair (3,3) tube and the
12 parallel lines (q = 2n, n = 6) of the BZ of a zig-zag (6,0) tube are illustrated
in Fig. 2.3. The extra line indexed with m = 0 is the one that passes through the
graphene Γ-point and corresponds to ~k = 0, see Eq. 2.11. Independent of diameter,
the line indexed by m = n lies on top of a high-symmetry M-point of the graphene
BZ in both armchair and zig-zag tubes. Further, in the case of zig-zag tubes, the
m = 2n/3 line hits the K-point if n/3 is an integer, here the line m = 4. The bound-
ary pi/a of the nanotube BZ is given by pi/a0 and by pi/
√
3a0 in armchair and zig-zag
tubes, respectively, which provides q = 2n allowed k -lines of length 2pi/a. In gen-
eral, the number of allowed k -lines increases/decreases with increasing/decreasing
diameter, while their distance (2/d) from each other decreases/increases, respec-
tively. Nevertheless, within the tube type (armchair or zig-zag) the BZ boundary
remains the same.
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Figure 2.3.: An illustration of the BZ of an armchair (3,3) tube and a zig-zag (6,0)
tube. The 2n parallel allowed k -lines comprise the nanotube BZ where they are
indicated on top of the graphene BZ in order to emphasize their correlation. The
reciprocal unit vectors ~k1 and ~k2 point along the ΓM direction and are at 120◦ angle
with respect to one another. Lines with index m and -m are defined equal due to
symmetry reasons. Adapted from Ref. [12].
2.2. Electronic properties
The sp2-bonded carbon atoms in a carbon nanotube or a graphene network possess
σ bonds in the plane of the monoatomic wall and pi bonds that are above and below
the plane of the monoatomic wall. Besides being responsible for the weak van-der-
Waals interactions between tubes, the pi bonds have a major effect on the electronic
properties of carbon nanotubes. The σ bonds do not contribute to any physical
effect like electronic transport or optical absorption occurring at the Fermi level,
or at about 1-3 eV away from it, respectively. From the electronic band structure
of graphene shown in Fig. 2.4 one observes that the smallest gap between the σ
bonding and σ* antibonding bands is ≈ 8 eV. For the commonly used visible range
energies, no contribution to physical effects can occur as these bands are energeti-
cally too far from the Fermi level. In contrast, the bonding pi and antibonding pi*
bands cross the Fermi level at the K-point of the BZ, and thus strongly affect the
electronic properties of both graphene and carbon nanotubes. Graphene is called a
semimetal since the Fermi surface consists of only six distinct points (Fig. 2.4). This
peculiar Fermi surface is responsible for the two possible modifications, metallic and
semiconducting, of carbon nanotubes (section 2.2.1).
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Figure 2.4.: On the left, the TB-calculated electronic band structure of graphene along
the high symmetry Γ-M-K and Γ-K directions is shown. The Fermi level is defined
at zero energy where the pi/pi∗ and σ/σ∗ bands are indicated. The inset shows the
1st BZ of graphene with the high symmetry directions (modified from Ref. [14]). On
the right, a three-dimensional view of the graphene pi/pi∗ bands is presented. The pi
bonding and pi* antibonding bands touch at the six K points. These 6 points are the
Fermi surface. Modified from Ref. [15].
The electronic bands of a material can in principle be calculated by several ap-
proaches, for example ab-initio and tight-binding (TB). To date, many derivatives
of these two basic approaches are further available for the calculation of the electronic
band structure of graphene and carbon nanotubes. Neither theoretical calculations
were performed in the work presented here. Information about the various methods
can be found for example in Refs. [12,14]. Briefly, in order to calculate the full band
structure of carbon nanotubes one has to know the graphene TB dispersion and
the concept of zone-folding. Alternatively, one can solve the Schrödinger’s equa-
tion self consistently to calculate the electronic energies of a particular tube. The
zone-folding approach helps in understanding many of the carbon nanotube prop-
erties like the most unique property of being either metallic or semiconducting in
character, depending on diameter and chirality.
2.2.1. Zone-folding approximation
The continuous wave vectors ~kz along the nanotube z -axis and the allowed quantized
wave vectors ~k⊥ around the nanotube circumference were defined in Eqs. 2.14 and
2.13, respectively. In Fig. 2.3, the allowed k -lines or wave vectors were plotted on
top of the graphene BZ. This is in essence the zone-folding approach, also called the
9
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confinement approximation. It specifies the electronic band structure of the carbon
nanotube by adapting the existing electronic energies of graphene along the allowed
k -lines of the tube. The chiral indices (n1, n2) of a particular tube are the ones to
determine the dimensions and orientation of the allowed k -lines, namely their length
(2pi/a), their distance between each other (2/d) and their number (q). The latter
is given by the greatest common devisor n.
The metallic or semiconducting character of SWNTs is determined by the Fermi
surface of graphene. Following Fig. 2.4 we know that the valence and conduction
bands cross at the graphene K-point of the BZ. Therefore, according to the concept
of zone-folding, if the graphene K-point located at the Fermi surface matches an
allowed k state of the carbon nanotube, the tube should be metallic. If no match
occurs, the tube will possess an energy gap and be semiconducting in character.
As specified in Eq. 2.11, the electronic states (allowed k lines) of a general carbon
nanotubes are confined to the vectors which satisfy the condition ~k⊥ ·~c = 2pim. The
K-point of the graphene BZ is defined via the reciprocal unit vectors (defined in
Eqs. 2.1 and 2.2) to be located at 1
3
(~k1 − ~k2) = 4pi/3a0, see also Fig. 2.2. It follows
that a nanotube is metallic if the following expression is satisfied:
~K · ~c = 2pim = 1
3
(~k1 − ~k2) (n1~a1 + n2~a2) Eqs.2.1+2.2== 2pi
3
(n1 − n2) (2.15)
or in other words if 3m = n1 − n2, i.e., if n1 − n2 is a multiple of three, the tube is
metallic in character .
Alternatively, the K-point can be projected along the nanotube axis. Such proce-
dure provides the kz vector [0,pia ] for metallic nanotubes at which the valence and
conduction bands cross in the nanotube BZ:
~K · ~a = 1
3
(~k1 − ~k2)
(
−2n2 + n1
nR
~a1 +
2n1 + n2
nR
~a2
)
= 2pikz (2.16)
which yields the kz after substituting for the unit vectors:
kz =
{
0 if R = 1, i .e., (n1 − n2)/3n is not integer
1/3 if R = 3, i .e., (n1 − n2)/3n is integer
For zig-zag and chiral metallic tubes with R = 1, the valence and conduction bands
10
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cross at the Γ-point (kz = 0)1, while for armchair metallic tubes with R = 3 the
bands cross at kz = 2pi3a .
The zone-folding approach has a big advantage of providing physical insights in a
simple way as was shown in the case of metallic versus semiconducting character. It
directly provides the m quantum number of the confined electronic states and thus
an optical transition energy can be determined directly from the band structure
of the tube, keeping in mind that for light polarized along the tube z -axis, the
selection rule reads ∆m = 0 (section 2.4.2)2. The zone-folding is further capable
of explaining the trigonal warping effect [19], the electronic band structure changes
with curvature (section 2.2.2) and even provides the nanotube’s vibrational modes
from the phonon dispersion of graphene (section 2.4.4).
2.2.2. Energy gaps in quasi-metallic nanotubes
Nanotubes with an integer (n1−n2)/3n are defined metallic within the zone-folding
approximation. Yet, experimental findings [20, 21] show that a small energy gap
opens at the Fermi level of metallic zig-zag (n,0) and chiral (n1, n2) SWNTs. The
gap opening in these SWNTs occurs as their finite curvature reduces the overlap be-
tween the pi orbitals. For this reason metallic zig-zag and chiral tubes were named
quasi-metallic. The statement was proven by means of low-temperature scanning
tunnelling spectroscopy (STS) measurements, where Ouyang et al. [20, 21] demon-
strated gap-like structures at the Fermi level of metallic zig-zag SWNTs. It was
established that these quasi-metallic zig-zag tubes are in fact small-gap (few meV)
semiconductors, where their gap is inversely proportional to their radius. A model
was further developed. It explains that since a reduction in the overlap of nearest
neighbor pi orbitals occurs due to curvature, a shift of the Fermi vector ~kF from the
K-point of the graphene BZ takes place. In quasi-metallic zig-zag tubes, the vector
shifts away from the K-point, perpendicular to the allowed k -line direction. Con-
sequently, the allowed k -line does not pass through ~kF, leading to an opening of a
small-energy gap at the Fermi level. This model is valid also for chiral quasi-metallic
SWNTs. Later, Kleiner et al. [22] showed the dependence of the band-gap on chiral
1The valence and conduction bands of semiconducting tubes, chiral and zig-zag metallic tubes
cross at the Γ-point (R = 1).
2Strong excitonic effects renormalize the transition energies so the observed optical transition
energies are in fact exciton energies and not the actual interband transition energies [16]. Recent
study by Martty et al. [17] have reported excitons’ binding energy of about 270 meV for 1.4 nm
diameter SWNTs. Similar results were previously obtained by Dukovic et al. [18].
11
2. Theoretical background
Figure 2.5.: The derivation of the
DOS of a metallic tube (right) via
its electronic band structure (left),
given by the bold cutting lines on
the cones. The formation of the
vHSs in the DOS of the 1D sys-
tem is shown, where in the vicinity
of the Fermi level (marked in red),
DOS ∝ 1/d . E11 and E22 are the
1st and 2nd optical transition ener-
gies. Modified from Ref. [13].
angle, i.e., the smaller the chiral angle the larger the band-gap. In contrast to the
gap opening in zig-zag tubes, in metallic armchair tubes the Fermi wave vector ~kF
moves parallel to the allowed k -line and thus armchair nanotubes always remain
metallic [21].
2.2.3. Density of states (DOS)
Most of the differences between the electronic properties of graphene and carbon
nanotubes result primarily from the reduced dimensionality. The density of states
(DOS) is an essential quantity in experimental study of electronic properties, and
it defines the number of electrons which are available at a given energy range for a
specific system. In bulk semiconductors, the DOS increases approximately as the
square root of the energy above the band gap. Also in 2D solids, the DOS shows a
general increase in energy. Yet, in 1D systems the DOS is proportional to the inverse
of the square root of energy and exhibits a decaying tail between maxima, also called
van Hove singularities (vHSs). Carbon nanotubes show a 1D DOS as demonstrated
in Fig. 2.5. Finally, 0D systems display δ-function DOS.
Figure 2.5 schematically demonstrates how the DOS of a metallic carbon nanotube
is obtained via its electrical band structure. Here, the band structure of the tube is
given by the cutting lines marked on the 2D cone-shaped energy dispersion around
the K-point of the graphene BZ. Each line forms a van Hove singularity (vHS) in
the DOS, shown as a local maximum except for the two lines crossing at the K-
point. The non-zero DOS at the Fermi level (marked in red) is the result of such
line-crossings that represent a metallic character for the nanotube. Its magnitude
is inversely proportional to the tube diameter, DOS ∝ 1/d . In contrast, the DOS
is zero at the Fermi level for the case of a semiconducting tube, where no such
crossing at the K-point exists. Figure 2.5 also shows the optical transition energies
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between the first and second pairs of vHSs, or alternatively between the valence and
conduction bands, E11 and E22, respectively.
2.3. Electrical transport in SWNTs
For the truly metallic armchair tube, the valence and conduction bands cross at the
Fermi level just as in the case of graphene. The two crossing bands provide the tube
with two conducting channels at and close to the Fermi level, where in each of these
bands, two electrons of opposite spins can co-exists. Consequently, an armchair tube
with transparent contacts to metal electrodes should have the theoretical quantum
conductance and resistance limits of:
Gnt = 2G0 =
4e2
h
≈ 150 µS Rnt = h
4e2
≈ 6.5 kΩ (2.17)
where G0 = 2e2/h ≈ 75 µS [12].
Different band structures are obtained for a truly metallic, a quasi-metallic and a
semiconducting nanotube. The various band structures are illustrated in Fig. 2.6
which displays a quasi-metallic (12,0) zig-zag, a semiconducting (11,0) zig-zag, and
an armchair (6,6) nanotube band structure. In the case of the armchair tube, the
two bands m = n = 6 conduct the current while in the case of quasi-metallic zig-zag
or chiral nanotubes, a small energy gap of few meV (< kBT ) exists due to the nan-
otube curvature (section 2.2.2). This gap is important at low-temperatures and can
suppress electron transport. However, at room-temperature, the thermal energy is
larger than the gap and the tubes show metallic behavior. Semiconducting tubes
Figure 2.6.: The electronic band
structures of a quasi-metallic zig-
zag tube (12,0), a semiconducting
zig-zag tube (11,0) and an armchair
tube (6,6). EF is set at zero energy.
Modified from Ref. [23].
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possess an energy-gap of ≈ 0.5-1 eV, where both zig-zag and semiconducting tubes
have their DOS singularities at the Γ-point.
Room-temperature measurements of conductance versus gate-voltage (VG) can dis-
tinguish between the two character types (see also section 4.3). In the case of
metallic tubes, the conductance is VG independent, with the crossing bands provid-
ing conducting electrons independently on the VG, i.e., the gate potential does not
change the number of conduction channels. On the other hand, the conductance
in semiconducting tubes is strongly affected by the VG and can change by orders
of magnitude. It is further accompanied by hysteresis [24, 25] and it is asymmetric
above and below the Fermi level, EF. The tubes conduct at a negative VG, which is
smaller in absolute value than the positive VG for the non-conducting state. This
trend was initially interpretated to occur due to a p-type doping of the tube [26,27].
However, a few years later it was shown by Heinze et al. [28] that the asymmetry
in the conducting channels is due to a Schottky barrier (SB) at the tube-metal in-
terface3 rather than to a doping of the tube by oxygen [26, 27]. It is known that
the Schottky barrier at the nanotube/electrode interface is sensitive to the metal
electrode work function and that the work functions are in turn sensitive to gas
adsorbents [29]. In the work of Heinze et al. [28] one field-effect transistor device
(FET) was exposed to different oxygen concentrations while another was doped by
increasing potassium concentration. The current versus gate-voltage characteristics
(Fig. 4 in Ref. [28]) were then investigated, showing qualitatively the current-VG
changes for the case of doping versus the case of changing the work function. If the
work function is changed it leads to a lowering of the conductance for one sign of the
VG and to an increase for the opposite sign. However, the range of VG in which the
device is "OFF" stays the same. If the oxygen was to dope the tube, the minimum
of the curve would have been shifted. On the other hand, for the potassium-doped
device, the minimum of the curves (the VG range at which the device is "OFF")
shifts to negative/positive VG for n-type/p-type doping, respectively. Therefore, it
was concluded that the effect of oxygen exposure was not to dope the tube, but
rather to change the work function of the exposed electrode [28]. Furthermore, due
to the presence of a SB in FETs, contact geometry is essential, as one must consider
the effect of the electric-field at the nanotube/electrode interface for better operating
FETs.
3A Schottky barrier for holes or electrons can result at the interface of a semiconductor and a
metal.
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2.3.1. Defect-induced elastic scattering in metallic SWNTs
Single-wall metallic nanotubes should theoretically exhibit the conductance limit of
2G0, or a resistance of ≈ 6.5 kΩ. However, most measured conductances display a
much lower value than the theoretically expected one. In a two-terminal resistance
measurement, which typically displays a value on the order of MΩs, most of the
applied voltage drops at the metal-tube contacts, and a tunnelling process domi-
nates the transport. This is unfortunately the general case with varying contact
resistances depending on device processing. Nevertheless, the origin for this high
contact resistance is not yet completely understood and remains even now an open
question. Although a few experiments with highly transparent contacts and nearly
theoretical resistance values have been reported [30, 31], most cases exhibit resis-
tances on the order of tens to hundreds of kΩ. Apart from contacts, this is due to
the fact that real nanotubes are not perfect as assumed in theoretical calculations.
SWNTs have structural defects which elastically scatter electrons, where addition-
ally the electrons can be inelastically scattered by phonons (section 2.3.2).
In metallic tubes, the elastic scattering of electrons near the Fermi level is sup-
pressed. One explanation for this suppression comes from the fact that the wave
functions near the EF are smeared along the circumference. When a disorder like
an impurity, a pentagon-heptagon defect or other kind of defect, exists in an arm-
chair nanotube wall, the electron senses only a reduced potential as it is averaged
over the whole circumference. In larger diameter tubes, the impurity influence will
be smaller or even negligible [32]. This argument holds up to the case where the
diameter is as big as to cause higher-lying bands to be too close in energy to the
crossing m = n bands. For such a scenario, electron backscattering occurs between
different m-bands and ballistic transport fails. Symmetry arguments are another
way to explain the elastic scattering suppression in metallic tubes and can be found
in Ref. [12]. The conclusion of both is however the same, some of the metallic tubes
can reach the ballistic transport limit, while others can not.
Finally, ON state semiconducting tubes experience no elastic scattering suppression.
The argument here is that the conducting electrons have the same irreducible rep-
resentation and thus backscattering is allowed. This is in contrast to the case of
metallic tubes which their crossing bands belong to different irreducible representa-
tions.
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2.3.2. High-bias electron-phonon scattering in metallic
SWNTs
Metallic SWNTs can be envisioned as tiny interconnectors in electrical circuits, as
it is known that some of them can reach the ballistic transport limit. However,
in the high-bias regime, electron-phonon scattering processes take place. These in-
teractions result in a very small mean-free-path for the electrons, i.e., very small
scattering lengths which bring the electrical transport to current saturation. Var-
ious phonons like the acoustic, optical high-energy or zone-boundary phonons can
interact with the electrons, which in many cases are the dominant paths for relax-
ation processes in SWNTs. In Fig. 2.7, a schematic illustration of the electronic
band structure is shown for a metallic SWNT. Like in graphene, the electronic gap
is zero at the crossing pi bands for both equivalent K and K’=2K BZ points4. The
scattering processes at both Γ and K points are assigned for q ≈ 0 and q ≈ 4pi/3a
phonon wave vectors, respectively. At low-electric-field (small source-drain voltage,
VSD) or in the low-energy regime, electron-phonon coupling processes occur with
either q ≈ 0 or q ≈ 4pi/3a acoustic phonons, as indicated by the red arrows in
Fig. 2.7. The electron reverses its propagation-direction as it scatters from subband
1 into subband 2 thus, changing its momentum but maintaining its energy. A fur-
ther increase in electric-field (higher VSD) accelerates the electrons to such energies
that they can emit high-energy phonons with wave vectors q ≈ 0 and q ≈ 4pi/3a
(zone-boundary phonons), as illustrated by the black arrows. These phonons are
of ~ωΓ and ~ωK energy, respectively. In the upper-left process, an electron is back
scattered between subbands (1 and 2) under the emission of a high-energy phonon.
The electron preserves its momentum while its energy is lowered by a phonon energy
of ~ωΓ. Alternatively, the electron can relax by emitting a zone-boundary phonon
as in the upper-right process. Here, the electron is back scattered between the two
subbands (1 and 2) of the two equivalent K points, where both its momentum and
energy are changed. It loses ~ωK energy and its momentum is changed by ≈ 4pi/3a.
An electron can also be forward scattered into the same subband as illustrated in
the lower-panel of Fig. 2.7.
4As long as the bias is smaller than 1V, the initial (k) and final (k+q) electron states stay close to
the K or 2K graphene points, as the electron is scattered by a q or -q phonon. The conservation
of energy reads E(k+q)j = Eki ± ~ωqη where ± refers to the absorption/emission of a q phonon
in branch η, and i and j are the electron bands [33].
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Figure 2.7.: Schematic drawing of the various phonon scattering processes in a metallic
SWNT, illustrated at the K and K’ graphene BZ points. Γ and K refer to q ≈ 0
and q ≈ 4pi/3a phonons, respectively (the latter refers to scattering between kF
and -kF). Red/black arrows indicate the two possible electron back scattering by
low-energy acoustic phonons, and the four possible electron scattering processes by
high-energy and zone-boundary phonons, respectively. Broken arrow denotes the K
vector connecting the two equivalent K and K’ points. Modified from Ref. [33].
The optical phonons required to scatter an electron between two subbands are of
energies in the range 100 - 200 meV (small-q phonons), while those with the en-
ergy range 100 - 160 meV are the (large-q) zone-boundary phonons5. At low VSD,
the moderately accelerated electrons lack the energy required to emit high-energy
phonons, and therefore only very low-energy acoustic phonons are emitted. Nev-
ertheless, at high VSD, the electrons can be accelerated to have enough energy for
the emission of optical high-energy and zone-boundary phonons. The relaxation can
occur as long as an electronic state is available for the specific scattering process.
Likewise, if the energy difference between the occupied and unoccupied states is less
than 100 - 200 meV, negligible electron-phonon coupling processes take place, i.e.,
merely with acoustic phonons. Following this theory, the current saturation I0 for a
5In armchair tubes, such scattering requires a change in the vertical mirror plane parity, see
appendix A.
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SWNT given in Eq. 2.18 was calculated by Yao et al. [9] to vary between 15 - 30 µA
for Eph = 100 - 200 meV phonon energies:
I0 =
(
4e
h
)
Eph (2.18)
Various experimental results [9–11], as well as in the present work (section 4.6.3),
have shown that individual SWNTs can conduct currents in this range and that
at high-bias the current saturates. Note that the I0 defined in Eq. 2.18 does not
depend on tube length, L. The I -VSD curves in these experiments show a linear
dependence in the low-bias regime. In the high-bias regime though the curves sat-
urate, in agreement with the electron-phonon coupling processes described above.
At higher applied voltage, the electrons can reach the required energy faster with a
consequent relaxation via phonon emission.
Since optical high-energy and zone-boundary phonons do not exist at room tem-
perature, one must assume that they relax instantaneously after their emission by
the electrons. Figure 2.8 illustrates the occurrences to an electron in the high-bias
regime. The electron accelerates within a length lT under the applied electric filed ~E.
At the same time, it gains the required energy for the emission of an optical phonon.
Once obtained, the electron scatters on a length scale of the mean-free-path (lph)
of a high-energy phonon (Eph ≈ 0.2 eV) or a zone-boundary phonon (Eph ≈ 0.16 eV).
In order to evaluate both lT and lph, one needs to consider the change in the electron
momentum k under an applied electric field, ~E:
~
dk
dt
= e| ~E| (2.19)
If the linear dispersion dE/dk = ~vF at the Fermi level is then inserted into Eq. 2.19,
the mean-free path lT of an electron before it scatters is found6
lT =
Eph
e| ~E| =
(
Eph
eV
)
· L (2.20)
Once the electron has reached the threshold energy, it will scatter on a length scale
lph, the high-energy phonon scattering mean-free path. The total length that the
6dE = e ~Edx = ~υF · dk ⇒ dx ≡ lT = dEe~E
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Figure 2.8.: Schematic illustration of the
scattering lengths involved in the high-bias
regime. lT and lph are the electron and
phonon mean-free paths, respectively. Taken
from Ref. [10].
electron propagates before scattering is the sum lT + lph, as shown in Fig. 2.8.
For large enough tube lengths (L), the total scattering length is determined by lT,
because lT  lph.
The total resistance (high-bias and low-bias resistances) is therefore,
R = Rhigh +Rlow =
(
h
4e2
) (
L
lT
)
+Rlow
Eq.2.20
=
V
I0
+Rlow (2.21)
with I0 as defined in Eq. 2.18. Rlow is the sum of a voltage-independent resistance
(contact resistance) plus the constant intrinsic quantum resistance, Rnt = 6.5 kΩ,
i.e., Rlow = Rcontact + Rnt. However, if L is adequately small, the scattering length is
determined by lph, because lT  lph. For very short tube segments, a lower applied
voltage is required to obtain a sufficient ~E that can accelerate the electron to the
point it relaxes via phonon emission, compared to a longer segment with the same
diameter. For this short channel, the experimental scattering length is lph and the
total resistance is:
R = Rhigh +Rlow =
(
h
4e2
) (
L
lph
)
+Rlow (2.22)
Recent experimental results [9–11] for the mean-free path of electrons in the high-
bias regime have shown a general agreement. The reported values for room temper-
ature measurements were on the order of 10 - 15 nm and > 1.6 µm for the electron
high-energy phonon scattering and for the electron acoustic phonon scattering, re-
spectively.
2.4. Raman Spectroscopy
Raman spectroscopy is a well-established experimental technique for the character-
ization of carbon materials. The recorded spectra can provide information about
their physical properties and quality, even in cases where only a small amount of
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the material is available. In the case of carbon nanotubes, the Raman scattering
signal is resonantly enhanced due to the van Hove singularities (vHSs) in the elec-
tronic band structure, and thus, even individual tubes can be investigated. In the
present work, the Raman technique was used on SWNTs to obtain information about
their vibrational properties, their metallic or semiconducting character and to get
insight on the various electron-phonon coupling processes occurring on the level of
an individual metallic SWNT.
2.4.1. First-order Raman scattering
A typical First-order Raman scattering process involves (in the framework of quan-
tum mechanics) the following steps:
1. Absorption of an incoming photon with energy ~ω1 while creating an electron-
hole pair.
2. The electron scatters inelastically by emitting/absorbing a phonon of energy
~ωph.
3. Recombination of the electron and hole under the emission of the scattered
photon of energy ~ω2.
Equations 2.23 and 2.24 express the energy and momentum conservation in the
Raman process, respectively:
~ω1 = ~ω2 ± ~ωph (2.23)
~k1 = ~k2 ± ~q (2.24)
where ~k1 and ~k2 denote the electron wave vector before and after scattering with a
phonon of wave vector ~q, while the ± sign stands for the Stokes (S) and anti-Stokes
(AS) scattering processes7.
Three first-order Raman scattering processes are possible: the non-resonant, the
single-resonant and the double-resonant Raman scattering. Figure 2.9, schemati-
cally illustrates the various processes. The solid lines denote real electronic states,
which for a SWNT indicate a vHS pair, i.e., an optical transition energy, Eii. The
7The emitted photon has a lower energy for S-process and higher energy for AS-process.
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Figure 2.9.: Schematic illustration of the Stokes and anti-Stokes electron-phonon scat-
tering processes. (a) Two possible non-resonant and (b) four possible single-resonant
Raman scattering processes. Solid/broken lines denote real/virtual electronic states,
respectively. The energy difference between solid lines indicate an optical transition
Eii in a SWNT. Note that while the broken lines indicate virtual states for the single-
resonant case, they indicate real states for the double-resonant scattering processes.
~ω1, ~ωph and ~ω2 stand for incoming photon energy, phonon energy and outgoing
photon energy, respectively, in both a and b. S and AS are abbreviations of Stokes
and anti-Stokes. Modified from Ref. [12].
broken lines indicate virtual electronic states. Following the sequence of events listed
above for the first-order Raman scattering, the Stokes process in part (a) of Fig. 2.9
illustrates how a photon of energy ~ω1 excites an electron into the virtual state, virt2.
The excited electron is then scattered under the emission of ~ωph phonon into the vir-
tual state virt1, and finally recombines with the hole under the emission of a photon
of energy ~ω2. A similar sequence takes place for the anti-Stokes process, however,
here the electron is scattered between the virtual electronic states by absorbing a
phonon of ~ωph energy, and the order of virtual states is reversed. Since in both
Stokes and anti-Stokes processes the intermediate electronic states are all virtual,
non-resonant Raman scattering processes occur. Part (b) of Fig. 2.9 illustrates
the two Stokes and two anti-Stokes possible scattering routes for single-resonant
Raman scattering processes. Here, the photon energy matches an incoming or an
outgoing transition between two real electronic states. For a double-resonant
Raman scattering process, the virtual electronic states drawn in Fig. 2.9 (b) have
to be also real. For the picture given here though, the double-resonant scattering is
obtained only for one particular laser wavelength.
All first-order processes described in Fig. 2.9 are limited to scattering of visible light
by Γ-point phonons (q ≈ 0 ). According to the single-resonance model, a resonance
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condition must further occur or no contribution to the Raman signal occurs, i.e.,
the laser energy must match a given optical transition of the tube.
Nevertheless, higher-order processes, which follow the scheme of the double-resonant
scattering, are also possible. These processes involve scattering by two phonons
with wave vectors of opposite sign ±q (second-order Raman scattering) or involve
elastic-scattering by defects. In both cases the phonon wave vectors are bigger
than zero, q > 0. For details see section 2.4.3.
2.4.2. The selection rules for Raman scattering in SWNTs
The Raman scattering selection rules in carbon nanotubes are easily found by con-
sidering the conservation of the quasi-angular momentum m and the parity along
the horizontal mirror plane, σh (the parity applies only in achiral tubes, see appen-
dix A). When taking into account only first-order scattering, i.e., Γ-point phonons
(q ≈ 0) for vertical transitions in the visible (∆k ≈ 0), the selection rules depend on
the polarization of the electric field vector ~E with respect to the nanotube z -axis8.
Achiral nanotubes have a horizontal (σh) and a vertical (συ) mirror planes, where a
z -polarized optical transition changes the horizontal mirror parity i.e., σh = -1. For
transitions polarized perpendicular to the tube axis, however, the horizontal mir-
ror parity does not change, σh = +1. When a photon with an angular momentum
±1 is absorbed, the transition from the valence to conduction band must fulfill the
following conditions in order to conserve the total angular momentum. The first
condition specifies that the m is kept constant if z -polarized light is applied, i.e.,
∆m = 0 for ~E ‖ z − axis (2.25)
while the second rule states that m should change by ±1 if (x , y)-polarized light is
applied on the tube:
∆m = ±1 for ~E ⊥ z − axis (2.26)
8If an external field ~Eext is applied along a sufficiently long tube, the formed charges are too
far apart to form a polarization. If the ~Eext is applied perpendicular to the tube, the charges
induced on its surface result in a polarization (~P ) that opposes the external field and reduces
the magnitude of the electric field in the tube ( ~E⊥). This depolarization or antenna effect
suppresses allowed optical transitions in tubes with ~E⊥ [34].
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When other scattering processes are also allowed, e.g., defect-induced double reso-
nance scattering processes (section 2.4.3), which involve large-q phonons, one has
to additionally apply the Umklapp9 rules.
2.4.3. Double-resonant Raman scattering
Most Raman experiments on solids are performed in the backscattering configuration
and utilize a light source in the visible spectral range. In such a setup, the extremely
small wave vector of the incident light limits the scattering processes to first-order
scattering of Γ-point phonons (q ≈ 0) as the electron momentum must be conserved.
In most Raman scattering experiments on solids, therefore, only Γ-point phonons
can participate in the scattering process. However, an exception occurs in carbon
nanotubes. Owing to their unique electronic band structure, double-resonant scat-
tering processes contribute to the Raman spectrum. Such defect-induced processes
employ typically large-q phonons and are not "Γ-point-phonons-restricted" as dis-
cussed below.
Only a few years back, the double-resonant Raman scattering process was realized to
contribute significantly to the Raman spectrum of carbon materials. The shift with
excitation energy of the disorder induced D-mode in graphite [35, 36] has evoked
the recognition that double-resonant processes are involved, since it could not be
explained by the well known first-order Raman processes, dominated by the q ≈ 0
phonons, where the peak frequencies are independent of the laser energy.
Thomsen and Reich [37] were the first to explain the observed laser-energy depen-
dence in graphite. They have demonstrated that the responsible mechanism for the
frequency shift of the D-mode is defect-induced, double-resonant Raman scattering.
The role of the defect is to elastically scatter back the electron to its original mo-
mentum (~ki) after it was resonantly or non-resonantly scattered by a large-q phonon,
so as to not violate the momentum conservation. It is for that reason that large-q
phonon wave vectors can additionally contribute to the spectra of carbon nanotubes
or of graphite.
In Fig. 2.10, a schematic illustration of the two linear electronic bands are shown,
resembling the energy dispersion at the K-point of the graphene BZ. On the left, an
9As long as the scattering process remains within the 1st-BZ boundaries [−pi/a, pi/a] m can be
regarded as a conserved quantum number. However, once the BZ boundary is crossed, m is
no longer conserved, and the scattering process is called Umklapp process. In such a case, the
phonon wave vector q is corrected according to the Umklapp rules [12].
23
2. Theoretical background
Figure 2.10.: Schematic illustration of both incoming and outgoing double-resonant
Raman processes. Solid/dotted black arrows stand for resonant/non-resonant scat-
tering processes. Left/middle schemes demonstrate an incoming/outgoing double-
resonance Stokes (S) processes with the first two transitions in resonance/non-
resonance. Right scheme illustrates an anti-Stokes (AS) process. ~ki indicates the
initial electronic state, while ~ka ,~kb and ~kc indicate intermediate electronic states,
with momentum conservation ~ki = ~kc . Note the larger wave vector in the AS process
versus its equivalent S process in the left scheme. This results in a different S and
AS peak frequencies for the same incoming photon energy, as seen by the energy
magnitudes of the scattering phonons, ~ωph. Adapted from Ref. [12].
incoming real transition occurs, initiated by the excitation of an electron from its
ground- i to its intermediate a-electronic state. It can be rationalized from such pic-
ture that if we would increase/decrease the laser energy, the electron wave vector ~ki
will simply increase/decrease to match the resonant transition. A double-resonance
process implies that the excited electron at state a is for example resonantly scat-
tered to state b under the emission of a phonon of energy ~ωph as shown in the left
Stokes process of Fig. 2.10. The energy of the phonon is given by the energy differ-
ence between states a and b while the magnitude of q is determined by the length of
its arrow. As mentioned above, a second scattering must bring back the electron to
its original wave vector, here shown as intermediate electronic state c. The second
scattering can be done elastically by a defect (displayed here) or inelastically by a
second phonon, which results in a process called second-order Raman scattering.
Finally, after returning to the wave vector ki, the electron recombines with the hole.
The middle scheme demonstrates an example of scattered light in resonance i.e., an
outgoing resonance process. In this picture, the excited electron reaches a virtual
electronic state10 a, which scatters into state b by emitting a phonon. The electron
is then scattered back by a defect and recombines with the hole. In contrast to the
10A virtual state has a lifetime on the order of 10−15 seconds.
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example shown for an incoming Stokes resonance process, the last two transitions of
the outgoing Stokes process are in resonance. On the right, an anti-Stokes process
in an incoming resonance procedure is exemplified. In general, all the transitions
in anti-Stokes processes are similar to those in Stokes processes, except for the ab-
sorption of phonons. Here, the electron absorbs a phonon of energy ~ωph, while
being scattered resonantly from state a to state b. In all of the above examples, the
phonon that scatters the electron from state a into state b must have a larger wave
vector than that of the electron i.e., q > ki. In total, there are four possible Stokes
and four possible anti-Stokes processes.
2.4.4. The various Raman modes of SWNTs
In order to determine the full phonon dispersion of carbon nanotubes, the tubes
must be in the form of single crystals. Since no such object exists, one compromise
is to theoretically calculate the phonon dispersion by zone-folding the graphene
BZ. It turns out that the more tractable zone-folding approximation predicts the
phonon dispersion quite well as compared to the much more elaborate/slower but
accurate ab-initio calculations, given in Fig. 2.11. On the left, the phonon disper-
sion of graphene with its optical and acoustic modes, i.e., longitudinal (LO/LA),
transverse (TO/TA) and out-of-plane (ZO/ZA) modes are shown. To achieve the
phonon band structure of the (4,4) tube by the zone-folding procedure, slicing the
graphene BZ in the direction of k⊥ is needed. The slicing occurs four times along the
Γ-M direction for the armchair tube exemplified here, while for a general armchair
tube it will be n times. Like in Fig. 2.3, the lines with m = 0 and m = n lie on
the graphene Γ-point and M-point, respectively. Each point where the vertical lines
intersect with the phonon branches of the graphene sheet becomes a Γ-point phonon
in the nanotube.
A comparison between the zone-folded and ab-initio calculated phonon dispersions
reveals two obvious limitations; the zone-folding approach lacks both an acoustic
mode and a non-zero frequency radial breathing mode at the Γ-point. Both are
missing in graphite, and are indicated with thick red lines in the ab-initio calculated
phonon dispersion of the (4,4) tube (lower part). Note that the slicing procedure
for a zig-zag tube occurs along the Γ-K direction, here demonstrated in red for the
(6,0) tube, with m = 2n/3 = 4 hitting the K-point (compare with Fig. 2.3).
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Figure 2.11.: The procedure of zone-folding the phonon dispersion of the graphene
BZ (left) to construct the band structure of a specific nanotube, demonstrated here
(black) for the armchair (4,4) tube. Thick red lines in the ab-initio calculations (using
pseudopotential-density-functional theory) demonstrate the acoustic (twiston) mode
and the radial breathing mode branches that are missing in graphite. Also shown is
the slicing procedure for a (6,0) zig-zag tube (red) however without a corresponding
nanotube band structure. Modified from Refs. [12, 38].
The first-order Raman scattering spectrum is normally divided into three major
regimes: (1) the low-frequency range of the radial breathing mode where the tube
mimics a breathing-like vibration, (2) the intermediate range with the defect-induced
vibrations and (3) the high-energy range where adjacent carbon atoms vibrate out-
of-phase.
Radial breathing mode
The radial breathing mode (RBM) appears in the low-frequency range of the Raman
spectrum (100 - 400 cm−1). This vibration causes all positions to expand and
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contract in a coherent way along the radial direction, mimicking a breathing like
movement. The diameter d of a SWNT is inversely proportional to the frequency
of its RBM mode, as given by the following relation:
ωRBM =
C1
d
+ C2 (2.27)
where C1 and C2 are constants. In the beginning, C2 was used to account for
external forces e.g., interaction with the substrate or van-der-Waals interactions
between neighboring tubes in a bundle [39]. However, rather small changes in the
RBM frequencies were found due to changes in the environment [40, 41], and thus
C2 is regarded today mainly as a fitting parameter. The value for C1 is either
calculated or found by best fit to many measurement data points and thus ranges
from 218 to 248 cm−1nm, for isolated nanotubes, as found by various groups. It is
for that reason that a few percent error in the C1 value is always present (∼ 5%),
which transforms into the same error for the diameter d . Based on the theory of the
single-resonance model (section 2.4.1) only particular tubes are selected from a tube
ensemble of different diameters at a specific laser energy. This dependence of the
Raman frequency on excitation energy is called diameter-selective resonance .
Following this model, any variation of the Raman spectrum with laser energy implies
that different tubes are resonantly excited [41].
Defect-induced D-mode
The D-mode belongs to the intermediate range of the Raman spectrum, extending
between 1200 to 1400 cm−1. The D-mode in graphite was observed for the first
time in 1970 [42] and was proven to be disorder-induced, via experiments in which
the crystallite size of graphite was progressively decreased and the intensity for this
mode linearly increased. Ten years later, it was discovered by Vidano et al. [35] that
the frequency of this mode changes, i.e., increases by about 50 cm−1/eV with laser
energy. From section 2.4.3, it is clear that this dependence results from a double-
resonance process, enhancing a different phonon wave vector for each excitation
energy wavelength. The shift in phonon frequency is a consequence of a dispersive
phonon band for which a different wave vector fulfills the double resonance condi-
tion. The defect-induced D-mode involves K-point rather than Γ-point phonons. In
carbon nanotubes, the D-mode corresponds to the one in graphite except that it is
found to have a slightly smaller frequency [43, 44]. Possible defects in a nanotube
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Figure 2.12.: Schematic illustration of a double-resonance process which results in a
D-mode signal. The sequence of events (1 to 4) are indicated by the arrows on top
of an armchair tube band structure. The optical transitions occur near the kF wave
vector at which the valence and conduction bands cross. Taken from Ref. [46].
can be either structural, impurities or its finite length (i.e., the ends). In addition,
the intensity of the D-mode in carbon nanotubes has a similar dependence on the
defect concentration as in graphite [45]. Nevertheless, some features of the D-mode
in nanotubes results from both their 1D band structure and symmetry. A schematic
illustration of the electronic band structure of an armchair tube is given in Fig. 2.12.
For the R = 3 tubes, the K-point corresponds to kF = 2pi/3a. However, for R = 1
tubes, the bands crossing point refers to the Γ-point [47]. Since an armchair tube
is an R = 3 tube, its optical transitions occur near the kF vector, where the con-
duction and valence band minima and maxima are located. For z -polarized light
(∆m = 0), the double-resonance condition is fulfilled if the electron is scattered
across the Γ-point to a band with the same quantum number m. The defect, which
scatters back the electron, can change only the electron quasi-linear momentum (k),
but not m. The phonon thus has a quasi-angular momentum m = 0, while its wave
vector is q ≈ 4pi/3a ≈ 2kF, which is about twice the vector Γ-K, as can be realized
from the length of the long arrow in the scheme. After applying the Umklapp rules
(since q > 1st-BZ boundary) one finds that the phonon wave vector changes to
2pi/3a and its m to n, with a dispersion that has a Γ-point frequency that is similar
to the D-mode in graphite (for details see Refs. [12, 46]). By increasing the laser
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energy, the phonon wave vector moves away from the kF wave vector, and its wave
vector increases (decreases) if the optical transition is on the right (left) side of the
conduction-band minimum. Both conduction bands and phonon dispersion possess
a minimum at the K-point. Any increase of laser energy will result in higher phonon
frequency, but lower intensity as the DOS is smaller further from the kF.
Recently, the D-mode frequencies were measured for an isolated tube and a small
bundle [48]. The observed shift with excitation energy was proof that this property is
indeed not just an ensemble effect, as claimed by the selective resonance model [49].
High-energy modes (HEMs)
The frequency range of the HEMs extends between 1500 - 1600 cm−1. The high-
energy vibrations are the result of adjacent carbon atoms vibrating in opposite
direction with respect to one another, parallel and perpendicular to the tube axis,
as illustrated in Fig. 2.13. The longitudinal mode (LO) and the transverse mode
(TO) are respectively called the G+ and the G− modes11 and are almost at the same
energy as in graphite for the case of semiconducting tubes. In metallic nanotubes,
however, the LO mode is extremely softened (lowered in frequency) by means of a
strong electron-phonon coupling mechanism [50], see section 2.4.5.
The zone-folding approach translates a single Γ-point mode of graphene into a few
modes in the carbon nanotube (Fig. 2.11). This results from the confinement of
the wave vector in the circumferential direction, which produces Γ-point modes
for the nanotube out of non-Γ-point modes of graphene. Even though the mode
frequencies are not precisely predicted by this approach, the high-energy modes of
carbon nanotubes can be still related to those of graphene. They correspond directly
to the E2g Γ-point mode of graphene, and possess momentums that are equal to zero
(m = k = 0).
Similar to the case of the RBM signal, the high-energy modes are a specific property
of SWNTs (graphite displays only one high-energy mode). The Raman G signal of
a SWNT bundle consists of a few close peaks with predominant broad peaks at
∼1593 and ∼1570 cm−1, which are non-Lorentzian peaks and have a full width at
half maximum (FWHM) of 16 and 30 cm−1, respectively. However, this is not the
11The high-energy modes of carbon nanotubes are also called the G band to highlight their connec-
tion to the single graphite Γ-E2g G mode, located at the high symmetry Γ-point with 1582 cm−1
frequency.
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Figure 2.13.: Schematic illustration of two double-resonance processes which lead to
two HEM modes. The double-resonant processes (A and B) are initiated by the
same laser energy for different electron wave vectors (k). The D-mode process is also
depicted for comparison. Taken from Ref. [51]. The tangential carbon vibrations along
(LO,G+) and perpendicular (TO,G−) to the tube axis are illustrated on the right for
a semiconducting tube. The reverse assignment occurs in metallic nanotubes, i.e.,
LO,G− and TO,G+.
case on the level of an individual tube. For an isolated SWNT, only two Lorentzian
peaks, associated with the LO and TO vibrational modes are obtained [52]. Fur-
ther, the characteristic peak structure allows the distinction between a metallic and
a semiconducting tube, as long as a RBM signal is present (to assure resonance
conditions, see section 4.3).
Various Raman energy-dependent studies have revealed slight frequency shifts for
the HEM modes [49, 53, 54]. It was first suggested that the diameter-selective res-
onance concept is the cause for the observed shift, as these experiments involved
different tubes of different diameters, presumably dominated by bundles. A few
years later, Maultzsch et al. [51] have suggested an alternative explanation based
on a defect-induced double-resonance scattering. By this model, the frequency of
the mode changes because a different phonon of the same tube is enhanced by the
double-resonant scattering process, comparable to the process resulting in a defect-
induced D-mode. The only difference is that the double-resonance processes leading
to the HEMs involve small-q phonons, which scatter the excited electrons across the
conduction band minimum, and not across the Γ-point, as illustrated in Fig. 2.13.
Processes A and B lead to the less/more intense G− and G+ peaks, respectively, as
a larger DOS is involved in process B compared to process A (see Fig. 2.5 for the
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DOS magnitude). Maultzsch et al. have further shown how the G+ and G− frequen-
cies increase and decrease with laser energy, respectively [51]. It was explained that
the G+ peak follows the overbending of the LO branch12 thus, its energy increases
for larger-q phonons, whereas the G− peak follows the negative slope of the TO
dispersion thus, its frequency decreases for higher excitation energies.
Based on the double-resonance model, the Stokes and anti-Stokes spectra of the
HEMs are expected to show different frequencies for the same laser energy, since the
double-resonance conditions are slightly different. Following the single-resonance
model, the difference in frequencies results because semiconducting/metallic tubes
are selectively excited by the Stokes/anti-Stokes processes [55].
As a rule, only when the Raman signal reflects the properties of an individual
isolated SWNT, can one draw conclusions on the tube properties. When the Raman
experiment is done on bundles of SWNTs with different diameters, chiralities and
orientations, the interpretation is misleading, since the Raman signal is averaged
over different tubes with different properties.
2.4.5. Softening in metallic SWNTs
Dubay et al. [50] were the first to show theoretically that the LO mode in metallic
SWNTs is significantly softer than the corresponding mode in semiconducting tubes
or the peak of graphite. The theoretical calculations demonstrate a general tendency
of a decreased phonon frequency for smaller diameter tubes. However, for different
metallic tubes, the LO mode (the G− peak) also drops below the TO (responsible
for the G+ peak) phonon frequency with a much stronger diameter dependence.
The softening in metallic SWNTs originates from a developed band-gap at the pi
bands crossing point, caused by the LO axial vibration. To realize this gap opening,
Dubay et al. [50] have illustrated the band structure of graphene at the K-point
in a 3D representation. As shown in Fig. 2.14, the two intersecting bands form
two cones around the K-point. The band structure of an armchair tube at EF is
indicated by the thick lines. The LO mode opens a gap in the armchair tube, since
the tip of the cones has moved perpendicular to the allowed line (here shown as
ΓK line). However, the TO mode leads only to a shift of the kF to a different k
12Overbending occurs when the maximum phonon frequency is higher than the frequency at the
Γ-point.
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Figure 2.14.: Schematic draw-
ing of the electronic band struc-
ture at the graphene K-point,
illustrating the band structure
of an armchair tube (crossing
thick lines). In (a), no displace-
ment is present. The changes in
the band structure of the tube
is demonstrated in (b) and (c)
for the TO and LO displace-
ments. Modified from Ref. [50].
point. The mechanism is similar for a zig-zag tube, except that the allowed lines
are perpendicular to those for armchair, and thus, the LO mode is again the one to
cause the gap-opening.
The formation of such a gap in metallic tubes lowers the band-structure energy
of the system, as filled states are moved to lower energy. Further, as the relation
DOS ∝ 1/d holds in the vicinity of the Fermi level (Fig. 2.5), a softer axial mode
results for smaller diameter tubes. The softening can amount up to 100 cm−1, com-
pared to the TO mode of semiconducting tubes at ≈ 1590 cm−1, and decreases with
increasing tube diameter.
In summary, the totally symmetric axial LO mode of symmetry A1 is the displace-
ment which moves the cones perpendicular to the lines allowed by the periodicity
imposed by the zone-folding procedure. This mode creates the largest gap, irre-
spective of chirality, where the electron-phonon coupling mechanism demonstrated
above opens a gap when a nanotube swings back and forth in a manner compatible
to the A1 mode. The oscillating band gap lowers the frequency of the LO mode in
a manner which resembles a "dynamic" Peierls distortion [50]. From this model it
is clear that armchair tubes have a small non-vanishing gap at zero-temperature,
as the LO mode freezes. This strong electron-phonon coupling in metallic SWNTs
was recently found by various experimental studies to be of importance not only
in low-temperature experiments but also in high-electric-field applications at room-
temperature [9–11].
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Kempa [56] and Jiang et al. [57] have suggested a phonon-plasmon interaction mech-
anism that causes the downshift and line-shape of metallic bulk samples spectra.
They claimed that a non-zero phonon wave vector is needed for such coupling, i.e.,
there must be defects present in the tubes. However, the required wave vector
decreases with bundle thickness, whereas the Raman intensity of the low-energy
side of the metallic peak, also called the Breit-Wigner-Fano (BWF) line, increases.
They further claimed that for a single metallic tube, the strength of the BWF line
increases with decreasing tube diameter. In contrast, the current work addresses
the topic by demonstrating that no BWF line is observed on the level of
an individual metallic SWNT, i.e, no hybrid excitations of low-energy plasmon
modes with phonon modes (plasmon-phonon modes) occurs in an individual metallic
tube [52]. These experimental findings are systematically given in section 4.3. Fur-
ther, the Raman spectrum of a small metallic bundle can be misleading at certain
excitation-energies by revealing a semiconducting-like line-shape [48]. If however it
shows a metallic line-shape, it is definitely metallic in character. The conclusion
originates from the softening of the LO axial mode, which occurs only in metallic
tubes and gives rise to the peak at ≈ 1540 cm−1. The broadening originates from
electron-phonon coupling relaxation processes on the level of an individual tube
(section 4.5), however, when bundles are involved, the broadening originates from a
coupling to continuum states, namely, phonon-plasmon coupling mechanism, where
an asymmetric BWF line-shape appears [56, 57].
Finally, Lazzeri et al. [58] have recently shown how the electron-phonon coupling
mechanism is the major source of the broadening of the G− peak in metallic tubes.
An elaborate discussion about the influence of the electron-phonon coupling mecha-
nism on the Raman line-shape of individual metallic SWNTs, is given in section 4.5.
2.5. Dielectrophoresis
The application of electric fields, especially non-homogeneous fields, is a power-
ful tool for manipulating small objects with slightly differing electrical properties.
Krupke et al. [59] were the first to exploit the dielectrophoretic separation technique
in the case of carbon nanotubes. They have demonstrated how separation of metallic
from semiconducting SWNTs in individual tube suspensions can be achieved based
on the different polarizabilities of metallic and semiconducting SWNTs. The fact
that the dielectric constants of semiconducting and metallic tubes are smaller and
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Figure 2.15.: A schematic illustration of the neutral and positively charged bodies
response to both homogeneous and inhomogeneous electric fields. Adapted from
Ref. [60].
larger, respectively, compared to that of water provided the possibility to separate
the two tube types under the application of a strong inhomogeneous electric field.
Under these conditions, an induced dipole moment interacts with the alternating
inhomogeneous external field, leading to a movement of the metallic SWNTs in the
direction of the high-field region, while the semiconducting SWNTs movement is
toward the low-field region.
In the present work, the SWNTs were deposited via low-frequency dielectrophoresis,
which allows the deposition of both individual metallic and semiconducting SWNTs
from suspension. For details please refer to section 3.2.
2.5.1. Basics of dielectrophoresis
Translational motion of a neutral body can be caused by its response to an inho-
mogeneous electric field. When the body is polarized its motion is classified as
Dielectrophoresis . The term is used only if an inhomogeneous field is applied and
translates as motion of dielectric materials, since in Greek phoresis means motion.
Electrophoresis is, in contrast, the translational motion of a charged body in a
homogeneous or an inhomogeneous electric field, as both produce a net force on the
charged body.
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Figure 2.16.: The behaviors of neutral and positively charged bodies in both electrode
polarities of an alternating inhomogeneous electric field. Adapted from Ref. [60].
Figure 2.15 demonstrates the difference in motion for neutral and charged bodies
in homogeneous and inhomogeneous electric fields. The positively charged body is
pulled toward the negative electrode under either field influence. The neutral body
response though is to become polarized with two oppositely induced charged-regions.
In a homogeneous field only polarization occurs as no net translational force results
to cause any motion. Yet, under the influence of an inhomogeneous field, the neutral
body experiences a net translational force, also called a dielectrophoretic force ,
which pulls it toward the strong field region. The net dielectrophoretic force results
as the two field regions operate non-equally on the two equal but oppositely charged-
regions of the neutral body. The total response of this so called paraelectric motion
includes the initial polarization of the body in the field followed by the action of the
field-inhomogeneity on the induced dipole. The net dielectrophoretic force results
as one of the two charge distributions of the neutral body lies in a stronger field 13.
The paraelectric motion of the neutral body will be in the same direction under a
dc field or an alternating potential, as its polarization can reverse in accordance to
the electrode polarity, i.e., up to a certain frequency in which the induced diploe
can no longer follow the change in electrodes polarity. In Fig. 2.16 the contrasted
behaviors of positively charged and neutral bodies in both electrode polarities of
an inhomogeneous field are illustrated. The neutral body in both polarity schemes
moves toward strongest field region as a net force toward the more intense field re-
gion results. The local field direction is reversed, however the polarized body is still
pulled toward the region of highest field intensity. In contrast, the charged body
13For an elongated body like a SWNT, an additional torque arises which aligns the tube with the
field direction.
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moves toward the negative electrode in both polarities. In a homogeneous or an
inhomogeneous ac field though it will only vibrate, as the net effect over a full cy-
cle is zero, i.e., the charged body moves equally in both directions for each half-cycle.
The net dielectrophoretic force ~F acting on a small polarized neutral body in a static
electric field is given at equilibrium by:
~F = (px ∂/∂x+ py ∂/∂y + pz ∂/∂z) ~Eext = (~p · ∇) ~Eext (2.28)
where ~p is the dipole moment vector oriented in an arbitrary direction and ~Eext is
the external electric field. From Eq. 2.28 it is clear that the force is non-zero only
for an inhomogeneous electric field where dielectrophoretic motion can occur.
A linear dependence of a dipole moment on external field is defined for an isotropic
dielectric body by:
~p = ~αυ ~Eext (2.29)
where ~α is the polarizability14 and υ is the volume of the homogeneous body.
Following the vector transformation
(A · ∇)B = ∇(A · B)− (B · ∇)A− A× (∇× B)− B× (∇× A) (2.30)
the dielectrophoretic force can be expressed as:
~F = (~p · ∇) ~Eext = ∇(~p · ~Eext)− ( ~Eext · ∇)~p (2.31)
since ∇× ~Eext = 0 (the electric field is irrotational) and ~p = ~α ~Eextυ (homogeneous
dielectric).
Then the dielectrophoretic force 15 is:
~F = ~α( ~Eext · ∇) ~Eextυ = ~α
(
∇| ~Eext|2 − ( ~Eext · ∇) ~Eext
)
υ = ~αυ| ~Eext|∇| ~Eext| =
= (polarizability) · (volume) · (local field) · (field gradient) (2.32)
or
~F =
1
2
~αυ∇| ~Eext|2 (2.33)
14The polarizability ~α is a tensor for an anisotropic polarized body.
15In the simple case of isotropic linear dielectrics, the equivalent forms for the field factor are:
( ~Eext · ∇) ~Eext = | ~Eext|∇| ~Eext| = 12∇| ~Eext|2
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The dielectrophoretic force acting upon a body is proportional to the first power of
both its volume and polarizability, but, depends on the square of the electric field
intensity, emphasizing that it can additionally occur in an alternating field.
2.5.2. The dielectrophoretic force on a small sphere
In order to find the dielectrophoretic force acting on a spherical object in an inho-
mogeneous electric field, both sphere and medium are assumed ideal16. If a sphere
containing a fluid of relative dielectric constant εr2 is inserted into an infinite fluid of
relative dielectric constant εr1 , the external electric field ~Eext in the fluid is distorted
by the sphere. A field ~Ei interior to the sphere is created and relates to the external
field as follows:
~Ei = ~Eext
3εr2
εr1 + 2εr2
(2.34)
As the dielectrophoretic force is proportional to the volume of the body it acts upon
(Eq. 2.33), for a spherical object it is proportional to 4pia3/3, where a is the radius
of the sphere.
The induced moment ~µind of a polarizable sphere is given by:
~µind = 4pia
3ε1
(
ε2 − ε1
ε2 + 2ε1
)
~Eext = (αυ) ~Eext (2.35)
where ε1 and ε2 are the permittivities of the infinite medium and small sphere,
respectively, and υ and ~Eext are the sphere volume and external electric field. The
product of the polarizability and volume can be rearranged:
αυ = 4pia3ε1
(
ε2 − ε1
ε2 + 2ε1
)
= 4pia3εr1ε0
(
εr2 − εr1
εr2 + 2εr1
)
(2.36)
so the dielectrophoretic force expression (note the structure of Eq. 2.33) is then:
~F =
(
1
2
) (
4pia3
3
)
︸ ︷︷ ︸
volume
(εr1ε0)
(
3(εr2 − εr1)
εr2 + 2εr1
)
︸ ︷︷ ︸
polarizability
∇| ~Eext|2 (2.37)
or
~F = 2pia3εr1ε0
(
εr2 − εr1
εr2 + 2εr1
)
∇| ~Eext|2 (2.38)
16An ideal dielectric is defined to have a zero conductivity, whereas a real dielectric has both a
dielectric constant and a conductivity.
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Table 2.1.: The variation in the relative polarizability factor εr1
(
εr2−εr1
εr2+2εr1
)
of different
systems. Adapted from Ref. [60].
εr2 εr1 εr1
(
εr2−εr1
εr2+2εr1
)
Example
80 1 0.963 Water droplet in air
∞ 1 1.00 Metal ball in air
12 2 1.25 Silicon ball in hydrocarbon liquid
1 2 −0.20 Air bubble in hydrocarbon liquid
2 80 −38.50 Fat or oil drop in water
4000 80 75.40 BaTiO3 crystal in water
∞ 80 80 Metal ball in water
The term εr2 − εr1 in the numerator refers to the replacement of the dielectric
medium with that of the sphere. The dielectric constant (permittivity) is defined
ε1,2 = εr1,2 · ε0 with the permittivity of vacuum ε0 = 8.854 × 10−12 C/Vm times
the relative dielectric constant εr . Based on Eq. 2.37, a general expression of the
dielectrophoretic force upon a small sphere17 reads:
~Fsphere =
3
2
(volume)ε1
(
ε2 − ε1
ε2 + 2ε1
)
∇| ~Eext|2 = 2pia3ε1
(
ε2 − ε1
ε2 + 2ε1
)
∇| ~Eext|2 (2.39)
From Eq. 2.39, the dielectrophoretic force should be zero if the dielectric constants
of the sphere and of the surrounding medium are equal. On the other hand, the
force can not increase without limit as the polarity of the sphere increases. Even if
the dielectric constant of the sphere is constantly increasing, the increase in the force
is limited and is determined by the size of the dielectric constant of the surround-
ing medium. Table 2.1 illustrates the variation in the relative polarizability factor
contained within ~Fsphere for different relative dielectric constants of sphere (εr2) and
surrounding medium (εr1).
The field lines within a sphere (Eq. 2.34) are parallel (non-parallel) to the external
field when both homogeneous sphere and medium are in an external homogeneous
(inhomogeneous) field. However, if εr2 > εr1 , i.e., the sphere is more polarizable
than the medium, the field lines external to the sphere also focus (concentrate) at
its surface. The resultant field inhomogeneity causes adjacent spheres to attract
each other, which result in a bunching effect. Often the effect further causes ’pearl
17The field in the sphere is assumed to maintain the sphere dipole size, i.e., its polarization degree.
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chains ’ formation, where for a large enough bunching effect, the particles can even
bridge a gap between electrodes [60].
2.5.3. The formation of an inhomogeneous electric field
Inhomogeneous fields are required to achieve a dielectrophoretic response where the
expression for the dielectrophoretic force on a sphere is defined in Eq. 2.39. The
equation states that alternating fields can be used, however intense fields are needed
if stronger dielectrophoretic forces are desired. The term ∇| ~E| in Eq. 2.32 further
emphasizes the necessity of a field gradient, i.e., the variation of the field intensity
with distance.
Various fields and electrode geometries are available for the different applications
of dielectrophoresis. Some are listed in Ref. [60]. In general, one needs to consider
whether extreme variations in the dielectrophoretic force throughout an extended
region are desired, or whether, the force strength should be equal upon specific
particles wherever they might be in the supporting medium. It is normally assumed
that for any dielectrophoretic application the electrodes determine the field ’seen’
by the particles at each specific region within the layout pattern.
2.5.4. Dielectrophoresis in real dielectric materials
Already in the 60’s [61, 62] it was observed that the dielectrophoretic response of
either living cells or other particles, shows a strong dependence on two factors: the
frequency of the external field and the conductivity of the suspending medium18.
Consequently, the expression for the dielectrophoretic force, given in Eq. 2.39, must
include the frequency and conductivity dependence.
The simple dielectric constants of the particle and of the medium are replaced by
the complex dielectric constants:
ε∗ = ε− iσ
ω
and εˆ∗ = ε+ i
σ
ω
(2.40)
where ε and iσ/ω are the real and imaginary parts of the complex permittivity or
its complex conjugate, and σ is the conductivity.
18For carbon nanotubes, both particle and medium conductivities are important at low frequencies
(ω . 1 MHz) as shown in Eq. 2.44 below.
39
2. Theoretical background
The expression of the dielectrophoretic force in Eq. 2.39 is therefore corrected for a
real spherical particle:
~Fsphere = 2pia
3Re
(
ε∗1(ε
∗
2 − ε∗1)
ε∗2 + 2ε
∗
1
)
∇| ~Eext|2 = 2pia3ε1Re
(
ε∗2 − ε∗1
ε∗2 + 2ε
∗
1
)
∇| ~Eext|2 (2.41)
From Eq. 2.41 one realizes that the dielectrophoretic force exerted upon the sphere
is due to the difference between the sphere’s and liquid medium’s polarizabilities
~F ∝ Re(|ε∗2| − |ε∗1|) i.e., it is a net force. The dielectrophoresis technique directly
uses the differences in the polarizability or conductivity to obtain its selectivity of
collection.
2.5.5. Dielectrophoretic force on SWNTs
For the case of single-walled carbon nanotubes, the general expression for the dielec-
trophoretic force derived for a long tube (L » d) aligned parallel to an inhomogeneous
ac field ~E of angular frequency ω is given by:
~FSWNT =
1
2
(
pid2L
4
)
εlRe
(
ε∗t − ε∗l
ε∗l
)
∇| ~E|2 = pid
2L
8
εlRe
(
ε∗t − ε∗l
ε∗l
)
∇| ~E|2
(2.42)
where the complex dielectric constants of the tube and the surrounding liquid are
the ε∗t and ε∗l , respectively [63]. L is the tube length and is assumed much bigger
than the tube diameter d . In principle, the expression also contains a depolarization
factor which accounts for the particle shape [63], however, its value is negligible (on
the order of 10−5) for the tubes studied here. By simple algebra, the dependence of
the dielectrophoretic force ~FDEP on the dielectric constant and conductivity can be
derived for the low- and high-frequency regimes. The sign of the dielectrophoretic
force changes for the case of metallic and semiconducting SWNTs at the different
regimes, as illustrated in Fig. 2.17.
The derivation starts from the real part of the complex permittivities as given in
Eq. 2.42 and results in the following expressions for the high- and the low-frequency
regimes:
~FDEP (ω →∞) ∝
(
εt − εl
εl
)
(2.43)
~FDEP (ω → 0) ∝
(
σt − σl
σl
)
(2.44)
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Figure 2.17.: Schematic illustration for the setup used in tube separation experiment.
A side view of a drop of tube suspension is demonstrated on top of the electrode
array. Field lines during deposition are demonstrated. Metallic and semiconducting
SWNTs (blue/red) are attracted or repulsed due to positive (↓) or negative (↑) dielec-
trophoresis force, depending if the field angular frequency ω is bigger or smaller that
the crossover frequency ωc. Taken from Ref. [63].
where εt,l and σt,l are the tube/liquid-medium dielectric constants and conductivi-
ties, respectively.
In this work, SWNTs were deposited from a surfactant-stabilized suspension on a
pre-patterned electrode layout via low-frequency dielectrophoresis (DEP). In this fre-
quency regime (ω → 0) both individual metallic and semiconducting SWNTs experi-
ence a positive DEP (the ~FDEP in Eq. 2.44 is positive) and thus both are deposited,
as discussed below. Metallic SWNTs have both dielectric constant (∼ 1000ε0) and
conductivity values which are much bigger than those of water [64]. The conductiv-
ities of water at 0.01%, 0.1% and 1% SDBS concentrations are 4 mS/m, 29 mS/m
and 230 mS/m, respectively as was measured by Krupke et al. [63]. The water
dielectric constant εl varies between εl = 75ε0 and 85ε0, depending on surfactant
concentration and frequency used. According to Eqs. 2.43 and 2.44 as well as shown
in Fig. 2.17, metallic SWNTs undergo a positive DEP process and thus a positive
dielectrophoretic force (~FDEP > 0) at any frequency and water conductivity. In con-
trast, the dielectric constant of semiconducting SWNTs ranges between 2ε0 and 5ε0,
depending on the tube diameter19 [64]. The semiconducting SWNTs with a zero
19The value of the dielectric constant of the semiconducting SWNTs was calculated by the ex-
pression εs.c.t = 1 +
(
~ωp
5.4Eg
)2
with the plasma frequency ωp, the energy gap Eg ∝ 1/d and
~ωp ∼= 5 eV [64].
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Figure 2.18.: Schematic illustra-
tion of an individual SWNT in
a cylindrical SDBS micelle. The
hydrophobic tail of the nega-
tively charged benzene sulfonate
headgroups are adsorbed at the
tube surface. The resultant neg-
atively charged tube is screened
by the Na+ counterions around
this structure.
intrinsic conductivity should according to Eqs. 2.43 and 2.44 undergo a negative
DEP process with a ~FDEP < 0 at any frequency and water conductivity, i.e., εs.c.t
< εl and σs.c.t < σl in both high- and low-frequency regimes, respectively. How-
ever, at low frequencies, semiconducting SWNTs can be deposited as a crossover
frequency ωc from negative DEP at ω > ωc to positive DEP at ω < ωc occurs.
Krupke et al. [63] have explained this effect by assigning a finite conductivity to
the semiconducting SWNTs. The sizeable conductivity of the semiconducting tubes
can be visualized as follows. The insertion of a surfactant into water causes some
dissociation between the negatively charged headgroup ions and their counterions.
The total solution charge is however neutral. After inserting the SWNTs to form
the surfactant-stabilized SWNTs suspension, the hydrophobic negative headgroups
adsorb on the tubes surface while the counterions are arranged next to the head-
groups as depicted in Fig. 2.18 (see appendix B for the SDBS structure). The
structure illustrates immobilized negative headgroups at the tube surface, and mo-
bile Na+ ions, which diffuse around, yet with most near the micellated tube. This
dissociation occurs as it is energetically favorable.
Placing the system in a static electric field will cause an electrophoretic response with
the Na+ ions moving in one direction. The magnitude of this movement is controlled
by the electrostatic interaction with the negative headgroups. In contrast, a back
and forth movement of the Na+ ions will occur in an alternating field, where its
magnitude depends on the mobility of the ions. The whole structure of the tube-
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Figure 2.19.: Calculated minimum ~Emin needed for the DEP response. Upper/low
panels show the dependence of ~Emin on the conductivity (σt)/dielectric constant (εt)
of the micellated tube. The Ec values which correspond to the given experiment are
marked with blue/red for the metallic/semiconducting SWNTs. Higher values of Ec,
are marked green/yellow for positive/negative DEP responses. Taken from Ref. [63].
surfactant-Na+ thus becomes polarizable. Note that even though the tube seems
polarized, its polarizability was provided by the movement of the weakly bounded
Na+ ions. It follows that experimentally, the semiconducting SWNTs act as having
some finite conductivity at low frequencies20. Nevertheless, the contribution of the
conductivity gets smaller with increasing frequency, as implied by the expression
of the complex dielectric constant, ε∗ = ε − iσ/ω. It was therefore concluded that
the conductivity originates from a surface effect as similarly obtained in earlier
experiments on latex beads [67] and tobacco mosaic virus (TMV) [68] where an
electric double-layer at the solid-liquid interface was reported to modify the dielectric
properties of the non-conducting particles.
Krupke et al. [63] further reported that their model agrees well with the DEP exper-
iments on TMV in a potassium phosphate buffer, which yielded a surface-induced
20Any conductivity due to doping was excluded, based on fluorescence data of similar material [65,
66].
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conductivity value of σ = 0.085 S/m. They additionally calculated the minimum
field strength ~Emin required to manipulate the SWNTs via DEP. In their derivation
they have accounted for only a competing force due to Brownian motion and ne-
glected any other electrohydrodynamical forces. The minimum field strength ~Emin
was estimated by equating the DEP potential energy to the thermal energy, yielding:
~Emin (ω  ωc) '
√√√√ kBT
pid2l
8
εlRe
(
|εt−εl|
εl
) (2.45)
~Emin (ω  ωc) '
√√√√ kBT
pid2l
8
εlRe
(
|σt−σl|
σl
) (2.46)
For a micellated tube with d = 5 nm and l = 500 nm in a 0.1 % SDBS suspension, the
minimum field required is plotted in Fig. 2.19. The ~Emin is on the order of 106 V/m,
in agreement with their and the present work’s experimental observations. Further,
the ~Emin was found smaller for the better conducting metallic tubes. Thus, positive
dielectrophoretic forces are in general stronger for metallic than for semiconducting
SWNTs [63].
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The SWNTs investigated in this work were produced by the pulsed laser vapor-
ization technique at the University of Karlsruhe and were provided by Frank Hen-
nrich. The SWNTs have a near-Gaussian distribution of diameters, ranging between
∼1.0 - 1.5 nm for both metallic and semiconducting SWNTs. The distribution was
characterized based on our Raman measurements (Tables 4.1 and 4.2) and agrees
well with fluorescence measurements on the same kind of material [66]. The syn-
thesized SWNTs were deposited by the low-frequency dielectrophoresis method on a
pre-patterned electrode array, where they were next electrically characterized by two-
point resistance measurements. Further characterization of the individual SWNTs
were carried out via confocal Raman spectroscopy, to study their vibrational prop-
erties.
3.1. SWNTs synthesis via the pulsed laser
vaporization (PLV) technique
The SWNTs used and investigated here were produced by the PLV technique [69].
This technique is based on the laser ablation/sublimation of carbon under an inert
atmosphere. For the specific tubes used here, a graphite target containing 1 atom
% Ni and Co metal catalysts is vaporized by pulsed laser irradiation (1064 nm,
0.5 J/pulse, ∼ 8 ns, 30 Hz) under 0.5 bar Ar atmosphere. The target is mounted on
a ceramic rod so it can be placed exactly in front of the side arm of a T-shaped quartz
tube, to be later irradiated by the laser. The setup in a temperature controlled hinge
oven is shown on the left panel of Fig. 3.1, where its configuration is set to irradiate
the side surface of the rotating and axially translating C:Ni:Co target. After the
sealed tube is evacuated, the oven temperature is increased to 1150◦C. The tube
is then filled with 0.5 bar Ar gas (flowing at ∼80 sccm). A typical vaporization
rate is ∼0.15 g/h in pure Ar. SWNT material is swept by the flowing gas from the
45
3. Experimental
Figure 3.1.: (Left) A pulsed laser vaporization setup for the preparation of SWNTs.
This setup is unique in its configuration with the carbon target being side-irradiated
while rotating and axially translating. (Right) A high-resolution transmission electron
microscopy (TEM) picture of a cross section of a bundle of single-walled nanotubes
obtained by the pulsed laser vaporization technique with Ni/Co metal catalysts. The
wall-to-wall distance between two tubes is in the same range as the interlayer distance
in graphite (3.41 Å). Taken from Ref. [69].
high-temperature zone and collected on a filter or in the cold downstream region
along the tubing to the filter. Depending on the metal catalyst used, the yield of
nanotubes can vary drastically. A high yield of SWNTs bundles is obtained with
Ni/Co or Ni/Y catalysts (∼20-50% by volume, ∼20 nm diameter) [69] as can be
seen on the right side of Fig. 3.1, which shows a transmission electron microscopy
image of such a bundle.
3.2. Deposition of SWNTs via low-frequency
dielectrophoresis
Of the as-grown SWNTs, 0.02 mg/ml were suspended in D2O with 0.5 w-% sodium
dodecylbenzene sulfonate (NaDDBS or simply SDBS)1. The suspension was cen-
trifuged at 154000 g for 2 hours with the upper 50% of the supernatant carefully
decanted. The decant was next diluted with D2O by a factor of one hundred to a
concentration of a few ng/ml of individual SWNTs.
The layout and the wiring plan used for the deposition is schematically demonstrated
in Fig. 3.2. The layout shows a set of electrode-pairs with 1 µm (or 0.5 µm) gap
1Various surfactants are available to form stabilized-SWNTs suspensions. See appendix B for
those used in the present work.
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Figure 3.2.: A drawing of the chip layout
used for the SWNTs deposition and its
wiring plan. The illustrated yellow elec-
trodes have a finite gap (0.5 or 1 µm)
and are placed on a p-type Si substrate
(blue), which possesses a finite thick-
ness of thermally oxidized SiO2 (green).
The black lines bridging the electrodes
illustrate SWNTs. A load resistor of
R1 = 50 Ω is shown for the frequency
generator. Taken from Ref. [70].
on a thermally oxidized p-type silicon substrate2 (oxide layer is 800 nm thick unless
otherwise specified). Many electrode pairs are prepared via standard electron beam
lithography3 followed by a standard lift-off procedure. Approximately 40 nm thick
Pd or Au was used as the top electrode material with ∼2-3 nm Ti as an adhesion
layer. A sputter coating technique was used to deposit the metal electrodes. The
layout was wired to a function generator with a maximum frequency f = 30 MHz
and a load resistor of R1 = 50 Ω. As depicted in Fig. 3.2 the unwired electrodes
are floating and the substrate is grounded. Low-frequency dielectrophoresis was
employed for the tube deposition and the frequency was set to 300 kHz with a
Vp-p = 1.5-2 V, depending on the distance between the paired electrodes and the
given tube concentration.
After switching ON the rf-frequency generator, a drop of the surfactant-stabilized
SWNT suspension (∼30 µL) was applied to the chip with a pipette. A typical depo-
sition time of a few minutes4 was then followed by rinsing the sample with methanol
and gently blowing the drop off the surface by means of a regulated nitrogen gas
flow. Finally, the generator was turned OFF. The sample was next unwired (with
caution not to discharge it) and annealed for 2 hours at 200◦C in air before being
subjected to characterization by scanning electron microscopy (SEM) and atomic
force microscopy (AFM) to assure the presence of an individual SWNT. The si-
multaneous deposition of individual SWNTs with reproducible alignment on several
2The boron doped p-type silicon substrate exhibits very low resistivity ρ = 0.001-0.005 Ωcm and
thus serves as a metal electrode.
3The lithography step was performed in a LEO 1530 scanning electron microscope using RAITH
ELPHY PLUS software.
4Depending on the gap between the electrodes, Vp-p and the tube concentration used, the time
deposition was varied to optimize the deposition results, i.e., to achieve as many pairs as
possible with only one SWNT.
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Figure 3.3.: On the left, a side view of the deposition of SWNTs onto an electrode pair
is demonstrated. The applied drop contains stabilized-SWNTs suspended in SDBS.
Lead 1 is wired to a frequency generator. An impedance of ZC2 ≈ 30 kΩ at 300
kHz couples the floated electrode (lead 2) to the grounded p-type Si substrate. The
thermally grown SiO2 is 800 nm ±10 nm thick. On the right, the top view of the
circuit is schematically displayed with sharp tip electrodes. Zl is the impedance of
the medium between the electrodes. A resistor R2 exists in parallel as some current
can pass through the suspension medium. Close to the tip edge, the electrodes are
about 200 nm wide.
contacts is the result of such a procedure [52, 71]. The deposition scheme is based
on capacitive coupling between the floating leads and the ground. Even though the
capacitive coupling in a solvent medium is quite complicated to calculate, it can be
estimated from the given configuration geometry. In Fig. 3.3 the impedance ZC2,
which couples the floating electrode (lead 2) to the grounded substrate, is shown for
one pair of electrodes. Based on geometry, a typical capacitance of C ≈ 100 pF
results in an impedance on the order of ZC1 = ZC2 ≈ 30 kΩ if a frequency of 300 kHz
is used.
In principle, the potential difference between the driven and floating electrodes can
be maintained up to a frequency of ∼20 MHz. At high-frequencies the capacitive
coupling impedance ZC1 becomes comparable in magnitude to the load resistor of
the frequency generator R1 and the potential on electrode 1 will be smaller than the
actual applied bias5. Nevertheless, for the deposition of both types, metallic and
semiconducting SWNTs, low-frequency dielectrophoresis is required. Performing the
deposition at 300 kHz ensures that the potential of the floating electrode remains
coupled to the ground via ZC2 as long as no ohmic contact has been formed. Once
a bridging SWNT produces an ohmic contact, the previously developed potential
drops and the dielectrophoretic force ~FDEP is no longer present to attract additional
5At high-frequencies the coaxial cable impedance also becomes comparable in magnitude to R1.
The additional loss in the coaxial cable also inhibits the potential from building up.
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tubes. The dielectrophoretic process which pulls the SWNTs toward the central
area between the electrodes originates from the interaction between the induced
dipoles ~µind of polarized SWNTs and the external inhomogeneous electric field lo-
cated between opposing leads. The strength of the ~FDEP depends on the magnitude
of the inhomogeneity of the field which in turn depends on the electrode geome-
try and therefore the electrodes were fabricated to have a sharp tip at opposing
edges, as demonstrated in Fig. 3.3. If for example a metallic SWNT is trapped in
a way that it bridges the electrodes, the initial impedance of the liquid medium Zl
is replaced by the metallic SWNT impedance of magnitude Zm ≥ 6.5 kΩ. Since
Zm  ZC2, the current passes through the tube to electrode 2 and a potential-
difference no longer exists. However, the surfactant-stabilized SWNT suspension
contains at least 250 times more non-conducting surfactant molecules than tubes6.
As the surfactant molecules adsorb at the tube surface, they can create a tunnelling
barrier to the leads. Accordingly, even in the case of a metallic SWNT, the poten-
tial difference between the electrodes may remain. As discussed in section 2.5.5 the
semiconducting SWNTs have also a finite conductivity due to their induced surface
conductance. Besides bridging with a metallic tube or SWNT bundles (or switching
OFF the generator), a semiconducting tube can create a low ohmic contact and stop
the deposition. Accordingly, an optimum regarding the various free parameters was
required in order to deposit only one SWNT at each contact. Further, the randomly-
oriented polarized SWNTs in the suspension line up along the field lines during the
deposition as their induced dipole points mainly along their axis. Consequently, in
most cases a straight SWNT connects the electrodes.
The given layout possesses a set of 18 paired electrodes where each follows the above
description. However, all floating electrodes are individually coupled to the ground,
resulting in an independent deposition of SWNTs for the characteristic length scales
involved (20 µm distance between pairs). Further, the scheme requires only one
bond wire for all driven electrodes, regardless of how many pairs are displayed.
Typically 5 out of 18 contact pairs are bridged by one individual SWNT. This
representative result depends on the suspended SWNTs length-variations and the
residual bundle content. Most of the remaining contacts are either not fully bridged
(short tube-segments) or bridged by bundles. Since bundles have bigger volume
6Considering surfactant and tube concentrations of 0.5% and 0.02 mg/ml, respectively, one can
in principle obtain (in w-%) 250 times more surfactant molecules than tubes, keeping in mind
that the surfactant molecules are partially aggregated.
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than individual SWNTs, if present in the suspension, they will be attracted first by
the dielectrophoretic force, as specified in Eq. 2.33. The dielectrophoresis technique
is accordingly a very sensitive tool to judge the content of bundles in a surfactant
SWNT-stabilized suspension7. Bare contacts occur if a combination of very low tube
concentration and of short time deposition is used, or alternatively if the contact
leads were of poor quality and could not drive the current.
3.2.1. Two-point resistance measurements
Contacts closed by individual SWNTs were characterized by electrical transport
measurements and subsequently by resonant Raman spectroscopy. An example of
a candidate SWNT can be found in Fig. 4.2. Electrical transport measurements
were carried out with Keithley 6430 and 2400 SourceMeters. The measurements
were performed at a constant source drain voltage VSD, where the source drain
current ISD was measured while changing the gate voltage VG. Unless otherwise
specified, all electrical measurements were carried out under ambient conditions of
room-temperature and pressure on the order of 10−5 mbar.
An illustration of such a setup in a two-point resistance geometry is given in Fig. 3.4.
On the left of Fig. 3.4, the chamber in which the electrical measurements were carried
out is shown. The schematic drawing on the right of Fig. 3.4 demonstrates how a
bonded SWNT bridges the source and drain electrodes. The SWNT is placed on
top of the oxide layer where its ends lie on top of the metal electrodes. This tube-
on-metal configuration normally displays much higher contact resistances than the
metal-on-tube arrangement. In section 4.1 the observed resistances for metallic and
semiconducting SWNTs measured for the tube-on-metal design are specified for Au
and Pd metal electrodes. Metallic SWNTs display an average resistance of a few
hundred of kΩs whereas for semiconducting SWNTs the average resistance in the
ON state is a few hundred of MΩs. In order to improve the contact resistances
in a way that the current in metallic tubes reaches the saturation limit, a second
lithography step was necessary to achieve the metal-on-tube configuration, and is
discussed in section 4.6.3.
7Even if a SWNTs suspension presents very good fluorescence spectra it can still contain a certain
amount of bundled material.
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Figure 3.4.: (Left) The chamber used for electrical measurements. The inset shows a
top view of a chip carrier sitting in the socket where the arrow shows its location in the
chamber. (Right) A schematic illustration of a bonded SWNT prepared for electrical
transport measurement. The driven source (S) and the grounded drain (D) electrodes
are indicated. The degenerately doped Si substrate serves as a gate electrode. Note
that the bridging SWNT adheres strongly to the underlying oxide layer via van der
Waals interactions.
3.3. Confocal Raman Microscope (CRM)
Resonant Raman measurements were performed with a WITec CRM 200 confocal
Raman microscope. The samples were excited with an Ar-ion laser at 2.41 eV
(514.5 nm) or He/Ne laser at 1.96 eV (632.82 nm). A laser power of ∼3 mW was
applied to the sample where the power density is found by means of division by
the spot size, as discussed in section 3.3.1. Raman spectra were recorded in air
ambient at nominally room-temperature (or when specified under Ar atmosphere)
with the polarization of the incident light parallel to the long axis of the electrodes.
The spectra were recorded over a broad spectral range so that the high and low
energy Raman modes could be measured simultaneously. This limits the spectral
resolution8 to 6 cm−1, however, the peak positions could be measured with better
than 1 cm−1 accuracy (calibration error). The metallic SWNTs were excited by the
red laser through the first pair of van Hove singularities (EM11) and the semiconducting
SWNTs were excited by the green laser through the third pair for optical transition
8The spectral resolution was determined by the FWHM of emission lines originating from a
standard gas discharged lamp, e.g., Ne or Xe lamps.
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Figure 3.5.: Schematic
drawing of the confo-
cal microscope setup.
Note that only rays
from the image focal
plane can reach the
detector. Taken from
Ref. [72].
(E S33), see also Fig. 4.5 in section 4.4. Some information regarding the principal
setup of a confocal Raman microscope is given below.
3.3.1. The CRM 200 Raman microscope
The CRM 200 employs a triple grating Raman spectrometer along with a high spa-
tial resolution confocal microscope. The setup which includes the microscope, the
spectrometer and the detectors is optimized to provide high sensitivity, so signals
could be easily and accurately obtained from a very small amount of material [72].
In this study the CRM 200 was used to collect the Raman spectrum of selected in-
dividual SWNTs. The capacitively controlled piezo stage ensured that the detected
nanotube remains under the focused beam throughout the whole integration or ac-
cumulation time needed for a resolved signal (i.e., allowing for correction of thermal
drift).
Confocal Raman microscopy
In confocal microscopy a point-like light source (laser) is focused via an objective
onto a sample. The scattered Raman light is collected via the same objective and
focused into a pinhole that is located in front of the detector. The setup controlling
the path of incident and scattered light is illustrated in Fig. 3.5. It ensures that only
rays from the focal plane can pass the pinhole and reach the detector. For Raman
imaging experiments, such a geometrical picture provides a three-dimensional image
of high contrast.
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An enhancement of the lateral resolution in confocal microscopy requires extremely
small pinhole diameters, which leads to a major decrease in detection efficiency. The
intensity dependence on the pinhole size is given in Fig. 3.6. The choice of optimum
pinhole size is discussed in the next section.
In the setup of the CRM 200, the single wavelength excitation laser light is delivered
through a single-mode optical fiber. The scattered Raman light is collected by the
objective, passes through a holographic notch filter and is focused into a multi-
mode fiber. The latter directs the scattered radiation toward the spectrometer that
is equipped with both a CCD camera and a photon counting detector (APD). Note
that the core of the multi-mode optical fiber operates as a pinhole. The laser is
focused onto a sample which is located on a piezo table that can move in X, Y
and Z directions. The beam-path from the laser source till the detector is shown in
Fig. 3.7.
Figure 3.6.: Normalized collection efficiency as a function of pinhole size υp. The
collection efficiency is about 75% for maximum depth resolution (υp = 2.5) however
merely 6% for maximum lateral resolution (υp = 0.5). Note that the pinhole size is
given in optical coordinatesa via the relation υp = υ/M =
2pi·rp·n sinα
λexc·M =
pidp NA
λexc·M with
the numerical aperture NA = n sinα, the radius (or diameter) of the pinhole (rp or
dp), the magnification (M ), the medium refractive index (n) and α defined as half of
the objective aperture angle 0° < α < 90°. Taken from Ref. [72].
aThe optical coordinates (u,υ) are defined via: u = kz sin2 α and υ = k
√
x2 + y2 sinα.
k = 2piλexc is the light wave vector and is defined by the excitation wavelength (λexc) [72].
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Figure 3.7.: Beam-path as given for a CRM 200 setup. The relevant parts are listed
in the figure. Note that as fibers are used for beam delivery and signal pick-up, the
excitation laser, the spectrometer and the detectors do not have to be firmly attached
to the microscope. Taken from Ref. [72].
The optimum pinhole size
In general, the multi-mode flexible fibers are protected against mechanical strain
and interference from stray light. The selected fiber can be adjusted laterally to
achieve a maximum in scattered light collection efficiency. Typical pinhole sizes are
10 - 100 µm where our CRM 200 is equipped with either 25 µm, 50 µm or 100 µm
core diameter fibers. The measurements in this study employed the 50 µm fiber.
Using the 100 µm fiber however provided a better Raman signal, but was used only
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Table 3.1.: pidpυpλ values for various wavelengths and pinhole sizes. υp was assigned 2.5
(optical coordinates) to assure no loss in depth resolution. To obtain the highest
lateral resolution, υp should be below 0.5. The marked green and red lasers were
used in this study. Numbers are rounded for the ease of presentation. Modified from
Ref. [72].
Pinhole diameter
dp (µm)
λ (nm)
440 488 514 532 633 785
10 29 26 24 24 20 16
25 71 64 61 59 50 40
50 142 129 122 118 99 80
100 286 258 244 236 199 160
200 571 515 489 472 397 320
in cases where lateral resolution was of less importance. The optimal choice of
pinhole size is determined by the following relation:
M
NA
=
pidp
υpλ
(3.1)
with magnification M , pinhole diameter dp and objective numerical aperture NA.
The choice of M and NA is often limited to available objective. Therefore, one
should chose an objective that either satisfies Eq. 3.1 or with bigger M /NA ratio.
Two one hundred fold (100x) objectives were used in our experiments. One with
NA = 0.9 and the other with NA = 0.7, which yield the numbers ∼111 and ∼142,
respectively for the parameter M /NA given in Eq. 3.1. The right side of Eq. 3.1 is
defined by the wavelength λ and the pinhole size. Table 3.1 lists some pidp
υpλ
values
for typical wavelengths and pinhole sizes.
Based on the M /NA relation and the values given in Table 3.1 one can determine
the optimal pinhole size for a specific experiment. For the 100x objectives with the
0.9 and 0.7 numerical apertures, if used at 514 or 633 nm wavelengths, the optimum
pinhole size should be 50 µm for maximum depth resolution and 10 µm for maximal
lateral resolution. However, since individual SWNTs were the targets for detection,
50 µm fiber was the smallest core diameter used. No Raman signal from SWNTs
could be detected when using smaller pinhole sizes.
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Lateral resolution
Both numerical aperture and excitation wavelength determine the lateral resolution
of the objective. The magnification value is of importance only for the determination
of optimum pinhole size. In order to determine the maximum resolution of a classical
microscope one uses the Rayleigh criterion:
∆x =
0.61 λ
NA
(3.2)
with ∆x defining the smallest distance between two separated point objects in the
image plane. As mentioned above, a laser power of ∼3 mW was applied on the
sample. With Eq. 3.2 one can estimate the power density. Laser spots are about
350 nm and 430 nm in diameter if a 100x objective with NA = 0.9 is used with green
and red lasers, respectively. Alternatively, if the objective with NA = 0.7 is used, spot
sizes of∼350 nm and∼550 nm are obtained for the green and red lasers, respectively.
The corresponding power densities are approximated 2.4 MW/cm2 (350 nm spot
size), 1.6 MW/cm2 (430 nm) and 1 MW/cm2 (550 nm).
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The challenge of achieving the bridging of an individual SWNT across preformed
metal electrodes on a multiple contact chip became a simple task to accomplish
when using a technique based on a low-frequency dielectrophoretic deposition, as
developed by Krupke et al. [70, 73]. The technique was invaluable throughout this
study. Besides being a simple and reasonably fast procedure, one of its major ad-
vantages is the beforehand knowledge of the SWNT position on the chip, that is,
the deposited SWNTs can be found only in the areas between the electrodes. In
most cases, the SWNTs are additionally aligned parallel to the pre-patterned elec-
trodes, an advantage for subsequent characterization like the study of phonon modes
by resonant Raman spectroscopy, which depends on the polarization of the incident
photons with respect to tube axis. Nevertheless, in this thesis it was established that
without extra fabrication steps, the observed resistances of both metallic and semi-
conducting individual SWNTs were still high, compared to the quantum resistance.
The experimental findings regarding the resistances of individual SWNTs, fabricated
with and without an extra lithography step to make better electrical contacts, are
displayed and discussed. A sequential study of the electrical transport and resonant
Raman spectroscopy of the same individual SWNTs is presented. Subsequently, a
simultaneous electrical and resonance Raman scattering study was performed on
individual metallic SWNTs. The latter provides the effective-temperature of the
phonons involved in the Raman scattering processes occurring in the metallic nan-
otube. Some preliminary results concerning how to realize the electrical behavior
needed from an individual SWNT for electroluminescence experiments are also pre-
sented.
To the best of our knowledge, prior to the work of this thesis and associated publi-
cation [52], no systematic Raman study of individual SWNTs had shown additional
electrical transport measurements to support the interpretation of spectral data,
except for two attempts that were lacking a radial breathing mode (RBM) signal
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in their Raman spectrum [74, 75]. In order to address the question whether the
metallic or the semiconducting character of a SWNT, as derived from electrical
transport measurements indeed correlates with a type specific Raman spectrum, we
have studied 25 individual metallic and semiconducting SWNTs. As a result of these
measurements we solve the debate about the line-shape of the peaks of metallic ver-
sus semiconducting SWNTs and how these arise from scattering processes, involving
high-energy phonons.
4.1. Contact resistance measurements of
individual SWNTs: tube-on-metal
Individual SWNTs were bonded for electrical transport measurements as discussed
and illustrated in section 3.2.1. The observed average resistance was on the order of
hundreds kΩ for metallic SWNTs (as illustrated in Fig. 4.1) and could reach up to
1GΩ in the case of semiconducting tubes (ON state). One major reason for these
high values originates from the high contact resistances, as a very small contact area
is obtained via the tube-on-metal configuration. In this situation most of the ap-
plied voltage drops at the contacts. In contrast, much lower contact resistances are
obtained for the metal-on-tube configuration as observed by many groups over the
world including the present work (section 4.6.3). Nevertheless, the initial objective
was to perform a systematic study which correlates electrical transport with reso-
nant Raman measurements on the same individual SWNT, using the tube-on-metal
configuration. Figure 4.1 illustrates the contact resistances obtained for metallic
SWNTs via Pd/Ti or Au/Ti metal electrodes in the tube-on-metal configuration.
Although both metal combinations show high contact resistances, as long as the
source-drain current could be measured as a function of gate voltage, a distinction
between metallic and semiconducting tubes could be achieved, as discussed in sec-
tion 2.3. Further, the Pd/Ti rather than the Au/Ti combination was eventually
used for the study since it provided lower contact resistances.
Figure 4.1 further illustrates the way in which the∆magnitude was determined, that
is, the difference between the differential conductance at zero bias and the differential
conductance maxima at approximately ±0.8 V. The dependence of the bias on the
differential conductance is characteristic for high- or low-contact resistances, as was
demonstrated by Yao et al. [9] at different temperatures.
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Figure 4.1.: Metallic SWNTs resistances for the tube-on-metal configuration with
Pd/Ti or Au/Ti metal electrodes. The Pd/Ti combination reveals lower average
resistances. The way in which the ∆ conductance (resistance) at zero bias was deter-
mined after taking the derivative of the current with respect to voltage is shown on
the right.
Since individual SWNTs were the test objects, it was first necessary to assure that
no bundles were involved, i.e., bridging the metal electrodes. This was done by
imaging individual SWNTs with an atomic force microscope apparatus.
4.2. AFM imaging of aligned SWNTs
A MultiModeTM atomic force microscope (AFM) apparatus manufactured by Digi-
tal Instruments was used to image the SWNTs. The tapping mode for imaging was
used in air ambient by oscillating a Silicon cantilever. The specific noncontact can-
tilever used (NSC15) has a resonant frequency which ranges between 265-325 kHz
and an attached Silicon tip of less than 10 nm radius of curvature. Tip height is
15.2 µm. Figure 4.2 shows an example of a wired (i.e., electrically contacted) individ-
ual SWNT deposited via low-frequency dielectrophoresis as discussed in section 3.2
and imaged by tapping mode AFM. Looking at the AFM image, one observes dots
on the substrate and furthermore that the tube diameter varies along its length.
These features are attributed to surfactant molecules. Surfactant-free tube-sections
were therefore used to determine the SWNT diameter. The vertical resolution of
the AFM (± 0.2 nm) allows one to distinguish an individual SWNT or a 2-tube
bundle from a closed packed 3-tube bundle, which for the range of tube diameters
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Figure 4.2.: Example of an individual SWNT, imaged by scanning electron microscopy
(left) and atomic force microscopy (right). The tube was deposited between Pd/Ti
electrodes via the low-frequency dielectrophoresis method. The measured height of
the tube has been used to exclude the presence of a bundle with three or more tubes.
Dimers remain unresolved. Dots in the AFM topography image reveal residual sur-
factant molecules, on and in the vicinity of the SWNT. The AFM cross section was
taken at a surfactant-free tube segment. Sample w112c23p1.
used here (1-1.5 nm) and simple geometry arguments yields heights of 1.9 - 2.8 nm.
A SWNT was thus assigned individual when its diameter was ≤ 1.7 nm, taking into
account an error of ± 0.2 nm.
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4.3. Electrical transport and resonant Raman
spectroscopy on the same individual SWNT
Individual SWNTs for which both electrical transport measurements and clear RBM
region spectra were obtained are discussed below [52, 76]. We emphasize the RBM
appearance as it indicates a resonance occurrence. The single-resonance model im-
plies that Γ-point phonons are involved in the scattering process and therefore di-
rectly observed in the spectrum. In contrast, the double-resonance model allows
phonons with q > 0 to participate in the scattering processes as well. Since the
phonon dispersion of the RBM mode is limited to q ≈ 0, as indicated in Fig. 2.11,
its signal is confined to a very narrow resonance window. Further, the G mode
line-shape within the double resonance picture is excitation-energy dependent, i.e.,
if for example a metallic nanotube is non-resonantly excited, its G line-shape can
be misleading by displaying a narrow semiconducting-like peak shape rather than a
broad one [48]. The appearance of a RBM signal is therefore crucial and eliminates
non-resonantly excited tubes from further investigation.
Figure 4.3 shows the transport measurements and the corresponding Raman signals
of two representative semiconducting and metallic individual SWNTs. Note that
the SWNTs studied were fabricated in the tube-on-metal configuration without a
second lithography step. The upper-left part of Fig. 4.3 represents a typical gate
dependence as observed on 15 individual tubes (appendix C) where the source drain
current, ISD, strongly depends on the applied gate voltage, VG. Switching between
the ON and OFF states is accompanied by a rather strong hysteresis, possibly origi-
nating from the reorientation of dipolar surfactant or adsorbed water molecules [24],
or alternatively due to trapped charges in the gate oxide [25]. The result is typical for
Schottky-barrier type field effect transistors (SB-FET) based on individual semicon-
ducting tubes, which exhibit a p-type behavior due to oxygen exposure [28, 77, 78].
The corresponding Raman spectrum is located in the upper-right part of Fig. 4.3
and shows a RBM signal at 193.7 cm−1, a disorder D mode at 1348 cm−1, and a
narrow G mode at around 1590 cm−1. The lower-left part of Fig. 4.3 (b) represents
another type of gate dependence as observed on an additional 10 individual tubes
(appendix C). The device can not be switched OFF at any gate voltage and ex-
hibits a nearly constant ISD for any VG applied. This behavior is typical for a wired
metallic tube, where the gate potential does not change the number of conduction
channels. The corresponding Raman spectrum in the lower-right part of Fig. 4.3
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Figure 4.3.: Electrical transport measurements (left) and the corresponding Raman
spectra (right) of an individual semiconducting SWNT (a) and an individual metallic
SWNT (b). The type of tube is identified by the specific gate voltage dependence of
the source drain current (ISD) and the spectral shape of the G mode. For semicon-
ducting SWNTs, the typical hysteretic gate dependence appears in combination with
a narrow G mode. In contrast, for metallic SWNTs, showing no gate dependence, the
G mode is broad. For most metallic or semiconducting SWNTs, the G mode appears
rather weak or strong, respectively, compared to the RBM mode. Laser excitation
energies Elaser, radial breathing mode frequencies and source drain voltage VSD are
indicated. A contribution from the Si substrate is indicated by an asterisk. The
room-temperature Raman and transport measurement data were recorded in air and
vacuum, respectively. Sample numbers are 3 and 12 as given in Tables 4.1 and 4.2 for
the metallic and semiconducting tubes, respectively.
reveals a sharp RBM peak at 194.9 cm−1, a D mode at 1310 cm−1 and a broad G
mode peak ranging between 1500-1600 cm−1.
The electrical behavior of the semiconducting SWNTs was further studied by apply-
ing different VG cycles as shown in Fig. 4.4. The cycles always started at negative
voltage. In the left part of Fig. 4.4 the first cycle was applied from -5 to 5V and back
to -5V, whereas the last cycle started and finished at -20V. The collected data points
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Figure 4.4.: Hysteresis effect in an individual semiconducting SWNT. (Left) gate
dependence curves starting with small voltage range that increases to ±20V and
(Right) curves starting with high voltage range which decreases to ±5V. All electrical
measurements were done on the same tube, with VSD = 0.5V. The cycles started and
finished at negative gate voltage. Sample w118c71p1a.
were in steps of 0.5V in all curves. The voltage range was increased by 5V between
the different curves (i.e., the second cycle started at -7.5V) where 7 curves are shown
in total. In the right part of Fig. 4.4 the curves range decreased to ±5V, with the
first starting at ±17.5V. Both parts of Fig. 4.4 show that the OFF (ON) state in
all curves (left and right) shifts to lower negative (positive) voltage values, i.e., the
threshold gate voltage Vth in each curve, at which the SWNT begins to conduct,
shifts by at least 5V where it can reach to about 25V as shown in the larger voltage
ranged-curves. The threshold shift indicates that a screening of the gate voltage
occurs [25]. It occurs either via a reconfiguration of local charges near the nanotube
e.g., water or surfactant molecules or alternatively via the injection of charges from
the SWNT into its surrounding dielectric (here SiO2) or its surrounding water and
surfactant monolayer. Under the application of a gate voltage, charges injected from
the tube screen the actual applied gate voltage. This occurrence reduces the actual
applied gate voltage that the nanotube ’sees’. In the right part of Fig. 4.4 open
curves are observed. The back cycle (from positive to negative voltages) in each
curve seems to end with a higher current value than it began with. The origin of
this occurrence is the screening of the gate voltage. As the data collection started
a few seconds after the specific negative gate voltage (at which the cycle starts)
was applied, some charge injection from the tube into its surrounding dielectric has
already occurred. This causes the screening explained above and thus the current
appears lower at the beginning of the measurement. Some charge reconfiguration
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may also contribute to the screening. Note that 15 minutes without either gate or
source-drain voltage were given between the different measurements. The idea was
to allow trapped charges or any dipolar molecule (surfactant or water) some time
to relax. The results shown in Fig. 4.4 were obtained from the same tube and are
a representative example for the devices studied here. In a recent study by Vija-
yaraghavan et al. [79] the same hysteresis behavior as in our devices was observed.
They further measured the temperature dependence of the hysteresis behavior. It
was concluded that the primary source of the hysteresis originates from the charge
injection rather than the reorientation of the already existing dipolar water mole-
cules (no surfactant was used in their experiments). Hysteresis behavior was still
observed under conditions in which water molecules were definitely frozen. Hystere-
sis could therefore only originate from the screening charges that are injected from
the nanotube itself into the surrounding dielectric [79].
4.4. (n,m) assignment
In order to assign (n1,n2 ≡n,m) values to our measured tubes, we compared the
RBM frequencies of our individual metallic tubes with measured values from Telg
et al. [80] and Fantini et al. [41] taking into account an excitation resonance window
of Elaser = 1.96 ± 0.1 eV (Table 4.1). In agreement with Hennrich et al. [81] we have
identified tubes which belong to the lower and upper branches of EM11 . The data
from our individual semiconducting tubes were compared with excitation energy
calculations of Reich et al. [82] taking into account an excitation resonance window of
Elaser = 2.41 ± 0.1 eV. Good agreement is observed for tubes with (n-m) mod 3 = +1
(Table 4.2). The identified tubes are labelled in Fig. 4.5.
Note that the suggested assignment is based only on our measured RBM frequencies
as we have no means to measure the Raman excitation profiles. Accordingly, we were
forced to rely on other experimental measurements for the correlated excitation
energies. An accurate assignment must ideally include both RBM frequency and
excitation energy.
4.5. G band broadening of metallic SWNTs
A clear systematic correlation between electrical transport measurements and Ra-
man spectra for metallic and semiconducting SWNTs was displayed in Fig. 4.3 and
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Table 4.1.: Raman data analysis of individual metallic SWNTs. Width of fitted
G− mode (∆G−), FWHM of the G mode and RBM frequency. V depG stands for
gate dependence. The data is compared with referenced experimental data and
the SWNTs were assigned accordingly. Note the spectral resolution of 6 cm−1.
Experimental Comparison
sample no. V depG ∆G
− FWHM ωRBM ωRBM (n,m) EM11
(w118c) (cm−1) (cm−1) (cm−1) (cm−1) (eV)
1. (75p3e) no 43.7± 2.3 47.0± 1 202.1± 1.84 204.0§ (10,7) 2.07§
2. (103p2c) no 52.1± 7.0 56.0± 5 202.1± 1.2 204.0§ (10,7) 2.07§
3. (106p1c) no 74.8± 2.0 99.0± 1 194.9± 1.1 195.3§ (13,4) 1.93§
4. (66p1f) no 61.8± 1.8 83.0± 1 161.0± 1.1 160.3a (11,11) 1.83a
178.2± 1.2 179.9] (14,5) —
5. (06p2e) no 50.2± 1.8 68.0± 1 194.9± 1.2 195.3§ (13,4) 1.93§
6. (09p1b) no 42.0± 1.5 56.0± 1 200.0± 1.3 201.5§ (15,0) 1.86§
200.5‡ (14,2) 1.92‡
7. (09p3e) no 58.5± 2.8 85.0± 2 185.6± 1.4 185.4‡ (11,8) 1.90‡
8. (09p1f) no 41.4± 1.2 57.0± 1 196.0± 1.3 196.5‡ (13,4) 1.93‡
9. (45p2e) no 54.5± 1.7 69.0± 2 162.6± 1.3 164.9] (15,6) —
187.6± 1.3 189.6§ (12,6) 1.94§
10. (09p3b) no 56.9± 2.4 72.0± 1 168.0± 1.1 170.4] (17,2) —
Symbols §, ] and ‡ denote Refs. [80], [83] and [41], respectively.
a Extrapolated from Ref. [41], see Fig. 4.5.
is also seen in all supporting material presented in appendix C. We identify a nar-
row G mode peak for semiconducting SWNTs and a wide G mode peak for metallic
SWNTs. As first proposed by Piscanec et al. [84], the strong electron-phonon cou-
pling in graphite should be relevant in SWNTs as well, and in particular for metallic
SWNTs. According to the single-resonance model, the Γ-point phonons (q ≈ 0) are
observed with high intensity in the Raman spectrum if resonant transitions occur
(section 2.4.1). A broadening of the Raman modes should result if strong electron-
phonon coupling processes take place, with the corresponding acoustic, high-energy
or zone-boundary modes, as was demonstrated in Fig. 2.7. Indeed, the G band in
SWNT bundles exhibits a broad asymmetric BWF line shape. Following the theory
of Kempa [56], it originates from the formation of a plasmon band that reduces
the required momentum for the photonic excitation of the hybrid plasmon-phonon
mode. Consequently, the broadening has been assigned to metallic tubes and used
as a tool by various groups [48,85] to identify whether a SWNT is metallic or semi-
conducting. Kempa [56] further claimed that on the level of individual metallic
tubes, the upper energy side of the G band (the G+ mode) should dominate and
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Table 4.2.: Raman data analysis of individual semiconducting SWNTs. Width of fitted
G− mode (∆G−), FWHM of the G mode and RBM frequency. V depG stands for gate
dependence. The data is compared with referenced experimental data and the SWNTs were
assigned accordingly. Calculated excitation energies for most tubes with (n−m)mod 3 =
−1 exceed the resonance window of Elaser = 2.41 ± 0.1 eV. Note the spectral resolution of
6 cm−1.
Experimental Comparison
sample no. V depG ∆G
− FWHM ωRBM ωRBM ] (n,m) ES33 U (n−m)
(w118c) (cm−1) (cm−1) (cm−1) (cm−1) (eV) mod 3 =
1. (93p1e) yes 17.0± 6.1 20.2± 1 198.5± 1.3 198.5 (12,5) 2.49 +1
193.0± 1.5 192.7 (10,8) 2.59 −1
2. (95p2c) yes 24.7± 2.3 27.7± 1 197.9± 2.3 198.8 (12,5) 2.49 +1
3. (108p2b) yes 20.6± 2.4 24.5± 1 187.5± 1.2 187.4 (15,2) 2.35 +1
187.4 (13,5) 2.70 −1
4. (113p1f) yes 21.8± 1.5 21.0± 1 193.3± 1.8 192.7 (10,8) 2.59 −1
5. (103p1a) yes 18.1± 3.3 18.0± 1 195.2± 1.2 193.8 (15,1) 2.78 −1
6. (103p3c) yes 19.6± 2.2 20.0± 1 194.1± 1.2 193.8 (15,1) 2.78 −1
7. (110p1e) yes 20.8± 1.7 23.0± 1 191.5± 1.1 191.6 (14,3) 2.77 −1
191.6 (11,7) 2.47 +1
8. (119p3a) yes 37.9± 4.4 42.0± 1 178.8± 1.1 178.1 (17,0) 2.62 −1
9. (114p2a) yes 20.0± 2.4 20.0± 1 196.5± 1.4 198.5 (12,5) 2.49 +1
10. (126p3f) yes 30.1± 2.7 34.0± 1 180.8± 1.2 179.8 (13,6) 2.32 +1
181.6 (12,7) 2.54 −1
11. (136p2e) yes 23.0± 1.5 20.0± 1 190.6± 1.1 191.6 (14,3) 2.77 −1
191.6 (11,7) 2.47 +1
12. (04p1f) yes 21.6± 3.6 19.0± 1 193.7± 1.1 192.7 (10,8) 2.59 −1
13. (84p2d) yes 24.1± 5.9 32.0± 1 230.4± 1.1 229.1 (13,0) 2.70 +1
14. (75p2e) yes 17.3± 2.3 20.0± 1 231.1± 1.1 229.1 (13,0) 2.70 +1
15. (95p2f) yes 38.0± 3.1 29.0± 1 166.8± 1.1 165.9 (13,8) 2.35 −1
Symbols ] and U denote Refs. [83] and [82], respectively.
only a weak BWF line intensity should be present on the lower energy side of the
G band, namely the G− mode should only appear as a shoulder (see appendix D
for details). We however demonstrate that no BWF line is observed on the
level of an individual metallic SWNT. In contrast, we propose an alternative
electron-phonon coupling mechanism as concluded from an analysis of the Raman G
modes line shapes that can test the actual coupling mechanism involved in metallic
SWNTs [52]. Figure 4.6 shows the Raman G band for all measured nanotubes. Fig-
ures 4.7 and 4.8 additionally display the peak positions and widths of each metallic
and semiconducting SWNTs investigated in Fig. 4.6.
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Figure 4.5.: Experimental and theoretical excitation energies of SWNTs versus the
inverse RBM frequency based on data of Fantini et al. [41] (red crosses), Telg et
al. [80] (blue pluses), and calculations of Reich et al. [82] (triangle and square for ES33
and ES44 transitions, respectively.) The dashed lines indicate the resonance windows
Elaser ± 0.1 eV (Elaser = 1.96 eV and 2.41 eV). The excitation energy of the (11,11)
tube was derived by extrapolating the experimental (n,n) values of Ref. [41] (dotted
line). Based on our Raman and transport measurements in combination with the
above data we have identified the labelled tubes in our experiment. The identified
tubes, highlighted with a star, belong to the (n-m) mod 3 = -1 family, which must
have significantly lower excitation energies than theoretically predicted, in order to
be detected at Elaser = 2.41 eV.
It is obvious that all nanotubes identified by transport measurements as semicon-
ducting or metallic SWNTs exhibit a narrow or a broad G mode, respectively.
This observation is in qualitative agreement with theory, which predicts narrow
Lorentzian-line shaped G modes (G+ and G−) for semiconducting SWNTs and a
broad BWF line shaped G− mode for metallic SWNTs due to phonon-plasmon cou-
pling. Yet within this theory, the G− broadening is expected to be strong only
in bundled metallic tubes and very weak in individual metallic tubes. However,
our data on individual metallic tubes show that the G mode is dominated by a
broadened G− mode rather than showing a weak G− shoulder. Moreover, the G
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Figure 4.6.: Comparison between the Raman G modes of individual semiconducting
(left) and individual metallic (right) SWNTs. The data has been fitted with two
Lorentzian type components G+ and G−, corresponding to the circumferential (TO)
and longitudinal (LO) vibrational modes respectively (red line). After background
subtraction, a least square fit was obtained with the G mode positions and widths
as free parameters (green line). Semiconducting SWNTs have a typical G− width of
∆G− ≈ 20-30 cm−1. For metallic tubes, ∆G− ≈ 40-60 cm−1. The G+ width, ∆G+,
is for both tube types ≈ 20 cm−1, a value which has been used to derive ∆G− in cases
where the double peak structure was not resolved. The spectra were shifted vertically
for clarity. Sample numbering relates to Tables 4.1 and 4.2.
mode of individual metallic SWNTs were fitted well with two Lorentzians, taking
into account the vibrational modes along the nanotube axis (LO) and the nanotube
circumference (TO). This observation is important, since the model of Kempa [56]
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Figure 4.7.: G mode analysis of the individual metallic SWNTs shown in Fig. 4.6.
The data has been fitted with two Lorentzian type components G+ and G− after
background subtraction. Lorentzian curves and linear background are indicated in
green and their sum is indicated in red as the least squares fit. Positions and widths
of the peaks as well as the FWHM of the G bands are in cm−1 units. Note that in
cases where the double peak structure was not resolved, the G+ width was taken as
20 cm−1 and the G− and positions were left as free parameters. Sample numbering
relates to Table 4.1.
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Figure 4.8.: G mode analysis of the individual semiconducting SWNTs shown in
Fig. 4.6. For fitting procedure see caption of Fig. 4.7. Sample numbering relates
to Table 4.2.
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which states that the broadening is due to a phonon-plasmon interaction mecha-
nism that causes the downshift and line-shape of metallic bulk samples, seems not
to apply on the level of individual metallic SWNTs. The broad Lorentzian-type
line shape of the G− peak rather points to an electron-phonon coupling mechanism,
where the LO mode couples strongly to the electronic system and thus possesses a
shorter lifetime.
From the G mode line-shape for individual metallic SWNTs we conclude on the basis
of our combined Raman and transport measurements, that it is possible to identify
and discriminate individual metallic and semiconducting SWNTs. This conclusion is
based on the width of the lower-energy G mode, ∆G−, as demonstrated in Fig. 4.9.
For individual metallic SWNTs the ∆G− ranges between 40-60 cm−1 and between
20-30 cm−1 for semiconducting SWNTs (the majority of the latter however displays
∆G− around 20 cm−1). Taking into account the spectral resolution of 6 cm−1, we
derive 34-54 and 14 cm−1 for the intrinsic line width of the lower-energy G mode of
metallic and semiconducting tubes, respectively. In addition, only a weak diameter
dependence of ∆G− is observed with our accessible diameter range. In contrast,
after this part of the thesis was completed, Lazzeri et al. [58] have published a
similar plot presenting a strong dependence of the ∆G− on diameter. However, this
was given over a much larger diameter range. Their plot (Fig. 4.10) displays data
from various experiments of different groups that were obtained from nanotubes of
different sources and diameters. Accordingly, all data points in one plot, including
those of Fig. 4.9, gave a much larger diameter range and thus the dependency could
more easily be recovered.
The theoretical argument for our proposed electron-phonon coupling mechanism
that results in a broadening of the G band in metallic SWNTs may be formulated
as follows. The resolved phonon dispersion of graphite, and in particular the high-
est optical phonon branches, obtained by high precision inelastic x-ray scattering
experiments on a graphite single crystal [86] first led to the proposal of strong
electron-phonon coupling by Piscanec et al. [84]. Based on the phonon dispersion,
the strong electron-phonon coupling in graphite occurs with the Γ-E2g and the K-A
′
1
modes (appendix A), as at the Γ and K point-symmetries the phonon dispersion
reveals an unusual behavior, which is a signature of a Kohn anomaly, as confirmed
by the sharp kinks in the phonon dispersion (Fig. E.1 in appendix E).
After the realization of the strong electron-phonon coupling in graphite, Lazzeri
et al. [58] have further demonstrated theoretically that electron-phonon coupling
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Figure 4.9.: Width of the G− peaks from Fig. 4.6. ∆G− plotted versus the inverse
measured RBM frequency ωRBM. ∆G− for individual metallic SWNTs (green squares)
is significantly larger than for individual semiconducting SWNTs (red triangles). In-
trinsic ∆G− denotes the values corrected for the spectral resolution. A weak diameter
dependence is observed.
processes are the major cause for the broadening of both the G peak in graphite
and the G− peak in metallic SWNTs. Their explanation was based on the possible
sources for peak broadening. Briefly, each phonon linewidth (γ) in a perfect crystal
is the product of two interactions: (1) electron-phonon interactions and (2) phonon-
phonon interactions. Therefore, a phonon linewidth is given by γ = γEPCqη + γan,
where γEPCqη stands for the electron-phonon interactions where q and η are the phonon
wave vector and phonon branch, respectively, and γan stands for anharmonic phonon-
phonon interactions. It is worth noting that the contribution to the linewidth due to
electron-phonon interactions occurs only in zero gap electronic systems. Regarding
the G peak in graphite, its anharmonic contribution to the peak broadening is negli-
gible, and therefore one can determine the electron phonon coupling matrix element
directly from the width of the peak. As mentioned in footnote 11 of section 2, the
single G peak of graphite originates from the Γ-E2g mode. A Raman spectrum was
measured from a perfect (no disorder D-peak) single crystal of graphite. The value
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obtained for the FWHM of the G peak was γG = 13 cm−1, at a spectral resolu-
tion of ∼ 1.5 cm−1. As the anharmonic contribution was taken to be smaller than
the spectral resolution, γanG < 1.5 cm−1, the intrinsic electron-phonon interactions
term could be estimated as γEPCΓ ∼ 11.5 cm−1. This estimation for graphite agreed
nicely with Piscanec’s et al. [84] and Lazzeri’s et al. [58] calculations. Their main
conclusions are given below.
The linewidths of both Γ-LO and Γ-TO modes in graphite were given by:
γEPCΓ =
√
3a20~2
4Mβ2
〈D2Γ〉F (4.1)
with a0 = 2.46 Å, β = 5.52 Å eV the slope of the pi electronic bands near EF, M
the atomic mass of carbon and 〈D2Γ〉F the electron-phonon coupling matrix element.
Equation 4.1 can provide the value of 〈D2Γ〉F directly if γEPCΓ is known. Substitut-
ing the value obtained above for graphite (γEPCΓ ∼ 11.5 cm−1) the electron-phonon
coupling matrix element reads 〈D2Γ〉F ∼ 47 (eV/Å)2. This value compares very well
with previous density functional theory (DFT) calculations 〈D2Γ〉F = 45.6 (eV/Å)2
for both Γ-LO and Γ-TO modes, confirming that the anharmonic contribution γanG
is indeed small [84]. In the case of graphite, Piscanec and Lazzeri et al. [58,84] have
also demonstrated how the dispersion itself can give a direct measure for 〈D2Γ〉F,
which again agreed nicely with the value obtained from DFT calculations. This is
briefly discussed in appendix E as it relates to the Kohn anomalies in the graphite
phonon dispersion for the Γ-E2g and K-A
′
1 modes.
Our and other groups’ experimental findings of broad G− peak for individual metal-
lic SWNTs have encouraged further theoretical calculations by Lazzeri et al. [58]
that could be supported by the available experimental data. They have computed
the phonon frequencies for several metallic SWNTs, where based on these calcula-
tions, all metallic SWNTs of any chirality displayed a splitting of the corresponding
Γ-E2g mode in graphite into the TO and LO modes in SWNTs. Both calculations
and the experimental findings from the various groups [48, 52, 85, 87, 88] present a
lower frequency for the LO mode with a strong diameter dependence. Figure 4.10
illustrates this behavior, which contradicts what has been originally proposed in pre-
vious publications, e.g., [57, 87, 89] claiming a strong diameter dependence for the
TO mode instead. Further, Lazzeri et al. [58] stressed that such a counter intuitive
behavior can only be understood if one assumes the presence of a Kohn anomaly
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in the phonon dispersion of metallic SWNTs as was demonstrated for the graphite
dispersion [84]. In general, a Kohn anomaly lowers the frequency of phonons having
significant interactions with electrons. Accordingly, the LO mode couples to elec-
trons while the TO mode does not, as was indicated in section 2.4.5. The interaction
of the LO phonon with the electronic system opens a small energy-gap, while its
oscillation lowers the frequency of the LO mode compared to graphite and semi-
conducting SWNTs, in a manner resembling a "temporary" Peierls distortion [50].
Thus, the LO mode frequency (ωLO) is smaller than the frequency of the TO mode
(ωTO), and was accordingly assigned to the G− peak, while the G+ was assigned to
the TO tangential mode. Figure 4.10 compares the DFT calculations with various
experimental findings, where the agreement seems to be very good without any fit-
ting parameters. Nevertheless, only the data points delivered as part of this thesis
by Oron-Carl et al. [52] were double checked by electrical transport measurements,
confirming an ISD current independent of gate voltage. Lazzeri et al. [33,58] have in
addition produced an expression for the FWHM of the G+ and G− peaks linewidths
(γEPCΓ−LO and γEPCΓ−TO) i.e., the contribution of each electron-phonon (LO and TO)
interactions to the linewidth in relation to the tube diameter d and to the term
〈D2Γ〉F:
γEPCΓ−LO =
2
√
3~2a20〈D2Γ〉F
piM~ωΓβ
1
d
and γEPCΓ−TO = 0 (4.2)
with ~ωΓ = 196 meV and all other parameters are the same as given above. The left
equation is valid for SWNTs with d ≥ 0.8 nm as mostly used in experiments and
device fabrication. The main conclusion from the linewidth expressions in Eq. 4.2
is that only electron-phonon interactions which involve the LO mode contribute to
the linewidth in metallic SWNTs. For semiconducting SWNTs, however, the contri-
bution is zero from both the TO and LO modes.
Looking back at Figs. 4.8 and 4.9 and Table 4.2, the G+ and G− linewidths in
the case of semiconducting SWNTs are similar, ∼ 20 cm−1 and ∼ 20 − 30 cm−1,
respectively. These experimental results display a small broadening greater than
theoretically expected [58] which results from our spectral resolution of 6 cm−1, so
that the high and low energy Raman modes (RBM and G band) could be measured
simultaneously. In the case of metallic SWNTs, the observed G+ linewidth is the
same as for semiconducting (∼20 cm−1, Fig. 4.7) and broader for the G− mode
∼ 40 − 60 cm−1 (Fig. 4.9 and Table 4.1). The large γG− of the metallic SWNTs
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Figure 4.10.: Experimental (black) and calculated (red) data for the G+ and G− modes
in metallic SWNTs. The experimental findings are indicated (G−,G+): Oron-Carl et
al. [52] (,) Brown et al. [85] (•,-) Jorio et al. [87] (,♦) Maultzsch et al. [48] (H,O)
Doorn et al. [88] (N,M). The DFT symbols are for armchair tubes (•,•), for zig-zag
tubes (,) and for chiral tubes (N,N). The DFT data points are for armchair [from
(3,3) to (18,18)], zigzag [from (9,0) to (30,0)] and chiral tubes [(5,2), (12,3), (16,1),
(16,10), (20,14)]. The lines are a fit to the experimental and DFT data. Taken from
Ref. [58].
results from the large γEPCΓ−LO linewidth whereas the small γG+ linewidth is due to the
negligible anharmonic contribution1.
The predicted 1/d dependence of the γG− linewidth in metallic SWNTs given in
Eq. 4.2 is demonstrated in Fig. 4 of Ref. [58]. The observed dependence again
includes our experimental data and displays the γG− values of metallic SWNTs versus
diameter. The term 〈D2Γ〉F in Eq. 4.2 was found by a fit to the experimental γG−
values, where the obtained value again agrees well with the DFT calculations [58].
1Heating effects can cause an increase of ∼ 15 cm−1 for both G+ and G− linewidths of metallic
and semiconducting SWNTs as observed by Jorio et al. [87] and Scardaci et al. [90] for the
temperature range of 80-600K [58].
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This shows that the electron-phonon coupling matrix element for metallic SWNTs
can be obtained by folding the one of graphene as demonstrated by the calculations
of Lazzeri et al. [58].
4.6. Simultaneous electrical and resonance Raman
scattering measurements
The strong C-C bond in metallic SWNTs is associated with their ability to carry very
high current densities before failure (∼ 109 A/cm2) as compared to other metallic
substances like Copper (∼ 107 A/cm2). Due to their quasi-ballistic electron trans-
port on the µm scale, metallic SWNTs may be envisioned as good candidates for
interconnectors in electrical circuits. However, high-field electrical measurements,
including our own (section 4.6.3) indicate that various electron-phonon coupling
processes may limit their ballistic behavior. The ballistic transport was shown pos-
sible up to more than a micron in the low-bias regime (∼1.6 µm) while the electron
mean-free path dropped significantly at the high-bias regime (∼ 10− 15 nm) [9–11].
Strong electron-phonon coupling processes were already confirmed by Raman ex-
periments (sections 4.3 and 4.5) for non-biased SWNTs. The analogous process of
phonon generation during high-field electron transport could be easily detected by
Raman scattering experiments as well. Here, we provide a complementary study of
simultaneous electrical and Raman measurements on individual SWNTs .
The idea was that a bias should increase electron-phonon coupling processes in a
metallic nanotube, if the proposed mechanism is indeed correct. As the occupation
of a specific phonon can be determined from the ratio of the Stokes and anti-Stokes
peak intensities, a monotonic growth of this ratio may provide a straightforward
proof for an increase in its occupation, i.e., an increase in relaxation processes via
electron-phonon interactions. In this thesis, preliminary results in monitoring high-
energy phonon occupations by simultaneous electrical and Raman measurements
are reported. These have already encouraged collaborating theoreticians to find a
theoretical explanation. The optical high-energy phonons’ effective-temperature was
predicted as high as thousands of Kelvins by Lazzeri et al. [33]. Our objective was to
test the strong electron-phonon coupling relaxation processes apparently occurring
in metallic SWNTs and to further verify the predicted high effective-temperatures
via the analysis of Raman spectra obtained from our biased metallic SWNTs. A
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Figure 4.11.: A top view of the metal plate with its integrated socket and chip carrier is
shown on the left. On the right, a long working distance objective with a surrounding
plastic cover to keep the sample under Ar atmosphere is shown.
suitable device was therefore adapted on the piezo table of our Raman setup so as
to collect spectra from electrically biased SWNTs.
4.6.1. The setup for simultaneous electrical and Raman
measurements
In order to perform simultaneous electrical and Raman measurements, a metal plate
was mounted on top of the piezo table of the Raman setup with an integrated socket
of 16 legs that can hold a chip carrier. An electric cable connects the socket to a box
possessing 16 channels. As one channel is required for the grounded drain electrode,
if no gate voltage is applied, 15 channels are available as source electrodes from
the same chip. A top view of the plate with its integrated socket is shown on the
left side of Fig. 4.11, and a side view of the long working distance objective used
for Raman spectroscopy (WD=10 mm, NA=0.7, M=100x) and surrounded by a
plastic cover is shown on the right. The long WD objective was required since the
objective normally used (WD=2.8 mm, NA=0.9 M=100x) could not reach close
enough to the sample. The plastic cover was required in order to protect the sample
from possible oxidation processes while biasing the tube [91]. This was realized
by a constant Ar flow above the sample, which pressurizes the volume within the
plastic cover thus effectively removing the air atmosphere from the surroundings of
the sample and replacing it by Ar. Figure 4.12 shows both the electrical (left) and
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Figure 4.12.: The electrical and Raman parts of the setup used for simultaneous mea-
surements. Source meters, channel boxes, He/Ne laser, confocal Raman microscope
and electronics are shown. See text for details.
Raman (right) parts of the setup used. Two Keithley source meters which control
the VSD and the VG, as well as a Keithley channel control are shown. The channel
control is connected to the home made channel box built for these measurements
(inset). Coaxial cables connect the ports of the Keithley and home made boxes, both
provide 16 channels, while a Lab View program controls the whole electrical setup.
The Raman microscope (CRM 200) is shown to the right side of the electrical setup
as well as a He/Ne laser generating photons at 632.82 nm wavelength. On the right
side of Fig. 4.12 the electronics controlling the spectrometer, detector (CCD camera),
video camera and piezo table are shown next to the Raman computer.
4.6.2. Phonons’ effective-temperature
Since phonons are bosons, their occupation number n, required in deriving the
effective-temperature of a specific phonon, is given in equilibrium by the Bose-
Einstein occupation factor:
n =
1
exp
(
~ωph
kBT
)
− 1
(4.3)
with the Boltzmann constant kB and the phonon energy ~ωph [92]. The occupation
number is correlated to the Stokes and anti-Stokes peak intensities via the following
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relation:
IS
IAS
=
n+ 1
n
(4.4)
Rearranging Eq. 4.4 and substituting Eq. 4.3 yields:
n =
1
IS
IAS
− 1 =
1
exp
(
~ωph
kBT
)
− 1
(4.5)
and thus
IAS
IS
= exp
(
−Eph
kBT
)
(4.6)
where Eph = ~ωph is the phonon energy. Equations 4.4 and 4.6 therefore provide a
measure for the occupation and effective-temperature of a particular phonon.
Figure 4.13 shows both the Stokes and anti-Stokes Raman peaks of the biased metal-
lic SWNT shown in the inset. It seems that the contact in the tube-on-metal con-
figuration may in fact contain two tubes. However, according to the I -VSD given
in Fig. 4.15, which shows the magnitude of current passing through the contact
(∼16 µA), it could also be that the electrical transport corresponds to only one of
the tubes. This may occur if for example one of the tubes is a semiconducting tube,
or alternatively one tube does not carry any current because it is not contacted or
interrupted.
The spectra of Fig. 4.13 are vertically shifted as to highlight the evolution of the
Stokes and anti-Stokes G peaks, located to the right (left) of the elastically scat-
tered Rayleigh light. The Stokes peaks of the RBM mode are harder to resolve in
Fig. 4.13 because we wished to study the high-energy phonons that correspond to
the G Stokes and anti-Stokes modes at the cost of lower spectral resolution. It is
clear from Fig. 4.13 that the anti-Stokes G peaks intensity IGAS grows as the bias
applied on the tube increases, i.e., the phonon occupation grows. This growth could
be the result of relaxation processes, i.e., electrons are accelerated and relax under
the emission of high-energy phonons, or simply be the result of a heating process,
as the passing current heats the tube even more than the heating caused by the laser.
To exclude any thermal effects one must assure that the FWHM and the position
of the Stokes peaks do not change at the different applied biases. This is required
for assuring that a hyper-thermal effect rather than just a heating effect occurs in
the nanotube. On the anti-Stokes side it is seen that the RBM mode intensity IRBMAS
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Figure 4.13.: The Raman spectra of a biased metallic SWNT at the source-drain
voltages, VSD = 0, 1, 2 and 3V. The various Stokes (S) and anti-Stokes (AS) peaks
originating from the tube and Si are indicated. The peak position of the RBMS is
197.8 cm−1. Its FWHM is ∼23 cm−1. The GS peak is centered at about 1530 cm−1
where its FWHM is about 60 cm−1. The spectra are shifted vertically to follow the
evolution of the G mode peaks intensity. Accumulation times of all spectra are 90 sec.
(Right) SEM image of the biased metallic SWNT(s). Sample w129c123p2a.
changes with bias. As this mode is much lower in energy compared to the G mode,
its intensity can be easily affected by the bias, i.e., even a very small temperature
increase can significantly change the mode intensity. However, position (197.8 cm−1)
and FWHM (∼23 cm−1) are the same for all four spectra. The high value obtained
for its FWHM may suggest that more than one tube was detected. It may be that
the tubes have similar diameter and thus the peak appears broader. Regarding the
Stokes G mode, it reveals a broad peak as expected from a metallic SWNT. Its
FWHM was measured to be about 60 cm−1 at all voltages applied.
To further assure that the Si/SiO2 substrate remains at room-temperature, one needs
to check its peak intensities at the different applied biases. The intensities of the
first order Si peak at 521 cm−1 were found constant throughout all the experiments.
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As postulated in Eq. 4.6 the intensities of the Raman Stokes and anti-Stokes peaks
can provide a measure for the phonons’ effective-temperature. We first calculate the
value for both RBM and G modes at 3V. We use the measured intensity ratios and
the corresponding energies of the modes in a rearranged expression of Eq. 4.6:
Teff = −Eph · ekB ln
(
IAS
IS
)−1
(4.7)
with EGph ' 196 meV, ERBMph ' 25 meV and kB = 1.38·10−23 J/K it follows that:
TGeff = −
0.196 · 1.602 · 10−19
1.38 · 10−23 ln (1.47)
−1 ≈ −5, 900K (4.8)
TRBMeff = −
0.025 · 1.602 · 10−19
1.38 · 10−23 ln (0.308)
−1 ≈ 246K (4.9)
where the measured intensity ratios at 3V are 1.47 and 0.308 for the G and the RBM
modes, respectively. The effective-temperature values obtained via Eqs. 4.8 and 4.9
immediately suggest that the model given in Eq. 4.7 is wrong. The intensity ratio
value found for the G mode at 3V is > 1. This contradicts the expression given
in Eq. 4.4 defining the relation between the Stokes and anti-Stokes intensities ratio
and the occupation number n. Following this relation, the IAS/IS ratio value must
be limited between 0 and 1. Furthermore, one must recall that the detected modes
result from resonant processes occurring in a carbon nanotube. Even though both
resonant and non-resonant processes occur, only the resonant ones are observed.
To account for the enhancement/reduction occurring by the resonant processes, one
needs to compare the theoretical (taking T=300K) and experimental ratios at 0V:(
IAS
IS
)theo
G
∼= 5 · 10−4
(
IAS
IS
)exp
G
∼= 0.11 (4.10)
The difference in the values given in Eq. 4.10 suggests that the anti-Stokes peak of the
G mode is seen at zero bias only due to a resonant enhancement (of ∼220 times).
Thus, one can derive an expression which directly accounts for the resonant en-
hancement, namely to the normalization with respect to the 0V peak intensity. The
enhancement/reduction pre-factor C is assumed voltage-independent and the ratios
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Figure 4.14.: Measured AS/S intensity ratios and calculated effective-temperatures
versus applied voltage for both RBM and G modes. The intensity data points were
obtained by the peak area after baseline substraction. The error bars in temperature
are ± 1-2K and therefore are not displayed. Sample w129c123p2a.
at room-temperature (T1) and at some elevated temperature (T2) are given by:
IAS
IS
(T1) = C · exp
(
− Eph
kBT1
)
and
IAS
IS
(T2) = C · exp
(
− Eph
kBT2
)
(4.11)
where a division between both expressions yields the effective-temperature T2:
T2 =
T1
1− kBT1
Eph
ln
(
R2
R1
) (4.12)
The experimental ratios for the G mode are R1 = IASIS (T1) = 0.11 and R2 =
IAS
IS
(T2) = 1.47 at 0 and 3V, respectively, where R1 = 0.198 and R2 = 0.308 are
the measured ratios at zero and 3V for the RBM mode. The effective-temperatures
for both RBM and G modes are then obtained by substituting the relevant parame-
ters in Eq. 4.12 (taking T1 = 300K), yielding TG2 ≈ 456K and TRBM2 ≈ 552K.
The measured AS/S intensity ratios and calculated effective-temperatures for the
RBM and G modes of the biased tube in Fig. 4.13 are plotted versus the applied
voltages in Fig. 4.14. The AS/S ratio of the G mode seems to vary more than
that of the RBM mode. In contrast, the effective-temperature of the RBM mode
shows to be slightly more affected by the bias as compared to the G mode. One
explanation for the effective-temperature increase could be a heating effect where
the nanotube simply heats up with voltage. As the energy of the RBM mode is
comparable to the thermal energy, it could be that due to a heating effect, more
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Figure 4.15.: I -VSD curves from a biased SWNT in the tube-on-metal configuration.
The curves relate to the metallic SWNT (inset of Fig. 4.13, w129c123p2a) detected
by the Raman measurements at different voltages. Up (black) and down (red) cycles
are displayed.
RBM phonons are created in the nanotube together with other non-Raman active
low-energy phonons (e.g., twiston). The temperature growth could in contrast im-
ply an increase of electron-phonon coupling processes due to the induced bias. Yet,
even though an increase in the AS/S ratio of the G mode with bias is revealed, its
effective-temperature only moderately increases (from 300 to 456K)2. It is further
not clear if the phonon emission by the electrons occurs as a result of their acceler-
ation along the tube, and thus phonons could be generated at any point along the
tube or is it the case in which phonons can be emitted already at the contact, provid-
ing that the electrons have the required energy. The issue may be further elucidated
by looking at the I -VSD curve of the investigated metallic SWNT. Figure 4.15 dis-
plays the I -VSD curves obtained from the electrical contact shown in the inset of
2We note that the model used for calculating the effective-temperatures assumes a voltage-
independent resonant-factor C. It is however not clear if it changes with temperature.
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Fig. 4.13 with both up and down VSD cycles. The curves are observed linear with a
contact resistance of 187.5 kΩ. Their lack of slope change or current saturation may
imply that the potential along the tube was smaller than 0.2 eV, as required for the
emission of the high-energy G phonons, predicted by theory and other experimental
findings [9–11]. In this case, it seems as if mostly RBM phonons were emitted by
the accelerated electrons as the electrons could not attain the energy needed for the
emission of high-energy phonons. Note that this interpretation implies that most
of the potential drops across the contacts which is plausible given previous observa-
tions by other groups [93–96].
Another point to consider is that electrons may tunnel through high-resistance con-
tacts into a SWNT device and be accelerated under the applied electric field. The
displayed current should be lower as less electrons enter the tube, however, high-
energy phonons emission should be still possible. Under these circumstances, it is
conceivable that generated phonons are thermalized or not. If the phonons have a
higher generation rate than relaxation rate, they could accumulate and display a high
effective-temperature (see appendix F for hot phonons generation). Nevertheless,
the predicted increase in phonon occupation (or effective-temperature) of particular
high-energy phonons which preferably couple to the electronic system [33,84] is not
observed from our experimental data.
As the theoretically predicted high effective-temperature (∼6000K) could not be
experimentally measured, it was initially believed that the absence of a saturated I -
VSD curve implies that no stimulated emission of high-energy phonons by accelerated
electrons occurs because of high-contact resistances. We therefore next attempted to
reduce the high-contact resistance. The idea was that low-contact resistances should
allow higher potential along the tube and thus electrons could accelerate to higher
energies. A higher potential should also bring the current to saturation, the point
where ballistic behavior breaks down due to the emission of high-energy phonons by
the accelerated electrons. By this scenario, one should expect higher AS/S intensity
ratios, if the generated phonons are considered non-thermalized.
Given that lower contact resistances require a metal-on-tube configuration, a second
lithography step was needed. New contacts with the metal-on-tube configuration
were therefore produced, as well as a second metallization step realized on the con-
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tact already analyzed in the above study (w129c123p2a). Surprisingly, no increase
in intensity ratios, or alternatively, increase in effective-temperatures was achieved
even though contact resistances were significantly improved, including the resistance
of the contact studied in Fig. 4.13. In the next section we show the attempts to
reach current saturation by reducing contact resistances via a second lithography
step. Many of the new contacts were bridged by semiconducting SWNTs as the low-
frequency dielectrophoretic technique was employed3. These tubes did not show
current saturation and thus were not included further in the study.
We note that the detection of an anti-Stokes G peak at zero voltage was a rare event
in the new metal-on-tube fabricated SWNT contacts. Most samples displayed a peak
(if at all) only at some elevated bias. Some of these samples are shown in appendix G.
This observation was also the case for the contact analyzed above (w129c123p2a)
in Fig. 4.13 after the reduction of its contact resistance (measurements not shown
in appendix G). One could speculate that a surface enhanced Raman effect was
responsible for the initial high signal intensities coming from this contact. It may be
that most of the original signal was in fact coming from the tube segment that was
later covered by a second metal layer, thus showing much lower intensity of both
Stokes and anti-Stokes peaks after the second lithography step.
4.6.3. Second lithography step: metal-on-tube
A significant improvement in contact resistance was achieved for devices in which
a second metal layer was introduced on the initial contacts. Figure 4.16 shows a
representative example of a SWNT that went through an extra lithography step
(metallization) so as to achieve the metal-on-tube configuration. The SWNT edges
are completely covered by the second Pd layer. This layer is about 1 µm wide to
assure the full coverage of the first layer, i.e., to account for any possible shifts in the
lithography process. The sample is further annealed under vacuum at 500◦C for one
hour. Note that a new layout with well defined markers was required to achieve the
perfect alignment presented in Fig. 4.16. The SWNTs for these devices were again
provided by Frank Hennrich, who initially dispersed the SWNTs in sodium cholate
(appendix B) and later sorted them according to their length by a size exclusion
3Electron-phonon coupling processes can indeed occur in ON state semiconducting FETs as re-
ported recently by Javey et al. [29]. The key point lies in device fabrication, namely the
modulation of the Schottky barriers at the metal contacts.
85
4. Results and discussion
Figure 4.16.: 1 µm long SWNT in the metal-on-tube configuration. The second metal
layer is approximately 20 nm thick. Pd was used in the first and second metallization
steps. The scheme demonstrates a side view of the SEM image below. Note that the
edges of the tube are perfectly covered by the metal. Sample w130c88p1c.
chromatography technique, adapted from Heller et al. [97]. It is worth mentioning
that early extracted fractions were used. These SWNT suspensions contained a
much higher content of long individual tubes (with 1-1.2 µm tube-length on average)
as compared to the previously used centrifugated suspensions (with < 1 µm tube-
length on average).
Devices similar to the one shown in Fig. 4.16 displayed much lower contact resis-
tances (see Fig. 4.18). The improvement results from the fact that the edges of
the tubes are surrounded by the electrode material and a bigger contact area is
obtained between the electrode material and the tube. This metal-on-tube config-
uration causes a significant decrease of the tunnelling resistance. In addition, most
samples started to show a deviation from linear behavior. The contact resistances
of many such devices are summarized in Fig. 4.18. We recall from Eq. 2.21 that the
total resistance is the sum of the resistances at the low and high bias regimes. The
Rlow results from the combination of contact resistance and the theoretical quantum
resistance of a metallic tube. Figure 4.17 illustrates the way in which the Rlow and
the saturation current I0 were obtained from the slopes of the I -VSD curves. Note
that even though the Rlow should be voltage independent, it reveals a non-constant
value as shown in the right part of Fig. 4.17. This may indicate a Luttinger liquid
behavior however it may also simply occur due to a tunnelling barrier as discussed
below. Many samples were analyzed in the same manner as indicated in Fig. 4.17.
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Figure 4.17.: (Left) An I -VSD curve which shows a slope change as the current starts
to saturate. (Right) I0 derivation from a curve displaying the total resistance versus
voltage. Linear fitting to the data is denoted in red. Sample w130c72p3a.
A summary of the saturation current versus contact resistance of various devices
with different tube lengths and diameters is shown in Fig. 4.18. We note that the
0.5 µm long tubes were deposited from the decant portion of a centrifuged suspension
rather than from a suspension obtained by the size exclusion technique. It seems
that these samples possess small bundles rather than individual tubes. This obser-
vation is based on their current saturation magnitudes. In contrast, the SWNTs
deposited from the size exclusion procedure reveal much lower saturation current
and thus most likely are indeed individual tubes. They are highlighted by the hori-
zontal dashed line denoting a current of 20 µA. Note that theory predicts currents
of 15-30 µA that can be carried by an individual metallic tube [9–11]. Resistances
as low as ∼39 and ∼45 kΩ were obtained for SWNT devices of 1.2 nm and 1 nm
in diameter, respectively, denoted by vertical dotted lines. The contact resistances
displayed in Fig. 4.18 illustrate a significant improvement with respect to those ob-
tained from the tube-on-metal configured devices (Fig. 4.1). However, these results
are still far from the theoretical quantum resistance value of 6.5 kΩ probably due
to the continued presence of tunnelling barriers. The resistance magnitude of such
barriers seems to depend strongly on the tube diameter used to fabricate the SWNT-
device. Woong et al. [98], have reported recently on near-ohmic electrical contacts
to metallic SWNTs with diameters bigger than 1.6 nm. They have shown that Pd
or Rh contacts yield two-terminal resistance of ∼ 20 kΩ at room-temperature. For
smaller diameters, d ≤ 1 nm SWNTs, on the other hand, they have found much
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Figure 4.18.: A summary of current saturation I0 versus Rlow from various devices.
The lengths, diameters and annealing temperatures are indicated. Data points from
a few non-annealed devices are also shown (blue). Error bars in I0 were determined
from the fitting procedure described in Fig. 4.17. The two vertical lines denote the
minimum Rlow obtained for SWNTs of 1.2 nm and 1 nm average diameters. The Rlow
values are ∼39 and ∼45 kΩ, respectively.
higher resistances, on the order of hundreds of kΩ. These devices also displayed a
non-linearity near zero bias, i.e., a sign of a non-ohmic contacts due to tunnelling
barriers. Looking back at Fig. 4.17, one sees that our sample, whose diameter is
uncertain in a range between 1.0-1.5 nm, reveals a non-linearity near the zero bias.
The behavior is hard to see from the I-V curve, however it is obvious from the right
part of Fig. 4.17 where Rlow appears voltage dependent in the range of VSD = 0-0.2V.
Figure 4.18 additionally reveals that longer tubes have higher resistance values than
shorter ones. It could be that the longer tubes have higher probability for scattering
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centers (defects) that scatter electrons in the low-bias regime and in particular in the
high-bias regime, where the electrons are additionally scattered inelastically under
the emission of high-energy phonons.
Besides improving the contact resistances, the second lithography step provided us
with the possibility to correct non-fully-bridged contacts. Capillary forces in many
cases resulted in the misalignment of the SWNT with respect to one of the leads.
The misalignment could be easily fixed by having a wider metal layer on top, as
provided via the second lithography process. Before the stage of including a second
metal layer to our study, the problem of capillary forces was treated by the use of
a critical point dryer (CPD) apparatus. The technique assures that a super critical
phase is obtained (of carbon dioxide) during drying and thus that capillary forces
are negligible and do not cause misalignment. The concept is briefly discussed in
appendix H.
4.6.4. Optimizing the AS peak at zero bias
In order to correctly evaluate the phonons’ effective-temperature, detection of an
anti-Stokes G mode peak at zero bias is necessary. Most samples though have
shown an anti-Stokes peak only while biasing the tube, lacking a peak at zero bias
(appendix G). Accordingly, various attempts were employed to enhance the anti-
Stokes intensity and the anti-Stokes/Stokes intensity ratios, before and after biasing
the tube, respectively. Our objectives were to find the exact excitation energy for
the anti-Stokes process, reduce relaxation channels available for the phonons, and
increase peaks intensities via higher excitation energies on smaller diameter tubes.
Some of the strategies applied are discussed below.
Suspended SWNTs
A suspended tube should provide lower saturation currents as was shown by Cao et
al. [99] and Pop et al. [100]. At high-bias, it is assumed that the phonons should pos-
sess a significantly higher effective-temperature, as the generated optical phonons
can not relax via the substrate. An increase in the anti-Stokes/Stokes intensities
ratio is therefore expected. Our attempt to suspend the SWNTs utilized an ammo-
nium fluoride (87.5:12.5) solution. It was used to etch away the SiO2 layer. The goal
was to thin the oxide layer so that the tube is no longer supported. The samples
were dipped into the ammonium fluoride solution for a duration of about 3 minutes.
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Figure 4.19.: SEM image of a 3 minutes etched contact by ammonium fluoride solution.
The image was taken at 45◦ to demonstrate its strong adherence to the oxide layer
except for its edges. Residues of SiO2 are observed on the left side of the contact
(sample w130c74p1b). Such residues contaminate the tube and are further illustrated
in the inset (sample w130c81p1e).
They were subsequently dipped into water in order to stop the etching process.
Shorter etching times were initially employed, however the tube still touched the
oxide surface. It turned out that an increase in the etching duration does not pro-
vide better results as the electrode portion next to the bridging SWNT collapsed.
Figure 4.19 demonstrates a contact bridged by an individual SWNT that has en-
dured a 3 minutes etching process. The SWNT remained strongly adhered to the
oxide layer except for its hanging edges. Also it is observed that some oxide material
was trapped and contaminated the tube. The inset shows a similar problem with
higher amount of oxide residues. It was further realized that the electrodes are too
narrow in the vicinity of the contact for such a procedure. The whole structure
collapsed and the tube remained supported by the oxide layer as demonstrated in
Fig. 4.20 for a different contact. The major conclusion from the above results is that
pre-patterned trenches should be employed for the tube deposition. The structure
should include wider electrodes as to avoid any collapse occurrences. Further, tube
contamination will be avoided as the tubes are deposited after the etching process.
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Figure 4.20.: SEM image of a collapsed contact. The image was taken at 45◦ to
illustrate the steps occurring due to the etching process (marked by white arrows).
The device remains with a non-suspended 1 µm long tube (sample w130c74p1c).
Small diameter SWNTs
NiCo SWNTs of 1 nm average diameter were produced by Frank Hennrich instead
of the usual SWNTs material of 1.2 nm average diameter. The SWNTs were pro-
duced by the same technique as described in section 3.1, however with a slightly
lower temperature (1000◦C versus 1150◦C). It is known that the excitation energies
are increased for smaller diameter tubes, E ∝ 1/d. The shift in excitation energy
is demonstrated in Fig. 4.21 and was calculated to be ∼43 meV for the transition
energies of metallic SWNTs (EM11), within the black circle. The absorbance mea-
surements were performed on surfactant-stabilized SWNTs suspensions in a D2O
medium rather than H2O, as H2O absorbs at the range of the first van Hove singu-
larity of semiconducting tubes (∼1800 nm, E S.C11 ).
Following the theory of Raman scattering, the intensity of emitted light is propor-
tional to the 4th power of the frequency, I ∼ ν4. Exciting the tube at shorter wave-
length should to first order give more intense Raman signals. As previously men-
tioned, the modes of carbon nanotubes are obtained from resonant Raman rather
than non-resonant Raman scattering processes. The above intensity enhancement
may not follow the same power for the resonant processes however one might ex-
pect it to preserve its tendency. Since a general increase in all peaks intensities is
expected by increasing excitation frequency, the desired anti-Stokes G mode inten-
sity should also increase. If a ν4 dependence is assumed, the anti-Stokes to Stokes
intensity ratio is:
IAS
IS
∼
(
ν0 + νph
ν0 − νph
)4
· exp
(
−Eph
kBT
)
(4.13)
Still, new samples of 1.0 nm on average diameter, produced in a similar manner as
the device shown in Fig. 4.16, did not provide sufficient enhancement. The SWNTs
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Figure 4.21.: UV-VIS-NIR spectra of 1 nm versus 1.2 nm NiCo SWNTs. The shift to
higher excitation energies is shown for the smaller average diameter tubes (red curve).
Circle denotes the excitation energies for metallic SWNTs (EM11). The other two main
peaks corresponds to excitations of semiconducting tubes (ES.C11 and ES.C22 ). The steep
increase in absorbance below 500 nm is due to pi-plasmons. The measurements were
performed on surfactant-stabilized SWNTs suspensions. Sharp wiggles are observed
since the suspensions contained a large content of unbundled material. The surfactant
and liquid were 1% NaCholate and D2O, respectively.
were tested by both red (632.82 nm) and green (514.5 nm) lasers. The anti-Stokes
G peak was still missing at zero voltage and appeared, if at all, only at elevated
bias.
4.7. Towards electroluminescence
SWNTs are optically active nanostructures with a direct band-gap. Already in 2001,
ambipolar electrical transport was reported in semiconducting SWNTs based field
effect transistors (s-FETs) which facilitates the electrically induced optical emission
from these devices [101]. This novel behavior was first observed from devices having
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titanium carbide (TiC) contacts and SiO2 passivation. Since then, more groups have
reported the observation of infrared (IR) light emission from nanotube based FETs
devices [102–104]. We attempted to obtain similar results using our own NiCo PLV
SWNTs material. For this, a parallel study was performed to detect IR light from
s-FETs devices fabricated via low-frequency dielectrophoresis.
Until recently, it has generally been accepted that an electrical ambipolar behavior
is required for electroluminescence. Nevertheless, a recent study by Martty et al. [17]
shows that near IR electroluminescence could also be achieved in unipolar s-FETs
devices operating at high source-drain voltages, where light emission originates from
radiative relaxation of excitons that were generated by high energy impact excita-
tions. As electroluminescence could be observed from SWNT-based s-FETs with
merely hole conduction, it was concluded that the mechanism for light emission is
in fact based on only one carrier type, in contrast to the conditions required from
ambipolar based s-FET devices [17].
Figure 4.22.: On the left, an ambipolar scheme for IR light emission is illustrated.
The injection of both electrons (e−) and holes (h+) is demonstrated through the SB
barriers, with opposite electric field at each tube end. Their recombination inside the
tube causes the emission of IR photons (~ω). A grounded gate electrode is also shown.
On the right, a real light emission from an ambipolar SWNT s-FET detected by an
IR camera. The light emission occurs only at the SWNT S-FET position shown by
the white arrow in the inset. Taken from Ref. [102].
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The general idea of ambipolar behavior is to inject electrons and holes from opposite
contacts into the channel (SWNT) where they radiatively recombine and emit IR
light. This picture is illustrated by the scheme given in Fig. 4.22. A finite source-
drain potential (VSD) is applied and results in shifting the Fermi level of one of the
metal electrodes. At the same time, a fixed gate field (VG) is also applied where
the combination of both VSD and VG potentials causes the situation of mutually
coexisting barriers for electron (left contact) and for holes (right contact). The
special band bending occurs because the tube bands (valence and conduction) are
in fact fixed at the tube-metal interfaces. Their symmetry is a product of a mid-gap
band lineup. If the VSD = 2 VG potentials relation is to be used, as reported by
Misewich et al. [102], an optimal light emission with equal electron and hole currents
tunnelling through the thin Schottky barriers (SBs) is expected. The gate grounded
electrode is located below the oxide layer. The inset on the right part of Fig. 4.22 is
taken from the work of Misewich et al. [102] and demonstrates an IR light emission
from a simultaneous injection of electrons and holes into a real semiconducting
SWNT. The holes and electrons recombine and emit light similarly to silicon based
devices. Various ways to achieve a s-FET SWNT-device with an ambipolar behavior
were suggested throughout the years. It started from the junction property of a
semiconducting SWNT with TiC contacts [101], continued with different ways of
surface passivation processes which affects the alignment of the nanotube bands
with respect to the metal electrode Fermi level [78] and ended with either thinning
the gate oxide [105], adopting high-k gate dielectric materials [106] or performing
gate structure engineering [107].
Since S-FETs are in fact one-dimensional SB SWNT devices, the modulation of
their carrier-injection barriers is in fact the basis for the transistors action. Our
study concentrated on thinning the gate oxide, as such geometry can provide a
better control of the barrier heights by applying gate fields. Combined with VSD
one can control both height and width of the barrier. Once the barriers are reduced,
controlling the channel conductance is significantly improved.
An electrical device is normally bonded to a chip carrier for electrical measurements.
It is therefore important to ensure that the thin oxide is obtained only at the area at
which the actual nanotube contacts are located and not where the leads for bonding
are positioned, i.e., to avoid short-circuits (see fabrication procedure in appendix I).
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4.7.1. Ambipolar electrical behavior
Devices with both thin and thick oxide areas on the same chip (appendix I) were
subjected to electrical measurements. Ambipolar electrical behavior was indeed
achieved, however not frequently (in about 30% of the devices). Different source-
drain and gate potentials combinations were applied to find the ambipolar domain
where electron- and hole-currents overlap. The typical result we obtained is shown
in Fig. 4.23.
The behavior is demonstrated by the change in source-drain current ISD while chang-
ing the gate potential. Both cycle directions are given with the first one starting
Figure 4.23.: Ambipolar electrical behavior observed from a SWNT s-FET device.
A constant VSD = 0.3 eV was applied while sweeping the gate voltage. The red cycle
followed the black one. A strong hysteresis is observed. The hole conduction decreases
for more positive gate voltages and changes to electron conductance at about -5 eV.
The voltage range at which a V-shaped ISD curve is observed is called the ambipolar
domain, i.e., where electrons and holes currents overlap. An image of the contact
in the tube-on-metal configuration is shown in the inset. The tube is 0.5 µm long.
Sample w130c02p1f.
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Figure 4.24.: Ambipolar behavior from a SWNT s-FET device with 800 nm gate oxide.
A constant VSD = 0.1 eV was applied while sweeping the gate voltage. The black cycle
starting at negative gate voltage is followed by the red one. Stronger hole conductance
is observed as well as a zero ISD about and at zero VG. Sample w118c81p2a.
at negative VG. Note the strong hysteresis (section 4.3) and the non-zero ISD at
zero VG. The non-zero current at zero gate bias is the result of the high capaci-
tance between the SWNT channel and the gate electrode. This occurs for thin oxide
geometry, where electric fields generated by the VSD potential are stronger at the
contacts, and affect the barriers to allow some current in the tube.
As mentioned above, the optimal light emission was reported for VSD = 2VG [102].
At this potential relation the bending is supposedly symmetric but only for a thick
gate oxide geometry. With a thin gate oxide, one should deviate from this relation
so as to obtain a higher electron conduction. It is known that due to the adsorption
of oxygen on the electrode-SWNT interface, the alignment of the SWNT bands with
respect to the electrode Fermi level is affected [78]. The SB is accordingly altered,
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with holes or electrons tunnelling into the SWNT if the device is exposed to air or
under high-vacuum and elevated temperatures, respectively.
As our devices were measured under a pressure of ∼10−5 mbar, the majority of
semiconducting FETs devices showed a p-type character, and in particular if a thick
gate oxide geometry was employed. However, on one occasion we detected an am-
bipolar behavior for a device with 800 nm thick gate oxide, as shown in Fig. 4.24.
Hole conductance is observed to be stronger than the electron conductance. In ad-
dition, very high gate voltages were needed to obtain this performance. In contrast,
moderate gate voltages are sufficient to achieve electron conductance with a thin
oxide geometry, which is also improved if a deviation from the symmetric relation
is employed. This was demonstrated in Fig. 4.23. Nevertheless, we could not detect
any IR light from our FETs devices. Note that our setup does not provide clear in-
formation for the focal plane location. It therefore was not clear if the height of the
objective (WD = 10 mm) was correctly positioned to collect light from the tube. As
our device was fabricated with silicon as a substrate, no initial luminescence mea-
surements could be used to find the correct location above the device. The silicon
strongly fluoresces in the same range as the SWNT s-FET device, in addition to
extra losses that could occur as the objective was not fully IR compatible.
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A clear correlation between electrical transport and Raman measurements was pre-
sented for both individual metallic and individual semiconducting SWNTs. The
metallic SWNTs show a broad G mode (with ∆G+ ≈ 20 cm−1 and ∆G− ≈ 60 cm−1)
while the semiconducting SWNTs show a narrow G mode (with both ∆G+ and ∆G−
≈ 20 cm−1). The fact that a broad G mode peak is dominating the spectra of indi-
vidual metallic SWNTs can not be explained by the phonon-plasmon coupling model
of Kempa [56]. Instead we propose a strong coupling of the underlying phonon mode
to the electronic system as observed recently in graphite [84]. The data presented
were discussed in terms of recently published theory [58]. It predicts frequency soft-
ening of the LO tangential mode along the nanotube axis and broadening of the G−
peak in metallic tubes as a result of the strong coupling of the LO mode to the elec-
tronic system. The strong coupling processes occurring in metallic SWNTs results
in a much shorter lifetime for the particular phonon, as compared to semiconducting
tubes.
The suggested mechanism of electron-phonon coupling processes in metallic SWNTs
motivated us to perform a complementary study in which the Raman spectra of
metallic SWNTs were investigated under an applied bias. A simultaneous study
of electrical and Raman measurements on individual SWNTs was initiated. The
idea was to verify the suggested mechanism of electron-phonon coupling in metallic
SWNTs by an induced bias. Preliminary results showing the intensity growth of the
anti-Stokes high-energy G peak in metallic SWNTs are presented. Nevertheless, we
could not reach the high effective phonon temperature predicted by theory (∼6000K)
for non-zero phonon occupation number (n > 0), i.e., for non-thermalized phonons.
Various ways in which one could improve the signal-to-noise of an anti-Stokes G peak
as necessary for a more accurate estimation of the phonons’ effective-temperature
are discussed; some of them are ongoing projects.
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The initial assumption that stronger electron-phonon coupling processes should oc-
cur in biased metallic SWNTs was based on the saturated I-VSD curves of individual
metallic SWNTs [9–11]. However, it is not clear if the pronounced tendency of our
curves towards current saturation is the real finger print for a stimulated emission
of high-energy phonons. The distinction between heating processes occurring in the
metallic SWNTs due to the applied bias and real phonon generation leading to an
increase in the phonons’ effective-temperature requires further study.
Outlook
Optimizing the anti-Stokes G peak at zero bias
To further improve the detection of an anti-Stokes G peak at zero bias, it will
be interesting to use CoMoCAT SWNTs, produced by the chemical vapor deposi-
tion (CVD) technique. This tube material possesses an average diameter of about
0.8 nm [108]. The Raman measurement would apply a blue laser of 454 nm in wave-
length (2.73 eV) so as to excite metallic SWNTs through their first pair of van Hove
singularities, EM11 . The use of such higher excitation energy is intended to energeti-
cally favor the scattering process of the anti-Stokes G mode (resonant enhancement)
perhaps resulting in an intensity improvement relative to measurements on larger
diameter tubes.
Raman imaging
The attempts in suspending the tubes or the use of higher excitation energies on
smaller diameter tubes are in fact all trial and error procedures. In contrast, the
determination of Raman excitation profiles for individual tubes should be very useful
as it allows the detection of the optimized excitation energy of the various modes. So
far, only mapping of the RBM modes was done on tubes in suspensions, as recently
reported by Telg et al. [80]. The SWNTs in suspension were probed with a tunable
laser as to find the highest intensity for the RBM mode of each detected tube. It
would also be useful to analogously study the optimal excitation energy of the G
anti-Stokes peak of individual SWNTs. Once the optimal excitation energy for the
anti-Stokes peak is found, a bias can be applied to follow the evolution of the AS/S
ratio. This procedure is expected to improve both anti-Stokes G peak intensity at
zero bias as well as to allow more acurate determination of AS/S intensity ratios at
elevated voltages.
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Fabricating new devices (following the procedure described in appendix I) with
saphire rather than Si/SiO2 as a substrate (to eliminate background fluorescence)
should assist in finding the exact location of the focal plane for the IR light detec-
tion (using the long working distance objective, WD = 10 mm). The sample will
be initially subjected to fluorescence measurements and only then to an electrolu-
minescence test. The plan is to utilize the objective height obtained when the tube
is detected for fluorescence.
Furthermore, the SWNTs should possess a smaller average diameter than that of
the previously studied NiCo PLV SWNTs material (davg ∼1.2 nm) due to detection
considerations. IR light emitted from smaller diameter tubes should not be too far
in the IR, especially since for a liquid nitrogen-cooled InGaAs detector the efficiency
drops significantly at about 1600 nm. On the other hand, the use of smaller diameter
tubes could be a disadvantage regarding the achievement of a mid-band lineup (the
tubes are of larger band-gap). SWNTs with smaller band-gap are assumed to give
symmetric devices, to which the injection of electrons and holes at the same time is
easier. Finding the optimum conditions between detecting the electroluminescence
and the ease of performance is therefore required.
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A. Line-group notation
Single-walled carbon nanotubes have a line-group symmetry since they possess a
translational periodicity only along their axis. Each nanotube defined by a specific
chirality (n1, n2) belongs to a different line-group. Achiral tubes, however, belong to
the same line-group in case they have an identical n. Since line-groups are in fact
full-space groups for 1D systems, any state in the tube can be characterized by a
set of quantum numbers, which consists of the linear momentum k and the angular
momentum m. Achiral tubes possess additional vertical (συ) and horizontal (σh)
mirror plane operations, resulting in additional parity quantum numbers.
The line-group notation for a specific irreducible representation is given by the gen-
eral expression kX±m . The letter X represents the degeneracy of the representation,
and can be assigned as A or B to denote a non-degenerate state whereas, E and G
will represent doubly-degenerate and quadruply-degenerate representations, respec-
tively. The letters A (even) and B (odd) give also the parity quantum number with
respect to the συ operation in the case of achiral tubes. The m quantum number
corresponds to the number of nodes (2m) in a wave around the circumference. In
chiral tubes, the superscript (+) or (-) denotes even or odd parity under the hor-
izontal U-axis operation (Fig. A.1), and in achiral tubes, under the σh operation;
both for k = 0.
Following the above description, the irreducible representation 0A+0 denotes that
the presentation is of a one-dimensional state located at the Γ-point (k = 0) that
has zero nodes around the circumference (m = 0). The state has an even parity
under both the vertical συ and horizontal σh reflection operations. It could also be
that no parity is defined as for example in the following irreducible representation
of a chiral tube: kE2, which represents a double-degenerate state (E) inside the BZ
(excluding its boundaries k 6= 0 and k 6= pi/a). Since m = 2, four nodes are obtained
around the circumference. The irreducible representations at k = 0 can be given
also in molecular notation, which correspond to the isogonal point groups D2nh for
achiral and Dq for chiral tubes [12]. In this notation, g and u subscripts denote
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Figure A.1.: The U and U’ horizontal
rotational axis operations are perpen-
dicular to the tube z -axis. Both exist
in chiral and achiral tubes (here shown
for a chiral (8,6) SWNT). The U-axis
and the two-fold U’-axis point through
the center of a hexagon and through
the center of a C-C bond, respectively,
where both are at 90◦ to the tube sur-
face. Taken from Ref. [109].
even and odd parity under the σh mirror operation, respectively or in other words,
denote symmetry for the inversion operation. Some examples of phonon symmetries
under the σh operation can be found in Table 7.1 of Ref. [12] which are given in
both line-group and molecular notations. Note that no mode with subscript u is
Raman active. Further, in Ref. [110] one can find all the irreducible representations
of chiral and achiral carbon nanotubes.
When an irreducible representation is given in the form A′1 as for example in sec-
tion 4.5, the prime denotes symmetry for a horizontal mirror plane. Right subscript
1 or 2 indicate symmetry for a vertical mirror plane or vertical Cˆ2 rotation operator
(when present).
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suspension
Aqueous surfactant-stabilized SWNTs suspensions were produced with either sodium
dodecylbenzene sulfonate (SDBS) or sodium cholate (NaCh). The chemical struc-
tures of the surfactants are given in Fig. B.1. Both surfactants produce stable
suspensions, i.e., no flocculation is observed within several weeks if 1 weight % of
surfactant and 0.01-0.05 weight % tube material are used. It is assumed that the
benzene rings in SDBS undergo pi-pi interactions with the rings of the carbon nan-
otube whereas the more bulky NaCh molecule may undergo a variety of possible
interactions with the nanotube surface, e.g., hydrophobic or acceptor-donor interac-
tions, or even hydrogen bonds in case of acid treated tubes. In this thesis, NaCh was
mainly used to produce suspensions for size exclusion chromography which sorts as
grown SWNTs according to their length [97].
A stabilized suspension is defined when the surfactant concentration is greater than
the critical micelle concentration (CMC, for SDBS CMC = 0.097 weight % and
Figure B.1.: Sodium cholate (left) and SDBS (right) chemical structures. Note that
the structure of sodium dodecyl sulfonate (SDS) is identical to that of SDBS, except
for the benzene ring. In contrast to the SDBS and NaCh, it produces suspensions that
show flocculation after a few days, i.e., the nanotubes material starts to reaggregate
(for 1 weight % SDS and 0.01-0.05 weight % tube material).
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for NaCh CMC ' 0.6 weight %)1. The micelles formed are dynamic in that their
individual building block molecules exchange and diffuse continuously between the
micelle and the solvent. The concentration used for the tube deposition was much
lower than the CMC, and thus only the aliquot needed for deposition was diluted
(x100) from the stabilized suspension and then immediately applied. In this thesis,
the frequently used procedure for preparing the tube suspensions can be summa-
rized as follows: SWNTs material (40 mg) was inserted and mixed homogeneously
into 200 ml DD H2O solution at a 1% SDBS (or NaCh) surfactant concentration2.
The resultant suspension was of 0.2 mg/ml tube concentration. Sequentially, the
suspension was diluted by a factor of 10 and sonicated (with a TiAl6V4 alloy finger
of 13 mm in diameter and 133 mm in length)3 for a duration of 10 minutes while
cooling the plastic container via an ice bath. The suspension was then centrifuged
at 154000 g for about 2 hours. The upper 50% of the supernatant was then care-
fully decanted into a glass container. The resultant suspension was thus at a tube
concentration of 0.02 mg/ml (or 0.002 weight %) and 0.1% of SDBS (or NaCh). For
the deposition, 20 µL of tube suspension was inserted into 2 ml DD H2O (diluted
by a factor of 100) and immediately applied onto the electrically wired chip.
Sharp absorption peaks are the fingerprint of a surfactant-stabilized individual
SWNTs suspension. In contrast, broad absorption bands are obtained from sus-
pended bundles. A suspension containing mostly individual SWNTs will show fluo-
rescence in the near infrared, however if mostly bundles are present, the fluorescence
is quenched due to the adjacent metallic tubes in the bundle. Note that sharp ab-
sorption peaks and observable fluorescence spectra only indicate that a high fraction
of the tube material is present as individual tubes. Yet, such measurements alone
can not provide the quantitative extent of the bundled material present, and thus
further characterization must be performed on the material for example by AFM
or TEM measurements, i.e., after a fraction of the material was transferred onto
a surface. In general, the disadvantage of using any surfactant is the difficulty to
remove it before electrical transport measurements.
1The geometry of the NaCh molecule, which belong to the group of steroid amphiphilic bile salts
compounds, is divided into a hydrophilic and a hydrophobic concave surface on each side of the
molecule. Their common organizational growth principle or aggregation above their CMC was
found to be by elongation [111]. The CMC values were measured by Krupke et al. [63].
2Other surfactant concentrations like 0.5% were also used.
3Maximum sonicator power is 200W. In this thesis, sonication procedures were performed at
∼40% power.
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C. Electrical and Raman
correlation
A correlation between electrical transport and resonant Raman spectroscopy mea-
surements on 10 individual metallic (Table 4.1) and 15 individual semiconducting
SWNTs (Table 4.2) is presented. AFM images of the individual SWNTs are also
shown.
A broad G mode peak line-shape is clearly observed for the metallic SWNTs versus
a narrow G mode for the semiconducting tubes. Red and Green refers to laser ex-
citation energies of 1.96 eV and 2.41 eV, respectively.
All Raman spectra were taken at 3 mW laser power via a 100x objective (NA = 0.9,
WD = 2.8 mm) and a 50 µm fiber core-diameter. Accumulation times were 10 sec.
Two Raman spectra are shown in cases where either the bridging tube or a non-
bridging tube-segment could be detected (e.g., sample w118c103p2c). When two
RBM signals are observed in the Raman spectrum, both short tube-segment and
bridging tube were detected simultaneously (e.g., sample w118c66p1f). As both
peaks show a frequency that could match a metallic tube, both are presented (also
in Table 4.1). Same applies for the semiconducting w118c93p1e tube.
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D. Asymmetric BWF line-shape
The G band in metallic SWNTs is normally fitted with a Lorentzian line-shape
for the higher-frequency G+ peak and a BWF line-shape for the lower-frequency G−
peak [85]. Both frequency and broadening of the G− peak are assigned to a coupling
mechanism of discrete phonons to an electronic continuum, where the asymmetric
line-shape of this peak is given by the following expression [112]:
I(ω) = I0
(
[1 + (ω − ωBWF)/qΓ]2
1 + [(ω − ωBWF)/Γ]2
)
(D.1)
where the parameter 1/q accounts for the coupling interaction of the discrete
phonons (of q wave vector) with the continuum of electronic states, ωBWF is the
BWF peak frequency at maximum intensity I0 and Γ accounts for broadening.
The formula is commonly used to describe Raman spectra of various semiconduc-
tors (e.g., Figure 4.9 of Ref. [112] showing room-temperature Raman spectra for a
p-type Si at different excitation energies) as they contain different electronic excita-
tions which can be studied by the Raman scattering technique. Since 1999, it has
been also used to fit Raman bands of various sp2 carbon materials and in particular
to fit the broad feature at ∼1540 cm−1 of metallic SWNTs bundles [51,85,113,114].
A model describing the plasmon modes in a single metallic SWNT and bundles
of metallic SWNTs was developed by Kempa [56]. It shows that hybrid plasmon-
phonon modes occur in metallic SWNTs, which form the BWF line-shape of the G−
peak, where its intensity is enhanced in metallic SWNTs bundles. Its main conclu-
sion is shown in Fig. D.1 where a strong asymmetric BWF line-shape is obtained for
a metallic bundle, however, only a weak shoulder for an individual metallic SWNT
is found.
These calculations agree with experimental findings on metallic SWNT bundles (e.g.,
Figure 3 of Ref. [63]) however, do not agree with the observed line-shape of an in-
dividual metallic SWNT as discussed and demonstrated in section 4.5.
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Figure D.1.: Calculated Raman in-
tensity versus the normalized fre-
quency Ω = ~ω/EF. A strong
asymmetric BWF peak is observed
for a bundle composed of 9 metal-
lic (9,0) zig-zag tubes (solid line),
compared to only a weak shoul-
der for an individual (9,0) metal-
lic tube (dotted line). Taken from
Ref. [56].
Recently, an experimental study about the vanishing of the BWF component in
individual metallic SWNTs was published by Paillet et al. [115]. Both RBM and
G modes of individual metallic SWNTs were spectroscopically measured. In accor-
dance with our thesis conclusions, they claimed that the BWF feature vanishes in
isolated metallic SWNTs. Note that this work was published at the same time as
ours [52]. In contrast to our study though, their determination for metallic charac-
ter was based only on resonance conditions, i.e., metallic tubes should be excited
by the specific excitation energy used. No additional electrical measurements were
performed. The G band of their isolated metallic CVD grown SWNTs was fitted
with few narrow Lorentzian components, in contrast to only two shown in our study
with a broad Lorentzian G− feature. Furthermore, the presented data included only
two spectra of individual tubes without any supporting material. Nevertheless, their
main conclusion agrees with ours, namely that the BWF line-shape appears solely
in metallic SWNTs bundles and is missing in individual metallic SWNTs.
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E. Kohn anomaly in graphite
The Kohn anomaly is a phenomenon that is normally observed in metals and is
defined as an abrupt change in the frequency of lattice vibrations on certain Fermi
surfaces [116]. The frequency of certain phonons in the BZ abruptly changes due
to a change in the screening ability of conduction electrons. These phonons, which
cause virtual excitations of electrons, are of q 6 2kF wavevectors and connect two
electrons on the Fermi surface, i.e., k2 = k1 + q , with k1 and k2 electron wavevec-
tors. The sudden frequency change is observed as a dip in the phonon dispersion.
Note that the electrons’ screening ability reduces dramatically as q > 2kF, that is,
electronic excitations no longer occur.
As the electronic structure of graphite is semimetal in character, its atomic vi-
brations are partially screened by the conducting electrons. The Fermi surface of
graphene is the point where the electronic gap is zero. This occurs at the two equiva-
lent points K and K’ of the BZ, and since the two points are connected by the vector
K, Kohn anomalies can occur for q = Γ and q = K phonon wave vectors (Fig. 2.7).
The optical high-energy and zone-boundary modes at the Γ and K points are the
phonons responsible for the Raman G and D peaks in carbons, respectively. Fig-
ure E.1 shows the recent experimental points of various phonon branches obtained
by inelastic x-ray scattering experiments on a graphite single crystal [86]. Piscanec
et al. [84] have compared their DFT calculations with these data points in order to
prove that the electron-phonon coupling matrix element can be directly obtained
from the phonon dispersion. The experimental data for the LO mode (red), the
TO mode (blue) and the (longitudinal acoustic) LA mode (green) as well as the
resultant phonon dispersion obtained from their DFT calculations are indicated by
the colored circles and solid lines, respectively.
Two Kohn anomalies are illustrated in the phonon dispersions at the Γ and K points
by the discontinuities in the frequency derivative of the highest optical branches
(HOBs) of the E2g and the A
′
1 modes at these points. Each red line displays the
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Figure E.1.: Computed phonon frequencies along the Γ-K and Γ-M high-symmetry
directions (solid lines) and the data points obtained from inelastic x-ray scattering
experiments (colored circles). The Γ-E2g and the K-A
′
1 modes of the HOBs at the Γ
and K points are indicated. Red lines are the linear dispersions obtained from Eq. E.1.
Modified from Ref. [84].
change in phonon frequency and exhibits a non-zero slope, which indicates a non-
analytic behavior of the phonon dispersion. Note that at the Γ-point the E2g mode
of the HOB is doubly degenerate, whereas near Γ, the two modes split into an upper
optical branch (LO) and a lower optical branch (TO), where the non-zero slope
corresponds only to the LO branch. The αLOΓ 6= 0, αTOΓ = 0 and αK 6= 0 are the
slopes of the LO and TO phonon branches at the Γ-point and the slope of the phonon
branch at the K-point, respectively. Their theoretical expressions were given by:
αLOΓ−theo ∝
√
3pi2〈D2Γ〉F
β
and αtheoK ∝
√
3pi2〈D2K〉F
β
(E.1)
with β = 14.1 eV and are plotted in Fig. E.1 by the linear red lines. Both expressions
were then used to find the experimental values for αLOΓ and αK using the experimental
data points. Good agreement was found with the calculated values.
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The term hot phonons is generally used when various non-equilibrium phonon tem-
peratures can simultaneously exist in a certain crystal. Here, the term is used with
respect to the high-energy optical phonons’ occupation that is believed to be the
major cause for high-field ballistic transport limitation in metallic SWNTs. The ini-
tial goal from the theoretical point of view was to justify the experimental scattering
length of lhigh ∼10-15 nm in the high-bias regime, as reported by Yao et al. [9], Park
et al. [10] and Javey et al. [11]. The main conclusion from Lazzeri et al.’ calcula-
tions [33] was that the phonons involved in high-bias electron transports are not in
thermal equilibrium. The conclusion opposes what was generally assumed before.
The main points of the theoretical treatment are given below.
An analytic expression for the scattering length was derived and is given in Eq. F.1.
It can be seen that this formula contains the phonon occupation number, n. Lazzeri
et al. [33] have considered the contribution merely from the emission of phonons
by back scattered electrons, based on the assumptions in these early experimental
papers [9–11], where only back scattering by Γ-point and K-point phonons were
considered in deriving the electron scattering length at high-bias, i.e., lhigh =
(1/lbsΓ + 1/l
bs
K )
−1, where bs stands for back scattering. Forward scattering processes
were neglected since they do not change the electron’s propagation direction and
thus do not contribute to the resistance, i.e., they have a negligible effect on the
current. It was also assumed that as long as the bias is smaller than 1V, the mobile
electrons belong to the pi bands near the Fermi energy EF (footnote 4 of section
2.3.2). Scattering into higher energy bands was neglected. The computed scattering
length l = τυF = τβ/~ for a metallic SWNT was given by:
lqη =
(
4pi√
3
M~ωqη β2
~2a20 |D˜|2
)(
d
nqη + 1
)
(F.1)
where |D˜|2 is the square of the electron-phonon coupling matrix element of a tube of
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diameter d , τ is the decay time of an electron, υF is the Fermi velocity, and all other
parameters are as given in section 4.5. The matrix element |D˜|2 of an arbitrary
metallic SWNT was derived from zone-folding the corresponding matrix element of
graphene. The approach was shown to be valid as long as curvature effects are negli-
gible. The scattering lengths of three different tube diameters: 0.8, 1.49 and 2.5 nm,
using the graphene phonon frequencies ~ωΓ ' 196 meV and ~ωK ' 161.2 meV were
calculated. The original hypothesis from early experiments was that the phonons are
thermalized and thus no phonon accumulation occurs (n ' 0). Under this condition,
Eq. F.1 simplifies to:
lhigh = 65 d (F.2)
Eq. F.2 generates a scattering length which is one order of magnitude higher
(∼100 nm for a tube of diameter 1.5 nm) than the experimental scattering length
(∼10-15 nm) obtained for 1-3 nm in diameter metallic SWNTs [9–11]. Three in-
dependent experiments on a variety of different tubes obtained similar results and
thus no experimental uncertainty should be the cause for the disagreement. Fur-
ther, the calculated electron-phonon coupling matrix elements of graphite [84] have
been shown to reproduce very well those extracted from the experimental graphite
phonon-dispersions or from the D-peak dispersion. It was therefore concluded that
the hypothesis of thermalized phonon occupation (n ' 0) was probably wrong. It
was suggested that only a significant phonon occupation could explain the small
experimentally measured scattering length, i.e., n > 0.
Hot phonons could be generated only if the condition of excitation rate > thermal-
ization rate occurs during high-field transports. Under these conditions (n > 0)
one must consider the contribution of both phonon absorption and emission. The
scattering length was consequently re-estimated:
lhigh =
65 d
2n+ 1
(F.3)
According to this expression a tube with d = 1.5 nm could recover the experimental
scattering length (∼10-15 nm) only for occupation numbers of n = 2.7-5. This
corresponds to an optical phonons’ effective-temperature of Teff & 6000 K. This
high value supports the speculation that the phonons involved in high-bias electron
transports are not in thermal equilibrium. Note that the temperature is related
only to Γ-point phonons (q ≈ 0) that are directly excited by first order scattering
processes. This temperature is not the nanotube temperature.
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G. IVSD curves, Raman spectra
and SEM images of biased
SWNTs
We present some representative examples of I-VSD curves and Raman spectra orig-
inating from biased metallic SWNTs. The contacts were prepared in the metal-
on-tube configuration (unless otherwise specified), which in most cases presented a
pronounced tendency towards current saturation. Nevertheless, if an anti-Stokes G
peak was observed, it was only at elevated bias and lacking at zero bias for most
samples. The data presented contain SWNTs with various lengths (` = 0.5 µm or
1 µm) and diameters (davg = 1.2 nm or 1.0 nm). All Raman spectra were taken
with 632.82 nm wavelength, under Ar ambient and a 100x objective (NA = 0.7,
WD = 10 mm). The spectra are further shifted vertically to follow the evolution
of the anti-Stokes G peak intensity. In cases that an anti-Stokes G peak was miss-
ing at both zero and elevated bias, the spectra are given to show the RBM mode
evolution at the various voltages (samples w130c881d and w130c893d). Note that a
RBM peak did not appear in all samples. Peaks at ∼ 300 cm−1, ∼ 520 cm−1 and
∼ 1040 cm−1 originate from the Si/SiO2 substrate and are marked with an asterisk.
Burned contact (w129c123p1b) shows a spectrum only at zero bias.
Note that sample w130c13p1d (0.5 µm long and davg = 1.2 nm) reveals a non-
saturated I-VSD curve, however shows a pronounced intensity for the anti-Stokes G
peak at zero bias, which increases at elevated bias.
Sample identity, laser power (P), fiber core-diameter (FCD) accumulation time (AT)
and voltages (V) are all indicated on the corresponding Raman spectra. For Raman
spectra where an intensity factor was added, the specific factor is specified as IVfactor.
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G.1. ` = 0.5 µm davg = 1.2 nm
122
G.1. ` = 0.5 µm davg = 1.2 nm
123
G. IVSD curves, Raman spectra and SEM images of biased SWNTs
124
G.2. ` = 1 µm davg = 1.2 nm
G.2. ` = 1 µm davg = 1.2 nm
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G. IVSD curves, Raman spectra and SEM images of biased SWNTs
G.3. ` = 1 µm davg = 1.0 nm
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H. Critical-point dryer (CPD)
In order to prevent capillary forces from causing tube misalignment while drying the
sample, a CPD apparatus was used. This technique assures that the supercritical
fluid phase is reached and the capillary forces are presumed negligible to cause any
misalignment at the metal electrodes. The concept employs the use of a substance
that can easily become a super critical fluid. In our apparatus we have used carbon
dioxide (CO2) to exchange the acetone medium surrounding the sample.
Figure H.1.: Carbon dioxide phase diagram. The sequence under which acetone is
exchanged by the CO2 is demonstrated with red arrows. The chamber pressure is
1 atm prior to the CO2 injection however it increases rapidly to about 50 atm as
the CO2 is introduced at 10°C. We therefore set the exchange starting point at 50
atm and denote it by a yellow cross. Tsub = -78°C, Tt.p. = -56.6°C and Tc = 31°C
are the sublimation, triple-point and critical-point temperatures of CO2, respectively.
The correlated pressures are also indicated with Psub = 1 atm, Pt.p. = 5.1 atm and
Pc = 72.8 atm. Note that the temperature and pressure axes are not to scale. Taken
from www.chem.uncc.edu.
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As the deposition time elapsed, the generator was switched OFF and the sample
with its drop of stabilized-SWNTs suspension was directly dipped into acetone. The
chamber containing the acetone and sample was then sealed. Figure H.1 demon-
strates the acetone exchange on top of the CO2 phase diagram. The exchange
procedure starts by cooling the system to about 10◦C. The CO2 gas is injected in a
regulated manner into the chamber and liquifies while at the same time the chamber
pressure increases to about 50 atmospheres. The level of the liquid in the cham-
ber raises, although two phases are still observed (acetone and CO2). Next, the
liquid is removed in a controlled manner as not to lose too much pressure. If the
pressure is released too fast, bubbles are being formed as the CO2 reaches its gas
phase. Note that the liquid is not fully removed and its level is always kept above
the sample surface. The exchange procedure is repeated several times, in which
more and more acetone is replaced by CO2 and the initial phase difference can no
longer be observed. The cooling is then switched OFF and replaced by heating. The
temperature and pressure of the chamber slowly increase to where the CO2 reaches
its super critical phase after about 30 minutes. This occurrence results in a pressure
and a temperature of ∼100 atmospheres and ∼ 40◦C, respectively. The supercritical
fluid phase above the critical point is reached and no distinction between the liquid
and gas phases exists. Subsequently, the pressure is reduced back to 1 atmosphere
still at 40°C (by slowly opening a valve). Finally, the heating is switched OFF and
the system is cooled back to room-temperature before opening the chamber (after
about 15 minutes).
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I. Device fabrication for ambipolar
SWNT s-FETs devices
To obtain both thin and thick oxide areas on the same chip, we have used the reac-
tive ion etching (RIE) technique. P-type Si wafers with about 600 nm (or 800 nm)
thermally grown oxide were the starting materials. A piece from the wafer was cut
and mounted in a way that only part of it was exposed for etching. The part to serve
for bonding was initially covered by a resist and later on by a narrow slice of Si1.
After the etching process, the whole piece was covered with a resist for writing pur-
poses via e-beam lithography to obtain the desired structure. The layout described
in section 3.2 was used as it provides many devices on the same chip as well as the
conditions needed for the low-frequency dielectrophoretic deposition technique. The
generated plasma of reactive species for the chemical etching (neutral radicals and
ions) comprised the products of SF6 gas or of a CHF3 and O2 gas mixture. Flow
rates, pressure, temperature, power and etching time were all controlled. SF6 gas
was initially used, but we later changed to the CHF3 and O2 gas mixture so that an
isotropic rather than anisotropic etching should occur2. A representative outcome
from such a procedure obtained with the SF6 gas is shown in Fig. I.1 where one
can observe the different colors originating from the two regions. The thick oxide
is the area where the big leads are positioned and the thin oxide is the area where
the SWNT-contacts are located. On the right part of Fig. I.1, a scratch in the
silicon wafer is observed as a black line. This was done to ensure that the contact
is grounded, initially for the deposition and later for the back gate-electrode. Also
shown is a magnified image of a triple contact structure (a total of six are structured
on one chip).
Etching rates were found by applying different etching durations, followed by thick-
ness measurements of the resulting oxide layers via a reflectometry apparatus. The
1A Si piece replaced the resist material as it gave better results, i.e., no extra heating and cleaning
processes were required.
2The addition of O2 increases the concentration of fluorine free radicals and thus increases the
etch rate of SiO2 in all directions. The absolute rate is however controlled by the gas pressure.
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Figure I.1.: An optical image of the chip layout after both etching and metallization
steps. Electrode material is Pd with a very thin Ti adhesion layer. The thick and
thin oxides are distinguished by the purple and blue colors. A scratch and a magni-
fied contact area are given on the right. The etching condition were as follows; gas
flow: 40 sccm of SF6, pressure: 22 mTorr, power: 70 W, etching time: 35 minutes,
temperature: 25◦C. Thick and thin oxide are ∼800 nm and ∼100 nm, respectively, as
the etching rate was 20 nm/min. Note that a thick layer of resist was used to cover
the area of the leads for bonding. It was later removed by acetone to recover back
the 800 nm oxide. Sample w129c02.
rate obtained for SF6 was 20 nm/min, however, for the CHF3 and O2 gas mixture
it was found to be slower with only 10 nm etched per minute. The SF6 was thus
replaced by the gas mixture to achieve a better controlled isotropic rather than
anisotropic etching process. The use of SF6 resulted in a steep height variation be-
tween the two oxide areas. Thicker electrodes were therefore required to lower the
resistance originating from this region of the electrode which is laying on both oxide
areas, as shown in Fig. I.1. Thicker metal material can end-up with lift-off difficul-
ties, which may result in metal residues, affecting tube-electrode contact-interfaces.
An extra short etching step (∼5 minutes with CHF3 and O2 gas mixture) can solve
this side effect. Figure I.2 is an example of a contact which endured the second
short etching step. Note that the etching time with the CHF3 and O2 gas mixture
was adjusted to give ∼350 nm oxide rather than the too thin oxide of ∼100 nm,
initially used with the SF6 gas that in many cases resulted in short-circuits. These
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Figure I.2.: SEM image of an etched electrode contact taken at 45◦. After 5 minutes,
the electrodes are about 50 nm higher than the oxide surface, corresponding to a
10 nm/min etching rate with the CHF3 and O2 gas mixture. The etching conditions
for this gas mixture were as follows; gas flow: 30 sccm of CHF3 and 1.6 sccm of O2,
pressure: 22 mTorr, power: 60 W, temperature: 25◦C. The chip was previously etched
(35 minutes) to achieve the thick (∼800 nm) and thin oxide areas (∼350 nm). The
thin area was further thinned to ∼300 nm after the extra 5 minutes etching time.
Sample w129c100p1c.
shorts occurred if already existing pin-holes were located at the designated area for
the SWNTs-bridged-contacts. In addition, the original thermal oxide thickness was
changed to 800 nm to minimize the occurrence of shorts while bonding the sample.
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