Abstract Stochastic collocation methods facilitate the numerical solution of PDEs with random data and give rise to large sequences of linear systems. For elliptic PDEs, algebraic multigrid (AMG) is a robust solver and considered individually, the systems are trivial to solve. The challenge lies in exploiting the systems' similarities to minimize the cost of solving the entire sequence. We propose an efficient solver that is more robust than other solution strategies in the literature. In particular, we show that it is feasible to use a finely-tuned AMG preconditioner for each system if key set-up information is reused. The method is robust with respect to variations in discretization and statistical parameters for stochastically linear and nonlinear data.
Introduction
Our starting point is the stochastic steady-state diffusion problem which arises when only limited information about a is available. Here˝is a sample space from a probability space and the input a and solution p are second-order random fields. We assume the mean a .x/ D EOEa.x; !/ and covariance function
are known and follow the well-established procedure ([2, 7] ) of assuming that a.x; !/ is, or can be well approximated by, a function of M independent random variables k .!/: A common choice is a (truncated) Karhunen-Loève expansion [9] A.D. 
in terms of M uncorrelated random variables k ; or the exponential thereof
Here, . k ; c k .x// are the leading eigenpairs of the integral operator associated with V .x; y/ in (2) and is the standard deviation of a: Let k .˝/ D k Â R and denote the probability density function of k by k : If the random variables are independent, then the joint density function is
Replacing a.x; !/ by a M .x; / in (1) results in an M C 2 dimensional deterministic PDE and the corresponding weak problem -which has been well studiedconsists in finding p.
where EOE D R . / d : Stochastic finite element methods proceed by discretizing the physical domain D in the usual way, leading to the semi-discrete problem: find
We can tackle (5) and (6) with Monte Carlo methods (MCMs), stochastic Galerkin methods (SGMs) [2, 7] and stochastic collocation methods (SCMs) [1, 10, 15] . MCMs approximate EOEp h by the sample average at randomly chosen points
leading to a sequence of decoupled, symmetric positive definite linear systems A r p r D b; r D 1; 2; : : : ; A r 2 R n h n h :
SGMs, which seek p hd 2 X h˝Sd with S d L 2 . /; have a superior convergence rate [2] , for low values of M but result in one system of dimension n h dim.S d /: If S d consists of complete polynomials, the equations must be solved simultaneously. Only if tensor product polynomials are used and a M .x; / is linear in k , as in
