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Résumé et mots clés
Dans ce papier, nous présentons la problématique de la reconnaissance d'images détériorées et plus 
particulièrement l'étape de sélection de primitives au sein d'un traitement de classification supervisée. Cette
étape de sélection a lieu après que la segmentation et l'extraction des descripteurs statistiques sur des
images documentaires aient été réalisées. Nous exposons en détail l'utilisation d'un arbre de décision, afin de
l'harmoniser puis la comparer avec une approche moins étudiée utilisant un treillis de Galois.
Reconnaissance de symboles, treillis de Galois, arbre de décision, images détériorées,
descripteurs statistiques.
Abstract and key words
In this paper, we present the problem of noisy images recognition and in particular the stage of primitives selection in a
classification process. This selection stage appears after segmentation and statistical describers extraction on 
documentary images are realized. We describe precisely the use of decision tree in order to harmonize and compare it
with another less studied method based on a concept lattice.
Symbol recognition, Concept lattice, Decision tree, Noisy images, Statistical describers.
1. Introduction
À ce jour, une part importante des documents «papier» n'a pas
intégré un système informatisé de circulation et de stockage de
l'information. C'est particulièrement vrai pour les dessins tech-
niques, les graphiques et les données cartographiques pour les-
quels la numérisation est très coûteuse en temps et en argent.
Filpski [FF92] indique en 1992 que 3,5 milliards de documents
techniques sont disponibles sur support papier (les USA et le
Canada), et 26 millions de documents «papier» sont créés
chaque année. Cette estimation même ancienne montre l'am-
pleur de la tâche d'intégration compte tenu de l'actualité des sys-
tèmes d'information documentaire.
Si on s'intéresse plus particulièrement à la dématérialisation de
cette information, aucun logiciel automatique de rétroconversion
n'offre à notre connaissance d'outils génériques capables de trans-
former ces documents «papier» vers un format numérique facile-
ment manipulable. En fait, le problème est principalement dû à la
grande diversité des supports et des représentations graphiques
qui vont du schéma de pièces automobiles au plan d'un gazoduc,
en passant par le dessin d'une parcelle sur un plan cadastral.
Sur un plan scientifique, la communauté travaillant sur ces
sujets rencontre encore un certain nombre de verrous liés à la
multi-représentation de symboles, aux contraintes de multi-
orientation et multi-échelle, et à la très grande densité de cer-
tains documents, rendant très difficile la caractérisation des
objets à reconnaître.
Le travail présenté dans cet article se place dans le contexte de
la rétroconversion automatique et propose une première
approche théorique concernant l'exploitation des treillis de
Galois (aussi appelé treillis des concepts) pour la reconnaissan-
ce automatique d'objets graphiques, comme les caractères ou les
symboles, sous la contrainte classique de multi-orientation et
multi-échelle.
Parmi les techniques diverses et variées utilisées en classifica-
tion supervisée, celles basées sur un treillis de Galois ont fait
l'objet d'études comparatives dans de récents travaux [KO01,
MNN05]. De par les expérimentations pratiques qui y sont com-
parées, il y apparait clairement que le treillis de Galois offre un
cadre intéressant en classification, malgré une complexité théo-
rique exponentielle dans le pire des cas.
Nous nous proposons dans cet article de décrire de façon géné-
rale l'utilisation de cette structure en classification, puis d'ap-
porter quelques éléments de comparaison avec les techniques
bien reconnues en classification basées sur un arbre de décision.
Cet article se décompose en différentes parties : la première par-
tie présente une synthèse bibliographique sur la reconnaissance
de texte et de symboles. La seconde partie est une description
précise de l'utilisation d'un arbre de décision. Cette description
servira de comparaison à une approche basée sur un treillis de
Galois décrite dans la troisième partie. Chacune de ces deux
parties décrit une approche basée sur une structure pour la sélec-
tion de primitives, et pour un processus de classification. Nous
finirons par une dernière partie apportant des éléments de com-
paraison entre ces deux approches, et quelques résultats expéri-
mentaux.
2. Contexte et 
classification supervisée
2.1 Introduction
L'analyse et la gestion des informations textuelles et symbo-
liques est fondamentale dans le cadre de la lecture d'un docu-
ment, cette couche d'informations étant sémantiquement très
riche. Chacune des informations textuelles représente une part
d'information exploitable par le lecteur du document technique
notamment lorsqu'il s'agit de plans ou de schémas (cotations sur
les schémas mécaniques, toponyme sur une carte routière, etc),
et ceci en adéquation avec la symbologie adoptée sur le schéma.
La connaissance précise de cette information représente donc
un enjeu important pour les systèmes d'interprétation de docu-
ments.
La littérature et les produits commerciaux font aujourd'hui une
large place aux systèmes de reconnaissance optique des carac-
tères (Optical Character Recognition) dans un cadre classique :
caractères et alignements horizontaux, fontes connues.
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Cependant, la généralisation à d'autres orientations et d'autres
alignements des caractères réduit d'autant le nombre de propo-
sitions. Il est même possible de dire qu'aujourd'hui, il n'existe
pas de produits industriellement fiables permettant de recon-
naître les caractères et les symboles acceptant des variabilités
intrinsèques. Or, le contexte de la reconnaissance des éléments
textuels et symboliques présents sur des documents techniques
fait référence à ce type d'outils. Dans la plupart des cas, les
caractères et les symboles sont écrits manuellement, avec
contraintes, et avec une orientation relative à celle de l'objet
décrit. Ainsi, le nom d'une route suivra l'orientation de cette der-
nière.
Concernant cette problématique du traitement automatique des
informations textuelles, lorsque celles-ci sont facilement « sépa-
rables» sur le document (i.e. lorsque les caractères, symboles ou
objets linéaires sont sur des couches bien déconnectées les unes
des autres), différentes techniques sont généralement utilisées
de manière séquentielle. Celles-ci concernent la segmentation
des caractères, leur reconnaissance individuelle, puis leur
regroupement en mots ou toponymes.
Concernant la représentation des symboles, la problématique est
souvent plus difficile dans la mesure où ceux-ci sont très fré-
quemment connectés physiquement à d'autres objets sur l'ima-
ge, ajoutant une problématique de détection/segmentation sui-
vant la stratégie de reconnaissance adoptée.
Ces constatations mettent en évidence le fait qu'un «verrou
méthodologique» voire « scientifique» important demeure au
sujet de la reconnaissance des informations textuelles et sym-
boliques qui sont inter-connectées ou connectées à d'autres
objets. De manière générale, les problématiques de reconnais-
sance de caractères et de symboles sont considérées différem-
ment, à l'exception de quelques contributions qui considèrent le
texte comme une symbolique particulière [AOC+01].
2.2 Approches classiques de reconnaissance
En matière de reconnaissance de symboles sur des documents
graphiques, il est possible de distinguer deux grandes catégories
d'approches, suivant que les formes à reconnaître sont originel-
lement connectées ou non à d'autres objets sur l'image.
D'une part, la littérature propose un ensemble très important
d'approches à base de reconnaissance structurelle. D'autre part,
on trouve également de nombreuses contributions à base de
signatures discrètes et/ou statistiques des formes, suivant des
schémas en appui sur des classifieurs plus ou moins élaborés.
Nous proposons ci-dessous un panorama synthétique de ces dif-
férentes approches.
Approches à base de description structurelle
La représentation/reconnaissance structurelle est une technique
fréquemment utilisée en reconnaissance de symboles, comme
en attestent de nombreuses publications [LVSM01, AS98,
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PN93]. Cependant de nombreuses autres problématiques s'ap-
puient également sur l'analyse structurelle ; citons entre autre
l'apprentissage, l'indexation, la structuration des données, etc…
Plus proche de la structure du symbole, elle possède cependant
l'inconvénient de ne pas être robuste au bruit.
Approches à base de descriptions statistiques
Elles s'appuient généralement sur un calcul de signature, intro-
duite dans un système de classification. En fonction du contex-
te, les chercheurs sont souvent amenés à préalablement seg-
menter les objets, notamment lorsque ceux-ci sont connectés à
d'autres objets sur l'image, soulevant ainsi le classique paradig-
me segmentation/reconnaissance. Dans ce paragraphe, nous
abordons la problématique de la segmentation, puis celle de la
caractérisation de formes.
Lorsque les objets sont connectés à d'autres formes (lignes,
symboles, caractères) sur l'image, une étape préalable de seg-
mentation est souvent préconisée par les approches statistiques,
en appui sur des stratégies dépendant du contexte de représen-
tation des objets (densité, taille des symboles, …) [TOM96].
Cette étape vise à isoler les caractères des autres éléments du
document. La plupart des auteurs proposent de détecter les
caractères en isolant les composantes connexes de taille prédé-
finie [TTJ97, FK98, LU98, SHA+92, LK94, LCD97].
Après segmentation, il est possible de passer à l'étape de carac-
térisation des formes. La reconnaissance de formes répondant
aux contraintes d'invariance vis à vis de transformations telles
que les similitudes est un point essentiel dans la conception de
systèmes fiables pour l'interprétation de documents techniques.
Dans ce champ de recherche, nous avons montré dans une
contribution précédente que l'on peut distinguer trois princi-
pales catégories d'approches [AOC+01].
La première suggère un calcul préliminaire de l'orientation de la
forme, et essaie, par l'intermédiaire d'étapes de normalisation et de
rotation, d'obtenir une forme dans une position de référence, qui
peut ainsi être introduite dans un système de classification. Une
seconde approche classique consiste à utiliser un classifieur neu-
ronal prenant en entrée l'image de la forme et qui rend lui même,
lors de sa phase d'apprentissage, le problème invariant aux trans-
formations [FOTK92]. La dernière approche, qui est probable-
ment la plus utilisée, consiste à extraire de la forme un ensemble
de descripteurs invariants aux transformations, avant d'alimenter
un système de classification. De très bonnes descriptions de l'état
de l'art dans ce domaine de la description de formes peuvent être
trouvées dans quelques contributions [TJT96, AOC+01]. Adam
[AOC+01] propose une catégorisation des vecteurs utilisés pour
décrire les formes indépendamment de leur position, de leur taille
et de leur orientation suivant deux catégories.
Descripteurs basés sur l'aspect global de la forme.
De nombreuses caractéristiques peuvent être utilisées pour
décrire l'aspect global d'une forme. Depuis les travaux de Hu en
1961, les moments invariants [HU62], qui sont basés sur des
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combinaisons de moments réguliers, ont été très fréquemment
utilisés [RSV96]. Parmi ceux-ci, on peut citer les moments de
Zernike [TEA80, KH90B, KH90A, LP98] qui restent une réfé-
rence dans le domaine, les pseudo-moments de Zernike
[TEA80], les moments de Bamieh [BDF86], ou les moments de
Legendre [CLD96].
Ces moments invariants offrent généralement des propriétés de
reconstructibilité, ce qui permet d'assurer que les primitives
extraites contiennent la plus grande partie de l'information inclu-
se dans la forme étudiée. De bonnes études comparatives
concernant ces moments invariants peuvent être trouvées dans
[TC88] et [BSA91], chacune d'elle soulignant la supériorité des
moments de Zernike quant aux performances de reconnaissance.
Néanmoins, ces études prouvent également que les approches à
base de moments sont sensibles au bruit et qu'elles sont coû-
teuses en terme de temps de calcul, et ce, malgré les nombreuses
méthodes d'optimisation et/ou de réduction de complexité qui
existent dans la littérature [DBN92, LS91].
Descripteurs basés sur une approche locale.
À l'inverse des approches présentées ci-dessus, une description
invariante géométrique peut aussi être effectuée en utilisant des
primitives qui localement, sont théoriquement très informatives.
Par exemple, les contours sont fréquemment utilisés pour obte-
nir des descriptions invariantes des formes par utilisation des
descripteurs de Fourier [PL92] ou des descripteurs elliptiques
de Fourier [LIN87]. Taxt [TOD90] a mené une étude compara-
tive entre ces descripteurs qui montre leur intérêt potentiel, sur-
tout en ce qui concerne leur simplicité et leur robustesse. En
particulier, Taxt [TOD90] propose de retenir les moments ellip-
tiques de Kuhl [KG82] lorsque l'orientation du caractère est
connue. Ce type de technique est utilisé également par Trier
[TTJ97] pour la reconnaissance des caractères appliquée à des
cartes hydrographiques.
Les primitives circulaires qui sont, par définition, bien adaptées
à la reconnaissance invariante à la rotation, ont été utilisées dans
[KIT92]. Celles-ci sont basées sur l'analyse de la forme par l'in-
termédiaire d'un ensemble de cercles. Lefrère [LEF99] propose
en particulier un ensemble de sondes circulaires permettant de
décrire la forme à partir de son centre de gravité. Ce type d'ap-
proche reste néanmoins très sensible aux variabilités et à la pré-
sence de bruit. Une étude comparative, disponible dans
[DBM77], montre que ce type de primitives circulaires permet
l'obtention de meilleurs résultats que les moments de Hu.
2.3 Problématique de classification
Chacune des techniques issues des approches classiques propo-
se généralement un schéma de reconnaissance, en appui sur des
principes de classification et/ou de combinaison de classifieurs,
après une éventuelle sélection de primitives pertinentes.
En effet, l'analyse de la littérature met en évidence le besoin
criant d'adapter les processus de reconnaissance à la notion de
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contexte, s'appuyant sur des stratégies adaptées de systèmes
coopérants, et/ou sur des jeux de primitives sélectionnées à par-
tir d'algorithmes d'optimisation ([AOC+99]).
De manière générale, une catégorisation possible des classi-
fieurs est de les organiser en fonction de la nature de leurs sor-
ties [GML]. En effet, selon les méthodes employées, les sorties
sont relatives à :
- une mesure de distance entre l'objet et les prototypes qui peut
être explicite (distance entre chaînes, Mise En Correspondance
(M.E.C.), Mise En Coincidence (M.E.Co.) ou implicite (Multi-
Layers Perceptron (MLP), Learning Vector Quantization
(LVQ), …) 
- une mesure de distance sur les densités de probabilité (Kppv,
Noyaux de Parzen …) 
- une mesure de probabilité (a posteriori : Classifieur Bayésien,
ou bien associée à des règles de production stochastiques) 
L'objectif général du classement d'une forme consiste à affecter
une interprétation à un vecteur de caractéristiques d'une forme.
Une interprétation éventuellement associée à une mesure de
similarité. Dans certains types de situations, on évoque égale-
ment la notion de rejet, lorsque le classifieur considère que le
vecteur analysé ne peut être associé à aucune classe connue.
Suivant le contexte, le classement peut être réalisé suivant des
schémas supervisés ou non supervisés. Ces schémas sont géné-
ralement précédés d'une phase de sélection de primitives, visant
à ne retenir que les primitives pertinentes au regard du contexte
analysé, ou ayant pour but de faire face au fameux problème de
la malédiction de la dimensionnalité.
2.4 Problématique de sélection de primitives
Comme nous l'avons évoqué dans les paragraphes précédents,
les schémas de reconnaissance de formes sur les documents
s'appuient souvent sur une étape préalable de sélection de pri-
mitives, basée sur des techniques d'optimisation de critères. Le
lecteur pourra d'ailleurs trouver de bons états de l'art dans les
références [ZJ96] ou [SEM04]. On peut classer les méthodes
d'optimisation de critères (recherche d'extrema) en quatre prin-
cipales catégories [GOL89] :
Les méthodes fondées sur le calcul. De nombreuses méthodes
de ce genre existent (moindre carrés, gradient…). Elles peuvent
être subdivisées en deux classes principales. Les méthodes indi-
rectes qui cherchent à atteindre les extrema locaux en résolvant
des systèmes d'équations qui annulent le gradient ; et les
méthodes directes qui recherchent quant à elles les optima
locaux en émettant des hypothèses sur la fonction et en se dépla-
çant dans une direction dépendante de son gradient. Ces
méthodes sont simples à mettre en œuvre mais présentent deux
inconvénients majeurs. D'une part, elles nécessitent l'existence
de dérivées de la fonction et d'autre part, elles ont la fâcheuse
tendance à s'enfermer dans les extrema locaux. 
Les procédures énumératives. Leur idée générale est simple.
L'algorithme examine les valeurs de chacun des points de l'es-
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pace un par un et retient le meilleur. Bien que la simplicité de
telles procédures soit attirante, elles sont abandonnées, dans la
majeure partie des cas pratiques, à cause de la taille de l'espace
des possibilités à explorer. 
Les algorithmes de recherche aléatoire. Ces méthodes explo-
rent aléatoirement l'espace des solutions et mémorisent le
meilleur élément. Elles sont elles aussi peu robustes et man-
quent d'efficacité dans la plupart des cas. 
Les méthodes dites pseudo-aléatoires. Elles utilisent égale-
ment le hasard en tentant de le contrôler par le but à atteindre et
non de manière totalement désordonnée. On retrouve dans cette
catégorie la méthode du recuit simulé mais aussi les algorithmes
génétiques.
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Figure 2. Caractères connectés au réseau 
(à gauche) Caractères isolés (à droite).
Figure 1. Exemple d'image originale.
2.5 Bilan concernant les problèmes de reconnaissance 
de symboles
Dans le domaine de la reconnaissance de formes invariante à
différentes transformations géométriques, la plupart des cher-
cheurs [TJT96] s'accordent pour dire que chaque étape du pro-
cessus est importante. Un grand nombre de types de primitives
est rapporté dans la littérature, de même qu'il existe de nom-
breuses techniques de sélection de primitives, de classification
de primitives et de combinaisons de classifieurs.
Néanmoins l'analyse de la littérature met en évidence plusieurs
difficultés auxquelles l'ensemble de ces approches tentent de
répondre plus ou moins partiellement.
Une des premières difficultés est l'adaptation à la notion de
contexte, visant à définir des scénarii de reconnaissance adé-
quats à une problématique particulière, tout en intégrant la pos-
sibilité d'évolution des dispositifs (définition de nouvelles
classes par exemple, prises en compte de façon incrémentale par
le dispositif sans qu'il ne soit remis en cause). Une autre diffi-
culté réside dans la problématique de combinaison de schéma
de reconnaissance, intégrant des descriptions structurelles et
statistiques des formes, sans «distortion» préalable des susdits
schémas.
Enfin, la problématique de la sélection des primitives perti-
nentes, adaptée à un contexte particulier, en adéquation avec des
systèmes évolutifs reste un problème ouvert et pas toujours
explicite. En effet, les schémas d'optimisation généralement uti-
lisés pour cette étape essentielle de sélection de primitives ne
permettent pas toujours de rendre explicite les choix des primi-
tives retenus, du fait de l'effet «boite noire» de ces dispositifs.
Leur lisibilité est en effet un critère de comparaison important
car la facilité à définir les paramètres du dispositif en dépend.
Nous proposons dans cet article une première contribution
concernant la reconnaissance de symboles sur des documents
graphiques, sur la base de l'utilisation des treillis de Galois.
En effet, les treillis semblent apporter des réponses intéressantes
à l'ensemble des difficultés évoquées précédemment, de par leur
possibilité quasi-naturelles d'intégration de descriptions statis-
tiques/structurelles, et également grâce à leurs facultés de vali-
dation de primitives pertinentes au regard d'un contexte particu-
lier. Le caractère évolutif de l'approche proposée, permettant
une adaptation dynamique à des évolutions du paysage des
classes, offre également des perspectives intéressantes.
3. Arbre de décision
Afin d'étudier l'intérêt d'une approche basée sur un treillis de
Galois, il nous a paru important de l'harmoniser avec celle très
proche basée sur un arbre de décision. En effet, ces deux
approches regroupent à la fois l'étape de sélection de primitives
et celle de classification, et diffèrent essentiellement par la
structure qui y est manipulée. Cette harmonisation nous permet
d'identifier des éléments de comparaisons importants, et néces-
site une description précise de l'arbre de décision, description
qui fait l'objet de cette partie.
Les arbres de décision sont largement utilisés dans le domaine
de la classification. Ils ont notamment fait l'objet de nombreuses
recherches par le passé et sont encore actuellement un axe de
réflexion important [BK99, CF04].
3.1 Description et principe de sélection
Le principe de l'arbre de décision est de diviser récursivement
les objets d'un ensemble par des tests sur les primitives, jusqu'à
obtenir des sous-ensembles ne contenant que des objets appar-
tenant à une même classe. Chaque objet est décrit par l'en-
semble des primitives. Les primitives peuvent être de type binai-
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re, qualitatif (prend sa valeur parmi un ensemble fini), continu
(valeur réelle).
Un exemple d'arbre de décision est présenté en figure 3. Il s'agit
de déterminer si la personne va faire du surf ou bien rester chez
elle.
Les nœuds d'un arbre de décision sont appelés nœuds de déci-
sion car chaque nœud décrit un test sur l'une des primitives qui
doit permettre de partitionner les objets. On peut ainsi associer
à chaque nœud de décision l'ensemble D de primitives à tester.
Le test doit donc être applicable à l'ensemble des objets. À
chaque réponse au test est associée une branche qui conduit
vers un autre nœud de décision ou bien vers une feuille. Les
feuilles sont les nœuds terminaux de l'arbre. Chaque feuille cor-
respond à une classe, c'est-à-dire à une prise de décision.
Plusieurs feuilles peuvent représenter la même classe.
Lors d'une procédure de classification, on parcourt l'arbre à par-
tir de sa racine (le premier nœud de décision), puis on progres-
se vers d'autres nœuds de décision en fonction des réponses aux
tests, jusqu'à atteindre une feuille, c'est-à-dire trouver la classe
de l'objet. Un nœud de décision correspond à une étape élémen-
taire de classification qui se caractérise complètement par :
- l'ensemble D des primitives sélectionnées pour le test, et asso-
ciées au nœud,
- l'ensemble V des primitives validées, depuis l'étape initiale, la
racine,
- l'ensemble C des classes candidates à la classification,
ensemble qui se déduit de l'ensemble N des objets testés au
nœud courant. Si l'indication de la classe d'un objet x est don-
née par c(x), on peut étendre cette indication de classe à un
ensemble d'objets N, où c(N ) est l'ensemble des classes des
objets de N
À l'étape initiale de classification, aucune primitive validée n'est
associée au nœud (V = ∅) et toutes les classes sont candidates
(|C| est maximal). À l'étape finale, toutes les primitives néces-
saires à la classification de l'objet sont associées au nœud, ainsi
que la classe obtenue (|C| = 1).
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Figure 3.  Exemple d'arbre de décision.
3.2 Discrétisation
En général, dans les arbres de décision, les tests effectués au
niveau des nœuds sont conçus pour des primitives de type qua-
litatif. Il s'agit par exemple de qualifier la primitive saison (qui
prend ses valeurs parmi un ensemble de cardinal fini : prin-
temps, été, automne ou hiver). Cependant, il est parfois néces-
saire d'utiliser des primitives continues, qui évoluent dans le
domaine des réels. Le découpage en intervalles disjoints des
valeurs prises par une primitive continue permet sa catégorisa-
tion et donc son utilisation dans les arbres de décision. Ce phé-
nomène de découpage est appelé discrétisation.
Les méthodes de discrétisation peuvent être organisées selon
trois axes :
- supervisées/non-supervisées : dans le cas de la discrétisation
supervisée, on tient compte des classes des objets et de leurs
similarités pour effectuer le découpage, alors que pour la dis-
crétisation non-supervisée seules les similarités entre les objets
sont considérées. 
- globales/locales : pour la discrétisation globale, les intervalles
sont contruits et fixés avant de réaliser la construction de l'arbre
de décision. Au contraire, en discrétisation locale, le découpage
est réalisé au fur et à mesure de la construcion de l'arbre. Ainsi
à chaque nœud, on divise les ensembles d'objets concernés en
sous-ensembles. 
- statiques/dynamiques : la discrétisation statique est la stratégie
la plus utilisée. Il s'agit de traiter les primitives indépendam-
ment les unes des autres. À l'inverse, la discrétisation dyna-
mique intègre l'information de toutes les primitives simultané-
ment pour construire les intervalles, ce qui permet la prise en
compte d'une éventuelle corrélation entre les primitives. 
Dans [DKS95], les auteurs réalisent une comparaison expéri-
mentale entre les méthodes supervisées et non-supervisées.
Dans leurs tests d'évaluation, ils étudient les résultats sur des
jeux de données réelles pour trois méthodes : le découpage en
intervalles égaux, l'algorithme 1RD (One-Rule Discretizer) de
Holte [HOL93] et le découpage récursif minimisant l'entropie
[FI93]. La première méthode est non-supervisée et les deux
autres sont supervisées. La comparaison des méthodes est effec-
tuée en appliquant deux classifieurs différents (C4.5 de
[QUI93], et un classifieur bayésien : MLC + + de [KJL+94]) à
la suite de l'étape de discrétisation. Les classifieurs permettent
de déterminer la classe d'appartenance de chaque objet d'un
ensemble. En utilisant ces classifieurs, les auteurs peuvent donc
évaluer la précision de la classification par rapport à celle obte-
nue directement par les classifieurs sans effectuer de discrétisa-
tion au préalable. Ils concluent que les trois méthodes donnent
des résultats à peu près similaires, avec un léger avantage pour
les méthodes supervisées. La meilleure performance moyenne
est obtenue pour le découpage récursif minimisant l'entropie
associé au classifieur bayésien.
La thèse de Ricco Rakotomalala [RAK97] comporte une partie
sur la discrétisation des primitives continues. Dans ce chapître,
il explique notamment combien il est difficile de comparer les
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méthodes globales et locales, étant donné qu'elles possèdent
toutes deux des avantages et des inconvénients. La discrétisa-
tion locale, avec un partitionnement en un nombre fixe d'inter-
valles, peut notamment conduire à un fractionnement de don-
nées, et la construction de l'arbre sera donc plus en profondeur.
Cependant, ce procédé à l'avantage de prendre en compte les
intéractions entre les primitives. S'agissant de la discrétisation
globale, elle induit la construction d'un arbre plus en largeur. De
plus, elle permet une réduction de la dimension à la fois au
niveau des primitives (horizontalement) mais aussi au niveau
des individus (verticalement) ce qui améliore la rapidité de trai-
tement. Les tests effectués par [QUI96] et [DKS95] ne permet-
tent pas de trancher entre les deux stratégies. Il est nécessaire de
savoir ce que l'on souhaite obtenir pour utiliser la méthode la
plus en adéquation avec les attentes.
En conclusion, il paraît intéressant de préférer l'utilisation d'une
méthode de discrétisation supervisée, statique (les plus utili-
sées), basée sur un critère de minimisation de l'entropie et enfin
de choisir entre stratégie globale et locale en fonction de l'ob-
jectif souhaité.
3.3 Construction de l'arbre
Pour construire un arbre de décision, il est nécessaire de passer
par deux phases successives : l'expansion de l'arbre, puis son
élagage. L'étape d'expansion consiste à sélectionner les tests à
associer aux différents nœuds de décision et ainsi fixer l'ordre
dans lequel ils seront effectués. Il est également important de
déterminer la position des feuilles et d'attribuer une classe à cha-
cune d'elles. Cette étape est réalisée sur un ensemble d'appren-
tissage. Ensuite vient la phase d'élagage, qui est faite à partir
d'un ensemble test. Elle permet de réduire la taille de l'arbre. Le
principe d'élagage est le suivant : en partant des feuilles de
l'arbre, on remonte vers la racine en remplaçant les nœuds de
décision par des feuilles. On construit ainsi tous les arbres éla-
gués candidats et pour chacun d'eux on calcule l'erreur de clas-
sification sur l'ensemble test. L'arbre retenu est celui qui mini-
mise l'erreur.
Expansion
Il n'est pas envisageable de construire l'ensemble des arbres de
décision pour ensuite sélectionner le meilleur, étant donné l'im-
portant nombre de combinaisons possibles. Il faut savoir que
pour n primitives prenant en moyenne chacune m valeurs, il
existe 
∏n
i=1 im
n−i
arbres possibles. Par exemple, dans le cas de 
4 primitives prenant chacune 3 valeurs, on peut obtenir 
55296 arbres différents. On cherche donc à construire l'arbre
intelligemment en suivant une méthode descendante. En obser-
vant l'algorithme 1 de construction d'un arbre binaire, on peut
constater que la phase d'expansion requiert la définition de trois
opérateurs :
1. Sélectionner une primitive discriminante et donc un test à
associer au nœud 
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2. Décider si un nœud est terminal 
3. Affecter une classe à un nœud 
Le premier opérateur nécessite l'utilisation d'une fonction carac-
térisant le degré de mélange des classes. En effet, pour savoir si
une primitive est discriminante, il faut vérifier si elle sépare au
mieux les objets de classes différentes, et donc il est obligatoire
de pouvoir estimer dans quelle proportion les objets sont mélan-
gés. Généralement, on utilise la fonction de Gini ou bien la
fonction entropie. Toutes deux ont la particularité d'atteindre
leur maximum lorsque les objets de classes différentes sont
mélangés de manière homogène et valent zéro s'il n'y a aucun
mélange. On cherche donc à trouver la primitive qui possède le
plus grand pouvoir discriminant, c'est-à-dire celle qui minimise
la fonction de Gini ou d'entropie.
À partir de ces fonctions, on peut introduire la notion de gain
qui correspond à la réduction d'entropie attendue suite à la par-
tition de N suivant une primitive V qui peut prendre c valeurs.
Ce calcul du gain est réalisé pour l'ensemble des primitives. On
choisira d'affecter au nœud de décision la primitive qui possède
un gain maximal.
S'agissant du second opérateur : Décider si un nœud est termi-
nal, il est possible d'utiliser différents critères. Le plus simple
est de considérer que l'on crée une feuille losrqu'il ne reste que
des objets appartenant à une même classe. Cependant, ce critè-
re entraîne un partitionnement relativement conséquent des
objets de l'ensemble d'apprentissage. Il existe d'autres critères
permettant d'arrêter plus rapidement la construction de l'arbre
tel que un seuil de profondeur maximal à ne pas dépasser, un
seuil minimal d'objets, un faible gain d'information, ou encore
un seuil de pureté du nœud en terme de classes au-delà duquel
il faut interrompre le partitionnement des objets.
Enfin, pour le troisième opérateur, on affecte la classe majori-
taire au nœud.
Nom: ConstruireArbre(E, A)
Donnees : E = un ensemble d'apprentissage, A = un arbre (vide
au début)
début
Si le critère de terminaison de l'arbre est vérifié alors
Créer une feuille du nom de la classe dominante dans
E ; Ajouter la feuille à A ;
sinon
Sélectionner la primitive la plus discriminante ;
Créer un nœud comportant un test sur la primitive afin
de diviser E en 2 sous-ensembles ;
Ajouter le nœud à A ;
ConstruireArbre(Egauche, A) ;
ConstruireArbre(Edroit, A) ;
fin
Algorithme 1.  Construction d'un arbre binaire
récursivement.
Elagage
Il est réalisé sur l'arbre obtenu par l'algorithme de construction.
Lors de la phase d'expansion, l'arbre est généralement dévelop-
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pé jusqu'à obtenir des feuilles pures, il contient donc un nombre
conséquent de nœuds de décision. Sa complexité doit nécessai-
rement être limitée. La phase d'élagage a pour objectif la sim-
plification de l'arbre qui se traduit par la réduction du nombre de
nœuds de décision. L'élagage est effectué progressivement en
remontant des feuilles vers la racine. À chaque itération, on
sélectionne le nœud qui minimise un critère dans le but de le
transformer en feuille. Le critère doit être choisi de manière à ce
que le bénéfice de l'élagage soit un bon compromis entre la
complexité de l'arbre et l'erreur de classification obtenue sur un
ensemble test.
Parmi les critères existants, on peut citer : le Minimal Cost-
Complexity Pruning (MCCP) ([BRE84]), le Minimum Error
Pruning (MEP) ([NB86]), le Pessimistic Error Pruning (PEP)
([QUI87]) et le Error-Based Pruning (EBP) ([QUI93]).
Lorsqu'un nœud est sélectionné par le critère, il est transformé
en feuille. On obtient alors un nouvel arbre qui est conservé
pour être comparé par la suite à tous les autres arbres ainsi
créés. L'arbre retenu est celui qui possède la plus petite erreur
de classification.
Nom : ElaguerArbre(Amax)
Donnees : Amax = l'arbre binaire obtenu par l'algorithme d'ex-
pansion 
Résultat : l'un des arbres binaires de l'ensemble (Amax , A1 , …,
An)
début : k := 0 ;
Ak := Amax ;
tant que Ak possède plus d'un nœud faire
pour chaque nœud n de Ak faire
Calculer le critère c(Ak,n) sur l'ensemble
d'apprentissage ;
Choisir le nœud nm pour lequel le critère est
minimum;
Ak+1 se déduit de Ak en y remplaçant nm par
une feuille ;
k := k + 1 ;
Choisir dans l'ensemble des arbres obtenus (Amax , A1 ,
…, An) celui qui possède la plus petite erreur de clas-
sification sur l'ensemble test ;
fin
Algorithme 2.  Élagage d'un arbre binaire.
3.4 Exemple de construction d'un arbre de décision
L'exemple suivant va permettre d'illustrer le processus de
construction d'un arbre de décision. Nous sommes partis de la
table 1 contenant cinq objets répartis selon deux classes. Les
objets sont décrits par trois primitives b1, b2 et b3, pour les-
quelles les intervalles de discrétisation ont été créés. La formu-
le de l'équation (1) représente le calcul de l'entropie d'un
ensemble d'objets N, alors que la formule de l'équation (2) est
l'entropie conditionnelle des sous-ensembles de N correspon-
dants aux primitives de la table 1. Pour chaque primitive de la
table, on calcule la valeur de l'entropie conditionnelle.
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f (N ) = −
nbClasses∑
i=1
ni
n
log2(
ni
n
) (1)
Avec N l'ensemble des objets testés au nœud courant,
nbClasses le nombre de classes, n le cardinal de N et ni le
nombre d'objets de N appartenant à la classe i.
f (C1|b.) =
nbI ntervalles∑
j=1
nb. j
n
(
−
nbClasses∑
i=1
ni
nb. j
log2
(
ni
nb. j
))
(2)
Avec nbI ntervalles le nombre d'intervalles de discrétisation de
la primitive b. (par exemple, 3 intervalles pour b2 : b21 , b22 et
b23), nb. j le nombre d'objets dans l'intervalle b. j, n le nombre
total d'objets, nbClasses le nombre de classes et ni le nombre
d'objets de la classe i appartenant à b. j.
f (C1|b1) = 55
(
− 3
5
log2
(
3
5
)
− 2
5
log2
(
2
5
))
= 0,971 (3)
f (C1|b2) = 25
(
− 1
2
log2
(
1
2
)
− 1
2
log2
(
1
2
))
= 0,4 (4)
f (C1|b3) = 35
(
− 2
3
log2
(
2
3
)
− 1
3
log2
(
1
3
))
+ 2
5
(
− 1
2
log2
(
1
2
)
− 1
2
log2
(
1
2
))
= 0,951
(5)
D'après (3), (4) et (5), l'entropie est minimale pour b2. La raci-
ne de l'arbre comportera donc un premier nœud de décision avec
un test sur cette primitive. Les trois nœuds fils correspondent
aux trois intervalles de la primitive b2. Si b2 = b21, alors les
objets sont de classe C1, si b2 = b22 alors les objets sont de
classe C1 ou C2 et enfin si b2 = b23, les objets sont de classe
C2. L'ambiguïté est donc située sur la primitive b22 , car elle ne
permet pas de prendre de décision sur la classe des objets. Il faut
donc créer un nouveau nœud de décision pour classer ces objets
(a3 et a4). Lorsque b22 est validé, la table 1 se réduit à la table2.
On calcule à nouveau l'entropie sur les deux primitives restantes
b1 et b3 (équations (6) et (7)).
f (C1|b1) = 22
(
− 1
2
log2
(
1
2
)
− 1
2
log2
(
1
2
))
= 1 (6)
f (C1|b3) = 0 (7)
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C'est b3 qui minimise l'entropie, donc le nouveau test portera sur
cette primitive. On observe que la primitive b1 n'apporte pas
d'information pour le classement des objets. On peut donc vali-
der cette primitive dès le premier test. On obtient alors l'arbre de
la figure 4. En utilisant un autre critère, il est possible d'obtenir
une construction d'arbre très différente (figure 5). Ici, nous
avons choisi un critère non-optimal de l'entropie (sélection
inverse des primitives par rapport à l'arbre précédent).
3.5. Conclusion
En général, les arbres de décision donnent de bons résultats
dans la pratique. Cette structure est intéressante car elle est faci-
lement compréhensible par l'utilisateur. De plus, elle permet une
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Table 1.  Exemple.
b1 b21 b22 b23 b31 b32 Classe
Intervalles [2-6] [4-10] [40-44] [60-60] [2-6] [20-30] C1 C2
a1 X X X X
a2 X X X X
a3 X X X X
a4 X X X X
a5 X X X X
Table 2.  Exemple (suite)
b1 b31 b32 Classe
Intervalles [2-6] [2-6] [20-30] C1 C2
a3 X X X
a4 X X X
Figure 4.  Arbre obtenu après construction 
basée sur l'entropie.
Figure 5. Arbre obtenu suivant un critère 
non-optimal.
traduction immédiate en règles de décision. Ces règles sont
d'ailleurs mutuellement exclusives, c'est-à-dire qu'il n'est pas
possible d'avoir deux feuilles différentes possédant les mêmes
primitives de description.
Cependant, les arbres de décision possèdent quelques inconvé-
nients. Tout d'abord, les méthodes de construction sont non opti-
males ; elles ne permettent pas de créer le meilleur arbre parmi
tous les possibles. De plus, les choix dans la construction ne
sont jamais remis en question (pas de backtracking) et l'ordre
dans lequel les primitives sont étudiées est figé. L'utilisation
d'un ensemble d'échantillonnage peut entraîner un problème de
biais inductif. En effet, si l'ensemble d'échantillonnage n'est pas
assez représentatif, il est très difficile d'estimer l'erreur commi-
se sur la classification. Enfin, étant donné les nombreuses heu-
ristiques à définir pour la construction de l'arbre, cet outil est
difficile à paramétrer.
4. Treillis de Galois
Après avoir été l'objet de premiers travaux formels en théorie
des graphes et des structures ordonnées [Bi67,BM70,DP91], le
treillis de Galois, ou encore treillis des concepts a été introduit
en analyse de données et classification [Wil82,GD86] où il a
rapidement montré son utilité : la structure de treillis, basée sur
la notion de concept, permet de décrire les données tout en
conservant leur diversité, mais aussi leur complexité. L'analyse
formelle des concepts (AFC) [GW99] a ainsi été introduite pour
fournir un cadre théorique au treillis de Galois et à ses applica-
tions nombreuses. Une étude récente [MN04] recense quelques
méthodes de classification basées sur un treillis de Galois, et
apporte des éléments de comparaisons : les résultats y sont sem-
blables voire meilleurs que ceux d'approches plus classiques.
Nous nous proposons dans une première partie de définir le
treillis de Galois, puis de décrire l'utilisation qui peut en être faite
en classification et sélection de primitives. Dans une deuxième
partie, nous aborderons la problématique de sa génération, dont
la complexité théorique est exponentielle dans le pire des cas,
mais intéressante en pratique. Nous finirons par une illustration
de cette approche avec un exemple, avant de conclure et d'ap-
porter les éléments de comparaisons qui nous semblent impor-
tant entre le treillis de Galois et l'arbre de décision.
4.1. Description et principe de sélection
Un treillis de Galois est composé d'un ensemble de concepts
reliés par inclusion, et qui forment ainsi un graphe possédant les
propriétés d'un treillis. Les concepts y sont définis à partir de
données organisées sous la forme d'une table discrétisée appe-
lée contexte formel.
Définition 1. (Contexte formel) Un contexte formel
C = (G,M,I ) est la donnée d'un ensemble G (ensemble d'ob-
Les treillis de Galois : un outil pour la sélection de primitives ? 
jets), d'un ensemble M (ensemble de primitives), et d'une rela-
tion d'incidence I entre G et M.
Définition 2. (Correspondance de Galois) On associe à un
ensemble A ⊆ G l'ensemble f (A) des primitives communes aux
objets de A :
f (A) = {m ∈ M | (g,m) ∈ I ∀ g ∈ A} (8)
Duallement, pour B ⊆ M, on definit l'ensemble g(B) des objets
communs aux primitives de B :
g(B) = {g ∈ G | (g,m) ∈ I ∀ m ∈ B} (9)
Ces deux fonctions f et g définies entre objets et primitives for-
ment une correspondance de Galois.
Définition 3. (Concept formel) Un concept formel du contexte
C est un couple (A,B) avec A ⊆ G, B ⊆ M, f (A) = B et
g(B) = A.
Définition 4. (Treillis des concepts, treillis de Galois) Le
treillis de Galois ou treillis des concepts d'un contexte formel
C = (G,M,I ) est une paire (β(C),) où :
- β(C) est l'ensemble de tous les concepts de C. 
-  est une relation d'ordre sur β(C) définie, pour (A1,B1) et
(A2,B2) deux concepts de β(C) par :
(A1,B1)  (A2,B2) ssi A2 ⊆ A1 (équivalent à B1 ⊆ B2) (10)
La relation  étant une relation d'ordre, on peut lui associer sa
relation de couverture que l'on notera ≺ . (β(C),≺) est alors le
diagramme de Hasse1 du treillis des concepts (β(C),).
Considérons l'exemple représenté par la table1 présentant la
répartition discrétisée de 5 objets selon deux classes, sans l'in-
formation relative aux classes donnée par les deux dernières
colonnes. La figure 6 représente son treillis des concepts. On
remarque sur cet exemple qu'il n'existe pas de concept contenant
un ensemble vide de primitives car la primitive b1 est partagée
par tous les objets (g(G) = {b1} ). Elle appartient alors à tous les
concepts.
Principe de sélection
Le treillis de Galois ainsi défini peut alors s'utiliser comme un
espace de recherche permettant de sélectionner des primitives
pour classifier un objet x : la signature du symbole dégradé à
reconnaître est placée en entrée du graphe, puis nous progres-
sons à l'intérieur du graphe en fonction des primitives validées
jusqu'à atteindre un nœud correspondant à une classe. Une pri-
mitive est validée si la valeur de la signature du symbole est
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1. Représentation d'une relation d'ordre sans ses relations de réflexivité et de
transitivité.
comprise dans l'intervalle correspondant à la primitive. Il est
cependant important de noter que le treillis n'est définit que pour
des données qui s'organisent en contexte, c'est-à-dire de don-
nées discrétisées. Un concept (A,B) d'un treillis de Galois cor-
respond à l'ensemble maximal des objets A partageant les pri-
mitives B. On associe à un concept (A,B) une étape de classi-
fication où B est l'ensemble des primitives déjà validées pour x,
et c(A) l'ensemble des classes candidates pour classifier x (rap-
pelons que c(A) est l'ensemble des classes des objets de A). On
retrouve ainsi avec un concept (A,B) les informations caracté-
ristiques d'une étape élémentaire de classification définies pour
un arbre de décision, à savoir :
- l'ensemble B des primitives validées, ensemble constitutif du
concept,
- l'ensemble c(A) des classes candidates à la classification et 
- l'ensemble P des primitives sélectionnées et à tester qui se
déduit des concepts correspondant aux étapes suivantes. 
Par conséquent, classifier un objet x consiste en une succession
d'étapes de classification jusqu'à une étape finale qui correspond
à un concept (A,B) où c(A) ne propose qu'une seule classe can-
didate. L'étape initiale correspond au plus petit concept
(G,g(G)) (au sens de la relation ) où un ensemble g(G) ,
généralement vide, de primitives est validé, et toutes les classes
c(G) sont candidates. Une étape de classification élémentaire
permet alors d'atteindre (A1,B1) à partir d'un concept
(A,B)  (A1,B1) par la validation des primitives B1\B pour x :
l'ensemble des primitives validées augmente (car B ⊆ B1) alors
que l'ensemble des classes candidates décroit (car A ⊇ A1 et par
conséquent c(A) ⊇ c(A1) ).
La validation de primitives pour x nécessite l'utilisation d'un
critère de similarité. On peut définir de nombreux critères de
similarité, qu'ils soient basés sur des calculs de distances ou
d'entropie. Une telle validation de primitives correspond bien à
la notion de décision définie dans les approches basées sur un
arbre de décision et décrite dans la partie précédente.
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4.2 Construction du treillis de Galois
Discrétisation
Le treillis de Galois n'est défini que pour des données qui s'or-
ganisent en contexte, c'est-à-dire des données discrétisées.
L'utilisation du treillis de Galois en classification supervisée
nécessite donc une phase préalable de discrétisation des don-
nées, problématique complexe dont les différentes approches
ont été présentées dans la section précédente. Une discrétisation
globale est plus appropriée car les données sont discrétisées
dans une phase de prétraitement. Notre problématique se situant
dans le domaine de la classification supervisée, il s'agira donc
d'une technique de discrétisation supervisée, c'est-à-dire intro-
duisant l'indication de la classe d'un objet x par c(x).
Construction
Le treillis de Galois a dans le pire des cas une taille exponen-
tielle en la taille des données à classifier (c'est-à-dire du contex-
te initial) alors qu'il reste linéaire dans le meilleur des cas. Des
études de complexité en moyenne sont extrêmement difficiles à
mener, car la taille du treillis dépend à la fois de la taille des
données à classifier, mais aussi de leur organisation et de leur
diversité.
Une comparaison [KO01] a récemment été menée entre plu-
sieurs algorithmes de génération du treillis et sur un même jeu
de données. Parmi ces algorithmes citons les algorithmes de
Bordat [Bor86], de Godin [GM93], ainsi que celui de Nourine
et Raynaud [NR99] qui a la meilleure complexité théorique
(complexité quadratique par éléments du treillis produit). Il y
est constaté que les complexités théoriques des algorithmes tes-
tés sont de loin supérieures aux résultats observés en pratique.
De récents travaux [GELY05] proposent un algorithme géné-
rique permettant à la fois d'unifier les algorithmes existants dans
un même cadre, mais aussi de les comparer en fonction des pro-
priétés des données, et par conséquent du treillis.
Réduction
Il est possible de définir des critères de validité permettant d'in-
valider certains concepts pour ne pas les générer et ainsi rédui-
re la taille du treillis. On retrouve ainsi la notion d'élagage intro-
duite pour un arbre de décision, mais aussi l'opérateur défini
pour déterminer si un nœud est terminal ou non, les critères pro-
posés peuvent également s'appliquer ici.
De tels critères permettent d'invalider des concepts jugés trop
spécifiques et source d'erreurs, et qui sont généralement proches
(au sens de la relation ≺) de l'élément maximal du treillis. Ces
heuristiques génèrent une structure issue du treillis dont des
concepts «maximaux» ont été supprimés (il s'agit généralement
d'un inf-demi-treillis) souvent appelé Iceberg. Un premier critè-
re de validité simple et immédiat consiste à valider les concepts
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Figure 6.  Le treillis de Galois du contexte 
de la table 1.
proposant une ou plusieurs classes candidates, et ainsi à invali-
der le seul concept maximal (M,∅) où c(∅) ne contient pas de
classes candidates.
Il est également possible de réduire le nombre de concepts du
treillis au cours du pré-traitement de discrétisation supervisée
des données. Ainsi, sur l'exemple proposé dans la section précé-
dente il apparaît que les objets a1 et a2 de la table 1 sont définis
par un même ensemble de primitives. Dans le treillis associé,
représenté par la figure 6, on remarque que a1 et a2 se retrou-
vent dans les mêmes concepts. En effet, il n'est pas nécessaire
de différencier ces deux objets car ils appartiennent à la même
classe : c(a1) = c(a2) = C1 . Avec une méthode de discrétisation
non supervisée, ou ne tenant pas compte de l'indication de clas-
se, ces deux objets auraient été différenciés via deux ensembles
de primitives différents. Le treillis correspondant aurait alors été
de taille supérieure.
4.3 Exemple de treillis de Galois
Reprenons l'exemple de la table 1 pour illustrer l'approche basée
sur un treillis de Galois. La figure 6 représente le treillis de
Galois défini pour cette table.
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Figure 8.  Comparaison du treillis et de l'arbre
de décision construit sur un critère «optimal ».
La figure 7 quant à elle représente ce même treillis où, pour
chaque concept (A,B), l'ensemble des objets A est remplacé
par l'indication de classe c(A), information nécessaire à chaque
étape de classification. Les primitives sélectionnées sont quant
à elles indiquées sur chaque arc du treillis. Les arcs entrants du
concept minimal sont quant à eux représentés en pointillés afin
d'indiquer la possibilité de réduire ce treillis en un inf-demi-
treillis par suppression du concept maximal qui ne contient
aucune indication de classe.
Ces quelques modifications permettent d'harmoniser la structu-
re de treillis avec celle de l'arbre de décision. On retrouve ainsi
pour chacune de ces deux structures les trois informations
nécessaires à une étape élémentaire de classification : l'en-
semble des primitives sélectionnées, l'ensemble de primitives
validées et l'ensemble des classes candidates.
Les figures 8 et 9 reprennent quant à elles les deux arbres de déci-
sions présentés dans la section précédente, l'un optimal et l'autre
non optimal, selon un critère d'entropie. Il y apparaît clairement
que le treillis est une structure qui apporte la même lisibilité que
l'arbre mais de l'information supplémentaire (l'information de ces
deux arbres de décisions est présente dans le treillis).
4.4. Conclusion de l'approche avec un treillis de Galois
L'utilisation d'un treillis pour sélectionner des primitives au
cours d'un processus de classification supervisée est extrême-
ment proche de celle d'un arbre de décision : en effet, on associe
facilement à ces deux structures un traitement de classification
défini par une séquence d'étapes élémentaires que l'on retrouve
à l'identique dans les deux approches. Le treillis conserve donc
l'intérêt de lisibilité apporté par les arbres de décision.
Une différence entre ces deux structures se situe cependant au
niveau de leur taille : l'arbre de décision même s’il n'est pas tou-
jours optimal, est plus petit que le treillis dont la taille est expo-
nentielle dans le pire des cas. On remarque même sur des
exemples que l'arbre de décision est inclus dans le treillis pour
un même jeu de données discrétisées. Ceci implique que la
construction du treillis coûte cher : de complexité théorique
exponentielle dans le pire des cas, bien qu'elle soit jugée inté-
ressante et abordable par plusieurs études expérimentales. Cette
différence de taille vient essentiellement du fait que le treillis
propose un grand nombre d'étapes élémentaires de classifica-
tion, et de séquences de sélection de primitives qui se regrou-
pent. On peut cependant noter que c'est une structure qui s'adap-
te parfaitement à des données bruitées ou détériorées pour les-
quelles des décisions ne peuvent pas être prises, ou risquent
d'être invalides. Il est cependant important de remarquer que le
treillis est défini formellement et de façon unique à partir d'un
contexte, et sa construction ne nécessite aucun paramétrage.
Contrairement à l'arbre de décision qui, défini à partir de nom-
breuses heuristiques, reste difficile à paramétrer, et par consé-
quent n'est pas unique.
Nous terminerons cette section de description du treillis de
Galois par rapporter les résultats d'une étude récente portant sur
l'utilisation du treillis de Galois en classification [MNN05] : les
résultats faits sur plusieurs jeux de données sont semblables
voire meilleurs à ceux obtenus par des techniques plus clas-
siques de classification. Plusieurs méthodes basées sur un
treillis y sont décrites et comparées. Ces méthodes varient selon
plusieurs critères dont l'étape de discrétisation, mais aussi le
treillis obtenu (souvent un treillis réduit à partir d'un critère de
validité des concepts), ou encore les algorithmes de génération
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utilisés. Le principal inconvénient de cette approche reste le
temps de calcul inhérent à la construction du treillis.
5. Expérimentation
Nous tenons à préciser que cette expérimentation a été réalisée
dans le but de comparer l'arbre de décision et le treillis de
Galois, et non pour obtenir de bons résultats en terme de recon-
naissance. Nous avons utilisé les symboles de GREC 2003 dis-
ponibles sur le site [GREC03]. Dans un souci de simplification,
nous avons travaillé sur 10 symboles constituant les 10 classes
à reconnaître. Pour les caractériser, une signature contenant 
33 invariants de Fourier-Mellin a été calculée. Pour chaque
modèle, nous disposions sur le site de 90 symboles bruités,
répartis par groupe de 10 suivant une échelle de dégradation
allant de 1 à 9. La méthode de génération du bruit pour des
images binaires a été réalisée par Kanungo et al. [KHB+94]. Le
bruit doit ressembler aux dégradations obtenues par des opéra-
tions d'impression, de photocopie ou de numérisation. Le prin-
cipe de la méthode est d'inverser la couleur des pixels noirs et
blancs en considérant pour chaque pixel candidat la distance qui
le sépare de la région la plus proche de couleur inverse.
Nous avons utilisé deux méthodes de discrétisation : discrétisa-
tion par entropie et par la distance maximale. La première a été
décrite précédemment. La seconde est une méthode non super-
visée qui consiste à rechercher la primitive qui possède l'écart
maximal entre deux valeurs consécutives (vi et vi+1) lorsque les
valeurs de l'intervalle sont classées par ordre croissant. On dis-
crétise alors les valeurs de la primitive sélectionnée en coupant
l'intervalle en deux au niveau de l'écart maximal. Le premier
nouvel intervalle ainsi créé aura pour borne maximale vi et le
second aura pour borne minimale vi+1. Cette méthode a été
choisie pour sa simplicité.
Les 2 tables discrétisées obtenues (tables 3 et 4) nous ont alors
chacune permis de construire l'arbre de décision et le treillis de
Galois. Nous présentons seulement les graphes obtenus avec la
table discrétisée par l'entropie (fig. 10 et 11). À partir des
graphes construits, nous avons calculé la signature (33 invariants
de Fourier-Mellin) des symboles dégradés sans procéder à aucun
prétraitement pour supprimer le bruit. Pour la reconnaissance,
nous avons procédé de la manière suivante : en entrée du graphe
nous avons placé la signature du symbole dégradé à reconnaître,
puis nous avons progressé à l'intérieur du graphe en fonction des
primitives validées jusqu'à atteindre un nœud correspondant à
une classe. Une primitive est validée si la valeur de la signature
du symbole est comprise dans l'intervalle correspondant à la pri-
mitive. Dans le tableau 5, nous présentons le nombre de sym-
boles dégradés bien classés sur les 900 symboles testés. Les
tables 6 et 7 sont les matrices de confusion obtenues pour l'arbre
de décision et le treillis de Galois en cumulant les résultats de
reconnaissance des différents niveaux de dégradation.
Dans cette expérimentation, nous avons voulu mettre en place
une comparaison entre l'arbre de décision et le treillis de Galois.
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Figure 9.  Comparaison du treillis et de l'arbre de
décision construit sur un critère «non optimal».
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Nous avons pour cela utilisé la même structure de base (la table
discrétisée) pour construire les deux graphes, ainsi que le même
dispositif de reconnaissance. D'après le tableau 5, les deux
structures obtiennent des résultats comparables en terme de
reconnaissance, et le treillis de Galois est légèrement plus effi-
cace lorsque la table est discrétisée par l'entropie. En observant
les matrices de confusion 6 et 7, on constate que l'arbre de déci-
sion et le treillis de Galois classent correctement et incorrecte-
ment à peu près les mêmes symboles. Ainsi les trois symboles
les mieux reconnus sont identiques avec les deux méthodes que
ce soit pour la discrétisation par l'entropie (symboles 7, 6 et 2)
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Intervalles d'origine 0 1 2 3 4 5 6
Intervalles pertinents 0 33 1 34 2 35 3 36 4 37 5 38 6 39
1  X  X  X  X X   X X 
2  X X  X  X  X X  X 
3 X  X  X   X  X X X  X
4 X   X X  X  X X X
5  X   X X  X X X X
6 X  X  X  X X X X
7  X  X  X  X X X X
8  X   X X X X X X
9 X   X   X  X X X X
10 X   X X   X  X  X X
Tableau 3. Table discrétisée par l'entropie et simplifiée 
(suppression des colonnes entièrement remplies) pour les 10 symboles traités.
Tableau 4. Table discrétisée par distance maximale et simplifiée 
(suppression des colonnes entièrement remplies) pour les 10 symboles traités.
Int. d'origine  0  1  2  8  9  12  17  18  23  27  28
Int. pertinents  0  34  40  1  33  37  2  43  8  36  41  9  35  39  42  12  48  17  45  18  38  23  46  27  44  28  47
1   X X  X X    X   X    X   X  X   X   X 
2   X   X   X X   X X   X   X  X   X    X 
3 X X X X X X X X X X X 
4  X  X  X   X X   X    X   X  X   X    X 
5    X   X   X    X   X    X   X   X   X  X    X 
6  X    X  X   X    X    X  X    X  X   X    X 
7    X   X   X   X   X    X    X   X  X   X    X 
8   X   X X    X  X   X    X   X  X    X   X 
9  X X  X    X   X  X    X   X  X   X    X 
10 X  X  X    X   X   X   X   X   X  X   X
Tableau 5. Nombre de symboles dégradés bien classés 
par l'arbre de décision et le treillis de Galois 
sur les 900 symboles testés.
Discrétisation Discrétisation 
entropie distance maximale
Arbre de décision   369 (41 %)   408 (45 %)
Treillis de Galois   401 (45 %)   401 (45 %)
ou celle par la distance maximale (symboles 7, 2 et 4). De plus,
les erreurs de classement sont souvent faites en choisissant les
mêmes symboles. Par exemple, avec la discrétisation par l'en-
tropie, l'arbre de décision et le treillis de Galois choisissent sou-
vent les symboles 2, 6 et 7 et avec la discrétisation par la dis-
tance maximale, ce sont les symboles 7 et 4. On peut constater
que les symboles les mieux reconnus sont ceux qui sont les plus
souvent choisis par les deux graphes.
En terme de complexité, la génération du treillis de Galois est
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bien évidemment plus coûteuse que celle de l'arbre de décision,
mais cependant la reconnaissance est équivalente. Nous avons
évalué la complexité de chacune de ces méthodes en fonction
des paramètres suivants :
- p : le nombre de symboles modèles (p = 10) 
- c : le nombre de classes avec c ≤ p (ici c = p) 
- n : le nombre de symboles à reconnaître (n = 900) 
- l : la longueur de la signature (l = 33 invariants de Fourier-
Mellin) 
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Figure 10. Arbre de décision construit à partir de la table discrétisée par l'entropie (table 3).
1 2 3 4 5 6 7 8 9 10 Somme
1 14 6 3 16 13 1 10 10 73
2 46 58 19 7 35 7 19 191
3 10 46 30 14 10 110
4 15 41 20 76
5 5 15 1 20 20 61
6 20 20 14 18 20 62 10 10 174
7 1 7 7 5 71 30 121
8 1 50 51
9 8 8
10 4 1 30 35
1 2 3 4 5 6 7 8 9 10 Somme
1 39 2 12 59
2 21 61 42 27 43 17 15 10 7 10 250
3 1 12 33 2 5 5 57
4 10 24 6 1 41
5 4 27 4 18 2 18 73
6 19 21 12 55 10 32 149
7 12 1 5 75 2 26 121
8 20 5 50 2 74
9 3 11 14
10 3 4 5 1 1 47 62
Tableau 6. Matrices de confusion de l'arbre de décision (à gauche) 
et du treillis de Galois (à droite) avec la table discrétisée par l'entropie.
1 2 3 4 5 6 7 8 9 10 Somme
1 60 20 30 10 10 31 161
2 69 1 9 10 6 95
3 45 2 59 11 117
4 25 68 5 30 128
5 28 20 48
6 0 0
7 30 1 19 11 22 20 80 90 20 293
8 0 0
9 30 30
10 28 28
1 2 3 4 5 6 7 8 9 10 Somme
1 50 18 5 10 83
2 55 6 9 12 18 100
3 36 1 20 57
4 2 29 69 23 46 27 19 51 10 276
5 32 10 42
6 6 6
7 40 14 19 11 3 53 51 9 10 210
8 1 20 10 31
9 30 30
10 15 50 65
Tableau 7. Matrices de confusion de l'arbre de décision (à gauche) 
et du treillis de Galois (à droite) avec la table discrétisée par la distance maximale.
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Figure 11. Treillis de Galois construits à partir de la table discrétisée par l'entropie (table 3).
- m : le nombre d'intervalles dans la table discrétisée avec l < m
(m = 40 pour la discrétisation par l'entropie et m = 49 pour la
discrétisation par la distance maximale) 
- m′ : le nombre d'intervalles pertinents, c'est-à-dire le nombre
d'intervalles de la table qui ne sont pas entièrement remplis de
croix avec m′ ≤ m (m′ = 14 pour la discrétisation par l'entropie
et m′ = 27 pour la discrétisation par la distance maximale) 
Il est possible de représenter la complexité de chacune des
méthodes sous la forme générique suivante : O(P + nR), avec
P la complexité du prétraitement et R la complexité de la recon-
naissance d'un symbole. Les complexités des méthodes sont
présentées dans le tableau 8.
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observer qu'avec une discrétisation par l'entropie, les 7 premiers
invariants de la signature sont porteurs de la totalité de l'infor-
mation, car l'ajout des autres invariants de la signature ne modi-
fie pas la construction des graphes et donc n'améliore pas la
reconnaissance.
Cette expérience révèle l'importance d'une étude préliminaire
sur les données issues du contexte afin d'utiliser les primitives
les plus pertinentes pour la construction des graphes.
7. Conclusion 
et perspectives
Dans ce papier, nous avons décrit la problématique de la recon-
naissance d'images détériorées ainsi que les différentes approches
proposées. Parmis ces approches, nous nous sommes intéressés à
celles basées sur une étape de sélection de primitives au sein d'un
traitement de classification supervisée après segmentation et ana-
lyse statistique d'images documentaires. Nous avons ainsi pré-
senté en détail une telle approche utilisant un arbre de décision,
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Tableau 8. Complexité des différentes méthodes.
Méthodes   P   R
Arbre    Table : O(pm′) + Arbre : O(pm′) O(cm′)
de décision
Treillis    Table : O(pm′) + Treillis : O(2c+m′) O(cm′)
de Galois
De plus, le processus de reconnaissance de ces deux méthodes
est moins coûteux qu'une recherche exhaustive parmi toutes les
signatures des symboles modèles, ce qui constitue un point
important lorsque l'on doit traiter des bases contenant plusieurs
milliers de symboles. D'autre part, il est envisageable de géné-
rer le treillis de Galois à la demande grâce à l'utilisation de
règles [GD86,BN04}, la complexité de sa construction en serait
ainsi diminuée.
Pour aller plus loin dans la comparaison, nous avons testé la
reconnaissance des symboles en réduisant la taille des signa-
tures. Les graphiques de la figure 12 présentent l'évolution du
nombre de symboles classés correctement par les méthodes
lorsque la signature (les invariants de Fourier-Mellin) varie de 3
à 33 valeurs. Avec une discrétisation par la distance maximale,
on peut remarquer que le treillis donne les meilleurs résultats
quand la signature est inférieure à 21 invariants. Pour une signa-
ture plus grande, c'est l'arbre de décision. Il est aussi intéressant
de constater que le maximum de reconnaissance n'est pas forcé-
ment obtenu lorsque la signature est la plus grande. En effet, le
treillis de Galois atteint un maximum de 56% de symboles cor-
rectement classés pour une signature de 12 invariants. Certaines
primitives sont donc porteuses de plus d'information pertinente
que les autres. D'autre part, on peut observer que les résultats de
reconnaissance de l'arbre de décision sont disposés en palier.
Nous avons obtenus ces résultats équivalents car les arbres de
décision générés étaient identiques. La construction de l'arbre
de décision est modifiée seulement lorsqu'un invariant porteur
d'une information prépondérante est introduit dans la signature,
alors que pour le treillis tous les invariants correspondants à des
intervalles pertinents modifient sa contruction. Ainsi, on peut
Figure 12. Évaluation de la reconnaissance des méthodes en
fonction de la taille de la signature. Tests réalisés sur 
900 symboles avec une discrétisation par la distance 
maximale (en haut) et par l'entropie (en bas).
afin de l'harmoniser avec une approche moins étudiée utilisant un
treillis de Galois. Cette harmonisation permet ainsi de souligner
le fait que ces deux structures proposent les mêmes étapes élé-
mentaires de classification supervisée. Il apparaît cependant que
l'arbre de décision, de taille plus petite que le treillis, permet d'op-
timiser le traitement, mais peut aussi entrainer des erreurs de
classification dues au bruit engendré au cours des différentes
étapes du traitement global (segmentation, puis descripteur sta-
tistique, discrétisation, sélection de primitives et enfin classifica-
tion). L'approche avec un treillis propose un plus grand nombre
de séquences de classification et semble plus appropriée pour des
images détériorées, mais au détriment de sa grande taille. D'où un
coût théorique exponentiel de l'approche par treillis, mais inté-
ressant de par les quelques expérimentations qui en ont déjà été
faites. L'étude expérimentale en cours nous encourage dans cette
direction, à savoir une étude comparative entre les structures
d'arbre et de treillis pour la sélection de primitives.
Nous avons montré dans ce papier que pour sélectionner des
primitives au cours d'un processus de classification, une
approche basée sur un treillis de Galois est plus adaptée à des
données déteriorées qu'à des données supposées fiables, et pour
lesquelles une méthode basée sur un arbre de décision est nette-
ment suffisante. C'est la raison pour laquelle il nous semble
important d'orienter nos travaux vers une étude de la robustesse
au bruit, problématique qui s'adapte tout à fait à des données
issues des descripteurs statistiques d'images documentaires.
En terme de perspectives sur ces phases expérimentales, nous
envisageons l'exploitation des treillis pour intégrer des descrip-
tions statistico-structurelles des formes, apportant ainsi une
réponse au cloisonnement fort entre description structurelle et
statistique.
Il nous apparaît également important de travailler sur la discré-
tisation supervisée des données afin d'adapter cette étape essen-
tielle à la fois au treillis, mais aussi aux données dont on connait
le mode de génération par descripteurs statistiques.
Il nous semble également intéressant d'exploiter les propriétés
structurelles du treillis afin de limiter le coût de sa construction,
notamment l'utilisation d'une représentation canonique et non
exponentielle d'un treillis par un système de règles
[GD86,BN04] qui permettrait de générer le treillis à la deman-
de, c'est-à-dire de générer les étapes de sélection seulement si
cela est nécessaire lors de la reconnaissance.
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