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 ABSTRACT 
Today, the development of new industrial products is often a time-consuming and cost-
intensive process. Therefore, the demand for novel methods, which help to make product 
development more efficient, is increasing. In this regard virtual engineering can open up new 
possibilities. For instance, the simulation of product properties and the interactive 
presentation in a Virtual Reality (VR) environment allow verifying and discussing product 
requirements at an early stage of the development process.  
The focus of this paper is on acoustical reproduction of virtual sound sources via a real-time 
capable, network-based sound-server. A main task of the sound-server is to reproduce the 
state-dependent properties of different sound sources. For this purpose the sound propagation 
chain of each sound source has to be reproduced. The transmission of both structure-borne 
noise and airborne noise has to be considered. The developed methods are explained in the 
paper using an automotive example. 
The aim of the example application is to simulate a car passing test (according to DIN ISO 
362) in a VR environment. For this purpose the auditory impression along a virtual test track 
is recreated. Different sound sources which cause the sound of the car (for example the 
wheels, the engine and the exhaust system) are described by digital filters. The filters are 
based on measurements carried out beforehand on an acoustical roller test bench.  
1. INTRODUCTION
Acoustical properties of technical systems are becoming increasingly important particularly in 
the field of product development. For example, many industrial products have to satisfy noise 
standards and manufacturers make huge efforts to design pleasantly sounding products. In 
order to take both visual and acoustical information into account, a special audio-visual VR-
system and audio-visual models describing the kinetic product behaviour as well as the sound 
generation and propagation are necessary. For current investigations a spatial, interactive, 
object-oriented auralisation system is used. The audio playback can be realized by a Dolby 
5.1 or a wave-field-synthesis [1] framework.  
One main part of the auralisation system is a so called sound server. The sound server is 
connected to the VR-software, which handles the scene graph and user interaction as well as 
the processing of the visualisation data. A main task of the sound server is to reproduce the 
state dependent properties of different sound sources. For this purpose the sound propagation 
chain of each sound source has to be modelled. The aim is to create digital filters which can 
describe the acoustical characteristics of different sound sources. For each sound source 
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several convolutions have to be executed in real time. In order to obtain an interference-free 
signal after the convolution, the overlap-add method is used. For the interactive VR-session a 
continuous filter transition is necessary. This is realised by a linear cross-fade of the filters. 
The developed methods are explained in the paper using an automotive example.  
 
2. AURALISATION 
 
To create a realistic impression of auditory events in virtual environments it is necessary to 
use a sound reproduction system that can reproduce the spatial properties of sound sources. 
Two common systems which succeed this demand are Dolby 5.1 and wave-field-synthesis 
(WFS) systems. The advantage of WFS over 5.1 is that the spatial audio impression is 
perceptible in a relatively large listener area within the loudspeaker arrangement and not only 
at a sweet spot. Whereas 5.1 can be realized with only six loudspeakers, which is an easy 
solution compared with the amount of loudspeakers that are necessary for WFS. The 
investigations presented in this paper were carried out with a flexible audio-visual 
stereoscopic projection system (FASP) [2]. The respective virtual model can be built with a 
commercial VR-software (see Fig. 1) and is represented in a scene graph. This scene graph 
contains all necessary geometrical and visual scene information and all data referring to the 
sound sources. Visual content is sent by the VR-software to a stereo projector system and is 
displayed on three moveable screens. Audio content can be auralised via Dolby 5.1 or a WFS 
system. Both audio systems need parameters describing the sound sources. These parameters 
are computed in the sound server using the scene graph data. The communication of the sound 
server with the VR-software and the audio system is realized by messages using the OSC 
(Open Sound Control) protocol [3]. Additionally the sound server generates an audio stream 
using audio data stored in a data base and information provided by a real-time simulation tool. 
The audio stream is sent to the audio playback system. [4] 
 
 
FIGURE 1: Architecture of flexible audio-visual stereoscopic projection system at Technische Universität 
Ilmenau  
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3. SOUND SERVER 
 
The main structure of the sound server is shown in Fig. 2. For the auralisation of virtual sound 
sources the directional characteristics of the sound sources should be taken into account. 
Therefore the sound server provides the possibility of real time signal processing using digital 
filtering.  
 
3.1 Convolution 
Digital filters can be stored as wave files. For every sound source several digital filters can be 
stored. The digital filters describe the sound propagation from the source to specific positions 
around the sound source. The filters are loaded in the sound server when the virtual sound 
source is initialised. Therefor the sound server receives an OSC message from the VR-
software. Dependent on the position of the user relative to the virtual sound source the right 
filter is chosen and a real time convolution is performed by the sound server. The convolution 
of the audio signal and the filter is realized block wise by the overlap-add method [4]. 
 
 
FIGURE 2: Main structure of the sound server 
 
3.2 Filter cross-fade 
In order to rebuild dynamic processes in a sufficient way filters describing several different 
states of the dynamic process can be used. To get a continuous signal without perceptible 
filter changes a linear filter-cross fade is done. This cross-fade is computed before the audio 
signal is convolved and sent to the audio representation system.      
 
4. APPLICATION 
 
A current important application of the sound server is the simulation of car exterior sound. 
Especially the vehicle noise level plays a central role in the development of a car. In this 
regard many standards and statutory regulations have to be satisfied by automobile 
manufacturers. These standards require time and cost consuming outdoor measurements on 
test tracks. In order to reduce expenses and to simplify these measurements automobile 
manufacturers use to carry out the measurements indoors on roller test benches. The 
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additional transfer of the investigations to a virtual environment is aspired to decrease the 
metrological effort even more. In order to reproduce the acoustical and visual properties of a 
vehicle in Virtual Reality a virtual model of the car has to be generated. The different sound 
sources of the car should be represented in the virtual model as separate elements. This allows 
investigating the influence of every single sound source on the overall noise of the vehicle.  
 
4.1 Test scenario     
The DIN ISO 362 standard is one of the standards which regulate the measurement of noise 
emitted by road vehicles. Several test scenarios are defined in this standard. The 
investigations presented in this section are based on a vehicle pass-by with constant speed 
which is one of the described test scenarios of the DIN ISO 362. The aim is to simulate a car 
which passes with a constant speed of 50 km/h.     
 
4.2 Transfer functions and measurements 
The virtual model of a passing car in the application consists of seven single sound sources. 
These single sources represent especially the engine, the intake, the four tyres and the exhaust 
system. For the parameter identification on the one hand the actual source signals are 
measured. On the other hand transfer functions which describe the transmission behaviour 
from the sources to different positions along the car have to be determined. For this purpose 
measurements were carried out at the IPEK – Institute of Product Engineering at Karlsruhe 
Institute of Technology (KIT) [5]. A vehicle was placed on a roller test bench and near field 
measurements were made to get the source signals. In a second step white noise was 
generated on several positions parallel to the longitudinal axis of the car (see Fig. 3). This 
white noise was emitted by a dodecahedral loudspeaker to approximate the directional 
characteristics of a point source. The transfer functions from the single sound sources to the 
position of the dodecahedral loudspeaker were measured reciprocally with microphones 
which were placed in a distance of 100 mm to the sound sources. Based on the transfer 
functions FIR (finite impulse response) filters can be generated.   
 
 
FIGURE 3: Measurements with dodecahedral loudspeaker 
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4.3 Audio playback   
The measured source signals and FIR filters are stored as WAVE files. In order to ensure that 
the filters are assigned correctly to the respective sound sources the file names of the sound 
sources are analysed by the sound server. The file names of the filters have to end with the 
same characters as the respective source file names. Consequently the sound server can search 
for the right filter files and can load them when a new source is initialised. The sound server 
chooses the relevant filters as described in section 3.1 and provides the necessary data for the 
audio reproduction system. 
 
5. EVALUATION  
 
The concept presented in section 4 will be evaluated in several tests. Therefor preliminary 
investigations were made. The sound server was prepared for the necessary signal processing 
(see section 3) and first digital filters were created. The digital filters are based on a simplified 
virtual model which considers non-separated sound sources. This virtual model takes only 
into account the overall vehicle sound. It was assumed that the car is a point source and that 
the acoustical centre of that point source is at the position of the engine [6]. A vehicle was 
fixated on a roller test bench and the car noise was measured at a distance of 7.5 m from the 
vehicle with a linear microphone array (see Fig. 4). Since microphone 6 was nearest to the 
acoustical centre it was supposed for reasons of simplification that the signal at microphone 6 
is equal to the vehicle sound which is emitted by the assumed point source. Therefore the 
signal at microphone 6 served as reference signal. By using the other microphone signals 
transfer functions from the reference microphone to the positions of the other microphones 
were computed. These transfer functions were used to build digital filters [4].  
 
 
FIGURE 4: Measurement setup 
 
The quality of the filters is checked by performing tests with volunteers. First results can be 
seen in Fig. 5. Since only a few test persons participated in the study the results can only be 
interpreted as tendencies. The test persons listened to sound examples of the filtered signals 
and compared them with original signals which were recorded with the linear array. The 
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participants had to assess if a difference between the filtered and the original signal was 
perceptible. For each sound example the probands could give one of the following answers: 
 
• no differences are audible (1) 
• slight differences are audible (2) 
• differences are audible (3) 
• considerable differences are audible (4) 
• no similarities are audible (5)  
 
The ordinate of Fig. 5 consists of the numbers 1 to 5. The numbers refer to the above listed 
rating which the subjects could give. One is equal to “no differences are audible” and 5 is 
equal to “no similarities are audible”. The numbers 1 to 15 on the abscissa correspond to the 
respective microphone positions from the above described measurement setup. The data point 
(13 | 2), for example, shows that when participants compered the original signal of 
microphone 13 with the respective filtered signal slight differences were audible on average. 
The sound example that is represented on the abscissa with the number 16 served as hidden 
anchor. This sound example consisted of two equal signals. For every data point also the 
standard deviation is displayed. As can be seen in the diagram signals of microphones which 
are nearer the reference microphone can be described better with the filters than the 
microphone signals which are further away from the reference.  
 
 
FIGURE 5: Evaluation results for different microphone positions 
 
6. CONCLUSION 
 
In this paper the architecture of a flexible audio-visual stereoscopic projection system is 
described. The focus is on a sound server which provides the possibility for real time signal 
processing. This is the basis for representing directional characteristics of sound sources in a 
VR environment. The functionality of the sound server is illustrated by an application 
example. The application example refers to the exterior sound emission of a vehicle. In order 
to auralise the car sound in VR a virtual audio-visual model is presented. The model consists 
of separated sound sources and digital filters which describe the acoustical properties of these 
sound sources. For the evaluation of the model preliminary investigations were made. 
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Therefor tests with volunteers were made and first results of the tests are shown. Furthermore 
additional measurements will be carried out to modify and improve the virtual model. The 
Quality of the digital filters will be evaluated and verified in further tests.     
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