Although frame-based MPEG-4 video services have been successfully deployed since 2000, MPEG-4 video coding is now facing great competition in becoming a dominant player in the market. Object-based coding is one of the key functionalities of MPEG-4 video coding. Realtime object-based video encoding is also important for multimedia broadcasting for the near future. Object-based video services using MPEG-4 have not yet made a successful debut due to several reasons. One of the critical problems is the coding complexity of object-based video coding over frame-based video coding. Since a video object is described with an arbitrary shape, the bitstream contains not only motion and texture data but also shape data. This has introduced additional complexity to the decoder side as well as to the encoder side. In this paper, we have analyzed the current MPEG-4 video encoding tools and proposed efficient coding technologies that reduce the complexity of the encoder. Using the proposed coding schemes, we have obtained a 56 percent reduction in shape-coding complexity over the MPEG-4 video reference software (Microsoft version, 2000 edition).
I. Introduction
Started in 1993, the first edition of MPEG-4, entitled Coding of Audiovisual Objects, was completed as the international standard in 2000. One of the main features of MPEG-4 is object-based coding, which allows the user to become the content creator, ultimately, by reusing and editing the audiovisual objects inside the MPEG-4 bitstream.
The visual part of MPEG-4 includes not only conventional video coding, but also the coding of graphical entities such as 2D/3D mesh coding and face and body animation [1] . Hence, the first edition of MPEG-4 visual had nineteen profiles! However, the first commercial service using MPEG-4 was not object-based video coding (OVC), but frame-based video coding (FVC). In fact, the only profile that is widespread for mobile and Internet applications is the Simple profile based on FVC [2] . This is not a surprise because the Simple profile was designed to fulfill the need of low bit-rate applications with low complexity. Also, the immediate need of MPEG-4 from the industry was for low bit-rate applications.
In Internet and mobile applications, MPEG-4 video coding is now facing a hard time due to its competitors (such as Microsoft's Windows Media Technologies and Realnetworks' Real) [3] - [5] . Moreover, the MPEG committee (ISO/IEC JTC1/SC29/WG11) with its counterpart in ITU is now making a new video coding standard called MPEG-4 (Part 10) advanced video coding (AVC) as a more efficient video coding tool. MPEG-4 AVC compression is expected to be twice as efficient as MPEG-4 video coding [6] .
Nevertheless, the competitive edge of MPEG-4 video coding remains intact: object-based coding. With the objects inside a scene, the user can now edit and/or reuse the contents in the scene. Although content-based editing is not new in other media, introducing the reusability of video objects will enable interactive multimedia services in the near future.
The number of commercial applications of object-based MPEG-4 video are not many. There are a few issues that have blocked the wide diffusion of object-based MPEG-4 video:
• Limited real-time, arbitrarily-shaped object creation: The boundary of each video object has to be captured to every frame. Even though the blue screen technique using chroma keying is a major on-line segmentation method, it is used for limited environments (i.e., weather forecasts, real-time broadcasting). The maturity of most on-line segmentation technologies is distant from high-fidelity segmentation.
• Increased complexity due to shape coding: The conventional frame-based video coding consists of two parts: motion and texture coding. Motion estimation and motion compensation (MEMC) are the most expensive parts in the encoding process. The decoding process of frame-based video is relatively less complex than the encoding process. Due to this fact, real-time encoding with MEMC is often not possible. Object-based video coding adds shape-coding complexity on top of the frame-based video coding. Hence, object-based video is considered more complex than frame-based video.
• No existing market and support: For images or vector graphics objects (i.e., FLASH), the object-based representation is already in use. This notion, however, was never tried successfully in video. Hence, there has been no immediate market need for object-based video, even though the technical maturity is approaching the state of the art. But the emerging market is from digital multimedia broadcasting, which demands object-based video services. In such services, the user will be able to customize the video services on her own.
In this paper, we address the complexity issues of object-based video coding toward real-time video services. The complexity of MPEG-4 OVC has been researched in both software and hardware [7] - [9] . One common observation from the previous research on either object-based or frame-based coding is that MEMC takes up the largest part in the encoding process. Even with shape coding in MPEG-4 OVC, MEMC is consuming more than 75 percent of the encoding run time [7] , [8] .
Regarding MEMC, highly efficient technologies are being documented as a part of the informative standard [10] , [11] , promising a substantial reduction of computational complexity. This means that the optimization of non-MEMC parts is becoming more important in OVC.
The portion of shape decoding over the MPEG-4 OVC decoder is relatively larger than that of the MPEG-4 OVC encoder. It should be noted, however, that the decoding process in MPEG-4 is much faster than the encoding process, since most time consuming processes are in the encoding stage. Even the optimized encoders are reported to be three times more complex than the optimized decoders [7] . In order to achieve real-time object-based video services, both the encoding and decoding processes have to be optimized. So, more emphasis has to be given on the encoding side for further optimization.
Most previous research was conducted in such a way that the reduced complexity is from efficient implementation while keeping the original framework of the encoding and decoding processes intact. To support real-time services, however, further complexity reduction on the encoder side is imperative, since digital broadcast studios, mobile handsets, and Internet PCs will need a faster encoder, and not just a faster decoder. We addressed the design-level optimization of the non-MEMC parts of an MPEG-4 OVC. Shape coding and padding processes are the typical, expensive, non-MEMC parts. We provided further complexity analysis and proposed efficient encoding techniques thereof. The organization of the rest of this paper is as follows. In section II, the basic elements of MPEG-4 video coding tools are explained. Efficient coding algorithms of the MPEG-4 video coding tools, as well as their simulation results, are given in section III. Finally, we summarize the paper in section IV.
II. MPEG-4 Object-Based Video Coding 1. Concept of Object-Based Video
According to the MPEG-4 requirements [12] , object-based video coding shall provide the following features:
-Object-based representation -Object-based bitstream manipulation and editing -Object-based random access -Object quality and fidelity -Object-based coding flexibility -Object-based scalability
The main theme in MPEG-4 OVC is to allow the user to conveniently play, edit, and reuse MPEG-4 video objects. Figure 1 shows the concept of object-based video. In conventional frame-based coding, Fig. 1(d) shows one single frame to encode. In MPEG-4 OVC, a scene may have multiple video objects as shown in Fig. 1(a) and 1(b) . If a video object is not rectangular shaped, additional information called shape (or alpha map) has to be encoded in the bitstream. The shape information is used to determine the transparency (or opaqueness) of the given pixel, as shown in Fig. 1(c) . The shape information is often called a binary shape.
1) Once 1) In order to change the level of transparency of the given pixel, the user can choose to use 'grayscale' shape data. The grayscale shape is then composed of a grayscale value and its binary shape. The coding of a grayscale shape is called grayscale shape coding in represented by MPEG-4 OVC, the user can edit and reuse the video objects with other contents, as shown in Fig. 1(e) .
The coding of video objects is comprised of three parts: shape, motion, and texture. In the following sections, more details of the decoding and encoding procedures are explained. 
MPEG-4 OVC Decoding Process
The overall complexity of the MPEG-4 OVC decoding process is much less than that of the encoding process. So, the discussion on the decoding process is given first. The normative parts of MPEG-4 Standards are in the bitstream and the decoding process. How to form the bitstream is decided by the encoder, not by the decoder. This makes research on the decoding process focus mainly on pure optimization (i.e., code optimization, data reuse, special architecture design, etc.) [13] . Fig. 2 shows the decoder structure of MPEG-4 OVC. It is not too different from that of an MPEG-2 video decoder, except in the area of shape decoding. If the decoded video object is not a rectangular shape, each macroblock (MB) will be tested if it is all transparent, all opaque, or has a boundary. For transparent MBs, only a padding process for motion compensation is applied. Padding is used to assign pixel values to the transparent pixels to support the motion compensation process. For opaque MBs, motion and texture decoding processes are applied. Finally, for boundary MBs, shape decoding and padding processes are applied in addition to motion and texture decoding.
The major focus of this paper is not on the decoding process, but on the encoding process. Those interested in the decoding process can find the details in [1] , [2] .
MPEG-4 OVC Encoding Process
There is no rigid rule on how to make an MPEG-4 OVC encoding process. This is due to the fact that the encoder does not need to be fixed in order to guarantee interoperability, and consequently, the encoder makes enough room for future efficient algorithms in the encoding process. Hence, it is difficult to say how complex the encoding process is. Here, we used MPEG-4 reference software for comparison [14] . The reference software contains both the encoder and the decoder. More optimized algorithms can also be found in [10] . An extensive list of the encoding techniques that are used in the reference software can be found in [15] . Figure 3 shows the encoder structure of MPEG-4 OVC. Overall, the encoder is comprised of shape coding, motion estimation and compensation, and texture coding. It uses blockbased coding with a macroblock of 16 × 16 pixels. More specifically, the encoding process has many encoding tools, as shown in Table 1 . Among the encoding tools, timeconsuming ones are marked by an 'X', based on our own analysis and outside studies [7] , [8] , [14] . MEMC tools can be found in both shape and texture. Further, these MEMC tools for shape and texture are the most expensive tools in the encoding process. Many efficient techniques that improve the complexity of MEMC and texture coding have been researched and documented abundantly [10] , [11] , [15] .
The parts that are relatively extensive in complexity focus on VOP formation, shape coding, and the padding process, all of which are explained in the following section.
VOP Formation
Each frame of a video object is called a video object plane (VOP). If the video object is arbitrarily shaped (i.e., not a rectangle), each macroblock may contain all-opaque pixels, partially-opaque pixels, and all-transparent pixels. Instead of using the entire frame, the tightest rectangular boundary of a VOP is normally used as a reference to form the macroblocks.
The size of the tightest rectangular boundary is often not in multiples of 16. As a result, some macroblocks include unnecessary transparent pixels. The intelligent VOP formation (IVOPF) method is used to efficiently assign the starting point of the first macroblock to maximize coding efficiency [15] , [16] . Figure 4 shows an example of how a VOP is positioned. From the figure, the tightest rectangle of the given object is not equal to the multiple of MBs. An easy way to position a VOP is to select the upper-left corner of the tightest rectangle to be included in the first MB. In an IVOPF, a control MB is chosen to include the upper-left corner of the tightest rectangle as the bottom-right corner of the control MB. In the control block, every other pixel is selected to analyze the VOP formation and the number of MBs, such that the number of tested pixels in the control block is 64 (or 8 × 8), including the upper-left corner point (of the tightest rectangle). 2) Each test pixel out of 64 pixels in the control block becomes the candidate position of the first MB. Then, we can calculate the total number of MBs, the total number of all transparent MBs, and the total number of non-transparent (either allopaque or partially-transparent) MBs. After testing all 64 test pixels, the optimal test pixel is selected, such that the test pixel yields the minimum number of non-transparent MBs.
The performance of IVOPF combined with the shapeadaptive discrete cosine transform (SA-DCT) was reported to provide a 5 to 10 percent gain [16] . SA-DCT, with its good compression performance, is an optional mode in MPEG-4 video coding. The performance of IVOPF with DCT and padding, which was not available in the literature, is provided in the next section. A potential weakness in the IVOPF
2) The reason for selecting every-other pixel is that the video format is 4:2:0. A chrominance pixel value (U or V) is associated with 4 (2×2) Y pixel values. Hence, the upper-left corner point of the tightest rectangle should be represented by even coordinate values.
technique comes from its repetitive searching procedure. The worst case is to calculate all 64 cases and compare the number of non-transparent blocks. This is a clear burden on the encoder side. The feasibility of IVOPF for real-time object-video services can be verified by analyzing its coding efficiency over its computational complexity.
... . . . 
Binary Shape Coding
The alpha map with 8-bit data is used to represent the transparency (or opaqueness) of the given image. If the opaqueness value is 0, the pixel is completely transparent. If the opaqueness value is 255, the pixel is completely opaque. If the opaqueness value is between 0 and 255, the pixel is to be proportionally blended with the background pixel. If the alpha map data contain any alpha value between 1 and 254, it is called a grayscale shape; otherwise, it is called a binary shape. So, binary shape data shall contain only 0 and 255 as its alpha values.
The relationship between a binary shape and its corresponding texture data is not as strong as the relationship between motion and texture, since the binary-shape data merely represent the opaqueness of the pixels, not the color intensity values. The current shape coding is macroblock-based to cope with motion and texture coding, although there are many competing technologies that are solely frame-based [17] . The transition from frame base to macroblock base resulted in a combined design of motion, shape, and texture. It is still worth noting that shape coding in nature is independent from the motion and texture coding process.
Details of binary shape coding can be found in [2] , [15] , [17] , [18] , and [19] . Overall, binary shape coding includes the following tools: mode decision, MEMC, subsampling, scan order decision, inter/intra context-based arithmetic encoding (CAE), 3) and scalable shape.
A. Mode Decision
Binary shape coding supports both lossy and lossless coding. If the shape is encoded as lossy, it affects the texture quality regardless of the number of bits of the texture coding. Usually, the lossless shape coding bits are very marginal to the texture coding bits. So, lossy shape-coding is useful when the shape-coding bits become significant, i.e., for low bit-rate applications (around 64 kbps). For lossy shape coding, accepted quality (ACQ) is a measure to test a binary alpha block (BAB) 4) if the number of opaque pixels are over a certain threshold. If the number is below the threshold, the BAB is treated as fully transparent.
Inter-frame coding is also applied to shape coding. Using an inter-frame scheme increases the encoder complexity due to motion search. It is, however, very efficient compared with intra-frame coding.
In summary, there are seven coding modes used in shape coding as illustrated in Table 2 . Coding types 2, 3, and 4 are used for intra and inter-shape coding, whereas the other types are used for inter-shape coding only. It should be noted that coding type 4 (intraCAE) is used for inter and intra-shape coding. Coding of types 0 and 1 require no additional encoding, whereas coding of types 5 and 6 adopt interCAE coding. 
B. MEMC
Motion estimation and motion compensation (MEMC) plays a very important part in shape encoding, especially when the video objects are static or moving slowly. The procedure for MEMC is as follows:
Step 1. Determine motion vector predictors for shape (MVPs).
Step 2. Estimate motion for shape.
3) CAE is the shape coding algorithm in MPEG-4. 4) A BAB is a 16×16 block corresponding to macroblock (MB) texture. The term 'MB' is used for texture, and BAB for shape.
Step 3. Compensate for motion.
In order to determine the MVPs, previous motion vectors for shape as well as previous motion vectors for texture can be utilized. In shape-only coding, only shape motion vectors are used for prediction, obviously. For the current BAB, the previous surrounding motion vectors are depicted in Fig. 5 . Texture motion vectors are rounded to integers, even if the precision of the motion vectors is half-pel or quarter-pel. The MVPs is determined by the first valid motion vector that is encountered. If there is no valid motion vector, the MVPs is set to zero.
Once MVPs is determined, the motion estimation begins by calculating the motion compensation error of 16 × 16 pixels in the range of +/-16 pixels around the MVPs along both the horizontal and vertical directions. The current reference software employs a spiral search in the same manner as texture motion estimation.
One notable thing, the shape motion estimation is almost equally as complex as the one used for texture. Hence, the optimization of texture-MEMC is solving only half the problem. How we can improve shape-MEMC is discussed in the next section.
Once the motion vector for shape is found, the motion compensation process prepares the reference BAB for interCAE coding, which will be addressed later in this section. 
C. Subsampling
Subsampling, also called size conversion, was introduced to enable rate control for lossy shape coding. The down-sampled shape is often very similar to the original shape. So, subsampling has been used as a way to efficiently compress the shape by only encoding one-fourth, or one-sixteenth, the size of the shape. Subsampling, inherently, is better suited to lossy shape coding.
Subsampling has two distinct processes: down-sampling and up-sampling. However, it is incorrect to state that downsampling is used for the encoder and up-sampling for the decoder. Both processes are required by the encoder and the decoder, since MEMC and inter/intra CAE coding require the original-sized BABs for reference. Accordingly, subsampling can be quite expensive in both the encoder and decoder.
D. Intra/Inter CAE
CAE encoding stems from a JBIG (Joint Binary Image Group) algorithm, which is basically an arithmetic coding with 10-pel contexts [18] . In fact, CAE extends JBIG by having inter-frame coding with 9-pel contexts.
IntraCAE uses the 10-pel contexts as shown in Fig. 6(a) . The context information will generate a number between 0 and 1023 (2 10 -1), which will be used to calculate the probability used to encode the given symbol. InterCAE uses the 9-pel contexts as shown in Fig. 6(b) . The inter contexts use 5 pels from the reference BAB and 4 from the current BAB. In regards to computational complexity, the difference between inter and intraCAE doesn't seem great. IntraCAE uses one more context than interCAE, whereas interCAE consumes more memory bandwidth to keep the reference BAB for coding. Motion and texture coding use variable length coding (VLC), which is a variant of Huffman coding. The use of arithmetic coding in CAE may raise a doubt if it is more complex than the simple VLC. It is true that VLC has many advantages, but binary arithmetic coding doesn't seem too complex for software implementation. Through our runtime analysis of MPEG-4 reference software, we determined that arithmetic coding is not a critical issue. 
E. BAB Encoding Decisions
To maximize the coding efficiency, the scan order should be selected, i.e., horizontal scan or vertical scan. The encoder tries both and selects the one minimally coded with a selection flag (scan type). This technique is very useful in coding efficiency, but it increases the CAE complexity twofold. For PVOP coding, in particular, both interCAE and intraCAE are tried. Each CAE has two (horizontal and vertical) scan modes, which increases the CAE complexity by four times. So, this should be addressed clearly if added complexity is important for enhanced coding efficiency.
F. Scalable Shape
The scalability of the shape of an object may be independent from the scalability of its texture. This functionality is added in the second edition of MPEG-4. Since this functionality requires a subsampling process for scalability, the complexity of shape coding is likely to further increase. Although this functionality is important for some applications, we have left this out of our discussion. More details can be found in [19] . Before closing the discussion on binary-shape coding, we have provided the binary-shape coding performance comparison in Table 3 . We have used 15 test sequences that are also used in MPEG-4 shape coding core experiments. The results shown in the table are the comparison of lossless inter/intra coders. It is clearly shown that a 23 to 86% bit reduction was achieved by using inter-shape coding. Using inter-frame coding on the shape of an object may imply that the total complexity added is more than that of intra-frame-only shape coding. Inter-frame shape coding is worse than intraframe shape coding for error resilience. Yet, the substantial increase of coding efficiency is a strong point of inter-frame shape coding over intra-frame-only shape coding. Tables 4 and 5 show the coding results of MPEG-4 OVC over two test sequences, while the first frame images are shown in Fig. 7 . From the tables, we see that the shape coding used is the lossless inter-coding without subsampling and ACQ. It is very clear to see that the portion of shape coding bits is generally less than 10 percent. The lossy shape coding was worth trying when the quantization parameter (QP) of the texture was very high (more than 21 in some cases). But, for the other areas where medium or high-quality object-based video services are needed, lossless shape coding was still marginal to the total bit-stream size. An argument can be made that the smaller shaped bits would help to enhance the picture quality by adding more bits to the texture. This is clearly a dangerous argument if we consider the impact of lossy shape on texture, and also its impact on segmented video objects, since these will open 'holes' in the composed scene. If a part of the shape is distorted by lossy coding, the texture portion of the missing parts is removed from the encoding stage. Therefore, our conclusion is to not use lossy shape coding in order to maintain the quality of the texture pixels. 
Padding
The padding process is also a newly introduced concept with shape coding in OVC. The major reason for having this process is to efficiently handle boundary MBs and transparent MBs for motion and texture encoding and decoding. Hence, the padding is applied to motion and texture, but the actual padding technique for motion is different from that for texture. This is due to the fact that padding techniques for motion and texture have different purposes. Figure 8 shows the padding process for motion. Horizontal and vertical padding are applied on the boundary MBs. Horizontal padding is used to put the transparent pixels with the horizontally closest pixel(s). If there are still transparent pixels left after the horizontal padding, vertical padding is applied in the same manner in the vertical direction.
The remaining transparent MBs are padded in two ways. If a transparent MB is adjacent to at least one boundary or opaque MB, the transparent MB is filled with the border pixels of the (padded) boundary or opaque MB. For the remaining transparent MBs, the value 128 is filled. By doing so, there is no transparent pixel without any padded value inside a VOP. Then, this padded VOP is used for MEMC.
Padding for texture is only applied to the boundary 8 × 8 blocks, and is different from padding for motion. MPEG-4 OVC is a DCT-based algorithm, which requires the transparent pixels to be filled before DCT. Without padding, the decoder may create unneeded edges between the transparent pixels and border pixels. Hence, the extrapolation algorithm based on nontransparent pixels is often used for padding. In the verification model (VM), the low pass extrapolation technique is used [15] , [20] . Extrapolation padding is not necessary at the decoder side, which makes the padding for texture a non-normative part. On the contrary, padding for motion is normative; the decoder needs to use the same padding technique to produce accurate motion compensation.
III. Efficient Encoding Conditions and Simulation Results
The overview of an MPEG-4 OVC encoder and decoder was given in the preceding section. Moreover, the detailed descriptions of IVOPF, binary-shape coding, and padding were each provided for further understanding of their structure and complexity. We also analyzed IVOPF and binary shape coding for further optimization at the encoder side, and proposed our choice of encoding conditions. Simulation results were also provided along with the description of efficient algorithms.
Padding for motion is not a light process, but the optimization on padding can be done only through pure optimization without hurting the original design concept. On the contrary, many different techniques using new design concepts may be applied to padding for texture. Yet, the impact may not be substantial due to its limited use (only for boundary 8 x 8 blocks). For these reasons, we leave aside the optimization issues on padding in this paper.
Test Conditions
The encoder and decoder software used throughout the paper is the MPEG-4 reference software 2001 edition (Microsoft version). The reference encoder and decoder contain the tools described in the VM [15] . The reference software, however, is not an optimized code. The reference software was built and tested on a Pentium 4 1.8 GHz PC with 512 MB RAM.
The complexity was measured using two methods, the run time and the run-time instructions of the reference and proposed encoders. The run time is obtained from the built-in run-time module in the reference software. The run time is averaged using three or four run times on the test PC. For the run-time instruction analysis, Intel's Vtune Performance Analyzer 6.1 was used.
The test sequences are listed in Table 6 . The encoding conditions are as follows. The frame rate is 10 Hz. For simplicity, the encoding VOP pattern should be an 'IPPP…' type. For the QP of intra-VOP and predicted-VOP the value used should be 10, if not otherwise explicitly specified. No rate control is used. No additional optimization is applied when building the encoder or decoder.
IVOPF
The question that we raised on IVOPF in the previous section is whether the technique is really more efficient for compression. If so, the next question is how expensive is it. The Table 7 . New VOP formation modes. core idea of IVOPF is to find the VOP position which yields the minimal number of nontransparent MBs. The minimal number of nontransparent MBs is presumed to minimize the motion and texture coding, which will lead to further compression. We extend this basic concept further to minimize the complexity while keeping the coding efficiency as high as IVOPF. In order to minimize the complexity, MEMC and padding are the most expensive processes to be minimized. So, we have designed the following additional conditions shown in Table 7 to choose the VOP position out of 64 candidate pixels in the control MB. In addition to the IVOPF from the table, we have added five different variations in choosing the VOP position. The 8 × 8 mode is to extend IVOPF from the 16 × 16 MB decision to 8 × 8 blocks, considering that DCT coding is done in 8×8 blocks. In order to avoid boundary texture coding, the best policy is to minimize the number of 8 × 8 boundary blocks. The Worst mode is a simple test mode to find out how bad it is when we choose the maximum number of nontransparent blocks, which is the inverse of IVOPF. In order to minimize MEMC and shape coding complexity, the minimal number of non-opaque blocks is presumed to be important, which becomes the TBM mode. If IVOPF is trying to minimize the number of nontransparent MBs, it may be worthwhile to minimize the number of MBs (all macroblock minimization mode). Finally, we decided not to do IVOPF at all (tightest rectangle mode), but to use the tightest rectangle (TR) (with multiples of MBs).
We have to confess at this point that all five new modes were not thought of from the beginning of the simulation. Rather, all the modes evolved within our simulation. The run time simulation results are shown in Table 8 . Overall, none of the new selection modes except the TR mode was better than the IVOPF. This verified that the current selection algorithm of IVOPF is competitive in terms of complexity. However, the TR mode results turn things upside down. If the TR mode is used, then we do not use IVOPF from the beginning; hence no additional complexity is added because of IVOPF. The simulation results in Table 8 show that the TR mode is slightly faster than IVOPF in most cases.
Before concluding that IVOPF is slightly more complex than the encoding without it, we provide the rate distortion performance of the MPEG-4 OVC reference software with and without IVOPF in Figs. 9 and 10 . Only the results on two test sequences are shown, but the trend of the curve is the same for the rest of the sequences. From the figures, we can hardly find any proof that the encoder using IVOPF is coding more efficiently than the one without it. Not only that, the computational complexity increases! Our simulation results are not contrary to the reported results in [16] , since IVOPF's coding efficiency was mainly from SA-DCT. And SA-DCT is an optional mode, which is not cheaper than padding and DCT. Therefore, our finding is not to use IVOPF where the encoder complexity matters as much as the coding efficiency. 
Binary Shape Coding
Among the tools that are explained about shape coding in the previous section, we have chosen three tools to test further optimization: subsampling, BAB encoding decisions, and MEMC for shape.
The reference software does not use subsampling by default. It can only be used by enabling the feature. We have tested the subsampling in lossless shape coding mode and obtained the simulation results shown in Table 9 and Table 10 . Table 9 is the run time results of the encoder and Table 10 is the run time results of the decoder. It should be noted that the decoding complexity is always much lower than the encoder complexity in the presence of MEMC. From the tables, the encoder with subsampling was slightly faster than the encoder without subsampling. On the contrary, the decoder with subsampling was slightly slower than the decoder without subsampling. Overall, the run time differences are very marginal. This is mainly because there are few cases where subsampling is really used in lossless shape coding. We did not test subsampling with lossy coding for the reasons mentioned in the preceding section. Conclusively, there is no added value by using subsampling.
As mentioned in the previous section on BAB encoding conditions, the inter-frame shape encoding tries four coding modes: intraCAE (horizontal scan), intraCAE (vertical scan), interCAE (horizontal scan), and interCAE (vertical scan), and chooses the best one to produce the minimal number of needed bits.
One way to reduce the complexity by half is to disable either the horizontal scan or vertical scan. In return, this would increase the number of coding bits. Our test results with disabled vertical scan are shown in Table 11 . The results show that the reduced number of CAE coding trials does not help much. The complexity regarding CAE becomes lower, but this fact is not explicitly reflected in the run-time results. A complexity reduction was not apparent, which differed from our expectations. We believe this is due to the fact that the texture and motion encoding parts contribute heavily to the encoding time MEMC in MPEG-4 OVC is performed twice: once for shape and then again for texture. MEMC for shape is reasonably less complex than for texture since the block matching with shape is done on binary values. To calculate the similarity between the current BAB and reference BAB, we need only to count the matched pels, rather than the sum of absolute differences in texture.
There is a common process that is shared by MEMC in shape and texture: a basic block-matching algorithm. The basic block-matching algorithm that is currently under use in the reference software is the spiral search. From the predicted motion vector, the following candidate MBs are ordered and searched in a spiral way. It is easy to choose the closest pixel from the central point in X and Y directions. However, this spiral search is the core of the encoder complexity because of its many loops (+/-16 pels wide).
There are many new and efficient techniques that substantially reduce the complexity of MEMC [10] , [11] . These new techniques may be tried for shape coding. However, it should be remembered that the target of MEMC on shape is different from that of texture.
Our approach to optimizing the MEMC part in shape was not to do any kind of block matching. In other words, MVPs (from the texture motion) becomes the motion vector of the current BAB. Based on that, the encoder will decide the best coding mode among the seven coding modes. This implies that further coding gain from shape coding by the spiral search may be lost. The test results in Figs. 11 and 12 show that there is no noticeable difference in peak signal-to-noise ratio. In fact, it is very hard to notice any difference, whatsoever. Table 12 shows the encoding run time with no additional shape-motion searches on 15 test sequences. The decoding runtime analysis was not presented because there is no noticeable difference in the decoder. For comparison, the results with reference software (the same as IVOPF in previous tables) and the TR mode are provided on the side. Non-motion search outperformed the reference software in all of the sequences. The encoder with non-motion search used IVOPF. Still, the run time results are better than using the TR mode. On average, the non-motion search encoder is 10.9 percent faster than the reference software. A maximum speedup of 23 percent was observed in the fishandlogo sequence. The overall speedup is quite substantial if we consider that no optimization was performed on the most expensive encoding part, MEMC on texture. The simulation results also prove that MEMC on shape is as expensive a process as MEMC on texture. 
Proposed Encoding Conditions
We have reviewed and tested new ideas to further optimize the use of individual tools regarding VOP formation and shape coding. The summary of the proposed optimization ideas are listed in Table 13 . The final choices of the proposed encoding conditions (PEC) from the table are either not to use IVOPF or not to use motion search in shape. Figures 13 and 14 show the rate distortion performances of the encoder with PEC. Again, the difference between the reference encoder and the PEC encoder is hardly noticeable.
5) The term 'No Motion' in Figs 11 and 12 is used when no additional shape motion estimation and compensation is used. This would include a case when texture motion compensation may be in use. This implies that the combination of the proposed methods in PEC does not affect the overall compression performance of the encoder. Run time results on PEC are given in Table 14 . The results with PEC are the best of all the compared tools. The average speedup is higher than the NMS results: 13.2 percent. The maximum speedup is 25.7 percent in fishandlogo. Table 15 shows other interesting run-time results using the shape-only coding mode. In the shape-only coding mode, only the shape information is encoded and decoded. Hence, it is possible to estimate how much complexity reduction was made on only the shape coding part. From the table, the average speedup is more than half. This means that the MEMC part in shape coding consumes more than 50 percent of shape encoding, and that the PEC encoder completely removed the complexity without losing coding efficiency. We have presented only the run-time analysis thus far. For PEC, the analysis of the number of run-time instructions is given in Table 16 . By disabling IVOPF and motion search for shape, the total number of instructions is reduced quite substantially. The reduction of instructions is not directly comparable to the run time analysis, but the instructional analysis confirms that the PEC encoder is substantially less complex than the reference encoder.
IV. Conclusion
We presented an efficient encoding method that reduces the shape-coding complexity by more than half while preserving the overall coding efficiency of motion, shape, and texture coding. Notable findings conclude that intelligent VOP formation really does not help in low complexity, that the MEMC part in shape encoding is the most computationally expensive, and that the improvement of MEMC on shape alone can contribute 10 to 20 percent in speedup of the entire encoder.
The combination of the proposed encoding conditions and the efficient MEMC tools for texture seems to be the next step after this research in the near future.
