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Abstract: In this article we construct and discuss several aspects of the two-component
spinorial formalism for six-dimensional spacetimes, in which chiral spinors are represented
by objects with two quaternionic components and the spin group is identified with SL(2;H),
which is a double covering for the Lorentz group in six dimensions. We present the fun-
damental representations of this group and show how vectors, bivectors, and 3-vectors are
represented in such spinorial formalism. We also complexify the spacetime, so that other
signatures can be tackled. We argue that, in general, objects built from the tensor prod-
ucts of the fundamental representations of SL(2;H) do not carry a representation of the
group, due to the non-commutativity of the quaternions. The Lie algebra of the spin group
is obtained and its connection with the Lie algebra of SO(5, 1) is presented, providing a
physical interpretation for the elements of SL(2;H). Finally, we present a bridge between
this quaternionic spinorial formalism for six-dimensional spacetimes and the four-component
spinorial formalism over the complex field that comes from the fact that the spin group in
six-dimensional Euclidean spaces is given by SU(4).
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1 Introduction
The study of spinors is of great physical relevance, inasmuch as fermionic fields are repre-
sented by spinorial fields or by tensor products of spinorial fields. Therefore, spinors play a
central role in the theory of particles and fields. Particularly, in supersymmetric theories the
parameters that label the supersymmetry transformations are always given by spinors. In
addition, spinors are of great geometrical relevance, since they carry the fundamental repre-
sentation of the Lorentz group (or the orthogonal group in the case of a general signature)
and, therefore, can be used to build all other representations of this group. In this sense,
spinors are the most fundamental objects of a space endowed with a metric.
It is well known that the Lorentz group in four dimensions, SO(3, 1), has the special
linear group SL(2;C) as its double cover, with C being the field of the complex numbers.
– 1 –
Such an isomorphism is the basis for the spinorial index notation in four dimensions, which
has been introduced in general relativity mainly by R. Penrose and that led to great advances
on the comprehension of several physical and geometrical matters [1–3]. For example, many
results about massless fields propagating in curved four-dimensional spacetimes have been
achieved due to the use of the index spinorial formalism [2]. Likewise, the study of massive
particles can also benefit from the use of spinors [4]. As another application for spinorial
techniques, scattering amplitudes for Yang-Mills fields have been computed by means of such
a tool [5].
It turns out that an analogous relation holds in six dimensions, namely the Lorentz group
SO(5, 1) has as its double cover also a two-dimensional special linear group, but now over the
quaternions [6, 7]. Thus, we say that SL(2;H) is the spin group in six-dimensional spaces
endowed with metrics of Lorentzian signature. In particular, this means that (chiral) spinors
are two-component objects, just as happens in four dimensions. The main goal of the present
paper is then to establish the basics of this spinorial formalism over the quaternions. Some
steps toward this goal have already been taken in Ref. [7]. Here we make advances like
discussing the Lie algebra of the spin group and showing explicitly how a pair of spinors can
used to build a light-like vector. Moreover, we discuss how the non-commutative feature of
quaternions greatly constrains which tensorial objects carry representations of the spin group
SL(2;H). In this work we try to follow a bottom up and self-contained approach, introducing
all necessary tools and constructing the intuition step by step.
As a matter of fact, another spinorial index approach has already been introduced in
six dimensions, according to which chiral spinors are represented by four-component objects.
This possibility comes from the fact that the double cover of SO(6) is SU(4). Then, by
means of the complexification of the Euclidean space, one can represent spinors in Lorentzian
signature by four-component objects, as done in Refs. [8–16]. In the present work we provide
the explicit connection between the two-component spinors and the four-component ones.
Quaternions have a long history of applications in physics [17], starting with their utility
for handling rotations in three dimensions, since SU(2) is the spin group in three dimensions
and its Lie algebra is naturally associated to a representation of the quaternions. Several
applications on four-dimensional spacetimes have also been put forward. For instance, in
[18] it was shown the quaternioninc formulation of the Dirac theory, in [19] a quaternionic
structure of simple supergravity was discussed, while Refs. [20, 21] present a quaternionic
version of quantum mechanics and quantum field theory. Concerning dimension six, twistors
and supertwistors have been investigated using quaternions in Refs. [22, 23], while more
general aspects of the spinorial formalism using quaternions can be found in [7, 24]. For
some general remarks on division algebras, see [25].
There are several reasons for studying spacetimes with dimension greater than four.
Indeed, there exists a wide range of physical theories that model our world by means of
higher-dimensional spaces [26]. The most popular one is string theory, which is a quantum
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theory that requires our spacetime to have ten dimensions and has the great feature of having
spin two excitations in its field content, i.e. quantum gravity is a byproduct of such a theory
[27]. In the string theory context it is often argued that the six extra dimensions, that are
not noticed in our daily lives, form a tiny compact submanifold, so that only high energy
experiments could probe their existence. It is even possible that higher-dimensional black
holes could be generated and detected in particle colliders [28]. However, there is also the
possibility that non-compact extra dimensions are compatible with the current experimental
observations, as long as the fields of the standard model are confined to a four-dimensional
brane [29–31], with gravity permeating through all dimensions. Higher dimensions are also
studied with the intention of learning more about the gravitational field, which can be much
more richer when the dimension is greater than four [32]. The dimension of the spacetime
has even been considered as a perturbation parameter in the study of black hole dynamics
[33]. More recently, the most important applications of higher-dimensional spacetimes arose
in the AdS/CFT context, in which a gravitational theory in n+1 dimensions is connected to
a field theory living in the n-dimensional boundary of the spacetime [35–37]. In particular,
this correspondence has led to theoretical predictions on quark-gluon plasma that have been
experimentally verified [38, 39]. Concerning dimension six, besides being the dimension of
the wrapped part of the spacetime in string theory, another important reason to be interested
in this dimension is that the conformal group in four dimensions is the orthogonal group of
a six-dimensional space, so the study of spinors in six-dimensional spaces are of relevance for
the study of conformal field theory in four dimensions [40].
The outline of the present paper is the following. In Sec. 2 we review the basics of
quaternionic matrices and introduce a generalization of determinant that is suitable for ma-
trices with quaternionic entries, this is the determinant used to define the group SL(2;H).
Then, in Sec. 3 it is shown the connection between the Lorentz group SO(5, 1) and the group
SL(2;H). In particular, it is argued that vectors of a six-dimensional spacetime should be
represented by 2×2 hermitian matrices over the quaternions. In Sec. 4 we present the funda-
mental representations of SL(2;H), which define the spinors. These spinorial representations
are then used in Sec. 5 in order to build other representations of the spin group, we also argue
that most of the tensorial objects do not carry a representation, due to the noncommutativity
of quaternions. In Sec. 6, we show how complex vectors are represented in the quaternionic
spinorial formalism, which enable us to treat other signatures besides Lorentzian. Then, in
Sec. 7 we obtain the Lie algebra of SL(2;H) and make a connection with the algebra of
SO(5, 1), which enables us to give a physical interpretation for the transformations of the
spin group. In Sec. 8, we introduce a map that connects two possible ways of representing
a six-dimensional vector. The same map also connects two equivalent ways of representing
a bivector and is essential to define the representation of a 3-vector, which is tackled in Sec.
9. In Sec. 10, we review the basics of the four-component spinorial formalism. Based on
the latter formalism we conclude that given a pair of spinors one must be able to construct
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a null vector, which proved to be the case in Sec. 11. Finally, in Sec. 12 we show how
the objects in the two-component spinorial formalism are related their correspondents in the
four-component formalism.
2 Quaternions and the group SL(2,H)
The quaternions are an algebra that is denoted by H and that is generated by the basis
{qm} = {I,J ,K,1}, where the indices m, n, p, q range from 1 to 4. Thus, a general quaternion
a ∈ H is written as
a = am qm = a
1 I + a2 J + a3K + a4 , (2.1)
where am are real numbers. The quaternionic conjugation is then denoted by setting a bar
over the quaternion and is defined by
a¯ = −a1 I − a2 J − a3K + a4 .
The real part of the quaternion is then the one that is invariant by the action of the quater-
nionic conjugation, while the purely quaternionic part is the one that flips the sign under
this operation. Thus, we can say that a4 is the real part of the quaternion a, whereas
b = b1I + b2J + b3K is said to be a purely quaternionic number, since b¯ = −b. The product
of two general quaternions can be obtained from the distributivity and associativity property
of quaternions along with following product rules:
I2 = J2 =K2 = IJK = JKI =KIJ = −1 . (2.2)
In particular, one can use the latter relations to prove that IJ = −JI = K. Thus, the
algebra is noncommutative. Hence, the order on the product of quaternions matter, so that
we should be careful in our manipulations. Using the products (2.2) one can easily prove
that the quaternionic conjugation obeys the following property
(ab) = b¯ a¯ ,
for arbitrary a, b ∈ H. The modulus of a quaternion is then defined by
|a| = √a a¯ = √a¯ a =
√
(a1)2 + (a2)2 + (a3)2 + (a4)2 .
In particular, note that a always commute with its conjugate a¯ and that a a¯ commutes with
every quaternion, since it is real. Note also that |ab| = |a||b| and that a nonzero quaternion,
a 6= 0, always has an inverse, which is given by
a−1 =
1
|a|2 a¯ ,
which is such that aa−1 = a−1a = 1.
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Now, let us consider the vector space of 2 × 2 quaternionic matrices, which is denoted
henceforth by M(2;H). In other words, a general element of M(2;H) is given by
A =
[
A 11 A
2
1
A 12 A
2
2
]
,
where A βα ∈ H. From now on we are assuming that Greek indices from the beginning of
the alphabet, like α, β, and γ range from 1 to 2. The sum and product of two matrices are
defined as usual. One can also define multiplication of a matrix by a scalar, but we must split
this operation in two types, left multiplication and right multiplication, since quaternions do
not commute. Summing up, if a ∈ H and A,B ∈ M(2;H) then we have the following usual
operations:
[A+B] βα = A
β
α +B
β
α , [AB]
β
α = A
γ
α B
β
γ , [aA]
β
α = aA
β
α , [Aa]
β
α = A
β
α a.
One can also define the quaternionic conjugate of a matrix A as being the matrix A¯ whose
components are the quaternionic conjugates of the components of A, namely [A¯] βα = A
β
α .
Particularly, matrix multiplication is distributive and associative. Transposition is defined as
usual and denoted by a superscript t. Finally, we define the quaternionic hermitian conjugate
of a matrix as the composition of the quaternionic conjugate followed by transposition and
denoted by the superscript †, so that
[A†]αβ = A αβ .
It turns out that several identities valid for complex matrices are also valid when quaternionic
matrices are used [42], as exemplified by
(A†)−1 = (A−1)† , (AB)† = B†A† , (AB)−1 = B−1A−1 , (A¯)t = (At) . (2.3)
However, some other usual identities do not hold in the quaternionic context. For instance,
in general it follows that
(AB)t 6= BtAt , (A¯)−1 6= (A−1) , (At)−1 6= (A−1)t , (AB) 6= A¯ B¯ .
Concerning the last inequality, one should also keep in mind that (AB) 6= B¯ A¯.
Defining the determinant of a quaternionic matrix can also be tricky. It turns out that
there exists a unique generalization of the determinant functional, here denoted by ∆, which
obeys the property ∆(AB) = ∆(A)∆(B), A,B ∈ M(2;H), called Dieudonné determinant
[43]. For the matrix
A =
[
a b
c d
]
with a, b, c, d ∈ H ,
this determinant is defined as
∆(A) = |ad− aca−1b| = |da− dbd−1c| = |bdb−1a− bc| = |cac−1d− cb| . (2.4)
– 5 –
Note that, due to the modulus, this expression does not reduce to the determinant of a com-
plex matrix if the entries are all complex. More precisely, if we assume that the components
of the matrix do not have the parts J and K, and if we imagine I as the complex imaginary
unity, it follows that the Dieudonné determinant does not become the usual determinant,
rather we would have ∆(A) = |det(A)|.
The inverse of the matrix A is given by
A−1 =
[
(a − bd−1c)−1 (c− db−1a)−1
(b− ac−1d)−1 (d− ca−1b)−1
]
.
Using the latter expression, one can easily us check that the inverse of a quaternionic matrix
exists if, and only if, its Dieudonné determinant is different from zero. Indeed, it turns out
that the Dieudonné determinant vanishes if, and only if, a component of A−1 diverges. For
instance, (A−1) 11 is divergent if a − bd−1c = 0, which, due to Eq. (2.4), imply a vanishing
Dieudonné determinant. Note that the above formula for the inverse matrix cannot be
directly applied in the particular case in which one of the components of A vanish. For
instance, if d = 0 then the expression for (A−1) 11 cannot be computed due to the presence
of d−1. However, taking the limit d → 0 in the expression (A−1) 11 = (a − bd−1c)−1 one
obtain (A−1) 11 = 0, which is the correct choice.
Suppose that a quaternionic matrix A βα can be written as the product of two “vectors”,
namely A βα = ξα χ
β. Then, it is simple matter to prove that its determinant vanish, ∆(A) =
0. Conversely, if the determinant of a quaternionic matrix vanish then it can be written as
a product of “vectors”. Indeed, assuming A 6= 0 then at least one of its components must
be different from zero. Let us suppose a 6= 0, so that a is invertible. Then, if ∆(A) = 0
it follows that ad − aca−1b vanishes, which, in turn, implies that d = ca−1b, so that the
matrix is written as
A =
[
a b
c ca−1b
]
= ξα χ
β , with ξα =
[
1
c a−1
]
and χα =
[
a
b
]
.
Thus, just as holds for 2 × 2 complex matrices, a quaternionic 2 × 2 matrix has vanishing
determinant if, and only if, it can be written as a product of two column vectors. This result
will be of relevance to establish that a SO(5, 1) vector is light-like if, and only if, its spinorial
representation is the direct product of two spinors.
We are now able to define the SL(2;H) group. The special linear quaternionic group is
comprised of the 2×2 quaternionic matrices Q ∈M(2;H) satisfying the constraint ∆(Q) = 1,
where the determinant is defined as shown in Eq. (2.4). Since a general element of M(2;H)
has 16 real degrees of freedom, and since the equation ∆(Q) = 1 constrains one real degree of
freedom, it follows that the group SL(2;H) has dimension 15. This is the same dimension of
the orthogonal groups in six dimensions. Indeed, in what follows we shall prove that SL(2;H)
is deeply related to the Lorentz group SO(5, 1). More precisely, the former group is a double
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cover for the latter, i.e. the groups are homeomorphic and for each element of SO(5, 1) we
can associate two elements in SL(2;H).
3 Vectors of R5,1 in the quaternionic formalism
In this section we shall see that the vectors of the Minkowski space in six dimensions, R5,1,
can be represented by 2× 2 quaternionic matrices that are hermitian [7, 22, 24]. In order to
make the correspondence explicit, we introduce the following set of six quaternionic matrices:
σ0 =
[
1 0
0 1
]
, σm =
[
0 qm
qm 0
]
, σ5 =
[
1 0
0 −1
]
. (3.1)
This set is compactly referred to as {σµ}. Here we are adopting the convention that the
Greek indices from the middle of the alphabet, like λ, µ, ν range from 0 to 5, comprising a
total of six indices. These indices are identified as vector indices of Minkowski spacetime.
Using the Minkowski metric ηµν = diag(−1, 1, 1, 1, 1, 1) one can raise the vector index in this
set of matrices and define another set given by
σ˜µ = σ
µ = (−σ0, σm, σ5) . (3.2)
These two sets of matrices satisfy the following algebra:
σµ σ˜ν + σν σ˜µ = 2 ηµνI2 and σ˜µ σν + σ˜ν σµ = 2 ηµνI2 , (3.3)
where In is the n× n identity matrix. Thus, defining the 4× 4 gamma matrices as
γµ =
[
0 σµ
σ˜µ 0
]
(3.4)
it follows that the relation γ(µγν) = ηµνI4 holds, which is the well known Clifford algebra.
The 2× 2 matrices σµ and σ˜µ act on chiral spinors, while the 4× 4 matrices γµ act on Dirac
spinors, as we shall explain in the sequel.
Now, given a vector of components V µ on R5,1, we can associate to it two 2× 2 quater-
nionic matrices, denoted here by V and V˜ , that are defined by
V = V µ σµ and V˜ = V
µ σ˜µ .
Since the matrices σµ and σ˜µ are all hermitian, i.e. they obey the relation σ
†
µ = σµ and
σ˜†µ = σ˜µ, it follows that vectors of R5,1 are represented by 2 × 2 hermitian quaternionic
matrices in the present formalism. Note that the number of degrees of freedom of a general
hermitian matrix of M(2;H) is six. Thus the sets {σµ} and {σ˜µ} are both frames for the
subspace of hermitian matrices. In particular, this implies that, conversely, given a hermitian
matrix of M(2;H) we can associate to it a unique vector of R5,1, as long as we predefine
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which frame of hermitian matrices we are working with. More precisely, given V or V˜ the
components of the vector are given by:
V µ =
1
2
Tr[V σµ] =
1
2
Tr[V˜ σ˜µ] and Vµ =
1
2
Tr[V σ˜µ] =
1
2
Tr[V˜ σµ] , (3.5)
where Tr[A] = A 11 + A
2
2 denotes the usual trace of A ∈ M(2;H). Thus, the association
between vectors of R5,1 and hermitian matrices of M(2;H) is one-to-one.
Nevertheless, up to now, this relation is solely based on the number of degrees of freedom,
so that any six-dimensional vector space could be associated to 2× 2 hermitian quaternionic
matrices, irrespective of the signature of the metric on the space, and even if the vector space
is not endowed with a metric. However, from Eq. (3.5) one easily concludes that given two
vectors V and W then it follows that
Tr[V W˜ ] = Tr[V˜ W ] = 2 ηµνV
µW ν ,
which hints that there exists a deeper connection with Lorentzian signature, since the Minkowski
metric appears naturally. Moreover, computing the Dieudonné determinant of V and V˜ we
can check that
∆(V ) = ∆(V˜ ) = |ηµνV µV ν | , (3.6)
which gives another connection with the Lorentzian signature. Note also that for hermitian
matrices, like V , when computing the Dieudononé determinant it is not necessary to bother
about non-commutativity of the quaternionic entries on the matrix, since the diagonal ele-
ments of a hermitian matrix are real and the non-diagonal ones are conjugated to each other
and, therefore, commute. Hence, when dealing with hermitian quaternionic matrices, it is
reasonable to use the usual expression for the determinant, which is given by
det(V ) = det
[
ℓ v
v n
]
= ℓn− vv = −ηµνV µV ν ,
where it is being assumed that ηµν = diag(−,+,+,+,+,+). Note also that det(V ) = det(V˜ ).
The advantage of using this determinant is that it captures the sign of the inner product V µVµ,
whereas the Dieudononé determinant is insensitive to this sign. Indeed, if V is an hermitian
matrix then the relation between the two determinants is:
∆(V ) = |det(V )| . (3.7)
Note that the latter relation is not valid if V is not hermitian. Thus, if an operation pre-
serves the norm of the vector V µ then it preserves the determinant of the matrices V and
V˜ . Conversely, if the determinant of V is preserved by some operation then the norm of V µ
is also preserved. Since, by definition, a Lorentz transformation is a linear transformation
on the vectors of the Minkowski space that preserve their norms, it follows that we have ob-
tained a relation between Lorentz transformations and operations that act on the matrices V
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preserving their determinant. However, it is worth noting that since Lorentz transformations
map vectors into vectors and since vectors are represented by hermitian matrices, it follows
that the corresponding transformation in the space M(2;H) must map hermitian matrices
into hermitian matrices.
To each Q ∈ SL(2;H), we define the action of SL(2;H) on the space of hermitian
matrices as follows:
V
Q−→ V ′ = QVQ† . (3.8)
With the latter definition it follows that the Hermitian nature of V is preserved, i.e. if
V † = V then V ′† = V ′. This means that the latter action maps vectors into vectors, just as
Lorentz transformations. Moreover, the Dieudononé determinant of V does not change with
the transformation, since this determinant obeys the property ∆(ABC) = ∆(A)∆(B)∆(C)
for any A,B,C ∈ M(2;H). Thus, ∆(V ) = ∆(V ′) for any Q ∈ SL(2;H), i.e. for any Q
such that ∆(Q) = 1. Since ∆(V ) is the modulus of the norm of V µ this implies that the
transformations (3.8) preserve the norm of V µ. Actually, since the Dieudononé determinant
is insensitive to a global sign, it follows that V µVµ could, in principle, flip the sign after
the transformation. However, this could not happen for transformations connected to the
identity. Moreover, after some algebra, it can be proved that if V is hermitian then the
following identity holds:
det(QV Q†) = det(V )∆(Q)2 , ∀ Q ∈M(2,H) . (3.9)
Thus, since we are assuming that Q ∈ SL(2,H), it follows from the above identity that
V ′µV ′µ = −det(V ′) = −det(QVQ†) = −det(V ) 12 = V µVµ .
This, along with the fact that the action (3.8) is linear in V implies that these transformations
are contained in SO(5, 1). In order to prove that the whole SO(5, 1) is comprised of these
transformations we just need to recall that dimension of the Lie group SL(2,H) is 15, which
is the dimension of the Lorentz group in six dimensions, namely SO(5, 1).
It can be directly verified that for an arbitrary vector V µ that the representations V and
V˜ are related to each other by the following expression
V˜ = −det(V)V −1 . (3.10)
In particular, one can check that this is true for the frame σµ. Now, taking the inverse of
both sides of (3.8), we get
V −1
Q−→ V ′−1 = (Q†−1)V −1Q−1 . (3.11)
Thus, using Eqs. (3.10) and (3.11) along with the fact that det(V ) = det(V ′) lead us to the
following transformation rule for V˜ :
V˜
Q−→ V˜ ′ = (Q†−1) V˜ Q−1 . (3.12)
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Thus, V and V˜ transform differently under the action of SL(2;H). They are two different
ways of representing a vector in the present formalism. We say that V and V˜ carry different
representations of the group SL(2;H). As a final comment, note that the transformation
(3.12) also preserves the hermitian nature of V˜ as well as the value of det(V˜ ), so that it is a
Lorentz transformation.
4 Spinors in the quaternionic formalism
The action of Q ∈ SL(2;H) on a vector V is quadratic on Q, so that it is not faithful. For
instance, Q and −Q yield the same transformation on V , this is the reason why SL(2;H) is
said to be the double cover of SO(5, 1). However, there exist more fundamental objects that
transform linearly by the action of the spin group, i.e. by the action of Q ∈ SL(2;H). These
objects are called spinors. Since Q are 2× 2 quaternionic matrices, a SL(2;H) chiral spinor
is 2-component quaternionic object of the form
Ψ+ =
[
ψ1
ψ2
]
, ψ1,ψ2 ∈ H , (4.1)
whose transformation rule under the action of SL(2;H) is given by
Ψ+
Q−→ Ψ′+ = QΨ+ , ∀ Q ∈ SL(2;H) . (4.2)
By the very definition of representation of a group, we say that Ψ+ carry a representation of
SL(2,H). In terms of components, the latter transformation is given by
2 : ψα
Q−→ ψ′α = Q βα ψβ , ∀ Q ∈ SL(2;H) , (4.3)
where we have started to employ the convention that the representation will be labelled by
its dimension in boldface. Let us denote the quaternionic vector space spanned by the spinors
that transform as in Eq. (4.2) by S (recall that quaternions do not form a field, but it is
sensible to define a vector space over the quaternions). In other words, we say that the
elements of S are the ones that carry the representation 2 of SL(2;H).
On the dual of this space, S∗, the group SL(2;H) then acts in the inverse manner. We
then say that the elements of S∗ carry the representation 2−1 of SL(2;H). The spinors that
carry the representation 2−1 are two-component row-vectors that transform as follows
Ψ−
Q−→ Ψ′− = Ψ−Q−1 ,
where
Ψ− =
[
ψ1 ψ2
]
, ψ1,ψ2 ∈ H .
In terms of components we have
2
−1 : ψα
Q−→ ψ′α = ψβ (Q−1) αβ .
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In the above definitions, the subscripts ± inΨ+ and Ψ− are there just to distinguish between
column vectors (denoted by +) and row vectors (denoted by −). Note that the action of the
group on Ψ+ is on the left, while the action of the group on objects like Ψ− is on the right.
It is important to keep this distinction in mind. One should check that the latter objects,
i.e. the elements of S∗, also carry a representation of the SL(2,H) group. Indeed, suppose
that P,Q,R are elements of SL(2,H) such that PQ = R, i.e. R is obtained by the action
of Q followed by the action of P . Then, when performing the transformations Q and P
successively, we have
Ψ−
Q−→ Ψ−Q−1 P−→ Ψ−Q−1 P−1 = Ψ− (PQ)−1 = Ψ−R−1
which is the desired action. Note that it is essential that the action of Q−1 comes from
the right in order to yield a representation. Moreover, note that a transformation law like
Ψ− → Ψ−Q does not yield a representation. The left action of an element of S∗ on an
element of S is invariant under the spin group transformation. Indeed,
φ′αψ′α = Φ
′
−Ψ
′
+ = Φ−Q
−1QΨ+ = Φ−Ψ+ = φαψα .
Note, however, that ψαφ
α is not invariant in general, since quaternions do not commute.
Besides the latter linear representations of SL(2;H), one can check that the left action
of Q†−1 also forms a representation. Indeed, take P,Q,R ∈ SL(2;H) such that PQ = R,
then by means of (2.3) we easily obtain that:
P †−1Q†−1 = (Q† P †)−1 = (PQ)†−1 = R†−1 . (4.4)
Moreover, it can be proved that Q and Q†−1 are in fact independent representations of
SL(2;H). That is, there is no 2 × 2 invertible matrix M such that Q†−1 = MQM−1 for all
Q ∈ SL(2;H). Indeed, the latter condition can be equivalently written as:
M = Q†M Q ∀Q ∈ SL(2;H) .
Thus, imposing such constraint for the matrices Q = Q1 and Q = Q2, which are defined by
Q1 ≡
[
1 1
0 1
]
and Q2 ≡
[
1 0
1 1
]
,
and are both elements SL(2;H), it follows that the conditions M = Q†1MQ1 and M =
Q†2MQ2 have as the only simultaneous solution M = 0, which is nonsense, since M must
be invertible. Therefore, we conclude that there exists no invertible matrix M such that the
equation Q†−1 = MQM−1 holds for an arbitrary Q possessing unit Dieudononé determinant.
This proves that the representation given by the left action of Q ∈ SL(2;H) is independent
from the representation given by the left action of (Q†)−1. The latter representation will
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be denoted here by 2¯−1. More explicitly, the objects carrying the latter representation are
two-component quaternionic column-vectors Ψ¯+ that transform as
2¯
−1
: Ψ¯+
Q−→ Ψ¯′+ = (Q†)−1 Ψ¯+ .
Likewise, if Ψ¯− is a two-component quaternionic row-vector, it follows that the following
transformation also provides a representation for the group SL(2,H):
2¯ : Ψ¯−
Q−→ Ψ¯′− = Ψ¯−Q† .
The objects Ψ¯− are said to span the quaternionic vector space S¯, whereas the objects Ψ¯+
span the dual space S¯∗. In order to distinguish from the previous objects that transform under
the representations 2 and 2−1, we shall use a dot over the index that label the components
of an object that transform under 2¯ or 2¯
−1
. More explicitly, we have
2¯
−1
: Ψ¯+ =
[
ψ1˙
ψ2˙
]
and 2¯ : Ψ¯− =
[
ψ1˙ ψ2˙
]
,
with the transformation rules being
2¯
−1
: ψα˙
Q−→ ψ′α˙ = (Q†−1)α˙
β˙
ψβ˙ and 2¯ : ψα˙
Q−→ ψ′α˙ = ψβ˙ (Q†)β˙α˙ .
Note that the contraction ψα˙ψ
α˙ is invariant under the action of SL(2,H), whereas ψα˙ψα˙ is
generally not. The reason why the order of up and down indices in Q βα and (Q†−1)α˙β˙ are
different is because the operation † (hermitian conjugation) involves transposition, so that
the upper index, which is the second index in Q βα becomes the first index after the hermitian
conjugation.
It is important noting that the representation 2¯ can be obtained from the representation
2 by hermitian conjugation. Indeed, taking the hermitian conjugation of the transformation
law of the representation 2, given in Eq. (4.2), we obtain
Ψ
†
+
Q−→ (Ψ′+)† = (Ψ+)†Q† , (4.5)
which is the transformation law of the representation 2¯. Likewise, 2−1 and 2¯−1 are also related
to each other by hermitian conjugation. Therefore, if ψα transforms on the representation 2
then its quaternionic conjugate, ψα transforms on the representation 2¯. In the same fashion,
if φα˙ transforms on the representation 2¯
−1
then its quaternionic conjugate φα˙ will carry the
representation 2−1. Summing up:
2
†−→ 2¯
ψα
†−→ ψ¯α˙ ≡ (ψα)
,
2
−1 †−→ 2¯−1
ψα
†−→ ψ¯α˙ ≡ (ψα)
. (4.6)
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Although from the component point of view the transformation 2 → 2¯ amounts to just
taking the quaternionic conjugate, it is worth recalling that these representations have a
fundamental difference between them, namely the action of the group on the objects that
carry the representation 2 is on the left, while for the spinors that carry the representation
2¯ the action is on the right.
5 Building higher rank representations from the spinor representations
The objects that transform under the spin group SL(2;H) according to the representations
2, 2−1, 2¯, and 2¯−1 are all called spinors. Since they carry the lower-dimensional faithful
representations of SL(2;H) we say that they are on the fundamental representations of this
group. One could also say that 2 alone is the fundamental representation, since with it one
can generate the other ones. Indeed, 2¯ can be seen as a byproduct of 2 through the use of
hermitian conjugation, while the elements carrying the representation 2−1 are the ones that
live in the dual space of the vector space formed by the elements transforming according to 2.
Likewise, 2¯−1 can be obtained from 2 by taking the hermitian conjugate followed by inverse
operation. These spinors representations are the building blocks of any other representation
of SL(2;H).
For instance, if ξα carries the representation 2 while χα˙ carries the representation 2¯ then
the object Tαβ˙ ≡ ξαχα˙ is said to carry the representation 2⊗ 2¯ and transforms as follows:
Tαβ˙
Q−→ Q γα Tγδ˙ (Q†)δ˙ β˙ .
Assuming that T is the matrix with entries Tαβ˙, it follows that the transformation of T is
T → QTQ†. This is the same transformation law of the hermitian matrix V = V µσµ that
represents the vector V µ. Therefore, we say that V carries the representation 2⊗ 2¯. In the
same fashion, we have that V˜ = V µσ˜µ, which transforms as V˜ → Q†−1V˜ Q−1, is said to
carry the representation 2¯−1 ⊗ 2−1. Thus, in this spinorial formalism, a vector of R5,1 can
be associated to objects that carry two different representations of SL(2;H):
V µ →

Vαβ˙ (contained in rep. 2⊗ 2¯)
V˜ α˙β (contained in rep. 2¯−1 ⊗ 2−1)
The type of indices that we associate to V and V˜ , namely up or down indices and with or
without dot, is very important, since it dictates the way these objects transform. From what
has just been discussed, we conclude that the matrices σµ should be written in the index
notation as (σµ)αβ˙ , whereas σ˜µ should be written as (σ˜µ)
α˙β.
In the present formalism, a Dirac spinor is a four-component column vector with quater-
nionic entries. Let us now obtain which representation of SL(2;H) this object carries. In
order to do so, we recall that according to the general formalism of Clifford algebra, the
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gamma matrices, here introduced in Eq. (3.4), should map a Dirac spinor into a Dirac
spinor. Therefore, since the gamma matrices adopted here have the form
γµ =
[
0 (σµ)αβ˙
(σ˜µ)
β˙α 0
]
,
it follows that a Dirac spinor carries the representation 2 ⊕ 2¯−1, i.e. a Dirac spinor has the
form
Φ =
[
φα
φβ˙
]
,
so that the action of γµ in Φ yields
γµΦ =
[
0 (σµ)αβ˙
(σ˜µ)
β˙α 0
][
φα
φβ˙
]
=
[
(σµ)αγ˙φ
γ˙
(σ˜µ)
β˙δφδ
]
,
which is again an object on the 2⊕ 2¯−1 representation. Note that we have the same symbol,
namely φ, to denote the two independent parts of the Dirac spinor, φα and φ
α˙. This
is reasonable because there is no canonical map connecting the representations 2 and 2¯−1.
Therefore, the object φα˙ cannot be seen as a transformed version of the object φα, differently
from what happens with V µ and Vµ which carry the same degrees of freedom of a single object.
The so-called chirality matrix is defined by
Γ = −γ0γ1γ2γ3γ4γ5
and can be computed by means of Eq. (3.4) along with the definitions of σµ and σ˜µ, which
eventually yields
Γ =
[
I2 0
0 −I2
]
. (5.1)
The so-called chiral spinors are the Dirac spinors that are eigenvectors of the chirality matrix
Γ. From Eq. (5.1), we can see that the eigenvalues of Γ are ±1. Eigenvectors with eigenvalue
+1 are said to have positive chirality, while those with eigenvalue −1 have negative chirality.
Taking a look at Eq. (5.1), we see that Dirac spinors of the form
Φ+ =
[
φα
0
]
and Φ− =
[
0
φβ˙
]
are chiral spinors of positive and negative chirality respectively. Thus, for instance, the
chiral spinor Φ+ has only the component on the representation 2, with the other component
vanishing. This is why we can say that spinors on the representation 2 are chiral spinors
of positive chirality, whereas spinors on the representation 2¯−1 are chiral spinors of negative
chirality.
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We have already used the spinorial representations to build higher order representations
like 2⊗ 2¯ and 2⊕ 2¯−1. Let us now discuss about more general representations that can be
built. Concerning direct sum representations like 2⊕ 2¯−1 and 2⊕ 2¯, for example, there is not
much to be commented, since one can easily check that the direct sum of representations yield
a representation. On the other hand, regarding tensor representations, like 2⊗ 2¯, we must be
more careful. When we are dealing with representations over the real or the complex field it is
true that the direct product of two representations yield a representation. However, the non
commutativity of quaternions makes things much more tricky. As we shall see, only certain
tensors will carry a representation of the group. Suppose, for instance, that the vectors Za
of an n−dimensional vector space over the complex field carry a representation n of some
group whose elements are generically denoted by Lab. So, they transform as
Za → Z ′a = LabZb .
Then, the tensor representation n⊗ n is carried by an object T ab which transforms as
T a1a2 → T ′a1a2 = La1b1L
a2
b2
T b1b2 . (5.2)
In the latter expression it does not matter the order of the product La1b1L
a2
b2
, we could
equivalently have written La2b2L
a1
b1
. Nevertheless, when the matrices Lab are quaternionic
the order is quite important. Therefore, when defining tensor representations of groups
represented matrices with quaternionic entries we must establish a convention about the
order. The adopted convention could be, for example, the one shown in Eq. (5.2), i.e.
the order of the transformation matrices Lab will follow the order of the indices of the tensor
being transformed, and they come from the left (note that the tensor itself is also quaternionic
in this scenario). However, it turns out that this does not lead to a representation of the
group. Indeed, suppose we perform two transformations, first L and then M , yielding the
transformation N = M ◦ L. Then, using the mentioned order convention we would have
T ab
M◦L−→ MaeM bf
(
LecL
f
d T
cd
)
6= Mae LecM b f Lfd T cd = NacN bd T cd . (5.3)
The inequality comes from the fact that the components M bf and L
e
c are now quaternionic,
so that they do not commute in general. Therefore, this tensorial transformation does not
provide a representation for the group. Another possibility of transformation could be the
following:
T ab
L−→ Lac T cd Lbd . (5.4)
However, performing the transformations L and M successively we have
T ab
M◦L−→ Mae
(
Lec T
cd Lfd
)
M bf = N
a
c T
cd LfdM
b
f (5.5)
which shows that the latter order convention, likewise, does not provide a tensor representa-
tion if Lfd doe not commute with M
b
f . On the other hand, suppose that the indices of T
ab
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transform according to different representations, so that it is more suitable to write T abˆ. For
instance, consider that the index bˆ transforms according the matrix Lˆ bˆaˆ , where ∧ is an oper-
ation such that M̂L = LˆMˆ . For instance, ∧ could be the inverse operation or the hermitian
conjugate †. We shall refer to this representation as nˆ, whose transformation rule is
Z aˆ → Z ′aˆ = Z bˆ Lˆ aˆ
bˆ
.
Then, a tensor with the index structure T abˆ would transform as:
T abˆ
L−→ Lac T cdˆ Lˆ bˆdˆ . (5.6)
So, performing the transformations L and M successively, we are led to
T abˆ
M◦L−→ Mae
(
Lec T
cdˆ Lˆ fˆ
dˆ
)
Mˆ bˆ
fˆ
= Nac T
cdˆ (LˆMˆ) bˆ
dˆ
= Nac T
cdˆ (M̂L) bˆ
dˆ
= Nac T
cdˆ Nˆ bˆ
dˆ
,
which is what is expected from a true representation. Thus, we can say that n ⊗ nˆ is a
representation of the quaternionic group. Hence, we conclude that in order to form a two
index tensor representation we must pair a representation that naturally acts from the left (n
in this example) with a representation that naturally acts from the right (nˆ in this example).
Concerning our problem of interest, namely the representations of the group SL(2;H), it
follows that it is only reasonable to pair the following representations: 2 ⊗ 2−1, 2 ⊗ 2¯,
2¯
−1 ⊗ 2−1, and 2¯−1 ⊗ 2¯ which lead to the following tensorial representations:
T βα , Tαβ˙ , T
α˙β and T α˙
β˙
. (5.7)
On the other hand, objects with other index structures, like Tαβ and Tα˙β˙, do not carry
representations of SL(2;H).
It is also interesting noticing that, differently from what it would be expected if com-
muting numbers were used, the trace of the representation T βα , namely T αα , is not invariant
by the action of the group. Indeed, since this tensor transforms as
T βα
Q−→ T ′ βα = Q σα T γσ (Q−1) βγ , (5.8)
it follows that its trace obeys the following transformation law
T αα
Q−→ T ′ αα = Q σα T γσ (Q−1) αγ .
Should we be dealing with commuting numbers, the right hand side could be written as
(Q−1) αγ Q σα T
γ
σ = δ σγ T
γ
σ , so that the trace would be invariant. But this is not the case
here, since quaternions do not commute. This is another example of how tricky quaternionic
representations can be. However, it turns out that the real part of the trace is preserved, i.e.
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if T βα obeys the transformation law (5.8) then the combination (T αα + T
α
α ) is invariant by
the action of any invertible quaternionic matrix Q ∈ GL(2;H). This can be seen from the
fact that if T βα = λδ
β
α , with λ = λ, then it is invariant by the action of Q, since λ commutes
with every element of the algebra. This means that the 16-dimensional representation T βα
is not irreducible, it splits into a direct sum of a 15-dimensional representation, comprised
of all tensors Tˇ βα whose real part of the trace vanish, plus a 1-dimensional representation
formed by the tensors that are proportional to δ βα with the proportionality factor being a
real constant. In order to check this more explicitly, one can use the fact that a general
element of GL(2;H), the group of invertible matrices of M(2;H), can be generated by the
composition of the following transformations:
R1 =
[
r1 0
0 r2
]
, R2 =
[
cosh r3 sinh r3
sinh r3 cosh r3
]
, R3 =
[
cos r4 sin r4
− sin r4 cos r4
]
,
Q1 =
[
1 0
ω1 1
]
, Q2 =
[
1 ω2
0 1
]
, Q3 =
[
eω3 0
0 eω4
]
,
where rm are arbitrary real numbers (with r1r2 6= 0), whereas ωm are arbitrary purely quater-
nionic numbers, namely ωm = −ωm. Of course, the trace of the tensor T βα is invariant under
the action of R1, R2, and R3, since these are real matrices. On the other hand, the ma-
trices Q1, Q2, and Q3 obey the property Q = Q−1, as can be easily checked. Thus, the
transformation of the quaternionic conjugate of the matrix T can be written as
T βα
Q−→ T βα
′
= Q σα T
γ
σ (Q
−1) βγ .
Hence, the real part of the trace transforms as
1
2
(
T αα + T
α
α
) Q−→ Q σα (Q−1) αγ (T γσ + T γσ ) (5.9)
where it has been used that
(
T γσ + T
γ
σ
)
are real numbers and, therefore, commute with
(Q−1) αγ . Finally, one can check that for the matrices Q1, Q2, and Q3 it is true that
Q σα (Q
−1) αγ = δ
σ
γ , which along with Eq. (5.9) implies that the real part of the trace is
invariant. Since the real part of the trace has this important property, we shall define a
notation for it:
Rtr[T ] =
1
2
(
Tr[T ] + Tr[T ]
)
=
1
2
(
T αα + T
α
α
)
. (5.10)
By the same reasoning one can prove that the real part of the trace of a tensor T α˙
β˙
, i.e.
a tensor on the representation 2¯
−1 ⊗ 2¯, is also invariant by the action of GL(2;H) and, in
particular, by the action of SL(2;H). We can sum up the latter conclusions by means of the
following schematic relations:
2⊗ 2¯ = 15⊕ 1 and 2¯−1 ⊗ 2¯ = 1˜5⊕ 1 , (5.11)
– 17 –
which display the fact that the 16-dimensional representations of SL(2;H) on the left hand
sides of the latter equations split as the direct sum of two irreducible representations, one of
dimension 15 and the other of dimension 1 (the trivial representation, in which all elements
of the group are represented by the number 1). The elements that carry the representation
15 have the index structure Tˇ βα with Rtr[Tˇ ] = 0, whereas the objects that carry the repre-
sentation 1˜5 have the index structure Tˆ α˙
β˙
with Rtr[Tˆ ] = 0. As we shall prove later, it turns
out that the representations 15 and 1˜5 are equivalent to each other.
Concerning higher rank tensors in the quaternionic formalism, they do not carry a rep-
resentation of the group in general. For instance, in general, one cannot associate a repre-
sentation of the group to the tensors of the form Tαβ˙γδ˙ in the full quaternionic formalism.
However, one could pose the following question: once the rank two tensors T µν , which have
two vector indices, carry a representation of SO(5, 1) and since a vector V µ is represented in
this quaternionic formalism by Vαβ˙ , how could it be possible to introduce the representation
T µν in the quaternionic spinorial formalism? The naive answer would be that the objects
Tαβ˙γδ˙ would do the job. However, as just argued, those do not even carry a representation
of SL(2;H). The correct answer is that it is possible as long as we introduce a frame of
spinors and use real coefficients to span a general tensor. For instance, let {Φi} be a frame of
8 spinors in the representation 2, with the index i labeling the eight elements of the frame.
For instance, we could choose
Φm =
[
qm
0
]
and Φm+4 =
[
0
qm
]
,
with m ∈ 1, 2, 3, 4. Then a tensor Tαβ can be written as
T = cijΦ
i ⊗ Φj ,
where cij are real coefficients. The action of the group in this tensor is then defined as
T
Q−→ T ′ = cij (QΦi)⊗ (QΦj) .
An analogous definition of group action can be done for all other higher rank tensors. How-
ever, we shall not follow this path here since this approach is not covariant and it does not
take advantage of the quaternionic algebra, on the contrary. Hence, in the present article we
shall stick to the tensor representations displayed in Eq. (5.7), which are the ones that take
full advantage of the quaternionic spinorial formalism.
6 Complex vectors in the quaternionic formalism
In four dimensions, the spin group associated to Minkowski metric is SL(2,C) and a real
vector is represented by a hermitian matrix Vαβ˙ . It turns out that a general 2 × 2 complex
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matrix that is not hermitian also represents vector, but a complex vector instead of a real
one. Note that the number of degrees of freedom match. A 2× 2 hermitian matrix over the
complex field have four real degrees of freedom, which is the number of degrees of freedom
of a real vector in four dimensions, whereas a general complex matrix, not necessarily her-
mitian, has eight real degrees of freedom, which is the number of real degrees of freedom of
a complex vector. Thus, in four dimensions any 2 × 2 complex matrix can be associated to
vector. The same reasoning does not apply in the six-dimensional spinorial formalism over
the quaternions. This is simple to understand by counting the number of degrees of freedom
of the vectors in six-dimensional Minkowski spacetime and comparing with the degrees of
freedom of a quaternionic 2× 2 matrix, as summarized below:

General real vector ⇒ 6 real degrees of freedom,
Hermitian element of M(2;H) ⇒ 6 real degrees of freedom,
General complex vector ⇒ 12 real degrees of freedom,
General element of M(2;H) ⇒ 16 real degrees of freedom.
(6.1)
So, due to the mismatch of the degrees of freedom of a complex vector in comparison with
those of a general matrix Mαβ˙ , we conclude that a complex vector is not represented by
a general 2 × 2 quaternionic matrix, differently from what happens in four dimensions. A
natural question then shows up: how can we represent complex vectors in this quaternionic
spinorial formalism? The answer is than any vector should be represented by hermitian
matrices, but in order to represent a complex vector we need to introduce an extra imaginary
unity, i, that is independent from the quaternionic elements I , J , K and that commutes
with them. For instance, iK = Ki. As an example of a complex vector, let us consider
V µ = δµ1 + iδ
µ
4 which is represented by the following matrix:
V = σ1 + iσ4 =
[
0 i− I
i+ I 0
]
=
(
i−I√
2
i+I√
2
)
⊗
(
1− i I√
2
1 + i I√
2
)
. (6.2)
Note that the latter vector is the tensor product of two spinors, which should be expected
from the fact that V µ is a null vector, V µVµ = 0. Summing up, in order to represent complex
vectors we need to complexify the quaternionic algebra, so that the underlining algebra passes
from four-dimensional, with a basis {qm}, to an eight-dimensional algebra with the basis
{qm, iqm}. In this scenario one needs to distinguish between complex conjugation, denoted
by ⋆, and quaternionic conjugation, denoted by . For instance,
i⋆ = −i , I⋆ = I , (iI)⋆ = −iI , i = i , I = −I .
Therefore, the matrix given in Eq. (6.2) is hermitian because it is invariant by the action
of the quaternionic hermitian conjugation, i.e. the composition of quaternionic conjugation
followed by transposition. Hence we can write V † = V . Note that the element i is not affected
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by the quaternionic hermitian conjugation. The definition of † adopted here should not to be
confused with the usual complex hermitian conjugation. In fact, note that the matrix (6.2)
is not hermitian with regard to the imaginary unit i. Note that while quaternions form a
division algebra, meaning that every nonzero element has an inverse, the same is not true for
the complexified quaternionic algebra. For instance, the element (1 + i I) has no inverse.
Note that the complexification of the vector space allows one to tackle other signatures,
since it is possible to make a one-to-one correspondence between signature and reality con-
dition of the vector frame [44]. For instance, if a vector space is endowed with a metric η
of Lorentzian signature then this means that it is possible to find a frame {Eµ} such that
η(Eµ, Eν) = ηµν , where ηµν = diag(−,+,+, · · · ,+) is the Minkowski metric. In addition,
the vectors of such frame are all real, E⋆µ = Eµ, since up to this point we are assuming a real
vector space. However, complexifying this space and defining ε0 = iE0 and εi = Ei it follows
that η(εµ, εν) = δµν , meaning that the frame {εµ} is Euclidean. But the Euclidean frame is
not real, once ε⋆0 = −ε0. We can say that the reality condition of an Euclidean frame is given
by ε⋆0 = −ε0 and ε⋆i = εi. In the same fashion, every other signature is uniquely associated
to a reality condition. In particular, since we have started with a real space of Lorentzian
signature, the reality condition for Lorentzian frames is that every vector is real. In this
example we have adopted orthogonal frames, but we could also use frames with other types
of inner products. For example, a six-dimensional null frame {ei, θi}, with i, j ∈ {1, 2, 3},
is a frame such that all vectors are null with the only non-vanishing inner products being
η(ei, θ
j) = 12δ
j
i . By means of a Lorentzian frame, which is real, we can construct the following
null frame:
e1 =
1
2
(E5 + E0) , e2 =
1
2
(E2 + iE4) , e3 =
1
2
(E3 + iE1) ,
θ1 =
1
2
(E5 − E0) , θ2 = 1
2
(E2 − iE4) , θ3 = 1
2
(E3 − iE1) ,
whose reality condition is e⋆1 = e1, θ
1 ⋆ = θ1, e⋆2 = θ
2 and e⋆3 = θ
3. On the other hand, in the
Euclidean signature the reality condition of a null frame is e⋆i = θ
i [14]. It is in this sense
that the complexification of the vector space allows us to handle any signature, since we can
keep track of the signature by means of the reality condition of the adopted frame.
Since we have already established that a general matrix Mαβ˙ does not represent a vector,
unless it is hermitian, we should discuss the meaning of the remaining degrees of freedom
that are not associated to the hermitian part. It turns out that a general matrix M can
always be written as the sum of a hermitian matrix and an anti-hermitian matrix:
M =
1
2
(
M +M †
)
︸ ︷︷ ︸
hermitian, 6
+
1
2
(
M −M †
)
︸ ︷︷ ︸
anti-hermitian, 10
, (6.3)
where the numbers 6 and 10 on the right hand side refer to the number of degrees of freedom
in each of the parts. Now, note that just as the hermitian property of a matrix on the
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representation 2⊗2¯ is kept invariant by the action of the group SL(2;H), the same holds for an
anti-hermitian matrix. More explicitly, if Aαβ˙ is anti-hermitian, namely A
† = −A, then after
the action ofQ ∈ SL(2;H) the transformed matrix will beQAQ†, which is also anti-hermitian.
This means that the 16-dimensional representation 2⊗ 2¯ is not irreducible, rather it can be
split as the direct sum of a 6-dimensional representation, formed by the hermitian matrices,
plus a 10-dimensional representation, formed by the anti-hermitian matrices. Schematically,
this is written as
2⊗ 2¯ = 6 ⊕ 10 .
The representations 6 and 10 cannot be further split, they are irreducible. In the same fash-
ion, the 16-dimensional representation 2¯−1 ⊗ 2−1 reduces into the direct sum of a hermitian
part, that is 6-dimensional and is denoted by 6˜, plus an anti-hermitian part, that will be
denoted by 10′. Schematically, we have:
2¯
−1 ⊗ 2−1 = 6˜ ⊕ 10′ .
As we shall prove in the sequel, the representations 6 and 6˜ are equivalent to each other, but
10 is not equivalent to 10′.
7 Lie algebra of SL(2;H) and its physical interpretation
We have already proved that SL(2;H) is a double cover for the group SO(5, 1). In the present
section we shall reinforce this fact by showing that they have the same Lie algebra. First
we will obtain the Lie algebra of SL(2;H) and then we will make connection with the Lie
algebra of the Lorentz group SO(5, 1). The latter connection, in turn, will be used give a
physical interpretation for the action of each element of SL(2;H).
In order to know which elements L ∈M(2;H) form the Lie algebra of SL(2;H) we must
assume that Q = I2 + κL, where κ is an infinitesimal real parameter and then impose the
constraint that defines the group SL(2;H), namely ∆(Q) = 1. This constraint should be
imposed only up to first order in κ. Assuming that L has the general form
L =
[
a b
c d
]
,
where a, b, c, and d are, in principle, general quaternions, we conclude that the Dieudonné
determinant of Q = I2 + κL is, up to first order in κ, given by
∆(Q) =|(1 + κa)(1 + κd)− (1 + κa)(κc)(1− κa)(κb)|
=|1 + κ(a + d)|+O(κ2) = 1 + κRtr(L) +O(κ2) ,
where Rtr(L) is the real part of the trace of L. Thus, the condition ∆(Q) = 1 imposes that
Rtr(L) = 0, as it was argued in [24]. Hence b and c can be completely arbitrary quaternions,
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whereas a and d are constrained by the equation (a+d)+ (a+d) = 0. Therefore, a general
element of sl(2;H), the Lie algebra of SL(2;H), is given by a linear combination, with real
coefficients, of the following matrices:
Jmn =
[
q+mn 0
0 q−mn
]
, Om =
[
0 q¯m
0 0
]
,
Am =
[
0 0
qm 0
]
, S = 1
2
[
1 0
0 −1
]
, (7.1)
where qm = (I,J ,K,1) is the quaternionic basis whereas q
±
mn are the quaternions defined by
q+mn = −
1
4
( q¯mqn − q¯nqm ) , q−mn = −
1
4
( qmq¯n − qnq¯m ) .
By the very definitions of q±mn, it follows immediately that q
±
mn = −q±mn, i.e. these elements are
all purely quaternionic. Note also that q±mn are skew symmetric in their indices. Therefore,
Jmn comprise a total of 6 linearly independent matrices. A general element of the Lie algebra
is then given by
L = λmn Jmn + bmOm + cmAm + ω S , (7.2)
where the coefficients λmn = −λnm, bm, cm, and ω are all real, summing a total of 15 degrees of
freedom, which is the dimension of the groups SL(2;H) and SO(5, 1). It is also possible to use
this quaternionic spinorial formalism to represent the elements of SO(6;C), the complexified
version of the orthogonal group in six dimensions. In this case the coefficients λmn, bm, cm,
and ω can be complex but with respect a new imaginary unit i, that is independent from qm,
as discussed when we digressed about complex vectors.
One can check that the matrices in Eq. (7.1) obey the following algebra:
[Jmn,Jpq] = δmpJnq + δnqJmp − δnpJmq − δmqJnp ,
[Jmn,Op] = δmpOn − δnpOm , [Jmn,Ap] = δmpAn − δnpAm ,
1
2 [Om,An] = δmn S − Jmn , [Om,S] = −Om , [Am,S] = Am ,
[Om,On] = 0 , [Am,An] = 0 , [Jmn,S] = 0 .
(7.3)
Since SL(2;H) is a double cover for the Lorentz group in six dimensions, both groups might
lead to the same Lie algebra. Indeed, the Lie algebra of SO(5, 1) is generated by the bivectors
Lµν = −Lνµ whose algebra is well known to be
[Lµν , Lρσ ] = ηµρLνσ + ηνσLµρ − ηνρLµσ − ηµσLνρ , (7.4)
where the Greek indices µ, ν, · · · run through the set {0, 1, · · · , 5}. Thus, we can split these
six-dimensional indices as µ ∈ {0,m, 5}, where we shall recall that m, n ∈ {1, 2, 3, 4}. Doing
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so, we can find the following compatible identifications between the elements of the Lie
algebras of SO(5, 1) and SL(2;H):
Jmn ↔ Lmn , Om ↔ L0m + L5m , Am ↔ L0m − L5m , S ↔ L50 . (7.5)
For instance, using these identifications along with the algebra (7.4) we can attain the fol-
lowing result
[Jmn,Jpq]↔ [Lmn, Lpq] = δmpLnq + δnqLmp − δnpLmq − δmqLnp
↔ δmpJnq + δnqJmp − δnpJmq − δmqJnp ,
with is in perfect accordance with the algebra (7.3). Likewise, note that
1
2
[Om,An]↔ 1
2
[L0m + L5m, L0n − L5n] = δmn L50 − Lmn ↔ δmn S − Jmn ,
which, again, is in perfect accordance with Eq. (7.3). The remaining commutation relations
in Eq. (7.3) can be retrieved in the same fashion.
The Lorentz transformations generated by Lµν have simple interpretations. Indeed, if
{Eµ} is the adopted Lorentz frame, so that η(Eµ, Eν) = ηµν , with η standing for the metric
tensor in R5,1, then it follows that L0i generates Lorentz boosts along the spatial direction Ei
whereas Lij is the generator of rotations in the plane spanned by the space-like vectors Ei and
Ej. Using the identifications (7.5) we can then give physical meanings for the transformations
generated by Jmn, Om, Am and S. For instance, due to the relation Jmn ↔ Lmn it follows that
Jmn should be interpret as the generator of the rotations on the plane Em∧En. Analogously,
S generates a boost in the direction E5. Regarding Om and Am they are a composition of a
boost and a rotation. More precisely, the latter transformations are known as null rotations,
which are rotations that keep specific null directions invariant. For instance, let us consider
Om. The action of Lµν on the position vector xµ can be obtained if we adopt the identification
Lµν ∼ xµ∂ν − xν∂µ. Thus, the action of Om in the latter position vector is given by
Omxµ ↔ (L0m + L5m)xµ
∼ (x0∂m − xm∂0 + x5∂m − xm∂5)xµ = (x5 − x0)δµm − xm(δµ0 + δµ5 ). (7.6)
So, if we consider the position vectors along the null direction e1 =
1
2(E5 + E0), namely
those such that xm = 0 and x0 = x5 we have that the right hand side of Eq. (7.6) vanishes,
meaning that these directions are invariant by the action of Om. Likewise, one can prove
that the action of Am keeps the null direction θ1 = 12(E5−E0) invariant. Thus, the elements
exp [cmAm] ∈ SL(2;H) provide all transformation that keep the vector θ1 invariant.
There is another way to check the physical interpretation of the transformations of
SL(2;H), namely by directly computing their action on the vectors through the spinorial
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formalism. We know that a vector V µ can be represented by a 2× 2 quaternionic matrix V
that is hermitian, V † = V , i.e.
V =
[
ℓ v
v n
]
, (7.7)
where ℓ and n are real while v can be a full quaternion. More precisely, these components
are related to V µ by the following relations:
ℓ = (V 0 + V 5) , n = (V 0 − V 5) , v = V 1I + V 2J + V 3K + V 4 = V m qm . (7.8)
The action of an element Q ∈ SL(2;H) on the vector is then given by V → QVQ†. Thus, let
us compute the finite transformations associated to the generators S, Om, Am, and Jmn and
then check how these transform a general vector V . Let us start with S, whose exponential
is given by
Qω = e
ω S =
[
eω/2 0
0 e−ω/2
]
.
Its action on V is then given by
V → V ′ = QωV Q†ω =
[
ℓeω v
v ne−ω
] 
ℓ→ ℓ′ = eω ℓ
n→ n′ = e−ω n
v → v′ = v
.
Then, using the relations (7.8) we find that the components of the vector after the transfor-
mation are given by:
V 0
′
= coshωV 0 + sinhωV 5 , V m
′
= V m , V 5
′
= sinhωV 0 + coshωV 5 .
This is clearly a Lorentz boost along the direction E5, with ω being the so called rapidity
parameter. The speed of the boost is given by | tanhω|.
Consider now the Lie algebra element bmOm. Its exponential is given by
Qb = e
bmOm =
[
1 b¯
0 1
]
,
where b = bmqm, which lead to the following transformations on the components of the vector
ℓ′ = ℓ+ bv + vb+ |b|2 n , n′ = n , v′ = v + bn . (7.9)
Thus, vectors such n = 0 and v = 0 are kept invariant by the action of Qb. These vectors are
the ones such that V 0 = V 5 and V m = 0, i.e. they point in the null direction e1 =
1
2(E5+E0).
This interpretation for the Lorentz transformations generated by Om is in perfect accordance
with what was obtained previously by means of identifications of the Lie algebras of SL(2;H)
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and SO(5, 1). Likewise, one can check that the finite transformation associated to cmAm,
namely Qc = e
cmAm , yields the following transformation on the vector components:
ℓ′ = ℓ , n′ = n+ vc+ cv + |c|2ℓ , v′ = v + c ℓ , (7.10)
where c = cmqm. Thus, vectors such that ℓ = 0 and v = 0 are invariant by the latter
transformation, meaning that the null vector θ1 = 12 (E5 −E0) is unchanged by the action of
Qc. In the jargon, it is said that Qb implements a null rotation around e1, while Qc yields a
null rotation around θ1.
Finally, it remains to analyse the effect of the transformations generated by Jmn. Defining
its associated finite transformation by Qλ = exp[λ
mnJmn], it follows that the transformation
of the vector components are given by
ℓ′ = ℓ , n′ = n , v′ = eλ
mnq
−
mn v e−λ
mnq
+
mn .
Thus, the vectors E0 and E5 are invariant by the latter transformation, while the four
spacelike vectors Em can be changed. This means that Jmn generate rotations on the four-
dimensional space generated by {Em}. For instance, let us consider the action of the trans-
formation generated by J12. Noting that (q+12, q−12) = (12K, 12K), it follows that the action
of eλJ12 is such that
v′ = eλK/2 v e−λK/2 = V 1eλK/2 I e−λK/2 + V 2eλK/2 J e−λK/2 + V 3K + V 4 ,
where it has been used the fact that eλK/2 commutes withK and 1, whereas I and J cannot
pass through this exponential. In fact, we have that
eλK/2 I e−λK/2 = [cos(λ/2) +K sin(λ/2)] I [cos(λ/2) −K sin(λ/2)]
= cos(λ) I + sin(λ)J ,
with an analogous relation holding for the action of the exponentials on J . At the end of the
day, the following transformation rules are obtained
V 1
′
= cos(λ)V 1 − sin(λ)V 2 , V 2′ = cos(λ)V 2 + sin(λ)V 1 , V 3′ = V 3 , V 4′ = V 4 .
This proves that J12 does, indeed, generate rotations on the plane E1 ∧ E2.
8 The map V → V˜
Since a vector admits two kinds of representations in the SL(2;H) spinorial formalism, there
might exist a canonical map connecting Vαβ˙ to V˜
α˙β. Indeed, using Eq. (3.10), it follows that
this map is given by
V
∼−→ V˜ = −det(V )V −1 and V˜ ∼−→ ˜˜V = −det(V˜ ) V˜ −1 = V . (8.1)
– 25 –
In terms of indices, we have
Vαβ˙
∼−→ V˜ α˙β and V˜ α˙β ∼−→ ˜˜V αβ˙ = Vαβ˙ .
Note that the operation ∼ maps hermitian matrices into hermitian matrices. One interesting
feature of this map is that, in spite of the fact that the determinant and the inverse of a
matrix are non-linear operations on the matrix, it turns out that the final action of the map
∼ is linear in the components of the vector. Namely
V = V µσµ ⇔ V˜ = V µ σ˜µ . (8.2)
In particular, using the latter relation one can easily obtain the tilded version of any vector,
without the trouble of having to compute the inverse and the determinant of the matrix, as
it would be required if we used the initial definition given in Eq. (8.1). Moreover, as given in
Eq. (8.1), the map ∼ is ill-defined for light-like vectors, since in such case the determinant
vanishes and the matrix is not invertible. On the other hand, if we use Eq. (8.2) the fact that
a vector is light-like is not an issue whatsoever. For instance, consider the light-like vector
given by
V = v cosh θ σ0 + v sinh θ σ5 + v1 σ1 + v2 σ2 + v3 σ3 + v4 σ4 ,
where v ≡
√
v21 + v
2
2 + v
2
3 + v
2
4 and θ ∈ R. Then, defining the quaternion
v = vmqm = v1I + v2J + v3K + v4 ,
and using Eq. (8.2), it follows that the map ∼ yields:
V =
[
veθ v¯
v ve−θ
]
∼−→ V˜ =
[
−ve−θ v¯
v −veθ
]
.
Since these matrices have vanishing determinants, they can be split as the direct product of
a column-vector and a row-vector, as done below:
V =
[
1
v¯
v e
−θ
]
⊗ [veθ v] ∼−→ V˜ =
[
−v
veθ
]
⊗
[ v¯
v
e−θ − 1
]
.
Thus, defining the spinors
ξα =
[
1
v¯
v e
−θ
]
and χβ˙ = [ve
θ v] ,
it follows that the latter relation can be more compactly written as:
Vαβ˙ = ξα χβ˙
∼−→ V˜ α˙β = χ˜α˙ ξ˜β , (8.3)
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where χ˜α˙ and ξ˜α are given by
χ˜α˙ = χβ˙ ε
β˙α˙ and ξ˜α = εαβ ξβ , where ε
α˙β˙ =
[
0 1
−1 0
]
= εαβ .
Actually, the relation (8.3) can be generalized for the cases in which the vector is non-null.
Indeed, using the fact that vectors are represented by hermitian matrices, we can prove by
direct calculation that the following relations hold for an arbitrary vector:
V˜ = ε V t ε = ε V ε . (8.4)
This linear relation proves that the representations 6 and 6˜, which are the hermitian parts
of the representations 2⊗ 2¯ and 2¯−1 ⊗ 2−1, are equivalent.
It is worth keeping in mind that, in spite of the validity of Eq. (8.3), the object εαβ does
not provide a map between the representations 2 and 2−1. Likewise, εα˙β˙ does not provide a
map between 2¯ and 2¯−1. Indeed, suppose that for every spinor ξα that transforms according
to 2 we have ξ˜α carrying the representation 2¯−1, so that
ξα
Q−→ ξ′α = Q βα ξβ and ξ˜α
Q−→ ξ˜′α = ξ˜β(Q−1) αβ . (8.5)
Then, inserting the relations ξ˜α = εαβξβ and ξ˜
′α = εαβξ′β into the definition of ξ˜
′α, given in
Eq. (8.5), we are led to
εαβ
(
Q σβ ξσ
)
= εβσξσ(Q
−1) αβ ⇒ εQ = (Q−1)t ε ⇒ (Q−1)t = εQ ε−1 ,
where in the first implication sign we have assumed the particular case in which ξσ is real,
so that it commutes with Q. However, the latter relation is not true for an arbitrary Q ∈
SL(2;H). For example, if we take Q = diag(cos θ+ I sin θ, cosϕ+J sinϕ) we can check that
(Q−1)t 6= εQ ε−1. This proves that although the map
ξα χβ˙ → χ˜α˙ ξ˜β
does, indeed, connect an object on the representation 2⊗ 2¯ to an object on the representation
2¯
−1 ⊗ 2−1, it is not true that the map ξα → ξ˜α connects the representations 2 and 2−1.
Up to now, we have digressed about the map A→ A˜ just in the case in which the matrix
A is hermitian. What about non-hermitian matrices? In other words, is this map defined
for general tensors in the representations 2 ⊗ 2¯ and 2¯−1 ⊗ 2−1? The answer can be yes or
no, depending on what is meant by such a map. First of all, based on the hermitian case,
more precisely due to Eqs. (8.1) and (8.4), we could generalize the map ∼ to act in a general
matrix A in the following ways: 
(i) : A˜ = −∆(A)A−1 ,
(ii) : A˜ = εAt ε ,
(iii) : A˜ = εA ε .
(8.6)
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Note that in the first map we have wrote ∆(A) instead of det(A), differently from Eq.
(8.1). The reason for this change is that, as previously argued, the operation det(A) is not
well defined for a general matrix A, rather ∆(A) is the unique reasonable generalization of
determinant for quaternionic matrices. When A is hermitian, the three definitions in Eq.
(8.6) coincide. However, for a general case they all differ. Let us start analysing the option
(i). As defined in (i), the map ∼ takes the representation 2 ⊗ 2¯ into 2¯−1 ⊗ 2−1 and vice
versa, which is a desirable property. However, in spite of the fact that (˜λA) = λA˜ for any
λ ∈ R, this map is not linear on the components of A, rather it is a fractional relation that
is homogeneous of degree 1 on the entries of A. Therefore, from the group theory point
of view, such a map does not provide an equivalence relation between the representations
2⊗ 2¯ and 2¯−1 ⊗ 2−1 of SL(2;H). On the other hand, whereas the options (ii) and (iii) for
the map ∼ are clearly linear functions of the entries of A, they do not map elements in the
representation 2⊗ 2¯ into objects that transform according to 2¯−1 ⊗ 2−1, and vice versa. In
order to understand this assertion, let us suppose that A˜ = εA⋄ε, where the operation ⋄ is
either transposition or quaternionic conjugation. Then, if A carries the representation 2⊗ 2¯
of SL(2;H), it follows A˜ will transform as
A
Q−→ A˜′ = ε (A′)⋄ ε = ε (QAQ†)⋄ ε .
On the other hand, if A˜ is on the representation 2¯−1 ⊗ 2−1 then it should transform as
A
Q−→ A˜′ = Q†−1A˜Q−1 = Q†−1εA⋄ εQ−1 .
Thus, equating both expressions for A˜′ we end up with the following identity
ε (QAQ†)⋄ ε = Q†−1εA⋄ εQ−1 , (8.7)
which should be valid for an arbitrary A ∈ M(2;H) and an arbitrary Q ∈ SL(2;H). As a
sidenote, note that on the left hand side of the above equation we cannot replace (QAQ†)⋄ by
Q†⋄A⋄Q⋄, since this property holds neither for transposition nor for quaternionic conjugation
when the matrices have quaternionic entries. However, as a matter of fact, the identity (8.7)
is not true. For example, assuming
A =
[
0 I
0 0
]
and Q =
[
1 J
0 1
]
one can check that the equality (8.7) does not hold. Nonetheless, in the special case in which
A is hermitian, it can be proved that Eq. (8.7) is valid for any choice of Q ∈ SL(2;H).
The proof of the latter assertion is somehow involved and the easier path to attain it is by
assuming that Q = I2 + κL, where κ is an infinitesimal real parameter and L is an arbitrary
element of the Lie algebra of SL(2;H), namely L is an arbitrary element of M(2;H) such
that Rtr[L] = 0. Summing up, we conclude that none of the definitions (ii) and (iii) for
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the map ∼ yield a map that connects the representations 2 ⊗ 2¯ and 2¯−1 ⊗ 2−1. Thus, the
map ∼ lead to an equivalence between the these two representations only when restricted to
hermitian matrices, but not otherwise. In particular, the anti-hermitian representations 10
and 10′, defined in Sec. 6, are not equivalent.
9 Bivectors and 3-vectors
Now that we know how to represent vectors in the quaternionic spinorial formalism, we should
move on and try to obtain the spinorial representations carried by arbitrary tensors. Since
any tensor T µ1···µn can be spanned by the tensor product of vectors, the task should be simple.
Nevertheless, as previously explained, most tensors cannot be represented in a covariant way
in this quaternionic spinorial formalism. Indeed, the only tensor representations that are
covariant and take full advantage of the quaternionic formalism are the ones displayed in Eq.
(5.7). In this section we shall prove that these representations comprise exactly the vectors,
bivectors, and 3-vectors. More explicitly, these representations decompose in the following
irreducible parts: 
Tαβ˙ : 2⊗ 2¯ = 6⊕ 10 ,
T βα : 2⊗ 2−1 = 15⊕ 1 ,
T α˙β : 2¯−1 ⊗ 2−1 = 6˜⊕ 10′ ,
T α˙
β˙
: 2¯−1 ⊗ 2¯ = 1˜5⊕ 1 .
(9.1)
As already proved, the representations 6 and 6˜ are equivalent to each other and they represent
the vectors in the spinorial formalism. In this section we shall see that 15 and 1˜5 are also
equivalent to each other and they represent bivectors, i.e. skew symmetric tensors of rank two
(Bµν = B[µν]). In turn, the 3-vectors, which are totally skew symmetric tensors of rank three
(T µνλ = T [µνλ]), carry the representation 10 ⊕ 10′. Once proved the latter assertions, we
have accomplished the task of giving a meaning for all irreducible representations displayed
on the right hand side of Eq. (9.1). We should not bother about the representation 1, which
is just the trivial representation, i.e. the objects carrying such representation are invariant
under the action of the group, also known as scalars.
In six dimensions the number degrees of freedom of a bivector, namely a skew symmetric
tensor of rank two Bµν = −Bνµ, is 15. This is exactly the dimension of the representations
15 and 1˜5. Moreover, in any dimension different from 4, the bivectors carry a representation
of the Lorentz group that is irreducible. Therefore, it is reasonable to guess that the spinorial
representation of the bivectors of SO(5, 1) is given by 15 or by 1˜5. Indeed, there are several
ways to arrive at this conclusion. For instance, since the generators of the orthogonal groups,
like SO(5, 1), are the bivectors, it follows that the generators of the spin group must carry
the same spinorial representation of the bivectors. As previously proved, the generators
of SL(2;H) are matrices whose real part of the trace must vanish, in accordance with the
definition of the representations 15 and 1˜5. Note also that the elements of the group, and,
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therefore, the elements of the Lie algebra as well, when acting on a spinor must yield a
spinor of the same type, by the very definition of the spinorial representations. Thus, when
acting on a spinor ψα, that carries the representation 2, a bivector must yield a spinor on
the same representation. Taking into account that the action of the group on this spinorial
representation is on the left, we conclude that the bivector must have the index structure
B βα , so that when acting on ψα by the left we have B
β
α ψβ, which is an object on the
representation 2. Likewise, the same bivector when acting on a spinor φα, that carries the
representation 2−1, yields φβB αβ , since for this representation the action is on the right.
Thus, we conclude that the bivectors are represented in the spinorial formalism by objects
with the index structure B βα and such that Rtr(B) = 0. This proves that bivectors carry
the representation 15. However, we could also consider the action of the Lie algebra, i.e. the
action of the bivectors, on the spinors ξα˙ and ϕ
α˙, carrying the representations 2¯ and 2¯−1. In
the latter case, in order to preserve the spinor type, the element of the Lie algebra must have
the index structure Bα˙
β˙
, namely it must be on the representation 1˜5. Thus, we conclude
that bivectors must carry both representations 15 and 1˜5.
A spin off of the above reasoning is that the representations 15 and 1˜5 must be equiv-
alent to each other. In fact, this is an immediate consequence of the fact that these two
representations are related to each other by means of the hermitian conjugation:
B βα
†−→ (B†)β˙α˙ ,
where Eq. (4.6) has been used. However, what is more interesting about this equivalence is
that it can be seen as a consequence of the map ∼. Let us prove this. If V µ and W µ are
vectors, their index structures in the spinorial formalism are Vαβ˙ and Wαβ˙ or, equivalently,
using the representation 6˜ instead of 6, V˜ α˙β and W˜ α˙β. The only natural way to generate
the spinorial representation of bivector (V ∧W )µν , i.e. an object with the index structure
(V ∧W ) βα , that is bilinear and skew symmetric in V and W is the following:
(V ∧W ) βα = c
(
Vαγ˙ W˜
γ˙β −Wαγ˙ V˜ γ˙β
)
, (9.2)
with c being some real constant. This constant is somehow arbitrary, so that henceforth we
will set c = 1. However, instead of using the representation 15 to write the bivector we could,
equivalently, use the representation 1˜5, in which case we would have
(V˜ ∧W )α˙
β˙
=
(
V˜ α˙γWγβ˙ − W˜ α˙γVγβ˙
)
. (9.3)
Assuming that V = σµ and W = σν , for all possible values of µ, ν, we can check that these
expressions for the spinorial representation of (V ∧W )µν both have traces whose real parts
vanish, as it should happen. Now, taking the hermitian conjugate of Eq. (9.2) we are led to[
(V ∧W )†
]β˙
α˙
=
(
(W˜ †)β˙γ(V †)γα˙ − (V˜ †)β˙γ(W †)γα˙
)
=
(
W˜ β˙γVγα˙ − V β˙γWγα˙
)
,
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where in the last step it has been used that vectors are represented in the spinorial formalism
by hermitian matrices. Now, comparing the latter equation with (9.3), we conclude that if
the matrix B transforms according to 15 and is the spinorial representation of a bivector
Bµν , then the matrix B˜ which carries the representation 1˜5 and represents the same bivector
is related to B† by the following relation:
B˜ = −B† . (9.4)
This proves that the equivalence of the representations 15 and 1˜5, which comes from the
hermitian conjugation, is associated to the map ∼ that connects the vector representations
6 and 6˜. Note that the index contractions on the right hand side of Eqs. (9.2) and (9.3) are
just the matrix multiplications, so that these equations can be elegantly written omitting the
indices as follows:
V ∧W = V W˜ −WV˜ and V˜ ∧W = V˜ W − W˜V . (9.5)
From the latter expression for the spinorial representation of bivectors, it is natural to
guess that 3-vectors should be somehow related to the expressions
V ∧W ∧ Z = V W˜Z − ZW˜V +WZ˜V − V Z˜W + ZV˜ W −WV˜ Z . (9.6)
The index structure of the above object is (V ∧W ∧Z)αβ˙. Taking the hermitian conjugate of
the above expression and using the fact that vectors are represented by hermitian matrices,
we easily find that
(V ∧W ∧ Z)† = −(V ∧W ∧ Z) . (9.7)
so that such object carries the representation 10, see Eqs. (6.3) and (9.1). However, at
this point a red light of caution might turn on, since in six dimensions a general 3-vector
has 20 degrees of freedom while the representation 10 can only accommodate 10 degrees of
freedom. The solution to this puzzle is that in six dimensions the Hodge dual operation
maps 3-vectors into 3-vectors and canonically split the 20-dimensional space of 3-vectors into
the direct sum of two 10-dimensional spaces, namely the space of self-dual 3-vectors and the
space of anti-self-dual 3-vectors. Each of these subspaces carry an irreducible representation
of the Lorentz group. Explicitly, we have that if T is some 3-vector and ⋆T is its Hodge dual
then
T µνλ︸ ︷︷ ︸
20
= (T+)µνλ︸ ︷︷ ︸
10
+ (T−)µνλ︸ ︷︷ ︸
10
, where T± ≡ 1
2
(T ± ⋆T ) .
Using the fact that ⋆(⋆T ) = T , one can check that T+ and T− are self-dual and anti-self-dual
respectively, i.e. ⋆T± = ±T±. Thus the spinorial representation given in Eq. (9.6) account
just for half of the degrees of freedom of the 3-vector, let us say the self-dual part. The other
half should be on the representation 10′, which is defined as the anti-hermitian part of the
representation 2¯−1 ⊗ 2−1 and is not equivalent to the representation 10. The representation
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10
′ should account to the spinorial representation of the anti-self-dual part of 3-vector and
the element of M(2;H) that represents this part is given by
V ∧W ∧ Z = V˜ W Z˜ − Z˜W V˜ + W˜ZV˜ − V˜ ZW˜ + Z˜V W˜ − W˜V Z˜ . (9.8)
Note, in particular, that the expression on the right hand side of the above equation has
the index structure (V ∧W ∧ Z)α˙β and can be checked to be an anti-hermitian matrix, in
accordance with the assertion that it belongs to the representation 10′.
In Eqs. (9.6) and (9.8) we have used the same symbol, namely V ∧ W ∧ Z, to refer
to two different and independent parts of the 3-vector (V ∧W ∧ Z)µνλ, which is certainly
not appropriate. In order to correct this unsuitable notation, let us define the spinorial
representation of the 3-vector T µνλ = (V ∧W ∧Z)µνλ by the pair of matrices (T+, T−) that
carries the representation 10⊕ 10′ and is defined by:{
(V ∧W ∧ Z)+ = V W˜Z − ZW˜V +WZ˜V − V Z˜W + ZV˜ W −WV˜ Z ,
(V ∧W ∧ Z)− = V˜ W Z˜ − Z˜W V˜ + W˜ZV˜ − V˜ ZW˜ + Z˜V W˜ − W˜V Z˜ . (9.9)
A question that can be raised at this point is how can we prove that the representation 10 is
connected to the self-dual part of the 3-vectors instead of the anti-self-dual part. The answer
is that the association of T+ to 10 and T− to 10′ is arbitrary, we could do the other way
around and say that T+ is in the representation 10′. But once we make a choice we must
stick to it. The reason for the arbitrariness is that the volume-form, which is used to define
the Hodge dual, is well defined only up to a sign, and a change in this sign swap the notions
of self-dual and anti-self-dual 3-forms. In this article we will make the choice of associating
the self-dual part to 10, as done in Eq. (9.9).
Aiming to give a concrete realization of the abstract concepts introduced in the present
section, we end up with a few explicit matrix representations of the bivectors and 3-vectors.
Denoting by {Eµ} the Lorentz frame adopted in the expansion of our vectors throughout the
text, i.e. assuming that the spinorial representation of Eµ is σµ (using the representation 6),
it follows that the spinorial representation of the bivector (E1 ∧ E2)µν is given by
(E1 ∧E2) βα = σ1σ˜2 − σ2σ˜1 = σ1σ2 − σ2σ1 =
[
−2K 0
0 −2K
]
.
Note that the trace of the latter matrix has vanishing real part, as it should. Analogously,
after some straightforward algebra, one can check that the spinorial representation of the
3-vectors (E1 ∧ E2 ∧ E3)µνλ and (E0 ∧ E1 ∧ E2)µνλ are respectively given by:
(E1 ∧E2 ∧ E3)+αβ˙ =
[
0 6
−6 0
]
, (E1 ∧ E2 ∧E3)− α˙β =
[
0 6
−6 0
]
, and
(E0 ∧ E1 ∧ E2)+αβ˙ =
[
−6K 0
0 −6K
]
, (E0 ∧ E1 ∧ E2)− α˙β =
[
6K 0
0 6K
]
.
Note that each 3-vector is represented by a pair of anti-hermitian matrices.
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10 A brief review of the SU(4) spinor formalism
As mentioned in the introduction section, the chiral spinors of six-dimensional Minkowski
space can also be written in terms of four-component objects over the complex field, instead
of using two-component quaternionic objects. Such approach comes from the fact that the
Spin group of R6 is SU(4) and by means of complexifying the space R6 we can handle the
case of Lorentz signature and, therefore, represent chiral spinors as objects with four complex
components, ψA (positive chirality) and φA (negative chirality) with A,B,C ∈ 1, 2, 3, 4. If
UAB is an element of SU(4), which can be associated to some Lorentz transformation, then
these spinors transform as follows:
ψA
U−→ UABψB and φA U−→ [(U−1)t] BA φB ,
In particular, one can check that ψAφA is invariant by the action of the spin group. A Dirac
spinor is then given by a pair of chiral spinors of different chiralities, namely Ψ = (ψA, φA).
In this SU(4) formalism, vectors are represented by objects with the index structure
V AB = V [AB] or, equivalently, by V˜AB = V˜[AB]. Indeed, as a check, note that these skew
symmetric objects have 6 degrees of freedom, since the indices A and B can assume four
possible values. The connection between these two forms of representing a vector is given by
the Levi-Civita symbol εABCD. More precisely, we have
V˜AB =
1
2
εABCDV
CD .
The inner product of two vectors V µ andW µ is given in this spinorial formalism by V ABW˜AB.
Since the matrices of SU(4) have unit determinant, it follows that the symbol εABCD is
invariant by the action of the spin group, just as the Minkowski metric is invariant by the
action of the Lorentz group.
Bivectors are represented by objects with the index structure BAB with vanishing trace,
i.e. BAA = 0. Such objects have 15 independent components and carry an irreducible
representation of SU(4), in accordance with the fact that in six dimensions the space of
bivectors is 15-dimensional and carries an irreducible representation of the Lorentz group. In
turn, 3-vectors are represented by a pair of symmetric objects, (TAB , TAB), where T
AB =
T (AB) and TAB = T(AB). A 3-vector such that TAB vanishes is said to be self-dual, whereas
a 3-vector of the form (0, TAB) is anti-self-dual.
Since a general chiral spinor has four components, a frame of spinors of positive chirality
must be comprised by four elements, let us denote these spinors by {χA1 , χA2 , χA3 , χA4 } = {χAa },
where a, b ∈ {1, 2, 3, 4} label the spinors of the frame. Thus, a general spinor of positive
chirality can be spanned as
ψA = ca χAa ,
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where ca are complex constants. In the same fashion, we can introduce a frame of spinors of
negative chirality {ζaA}, so that a general spinor of negative chirality can be written as
φA = ca ζ
a
A .
We shall choose the latter frame as being dual to the former, i.e. we shall assume that
χAa ζ
b
A = δ
b
a . By forming skew symmetric products of the frame elements we can then
generate a frame of vectors:
eAB1 = χ
A
[1χ
B
2] , e
AB
2 = χ
A
[1χ
B
3] , e
AB
3 = χ
A
[1χ
B
4] ,
θ1AB = χA[3χ
B
4] , θ
2AB = χA[4χ
B
2] , θ
3AB = χA[2χ
B
3] . (10.1)
This is a, so called, null frame, since all vectors are null. In fact, it is simple matter to
prove that any vector that is the skew symmetric product of two spinors, V AB = χ[AξB] is
light-like. More precisely, the only nonvanishing inner products of the latter vector frame are
e µi θ
j
µ = e
AB
i θ˜
j
AB =
1
2
δ ji . (10.2)
We can also lower the pair of spinorial indices of the vector frame and then write the result
in terms of the frame of spinors of negative chirality, with the final result being given by
e˜1AB = ζ
[3
Aζ
4]
B , e˜2AB = ζ
[4
Aζ
2]
B , e˜3AB = ζ
[2
Aζ
3]
B
θ˜1AB = ζ
[1
Aζ
2]
B , θ˜
2
AB = ζ
[1
Aζ
3]
B , θ˜
3
AB = ζ
[1
Aζ
4]
B . (10.3)
At this point it is worth stressing that although we can lower or raise a pair of skew symmetric
spinorial indices by means of the Levi Civita symbol, there is no canonical way of converting
a lower spinorial index into an upper spinorial index, i.e. the objects ψA and φA carry
independent representations of SU(4), just as the representations 2 and 2¯−1 are inequivalent
representations of SL(2;H).
Bivectors and 3-vectors can also be written using these frames of spinors. For instance,
the bivectors (e1 ∧ e2)µν and (e1 ∧ θ1)µν have the following spinorial representations in the
SU(4) spinorial formalism [8, 14]1:
(e1 ∧ e2)AB = χA1 ζ4B ,
(e1 ∧ θ1)AB = 12
(
χA1 ζ
1
B + χ
A
2 ζ
2
B − χA3 ζ3B − χA4 ζ4B
)
.
(10.4)
1Here we have multiplied the bivector representations BAB adopted in Refs. [8, 14] by a global factor of
−4. This global factor was arbitrarily chosen in these references and here it is conveniently redefined.
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In the same vein, the 3-vectors (e1∧e2∧e3)µνλ and (e1∧e2∧θ2)µνλ are given in the spinorial
formalism by2:
(e1 ∧ e2 ∧ e3)+AB = −3χA1 χB1 , (e1 ∧ e2 ∧ e3)−AB = 0 ,
(e1 ∧ e2 ∧ θ2)+AB = 3χA(1 χB2) , (e1 ∧ e2 ∧ θ2)−AB = −3ζ
(1
A ζ
4)
B .
(10.5)
These basic tools of the SU(4) spinorial formalism are enough in order to make the bridge
between this approach and the SL(2;H) spinorial formalism, a task that will be tackled in the
sequel. For more details on the SU(4) spinorial approach, the reader is referred to [8–13, 15].
11 Constructing vectors from a pair of spinors
In the latter section, we have discussed that given a pair of chiral spinors with the same
chirality in the SU(4) spinorial formalism, let us say ψA and φA, we can always take the
skew symmetric part of their product and then generate a vector, V AB[ψ,φ] = ψ
[AφB]. Besides,
it turns out that this vector is always null. In fact, one can check that in such formalism a
vector is light-like if, and only if, it can be written as ψ[AφB] for some pair of spinors ψA
and φA. Hence, an analogous construction must also be possible in the quaternionic spinorial
formalism adopted in this article. In the present section we will show that this is indeed
the case, i.e. we will show how to construct a vector from a pair of chiral spinors in the
quaternionic approach.
Now let us return to the quaternionic spinorial formalism. Consider a pair of chiral
spinors Ψ and Φ, let us say carrying the representation 2. Then, just as happens in the
SU(4) spinorial formalism, we must be able to construct a vector V[Ψ,Φ] with the following
properties: 
(i) V[Ψ,Φ] is bilinear in Ψ and Φ ,
(ii) V[Ψ,Φ] = −V[Ψ,Φ] ,
(iii) V[Ψ,Φ] is an hermitian element of M(2;H) ,
(iv) det(V[Ψ,Φ]) must vanish .
The constraints (i) and (ii) comme from the fact that they hold in the SU(4) formalism, since
V AB[ψ,φ] = ψ
[AφB], while properties (iii) and (iv) follow from the fact that in the quaternionic
formalism vectors are represented by hermitian matrices and that light-like vectors (which is
the case of V AB[ψ,φ] = ψ
[AφB]) are represented by matrices with vanishing determinant.
The most general way of building an hermitian matrix that is bilinear in Ψ and Φ is
given by
V[Ψ,Φ] =
1
2
F
(
ΨGΦ†
)
H +
1
2
H†
(
ΦG†Ψ†
)
F † (11.1)
2Again, the definitions of T+AB and T−
AB
differ from the ones adopted in Ref. [14] by a global multiplicative
factor of −3, which is of no fundamental relevance.
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with F , G, and H being fixed 2× 2 quaternionic matrices. Then, properties (i) and (iii) are
automatically satisfied once the expression (11.4) is assumed for V[Ψ,Φ]. The global factor of
1/2 in the above expression could obviously have been absorbed in G, but we made it explicit
for future convenience. It is simple to check that any element of M(2;H) can be written as a
real number times an SL(2;H) matrix. Doing this for the matrices F and H and absorbing
the real multiplicative factors into G it follows that we can, without loss of generality, assume
that F and H are both elements of SL(2;H). Moreover, choosing H and G to be such that
H = F † and G† = −G
it follows that
V[Ψ,Φ] =
1
2
F
(
ΨGΦ† −ΦGΨ†
)
F † , (11.2)
which automatically obeys the desired property (ii). In addition, defining Ψ′ = FΨ and
Φ
′ = FΦ, which amounts to a Lorentz transformation on the spinors, it follows that the
latter expression can be written as
V[Ψ,Φ] =
1
2
(
Ψ
′GΦ
′ † −Φ′GΨ′ †
)
. (11.3)
This proves that by means of choosing a convenient Lorentz frame we can always get rid of the
matrix F in Eq. (11.2). Hence, for convenience, we shall assume F = I2. It then remains to
impose the condition (iv), namely that the matrix V[Ψ,Φ] have vanishing determinant, which
will constrain the matrix G. As we shall see in the sequel, it turns out that a solution is still
possible in the particular case G = gI2, where g is some quaternionic number. Therefore,
henceforth we shall adopt the following expression for V[Ψ,Φ]:
V[Ψ,Φ] =
1
2
(
ΨgΦ† −ΦgΨ†
)
. (11.4)
The property G† = −G now translates to the condition that g is purely quaternionic, namely
g¯ = −g.
Now, defining the components of the spinors Ψ and Φ to be
Ψ =
[
a
b
]
and Φ =
[
c
d
]
,
where a, b, c and d are quaternionic numbers, it follows that the determinant of V[Ψ,Φ] is
given by
det(V[Ψ,Φ]) =
1
4
(agc¯− cga¯)(bgd¯− dgb¯)− 1
4
(bgc¯− dga¯)(agd¯− cgb¯) . (11.5)
Distributing the products in the latter equation, we end up with eight terms and just one
of them is quadratic in a, which means that this term should vanish independently from
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the others, since such determinant must vanish for arbitrary values of a, b, c and d. The
mentioned term is given by 14g
2|a|2|d|2, so that we conclude that g2 should vanish. Inter-
estingly, assuming g2 = 0, along with the previous constraint g¯ = −g, it can be proved that
the identity
g a b¯ g c+ g b c¯ g a− g a c¯ g b = 0 , (11.6)
holds for any a, b, c ∈ H. This identity, in turn, implies that det(V[Ψ,Φ]) vanishes. Therefore,
V[Ψ,Φ] given in Eq. (11.4) obeys all the desired properties (i)− (iv) as long as g obeys to the
following constraints:
g¯ = −g and g2 = 0 . (11.7)
In particular, this implies that g¯g = 0, whose unique solution on the quaternions is g = 0.
However, working in the complexified quaternions there exist nontrivial solutions for this
constraint, as exemplified by g = 1+ iJ . This is just a particular solution for the constraints
(11.7), with the general solution being
g = g1I + g2 J + i
√
g21 + g
2
2 K , (11.8)
where g1 and g2 are arbitrary complex numbers with respect to the imaginary unit i. Thus,
our final expression for V[Ψ,Φ] is given by Eq. (11.4) with g being given by (11.8).
Note that here we have supposed that the spinors used to build the vector have positive
chirality, i.e. carry the representation 2. Nevertheless, in the SU(4) formalism we can also
use a pair of negative chirality spinors to build a null vector. Likewise, if Ψ and Φ are now
are assumed to be spinors of negative chirality in the SL(2;H) formalism, i.e. spinors that
carry the representation 2¯−1, then the same expression (11.4) can also be used to build a
vector. In this case, the object V[Ψ,Φ] will be on the representation 6˜.
12 The bridge between the SL(2;H) and the SU(4) spinors
It turns out that a quaternionic degree of freedom can be consistently encoded in a pair of
complex numbers. More explicitly, given a quaternion
a = amqm = a
1I + a2J + a3K + a4 ,
it can be conveniently written as
a = (a4 + a1I) + (a2 + a3I)J = z1 + z2 J , (12.1)
where z1 and z2 are the “complex” numbers given by z1 = a4+a1I and z2 = a2+a3I . Thus,
knowing the pair of “complex” numbers (z1,z2) is equivalent to knowing the quaternion a.
This simple observation is the key to connect the two-component quaternionic spinorial for-
malism to the four-component SU(4) spinorial formalism. Before proceeding, let us mention
that here by a complex number (without quotes) it always meant one with respect to the
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imaginary unit i, like z = r1 + ir2, where r1 and r2 are real numbers. On the other hand,
the denomination “complex” (under quotes) refer to the case in which the imaginary unit is
assumed to be I, so z = r1 + Ir2 is a “complex” number.
Using the decomposition (12.1) in the SL(2;H) formalism, it follows that a general spinor
on the representation 2 can be written as
Ψ =
[
z1 + z2J
z3 + z4J
]
= zaΨa ,
where za are “complex” numbers with respect to the imaginary unit I and Ψa is the following
frame:
Ψ1 =
[
1
0
]
, Ψ2 =
[
J
0
]
, Ψ3 =
[
0
1
]
, Ψ4 =
[
0
J
]
.
This shows how two quaternionic components can be associated to four complex numbers.
However, instead of using {Ψa} as a frame for the for the SL(2;H) spinors, it is more conve-
nient for our purpose to adopt the frame {χa} defined by:
χ1 =
√
2√
g0 − g1
[
i s
0
]
, χ2 =
√
2√
g0 + g1
[
s¯
0
]
,
χ3 =
√
2√
g0 + g1
[
0
i s¯
]
, χ4 =
√
2√
g0 − g1
[
0
s
]
,
where
s ≡ 1
2
(1 + iJ) and g0 ≡
√
g21 + g
2
2 .
In this frame, a general spinor on the representation 2 is written as Ψ = wa χa. The reason
for using the frame {χa}, which uses the imaginary unit i in its definition, instead of using
the simpler frame {Ψa} is that, as previously explained, the SL(2;H) approach is naturally
designed for the Lorentzian signature, whereas the SU(4) spinorial formalism is related to
the Euclidean signature, with the Lorentzian case obtained only after a complexification.
The latter frame is the bridge that links the representation 2 of SL(2;H) to the rep-
resentation carried by the spinors of positive chirality of SU(4). Indeed, the spinors χa of
SL(2;H) should be identified with the spinors χAa of SU(4), that have been introduced in
Sec. 10. In particular, now we can construct the null frame of vectors, introduced in Eq.
(10.1), in terms of the SL(2;H) spinors by means of Eq. (11.4). In order to do so, it is handy
to use to the identities
s g s =
g2
2
(J − i) , s¯ g s¯ = g2
2
(J + i) ,
s¯ g s =
g0 + g1
2
(I + iK) , s g s¯ =
g1 − g0
2
(I − iK) ,
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which can be easily checked. The quaternion s also obeys the interesting identities ss¯ = 0
and sn = s. Thus, for instance, the null vector eµ1 , whose spinorial representation in the
SU(4) formalism is given by χA[1χ
B
2], is built in the SL(2;H) approach by means of Eq. (11.4),
which yields
e1 = V[χ1,χ2] =
1
2
(
χ1 g χ
†
2 − χ2 g χ†1
)
= χ[1 g χ
†
2] =
1
2
(σ5 + σ0) .
Likewise, we can obtain the matrices that represent the other elements of the frame. The
final result is given by
e1 = χ[1gχ
†
2] =
1
2(σ5 + σ0) , e2 = χ[1gχ
†
3] =
1
2(σ2 + iσ4) , e3 = χ[1gχ
†
4] =
1
2 (σ3 + iσ1) ,
θ1 = χ[3gχ
†
4] =
1
2(σ5 − σ0) , θ2 = χ[4gχ†2] = 12 (σ2 − iσ4) , θ3 = χ[2gχ†3] = 12(σ3 − iσ1) .
In particular, we can check that all vectors of the frame {ei, θi} are null and that the only
nonvanishing inner products are
e µi θ
j
µ =
1
2
δ ji ,
in perfect accordance with Eq. (10.2). Note also that the latter frame obeys the following
reality conditions:
e⋆1 = e1 , θ
1 ⋆ = θ1 , e⋆2 = θ
2 , e⋆3 = θ
3 ,
which means that the metric has Lorentzian signature, as it should.
We have defined the frame for the positive chirality spinors, {χa}, which carry the rep-
resentation 2 and are the analogous of the spinors χ Aa in the SU(4) formalism. Now, it
remains to introduce the frame of negative chirality spinors, which is the SL(2;H) analogue
of the spinors ζaA of SU(4). Aiming that each vector V˜ , carrying the representation 6˜ in the
SL(2;H) formalism, should be associated to the corresponding vector with down indices in
the SU(4) approach, namely V˜AB, it follows that the suitable choice of basis is
ζ1 =
√
2√
g0 + g1
[
s¯
0
]
, ζ2 =
√
2√
g0 − g1
[
−is
0
]
,
ζ3 =
√
2√
g0 − g1
[
0
−s
]
, ζ4 =
√
2√
g0 + g1
[
0
is¯
]
.
Indeed, with this choice of frame we obtain the following vector frame that is the SL(2;H)
analogous of the frame (10.3) defined in the SU(4) formalism:
e˜1 = ζ
[3gζ4]† = 12 (σ˜5 + σ˜0) , e˜2 = ζ
[4gζ2]† = 12(σ˜2 + iσ˜4) , e˜3 = ζ
[2gζ3]† = 12(σ˜3 + iσ˜1) ,
θ˜1 = ζ [1gζ2]† = 12 (σ˜5 − σ˜0) , θ˜2 = ζ [1gζ3]† = 12(σ˜2 − iσ˜4) , θ˜3 = ζ [1gζ4]† = 12(σ˜3 − iσ˜1) .
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Let us compare the expressions for the frame vectors in the SL(2;H) and SU(4) spinorial
formalisms: 
SU(4) : V AB = χ A[a χ
B
b] and V˜AB = ζ
[a
A ζ
b]
B ,
SL(2;H) : V = χ[a g χ
†
b] and V˜ = ζ
[a g ζb]† .
Note that the expressions in the two approaches are almost identical, with the only differences
being that in the SL(2;H) formalism we need to put the quaternion g between the spinors
and we must take the hermitian conjugation of the spinor on the right hand side of the matrix
multiplication. The latter fact is of great technical importance, since a vector is represented
by a 2×2 matrix in the SL(2;H) approach and in order to generate such a matrix we need to
multiply a column matrix on the left to a row matrix on the right, reason why the hermitian
conjugation is essential. It turns out that the resemblance between these different formalisms
does also hold also when dealing with bivectors and 3-vectors. More precisely, the following
expressions hold:
SU(4) : BAB = χ
A
a ζ
b
B ⇒ SL(2;H) : B = χa g ζb
†
,
SU(4) : T+AB = χ A(a χ
B
b) ⇒ SL(2;H) : T+ = χ(a g χ†b)
SU(4) : T−AB = ζ
(a
A ζ
b)
B ⇒ SL(2;H) : T− = ζ(a g ζb)† ,
(12.2)
Thus, for instance, as shown in Eq. (10.4), the bivector (e1 ∧ e2)µν is represented in the
SU(4) formalism by χ A1 ζ
4
B. Our claim in Eq. (12.2) is that the SL(2;H) representation of
(e1 ∧ e2)µν should then be given by
e1 ∧ e2 = χ1 g ζ4† = 2
g2
[
i s
0
]
g
[
0 is
]
=
[
0 i− J
0 0
]
. (12.3)
On the other hand, as discussed in Sec. 9, in the SL(2;H) approach the bivector (e1 ∧ e2)µν
should be represented by the following matrix:
e1 ∧ e2 = e1 e˜2 − e2 e˜1 , (12.4)
So, using the expressions
e1 =
1
2
(σ5 + σ0) , e˜1 =
1
2
(σ5 − σ0) , e2 = e˜2 = 1
2
(σ2 + iσ4) ,
one eventually find that the matrix e1 ∧ e2 is given by
e1 ∧ e2 = 1
2
(σ5 + σ0)(σ2 + iσ4) =
[
0 i− J
0 0
]
, (12.5)
which is in perfect accordance with Eq. (12.3). Likewise, using the procedure stated in Eq.
(12.2) we can compute the representation of 3-vectors in the SL(2;H) approach. For instance,
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as shown in Eq. (10.5), the self-dual part of the 3-vector (e1∧e2∧e3)µνλ is represented in the
SU(4) spinorial formalism by −3χ A1 χ B1 , whereas its anti-self-dual part vanishes. Therefore,
we should have that
(e1 ∧ e2 ∧ e3)+ = −3χ1 g χ†1 = −3
[
I − iK 0
0 0
]
,
(e1 ∧ e2 ∧ e3)− =
[
0 0
0 0
]
.
(12.6)
On the other hand, we have seen in Sec. (9) that the representation of such a 3-vector in the
SL(2;H) formalism should be given by:{
(e1 ∧ e2 ∧ e3)+ = e1e˜2e3 − e3e˜2e1 + e2e˜3e1 − e1e˜3e2 + e3e˜1e2 − e2e˜1e3 ,
(e1 ∧ e2 ∧ e3)− = e˜1e2e˜3 − e˜3e2e˜1 + e˜2e3e˜1 − e˜1e3e˜2 + e˜3e1e˜2 − e˜2e1e˜3 .
Inserting the explicit expressions for the matrices ei and e˜i in the latter equations we even-
tually find that
(e1 ∧ e2 ∧ e3)+ = −3
[
I − iK 0
0 0
]
and (e1 ∧ e2 ∧ e3)− =
[
0 0
0 0
]
,
which is in full agreement with Eq. (12.6).
In the SU(4) approach, the spinors of positive and negative chirality can be contracted
yielding a scalar. In particular, the contraction of the frame spinors gives
ζaA χ
A
b = δ
a
b . (12.7)
Therefore, an analogous relation should be valid for our frame. Taking into account the recipe
given in Eq. (12.2), there are two natural ways to generate a number from the SL(2;H) frame
spinors ζa and χb, namely
ζa † g χb and χ
†
b g ζ
a .
However, the latter matrix products will, in general, be a quaternion rather that a real or a
complex number. Therefore, in order to make contact with Eq. (12.7) we should take the
real part of such products. For instance, taking the real part of ζa†g χb yields:
R
[
ζa † g χb
]
=
1
2
(
ζa † g χb + χ
†
b g¯ ζ
a
)
=
1
2
(
ζa † g χb − χ†b g ζa
)
, (12.8)
where in the above equation R[a] stands for the real part of the quaternion a, i.e. R[a] =
1
2 (a + a¯). It has also been used that if a ∈ H then a† = a¯ and that g¯ = −g. It turns
out, however, that the expression (12.8) is not invariant by the action of the spin group and,
therefore, cannot be the SL(2;H) counterpart of ζaAχ
A
b . Indeed, applying an infinitesimal
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SL(2;H) transformation, Q = I2+κL, on the spinors ζa and χb, it follows that the variation
on the right hand side of Eq. (12.8), up to first order in κ, is given by
κ
2
[
ζa † (Lg − gL)χb + χ†b (L†g − gL†) ζa
]
,
which does not vanish for a general element of the Lie algebra L. Rather, in order to generate
the desired result, we should use the contractions
ζa † χb g and χ
†
b ζ
a g ,
with g at the right hand side instead of being in the middle of the spinors. Indeed, the latter
contractions are easily seen to be invariant under the action of the spin group, i.e. they are
true scalars. Moreover, computing the real part of ζa †χbg we have
R
[
ζa † χb g
]
= δ ab ,
which is the desired analogous relation (12.8). With this we have completed the bridge
between the two spinorial formalisms for six-dimensional Lorentzian spaces.
13 Conclusions
In this work we have shown how vectors, bivectors and 3-vectors of six-dimensional space-
times are represented in the SL(2;H) spinorial formalism. Vectors and bivectors had already
been considered in this formalism in Ref. [7], but here we follow step by step approach
in which the proper tensor representations carried by these geometrical objects is derived,
rather than stated. Moreover, we have pointed out that general tensorial objects built from
the fundamental representations of a quaternionic group do not carry a representation of the
group, contrary to what happens when groups are represented in vector spaces over real and
complex fields. In spite of the latter observation being quite basic and of broad application for
quaternionic groups, the authors are not aware of any previous acknowledgement of this fact
in the literature. In particular, this implies that simple tensorial objects in six-dimensional
spacetimes like a rank two symmetric and trace-less tensor and a rank four tensor with the
symmetries of the Weyl tensor, both of which carry irreducible representations of the Lorentz
group SO(5, 1), cannot be represented in this quaternionic spinorial formalism (at least not
in a covariant form, without introducing a frame of spinors). Therefore, we conclude that
the two-component spinorial formalism in six dimensions is not as advantageous as the two-
component spinorial formalism in four-dimensional spacetimes. Rather, we believe that for
most applications the four-component spinorial formalism, based on the SU(4) spin group,
is generally much more handy and could lead to more geometrical insights than the SL(2;H)
spinorial formalism presented here. The difficulties on the use of the quaternionic spinorial
formalism can be traced back to the fact that when we write a spinor as a two-component
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object it follows that each component is a quaternion, and each quaternion is associated to
a pair of complex numbers. Thus, it is like each component of the spinor field is actually
a field itself with two complex degrees of freedom. This is why the index formalism, as the
one developed by R. Penrose and W. Rindler in four dimensions [3], does not work in six
dimensions.
In spite of what was argued in the previous paragraph, there might exist some specific
applications in which the quaternionic method can be fruitful and even more elegant than
the SU(4) approach. This is why it is important to known how to connect the SL(2;H)
and the SU(4) approaches, which was done here in a covariant way for the first time in
the literature. A more rudimentary way of connecting these two spinorial approaches was
also pointed out in Ref. [7], but there a specific matrix representation of the quaternions
is used for this purpose. In particular, here we have seen the relevance of the quaternion g
(which obeys g¯ = −g and g2 = 0) in the transition between the two spinorial approaches,
whereas in Ref. [7] this object does appear. An example in which the SL(2;H) approach
might be more natural, and therefore more useful, than the SU(4) approach is in the study
of the the conformal group in four-dimensional spacetimes [45]. The reasoning is that the
Lorentz group is four dimensions, SO(3, 1), is contained in SL(2;C), while the conformal
group in four dimensions is given by SO(4, 2), which by means of complexification can be
associated to SO(5, 1) which is contained SL(2;H). Since SL(2;C) is trivially contained
in SL(2;H), it follows that through the quaternionic approach we can tackle the conformal
group in four dimensions with a clear distinction between the Lorentz group and the special
conformal transformations. Of course we could also consider the conformal group in terms of
SU(4) spinors, but in this formalism the subgroup of Lorentz transformations is not easily
and naturally identified. We intend to discuss about the four-dimensional conformal group
using the SL(2;H) formalism in a forthcoming work. Note that the complexification of the
Minkowski space performed here is of central importance in order to put forward the latter
research project. As far as we know, such complexification has not been discussed elsewhere.
Another advance accomplished by the present article is the physical interpretation of
the SL(2;H) transformations, which has been achieved here by means of studying the Lie
algebra of this spin group. It is worth stressing that the Lie algebra of SL(2;H) has also
been considered in Ref. [46], see also [47] for another signature, but the interpretation of the
generators of the group have not been given previously.
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