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Fractional quantum Hall effect in strained graphene: stability of Laughlin states in
disordered (pseudo)magnetic fields
Andrey A. Bagrov,1, ∗ Alessandro Principi,1, † and Mikhail I. Katsnelson1, ‡
1Institute for Molecules and Materials, Radboud University,
Heijndaalseweg 135, 6525 AJ, Nijmegen, The Netherlands
We address the question of the stability of the (fractional) quantum Hall effect (QHE) in presence
of pseudomagnetic disorder generated by mechanical deformations of a graphene sheet. Neglecting
the potential disorder and taking into account only strain-induced random pseudomagnetic fields,
it is possible to write down a Laughlin-like trial ground-state wave function explicitly. Exploiting
the Laughlin plasma analogy, we demonstrate that in the case of fluctuating pseudomagnetic fluxes
of relatively small amplitude both the integer and fractional quantum Hall effects are always stable
upon the deformations. By contrast, in the case of bubble-induced pseudomagnetic fields in graphene
on a substrate (a small number of large fluxes) the disorder can be strong enough to cause a glass
transition in the corresponding classical Coulomb plasma, resulting in the destruction of fractional
quantum Hall regime and in a quantum phase transition to a non-ergodic state of the lowest Landau
level.
Introduction—Massless Dirac fermions were discovered
[1, 2] in graphene via the observation of an unusual
(“half-integer”) quantum Hall effect (QHE) [1–7] which
is a manifestation of the existence of a topologically pro-
tected zero-energy Landau level [1, 4, 7]. This means
that this level is not broaden by any inhomogeneity of
the magnetic field. It was realized very soon after this
discovery [8] that inhomogeneities of the effective mag-
netic field are unavoidable in graphene, due to the effect
of pseudomagnetic fields induced by strain (for a review,
see Refs. [7, 9, 10]). In earlier works [8, 11] random
pseudomagnetic fields created by defects (such as intrin-
sic and extrinsic ripples) were considered. Later it was
theoretically predicted [12, 13] and experimentally con-
firmed [14] that (pseudo) Landau level quantization and
valley quantum Hall effect can be created in graphene
by external smooth deformation with a trigonal symme-
try, and that effective fields as high as hundreds of Tesla
may be easily reached in this way (an order of magni-
tude stronger than what may be observed in conventional
high-field magnetic laboratories).
The fractional quantum Hall effect (FQHE) has been
experimentally discovered in graphene and its observa-
tion reported in Ref. [15, 16]. A very natural and in-
teresting question is whether this state is also protected,
to some extent, with respect to inhomogeneities of the
(pseudo)magnetic field or not. Here we answer this ques-
tion within a framework of a model with random pseu-
domagnetic fields but assuming the absence of potential
disorder. In terms of deformations this means strong
shear deformations and no dilatation [7]. It was shown re-
cently [17] that at least in some graphene samples random
strain-induced pseudomagnetic fields is indeed the main
source of electron scattering and therefore the model may
be quite realistic.
The model of pseudomagnetic disorder—We neglect in-
tervalley scattering and model graphene as two indepen-
dent massless-Dirac-fermion systems, associated to the
valleys K and K ′ at the corner of its hexagonal Bril-
louin zone. The two valleys differ for the sign of the
strain-induced pseudomagnetic field they experience. A
trial wave function for the zero-energy Landau level of a
system of massless Dirac fermions in the presence of mag-
netic disorder can be constructed using the Aharonov-
Casher solution [18]. We will briefly recall this construc-
tion. Consider a single electron in the presence of an
arbitrary static magnetic field in the direction orthog-
onal to the graphene plane, B(r) = B(r)zˆ, and with
support over a finite region of the two-dimensional (2D)
space [here r = (x, y) is a 2D vector]. For given spin and
valley quantum numbers, its Hamiltonian reads
H = vσ ·
[
−i~∇− e
c
A(r)
]
(1)
where σ = (σx, σy) are Pauli matrices, v ≈ c/300 is
the Fermi velocity (here c is the speed of light in vac-
uum), and∇×A(r) = B(r)[5–7]. In the Coulomb gauge
[∇A(r) = 0], introducing a “magnetic scalar potential”
φ(r) we rewrite Aj(r) = −∂jφ(r), where j = x, y denotes
spatial directions. The magnetic scalar potential obeys
the equation
∇2φ(r) = B(r) . (2)
The off-diagonal component of the matrix Dirac equa-
tion for an electron in the zero-energy Landau level thus
becomes(
∂x + i∂y +
ie
~c
∂xφ(r) +
e
~c
∂yφ(r)
)
ψ(r) = 0. (3)
where ψ is one of the two components of Dirac spinor. We
remind the reader that the second component is exactly
zero, since states in the zero-energy Landau level are fully
pseudospin-polarized. Substituting the Ansatz
ψ(r) = e−
e
~cφ(r)f(r), (4)
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2Eq. (3) reduces to (∂x + i∂y) f(r) = 0, whose linearly in-
dependent solutions are simply the polynomials f(r) =
(x + iy)α with α a positive integer. The magnetic po-
tential φ(r) satisfies the Poisson-like Eq. (2) and can
therefore be written in terms of the 2D Green’s function
(∝ ln(r)) as
φ(r) =
1
2pi
∫
dr′B(r′) ln
( |r − r′|
r0
)
. (5)
Here r0 is an arbitrary length scale. For our purposes,
it is sufficient to study the case of a magnetic flux local-
ized within a small region. From now on we will use the
complex notation to denote the particle and flux posi-
tion, i.e. given r = (x, y) we define the complex position
z = x+iy. Then a spin-polarized electron in the presence
of a single flux located at z0 = x0+iy0 is described (up to
a normalization constant) by the following wavefunction
ψ(z) = |z − z0|−
Φ
Φ0 zα (6)
for distances bigger than the characteristic flux size r0,
i.e. |z − z0|  r0. Here Φ is the total value of the flux,
Φ0 =
2pi~c
e is the magnetic flux quantum, and α = 0, 1, . . .
parametrizes the angular momentum of the particle (α is
constrained to be smaller than Φ/Φ0 for the wave func-
tion to have a proper behavior at infinity). The effect
of different fluxes on the single-particle wave function is
clearly multiplicative.
The single-particle solution of (6) makes it clear how to
incorporate quenched (pseudo)magnetic fluctuations into
the structure of the many-body Laughlin-like wave func-
tion [19]. The quenched (pseudo)magnetic field δB(r)
can be decomposed as a set of random fluxes situated at
the points z˜j , j = 1, . . . , NΦ superimposed to the uni-
form magnetic field B0 = B0zˆ which is responsible for
the formation of the fractional state. In what follows we
will take the magnetic length lB =
√
~c/eB0 to be the
unit of length. Hence,
Ψ(z1, . . . zN ) =
N∏
i
NΦ∏
j
|zi−z˜j |Mj
N∏
k<l
(zk−zl)me
− 14
∑
n
|zn|2
,
(7)
where m is an odd positive integer. Any continuum dis-
tribution of the (pseudo)magnetic field can be described
in this way in the limit Φj → 0, NΦ →∞.
The square of this wave function can be viewed as the
partition function of a 2D Coulomb plasma moving on
a background of randomly distributed (quenched) point
charges, i.e. Z = ∫ dz1 . . . dzNe−H/m, where
H = −2m2
N∑
k<l
ln |zk − zl|+ m
2
N∑
n
|zn|2
+ 2m
N∑
i
NΦ∑
j
Φj
Φ0
ln |zi − z˜j | (8)
It was shown experimentally [17] that in many cases
the sources of pseudomagnetic field can be considered as
randomly distributed centers of deformations, in a qual-
itative agreement with the ripple model [11]. The typ-
ical size of these centers is much smaller than the dis-
tances between them, so we can effectively treat them as
point-like objects. The quenched pseudomagnetic disor-
der therefore emerges in a form of a set of highly localized
fluxes, and our problem reduces to the study of properties
of a correlated electron gas in presence of a random flux
distribution coexisting with a homogeneous background
magnetic field.
A disorder of a similar geometrical structure can be
observed in graphene sheet put on a substrate, e.g. plat-
inum surface [14]. When epitaxial graphene is grown on
such a substrate, bubbles of characteristic width about
10nm and height 2nm tend to form. In this case, the
number of fluxes is much smaller and the value of each
flux is much larger than in the case of rippled graphene.
For the sake of simplicity we assume that all pseudomag-
netic fluxes have the same value Φj = Φ.
A few comments are now in order. While the two
aforementioned types of disorder can be described by
the same formal model, they are pretty different on a
phenomenological level. First of all, inhomogeneities of
pseudomagnetic field in rippled graphene are normally
not very strong, with deviations |δB| ∼ 1T on a length
scale of l ∼ 1nm [8], resulting in very moderate flux val-
ues Φ ' 10−3Φ0. In contrast, nanobubbles observed in
graphene on a metal substrate lead to very strong pseu-
domagnetic fields, of the order of |δB| ∼ 300T, local-
ized within regions of characteristic size ∼ (5 − 10)nm
[14]. Hence, the corresponding fluxes are of the order of
Φ ∼ 10 − 15Φ0. Another fundamental difference is that
out-of-plane deformations of freely suspended graphene
(ripples) can occur in both direction, hence the signs of
Φj fluxes are randomly distributed, and each of them
acts as local repulsive or attractive potential on the par-
ticles of the associated classical plasma. On the other
hand, the fluxes due to nanobubbles are all of the same
sign, making the potential landscape for the Laughlin
plasma either purely repulsive or purely attractive (de-
pending on the relative sign of the background magnetic
field and of the fluxes). In what follows we mainly per-
form computations for the second case and demonstrate
that a transition of the liquid plasma to a glass state is
possible. The first case turns out to be more trivial due
to the weakness of the disorder, and it will be clear that
both integer and quantum Hall effects are insensitive to
deformations of this kind.
Discussion of the model—Great care should be taken
here. Since charge carriers belong to two different valleys
[7], the same bubble deformation of the graphene sheet
induces a flux co-directed with the background magnetic
field in one valley (which result in an attractive potential
for the classical plasma), and oppositely directed in the
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FIG. 1. The static structure factor S00(q) of short-range
(blue) and long-range (red) correlated pseudomagnetic dis-
order at packing ratio η = 0.07.
other valley. In the latter case it enters as a quenched
repulsive potential in the action of the classical plasma.
Since we allow for strong variations of (pseudo)magnetic
field, to stay within the regime of validity of the model
we need to make sure that these inhomogeneities never
lead to mixing between Landau levels (LLs). In the val-
ley where fluxes are co-directed with the background field
the problem is not expected to occur: while the lowest
Landau level (LLL) is protected upon variations of the
magnetic field, the gap between it and the next LL is
bounded from below by the corresponding homogeneous
value. In the other valley the situation is potentially
more dangerous, as the presence of oppositely directed
large magnetic fluxes may imply the existence of zero-
magnetic field lines in the sample and, possibly, regions
where LL merge. However, since the corresponding re-
gions act on classical particles in the Laughlin plasma as
strong repulsive potentials, on the quantum level we ex-
pect the system to avoid occupying states within these
domains, and the effect of level mixing should be mild.
Another potentially problematic aspect related to the
existence of B = 0 lines is the possibility of percolation
through the bulk of the sample that destroys the quan-
tization of the Hall conductivity [21]. But since we con-
sider only the case of small packing ratio η ≡ ρ0l2B , and
the distance between any two fluxes is much bigger than
their characteristic size, such a line is an isolated loop
circumventing a flux, and there is no chance of percola-
tion.
Plasma static structure factor—Having defined the
model, we can numerically calculate the static structure
factor of the Coulomb plasma, in the presence of a num-
ber of static (disorder) charges, by means of the replica
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FIG. 2. Static structure factors S(q) and pair correlation
functions g(r) (insets) of Laughlin plasma in presence of short-
range correlated magnetic disorder: the cases of repulsive
(top) and attractive (bottom) flux potentials.
Ornstein-Zernike equations derived for a partly quenched
two-component fluid in Ref. [22]. Referring the reader to
the original paper for a detailed discussion, hereafter we
just briefly quote the idea. In this language, the potential
landscape provided by pseudomagnetic fluxes can be im-
plemented as a frozen “liquid” whose direct (c00) and full
(h00) pair correlation functions (and thus the static struc-
ture factor S00 = 1 + ρ0h00) are fixed. The correlation
functions of the annealed component can be obtained by
solving the replicated system of equations
h01 = c01 + ρ0c00 ⊗ h01 + ρ1c01 ⊗ (h11 − h12), (9)
h11 = c11 + ρ0c01 ⊗ h01 + ρ1c11 ⊗ h11 − ρ1c12 ⊗ h12,
h12 = c12 + ρ0c01 ⊗ h01 + ρ1c11 ⊗ h12+
ρ1c12 ⊗ h11 − 2ρ1c12 ⊗ h12,
where the ⊗ symbol stands for convolution f ⊗ g =
4∫
f(r − r′)g(r′)d2r′. Here the index 0 denotes the
quenched component (i.e. the magnetic fluxes), while 1
and 2 refer to two replicas of the annealed one (the elec-
tron liquid). These equations are to be supplemented by
the closure relations. We use the hypernetted chain clo-
sure [19, 23], which has been proven to give very accurate
results for quantum Hall plasmas
hij(r) = exp (hij(r)− cij(r)− βvij(r))− 1, (10)
where βvij(r) are radially symmetric interaction poten-
tials (β = m is the inverse temperature of the classical
plasma), and replicas are required not to interact with
each other directly, i.e. v12(r) = 0. Here ρ0 is the den-
sity of pseudomagnetic fluxes which can be estimated as
follows. The typical background magnetic field which is
required to develop a ν = 13 FQHE state is B0 ' 15T
[16], hence lB ' 6 nm. In experiments on graphene on a
platinum substrate, a density of nanobubbles of about 5
per 2500 nm2 [14] was observed, which in rescaled units
would correspond to ρ0 ' 0.07 lB−2. The particle density
of itinerant electrons is instead fixed to ρ1 = 1/(2pil
2
Bm)
in a Laughlin state with the corresponding filling factor
ν = 1/m. Hereafter we set the magnetic length lB = 1
for convenience.
Before proceeding with solving (9) we have to fix the
static structure factor S00(q) of the pseudomagnetic dis-
order. While it is not known at all momentum scales,
there are two qualitatively distinct cases that correspond
to different behavior at small wave vectors. Inhomo-
geneities of the pseudomagnetic field can be long- or
short-range correlated. In the former case the correla-
tor of pseudomagnetic vector potential 〈|Aq|2〉 behaves
as 1/q2 [11, 17] for q → 0, resulting in the correlator of
pseudomagnetic fields S00(q) ∝ q2〈|Aq|2〉 to approach a
non-vanishing constant at q = 0. This kind of pseudo-
magnetic disorder is relevant for ripple-scattering domi-
nated electronic transport [7, 11, 17]. At the same time,
short-range disorder with 〈|Aq|2〉 approaching a constant
at q → 0 should always exist but does not lead to any
appreciable contribution to the electron mobility at zero
magnetic field. However, as we will see in what fol-
lows, it can substantially effect the FQHE. In this case
S00(q) ∝ q2 at q → 0.
A natural way to generate such model structure factors
is to imagine for a second that, prior to being quenched,
the fluxes themselves were released to anneal as a liquid.
If we assume that they interact with each other via a
two-dimensional Coulomb potential, we will end up with
a structure factor corresponding to short-range disorder
(represented by blue curve in Fig. 1). If the “annealing”
potential is taken to be of the hard-sphere type, we in-
stead obtain a model of long-range disorder (red curve in
Fig. 1). Since real correlation functions of pseudomag-
netic fields are unknown (and may be very different for
different samples and substrates) we use those obtained
from these two models.This is enough to demonstrate a
qualitative difference between long-range and short-range
correlated disorder.
The solutions of the replica Ornstein-Zernike equations
in the two aforementioned cases are shown in Figs. 2 and
3, respectively. We can see that the two types of pseudo-
magnetic disorder lead to very different physical effects.
The structure factor S11(q) of a quantum Hall plasma
in the presence of a short-range disorder remains vanish-
ing at q → 0 whatever the strength of pseudomagnetic
fluxes is. We can also check that the incompressibility
sum rule is always satisfied: 12pi
∫
(g(r)−1)d2r = −1 [20].
On the other hand, long-range correlations in the pseu-
domagnetic disorder already at small strength Φ lead to a
change in the small-q behavior of the QHE plasma struc-
ture factor, making it compressible and thus destroying
the quantum Hall effect.
In the next section we will show that the high peak
that emerges in S11(q) if the magnetic disorder is strong
enough is a precursor of a glass phase transition of the
Laughlin plasma, which might be interpreted as a break-
down of ergodicity in the corresponding quantum ground
state.
Liquid-glass transition from mode coupling theory—
We use the mode-coupling theory [24] to describe the
liquid-glass transition. It has been shown that this ap-
proach gives reliable results in proximity of the liquid-
glass transition and that they agree with results obtained
with the replica trick [25]. Moreover, it has been re-
cently shown [26, 27] that similar equations can be de-
rived for a replicated hard-sphere system, assuming that
glassiness is self-induced and that the replica symme-
try is spontaneously broken. It has been shown that
the mode-coupling approximation captures some of the
higher-order effects which are much more difficult to in-
clude in the replica formulation [26, 27].
A glass is in general identified by the impossibility of
relaxing local density fluctuations even in the long-time
limit. It is indeed a disorder system that gets (spon-
taneously or artificially) stuck in a certain configuration
upon freezing, and does not relax to the equilibrium state
as a consequence of the exponentially large number of
metastable minima. The idea of the mode-coupling the-
ory is to directly calculate the density relaxation func-
tion, φ(q, t) ≡ 〈ρq(t)ρ−q〉/Sq, and to show that it does
not decay to zero in the limit of t → ∞. Here 〈. . .〉
is the average over the classical equilibrium distribution
and S(q) = 〈ρqρ−q〉/N is the static structure factor of
the liquid.
In general, the Fourier transform of the density relax-
ation function, φ(q, ω), can be rewritten in terms of the
memory function M(ω) as
φ(q, ω) = − 1
ω − Ω2q/[ω +M(ω)]
. (11)
Here Ωq = q
2vth/Sq, and vth = kBT/m is the thermal
velocity. The memory function is microscopically de-
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FIG. 3. Static structure factors S(q) and pair correlation
functions g(r) (insets) of Laughlin plasma in presence of long-
range correlated magnetic disorder: the cases of repulsive
(top) and attractive (bottom) flux potentials.
fined in terms of the force-force correlation function, i.e.
〈Fq(t)F−q〉, where the time evolution of the force fluctu-
ation Fq(t) occurs in the space orthogonal to the density
and the longitudinal current (in the sense of the Zwanzig-
Mori scalar product [25, 28, 29]). Essentially, the role of
projection is to freeze the dynamics of single-density fluc-
tuations from the force-force correlator, treating them as
static, and leave only the contribution of correlated fluc-
tuations.
The memory function M(t) is then split into two com-
ponents, Mreg(t) and MMC(t) [25]. The former is ob-
tained by projecting the dynamic evolution in the space
orthogonal to pair density fluctuations, i.e. treating
them as frozen, while the latter contains only the con-
tribution of these lowest-order correlated fluctuations. It
is then reasonably assumed that Mreg(t) does not con-
tribute to the long-time dynamics of the system, and
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FIG. 4. Long-time relaxation function φ¯(q) in the glassy phase
(for packing ratio η = 0.07 and flux strength Φ = 15Φ0).
hence the main contribution to glass formation comes
from MMC(t). The mode-coupling expression is then
obtained by decoupling four-point density correlators in
terms of two-point ones, i.e. 〈ρq1(t)ρq2(t)ρq3ρq4〉 '
〈ρq1(t)ρq3〉〈ρq2(t)ρq4〉 (and permutations) [25]. This is
the fundamental step of the mode-coupling approxima-
tion, by which correlated multi-pair fluctuations are ex-
pressed as convolutions (in momentum) of simple pair
fluctuations. The convolution ensures the conservation
of total momentum.
Finally, the mode-coupling contribution to the relax-
ation function in the limit t→∞ [φ¯(q) ≡ limt→∞ φ(q, t)]
reads [24, 25]
φ¯(q)
1− φ¯(q) =
nS(q)
2q2
∫
d2k
(2pi)2
∣∣V (q,k)∣∣2S(k)S(|k − q|)
× φ¯(k)φ¯(|k − q|) , (12)
where V (q,k) = q · kc(k) + q · (k − q)c(|k − q|), and
c(k) = [1 − nS(k)]−1 is the direct correlation function.
Eq. (12) must be solved self-consistently. In the range of
parameters where Eq. (12) has non-trivial solutions the
liquid can undergo a glass transition upon undercooling.
Using the structure factors computed in the previous
section and plotted in Figs. 2 and 3 as an input for
(12), we can straightforwardly evaluate the late time re-
laxation function φ¯(q) to see if the quantum Hall plasma
exhibits a non-ergodic behavior. An example of φ¯(q) for
a packing ratio η = 0.07 and flux value Φ = 15Φ0 (above
the phase transition threshold) is shown in Fig. 4.
Having performed these calculation for single-sign
pseudomagnetic disorder corresponding to graphene on
a substrate, we can immediately conclude that no glass
formation can be expected in a model with smooth dis-
order. Although we can not exclude that the interplay
6of positive and negative magnetic fluxes can in princi-
ple enhance a bit the phase transition, the flux values
are much smaller (by several orders of magnitude) than
what is required for it to occur.
Interpretation of the phase transition—It is well known
that inhomogeneous ground states can be realized in
fractional quantum Hall systems at filling factors be-
tween those corresponding to incompressible states. [30–
37] Striped or bubble phases have been predicted to
have energies of the order of the homogenous (liquid)
ground state, and to appear at intermediate filling factors
whenever long-range interactions are present. [30, 35, 36]
Striped phases are especially favorited by non-isotropic
or dipolar-like interactions (like, e.g., those resulting from
the screening of the Coulomb potential by nearby metal
plates). [30] A characteristic hallmark of such phases is,
for example, a non-homogeneous Hall conductivity. [38–
42] In clean systems and at low temperature such phases
usually exhibit a long-range order.
An incompressible state in the presence of quenched
magnetic disorder will exhibit a somewhat similar phe-
nomenology. Local fluctuations of the filling factor will
result in the formation of chaotic patterns. Although
the pattern looks at a first sight completely chaotic, a
careful study can reveal the hidden typical length scale,
corresponding to a sharp maximum of the structure fac-
tor. Such patterns can, in general, be thought as stripe
or bubble glass phases. [43, 44] Their origin is due to the
fact that the system finds itself frustrated by the presence
of disorder, and wants to modulate with a period corre-
sponding to the typical length scale but in all possible
directions at the same time. [43, 44]
We predict a phase transition as a function of the
strength of the magnetic disorder. At all strengths the
structure factor will exhibit a liquid-like behavior at small
momentum (i.e. S(q) → q2 in the limit of q → 0). A
sharp peak develops at finite wavevectors, and grows with
the strength of the quenched magnetic disorder Φ/Φ0.
This structure of S(q) is crucial and leads to the emer-
gence of a glassy behavior. The latter is revealed by the
presence of non-decaying density fluctuations, encoded
in the finiteness of the long-time part of the dynamical
structure factor. Below the critical value of the strength
of the quenched magnetic disorder, S(q, t) → 0 at large
time. However, above this critical value of Φ/Φ0 it re-
mains finite, signaling that density fluctuations do not
decay over time. This behavior is typical for frozen sys-
tems.
We infer the presence of a phase transition from the be-
havior of the classical plasma associated to the deformed
Laughlin wavefunction in the presence of quenched mag-
netic disorder. It is less clear what is the phenomenology
of the quantum electron liquid above the critical value of
the strength of the disorder. What seems to be clear is
that the glass transition can be associated with a break-
down of the liquid-like behavior of the electron liquid,
and therefore of the quantum Hall effect. This is analo-
gous to the formation of a Wigner crystal at small filling
fraction. In our case the transition is driven not by the
small density but by the presence of magnetic disorder
and, depending on the strength of it, can occur at all
filling fractions.
Summary and conclusions—In this paper we address
the problem of the stability of a fractional quantum Hall
state in the presence of pseudomagnetic disorder. Such
a state find a natural realization in graphene subject to
both a constant (large) magnetic field and strain fluctu-
ations. Mechanical deformations of the graphene lattice
can indeed generate disordered pseudomagnetic poten-
tials with strengths up to hundreds of Teslas. To sim-
plify our model we focused on this type of disorder, ne-
glecting the potential contribution and the hybridization
of Landau levels. In these conditions is it possible to
write a trial ground-state by smoothly deforming the
Laughlin wave function in the spirit of Aharonov and
Casher [7, 18].
We treat this problem by means of the classical-plasma
analogy. The square of the (deformed) Laughlin wave
function is indeed formally identical to the action of
a classical plasma, in which magnetic fluctuations play
the role of quenched long-range (Coulomb) disorder. As
in the classical theory of fluids, such a problem can be
studied by numerically solving the replicated Ornstein-
Zernike equations. [22] The disorder is represented as a
quenched liquid with a given static structure factor, while
the classical particles are treated as a fluid embedded into
this disorder matrix. Two models of pseudomagnetic dis-
order are discussed, namely with long- and short-range
correlations. Long-range correlated disorder occurs in
the presence of ripples, and is characterized by structure
factor which does not vanish in the limit q → 0. [7] Its ef-
fect on the fractional quantum Hall state turns out to be
dramatic. Even for small concentrations of a weak disor-
der, the structure factor of the annealed component (i.e.
the electron liquid) does not vanish in the limit of q → 0.
This in turn implies that the liquid becomes compress-
ible and the fractional quantum Hall state is completely
destroyed. [19]
On the other hand the short-range disorder, whose
quenched structure factor resemble that of a normal liq-
uid, has a more subtle effect on the fractionalized state.
Such disorder occurs, for example, in graphene on metals,
where few bubbles due to the substrate can induce very
localized and strong pseudomagnetic fluctuations. [14] In
this case, although the static structure factor resemble
that of a liquid (i.e. with a q2-like behavior at small mo-
menta), it can develop strong peaks at finite wavevector.
Such peaks can in turn induce a glass transition in the
system, [24] which is signaled by the infinite stiffness of
the system towards relaxing local density fluctuations. In
this case the long-time structure factor, which normally
vanishes in a liquid, remains finite. This phase transition
7occurring in the Coulomb plasma can be associated with
a destruction of the fractional quantum Hall regime of
the electron liquid, which enters into a non-ergodic state
of the lowest Landau level.
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