A one parameter family of locally quartically convergent zero-finding methods  by Osada, Naoki
Journal of Computational and Applied Mathematics 205 (2007) 116–128
www.elsevier.com/locate/cam
A one parameter family of locally quartically convergent
zero-ﬁnding methods
Naoki Osada
Tokyo Woman’s Christian University, Zempukuji, Suginamiku, Tokyo 167-8585, Japan
Received 2 September 2005; received in revised form 8 April 2006
Abstract
A one parameter family of iteration functions for ﬁnding simple and multiple zeros of analytic functions is derived. The family
includes, as a special case, Traub’s quartic square root method and, as limiting cases, the Kiss method of order 4, the Halley and
the Newton methods. All the methods of the family are locally quartically convergent for a simple or multiple zero with known
multiplicity. The asymptotic error constants for the methods of the family are given. The decreasing ratio at inﬁnity of iteration
functions is discussed. The optimum parameter of the family for polynomials is given.
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1. Introduction
Let (z) be an iteration function with a ﬁxed point . If there exists an integer p> 1 and a nonzero constant C
such that
lim
z→
(z) − 
(z − )p = C, (1.1)
then the iteration function (z) is said to be of order p at  and the constant C is called the asymptotic error constant
for (z). When p = 3 the convergence is cubic. When p = 4 the convergence is quartic.
Let f (z) be an analytic function in a region R. A zero  ∈ R of f (z) is of multiplicity m(m1,m ∈ Z) if there
exists an analytic function g(z) in R such that f (z)= (z− )mg(z), g() = 0. If m= 1,  is said to be simple; if m> 1,
 is said to be multiple.
The Laguerre family
zˆ = z − (f (z)/f
′(z))
1 + sign( − m)
√
(( − m)/m)[( − 1) − (f (z)f ′′(z)/(f ′(z))2)]
, (1.2)
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where (= 0,m) is a real parameter, is a one parameter family of iteration functions for ﬁnding a simple or multiple
zero of multiplicity m(1) of an analytic function f (z). This family is algebraically equivalent to the multiple zero
counterpart of Hansen–Patrick family [6] (see, e.g. [12,14]).All themethods of the Laguerre family are locally cubically
convergent for a simple or multiple zero with known multiplicity. When f (z) is a polynomial of degree n, the method
(1.2) with  = n is the Laguerre method [1,2,11], whose initial behavior is superior, i.e., when starting from a point z
for which |z| is large, the next approximation zˆ is close to one of zeros of f (z) (see [6]).
The purposes of this paper are to give a one parameter family of quartically convergent zero ﬁnding methods for
analytic functions and to propose the optimum parameter of this family for polynomials.
In Section 2, we derive a one parameter family of iteration functions for ﬁnding simple zeros of analytic functions.
This family includes Traub’s quartic square root method [15, p. 96] and, as limiting cases, the Kiss method [10] of
order 4, the Halley, and the Newton methods.
In Section 3, we modify the family to be quartic convergence in the case of multiple zeros. The modiﬁed family
includes, as limiting cases, Farmer–Loizou’s method [3] of order 4, the multiple zero counterpart of Halley’s method
[6], and the Schröder method.
In Section 4, we prove that all the methods of the family are locally quartically convergent for a simple or multiple
zero with known multiplicity.
In Section 5, we introduce the decreasing ratio at inﬁnity and propose the optimum parameter of the family for
polynomials.
In Section 6, we exhibit the local convergence and the initial behavior of some methods of the family deﬁned in
Section 3. Next we test the global convergence of the method with the optimum parameter and the Laguerre method
by a numerical experiment on a large number of polynomials.
2. Derivation of the family for simple zeros
2.1. Notation
The sign function is deﬁned by
sign(x) =
⎧⎪⎨
⎪⎩
1 if x > 0,
−1 if x < 0,
0 if x = 0.
Let w= rei(r > 0,−< ) be a nonzero complex number. It is well known that the equation z2 =w has exactly
two solutions ±√rei/2. We deﬁne the square root of w by
√
w = √rei/2.
We remark that
√
w2 = w if Re(w)> 0, and √w2 = −w if Re(w)< 0.
For an analytic function f (z), deﬁne
u(z) = u = f (z)
f ′(z)
, Aj (z) = Aj = f
(j)(z)
j !f ′(z) for j = 2, 3, 4.
2.2. Derivation
Following the derivation of the Laguerre method found in [13], let f (z) =∏ni=1(z − i ) with n4. Deﬁne
sj (z) = sj = (−1)
j−1
(j − 1)!
dj−1
dzj−1
(
f ′(z)
f (z)
)
for j = 1, 2, 3.
By computing the derivative of log |f (z)|, we have
s1 = f
′(z)
f (z)
=
n∑
i=1
1
z − i =
1
u
. (2.1)
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Twice differentiating (2.1), we ﬁnd that
s2 = −
(
f ′(z)
f (z)
)′
=
n∑
i=1
1
(z − i )2
= 1
u2
− 2A2
u
, (2.2)
s3 = 12
(
f ′(z)
f (z)
)′′
=
n∑
i=1
1
(z − i )3
= 1
u3
− 3A2
u2
+ 3A3
u
. (2.3)
Let n be the zero we want to determine and let z be an approximation to n. Deﬁne
 = 1
z − n ,  =
1
n − 1
n−1∑
i=1
1
z − i ,
	i = 1
z − i −  for i = 1, ..., n − 1, (2.4)
	(3)(z) = 	(3) =
n−1∑
i=1
	3i .
Cubing 	i , we obtain
	(3) =
n−1∑
i=1
1
(z − i )3
− 3
n−1∑
i=1
1
(z − i )2
+ 32
n−1∑
i=1
1
z − i − (n − 1)
3
. (2.5)
Using (2.1)–(2.4), we have
 = s1 − 
n − 1 ,
n−1∑
i=1
1
(z − i )j
= sj − j for j = 1, 2, 3.
Eliminating i (i = 1, . . . , n − 1) and  from (2.5), we get
	(3) = −n(n + 1)
(n − 1)2 
3 + 3(n + 1)s1
(n − 1)2 
2 + 3(n − 1)s2 − 6s
2
1
(n − 1)2  +
(n − 1)2s3 − 3(n − 1)s1s2 + 2s31
(n − 1)2 . (2.6)
Lemma 2.1. Suppose that all of i (i = 1, . . . , n − 1) are distant from n. Then
(1) 	(3) = O(1) as z → n.
(2) (n − 1)2s3 − 3(n − 1)s1s2 + 2s31
(n − 1)2 ∼
(n − 2)(n − 3)
(n − 1)2(z − n)3
as z → n.
Proof. (1) Let 
 = mini=1,...,n−1{|n − i |}. Let  be a real with 0< < 
. Let z be an approximation to n such that
|z − n|< . Then for i = 1, . . . , n − 1,
|z − i | |n − i | − |z − n|> |n − i | − 
 − .
Thus
|| 1
n − 1
n−1∑
i=1
1
|z − i | <
1

 −  ,
|	i | 1|z − i | + ||<
2

 −  for i = 1, . . . , n − 1,
|	(3)|
n−1∑
i=1
|	3i |<
8(n − 1)
(
 − )3 .
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(2) By the assumption, we ﬁnd that
lim
z→n
s3(z)(z − n)3 = 1, lim
z→n
s1(z)s2(z)(z − n)3 = 1,
lim
z→n
s1(z)
3(z − n)3 = 1.
Therefore
lim
z→n
(n − 1)2s3 − 3(n − 1)s1s2 + 2s31
(n − 1)2
(n − 1)2(z − n)3
(n − 2)(n − 3) = 1. 
By Lemma 2.1, when all other zeros are distant from n we can ignore 	(3) in (2.6). Setting 	(3) = 0, we have the
cubic equation for 
−n(n + 1)3 + 3(n + 1)s12 + (3(n − 1)s2 − 6s21 ) + (n − 1)2s3 − 3(n − 1)s1s2 + 2s31 = 0. (2.7)
Using (2.1)–(2.3), Eq. (2.7) becomes
n(n + 1)3 − 3(n + 1)
u
2 + 3(−n + 3 + 2(n − 1)A2u)
u2

− (n − 2)(n − 3) − 3(n − 1)(n − 3)A2u + 3(n − 1)
2A3u2
u3
= 0. (2.8)
On the other hand, by Taylor’s expansion we have
0 = f (z) − f ′(z)(z − n) + f
′′(z)
2
(z − n)2 − f
′′′(z)
6
(z − n)3 + O((z − n)4).
Neglecting the term (z − n)4, we get
f (z) − f
′(z)

+ f
′′(z)
22
− f
′′′(z)
63
= 0,
and by multiplying 3/f (z) we have
3 − 1
u
2 + A2
u
 − A3
u
= 0. (2.9)
Eliminating the term 3 from (2.8) and (2.9), we get
(n + 1)(n − 3)
u
2 − 3(n − 3) + (n − 2)(n − 3)A2u
u2

− (n − 2)(n − 3) − 3(n − 1)(n − 3)A2u + (2n − 1)(n − 3)A3u
2
u3
= 0,
which yields the quadratic equation
(n + 1)2 −
(
3
u
+ (n − 2)A2
)
 +
(
−n − 2
u2
+ 3(n − 1)
u
A2 − (2n − 1)A3
)
= 0. (2.10)
Solving this equation for , we obtain
 = (3/u) + (n − 2)A2 ± (1/u)
√
Rn
2(n + 1) ,
where
Rn = (2n − 1)2 − 6n(2n − 1)A2u + (n − 2)2A22u2 + 4(n + 1)(2n − 1)A3u2.
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Since  = 1/(z − n), we have
n = z − 2(n + 1)u3 + (n − 2)A2u ± √Rn . (2.11)
Let choose the sign in (2.11) to be maximize |3+ (n− 2)A2u±√Rn| as z → n. Since n is a simple zero of f (z),
we have
u(n) = 0, A2(n)u(n) = 0, A3(n)(u(n))2 = 0,
hence we obtain
Rn → (2n − 1)2 as z → n.
Because
|3 − (2n − 1)|< |3 + (2n − 1)|, n1,
(2.11) becomes
n = z − 2(n + 1)u3 + (n − 2)A2u + √Rn . (2.12)
Let n(= −1, 12 ) be any real. Let f (z) be an analytic function and let  be a simple zero of f (z). Let z be an
approximation to  and put =1/(z− ). Suppose  equals to the right hand of (2.12). Then  satisﬁes (2.10). By (2.9),
 approximately satisﬁes (2.8). Hence a polynomial f (z) and its degree n in (2.12) can be generalized to an analytic
function and a real number, respectively.
Let f (z) be an analytic function and let (= −1, 12 ) be a real parameter. Now we deﬁne a one parameter family of
iteration functions by
(z) = z −
2( + 1)u
3 + ( − 2)A2u + sign(2 − 1)√R , (2.13)
where
R = (2 − 1)2 − 6(2 − 1)A2u + ( − 2)2A22u2 + 4( + 1)(2 − 1)A3u2. (2.14)
2.3. Special or limiting cases
Example 1. When  = 2 in (2.13),
2(z) = z −
2u
1 +√1 − 4A2u + 4A3u2 , (2.15)
which is Traub’s quartic square root method [15, p. 96].
Example 2. Rationalizing (2.13), we have
(z) = z +
u(3 + ( − 2)A2u − sign(2 − 1)√R)
2( − 2) − 6( − 1)A2u + 2(2 − 1)A3u2 . (2.16)
When  = −1 in (2.14), R−1 = 9(1 − A2u)2. If Re(1 − A2u)> 0, letting  → −1 in (2.16), we obtain
zˆ = z − (1 − A2u)u
1 − 2A2u + A3u2 ,
which is the Kiss method [10] of order 4.
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Example 3. When  = 12 in (2.14), R1/2 = ( 32A2u)2.
(1) Suppose Re(A2u)> 0. Letting  → 12 − 0 in (2.16), we get
zˆ = z − u
1 − A2u ,
which is the Halley method. Letting  → 12 + 0 in (2.16), we have
zˆ = z − u,
which is the Newton method.
(2) If Re(A2u)< 0, then we get the Newton method and the Halley method by letting  → 12 − 0 and  → 12 + 0,
respectively.
3. Modiﬁcation for multiple zeros
3.1. Derivation
Let f (z) be an analytic function and let  be an m-fold zero of f (z). Let (= −1, 12 ) be a real number. Let
h(z) = m√f (z). Since  is a simple zero of h(z), we can apply (z) to h(z). Deﬁne
U = h(z)
h′(z)
, Bj = h
(j)(z)
j !h′(z) for j = 2, 3.
By differentiating h(z) three times, we ﬁnd that
U = mu, B2U = 1 − m2 + mA2u,
B3U
2 = 16 (1 − m)(1 − 2m) + m(1 − m)A2u + m2A3u2.
Substituting U,B2, and B3 for u,A2, and A3, respectively, in (2.13), we have
m,(z) = z −
2m( + 1)u
3 + ( − 2)( 12 (1 − m) + mA2u) + sign(2 − 1)
√
Rm,
, (3.1)
where
Rm, = 112 (5m −  + 2m − 4)(7m + 5 − 2m − 4) − 3m(3m +  − 2)A2u
+ ( − 2)2m2A22u2 + 4( + 1)(2 − 1)m2A3u2. (3.2)
It is easy to see that (z) in (2.13) coincides with 1,(z) in (3.1).
3.2. Special or limiting cases
Example 4. When  = 2 in (3.1),
m,2(z) = z −
2mu
1 +
√
1
3 (4m2 − 1) − 4m2A2u + 4m2A3u2
,
which is the multiple zero counterpart of Traub’s quartic method (2.15).
Example 5. Letting  → ∞ in (3.1), we obtain
zˆ = z − 2mu
1
2 (1 − m) + mA2u +
√
R¯m
,
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where
R¯m = lim
→∞
Rm.
2
= 1
12
(5m − 1)(7m + 5) − 3m(3m + 1)A2u + m2A22u2 + 8m2A3u2.
Example 6. In a way similar to Example 2, if Re(1 + m − 2mA2u)> 0, letting  → −1 in (3.1), we get
zˆ = z − m(
1
2 (1 + m) − mA2u)u
1
6 (m + 1)(2m + 1) − m(m + 1)A2u + m2A3u2
,
which is Farmer–Loizou’s method [3] of order 4.
Example 7. In a way similar to Example 3, letting  → 12 ± 0 in (3.1), we obtain the multiple zero counterpart of
Halley’s method
zˆ = z − u
(m + 1)/2m − A2u ,
or the Schröder method zˆ = z − mu.
4. Order of convergence
Let f (z) = (z − )mg(z) be an analytic function with g() = 0,m1. In this section, we denote g(), g′(), g′′(),
and g′′′() by g0, g′0, g′′0 , and g′′′0 , respectively. In the asymptotic formulas we omit the qualifying phrase “as z → ”.
Lemma 4.1. The following asymptotic formulas are valid:
A2u = m − 12m +
1
m2
g′0
g0
(z − ) +
(
−3(m + 1)
2m3
(
g′0
g0
)2
+ 3
2m2
g′′0
g0
)
(z − )2
+
(
2(m + 1)2
m4
(
g′0
g0
)3
− 3m + 4
m3
g′0g′′0
g20
+ 1
m2
g′′′0
g0
)
(z − )3 + O((z − )4),
(A2u)
2 = (m − 1)
2
4m2
+ m − 1
m3
g′0
g0
(z − ) +
(
5 − 3m2
2m4
(
g′0
g0
)2
+ 3(m − 1)
2m3
g′′0
g0
)
(z − )2
+
(
(m + 1)(2m2 − 5)
m5
(
g′0
g0
)3
+ −3m
2 − m + 7
m4
g′0g′′0
g20
+ m − 1
m3
g′′′0
g0
)
(z − )3 + O((z − )4),
A3u
2 = (m − 1)(m − 2)
6m2
+ m − 1
m3
g′0
g0
(z − ) +
(
− (m − 1)(3m + 4)
2m4
(
g′0
g0
)2
+ 3m − 2
2m3
g′′0
g0
)
(z − )2
+
(
2(m2 − 1)(3m + 5)
3m5
(
g′0
g0
)3
− 3m
2 + 3m − 4
m4
g′0g′′0
g20
+ 3m − 1
3m3
g′′′0
g0
)
(z − )3 + O((z − )4).
Proof. It is simple so we omit the proof. 
N. Osada / Journal of Computational and Applied Mathematics 205 (2007) 116–128 123
Lemma 4.2. Suppose  = 12 and m1. For Rm, in (3.2),
√
Rm, = |2 − 1|
(
1 − 3
(2 − 1)m
g′0
g0
(z − ) + 7 − 2
2(2 − 1)
(
m + 1
m2
(
g′0
g0
)2
− 1
m
g′′0
g0
)
(z − )2
+
(
(m + 1)(−202m − 252 + 26m + 19 − 8m − 10)
3(2 − 1)2m3
(
g′0
g0
)3
+ 10
2m + 152 − 13m − 15 + 4m + 6
(2 − 1)2m2
g′0g′′0
g20
− 5 − 4
3(2 − 1)m
g′′′0
g0
)
(z − )3 + O((z − )4)
)
.
Proof. By means of Lemma 4.1, we can prove it. 
Theorem 4.3. Let f (z)= (z− )mg(z) with g() = 0,m1. Then m,(z) in (3.1) with  = −1, 12 converges locally
quartically to , i.e.,
lim
z→
m,(z) − 
(z − )4 =
(m + 1)(4m −  − 2m − 4)
6m3(2 − 1)
(
g′0
g0
)3
− 2m +  − m − 2
2m2(2 − 1)
g′0g′′0
(g0)
2 +
1
6m
g′′′0
g0
.
Proof. Using Lemma 4.2, we have
3 + ( − 2)
(
1
2
(1 − m) + mA2u
)
+ sign(2 − 1)√Rm,
= 2( + 1)
[
1 − 1
m
g′0
g0
(z − ) +
(
m + 1
m2
(
g′0
g0
)2
− 1
m
g′′0
g0
)
(z − )2
+
(
− (m + 1)(8m + 13 − 4m − 2)
6(2 − 1)m2
(
g′0
g0
)3
+4m + 7 − 2m − 2
2(2 − 1)m2
g′0g′′0
g20
− 1
3m
g′′′0
g0
)
(z − )3 + O((z − )4)
]
.
Therefore,
m,(z) = z − (z − )
[
1 +
(
− (m + 1)(4m −  − 2m − 4)
6(2 − 1)m3
(
g′0
g0
)3
+2m +  − m − 2
2(2 − 1)m2
g′0g′′0
g20
− 1
6m
g′′′0
g0
)
(z − )3 + O((z − )4)
]
.
The result follows from this formula. 
Remark 4.1. As an immediate consequence of Theorem 4.3, the asymptotic error constant for (2.13) is
 − 2
2 − 1
(
g′0
g0
)3
− 3( − 1)
2(2 − 1)
g′0g′′0
(g0)
2 +
1
6
g′′′0
g0
.
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In particular, when  = 2, the asymptotic error constant for (2.15) is
−1
2
g′0g′′0
(g0)
2 +
1
6
g′′′0
g0
= − 1
12
f ′′()f ′′′()
(f ′())2
+ 1
24
f (4)()
f ′()
= − A2()A3() + A4(),
which is given by Traub [15, p. 96].
5. The optimum parameter
5.1. The decreasing ratio
Let f (z) be a polynomial of order n. Letp(z) be the pth (p> 1) order Newton iteration function [4,5], e.g., Newton
(p = 2), Halley (p = 3), Kiss (p = 4), etc. When |z| is sufﬁciently large, p(z) satisﬁes
p(z) −  ≈
(
1 − p − 1
n + p − 2
)
(z − ), (5.1)
where  is one of zeros of f (z) (see [9]). Here the expression x ≈ y means that x/y nearly equals to unity. In this
subsection we extend the behavior (5.1) to one-point iteration functions.
Let (z) be a one-point iteration function with a ﬁxed point . If there exists a constant D (|D|< 1) such that
lim
z→∞
(z)
z
= D,
then D is called the decreasing ratio for (z) at inﬁnity. In this case, since
lim
z→∞
(z) − 
z −  = D,
we have
(z) −  ≈ D(z − ),
when |z| is sufﬁciently large.
In particular, when D = 0 and the absolute value of an initial approximation |z0| is sufﬁciently large, the next
approximation z1 = (z0) is expected to be close to one of ﬁxed points.
The constant 1 − (p − 1)/(n + p − 2) in (5.1) is the decreasing ratio for the pth order Newton method.
5.2. The decreasing ratio for the family: the polynomial case
Let f (z) be a polynomial of degree n. It is easy to see that
lim
z→∞
u
z
= 1
n
, lim
z→∞A2u =
n − 1
2n
, lim
z→∞A3u
2 = (n − 1)(n − 2)
6n2
. (5.2)
For  = −1, 12 , let m,(z) be the iteration function deﬁned in (3.1) and let Dn,m, = limz→∞m,(z)/z. By using(5.2), we have
Dn,m, = 1 − 2m( + 1)
3n + 12 (n − m)( − 2) + (1/2
√
3)sign(2 − 1)√Rn,m, ,
where
Rn,m, = (−5n2 + 18nm + 35m2)2 + (−16n2 − 36nm + 4m2) + 16n2 − 4m2.
When Dn,m, = 0 and |z0| is large, the next approximation z1 is expected to be close to one of zeros of f (z). In the
next subsection we give the necessary and sufﬁcient condition for Dn,m, = 0.
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5.3. Derivation of the optimum parameter for polynomials
Proposition 5.1. Let  = −1, 12 and 0<m<n. Then Dn,m, = 0 if and only if
 =
{ 2(m − 2n)
n − 5m if n = 5m,
∞ if n = 5m.
(5.3)
Proof. The case <∞. Dn,m, = 0 if and only if(
−1
2
n + 5
2
m
)
 − 2n + m = 1
2
√
3
sign(2 − 1)√Rn,m,.
Squaring the both sides, we have
12((− 12n + 52m) − 2n + m)2 = (−5n2 + 18nm + 35m2)2 + (−16n2 − 36nm + 4m2) + 16n2 − 4m2.
That is,
(n − m)( + 1)(−2m + 4n − 5m + n) = 0. (5.4)
The case  = ∞. Because
Dn,m,∞ = lim
→∞ Dn,m, = 1 −
4m
n − m +
√
1
3 (−n + 5m)(5n + 7m)
,
Dn,m,∞ = 0 if and only if
5m − n =
√
1
3 (−n + 5m)(5n + 7m).
Squaring both sides, we obtain,
(n − m)(5m − n) = 0. (5.5)
The result follows from (5.4) and (5.5). 
The parameter  in (5.3) is called the optimum parameter.
Remark 5.1. By using (5.2), we have the decreasing ratio of the Laguerre family (1.2):
Dn,m, = 1 − /n1 + sign( − m)√( − m)( − 1)/m − (n − 1)( − m)/nm .
Thus Dn,m, = 0 if and only if (n − m)( − n) = 0, i.e.,  = n. Therefore, the Laguerre method is excellent initial
behavior (see [6]). By approximating f (z0) ≈ zn0, f ′(z0) ≈ nzn−10 , f ′′(z0) ≈ n(n− 1)zn−20 , for large |z0|, Igarashi [8]
proved this fact in the case m = 1.
6. Numerical examples
6.1. The local convergence
In this subsection we demonstrate the local convergence of the methods of the presented family on the polynomial
[2, p. 246; 3]
f (z) = z10 − 20z9 + 175z8 − 882z7 + 2835z6 − 6072z5 + 8777z4 − 8458z3 + 5204z2 − 1848z + 288
= (z − 1)4(z − 2)3(z − 3)2(z − 4). (6.1)
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Table 1
f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4), m = 1, z0 = 4.1
= 10 = 2  → −1  → ∞ = −7.6 Laguerre Newton twice
z1 3.9326 3.9957 4.0014 3.9366 4.0471 4.0324 4.0040
z2 3.91171 3.9787 4.0911 3.91336 4.01631 4.01143 4.0728
z3 3.94527 3.92989 4.03836 3.95221 4.060 4.03423 4.02871
Table 2
f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4), m = 4, z0 = 1.1
= 10 = 2  → −1  → ∞ = 3.2 Laguerre Schröder twice
z1 0.9454 1.0418 0.9386 0.9441 0.9485 1.0475 0.99981
z2 0.91785 1.01917 0.91557 0.91749 0.92046 1.01325 0.91483
Table 3
f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4), m = 1, z0 = 1000
= 2  → ∞ = −7.6 Laguerre Newton twice
D = 0.8485 + 0.08571i D = 0.7955 + 0.2215i D = 0 D = 0 D = 0.81
z1 849 + 86i 796 + 221i 4.99 4.99 810
z2 728 − 0.0518i 682 + 0.0418i 4.045 4.056 657
z3 618 + 62i 543 − 151i 4.0539 4.0446 532
z4 530 − 0.0537i 466 − 0.0414i 4.02129 4.01329 432
Initial approximations are z0=4.1 and 1.1 and the multiplicity ism=1 and 4, respectively.We consider ﬁve parameters
of the family:  = deg f = 10,  = 2,  → −1,  → ∞, and  the optimum deﬁned in (5.3). For comparison we take
up the Laguerre method and the Schröder (Newton, for m = 1) method twice:
zˆ = z − m f (z)
f ′(z)
− m f (z − mf (z)/f
′(z))
f ′(z − mf (z)/f ′(z)) , (6.2)
which is quartic convergence but is not one-point.
It is well known that the attainable number of correct signiﬁcant digits of  of multiplicity m is about l/m decimal
digits for l decimal digit computation (see, e.g., [16, p. 62]). In order to avoid round-off errors we carried out using
g + + (gcc version egcs-2.90.29) with MPPACK [7] with 60 signiﬁcant digits, in this and the next subsection.
We show numerical results in Tables 1 and 2. A subscripted digit in a number indicates the number of repetitions of
this digit. e.g., 3.9326 ≡ 3.99926.
6.2. The initial behavior
In this subsection we demonstrate the initial behavior of three methods of the presented family on the polynomial
(6.1). Parameters of the family are =2,  → ∞, and the optimum. For comparisonwe take up the Laguerremethod and
the Schröder method twice. Initial approximations are z0 = 1000,−1000 and the multiplicity is m= 1, 4, respectively.
We show decreasing ratios D and numerical results in Tables 3 and 4.
The methods with = 2 and  → ∞ and the Schröder method twice linearly converge when |zi − | is large. On the
other hand, when |z0| is sufﬁciently large, the next approximations z1 by the methods of decreasing 0, i.e., the method
with the optimum parameter and the Laguerre method, are close to one of zeros. The local convergence of the method
with optimum parameter is better than that of the Laguerre method.
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Table 4
f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4), m = 4, z0 = −1000
= 2  → ∞ = 3.2 Laguerre Schröder twice
D = 0.2857 + 0.2474i D = 0.2768 D = 0 D = 0 D = 0.36
z1 −284 − 248i −275 0.78 0.78 −359
z2 −141 − 0.0370i −75 0.99988 0.99956 −128
z3 −39 + 35i −19 0.91682 0.91150 −45
Table 5
Number of successful convergence (A) and average number of iteration times (B) for 10 000 polynomials
Degree Optimum parameter Laguerre method
A B A B
10 9973 4.30 9990 4.26
20 9746 4.92 9772 4.84
30 9483 5.31 9485 5.19
40 9266 5.62 9256 5.46
50 9034 5.89 8985 5.67
60 8845 6.05 8791 5.83
70 8642 6.24 8600 6.00
80 8502 6.37 8462 6.12
90 8382 6.56 8335 6.24
6.3. A comparison of the global convergence
In this subsectionwe test the global convergence of twomethods of the decreasing ratio 0.We experiment numerically
on polynomials with complex coefﬁcients with real and imaginary parts obtained random from a uniform distribution
over (−1, 1). Ten thousand polynomials each of degree 10, 20, 30, . . . , 90 are tested. All of the initial approximations
are 1000 + 1000i and all zeros are assumed to be simple. We decide that the iteration successfully converges if
|f (zi)|< 10−6 for some i50. We show in Table 5 the number of successful convergence and the average number of
iteration times in this case.Numerical computation are carried out using gcc version 3.3.2. on Pentium III, approximately
16 digits.
Numerical experiments show that the global convergence of twomethods of decreasing ratio 0 are similarly excellent.
More precisely, the percentage of successful convergence is more than 90% for polynomials of order less than 50.
7. Conclusions
All the methods of our family except for limiting cases converge locally quartically to a simple and multiple zero
with known multiplicity of analytic functions.
For polynomials the initial behavior and the global convergence of the method with the optimum parameter and the
Laguerre method are similarly excellent. However, the local convergence of the former method is better than that of
the latter method.
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