In this paper we present an improved algorithm for finding k closest (farthest) points for a given arbitrary query segment. We show how to preprocess a planar set P of n given points in O(n 2 log n) expected time (or, alternatively, in O(n 2 log 2 n) deterministic time) and a subquadratic space, in order to report k closest points to an arbitrary given query line segment in O(k + log 2 n log log n) time. Here, for the first time, the data structure that provides polylogarithmic query time and uses subquadratic space is presented. We also show an algorithm for reporting the k farthest points from an arbitrary given query line segment.
Introduction
We study two proximity problems involving a set P = { p 1 , p 2 , . . . , p n } of n points in the plane and arbitrary given query line segment. The problems are:
1. k-closest points to an arbitrary query segment: We want to preprocess the set P so that, for a query line segment s, we can report efficiently the k points of P closest to s. 2. k-farthest points from an arbitrary query segment: We want to preprocess the set P so that, for a query line segment s, we can report efficiently the k points of P farthest from s.
Proximity queries involving line segments have been very little studied. One of the first works of this kind [5] addresses the problem of locating the nearest point to a query straight line segment among a set of n points in the plane. The following results have been obtained in [5] for a few restricted cases of this problem.
• If the query line segment is known to lie outside the convex hull of P, a linear size data structure can be constructed in O(n log n) time, and it finds the nearest neighbor of a line segment in O(log n) time.
• If m non-intersecting query line segments are given simultaneously, then the nearest neighbors of all these line segments can be reported in O(m log 3 n +n log 2 n +m log m) time. If n = m, the time complexity can be improved to O(n log 2 n) [4] .
• When n arbitrary possibly intersecting query line segments are given in advance, then the nearest neighbors of all of them can be reported in O(n 4/3 log k n) time, for some constant k [3] . A slightly better result, with running time O(n 4/3 2 O(log * n) ), is proposed in [4] .
• If n query line segments arrive online, then the amortized query time per segment is O( √ n log k n), for some constant k.
We consider an unrestricted version of the k nearest (farthest) points query problem for line segments, where the objective is to report the k nearest (farthest) points of an arbitrary query line segment s among a set P of n points. Recently, Goswami et al. [11] presented an algorithm with O(n 2 ) space, O(n 2 log n) expected preprocessing time and O(k + log 2 n) query time for the unrestricted version of the problem. Their solution is based on the algorithm for the so-called segment dragging query problem with O(n 2 ) space requirement and O(k + log 2 n) query time. This problem was considered initially by Chazelle [7] , and asks us to report the first k points of P hit by the query line segment s if s is dragged along any one of its two perpendicular directions. Chazelle [7] gave a linear size, O(log n) query time data structure for the special case in which s is a horizontal segment, and k = 1. We break down a quadratic space data structure barrier of the segment dragging problem by providing a new data structure with O(n 2 / log n) space and O(k + log 2 n log log n) query time that can be built in O(n 2 ) time. Using this result we were able to show how to construct in O(n 2 log n) expected time (or, alternatively, in O(n 2 log 2 n) deterministic time) a subquadratic space data structure for our original problem of reporting k nearest (farthest) points for a query segment with O(k + log 2 n log log n) query time. Depending on various values of k the space of the proposed data structure varies in the range between O(n 2 / log n) and o(n 2 ). Moreover, if we are willing to have an expected O(k + log 2 n log log n) query time, the space of the proposed data structure remains O(n 2 / log n) for all values of k. This is the first time that a data structure that provides polylogarithmic query time and uses subquadratic space is presented. We point out that analogously to the Goswami et al. [11] results, the value of k can be part of the input query in the segment dragging problem, while it should be known in advance for the k nearest (farthest) points query problem. For expected query time k might be given as an input parameter of the query. This paper is organized as follows: In the next section we show how to solve efficiently the segment dragging query problem. In Section 3, we present two algorithms for k-closest points to an arbitrary query segment problem and k-farthest points to an arbitrary query segment problem. Finally, we summarize our contributions and conclude by presenting some problems for further research.
Segment dragging query problem
We assume that the points from set P are in general position. Throughout the paper we will use the following duality transformation. For a given segment s, the slab of s, or slab(s), is the region bounded by the perpendicular line l through the left endpoint of s and by the perpendicular line r through the right endpoint of s. The set of points inside slab(s) is partitioned into two subsets slab above (s) and slab below (s) by the segment s (see Fig. 1 ). In the segment dragging query, we need to report the k nearest points to s among the members in slab above (s) (respectively, slab below (s)). Here k may be specified at the query time. Without loss of generality we assume that our goal is to report the k nearest points of s among the members in slab above (s).
In this section we present an improved O(n 2 / log n) space algorithm to answer the query efficiently in O(k + log 2 n log log n) time with O(n 2 ) preprocessing time. Let H be the set of dual lines corresponding to the points in P. Let A(H ) denote the arrangement of H . The data structure used in our algorithm stores different levels of the arrangement A(H ), as described below. From now on, this data structure will be referred to as the level-structure. 
Definition 1. (Edelsbrunner [10]).
A point π in the dual plane is at level θ (0 ≤ θ ≤ n) if there are exactly θ lines in H that lie strictly below π. The θ-level of A(H ) is the closure of the set of points on the lines of H whose levels are exactly θ in A(H ), and is denoted as λ θ .
Clearly, the edges of λ θ form a monotone polychain from x = −∞ to x = ∞. Each vertex of the arrangement A(H ) appears in two consecutive levels, and each edge of A(H ) appears in exactly one level. Fig. 2 depicts levels λ 0 , λ 1 , λ 2 in an arrangement A(H ).
Definition 2. The level-structure is an array A whose elements correspond to some of the levels {θ | θ = 1, . . . , n} of the arrangement A(H ). Each element representing a level θ is assigned a linear array containing the vertices of λ θ in a left to right order.
The total number of vertices, edges and faces in A(H ) is O(n 2 ); see [10] . Thus, the total storage required for the level-structure A is O(n 2 ). The following result of Pach and Agarwal ([14] , Lemma 11.4) helps in reducing the space complexity of the preprocessed level-structure A, keeping the preprocessing and query time complexities invariant.
. . , Θ u be disjoint collections of levels in an arrangement of n lines. If each Θ i contains at least v levels, then we can pick a level
Here E θ denotes the set of edges at level θ.
Consider n/ log n + 1 disjoint sets of levels, Θ 1 , Θ 2 , . . . , Θ n/ log n +1 , where Θ i is the collection of the log n consecutive levels {(i − 1) log n + 1, (i − 1) log n + 2, . . . , i log n}, for i = 1, . . . , n/ log n , and Θ n/ log n +1 consists of the (n − log n n log n ) consecutive levels {log n n/ log n + 1, log n n/ log n + 2, . . . , n}. The partitioning of levels is illustrated in Fig. 3 . We choose levels {θ i , i = 1, . . . , n/ log n + 1}, where θ i ∈ Θ i and |λ θ i | = min j∈Θ i |λ j |, and construct the data structure as described below.
Using topological line sweeping [2] , we construct the levels of the arrangement in O(n 2 ) time. By observing the number of vertices in each level, we identify levels {θ 1 , θ 2 , . . . , θ n/ log n +1 }. Note that we do not need to store the levels explicitly in this step, so O(n) space is sufficient. We perform a second topological line sweep [2] to explicitly identify the vertices and edges on the polychains {λ 0 , λ θ 1 , λ θ 2 , . . . , λ θ n/ log n +1 , λ n }; here λ 0 and λ n represent the lower and upper envelopes of A(H ), respectively. With each edge, its line-id is attached. The entire step can be performed in O(n 2 ) time, yielding the desired level-structure A of size O(n 2 / log n).
We build an auxiliary data structure B on the set P. The data structure B is adopted from the algorithm of Cole and Yap [9] , which answers a triangle range-counting query in the plane in O(log n log log n) time using O(n 2 / log n) space; it answers a range-reporting query by spending an additional O(k) time, where k is the size of the output.
Given a query segment s and an integer k, we run the following procedure for answering the corresponding segment dragging query. Let l s denote the line containing s. We first run a binary search on the structure A. At each of the stored levels θ i , we find, in O(log n) time, the edge e ∈ λ θ i whose x-span contains l * s (the dual of l s ). Let p * be the line containing the edge e. Let l i be the line in the primal plane passing through p and parallel to s. We count the number of points of P inside the rectangle R i bounded by s, l i , r, and l. This is done by splitting R i into two triangles, and applying the data structure B. This takes O(log n log log n) time. If |R i ∩ P| > k, the binary search proceeds downwards in A. If |R i ∩ P| < k, we proceed upwards, and if |R i ∩ P| = k, we stop, and report these points in additional O(k) time.
When the binary search terminates we have found two consecutive levels θ i and θ i+1 in A, such that R i contains fewer than k points of P while R i+1 contains more than k points. We now observe that, for any point q ∈ P ∩ (R i+1 \R i ), the dual line q * , at the x-coordinate of l * s , is between the levels θ i and θ i+1 (see Fig. 4 ). Hence, by construction, the number of points in R i+1 \R i is at most log n. We then run the algorithm of Cole and Yap [9] to report the points in R i and the points in R i+1 \R i . We sort the latter set of points by their distance from s, in O(log n log log n) time, select the first k − |P ∩ R i | points producing smaller distances from s, and add them to P ∩ R i , to obtain the k nearest points to s in slab above (s). The overall cost of the procedure is clearly O(k + log 2 n log log n). Thus, we have the following theorem: Theorem 1. Given a set of n points in the plane, it can be preprocessed in O(n 2 ) time and O(n 2 / log n) space such that for an arbitrary query line segment s and an integer k, the corresponding segment dragging query can be answered in O(k + log 2 n log log n) time.
Note: The time we spend on answering the triangle range-counting query affects the overhead term in the query time bound. Here we mention some optimizations that one can carry out to answer the segment dragging query faster.
• We can achieve tradeoff between space and query time through Agarwal's algorithm as shown in [1] . Instead of using the Cole and Yap [9] algorithm for the data structure B, we will use Agarwal's triangle range-counting algorithm. For any m the space of the data structure B is O(m) and query time for counting is O( n √ m log 3/2 n).
The preprocessing time for constructing B is bounded by O(n √ m log w+1/2 n), where w is a constant < 3.3. We reduce the space of the level-structure A to be also O(m), by applying Lemma 1 when u = m/n and v = n 2 /m. Thereby, preprocessing will take max{O(n 2 ), O(n √ m log w+1/2 n)} time, and segment dragging query will take O( n √ m log 5/2 n) time.
• If the number of possible orientations of the query segment s is a constant m, and all orientations are known in advance, then we can answer the query in O(k + log 2 n) time using O(mn log n) storage. Instead of creating auxiliary data structures A, B we create m orthogonal range-counting trees for all m orientations and we use an appropriate orthogonal range-counting tree during the binary search. Recall, the counting query in the orthogonal range tree can be done in O(log n) time and reporting query in O(k + log n) time.
Closest/farthest points for a query segment
In this section we present two algorithms for k-closest points to an arbitrary query segment and for k-farthest points from an arbitrary query segment. We assume that k is known in the preprocessing step as in [11] . This assumption can be removed if we compromise to have expected time for query, instead of worst-case time.
Finding the k nearest points to a query segment
To find the k nearest neighbors of a query segment s, we proceed as follows.
1. Perform the segment dragging procedure with parameter k for the points in slab(s) both above and below s. 2. Find the k closest points to each of the endpoints of s. 3. Among the (at most) 4k reported points, find and report the k nearest neighbors of s.
The k closest points to each of two endpoints of s are easy to obtain from the k-th-order Voronoi diagram of P, provided k is known prior to the preprocessing (as assumed at the beginning of this chapter). The complexity of the k-th-order Voronoi diagram of a set of n point sites in the plane is known to be Θ(k(n − k)) [12] . Thus, overall space complexity is O(n 2 / log n +k(n −k)). For values of k smaller than or equal to O(n/ log n), we obtain the overall space complexity O(n 2 / log n). If k = o(n), the space slightly deteriorates to o(n 2 ) but still remains subquadratic. We note that for k = O(n) no data structure need be constructed since we can spend O(n) time on the query process. Using the result of Chan [6] we can find the k closest points to each of two endpoints of s by an O(n log n) space data structure with O(k + log n) expected query time having k as an input parameter. Thus, we can have a data structure of space O(n 2 / log n) for all values of k (not necessarily known in advance) with expected preprocessing time O(n 2 log n) and with an expected query time of O(k + log 2 n log log n). The time complexity of the best known deterministic algorithm for computing the k-th-order Voronoi diagram is O(nk log 2 k( log n log k ) O(1) ) [6] . It should be mentioned that Agarwal et al. [2] proposed a randomized algorithm for computing the k-th-order Voronoi diagram in O(n log 3 n + k(n − k) log n) time with query time O(k + log n). The runtime of this algorithm has been improved by Chan [6] to O(n log n + nk log k).
We conclude with the following theorem:
Theorem 2. Given a set of n points in the plane and an integer k, we can preprocess them in O(n 2 log n) expected time (or, alternatively, in O(n 2 log 2 n) deterministic time) and o(n 2 ) space, such that for an arbitrary query line segment s, the k nearest neighbors of s can be computed in O(k + log 2 n log log n) worst-case time. If k ≤ O(n/ log n), the space complexity can be improved to O(n 2 / log n). It is also possible to build an O(n 2 / log n) space data structure in O(n 2 log n) expected time that supports queries in O(k + log 2 n log log n) expected time for all values of k that can be given as a part of the query.
Finding the k farthest points from a query segment
Let s above be a segment parallel to segment s in slab above (s) and placed above all the points of P. We define s below symmetrically, to be a segment parallel to s in slab below (s) and placed below all the points of P. The procedure for finding the k farthest neighbors of s consists of four phases.
Conclusions
In this paper we presented a subquadratic space data structure that allows us to perform a k-nearest (k-farthest) points query for a given arbitrary segment. The main question that remains open is whether there exists a subquadratic space data structure that allows us to answer the above-mentioned queries in O(k + log 2 n) time. It would also be interesting to get rid of the dependence on k in advance for worst-case query times.
