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Expérimentation de laboratoire et économie : 
contre quelques idées reçues et faux problèmes*
Nathalie ETCHART-VINCENT 
CIRED (CNRS/EHESS/ENPC/ENGREF)
résumé – En dépit de son utilisation et de sa légitimité croissantes, l’expérimentation de 
laboratoire en économie fait parfois l’objet de critiques qui peuvent aller jusqu’à la remise 
en cause de la pertinence de l’outil. sans prétendre à l’exhaustivité, nous revenons sur ceux 
de ces arguments qui revêtent selon nous un caractère discutable (parce qu’ils nous semblent 
selon les cas témoigner soit d’une tentation stratégique face à des résultats expérimentaux 
considérés comme gênants, soit d’une vision erronée des finalités et potentialités de la 
démarche, soit encore d’une lecture partielle de la réalité économique elle-même) afin de 
montrer que leur validité est au mieux locale et partielle. Nous en profitons pour rappeler 
les finalités de la méthode expérimentale, circonscrire son domaine d’application (c.-à-d. 
ses potentialités et limites) et indiquer quelques précautions d’utilisation.
abstract – Despite its increasing use and legitimacy, experimental methodology in eco-
nomics has been subject to some criticism, an extreme version of which concludes to its 
irrelevance to its object. With no claim to exhaustiveness, the paper presents and discusses 
some arguments that we consider to be questionable – because they are suspected to hide 
either a strategic temptation when facing unpleasant experimental results or a fallacious 
view of experimental goals and potentialities, or even an inadequate approach of economic 
reality itself – and shows that they are at best locally or partially valid. This allows us to 
remind the reader of the purposes of the experimental method, of its potentialities and 
limits as well as of some basic precautions to adopt.
IntroductIon
 L’économie est l’une des rares sciences à disposer à la fois du terrain et du labo-
ratoire pour mener ses investigations empiriques (Plott, 1991)1. L’expérimentation 
L’Actualité économique, Revue d’analyse économique, vol. 83, no 1, mars 2007
___________
 * L’auteur remercie Michèle Cohen pour ses encouragements à publier ce texte et deux rap-
porteurs anonymes pour leurs nombreuses et judicieuses remarques et suggestions. Elle reste seule 
responsable des opinions émises et des éventuelles erreurs qui pourraient subsister.
 1. Voir par exemple Harrison et List (2004) ou Ohana (2004) pour une distinction plus précise 
entre expérience de laboratoire et « expérience » de terrain.
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en laboratoire est une méthodologie fondée sur la reconstitution in vitro d’une 
situation économique simplifiée dont les variables sont contrôlées par l’expé ri-
mentateur2, ce qui d’une part permet l’interprétation la plus univoque possible des 
résultats et d’autre part assure la reproductibilité du protocole. Notons que ce qui 
caractérise le « laboratoire » est moins une localisation géographique qu’une 
démarche et une méthodologie (avec une référence implicite au laboratoire des 
sciences dites expérimentales)3.
 L’objet d’une expérience de laboratoire est d’étudier le comportement écono-
mique des individus face à un stimulus particulier. Le comportement étudié peut 
concerner des décisions individuelles (dans des contextes de risque ou d’incerti-
tude notamment) ou interindividuelles, que l’interaction soit alors directe (négo-
ciation, coopération, coordination) ou indirecte (participation au financement d’un 
bien public). Le grand avantage de la méthode est qu’elle permet de collecter un 
grand nombre de données dûment contrôlées et à faible coût4.
 L’expérimentation de laboratoire s’est largement développée depuis 25 ans et 
elle a gagné une certaine légitimité (smith, 1994), confirmée par l’attribution du 
Prix Nobel d’économie 2002 à Vernon smith5. Le succès de l’outil doit beaucoup 
à l’étendue de ses possibilités. En effet, l’expérimentation contribue aux trois acti-
vités, essentielles en économie, que sont l’évaluation du pouvoir descriptif des 
modèles (dont elle permet de tester empiriquement les prédictions), l’investiga-
tion des comportements économiques en général et, enfin, la mise en œuvre de 
recommandations prescriptives à l’usage des décideurs publics (Roth, 1988).
 Malgré ses évidentes potentialités et le fait qu’elle soit, au cours des dernières 
années, devenue un outil d’analyse « à la mode », nous avons pu constater dans le 
cadre de notre pratique – dans la littérature comme dans les échanges avec des 
non-spécialistes – que l’expérimentation continuait à faire l’objet de critiques plus 
ou moins sévères, allant de la remise en cause des protocoles adoptés à celle, plus 
radicale, de la pertinence de la démarche expérimentale elle-même lorsqu’il s’agit 
de l’appliquer à l’économie. s’il est selon nous légitime de discuter la pertinence 
scientifique de l’outil expérimental et l’intérêt des résultats obtenus, les critiques 
les plus fréquemment avancées nous paraissent cependant reposer sur des bases 
fragiles qui les rendent fallacieuses et / ou excessives. En effet, ces arguments nous 
___________
 2. Voir par exemple smith (1994) pour l’explicitation des modalités du contrôle (le « toutes 
choses égales par ailleurs ») que permet l’expérimentation de laboratoire (par rapport à celle de terrain) 
ou encore Ohana (2004) pour la distinction, empruntée à Claude Bernard, entre expérience provoquée 
(de laboratoire) et expérience invoquée (exploitation de données issues du terrain).
 3. Comme le souligne Roth (1988), les expériences pourraient être menées dans un casino ou 
un village indien; le principal est qu’elles satisfassent les conditions de contrôle et de reproductibilité.
 4. Le processus de production des données est intégralement maîtrisé par l’expérimentateur 
(Hey, 1991), ce qui lui permet d’échapper aussi bien au coût d’acquisition de données extérieures  
– élevé en raison de la rente informationnelle dont disposent les organismes producteurs de données 
statistiques notamment (Friedman et saunder, 1994) – qu’au doute concernant leur qualité et leur 
pertinence.
 5. Conjointement avec Daniel Kahneman, pour l’apport de la psychologie à l’économie.
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semblent dissimuler soit une tentation stratégique (dans la mesure où le discrédit 
de la méthode expérimentale ou de sa pratique entraîne celui des résultats expéri-
mentaux, bienvenu lorsque ces résultats sont considérés comme gênants), soit 
une approche épistémologiquement discutable de l’expérimentation et de ses fina-
lités (la méthode est alors disqualifiée pour son incapacité à atteindre des objec-
tifs… qui ne sont en réalité pas les siens), soit encore une vision partielle de la 
réalité économique et du marché (de la capacité de ce dernier à influencer et régu-
ler les comportements et à offrir certains stimuli notamment)7. Or l’existence de 
prémisses fragiles (arrière-pensées stratégiques et / ou position épistémologique 
discutable), si elle ne suffit pas à discréditer les arguments eux-mêmes, fait qu’il 
est parfois difficile de faire la part des choses entre les difficultés réelles de la 
méthode expérimentale appliquée à l’économie et celles qui sont de l’ordre de 
l’idée préconçue ou du fantasme.
 Notre objectif ici est précisément de mettre à plat les enjeux du débat dans un 
objectif pédagogique, ce qui nous conduira notamment à discuter « sur le fond » 
la pertinence des arguments suspectés de masquer une tentation stratégique, à 
relativiser le pouvoir régulateur du marché en pratique, à rappeler ce que sont les 
finalités de l’expérimentation ainsi que les potentialités et limites intrinsèques de la 
démarche8 et, enfin, à évoquer incidemment quelques précautions méthodologiques 
de bon sens. Notons cependant que notre démarche ne prétend pas à l’exhaustivité : 
il ne s’agit pas d’épuiser un débat épistémologique aux ramifications multiples et 
complexes9, mais plutôt de mettre en garde contre quelques idées reçues et « faux » 
problèmes, d’autant plus dangereux qu’ils semblent coller au sens commun et à 
l’intuition.
 Les arguments discutés dans cet article s’articulent autour de quatre points. 
Les trois premiers partent de la référence au marché et plus généralement au 
monde réel, l’idée sous-jacente (mais, comme nous le verrons, discutable) étant 
que pour être efficace et crédible, l’expérimentation de laboratoire doit être capa-
ble de décrire les comportements tels qu’ils se manifestent dans la vie économi-
que réelle et de rendre compte du fonctionnement du marché – ce qu’elle ne 
parviendrait pas à faire (ou du moins pas suffisamment). Ainsi, l’expérimentation 
de laboratoire serait par nature incapable de reproduire les capacités compensa-
trice (l’agrégation des comportements gommant les spécificités individuelles) et 
régulatrice (via un mécanisme de sélection naturelle) du marché (1er argument). 
Par ailleurs, elle ne parviendrait pas non plus à reproduire les stimuli (incita-
tions financières et possibilités d’apprentissage) présents dans la vie économique 
___________
 . Le « vice de procédure » (expérimentale) peut en effet être invoqué pour débouter des 
résultats expérimentaux destructeurs (pour le modèle que l’on cherche à défendre), résultats qui, en 
devenant des « paradoxes » ou des « anomalies », permettent d’immuniser le modèle contre la critique 
et de retarder sa réfutation.
 7. Les trois motivations n’étant pas nécessairement exclusives les unes des autres.
 8. Dans la mesure où un outil ne peut pas se voir reprocher de ne pas pouvoir faire ce pour 
quoi il n’a pas été conçu.
 9. Par exemple, la question de l’agrégation fera l’objet d’une discussion sur un point bien précis 
et non sur l’ensemble de ses enjeux et implications (qui dépassent très largement le cadre de notre étude).
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(2e argument) et pâtirait du caractère artificiel de ses protocoles, lié à la singularité 
des sujets habituellement choisis (des étudiants) et au degré de stylisation des 
situations mises en scène (3e argument).
 Le quatrième et dernier pôle de critiques concerne les éventuelles difficultés 
liées à l’utilisation de la méthode expérimentale en sciences humaines et sociales 
(sHs), dans la mesure où, contrairement à ceux des sciences dures, les objets 
expérimentaux sont aussi des sujets – intelligents, sociaux, en interaction avec 
autrui et avec leur environnement. On évoquera ici les problèmes liés à l’interac-
tion sujet / expérimen tateur, à l’instabilité des préférences des sujets et à la mise 
en œuvre du contrôle. si ces difficultés peuvent effectivement se rencontrer et 
affecter la qualité des données collectées, l’expérimentateur dispose cependant 
d’outils pour les contrôler ou limiter leurs conséquences.
 La discussion s’articule autour des quatre axes de critique détaillés ci-dessus. 
Les travaux expérimentaux sur lesquels elle s’appuie sont majoritairement issus 
du domaine de la décision individuelle dans le risque, sans perte de généralité 
cependant compte tenu des thèmes développés. Par ailleurs, pour ne pas alourdir 
inu tilement le corps du texte et permettre plusieurs niveaux de lecture, de nom-
breux exemples et précisions sont donnés en note de bas de page. Le papier est 
organisé comme suit. Nous commençons par discuter la critique selon laquelle 
l’expérimentation serait incapable de reproduire le fonctionnement du marché 
(section 1). Puis nous nous intéressons à la thèse selon laquelle le laboratoire 
n’offrirait pas suffisamment de stimuli (section 2), avant de discuter la critique 
d’artificialité des protocoles (section 3). La section 4 revient sur les spécificités de 
la méthode expérimentale en sHs et la dernière section conclut.
1.	 l’IncapacIté	du	laboratoIre	à	décrIre	le	fonctIonnement	du	marché?
 Une première batterie d’arguments se fonde sur l’existence d’une discontinuité 
majeure entre les comportements tels qu’ils peuvent être produits en laboratoire et 
ceux observés sur les marchés. En l’occurrence, que ce soit par le biais d’une sorte 
de « main invisible », à travers des effets mécaniques d’agrégation et de compen-
sation ou encore à la faveur d’un mécanisme de sélection naturelle, le marché exer-
cerait une influence déterminante sur les comportements individuels – influence 
qu’il serait impossible de reproduire en laboratoire. Dès lors, il ne servirait à rien 
de chercher à identifier en laboratoire des comportements... qui n’ont que peu de 
chances de se manifester sur le marché, de l’affecter ou d’y perdurer. quelle que 
soit sa finalité, l’expérimentation serait donc par nature inutile. Nous discutons 
successivement l’argument de la « main invisible » (1.1), celui de l’agrégation / 
compensation (1.2) et enfin celui de la sélection naturelle (1.3).
1.1 La logique de type « as if » des marchés
 Un premier argument défavorable à l’utilisation de la méthode expérimentale 
en économie s’inscrit dans une logique de type « as if » à la Friedman et savage 
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(1948). Ces derniers mobilisent l’exemple du billard pour défendre le modèle 
d’espérance d’utilité contre ses éventuelles invalidations empiriques en labora-
toire : de même que le comportement d’une boule de billard est prédictible par des 
équations complexes issues de la mécanique des solides et de la géométrie plane, 
et ce même si le joueur ignore totalement ces équations, tout se passe comme si 
(as if) les agents présents sur le marché optimisaient de façon inconsciente, selon 
une logique proche du principe de la main invisible de smith ou de la rationalité 
inconsciente qu’évoquera simon (1955). Peu importe finalement que le modèle x 
soit impuissant à décrire les comportements en laboratoire, ce qui compte c’est de 
savoir si ce modèle permet de prédire les comportements observés sur les mar-
chés10. Dans cette optique, et dans la mesure où les comportements mis en œuvre 
sur les marchés sont incommensurables à ceux déployés en laboratoire, ce dernier 
ne peut rien apporter à la connaissance empirique : il suffit d’observer les marchés 
et les comportements qui s’y développent.
 L’argument précédent est selon nous hautement discutable. Outre le fait qu’il 
serait intéressant d’identifier les raisons pour lesquelles un modèle peut prédire 
correctement les comportements tout en étant mal spécifié (Dawes, 1979), nous 
considérons comme difficilement tenable la position épistémologique, sous-jacente 
à la logique « as if », selon laquelle seule la prédiction compte même si elle repose 
sur des hypothèses comportementales erronées (samuelson, 193). selon nous, 
l’étude des comportements présente un intérêt, en elle-même et en deçà des méca-
nismes de marché, en particulier en ce qu’elle permet de mieux appréhender la 
psychologie individuelle. Même si l’hypothèse « as if » s’avérait empiriquement 
vérifiée (ce qui est loin d’être évident), cela n’enlèverait pas toute pertinence à la 
démarche expérimentale11.
1.2 L’agrégation et la compensation sur les marchés
 L’argument selon lequel le fonctionnement du marché est incommensurable 
aux logiques individuelles apparaît relativement ad hoc (et selon nous quelque 
peu stratégique). Il a cependant été approfondi et explicité, à travers les principes 
d’agrégation et de compensation. Ces principes ont en effet été mobilisés pour 
montrer que si l’expérimentation met en évidence certains comportements atypi-
ques, voire irrationnels – en particulier des déviations par rapport à la rationalité 
standard – ces derniers ne vont pas pour autant affecter le comportement agrégé 
et le fonctionnement du marché. En effet, des différences individuelles qui sont 
a priori indépendamment et identiquement distribuées doivent se compenser lors-
qu’elles s’agrègent sur le marché. On mettrait ainsi à jour un individu moyen, 
supposé représentatif et beaucoup plus lisse que les individus qui le composent.
___________
 10. selon Friedman (1953), c’est effectivement le cas du modèle d’espérance d’utilité. Cette 
position se discute cependant largement… ne serait-ce qu’à la faveur des résultats issus des données 
de terrain.
 11. L’expérimentation peut d’ailleurs aider à comprendre les fondements microéconomiques 
de la logique « as if », s’ils existent.
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 L’argument précédent nous semble cependant fallacieux. Tout d’abord, les 
« biais » individuels ont davantage de chances de se renforcer que de s’annuler 
car ils tendent à jouer systématiquement dans le même sens (ils ne sont pas indé-
pendants au sens statistique du terme). Plus généralement, la connexion entre les 
comportements microéconomiques et le fonctionnement macroéconomique est 
trop complexe pour que l’on puisse éliminer d’emblée les conséquences au niveau 
macroéconomique des décisions microéconomiques (Tversky et Kahneman, 198; 
voir aussi Russel et Thaler, 1985 pour le rôle des contraintes institutionnelles). 
Ainsi, Akerlof et yellen (1985) montrent que de petites déviations individuelles 
par rapport à la rationalité peuvent avoir de grands effets sur l’équilibre économi-
que. Kleindorfer et Kunreuther (1982) et Johnson et al. (1993) soulignent quant à 
eux que les biais cognitifs, bien présents sur les marchés d’assurance, peuvent y 
rendre difficile la réalisation de l’équilibre. En outre, le mécanisme d’agrégation 
fait perdre de vue l’hétérogénéité de la population : à moyenne identique, il n’est 
pas équivalent (ne serait-ce que pour la mise en œuvre d’une mesure de politique 
publique par exemple) d’avoir une population homogène ou deux groupes aux 
comportements opposés qui apparemment se compensent. C’est la notion même 
d’individu représentatif qui est alors discutable. quoi qu’il en soit, si l’on admet 
que les caractéristiques psychologiques et cognitives des individus et leurs com-
portements affectent bel et bien le fonctionnement du marché, alors l’expérimen-
tation devient précieuse, voire incontournable.
1.3 La sélection naturelle sur les marchés
 L’argument précédent peut cependant être poursuivi en arguant que le marché 
sélectionne les plus aptes (argument de la sélection naturelle) et que les « anoma-
lies » mises en évidence en laboratoire ne sauraient perdurer longtemps sur le mar-
ché. seuls (les comportements et) les individus rationnels survivraient, les autres 
étant conduits à la banqueroute, ruinés par leurs propres erreurs ou par la confron-
tation avec des individus plus rationnels et décidés à tirer parti de leurs faiblesses. 
On rejoint ici des arguments du type pompe à monnaie. Cette dernière est le méca-
nisme par lequel un individu intéressé (par le profit) va tirer parti de l’irrationalité 
de son partenaire en lui proposant une série de transactions au terme de laquelle 
ce dernier va systématiquement perdre une somme d’argent. La répétition de tel-
les séries de transactions aboutissant à la ruine de l’individu, le marché éliminerait 
peu à peu les individus irrationnels. Un argument connexe avancé par Diamond et 
Rotschild (1978) souligne que la rationalité d’un petit nombre d’individus seule-
ment est requise pour que le marché fonctionne de façon rationnelle, à condition 
du moins que ces derniers aient un accès aux facteurs de production suffisant pour 
exercer sur les autres agents (et sur le marché en général) une pression qui va les 
obliger à évoluer pour survivre.
 Dans tous les cas, parce que l’expérimentation en laboratoire serait par nature 
incapable de capter ces processus de pression et de sélection, elle serait également 
impuissante à recréer le fonctionnement des marchés – et donc inutile.
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 s’il est séduisant, l’argument de la sélection naturelle reste cependant théori-
que et témoigne d’une confiance exagérée dans les capacités régulatrices du mar-
ché. Par exemple, Börgers (199), Börgers et sarin (1997) et Cubitt et sugden 
(1998) montrent que les préférences non standard ne sont susceptibles d’évoluer, 
sous la pression d’un mécanisme de sélection, que sous des conditions hautement 
restrictives.
 En ce qui concerne plus spécifiquement l’argument de la pompe à monnaie, 
trois réserves importantes peuvent être émises. Une première réserve, théorique, 
dit que si les « pompeurs de monnaie » sont en concurrence sur le marché, alors 
la somme que chacun d’eux va pouvoir prélever à l’équilibre sera vraiment très 
faible12. Dans ce cadre, la ruine de l’individu ne sera possible que si le nombre de 
transactions appauvrissantes est très élevé. Or un deuxième argument, empirique 
celui-là, souligne le rôle des capacités d’apprentissage de l’individu : ce dernier 
subira peut-être une ou deux fois des transactions appauvrissantes, mais très vite 
refusera de s’y livrer. La ruine apparaît donc comme une issue très peu probable. 
Enfin, un dernier argument, également empirique, tient au caractère majoritaire 
des individus potentiellement irrationnels dans la population. D’une part, chacun 
sait qu’il peut être un jour exposé à une transaction appauvrissante de ce type, de 
telle sorte qu’il ne cherchera pas nécessairement à faire subir à d’autres ce qu’il ne 
souhaiterait pas subir lui-même. D’autre part, parce qu’ils sont minoritaires, les 
individus disposés à profiter des faiblesses d’autrui sont d’autant plus visibles et 
donc faciles à démasquer.
 Au total, le marché a donc peu de raisons d’être sélectif (au sens de la sélec-
tion naturelle). De fait, la vie économique est riche de manifestations d’irrationa-
lité répétées, massives et durables (l’exemple typique étant celui des marchés 
financiers; cf. shapira, 2000). Même si la seule finalité de l’expérimentation était 
de décrire le fonctionnement du marché (ce qui n’est certainement pas le cas), le 
fait que les anomalies observées en laboratoire se produisent également et régu-
lièrement dans la vie réelle plaide en faveur de l’expérimentation.
2.	 l’IncapacIté	du	laboratoIre	à	offrIr	des	stImulI	réalIstes?
 selon une approche standard en économie, le monde économique réel offre 
des stimuli permettant à l’agent de tirer profit de la qualité de ses décisions (il 
s’agit des incitations monétaires) et aussi de progresser s’il commet des erreurs (il 
s’agit des opportunités d’apprentissage). Dans cette optique, et pour être en mesure 
de susciter des comportements conformes à ceux qui seraient produits « en situa-
tion », le laboratoire doit donc offrir de tels stimuli (Binmore, 1999) – ce qu’il ne 
ferait pas ou du moins pas suffisamment13. Nous discutons successivement la 
question de l’apprentissage (2.1) et celle des incitations (2.2).
___________
 12. Idée stimulante soumise à l’auteur par Jean-yves Jaffray (communication personnelle).
 13. Par exemple, Plott (199) s’appuie sur le travail de Cox et Grether (199) pour conclure 
que les renversements de préférence observés en laboratoire sont le produit du manque d’expérience 
et du manque de motivation (d’incitations) des sujets et qu’ils disparaissent dans un contexte de marché.
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2.1 Le laboratoire et l’apprentissage
 Les marchés permettraient l’apprentissage grâce à la confrontation répétée 
avec des situations de choix similaires, au retour d’expérience (« feed back ») que 
cette répétition autorise sous la forme de sanctions ou de récompenses, au délai de 
calcul et de réflexion dont les agents disposent et enfin à l’observation d’autrui et 
au recours au conseil (Camerer, 1987). Comme le soulignent Berg, Dickhaut et 
O’Brien (1985), la théorie économique standard décrit le comportement asympto-
tique des individus une fois qu’ils se sont familiarisés avec la tâche. En favorisant 
la répétition des décisions économiques et les interactions entre agents, le marché 
fonctionnerait donc conformément aux prédictions de la théorie économique  
standard.
 Un premier argument – extrême – considère qu’il est impossible de reproduire 
en laboratoire les opportunités d’apprentissage qui prévalent dans la vie réelle,  
ce qui condamne d’emblée la méthode expérimentale elle-même (et donc ses 
résultats).
 Cet argument est très largement excessif, puisque des conditions favorables à 
l’apprentissage peuvent tout à fait être introduites dans le laboratoire et ce de 
différentes manières : mise en place d’un entraînement soutenu, répétition des 
choix, sélection de sujets déjà expérimentés, etc. On peut même aller jusqu’au 
paradoxe et considérer que le contexte expérimental, en offrant un retour immé-
diat, clair et exogène au sujet, lui donne des possibilités d’apprentissage bien 
supérieures à celles offertes par la vie réelle. Dans la vie en effet, plusieurs varia-
bles varient simultanément (la conjoncture, les autres agents et même le temps 
qu’il fait14) de telle sorte qu’il est très difficile d’attribuer un mauvais (respective-
ment bon) résultat à une cause unique telle qu’une mauvaise (respectivement 
bonne) décision. Une expérience bien menée parvient au contraire à contrôler un 
maximum de variables, de telle sorte que le sujet se voit offrir un retour explicite 
et sans ambiguïté sur son action et peut donc associer de manière beaucoup plus 
fiable un résultat heureux ou malheureux à une défaillance dans sa décision. En 
tout état de cause, les possibilités d’apprentissage offertes par le laboratoire sont 
sans commune mesure avec celles permises par la vie réelle : dans leur étude, 
Goodie et Fantino (1999) observent certes une disparition des anomalies au bout 
de 1 00 répétitions, mais comme ils le soulignent, la vie offre rarement 1 00 
chances de se corriger! D’ailleurs, certaines situations de la vie ne permettent pas 
du tout l’apprentissage (Tversky et Kahneman, 198). Ce sont celles qui se carac-
térisent par une absence de retour, une unicité des décisions, l’existence de chan-
gements dans l’environnement, l’absence d’agents mieux informés ou disposés à 
communiquer des informations fiables, etc. (Thaler, 1987). Entrent dans cette 
catégorie certains types d’investissement, les achats immobiliers, le mariage ou 
encore le choix d’une formation professionnelle. En tout état de cause, une étude 
___________
 14. Lequel peut, par exemple, avoir une influence sur les cours de la Bourse (cf. Hirshleifer et 
shumway, 2001).
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expérimentale qui voudrait explorer ce type de décision devrait absolument éviter 
d’introduire la possibilité d’un apprentissage susceptible de fausser les compor-
tements (Henrich, 2001)15.
 à côté de l’argument selon lequel le laboratoire serait par construction inca-
pable de produire de l’apprentissage, un second argument, plus modéré, considère 
que le problème vient simplement d’un effort insuffisant de la part des expérimen-
talistes qui, bien que dotés de techniques permettant de favoriser l’apprentissage, 
en feraient un usage trop limité – avec pour conséquence des données peu fiables. 
Cet argument s’appuie sur des résultats expérimentaux tendant à montrer que le 
fait d’introduire une possibilité d’apprentissage, par le biais d’un entraînement 
soutenu et / ou la répétition des choix notamment (Binmore, 1994; Hertwig et 
Ortmann, 2001), se traduit par une réduction significative des anomalies de 
comportement initialement observées (Plott, 199). à titre d’exemple, l’expérience 
acquise réduirait la magnitude des déviations par rapport à la règle de révision 
bayésienne des croyances (Camerer, 1990; Harrison, 1994), même si le nombre 
de répétitions doit pour cela être élevé (Grether, 1980). De même, Brookshire et 
Coursey (1987) montrent que l’écart entre disposition à payer et disposition à 
recevoir peut être grignoté par l’entraînement et le retour d’expérience (jouent 
également les incitations). Enfin, il semble que les renversements de préférences 
ne soient pas aussi nombreux lorsque les choix sont répétés (Berg, Dickhaut et 
O’Brien, 1985; Chu et Chu, 1990).
 Au-delà des désaccords sur le contenu même du concept d’apprentissage1, la 
capacité de ce dernier à faire disparaître les anomalies comportementales obser-
vées en laboratoire reste cependant discutable. Par exemple, Barron et Erev (2000) 
montrent que les individus continuent à dévier de la maximisation de la valeur 
espérée lorsque les choix sont répétés jusqu’à 400 fois. Il en est de même, au bout 
de plusieurs centaines de répétitions, chez Goodie et Fantino (199) (voir Fantino 
et stolarz-Fantino, 2001 pour d’autres références). à l’issue de plusieurs expé-
riences portant sur des transactions et dans lesquelles les sujets sont incités moné-
tairement et entraînés, Camerer (1987) montre certes que le prix des transactions 
dévie peu des prédictions bayésiennes, mais aussi que l’introduction d’un niveau 
de stimuli significatif n’élimine pas totalement les biais individuels. Myagkov et 
Plott (1997) quant à eux identifient une certaine tendance des compor tements à 
converger vers l’équilibre, mais sans que cette convergence soit générale. Enfin, une 
expérience de Bone, Hey et suckling (1999) suggère que la répétition des choix et 
la discussion de groupe, sources d’apprentissage, se traduisent par un plus grand 
nombre d’écarts par rapport à la rationalité standard.
___________
 15. Cela risque aussi d’introduire une confusion quant à la nature exacte de l’hypothèse qui est 
testée (Gillies et Rigdon, 2001).
 1. Par exemple, le résultat de Harrison (1994), selon lequel l’expérience accroît significati-
vement le caractère bayésien des raisonnements, contredit celui de Grether (1980), mais l’expérience 
n’y est pas définie de la même façon (voir Hertwig et Ortmann, 2001 : 388; voir aussi Baron, 2001 
pour une recension des différentes modalités d’acquisition et de mesure de l’apprentissage).
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 Peut-être ces résultats pourraient-ils être attribués à d’autres caractéristiques 
inopportunes du laboratoire. Cependant, dans la vie économique elle-même, le 
fait que les décisions soient répétées ou prises par des spécialistes n’entraîne pas 
nécessairement la convergence vers une quelconque rationalité (Timmermann, 
1993). En particulier, shapira (2000) donne l’exemple des opérateurs sur les mar-
chés financiers qui, en dépit d’une très grande expérience et d’un retour perma-
nent et explicite sur leurs décisions, continuent à dévier de manière systématique 
de la rationalité standard. En tout état de cause, si la mise en oeuvre de techniques 
propices à l’apprentissage est susceptible de permettre au laboratoire d’approcher 
le fonctionnement du marché (ce qui, comme on l’a vu, se discute), il ne faut pas 
en attendre la disparition des « anomalies », tout aussi prégnantes dans la vie réelle.
2.2 Le laboratoire et les incitations monétaires
 si l’on admet que, pour l’homo œconomicus, l’effort est une source de désuti-
lité, alors la mise en place d’une rémunération contingente à la performance est 
nécessaire pour empêcher l’individu de tirer au flanc. C’est la logique même de 
fonctionnement du marché, qui offre des incitations et des sanctions – notamment 
financières – significatives, dont la perspective est censée conduire l’agent écono-
mique à fournir l’effort (intellectuel ou autre) lui permettant de prendre la meilleure 
décision possible (en l’occurrence celle qui lui permettra de maximiser son gain).
 Dans cette optique, le laboratoire est souvent critiqué pour son incapacité à 
offrir des incitations monétaires suffisamment élevées ou prégnantes pour que les 
sujets soient dissuadés d’économiser leur effort mental (et éventuellement de 
répondre n’importe quoi) (Hirshleifer et Riley, 1992; smith et Walker, 1993) et 
incités à développer une rationalité de type économique (parce qu’appuyée sur 
des choix réels et des enjeux réels; Ohana, 2004). Nombre de déviations par rap-
port aux prédictions théoriques standard observées en laboratoire sont ainsi attri-
buées aux insuffisances du système incitatif utilisé (Harrison, 1994), la mise en place 
d’une procédure adéquate se traduisant, a contrario et à titre d’exemple, par une 
réduction de la fréquence du paradoxe d’Allais (Burke, 199) ou du phénomène 
de renversement des préférences (Bohm, 1994).
 Les arguments précédents ont été amplement discutés dans le cadre d’un débat 
plus large autour de la question des incitations monétaires (voir Etchart-Vincent, 
200 pour une revue en français de ce débat). Il n’est en l’occurrence pas du tout 
évident que les incitations monétaires soient nécessaires, ni même efficaces, pour 
promouvoir l’effort des sujets, d’autant que le lien entre effort et performance est 
lui-même parfois distendu (pour la recension et la mise en perspective d’un grand 
nombre d’études, voir par exemple Camerer et Hogarth, 1999; Bonner et sprinkle, 
2002; Hertwig et Ortmann, 2001; voir aussi Read, 2005 pour une réflexion sur 
le sujet). En tout état de cause, ce n’est certainement pas le fait d’être rémunéré 
qui rend les individus rationnels (au sens habituel du terme). Ainsi, une étude de 
Lichtenstein et slovic (1973) montre que les incohérences de vrais joueurs jouant 
leur propre argent avec des mises importantes sont similaires à celles d’étudiants 
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ne procédant qu’à des choix hypothétiques. Étudiant le renversement des préfé-
rences, Grether et Plott (1979) mettent en évidence des incohérences du même 
ordre, voire plus prononcées, quand les choix sont réels. En tout état de cause, 
lorsque l’on observe une différence entre choix réels et choix hypothétiques, cette 
dernière paraît être plus quantitative que qualitative (Battalio, Kagel et Jiranyakul, 
1990; Camerer et Hogarth, 1999). Dans cette perspective, il est difficile de rejeter 
l’expérimentation de laboratoire pour son usage insuffisant des incitations moné-
taires. Ce qui est en jeu, au fond, c’est plutôt son incapacité à produire les résultats 
souhaités – et ce malgré la mise en place d’incitations. On pourrait évidemment 
arguer du fait que ces dernières ne peuvent jouer leur rôle incitatif lorsque leur 
niveau reste trop faible par rapport à celui qui prévaut dans la réalité économique. 
Mais la plupart des études qui ont introduit un niveau réel d’incitations monétai-
res élevé (dans des pays où le pouvoir d’achat est beaucoup plus faible; voir par 
exemple Kachelmeier et shehata, 1992) sont parvenues à des résultats similaires. 
La réalité économique elle-même est riche de comportements qui, malgré des inci-
tations élevées (et des sanctions significatives), sont visiblement irrationnels (voir 
à nouveau shapira, 2000 pour les marchés financiers). selon Camerer (1992), le 
fait que les rats exhibent les mêmes comportements que les humains tend d’ailleurs 
à suggérer que l’incapacité des individus à se montrer rationnels est davantage 
cognitive et perceptuelle que motivationnelle.
 Notons enfin que les incitations monétaires peuvent dans certains cas s’avérer 
nuisibles, notamment lorsqu’elles réduisent la motivation intrinsèque des sujets 
ou génèrent chez eux un degré de rationalité artificiel (voir Etchart-Vincent, 200 
pour une analyse plus détaillée et des références). se trouve ici soulignée la néces-
sité de tenir compte de la dimension non financière (psychologique et sociale 
notamment) des incitations et de l’existence de substituts – parfois plus efficaces 
– à l’instrument monétaire (le sentiment de gratification, l’altruisme, pour ne citer 
qu’eux), et ce dans la vie17 comme dans le laboratoire. En laboratoire, un cas de 
figure apparemment problématique concerne les situations dans lesquelles le sujet 
peut rencontrer des pertes. Dans ce cas en effet, il est très délicat – pour des rai-
sons éthiques évidentes – de le faire perdre « pour de vrai ». Or, les stratagèmes 
employés pour introduire quand même des incitations monétaires peuvent être 
contre-productifs lorsqu’ils modifient le contexte de décision et/ou la perception 
qu’en ont les sujets18. Pour obtenir la coopération des sujets et s’assurer qu’ils « se 
mettent bien dans le bain » des pertes, l’expérimentateur dispose cependant d’ins-
truments alternatifs efficaces comme, d’une part, le recrutement des sujets sur la 
base du volontariat pour garantir un niveau élevé de motivation (intrinsèque) et, 
___________
 17. Typiquement, sur le marché du travail, la rémunération n’est qu’une procédure incitative 
parmi d’autres.
 18. à titre d’exemple, la solution, généralement adoptée dans le cadre de l’expérimentation 
des décisions individuelles dans le risque et consistant à introduire une dotation initiale sur laquelle le 
sujet va perdre, soulève le risque du house money effect (Thaler et Johnson, 1990). D’autres stratégies, 
parfois particulièrement subtiles, existent mais elles aussi présentent souvent des effets pervers (voir 
Etchart-Vincent, 200 pour des détails).
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d’autre part, l’élaboration d’un protocole didactique, l’introduction d’une session 
d’entraînement et d’explication suffisante ou encore l’accompagnement des sujets 
durant l’expérience pour limiter les risques liés au caractère hypothétique des choix.
 Au final, l’importance donnée aux incitations monétaires en laboratoire en 
référence au monde économique réel apparaît excessive. La vie elle-même offre 
d’autres types d’incitations, qui jouent un rôle similaire et peuvent être également 
introduites dans le laboratoire (notamment lorsque la mise en place d’incitations 
monétaires y pose problème).
3.	 des	protocoles	artIfIcIels?
 Une troisième batterie d’arguments avancés à l’encontre du recours à la méthode 
expérimentale en économie concerne les protocoles expérimentaux eux-mêmes, 
accusés d’être artificiels. sont à cet égard mis en cause d’une part le choix des 
sujets (3.1), d’autre part le degré de stylisation des situations économiques mises 
en scène (3.2).
3.1 Le choix des sujets, une source d’artificialité?
 Les études expérimentales sont le plus souvent menées avec des étudiants, 
dans une moindre mesure avec des professionnels (actuaires et opérateurs sur les 
marchés financiers notamment), rarement avec des « hommes de la rue ». Nous 
avons pu constater que ce choix faisait souvent l’objet de critiques de la part des 
économistes non expérimentalistes, qui lui reprochent le caractère non représen-
tatif des populations étudiées et donc l’absence de généralisabilité des résultats 
obtenus. Par ailleurs, parce que ces sujets sont particulièrement « éduqués », ils 
sont suspectés d’avoir la capacité, et peut-être la volonté, de déjouer les intentions 
de l’expérimentateur, ce qui biaiserait leurs réponses (qu’ils veuillent jouer avec 
l’expérimentateur, le contrarier ou au contraire lui faire plaisir19).
 En ce qui concerne plus spécifiquement les étudiants, on considère souvent 
qu’ils n’ont pas encore eu l’occasion de prendre des décisions économiques 
d’adultes, de telle sorte que les choix qu’on leur demande de faire dans le cadre 
d’une expérience (que ce soit un achat d’assurance ou la participation au finan-
cement d’un bien public par exemple) leur paraîtraient nécessairement hypothé-
tiques, voire abstraits, et les conduiraient à produire des réponses dénuées de 
signification réelle20. Un argument connexe est celui du statut financier. En effet, 
le faible niveau de revenu et de richesse des étudiants les amènerait à prendre des 
décisions éloignées de celles du reste de la population. C’est ce que montrent 
schoemaker et Kunreuther (1979) : d’une part les étudiants se montrent soit indif-
___________
 19. On songe ici aux biais du type « effet Mayo » ou « effet pygmalion » (voir Ohana, 2004 
pour des détails).
 20. Critique analogue à celle parfois émise à l’encontre des sondages ou des référendums : on 
obligerait l’individu à répondre à une (des) question(s) qu’il ne s’est jamais posée(s) auparavant.
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férents au risque soit joueurs, alors que les autres sujets (des professionnels en 
l’occurrence) privilégient la sécurité21; d’autre part, au sein de la population étu-
diante elle-même, les joueurs s’avèrent être dotés d’un revenu et d’un patrimoine plus 
faibles que ceux qui privilégient la sécurité. Point intéressant, l’incidence de la 
richesse et du revenu s’avère être bien moins importante chez les autres sujets, comme 
si l’expérience de la vie l’emportait alors sur le niveau de ressources financières.
 s’ils sont pertinents dans l’absolu, les éléments évoqués ci-dessus ne suffisent 
pas à remettre en cause le choix de sujets étudiants. En effet, il ne faut pas perdre 
de vue les objectifs de la démarche expérimentale, ses limites et le fait que cer-
tains choix méthodologiques donnent lieu à des arbitrages délicats. Par exemple, 
un dilemme existe clairement entre le souci de choisir des individus dont les 
caractéristiques reproduisent la diversité de la population (en termes de caractéris-
tiques sociodémographiques notamment) afin d’assurer une certaine représentati-
vité des résultats et celui de contrôler ce que l’on fait. Dans leur étude empirique 
(mais non expérimentale) menée sur un large échantillon représentatif de la popu-
lation hollandaise, Donkers, Melenberg et van soest (2001) montrent que l’attitude 
vis-à-vis du risque et ses déterminants sont affectés par l’âge, le niveau d’étude, 
le revenu et la richesse (et secondairement par le sexe). Dans la mesure où l’expé-
rimentation ne permet pas de recourir à des échantillons suffisamment grands 
pour offrir en nombre suffisant toutes les caractéristiques sociodémographiques 
de la population, il apparaît plus judicieux d’adopter la posture inverse et de choi-
sir la population la plus homogène possible de façon à neutraliser ces facteurs 
sociodémographiques et à s’assurer que « toutes choses sont égales par ailleurs ». 
On ne pourra certes extrapoler sans précautions les résultats obtenus sur une telle 
population, mais on évitera le biais de l’expérience à tiroirs qui rend si difficile 
l’interprétation des données (voir infra, section 4.3).
 Traditionnellement, cette homogénéité est acquise par le choix de profession-
nels et plus souvent encore d’étudiants. Ce dernier choix répond avant tout à un 
souci de simplicité. Les chercheurs universitaires disposent en effet d’un vivier 
naturel d’étudiants qui leur évite un coûteux (en termes de temps surtout) démar-
chage des sujets. La logique à l’œuvre devient ensuite cumulative. En effet, les 
chercheurs doivent pouvoir comparer leurs résultats avec ceux issus d’études 
antérieures. Le fait de retenir un échantillon de même nature que celui mobilisé 
dans d’autres travaux permet d’éviter la critique selon laquelle les résultats obte-
nus seraient dus à la spécificité de la population choisie.
 Outre qu’elle est aisément accessible – ce qui explique qu’on y recoure mais 
ne suffit pas à rendre ce choix légitime – cette population présente une seconde 
caractéristique précieuse : son niveau élevé de capital humain. En effet, l’expéri-
mentation requiert que les sujets soient à même de comprendre ce que l’on attend 
___________
 21. Cependant, on pourrait également interpréter ce résultat (ancien) autrement : peut-être ces 
étudiants n’ont-ils jamais eu à acheter d’assurance et ont-ils donc répondu de façon inappropriée aux 
questions posées.
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d’eux et la manière dont le protocole leur est présenté22. Par exemple, il n’est pas 
évident d’appréhender des probabilités présentées de manière explicite (même si 
la plupart des individus sont familiers de la notion de hasard), pas plus que de se 
servir d’un ordinateur pour participer à un jeu de pari mutuel. De façon générale, 
les protocoles sont relativement abstraits, que ce soit par leur contenu ou leur 
présentation, ce qui génère un coût d’entrée cognitif élevé. Ainsi, s’interrogeant 
sur la possibilité de poser à une population d’individus « ordinaires » des ques-
tions habituellement soumises à des individus sophistiqués (en recourant à deux 
échantillons de ménages, le premier représentatif de la population dans son 
ensemble et le second représentatif de la sous-population des ménages aux reve-
nus élevés), Wärneryd (199) montre que les caractéristiques sociodémogra-
phiques telles que le sexe, le revenu et le niveau d’éducation affectent le taux de 
non-réponse (ce sont les femmes âgées et de faible revenu et niveau d’études qui 
échouent le plus souvent à répondre23). Lorsque l’expérience est délicate sur le 
plan cognitif, il est difficile de recourir à une telle technologie sur une population 
culturellement diversifiée.
 Certes, le fait de retenir des sujets dotés d’un niveau de capital humain élevé 
soulève la critique du manque de représentativité culturelle des populations étu-
diées. Mais selon nous, cette critique peut être déjouée à deux niveaux. D’une 
part, en ce qui concerne les observations de nature psychologique (la sensibilité 
décroissante aux grandeurs, par exemple), faiblement corrélées avec le niveau 
socioculturel, on peut s’attendre à ce que la sous-population étudiée, quel que soit 
son niveau d’éducation, reproduise peu ou prou la diversité psychologique pré-
sente dans la population générale et en constitue donc un échantillon acceptable. 
D’autre part, en ce qui concerne les biais cognitifs, on peut supposer que si ces 
derniers atteignent une population (très) éduquée, il en sera vraisemblablement de 
même (et probablement à un degré supérieur) dans le reste de la population. Les 
comportements mis en œuvre par cette population particulière constituent alors 
une image quantitativement édulcorée mais qualitativement proche de ceux pro-
duits par la population en général.
 quant à l’argument selon lequel l’expérience pourrait être manipulée par des 
sujets (trop) éduqués, non seulement il nous paraît théoriquement recevable, mais 
ses enjeux peuvent être parfois importants. Par exemple, lorsque l’objet de l’expé-
rience est de tester une condition de rationalité, il faut à tout prix éviter que les 
sujets ne cherchent à se conformer de manière artificielle à ce qu’ils croient être la 
norme de rationalité attendue. Il est cependant possible d’élaborer le protocole 
expérimental de façon à rendre non transparents les objectifs de l’étude le cas 
échéant (voir aussi infra, section 4.1).
___________
 22. On s’attend aussi à ce qu’ils trouvent la démarche expérimentale un tant soit peu légitime…
 23. Les enquêtes par questionnaire sont dans ce cas un outil plus approprié, qui fait appel à des 
situations et à une présentation plus concrètes et peut donc être diffusé à plus grande échelle.
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 Pour ce qui est maintenant de la critique selon laquelle les étudiants n’auraient 
pas encore eu l’occasion de prendre des décisions de nature économique, le pro-
blème peut en effet se poser quand on demande aux sujets de prendre des déci-
sions contextualisées vraiment particulières (la prime qu’ils seraient prêts à payer 
pour s’assurer contre les tremblements de terre par exemple) car ils doivent alors 
se mettre dans une situation qui leur est effectivement nouvelle et étrangère. Mais 
la difficulté serait finalement la même pour n’importe quel individu confronté à 
une telle décision alors qu’il n’a jamais, par exemple, réfléchi à la possibilité de 
s’assurer contre les tremblements de terre. En outre, les étudiants sont à l’heure 
actuelle de plus en plus souvent pourvus d’un véhicule, parfois d’un logement, ils 
doivent gérer un budget, et tout ceci finit par leur conférer une compétence « stan-
dard » quant aux décisions économiques habituelles. D’ailleurs, le comportement 
des sujets étudiants semble constituer une bonne approximation du comportement 
« moyen » : lorsque l’on compare les choix des étudiants et ceux opérés par des 
professionnels, il apparaît que les premiers recourent souvent davantage à l’intui-
tion et qu’ils sont moins cohérents que les seconds (schoemaker et Kunreuther, 
1979), mais c’est précisément ce qui les rend plus proches de la population dans 
son ensemble. En outre, la plupart des études menées sur des professionnels (actuai-
res, opérateurs financiers…) tendent à répliquer, au moins de manière qualitative, 
les résultats obtenus sur des étudiants (voir par exemple Fox, Rogers et Tversky, 
199).
3.2 Des contextes de décision trop éloignés du monde réel?
 Wallis et Friedman (1942) s’interrogent sur la capacité des sujets à faire des 
choix relevant de la vie quotidienne dans un contexte artificiel. Cette artificialité 
empêcherait en effet les sujets de se projeter et de « se mettre dans le bain » (et 
ce même lorsque des incitations sont introduites) et se traduirait donc par des 
comportements très éloignés de ceux mis en œuvre dans des situations réelles24. 
De fait, la difficulté qu’il y a à extrapoler à la vie réelle des résultats expérimen-
taux obtenus dans des contextes soigneusement contrôlés constitue la critique la 
plus récurrente à l’égard de l’expérimentation (Loomes, 1991; starmer, 1999a).
 Cet argument omet cependant de resituer l’expérimentation de laboratoire par 
rapport à ses objectifs et à ses exigences méthodologiques. En premier lieu, rap-
pelons que la finalité première de l’expérimentation est de tester la validité empi-
rique des théories existantes. Or, en économie comme ailleurs, le monde décrit 
par les modèles est stylisé et simplifié. La pertinence d’une expérience doit donc 
être évaluée au regard de ce qu’elle enseigne dans le cadre de ce monde stylisé et 
non par sa ressemblance avec la nature (Plott, 1991).
___________
 24. Ainsi, quand on explore le lien entre le comportement réel des ménages en matière d’achat 
d’actifs risqués et leurs réponses à des questions hypothétiques posées dans le cadre d’une expérience 
(choix entre loteries), il apparaît que les choix hypothétiques sont faiblement corrélés avec la compo-
sition des portefeuilles réels (Wärneryd, 199).
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 Naturellement, si une théorie est significativement contredite par diverses 
observations de laboratoire obtenues à l’aide de protocoles différents et s’avère 
donc peu performante pour décrire un monde simplifié, on peut supposer qu’elle 
sera encore moins en mesure de rendre compte de ce qui se passe dans le monde 
réel, beaucoup plus complexe25. Dans la mesure où « qui ne peut le moins ne peut 
pas le plus », une telle théorie devrait (dans une optique purement descriptive en 
tout cas) être rejetée (Grether et Plott, 1979)2.
 Plus généralement, la stylisation et la simplification sont pour l’expérimenta-
teur un moyen incontournable de contrôler ce qu’il fait et de limiter le risque 
d’expérience à tiroirs qui pollue souvent les données de terrain (voir par exemple 
Ganderton et al., 2000). Aux débuts de l’économie expérimentale, nombre d’expé-
rimentateurs croyaient que la seule façon de monter une expérience était de mimer 
le monde réel dans ses moindres détails (Plott, 1991). Or il est au contraire néces-
saire de se débarrasser de certains éléments qui, certes, peuvent jouer un rôle dans 
la vie réelle, mais qui sont également susceptibles de brouiller les résultats expé-
rimentaux et d’en rendre délicate l’interprétation. En particulier, l’introduction 
d’un scénario constitue un élément souvent difficilement contrôlable. On a ainsi 
pu montrer qu’une même expérience, habillée d’un scénario d’assurance au lieu 
d’être présentée comme un jeu pur, ne donnait pas lieu au même comportement de 
la part des sujets27 (schoemaker et Kunreuther, 1979; Hershey et schoemaker, 
1980). C’est une des raisons pour lesquelles, contrairement aux psychologues, les 
économistes préfèrent recourir à des contextes abstraits ou génériques (Cooper et 
Kagel, 2003; voir aussi sprinkle, 2003 : 289).
 Évidemment, on peut toujours se demander si l’abstraction créée dans le cadre 
d’une expérience particulière est appropriée et, en particulier, si l’on a effecti ve-
ment réussi à éviter tout risque d’expérience à tiroirs. Ce dernier point soulève la 
question des éventuelles difficultés que peut connaître l’expérimentation en scien-
ces humaines et sociales (par rapport à celle dans les sciences dures) en raison de 
la nature très particulière de son objet d’étude (un être vivant, intelligent et social, 
qui interagit avec l’expérimentateur et avec son environnement). La prochaine 
section est précisément consacrée à trois difficultés de ce type. seront ainsi abor-
dées successivement les questions de l’interaction sujet / expérimentateur (4.1), 
de la stabilité des préférences (4.2) et enfin du contrôle (4.3).
___________
 25. Par exemple, si les sujets violent un principe de rationalité en laboratoire, on peut penser 
qu’ils le feront aussi, et de manière plus soutenue encore, dans la vie.
 2. Un seul résultat ne suffit évidemment pas à discréditer une théorie. Ce n’est qu’au terme 
d’un certain nombre de réplications à partir de protocoles différents que l’on peut être raisonnablement 
assuré de la robustesse d’une observation et donc de sa validité.
 27. En l’occurrence, le contexte assurantiel rend les sujets plus averses au risque.
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4.	 les	dIffIcultés	de	l’expérImentatIon	en	scIences	humaInes	et	socIales
4.1 La relation entre expérimentateur et sujet, source de biais?
 Plusieurs difficultés ont été mises en avant en ce qui concerne l’interaction 
sujet / expérimentateur, susceptible de perturber le sujet et donc de biaiser ses 
réponses. Nous en citerons simplement quelques-unes. Tout d’abord, dans la mesure 
où les situations expérimentales sont susceptibles de générer une atmosphère de 
jeu, le sujet peut choisir de jouer contre l’expérimentateur (Cross, 1980) ou, au 
contraire, d’adopter le comportement qu’il croit être celui que l’expérimentateur 
attend de lui (que ce soit pour lui faire plaisir ou pour ne pas passer pour un indi-
vidu irrationnel28), au lieu de suivre ses préférences intrinsèques. Ensuite, lorsqu’un 
rôle (de vendeur, d’assureur…) est attribué au sujet, ce dernier peut tenter de se 
conformer à ce qu’il pense être les caractéristiques du rôle en question – éventuel-
lement polluées par des idées préconçues plus ou moins exactes – au lieu de se 
contenter de suivre les instructions. Enfin, c’est l’expérimentateur lui-même qui 
perturberait, voire manipulerait, le sujet par le biais des instructions qu’il lui com-
munique mais aussi par sa présence et ses interventions au cours de l’expérience.
 Ces critiques sont évidemment recevables en théorie, mais elles ne remettent 
pas en cause la démarche expérimentale elle-même. Elles plaident simplement là 
encore pour une bonne pratique de l’expérimentation, consistant ici à identifier les 
biais éventuels liés à l’interaction sujet / expérimentateur et à les prévenir autant 
que possible. Ainsi, la mise en place d’un groupe témoin est susceptible d’aider à 
identifier un éventuel effet placebo. On peut également s’efforcer de rendre le 
protocole le moins transparent possible afin d’éviter une rationalisation indésira-
ble des comportements (lorsque l’on cherche à tester une condition de rationalité 
par exemple), ou au contraire le plus explicite possible pour éviter que le sujet ne 
fantasme sur l’objet de l’expérimentation (alors que ce dernier n’est, par exemple, 
que d’éliciter ses préférences). Enfin, l’objet de l’expérience pilote, préliminaire 
au lancement de l’étude proprement dite, est précisément de tester – et le cas 
échéant améliorer – la qualité du protocole (instructions, interface, etc.) et d’éva-
luer la manière dont il est perçu par le sujet.
4.2 Des préférences instables et trop sensibles à l’environnement?
 La cohérence parfois assez faible des réponses (voir Isaac et James, 2000, par 
exemple) a pu jeter le doute sur la fiabilité des données recueillies – et donc sur la 
pertinence de la démarche expérimentale elle-même. se pose en particulier la 
question de savoir si les préférences des individus sont stables et préexistent à leur 
mise à jour expérimentale ou bien si elles sont générées par l’expérience elle-
même (Luce, Mellers et Chang, 1993), auquel cas une même question peut rece-
voir des réponses différentes selon, notamment, la formulation du problème.
___________
 28. Inquiétude que nous avons effectivement pu constater chez certains sujets dans le cadre de 
nos propres travaux.
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 s’il est vrai que les individus manifestent souvent une forte sensibilité à l’envi-
ronnement de la tâche et, en particulier, à la procédure utilisée29 (Tversky, sattah et 
slovic, 1988; slovic, 199; Payne et Braunstein, 1971; voir aussi Machina, 1987 : 142) 
et au contexte institutionnel (voir Isaac et James, 2000 pour la comparaison de plu-
sieurs mécanismes d’enchère), l’argument précédent nous semble cependant excessif.
 Tout d’abord, il apparaît que les sujets ne répondent pas au hasard et font sou-
vent preuve d’une grande cohérence interne30. Ensuite, même s’il est vrai qu’une 
part d’aléa demeure (qui s’avère d’ailleurs irréductible à l’apprentissage), il faut 
admettre que cette dernière existe également dans les décisions de la vie réelle, où 
l’on peut prendre une décision différente, voire opposée, sur un problème que l’on 
a déjà rencontré à l’identique. En fait, ce sont les préférences elles-mêmes qui 
pourraient être aléatoires (Loomes, 1998; Loomes et sugden, 1995)31 ou bien les 
choix qui pourraient ne pas refléter systématiquement des préférences pourtant 
bien établies (voir Harless et Camerer, 1994 par exemple)32.
 Dans ce contexte, la sensibilité aux modalités de présentation des situations de 
choix – entre autres – apparaît comme le reflet de caractéristiques psychologiques 
et cognitives de l’être humain (qui sont d’ailleurs largement exploitées par les 
professionnels du marketing!). Il n’est dès lors ni étonnant ni problématique en 
soi que cette sensibilité se retrouve dans le laboratoire : il s’agit d’une propriété 
intrinsèque des préférences en général et non d’une conséquence fâcheuse de 
l’expérimentation elle-même33.
___________
 29. Dans le cadre de la décision individuelle dans le risque par exemple, l’évaluation directe 
des alternatives (évaluation de prix de vente et de prix d’achat, jugement d’attractivité, détermination 
directe d’un équivalent certain) produit en général un résultat significativement différent de celui 
obtenu à l’issue de choix (voir par exemple Grether et Plott, 1979; Goldstein et Einhorn, 1987; Bostic, 
Herrnstein et Luce, 1990; Birnbaum et sutton, 1992). On peut également souligner les difficultés qu’il 
y a à éliciter « proprement » la fonction d’utilité et les biais générés par certaines méthodes d’élicita-
tion (voir schoemaker et Hershey, 1992 par exemple).
 30. Avec un taux de cohérence (mesuré, notamment, grâce à la répétition de certaines questions 
et à la comparaison des réponses fournies la première et la seconde fois) qui se situe en général autour 
de 70-80 %.
 31. Les individus mettant en œuvre des règles « pifométriques » (rules of thumb) spécifiques à 
la structure particulière de la tâche, sans avoir de préférences parfaitement formées et articulées qu’ils 
pourraient appliquer de façon cohérente à n’importe quel problème.
 32. Cette « erreur » dans les choix pouvant résulter, par exemple, d’une différence dans la 
présentation du problème.
 33. Une configuration extrême est celle des situations de choix mettant en jeu des pertes. Le 
caractère moins familier de tels contextes peut en effet conduire le sujet à produire des choix plus 
imprécis et instables, voire incohérents dans le temps, surtout quand la fatigue cognitive s’en mêle. En 
effet, l’individu tend alors à « gérer » la situation au coup par coup au lieu d’appliquer des heuristiques 
stabilisées. Pourtant, ces difficultés ne devraient pas être considérées comme un obstacle à la qualité 
du matériau recueilli, mais plutôt comme une caractéristique intrinsèque de la psychologie humaine 
face à des pertes. Il en est de même du sentiment de malaise que nous avons pu constater chez certains 
sujets (Etchart-Vincent, 2004, 2007) et qui est assez proche du sentiment que l’on a dans la vie lorsque 
l’on se sent piégé de n’avoir le choix qu’entre deux pis-aller ou de devoir supporter un échec.
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 Pour autant, l’instabilité des choix ne doit pas être considérée comme une 
fatalité, qui polluerait nécessairement les données recueillies en laboratoire et 
condamnerait la pratique expérimentale elle-même. En effet, il est souvent possi-
ble (et bien entendu nécessaire pour des raisons évidentes de contrôle34) d’identi-
fier les phénomènes liés à l’environnement de la tâche et susceptibles d’interférer 
avec la rationalité des individus (Keeney et Raiffa, 197) et donc de fausser les 
données. Ainsi, lorsqu’une source de biais est largement identifiée comme telle, il 
paraît logique d’essayer de la neutraliser35. Inversement, si une procédure est 
notoirement reconnue comme étant la meilleure, il conviendra d’utiliser cette der-
nière plutôt qu’une autre plus douteuse3. Mais il est également possible (et encore 
une fois très souhaitable) de prendre des mesures prophylactiques face à des biais 
dont on soupçonne seulement l’existence – ce qui suppose d’ailleurs une réflexion 
systématique sur chaque élément du protocole et sur ses éventuels effets pervers. 
Il s’agira par exemple soit de « diluer » la procédure douteuse pour limiter ses 
éventuels effets pervers37, soit – et c’est la technique la plus usuelle – de l’isoler 
pour évaluer son incidence effective38. à cet égard, l’étude pilote est encore une 
fois une étape précieuse, susceptible de permettre la mise à jour et la prise en 
compte de biais auxquels on n’avait pas nécessairement pensé lors de l’élabora-
tion du protocole initial.
4.3 Le contrôle impossible?
 Nous avons jusqu’ici considéré le contrôle comme une nécessité méthodolo-
gique mais aussi comme un moyen efficace de produire des données de bonne 
qualité. Pourtant, le fait que dans les sciences humaines et sociales, et contrairement 
___________
 34. En effet, pour être en mesure de produire des données de bonne qualité, c’est-à-dire inter-
prétables avec un degré de confiance acceptable dans les conclusions obtenues, l’expérimentateur doit 
avoir un maximum de maîtrise sur ce qu’il est en train de faire et de tester. Il doit donc en particulier 
s’efforcer de contrôler les variables en jeu et les biais susceptibles de se manifester.
 35. D’où l’intérêt des études spécifiquement dédiées à la recherche et à la mise en évidence 
d’un biais particulier. La somme de toutes ces connaissances constitue une banque de données pré-
cieuse pour l’expérimentateur.
 3. Par exemple, puisqu’on sait que, dans les situations de choix entre loteries, les tâches qua-
litatives produisent des données plus fiables que les tâches quantitatives (Bostic, Herrnstein et Luce, 
1990), la détermination d’un équivalent certain se fera plus judicieusement par encadrement à partir 
de choix successifs que par établissement direct de sa valeur.
 37. si un large éventail de procédures est disponible, on peut (à l’extrême) utiliser une procé-
dure différente pour chaque sujet (l’affectation se faisant de manière aléatoire) de façon à éviter les 
biais systématiques liés à l’utilisation d’une procédure unique. Typiquement, l’ordre dans lequel cha-
que sujet est confronté aux différentes situations de choix qui constituent l’expérience peut être déter-
miné aléatoirement pour éviter un éventuel « effet d’ordre ».
 38. En divisant la population des sujets en plusieurs groupes et en recourant à une procédure 
différente selon les groupes mais identique au sein de chaque groupe, de façon à mesurer (sous l’hypo-
thèse que les sous-groupes sont statistiquement identiques) l’incidence de la procédure sur les choix. 
Par exemple, la moitié des sujets répondra aux questions dans un certain ordre, tandis que l’autre 
moitié y répondra dans l’ordre opposé – de façon à permettre la mise en évidence d’un éventuel « effet 
d’ordre ».
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à ce qui se passe dans les sciences dures, l’environnement ne soit jamais sous le 
contrôle absolu de l’expérimentateur (Roth, 1988) a pu être utilisé pour récuser 
l’utilisation de l’expérimentation en économie (samuelson et Nordhaus, 1985; Kay, 
1997 cité par starmer, 1999a).
 L’argument se fonde sur le risque, déjà évoqué plus haut mais qui serait en fait 
indépassable, d’expérience à tiroirs. L’idée de départ est que toutes les hypothèses 
auxiliaires, faites de manière implicite et parfois même non identifiées ex ante, 
sont autant d’obstacles à l’interprétation des résultats (smith, 1994) puisque l’on 
est conduit en pratique à tester des hypothèses jointes et indissociables39. Poussé 
à l’extrême, cet argument débouche sur la thèse de Duhem-quine, selon laquelle, 
notamment, il est toujours possible ex post d’attribuer à une hypothèse auxiliaire 
la responsabilité d’un résultat empirique40. L’expérimentation en économie serait 
donc incapable de falsifier une théorie41 et, partant, de jouer son rôle. Elle serait 
dès lors inutile.
 Bien entendu, l’argument précédent nous semble excessif. Comme on l’a vu, 
il est possible d’élaborer des stratégies de contrôle efficaces, comme celles évo-
quées plus haut et permettant par exemple de gérer le phénomène de dépendance 
à la procédure (section 4.2). Certains choix méthodologiques forts (stylisation des 
protocoles, sélection de sujets spécifiques, etc.) attestent également d’un souci de 
contrôle poussé (voir supra, section 3). Mais, plus généralement, la réplication 
des expériences constitue un moyen puissant de dépasser la contingence des hypo-
thèses auxiliaires, puisque chaque protocole va proposer son propre jeu d’hypo-
thèses : si un même résultat est répliqué sous des hypothèses auxiliaires différentes, 
alors il paraît raisonnable de le considérer comme robuste. On ne peut rien inférer 
des résultats d’une seule expérience, mais il y a beaucoup à apprendre d’un pro-
gramme de recherche (starmer, 1999b).
conclusIon
 Par construction, la méthode expérimentale simplifie et stylise en vue du 
contrôle et de la réplication. Ces caractéristiques sont un gage de scientificité et  
un atout par rapport aux autres modalités d’investigation empirique, mais elles 
___________
 39. Par exemple, lorsqu’une prédiction particulière de théorie des jeux est testée sous l’hypo-
thèse de neutralité au risque des agents, le résultat obtenu est difficile à interpréter : constitue-t-il 
véritablement un test de la théorie ou bien est-ce l’éventuelle violation – invérifiable – de l’hypothèse 
de neutralité au risque qui provoque le résultat? Le fait de tester la théorie conditionnellement à l’hy-
pothèse auxiliaire de neutralité au risque empêche précisément de départager les deux.
 40. Notons que cette thèse a une implication stratégique évidente : le fait qu’un résultat gênant 
pour le modèle x puisse toujours être attribué à une hypothèse secondaire sous-jacente permet de 
sauver (provisoirement) l’hypothèse centrale qui faisait l’objet de l’investigation expérimentale (et 
donc le modèle).
 41. En effet, l’hypothèse centrale (cible) peut être rejetée à tort si l’une des hypothèses 
auxiliaires n’est pas vérifiée. Inversement, elle peut être acceptée à tort si l’échec d’une hypothèse 
auxiliaire compense et donc masque le sien. Au total, une incertitude irréductible demeure dans 
l’interprétation des résultats empiriques.
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circonscrivent aussi le domaine de validité de la méthode. Il y a certaines choses 
que l’expérimentation de laboratoire est à même de réaliser de manière inégalable 
(contrôler le « toutes choses égales par ailleurs » notamment), il y en a d’autres 
qu’elle ne peut pas faire – et qu’elle ne devrait d’ailleurs pas chercher à faire 
(comme mimer le réel).
 En économie comme dans les autres disciplines, la méthode expérimentale 
peut être critiquée lorsqu’elle est utilisée à mauvais escient, que les protocoles 
sont mal conçus et les résultats peu fiables. Ex ante et ex post, des précautions de 
bon sens s’imposent pour limiter autant que faire se peut certains biais, notam-
ment ceux liés aux spécificités de l’expérimentation en sciences humaines et 
sociales. Cependant, nous avons vu qu’un certain nombre de critiques avancées à 
l’encontre de l’expérimentation en économie, si elles parlent à l’intuition et sont 
largement diffusées, sont fallacieuses ou du moins excessives. Ce sont d’abord 
celles qui résultent d’une conception inadéquate des finalités de la méthode expé-
rimentale. Ce sont ensuite celles qui exagèrent les capacités régulatrices du monde 
économique réel. Ce sont enfin (mais en pratique les motivations sont souvent 
mêlées) celles qui, consciemment ou non, utilisent les faiblesses réelles ou suppo-
sées de la méthode pour récuser des résultats considérés comme gênants.
 Notre ambition ici n’était nullement d’épuiser la richesse épistémologique du 
sujet, mais plutôt de mettre à plat quelques arguments qui, pour être séduisants et 
parfois persuasifs, ne nous semblent cependant pas suffisamment étayés pour pou-
voir être retenus sans réserve. Nous espérons que ces analyses convaincront ceux 
que l’évidence des idées premières a éloignés du laboratoire et qu’elles offriront 
à tous une promenade apéritive au pays de l’économie expérimentale.
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