1. Introduction {#sec0001}
===============

Partial and ordinary differential equations have been used in many academic disciplines to model real world problems occurring in real life in daily [@bib0001], [@bib0003], [@bib0004]. They are wider used as they depict the variation or changes in time and space, thus they can be used together with many others parameters to model a given problems [@bib0002], [@bib0005]. We should note that these differential operators do not replicate exactly complex problems, however some can really replicate real world scenario especially those appearing in classical mechanic where the Markovian processes where the initial starting point and the generator operators are used to future in time and space. It is also important to note that a given real world problem can be modeled using different mathematical models especially when the variation of the real world problem is not well understood by modelers. In the last passed months, the world has faced an outbreak of a fatal disease called corona or covid-19, it is known that such virus comes from bats and was transmitted to humans. The virus has spread in all the corners of the globe and has taken the life of many humans around the world. The outbreak lead mankind in great panic, thus forced them to focus their attention to observe, analyze and predict the future outbreak of the disease, thus one will find many mathematical equations within the available literature many mathematical models [@bib0007], [@bib0008], [@bib0009], [@bib0010], [@bib0011]. However those mathematical models have their advantages and disadvantage, this is due to the fact that the spread or transmission of the disease is still not well understood by human. In this paper, a relatively new mathematical model and the concept of fractional differentiation and integration will be used to include into mathematical model more effects of non-localities.

2. Preliminaries {#sec0002}
================

We present here useful definitions of fractional differential and integral operators. These operators will be used in the next section in order to include into mathematical formulation different effect of non-localities that could be exhibited by the spread of covid-19.Definition 2.1Let $\left. f:R + \rightarrow R \right.$ and $\beta \in \left( n - 1,n \right),n \in N$. The left Caputo fractional derivative of order of the function *f* is given by the following equality;$${}C_{0}D_{t}{}\vartheta u\left( t \right) = \frac{1}{\Gamma\left( n - \vartheta \right)}\int_{0}{}t\left( t - y \right){}{n - \vartheta - 1}u{}\left( n \right)\left( y \right)dy.$$ Definition 2.2The fractional integral associate to the new fractional integral with power-law kernel is defined as:$${}C_{0}I_{t}{}\vartheta u\left( t \right) = \frac{1}{\Gamma\left( \vartheta \right)}\int_{0}{}t\left( t - y \right){}{\vartheta - 1}u\left( y \right)dy.$$ Definition 2.3Let *u* ∈ *H* ^1^(*a, b*), *b* \> *a*, ϑ ∈ \[0, 1\] then the new Caputo derivative of fractional order is given by:$$D{}\vartheta_{t}\left( u\left( t \right) \right) = \frac{M\left( \vartheta \right)}{\left( 1 - \vartheta \right)}\int_{a}{}tu{}\prime\left( x \right)\exp\left\lbrack - \vartheta\frac{t - x}{1 - \vartheta} \right\rbrack dx.$$where *M*(ϑ) is a normalization function such that $M\left( 0 \right) = M\left( 1 \right) = 1$ [@bib0006]. But, if the function *u* ≠ *H* ~1~(*a, b*) then, new derivative called the Caputo-Fabrizio fractional derivative can be defined as$$D{}\vartheta_{t}\left( u\left( t \right) \right) = \frac{M\left( \vartheta \right)}{\left( 1 - \vartheta \right)}\int_{a}{}t\left( u\left( t \right) - u\left( x \right) \right)\exp\left\lbrack - \vartheta\frac{t - x}{1 - \vartheta} \right\rbrack dx.$$ Definition 2.4*u* ∈ *H* ^1^(*x, y*), *y* \> *x*, ϑ ∈ \[0, 1\] with the function *f* differentiable then, the definition of the new fractional derivative (Atangana-Baleanu derivative in Caputo sense) is given as$${}_{a}{}{ABC}D{}\vartheta_{t}\left\lbrack u\left( t \right) \right\rbrack = \frac{B\left( \vartheta \right)}{1 - \vartheta}\int_{a}{}t\frac{d}{dt}u\left( x \right)E_{\vartheta}\left\lbrack - \vartheta\frac{\left( t - x \right)\vartheta}{1 - \vartheta} \right\rbrack dx.$$where *B*(ϑ) has the same properties as in the case of the Caputo-Fabrizio fractional derivative.Here $B\left( \vartheta \right) = 1 - \vartheta + \frac{\vartheta}{\Gamma\left( \vartheta \right)}.$

It should be noted that we do not recover the original function when $\vartheta = 0$ except when at the origin the function vanishes. To avoid this kind of problem, the following definition is proposed.Definition 2.5Let *u* ∈ *H* ^1^(*x, y*), *y* \> *x*, ϑ ∈ \[0, 1\] and not necessary differentiable then, the definition of the new fractional derivative (Atangana-Baleanu fractional derivative in Riemann-Liouville sense) is given as [@bib0001].$${}_{a}{}{ABR}D{}\vartheta_{t}\left\lbrack u\left( t \right) \right\rbrack = \frac{B\left( \vartheta \right)}{1 - \vartheta}\frac{d}{dt}\int_{a}{}tu\left( x \right)E_{\vartheta}\left\lbrack - \vartheta\frac{\left( t - x \right)\vartheta}{1 - \vartheta} \right\rbrack dx.$$ Definition 2.6The fractional integral associate to the new fractional derivative with nonlocal kernel (Atangana-Baleanu fractional integral) is given as [@bib0001]:$${}_{a}{}{ABC}I{}\vartheta_{t}\left\lbrack u\left( t \right) \right\rbrack = \frac{1 - \vartheta}{B\left( \vartheta \right)}u\left( t \right) + \frac{\vartheta}{B\left( \vartheta \right)\Gamma\left( \vartheta \right)}\int_{a}{}tu\left( j \right)\left( t - j \right){}{\vartheta - 1}dj.$$When alpha is zero we recover the initial function and if also alpha is 1, we obtain the ordinary integral.

3. Mathematical model {#sec0003}
=====================

Although sometime mathematical models cannot replicate accurately the real world problem, of course due to that fact that the translation from real world observed problem to mathematical formula is not really accurate due to lack of information, or lack of accuracy to converting reality to mathematical formula. However, these models have been used in the last past decades with great success, thus their use is important to mankind for prediction. These prediction help human you have an idea of what could happen in near future, such that they can take some control measures to avoid worse case scenario. In this section therefore, we present a mathematical model, but simple, that could be used to predict the spread of covid-19 in a given population.$$\begin{array}{cl}
 & {\overset{˙}{S}\left( t \right) = - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda} \\
 & {\overset{˙}{E}\left( t \right) = \alpha_{e}SE + \alpha_{i}SI - KE - \varphi E} \\
 & {\overset{˙}{I}\left( t \right) = KE - \beta I - \mu I} \\
 & {\overset{˙}{R}\left( t \right) = \beta I + \varphi E - rR} \\
 & {\overset{˙}{D}\left( t \right) = \mu I} \\
\end{array}$$Here*S*(*t*) is the class of susceptible,*E*(*t*) is the class of expressed population*I*(*t*) is the infected class*R*(*t*) is the class of recovered,*D*(*t*) is the death clas we present below the slandered analysis, that includes the first testing of disease-free equilibrium endemic-equilibrium, reproductive number, stability analysis.

This will be achieved by neglecting the death class, as such class does not give value to equilibrium.

For disease-free equilibrium we have$$E_{0} = \left( 0,0,0,0 \right)$$For endemic-equilibrium, we have$$\begin{array}{cl}
 & {- \alpha_{e}S^{*}E^{*} - \alpha_{i}S^{*}I^{*} + rR^{*} + \Lambda} \\
 & {\alpha_{e}S^{*}E^{*} + \alpha_{i}S^{*}I^{*} - KE^{*} - \varphi E^{*} = 0} \\
 & {KE^{*} - \beta I^{*} - \mu I^{*} = 0} \\
 & {\beta I^{*} + \varphi E^{*} - rR^{*} = 0} \\
\end{array}$$ $$\begin{array}{cl}
 & {I^{*} = \frac{K}{\beta + \mu}E^{*}} \\
 & {R^{*} = \left( \frac{\beta K}{\beta + \mu} + \varphi \right)E^{*}} \\
 & {S^{*} = \frac{K + \varphi}{\alpha_{i} + \frac{\alpha_{i}K}{\beta + \mu}}} \\
\end{array}$$ $$\frac{\Lambda}{\left( \alpha_{i} + \alpha_{e} \right)\left( \frac{K + \varphi}{\alpha_{i} + \frac{\alpha_{i}K}{\beta + \mu}} \right) - \left( \frac{\beta K}{\beta + \mu} + \varphi \right)}$$Thus finally, we have$$I^{*} = \frac{K}{\beta + \mu}\frac{\Lambda}{\left( \alpha_{i} + \alpha_{e} \right)\left( \frac{K + \varphi}{\alpha_{i} + \frac{\alpha_{i}K}{\beta + \mu}} \right) - \left( \frac{\beta K}{\beta + \mu} + \varphi \right)}$$ $$R^{*} = \left( \frac{\beta K}{\beta + \mu} + \varphi \right)\frac{\Lambda}{\left( \alpha_{i} + \alpha_{e} \right)\left( \frac{K + \varphi}{\alpha_{i} + \frac{\alpha_{i}K}{\beta + \mu}} \right) - \left( \frac{\beta K}{\beta + \mu} + \varphi \right)}$$ $$S^{*} = \frac{K + \varphi}{\alpha_{i} + \frac{\alpha_{i}K}{\beta + \mu}}$$ $$E^{*} = \frac{\Lambda}{\left( \alpha_{i} + \alpha_{e} \right)\left( \frac{K + \varphi}{\alpha_{i} + \frac{\alpha_{i}K}{\beta + \mu}} \right) - \left( \frac{\beta K}{\beta + \mu} + \varphi \right)}$$Now we deserve the reproductive number using the next generation matrix. To obtain this, we need only the following equations associate to the infection$$\overset{˙}{E}\left( t \right) = \alpha_{e}SE + \alpha_{i}SI - KE - \varphi E$$ $$\overset{˙}{I} = KE - \left( \beta + \mu \right)I$$ $$F = \begin{pmatrix}
{\alpha_{e}S} & {\alpha_{i}S} \\
0 & 0 \\
\end{pmatrix}$$ $$V = \begin{pmatrix}
{- K + \varphi} & 0 \\
{- K} & {\beta + \mu} \\
\end{pmatrix}$$ $$FV{}{- 1} = \begin{pmatrix}
{\alpha_{e}S} & {\alpha_{i}S} \\
0 & 0 \\
\end{pmatrix}\begin{pmatrix}
\frac{\beta + \mu}{\left( \beta + \mu \right)\left( K + \varphi \right)} & 0 \\
\frac{K}{\left( \beta + \mu \right)\left( K + \varphi \right)} & \frac{\beta + \mu}{\left( \beta + \mu \right)\left( K + \varphi \right)} \\
\end{pmatrix}$$ $$= \begin{pmatrix}
{\frac{\alpha_{e}S}{K + \varphi} + \frac{\alpha_{i}SK}{\left( \beta + \mu \right)\left( K + \varphi \right)}} & \frac{\alpha_{i}S}{\beta + \mu} \\
0 & 0 \\
\end{pmatrix}$$The reproductive number can be determined as$$R_{0} = \frac{\alpha_{e}S\left( \beta + \mu \right) + \alpha_{i}SK}{\left( K + \varphi \right)\left( \beta + \mu \right)}$$ Lemma 3.1*Lemma: There exist a unique endemic- equilibrium E*\* *if R* ~0~ \> 1 *and no endemic if* $R_{0} = 0$

Proof: To have endemic we need $\frac{d\overset{˙}{E}\left( t \right)}{dt} > 0$ and $\frac{dI\left( t \right)}{dt} > 0$ That is to say$$\alpha_{e}SE + \alpha_{i}SI - \left( K + \varphi \right)E > 0$$ $$KE - \left( \beta + \mu \right)I > 0$$ $$\alpha_{e}SE + \alpha_{i}SI > \left( K + \varphi \right)E$$ $$\frac{\alpha_{e}SE + \alpha_{i}IS}{K + \varphi} > E$$with$$I < \frac{KE}{\beta + \mu}$$ $$\frac{\alpha_{e}S + \frac{\alpha_{i}KS}{\beta + \mu}}{K + \varphi} > 1$$ $$\frac{\alpha_{e}S\left( \beta + \mu \right) + \alpha_{i}KS}{\left( k + \varphi \right)\left( \beta + \mu \right)} > 1$$ $$k_{0} > 1$$Thus there exists a unique endemic equilibrium if *R* ~0~ \> 1.

The Jacobian matrix associated to the system is given as$$J = \begin{pmatrix}
{\alpha_{e}E - \alpha_{i}I} & {\alpha_{e}S} & {- \alpha_{i}S} & r \\
{\alpha_{e}E + \alpha_{i}I} & {- k - \varphi + \alpha_{e}S} & {\alpha_{i}S} & 0 \\
0 & K & {- \beta - \mu} & 0 \\
0 & \varphi & \beta & {- r} \\
\end{pmatrix}$$ $$J\left( t^{*} \right) = \begin{pmatrix}
0 & 0 & 0 & r \\
0 & {- k - \varphi} & 0 & 0 \\
0 & K & {- \beta - \mu} & 0 \\
0 & \varphi & \beta & {- r} \\
\end{pmatrix}$$Here the trace is given as trace $\left( J\left( E{}0 \right) \right) = - \left( K + \varphi + \beta + \mu + r \right) < 0\det\left( J\left( E{}0 \right) \right) = 0$

4. Global asymptotic stability {#sec0004}
==============================

In this section, we present the analysis of global asymptotic stability. Using the two equations involving the primary infections, we insist the following Lyapunov$$L = \frac{1}{K + \varphi}E + \frac{1}{\beta + \mu}I$$Thus applying the first derivative on both sides, we obtain$$\begin{array}{cl}
\overset{˙}{L} & {= \frac{1}{K + \varphi}\overset{˙}{E} + \frac{1}{\beta + \mu}\overset{˙}{I}} \\
 & {= \frac{1}{K + \varphi}\left( \alpha_{e}SE + \alpha_{i}SI - \left( K + \varphi \right)E \right) + \frac{1}{\beta + \mu}\left( KE - \left( \beta + \mu \right)I \right)} \\
 & {= \frac{1}{K + \varphi}\left( \alpha_{e}SE + \alpha_{i}SI \right) + \frac{KE}{\beta + \mu} - \left( E + I \right)} \\
 & {= \left\lbrack \left( \left( \frac{1}{K + \varphi}(\alpha_{e}SE + \alpha_{i}SI \right) + \frac{KE}{\beta + \mu} \right)\frac{1}{E + I} - 1 \right\rbrack\left( E + I \right)} \\
 & {\geq \left\lbrack \left( \left( \frac{1}{K + \varphi}(\alpha_{e}SE + \alpha_{i}SI \right) + \frac{KE}{\beta + \mu} \right)\frac{1}{E + I} - 1 \right\rbrack\left( E + I \right)} \\
 & {\geq \left\lbrack \frac{\alpha_{e}S\left( \beta + \mu \right) + \alpha_{e}SK}{\left( K + \varphi \right)\left( \beta + \mu \right)} - 1 \right\rbrack\left( E + I \right)} \\
 & {\geq \left( R_{0} - 1 \right)\left( E + I \right)} \\
\end{array}$$

Thus

If *R* ~0~ \< 1, then $\frac{dL}{dt} < 0$ if $\frac{dL}{dt} = 0$ if $E = I = 0$

5. Local and global stability of *E*\* {#sec0005}
======================================

In this section, we make use of the Jacobian matrix and the Lyapunov for endemic equilibrium. we start by the Jacobian matrix.$$J = \begin{pmatrix}
{- \alpha_{e}S^{*} - \alpha_{i}S^{*}} & {\alpha_{e}S} & {- \alpha_{i}S} & r \\
{- \alpha_{e}S^{*} - \alpha_{i}S^{*}} & {- k - \varphi + \alpha_{e}S} & {\alpha_{i}S} & 0 \\
0 & K & {- \beta - \mu} & 0 \\
0 & \varphi & \beta & {- r} \\
\end{pmatrix}$$The characteristic equation associate to the above matrix can the obtained withwhere *I* is the 4 × 4 identity matrix$$\det\begin{pmatrix}
{\lambda + \delta_{1}} & {\alpha_{e}S^{*}} & {- \alpha_{i}S^{*}} & r \\
\delta_{1} & {\lambda + \delta_{2}} & {\alpha_{i}S^{*}} & 0 \\
0 & K & {\lambda + \delta_{3}} & 0 \\
0 & \varphi & \beta & {\lambda + r} \\
\end{pmatrix}$$Thus$$P_{JE^{*}} = \lambda{}4 + a_{1}\lambda{}3 + a_{2}\lambda{}2 + a_{3}\lambda + a_{4}$$The Hurwitz matrix for the above characteristic polynomial equation is given as$$H = \begin{pmatrix}
a_{1} & a_{3} & 0 & 0 \\
1 & a_{2} & a_{4} & 0 \\
0 & a_{1} & a_{3} & 0 \\
0 & 1 & a_{2} & a_{4} \\
\end{pmatrix}$$ $$H_{1} = a_{1} > 0$$ $$H_{2} = a_{1}a_{2} - a_{3} > 0$$ $$H_{3} = a_{1}a_{2}a_{3} - a_{1}{}2a_{4} - a_{3} > 0$$ $$H_{4} = a_{4}H_{3} > 0$$we now prove the global asymptotic stability by using the Lyapunov function however the death class is excluded$$\begin{array}{ccl}
L & = & {\left( S - S^{*} - S^{*}\log\frac{S}{S^{*}} \right) + \left( E - E^{*} - E^{*}\log\frac{E}{E^{*}} \right)} \\
 & & {+ \left( I - I^{*} - I^{*}\log\frac{I}{I^{*}} \right) + \left( R - R^{*} - R^{*}\log\frac{R}{R^{*}} \right)} \\
\end{array}$$Thus the derivative respect to *t* is given as$$\overset{˙}{L} = \left( \frac{S - S^{*}}{S} \right)\overset{˙}{S} + \left( \frac{I - I^{*}}{I} \right)\overset{˙}{I} + \left( \frac{E - E^{*}}{E} \right)\overset{˙}{E} + \left( \frac{R - R^{*}}{R} \right)\overset{˙}{R}$$ $$\begin{array}{cl}
 & {= \left( \frac{R - R^{*}}{R} \right)\left( \beta I + \varphi E - rR \right) + \left( \frac{I - I^{*}}{I} \right)\left( KE - \left( \beta + \mu \right)I \right)} \\
 & {+ \left( \alpha_{e}SE + \alpha_{i}SI - \left( K + \varphi \right)E \right) + \left( \frac{S - S^{*}}{S} \right)\left( - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda \right)} \\
\end{array}$$ $$\begin{array}{cl}
\overset{˙}{L} & {\geq \left( \frac{R - R^{*}}{R} \right)\left( \beta\left( I - I^{*} \right) + \varphi\left( E - E^{*} \right) - r\left( R - R^{*} \right) \right)} \\
 & {+ \left( \frac{I - I^{*}}{I} \right)\left( K\left( E - E^{*} \right) - \left( \beta + \mu \right)\left( I - I^{*} \right) \right)} \\
 & {+ \left( \frac{E - E^{*}}{E} \right)(\alpha_{e}\left( S - S^{*} \right)\left( E - E^{*} \right) + \alpha_{i}\left( S - S^{*} \right)\left( I - I^{*} \right) - \left( K + \varphi \right)\left( E - E^{*} \right)} \\
 & {+ \left( \frac{S - S^{*}}{S} \right)\left( - \alpha_{e}\left( S - S^{*} \right)\left( E - E^{*} \right) - \alpha_{i}\left( S - S^{*} \right)\left( I - I^{*} \right) + r\left( R - R^{*} \right) + \Lambda \right)} \\
\end{array}$$ $$\begin{array}{cl}
 \geq & {- r\frac{\left( R - R^{*} \right)2}{R} + \beta I - \beta I^{*} + \varphi E - \varphi E^{*}} \\
 & {- \frac{R^{*}}{R}\beta I + \frac{R^{*}}{R}\beta I^{*} - \varphi E\frac{R^{*}}{R} + \varphi E^{*}\frac{R^{*}}{R}} \\
 & {- \left( \beta + \mu \right)\frac{\left( I - I^{*} \right)2}{I} + KE - KE^{*} - \frac{I^{*}}{I}KE + \frac{I^{*}}{I}KE^{*} + \frac{\left( E - E^{*} \right)2}{E}\alpha_{e}S} \\
 & {- \alpha_{e}\frac{\left( E - E^{*} \right)2}{E}S^{*} - \left( K + \varphi \right)\frac{\left( E - E^{*} \right)2}{E} + \alpha_{i}SI - \alpha_{i}SI^{*} - \alpha_{i}S^{*}I + \alpha_{i}S^{*}I^{*}} \\
 & {- \alpha_{i}SI\frac{E^{*}}{E} + \alpha_{i}SI^{*}\frac{E^{*}}{E} + \alpha_{i}S^{*}I\frac{E^{*}}{E} - \alpha_{i}S^{*}I^{*}\frac{E^{*}}{E} - \alpha_{e}\frac{\left( S - S^{*} \right)2}{S}E} \\
 & {+ \alpha_{e}E^{*}\frac{\left( S - S^{*} \right)2}{S} - \alpha_{i}\frac{\left( S - S^{*} \right)2}{S}I + \alpha_{i}\frac{\left( S - S^{*} \right)2}{S}I^{*} + rR - rR* + \Lambda} \\
 & {- \frac{S^{*}}{S}rR + r\frac{R^{*}S^{*}}{S} - \Lambda\frac{S}{S^{*}}} \\
\end{array}$$ $$\begin{array}{cl}
 \geq & {\beta I + \varphi E^{*} + \frac{R^{*}}{R}\beta I^{*} + \varphi E^{*}\frac{R^{*}}{R} + KE + \frac{I^{*}}{I}KE^{*} + \frac{\left( E - E^{*} \right)2}{E} + \alpha_{i}SI + \alpha_{i}S^{*}I^{*}} \\
 & {+ \alpha_{i}SI^{*}\frac{E^{*}}{E} + \alpha_{i}S^{*}I\frac{E^{*}}{E} + \alpha_{i}E\frac{\left( S - S^{*} \right)2}{S} + \alpha_{i}\frac{\left( S - S^{*} \right)2}{I}I^{*} + rR} \\
 & {+ \Lambda + rR^{*}\frac{S^{*}}{S} + \Lambda\frac{S^{*}}{S} - \left( \frac{r\left( R - R^{*} \right)2}{R} + \beta I^{*} + \varphi E^{*}\beta I\frac{R^{*}}{R} + \varphi E\frac{R^{*}}{R} + \left( \beta + \mu \right) \right.} \\
 & {+ \frac{\left( I - I^{*} \right)2}{I} + KE^{*} + \frac{I^{*}}{I}KE + \alpha_{e}\frac{\left( E - E^{*} \right)2}{E}S^{*} + \left( K + \varphi \right) + \frac{\left( E - E^{*} \right)2}{E}} \\
 & {\quad + \alpha_{i}SI^{*} + \alpha_{i}S^{*}I} \\
 & {+ \alpha_{i}SI\frac{E^{*}}{E} + \alpha_{i}S^{*}I^{*}\frac{E^{*}}{E} + \alpha_{i}S^{*}I^{*}\frac{E^{*}}{E} + \alpha_{e}\frac{\left( S - S^{*} \right)2}{S}E + \alpha_{i}\frac{\left( S - S^{*} \right)2}{S}} \\
 & {\quad\left. + rR^{*} + rR\frac{S^{*}}{S} + \Lambda\frac{S^{*}}{S} \right)} \\
\end{array}$$ $$\geq A - B$$Therefore $\frac{dL}{dt} > 0$ if $A - B > 0$

$\frac{dL}{dt} = 0$ if $A = B$ and $\frac{dL}{dt} < 0$ if $A - B < 0.$

6. Positive solutions {#sec0006}
=====================

Differential operators defined as convolution of classical differential operators and kernel including power law, exponential decay function and the generalized Mittag-Leffler function have abilities to include into mathematical equations the effect of power law, fading memory and behaviors with crossover properties. Due to uncertainties around the spread of covid-19, we will use such differential operators to have more possibilities of spread. Thus in this section, we convert the classical differential operator to fractional counterpart.

Since the suggested Mathematical model predict the behavior of real world problem where the solutions represent positive numbers, we shall prove that ∀*t* ≥ 0, all the solutions are positives for all 3 cases of fractional derivatives. We start with Caputo-Fabrizio case,$$\begin{array}{cl}
 & {{}_{0}{CF}D\vartheta_{t}S\left( t \right) = - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda} \\
 & {{}_{0}{CF}D\vartheta_{t}E\left( t \right) = \alpha_{e}SE + \alpha_{i}SI - KE - \varphi E} \\
 & {{}_{0}{CF}D\vartheta_{t}I\left( t \right) = KE - \beta I - \mu I} \\
 & {{}_{0}{CF}D\vartheta_{t}R\left( t \right) = \beta I + \varphi E - rR} \\
 & {{}_{0}{CF}D\vartheta_{t}D\left( t \right) = \mu I} \\
\end{array}$$we use the as yune. used by [@bib0011] where the suggested that all the product of two different classes should positive thus$$\begin{array}{cl}
{{}_{0}{CF}D\vartheta_{t}E\left( t \right)} & {= - \alpha_{e}SE - \alpha_{i}SI - \left( K + \varphi \right)E} \\
 & {\geq - \left( K + \varphi \right)E} \\
\end{array}$$ $$E\left( t \right) \geq E\left( 0 \right)\exp\left\lbrack - \frac{\vartheta\left( K + \varphi \right)t}{M\left( \vartheta \right) - \left( 1 - \vartheta \right)\left( K + \varphi \right)} \right\rbrack\;\;\;\;\forall t > 0$$ $$\begin{array}{cl}
 & {{}_{0}{CF}D\vartheta_{t}R\left( t \right) = \beta I + \varphi E - rR} \\
 & {- rR} \\
\end{array}$$ $$R\left( t \right) \geq R\left( 0 \right)\exp\left\lbrack - \frac{\vartheta rt}{M\left( \vartheta \right) - \left( 1 - \vartheta \right)r} \right\rbrack\;\;\;\forall t > 0.$$ $$\begin{array}{cl}
{{}_{0}{CF}D\vartheta_{t}I\left( t \right)} & {= KE - \left( \beta + \mu \right)I} \\
 & {- \left( \beta + \mu \right)I} \\
\end{array}$$ $$I\left( t \right) \geq I\left( 0 \right)\exp\left\lbrack - \frac{\vartheta\left( \beta + \mu \right)t}{M\left( \vartheta \right) - \left( 1 - \vartheta \right)r\left( \beta + \mu \right)} \right\rbrack$$Since *I*(*t*)    ∀*t* ≥ 0 thus$$\begin{array}{cl}
{D\left( t \right)} & {= \frac{\left( 1 - \vartheta \right)\mu I\left( t \right)}{M\left( \vartheta \right)} + \frac{\vartheta\mu}{M\vartheta}\int_{0}tI\left( t \right)d\tau} \\
 & {\geq 0\;\;\;\forall t \geq 0} \\
\end{array}$$ $$\begin{array}{cl}
{{}_{0}{CF}D\vartheta_{t}S\left( t \right)} & {= - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda} \\
 & {\geq - S\left( E + I \right)} \\
 & {- S\left( \middle| E \middle| + \middle| I \middle| \right)} \\
 & {\geq - S\left( t \right)\left( \sup\limits_{t \in D_{E}} \middle| E \middle| + \sup\limits_{t \in D_{I}} \middle| I\left( t \right) \middle| \right)} \\
 & {- S\left( t \right)\left( \left| E \right|_{\infty} + \left| I \right|_{\infty} \right)} \\
 & {\geq - S\left( t \right)\mathcal{M}} \\
 & {\geq S\left( 0 \right)\exp\left\lbrack - \frac{\vartheta\mathcal{M}t}{\mathcal{M}\left( \vartheta \right) - \left( 1 - \vartheta \right)\mathcal{M}} \right\rbrack} \\
\end{array}$$with power law kernel we have$$\begin{array}{cl}
 & {{}_{0}CD\vartheta_{t}S\left( t \right) = - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda} \\
 & {{}_{0}CD\vartheta_{t}E\left( t \right) = \alpha_{e}SE + \alpha_{i}SI - KE - \varphi E} \\
 & {{}_{0}CD\vartheta_{t}I\left( t \right) = KE - \beta I - \mu I} \\
 & {{}_{0}CD\vartheta_{t}R\left( t \right) = \beta I + \varphi E - rR} \\
 & {{}_{0}CD\vartheta_{t}D\left( t \right) = \mu I} \\
\end{array}$$we did before, we have$$\begin{array}{cl}
 & {S\left( t \right) \geq S\left( 0 \right)E_{\vartheta}\left\lbrack - \mathcal{M}t{}\vartheta \right\rbrack\;\;\;\forall t \geq 0} \\
 & {E\left( t \right) \geq E\left( 0 \right)E_{\vartheta}\left\lbrack - \left( K + \varphi \right)t{}\vartheta \right\rbrack\;\;\;\forall t \geq 0} \\
 & {I\left( t \right) \geq I\left( 0 \right)E_{\vartheta}\left\lbrack - \left( \beta + \mu \right)t{}\vartheta \right\rbrack\;\;\;\forall t \geq 0} \\
 & {R\left( t \right) \geq R\left( 0 \right)E_{\vartheta}\left\lbrack - rt{}\vartheta \right\rbrack\;\;\;\forall t \geq 0} \\
\end{array}$$ $$D\left( t \right) = \frac{\mathcal{M}}{I\left( \vartheta \right)}\int_{0}{}tI\left( \tau \right)\left( t - \tau \right){}{\vartheta - 1}d\tau\;\;\;\forall t \geq 0$$with Atangana-Baleanu fractional derivative$$\begin{array}{cl}
 & {{}_{0}{ABC}D\vartheta_{t}S\left( t \right) = - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda} \\
 & {{}_{0}{ABC}D\vartheta_{t}E\left( t \right) = \alpha_{e}SE + \alpha_{i}SI - KE - \varphi E} \\
 & {{}_{0}{ABC}D\vartheta_{t}I\left( t \right) = KE - \beta I - \mu I} \\
 & {{}_{0}{ABC}D\vartheta_{t}R\left( t \right) = \beta I + \varphi E - rR} \\
 & {{}_{0}{ABC}D\vartheta_{t}D\left( t \right) = \mu I} \\
\end{array}$$Thus using the same routine$$I\left( t \right) \geq I\left( 0 \right)E_{\vartheta}\left\lbrack - \frac{\left( \beta + \mu \right)t\vartheta}{AB\left( \vartheta \right) - \left( 1 - \vartheta \right)\left( \beta + \mu \right)} \right\rbrack$$ $$E\left( t \right) \geq E\left( 0 \right)E_{\vartheta}\left\lbrack - \frac{\left( K + \varphi \right)t\vartheta}{AB\left( \vartheta \right) - \left( 1 - \vartheta \right)\left( K + \varphi \right)} \right\rbrack$$ $$S\left( t \right) \geq S\left( 0 \right)S_{\vartheta}\left\lbrack - \frac{\left( \mathcal{M} \right)t\vartheta}{AB\left( \vartheta \right) - \left( 1 - \vartheta \right)\mathcal{M}} \right\rbrack$$ $$R\left( t \right) \geq R\left( 0 \right)R_{\vartheta}\left\lbrack - \frac{- rt\vartheta}{AB\left( \vartheta \right) - \left( 1 - \vartheta \right)r} \right\rbrack$$ $$\begin{array}{ccl}
{D\left( t \right)} & = & {\frac{\left( 1 - \vartheta \right)}{AB\left( \vartheta \right)}\mathcal{M}I\left( t \right) + \frac{\vartheta\mathcal{M}}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}} \\
 & & {\times \int_{0}tI\left( \tau \right)\left( t - \tau \right){\vartheta - 1}d\tau\;\;\;\forall t \geq 0} \\
\end{array}$$

7. Numerical method for Caputo-Fabrizio fractional derivative {#sec0007}
=============================================================

In this section, we handle the following Cauchy problem with Caputo-Fabrizio fractional derivative$$\begin{array}{l}
\left\{ \begin{array}{cl}
 & {{}_{0}{CF}D\vartheta_{t}y\left( t \right) = f\left( t,y\left( t \right) \right),} \\
 & {y\left( 0 \right) = y_{0}} \\
\end{array} \right. \\
\end{array}$$where the function f is non-linear. To present a numerical scheme for solution of our equation, we can reformulate the above equation as$$y\left( t \right) - y\left( 0 \right) = \frac{1 - \vartheta}{M\left( \vartheta \right)}f\left( t,y\left( t \right) \right) + \frac{\vartheta}{M\left( \Theta \right)}\int_{0}{}tf\left( \tau,y\left( \tau \right) \right)d\tau.$$At the point $t_{n + 1} = \left( n + 1 \right)\Delta t,$ we have$$y\left( t_{n + 1} \right) - y\left( 0 \right) = \frac{1 - \vartheta}{M\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right) + \frac{\vartheta}{M\left( \vartheta \right)}\int_{0}{}t_{n + 1}f\left( \tau,y\left( \tau \right) \right)d\tau.$$at the point $t_{n} = n\Delta t,$ we have$$y\left( t_{n} \right) - y\left( 0 \right) = \frac{1 - \vartheta}{M\left( \vartheta \right)}f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) + \frac{\vartheta}{M\left( \vartheta \right)}\int_{0}{}t_{n}f\left( \tau,y\left( \tau \right) \right)d\tau.$$If we take the difference of this equations, we obtain$$\begin{array}{cl}
{y\left( t_{n + 1} \right) - y\left( t_{n} \right)} & {= \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack f\left( t_{n},y\left( t_{n} \right) \right) - f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) \right\rbrack} \\
 & {+ \frac{\vartheta}{M\left( \alpha \right)}\int_{t_{n}}t_{n + 1}f\left( \tau,y\left( \tau \right) \right)d\tau.} \\
\end{array}$$and$$\begin{array}{cl}
{y\left( t_{n + 1} \right) - y\left( t_{n} \right)} & {= \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack f\left( t_{n},y\left( t_{n} \right) \right) - f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) \right\rbrack} \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{j = 2}n\int_{t_{j}}t_{j + 1}f\left( \tau,y\left( \tau \right) \right)d\tau.} \\
\end{array}$$Using the Newton polynomial, we can write the approximation of the function *f*(*t, y*(*t*)) as follows$$\begin{array}{cl}
{P_{n}\left( \tau \right)} & {= f\left( t_{n - 2},y\left( t_{n - 2} \right) \right) + \frac{f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) - f\left( t_{n - 2},y\left( t_{n - 2} \right) \right)}{\Delta\left( t \right)}} \\
 & {\left( \tau - t_{n - 2} \right)\frac{f\left( t_{n},y\left( t_{n} \right) \right) - 2f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) + f\left( t_{n - 2},y\left( t_{n - 2} \right) \right)}{2\left( \Delta t \right)2}} \\
 & {\times \left( \tau - t_{n - 2} \right)\left( \tau - t_{n - 1} \right).} \\
\end{array}$$Thus putting this polynomial into the above equation, we write the following$$\begin{array}{cl}
{y{n + 1} - yn} & {= \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack f\left( t_{n},y\left( t_{n} \right) \right) - f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) \right\rbrack} \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{j = 2}n\int_{t_{j}}t_{j + 1}} \\
 & {\begin{Bmatrix}
{+ f\left( t_{j - 2},y{}{j - 2} \right)} \\
{+ \frac{f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right)}{\Delta t}\left( \tau - t_{j - 2} \right)} \\
{+ \frac{f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)}{2\left( \Delta t \right)2}} \\
{\times \left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)} \\
\end{Bmatrix}d\tau.} \\
\end{array}$$and reorder as follows$$\begin{array}{cl}
{y{n + 1} - yn} & {= \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack f\left( t_{n},y\left( t_{n} \right) \right) - f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) \right\rbrack} \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{j = 2}n\int_{t_{j}}t_{j + 1}} \\
 & {\begin{Bmatrix}
 & {+ f\left( t_{j - 2},y{}{j - 2} \right)} \\
 & {+ \frac{f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right)}{\Delta t}\int_{t_{j}}t_{j + 1}\left( \tau - t_{j - 2} \right)d\tau} \\
 & {+ \frac{f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)}{2\left( \Delta t \right)2}} \\
 & {\times \int_{t_{j}}t_{j + 1}\left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)d\tau} \\
\end{Bmatrix}.} \\
\end{array}$$We can have the following calculations for the above integrals$$\int_{t_{j}}{}t_{j + 1}\left( \tau - t_{j - 2} \right)d\tau = \frac{5}{2}\left( \Delta t \right){}2$$ $$\int_{t_{j}}{}t_{j + 1}\left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)d\tau = \frac{23}{6}\left( \Delta t \right){}3$$If we replace them into above scheme, we obtain the following scheme$$\begin{array}{cl}
{y{n + 1}} & {= yn + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack f\left( t_{n},y\left( t_{n} \right) \right) - f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) \right\rbrack} \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}} \\
 & {\begin{Bmatrix}
 & {+ f\left( t_{j - 2},y{}{j - 2} \right)\Delta t + \left\lbrack f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right) \right\rbrack\frac{5}{2}{\Delta t}} \\
 & {+ \left\lbrack f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)\frac{23}{6}\Delta t \right.} \\
\end{Bmatrix}.} \\
\end{array}$$and we can rearrange as$$\begin{array}{cl}
{y{n + 1}} & {= yn + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack f\left( t_{n},y\left( t_{n} \right) \right) - f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) \right\rbrack} \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}\left\{ - \frac{4}{3}f\left( t_{j - 1},y{}{j - 1} \right)\Delta t + \frac{5}{12}f\left( t_{j - 2},y{}{j - 2} \right)\Delta t \right.} \\
 & {\left. + \frac{23}{12}f\left( t_{j},y{}j \right)\Delta t \right\}} \\
\end{array}$$

8. Numerical method for Atangana-Baleanu fractional derivative {#sec0008}
==============================================================

Now we deal with the following Cauchy problem with AtanganaâBaleanu fractional derivative$$\begin{array}{l}
\left\{ \begin{array}{cl}
 & {{}_{0}{ABC}D\vartheta_{t}y\left( t \right) = f\left( t,y\left( t \right) \right),} \\
 & {y\left( 0 \right) = y_{0}} \\
\end{array} \right. \\
\end{array}$$In this section, we provide a numerical scheme to solve this equation. Applying Atangana-Baleanu integral, we convert the above equation into$$\begin{array}{ccl}
{y\left( t \right) - y\left( 0 \right)} & = & {\frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t,y\left( t \right) \right) + \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}} \\
 & & {\times \mspace{6mu}\int_{0}tf\left( \tau,y\left( \tau \right) \right)\left( t - \tau \right){\vartheta - 1}d\tau.} \\
\end{array}$$At the point $t_{n + 1} = \left( n + 1 \right)\Delta t,$ we have$$\begin{array}{ccl}
{y\left( t_{n + 1} \right) - y\left( 0 \right)} & = & {\frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right) + \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}} \\
 & & {\times \mspace{6mu}\int_{0}t_{n + 1}f\left( \tau,y\left( \tau \right) \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau.} \\
\end{array}$$at the point $t_{n} = n\Delta t,$ we have$$\begin{array}{ccl}
{y\left( t_{n + 1} \right) - y\left( 0 \right)} & = & {\frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right) + \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}\sum\limits_{j = 2}n} \\
 & & {\times \mspace{6mu}\int_{j}t_{j + 1}f\left( \tau,y\left( \tau \right) \right)d\tau.} \\
\end{array}$$Here, for the approximation of the function *f*(*t, y*(*t*)), we use the Newton polynomial which is given by$$\begin{array}{cl}
{P_{n}\left( \tau \right)} & {= f\left( t_{n - 2},y\left( t_{n - 2} \right) \right) + \frac{f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) - f\left( t_{n - 2},y\left( t_{n - 2} \right) \right)}{\Delta\left( t \right)}} \\
 & {\left( \tau - t_{n - 2} \right)\frac{f\left( t_{n},y\left( t_{n} \right) \right) - 2f\left( t_{n - 1},y\left( t_{n - 1} \right) \right) + f\left( t_{n - 2},y\left( t_{n - 2} \right) \right)}{2\left( \Delta t \right)2}} \\
 & {\times \left( \tau - t_{n - 2} \right)\left( \tau - t_{n - 1} \right).} \\
\end{array}$$Thus if we write this polynomial in [(8.4)](#eq0080){ref-type="disp-formula"}, we have the following$$\begin{array}{cl}
{y{n + 1}} & {= y0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right)} \\
 & {+ \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}\sum\limits_{j = 2}n\int_{t_{j}}t_{j + 1}} \\
 & {\begin{Bmatrix}
{+ f\left( t_{j - 2},y{}{j - 2} \right)} \\
{+ \frac{f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right)}{\Delta t}\left( \tau - t_{j - 2} \right)} \\
{+ \frac{f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)}{2\left( \Delta t \right)2}} \\
{\times \left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)} \\
\end{Bmatrix}\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau.} \\
\end{array}$$and we can reorganize$$\begin{array}{cl}
{y{n + 1}} & {= y0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right)} \\
 & {+ \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}\sum\limits_{j = 2}n} \\
 & {\begin{Bmatrix}
{+ \int_{t_{j}}t_{j + 1}f\left( t_{j - 2},y{}{j - 2} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau} \\
{+ \int_{t_{j}}t_{j + 1}\frac{f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right)}{\Delta t}\left( \tau - t_{j - 2} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau} \\
{+ \int_{t_{j}}t_{j + 1}\frac{f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)}{2\left( \Delta t \right)2}} \\
{\times \left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau} \\
\end{Bmatrix}.} \\
\end{array}$$Thus we have$$\begin{array}{cl}
{y{n + 1}} & {= y0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right)} \\
 & {+ \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}\sum\limits_{j = 2}nf\left( t_{j - 2},y{}{j - 2} \right)\Delta t\int_{t_{j}}t_{j + 1}\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau} \\
 & {+ \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}\sum\limits_{j = 2}n\frac{f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right)}{\Delta t}} \\
 & {\times \int_{t_{j}}t_{j + 1}\left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau} \\
 & {+ \frac{\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta \right)}\sum\limits_{j = 2}n\frac{f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)}{2\left( \Delta t \right)2}} \\
 & {\times \int_{t_{j}}t_{j + 1}\left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau.} \\
\end{array}$$When calculating the above integrals$$\begin{array}{cl}
 & {\int_{t_{j}}t_{j + 1}\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau = \frac{\left( \Delta t \right)\vartheta}{\vartheta}\left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack} \\
 & {\int_{t_{j}}t_{j + 1}\left( \tau - t_{j - 2} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau = \frac{\left( \Delta t \right){\vartheta + 1}}{\vartheta\left( \vartheta + 1 \right)}} \\
 & {\left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack} \\
 & {\int_{t_{j}}t_{j + 1}\left( \tau - t_{j - 2} \right)\left( \tau - t_{j - 1} \right)\left( t_{n + 1} - \tau \right){\vartheta - 1}d\tau = \frac{\left( \Delta t \right){\vartheta + 2}}{\vartheta\left( \vartheta + 1 \right)\left( \vartheta + 2 \right)}} \\
 & { \times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack} \\
\end{array}$$and putting this equalities into above scheme, we can obtain the following scheme$$\begin{array}{cl}
{y{n + 1}} & {= y0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}f\left( t_{n},y\left( t_{n} \right) \right)} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 1 \right)}\sum\limits_{j = 2}nf\left( t_{j - 2},y{}{j - 2} \right)\left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 2 \right)}\sum\limits_{j = 2}n{f\left( t_{j - 1},y{}{j - 1} \right) - f\left( t_{j - 2},y{}{j - 2} \right)}} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 3 \right)}\sum\limits_{j = 2}n{f\left( t_{j},y{}j \right) - 2f\left( t_{j - 1},y{}{j - 1} \right) + f\left( t_{j - 2},y{}{j - 2} \right)}} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack.} \\
\end{array}$$

9. Application to corona model with Caputo-Fabrizio and Atangana-Baleanu fractional derivative {#sec0009}
==============================================================================================

In this section, we apply the differential and integral operators to the suggested mathematical model of COVID-19. Here, the classical differential operator will be replaced by the Caputo-Fabrizio and Atangana-Baleanu fractional derivative.

For simplicity, we write above [equation (6.1)](#eq0046){ref-type="disp-formula"} as follows;$$\begin{array}{cl}
 & {{}_{0}{CF}D\vartheta_{t}\overset{˙}{S}\left( t \right) = S_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{CF}D\vartheta_{t}\overset{˙}{E}\left( t \right) = E_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{CF}D\vartheta_{t}\overset{˙}{I}\left( t \right) = I_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{CF}D\vartheta_{t}\overset{˙}{R}\left( t \right) = R_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{CF}D\vartheta_{t}\overset{˙}{D}\left( t \right) = D_{1}\left( t,S,E,I,R,D \right)} \\
\end{array}$$where$$\begin{array}{cl}
 & {S_{1}\left( t,S,E,I,R,D \right) = - \alpha_{e}SE - \alpha_{i}SI + rR + \Lambda} \\
 & {E_{1}\left( t,S,E,I,R,D \right) = \alpha_{e}SE + \alpha_{i}SI - KE - \varphi E} \\
 & {I_{1}\left( t,S,E,I,R,D \right) = KE - \beta I - \mu I} \\
 & {R_{1}\left( t,S,E,I,R,D \right) = \beta I + \varphi E - rR} \\
 & {D_{1}\left( t,S,E,I,R,D \right) = \mu I} \\
\end{array}$$After applying Caputo-Fabrizio fractional derivative we have the following

We can have the following scheme for this model$$\begin{array}{cl}
{S\left( t_{n + 1} \right)} & {= S\left( t_{n} \right) + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack S_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right) \right.} \\
 & \left. - S_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right) \right\rbrack \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}\left\{ - \frac{4}{3}S_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right)\Delta t \right.} \\
 & {+ \frac{5}{12}S_{1}\left( t_{n - 2},S\left( t_{n - 2} \right),E\left( t_{n - 2} \right),I\left( t_{n - 2} \right),R\left( t_{n - 2} \right),D\left( t_{n - 2} \right) \right)\Delta t} \\
 & \left. + \frac{23}{12}S_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right)\Delta t \right\} \\
\end{array}$$ $$\begin{array}{cl}
{E\left( t_{n + 1} \right)} & {= E\left( t_{n} \right) + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack E_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right) \right.} \\
 & \left. - E_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right) \right\rbrack \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}\left\{ - \frac{4}{3}E_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right)\Delta t \right.} \\
 & {+ \frac{5}{12}E_{1}\left( t_{n - 2},S\left( t_{n - 2} \right),E\left( t_{n - 2} \right),I\left( t_{n - 2} \right),R\left( t_{n - 2} \right),D\left( t_{n - 2} \right) \right)\Delta t} \\
 & \left. + \frac{23}{12}E_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right)\Delta t \right\} \\
\end{array}$$ $$\begin{array}{cl}
{I\left( t_{n + 1} \right)} & {= I\left( t_{n} \right) + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack I_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right) \right.} \\
 & \left. - I_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right) \right\rbrack \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}\left\{ - \frac{4}{3}I_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right)\Delta t \right.} \\
 & {+ \frac{5}{12}I_{1}\left( t_{n - 2},S\left( t_{n - 2} \right),E\left( t_{n - 2} \right),I\left( t_{n - 2} \right),R\left( t_{n - 2} \right),D\left( t_{n - 2} \right) \right)\Delta t} \\
 & \left. + \frac{23}{12}I_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right)\Delta t \right\} \\
\end{array}$$ $$\begin{array}{cl}
{R\left( t_{n + 1} \right)} & {= R\left( t_{n} \right) + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack R_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right) \right.} \\
 & \left. - R_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right) \right\rbrack \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}\left\{ - \frac{4}{3}R_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right)\Delta t \right.} \\
 & {+ \frac{5}{12}R_{1}\left( t_{n - 2},S\left( t_{n - 2} \right),E\left( t_{n - 2} \right),I\left( t_{n - 2} \right),R\left( t_{n - 2} \right),D\left( t_{n - 2} \right) \right)\Delta t} \\
 & \left. + \frac{23}{12}R_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right)\Delta t \right\} \\
\end{array}$$ $$\begin{array}{cl}
{D\left( t_{n + 1} \right)} & {= D\left( t_{n} \right) + \frac{1 - \vartheta}{M\left( \vartheta \right)}\left\lbrack D_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right) \right.} \\
 & \left. - D_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right) \right\rbrack \\
 & {+ \frac{\vartheta}{M\left( \vartheta \right)}\sum\limits_{n}{n = 2}\left\{ - \frac{4}{3}D_{1}\left( t_{n - 1},S\left( t_{n - 1} \right),E\left( t_{n - 1} \right),I\left( t_{n - 1} \right),R\left( t_{n - 1} \right),D\left( t_{n - 1} \right) \right)\Delta t \right.} \\
 & {+ \frac{5}{12}D_{1}\left( t_{n - 2},S\left( t_{n - 2} \right),E\left( t_{n - 2} \right),I\left( t_{n - 2} \right),R\left( t_{n - 2} \right),D\left( t_{n - 2} \right) \right)\Delta t} \\
 & \left. + \frac{23}{12}D_{1}\left( t_{n},S\left( t_{n} \right),E\left( t_{n} \right),I\left( t_{n} \right),R\left( t_{n} \right),D\left( t_{n} \right) \right)\Delta t \right\} \\
\end{array}$$we do the same routine for Atangana-Baleanu fractional derivative for the [equation (6.13)](#eq0058){ref-type="disp-formula"} as$$\begin{array}{cl}
 & {{}_{0}{ABC}D\vartheta_{t}S\left( t \right) = S_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{ABC}D\vartheta_{t}E\left( t \right) = E_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{ABC}D\vartheta_{t}I\left( t \right) = I_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{ABC}D\vartheta_{t}R\left( t \right) = R_{1}\left( t,S,E,I,R,D \right)} \\
 & {{}_{0}{ABC}D\vartheta_{t}D\left( t \right) = D_{1}\left( t,S,E,I,R,D \right)} \\
\end{array}$$Thus, we can present the following scheme for numerical solution of our above equation as$$\begin{array}{cl}
{S{n + 1}} & {= S0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}\left( S_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right)} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 1 \right)}\sum\limits_{j = 2}n\left( S_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & \left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 2 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left( S_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & {- \left( S_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack + \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 3 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left\lbrack \left( S_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right) \right.} \\
 & {- 2\left( S_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & \left. + \left( S_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right) \right\rbrack \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack.} \\
\end{array}$$ $$\begin{array}{cl}
{E{n + 1}} & {= E0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}\left( E_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right)} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 1 \right)}\sum\limits_{j = 2}n\left( E_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & \left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 2 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left( E_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & {- \left( E_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack + \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 3 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left\lbrack \left( E_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right) \right.} \\
 & {- 2\left( E_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & \left. + \left( E_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right) \right\rbrack \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack.} \\
\end{array}$$ $$\begin{array}{cl}
{I{n + 1}} & {= I0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}\left( I_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right)} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 1 \right)}\sum\limits_{j = 2}n\left( I_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & \left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 2 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left( I_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & {- \left( I_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack + \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 3 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left\lbrack \left( I_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right) \right.} \\
 & {- 2\left( I_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & \left. + \left( I_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right) \right\rbrack \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack.} \\
\end{array}$$ $$\begin{array}{cl}
{R{n + 1}} & {= R0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}\left( R_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right)} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 1 \right)}\sum\limits_{j = 2}n\left( R_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & \left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 2 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left( R_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & {- \left( R_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack + \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 3 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left\lbrack \left( R_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right) \right.} \\
 & {- 2\left( R_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & \left. + \left( R_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right) \right\rbrack \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack.} \\
\end{array}$$ $$\begin{array}{cl}
{D{n + 1}} & {= D0 + \frac{1 - \vartheta}{AB\left( \vartheta \right)}\left( D_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right)} \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 1 \right)}\sum\limits_{j = 2}n\left( D_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & \left\lbrack \left( n - j + 1 \right){}\vartheta - \left( n - j \right){}\vartheta \right\rbrack \\
 & {+ \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 2 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left( D_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & {- \left( D_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right)} \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left( n - j + 3 + 2\vartheta \right)} \\
 & {- \left( n - j \right)\vartheta\left( n - j + 3 + 3\vartheta \right)} \\
\end{array} \right\rbrack + \frac{\vartheta\left( \Delta t \right)\vartheta}{AB\left( \vartheta \right)\Gamma\left( \vartheta + 3 \right)}} \\
 & {\times \sum\limits_{j = 2}n\left\lbrack \left( D_{1}\left( t_{n},S{}n,E{}n,I{}n,R{}n,D{}n \right) \right) \right.} \\
 & {- 2\left( D_{1}\left( t_{n - 1},S{}{n - 1},E{}{n - 1},I{}{n - 1},R{}{n - 1},D{}{n - 1} \right) \right)} \\
 & \left. + \left( D_{1}\left( t_{n - 2},S{}{n - 2},E{}{n - 2},I{}{n - 2},R{}{n - 2},D{}{n - 2} \right) \right) \right\rbrack \\
 & {\times \left\lbrack \begin{array}{cr}
 & {\left( n - j + 1 \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( {3\vartheta + 10} \right)\left( n - j \right)} \\
 & {+ 2\vartheta 2 + 9\vartheta + 12} \\
\end{array} \right\rbrack} \\
{\;\;\;} & {- \left( n - j \right)\vartheta\left\lbrack \begin{array}{cr}
 & {2\left( n - j \right)2 + \left( 5\vartheta + 10 \right)\left( n - j \right)} \\
 & {6\vartheta 2 + 18\vartheta + 12} \\
\end{array} \right\rbrack} \\
\end{array} \right\rbrack.} \\
\end{array}$$

10. Numerical simulation {#sec0010}
========================

In this section, using the obtained numerical solutions, numerical simulations are performed for different values of fractional orders. The numerical simulation are thus depicted in [Fig. 1](#fig0001){ref-type="fig"}, [Fig. 2](#fig0002){ref-type="fig"}, [Fig. 3](#fig0003){ref-type="fig"}, [Fig. 4](#fig0004){ref-type="fig"}, [Fig. 5](#fig0005){ref-type="fig"}, [Fig. 6](#fig0006){ref-type="fig"}, [Fig. 7](#fig0007){ref-type="fig"}, [Fig. 8](#fig0008){ref-type="fig"}, [Fig. 9](#fig0009){ref-type="fig"}, [Fig. 10](#fig0010){ref-type="fig"}, [Fig. 11](#fig0011){ref-type="fig"}, [Fig. 12](#fig0012){ref-type="fig"}, [Fig. 13](#fig0013){ref-type="fig"}, [Fig. 14](#fig0014){ref-type="fig"}, [Fig. 15](#fig0015){ref-type="fig"}, [Fig. 16](#fig0016){ref-type="fig"}, [Fig. 17](#fig0017){ref-type="fig"} . Here the value we take is $\Lambda = 0,\alpha_{e} = 0.3,\alpha_{i} = 0.4,r = 0.23,k = 0.3,\varphi = 0.25,\mu = 0.12,\beta = 0.45$ also we the initial condition value are $S\left( 0 \right) = 100,E\left( 0 \right) = 10,I\left( 0 \right) = 3,R\left( 0 \right) = 0,D\left( 0 \right) = 0.$ Fig. 1Numerical Simulation for AB Derivative for *α*=0.79.Fig. 1Fig. 2Numerical Simulation for AB Derivative for *α*=0.88.Fig. 2Fig. 3Numerical Simulation for AB Derivative for *α*=0.91.Fig. 3Fig. 4Numerical simulation for AB derivative of death class for the value of $\alpha = 0.91$.Fig. 4Fig. 5Numerical simulation for AB derivative of expressed population class for the value of $\alpha = 0.91$.Fig. 5Fig. 6Numerical simulation for AB derivative of Infected class for the value of $\alpha = 0.91$.Fig. 6Fig. 7Numerical simulation for AB derivative of recovered class for the value of $\alpha = 0.91$.Fig. 7Fig. 8Numerical simulation for AB derivative of susceptible class for the value of $\alpha = 0.91$.Fig. 8Fig. 9Numerical Simulation for AB Derivative for *α*=1.Fig. 9Fig. 10Numerical Simulation for AB Derivative for *α*=0.85.Fig. 10Fig. 11Numerical Simulation for AB Derivative for *α*=0.89.Fig. 11Fig. 12Numerical Simulation for AB Derivative for *α*=0.94.Fig. 12Fig. 13Numerical simulation for CF derivative for the death class for the value of $\alpha = 0.85$.Fig. 13Fig. 14Numerical simulation for CF derivative for the exposed class for the value of $\alpha = 0.85$.Fig. 14Fig. 15Numerical simulation for CF derivative for the infected class for the value of $\alpha = 0.85$.Fig. 15Fig. 16Numerical simulation for CF derivative for the recovered class for the value of $\alpha = 0.85$.Fig. 16Fig. 17Numerical simulation for CF derivative for the susceptible class for the value of $\alpha = 0.85$.Fig. 17

11. Conclusion {#sec0011}
==============

To understand the propagation of covid-19 virus among humans, mathematician rely on the concept of differentiation and integration to construct linear and nonlinear ordinary or partial differential equations that could be used to depict not accurately but approximately the spread of the virus within a given population. They divide the total population in several sub-classes starting with susceptible, infected and deaths classes, these number are functions of time and space. The solution of these equations give human an indication on how severe the spread can be and what parameter is needed to control the spread. Thus in this paper a relatively simple and new mathematical model of covid-19 spread was suggested and analyzed. The model was further extended to capture more non-localities, the modified and the extended models were solved numerically using a recent developed numerical scheme based on the Newton polynomial interpolation, and finally numerical simulations are depicted for different values of fractional orders.
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