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ABSTRACT
A route planning query has many real-world applications and has
been studied extensively in outdoor spaces such as road networks
or Euclidean space. Despite its many applications in indoor venues
(e.g., shopping centres, libraries, airports), almost all existing stud-
ies are specifically designed for outdoor spaces and do not take
into account unique properties of the indoor spaces such as hall-
ways, stairs, escalators, rooms etc. We identify this research gap
and formally define the problem of category aware multi-criteria
route planning query, denoted by CAM, which returns the optimal
route from an indoor source point to an indoor target point that
passes through at least one indoor point from each given category
while minimizing the total cost of the route in terms of travel dis-
tance and other relevant aributes. We show that CAM query is
NP-hard. Based on a novel dominance-based pruning, we propose
an efficient algorithm which generates high-quality results. We
provide an extensive experimental study conducted on the largest
shopping centre in Australia and compare our algorithm with al-
ternative approaches. e experiments demonstrate that our algo-
rithm is highly efficient and produces quality results.
KEYWORDS
route planning, indoor query processing, category aware query
1 INTRODUCTION
People spend a significant amount of their time in indoor spaces
oen in unfamiliar buildings such as shopping malls, airports, and
libraries [3]. Recent advances in indoor positioning technology,
cheap wireless network and availability of geo-tagged data have
resulted in huge demand for indoor location-based services such as
finding nearby indoor objects, indoor navigation, and route plan-
ning to name a few. Route planning is one of the most popular ser-
vices among both indoor and outdoor users, which assists them
in planning a route satisfying their preferences. Specifically, a
user may issue a route planning query by providing a source lo-
cation and a target location along with her preferences as a set of
keywords (e.g., restaurant, salon, supermarket). A route planning
query returns an optimal route that starts from the source location,
passes through at least one location from each given preference
and ends at the target location.
Due to its popularity, route planning query has been extensively
studied in the past few years [1, 8, 13, 18, 20]. However, all these
techniques are specifically designed for outdoor spaces and cannot
be efficiently extended for the indoor spaces because they fail to
exploit the unique properties specific to indoor venues. For exam-
ple, indoor graphs have a much higher out-degree as compared to
the road networks [12]. Furthermore, the object density is much
higher for indoor venues, e.g., the number of POIs (e.g., restaurants,
fuel stations) on the vertices of road networks is typically small
whereas the number of objects in a single room (e.g., products in
a supermarket) of indoor venues may be in thousands. us, spe-
cialized techniques are required to answer route planning queries
in indoor venues.
Inspired by the above, in this paper, we provide first set of tech-
niques to answer an important route planning query with various
applications in different scenarios. Consider a user who is in the
car park of a large shopping center and has a list of items to buy
(e.g., a wine bole, a bunch of flowers, a cake, and a wrist watch).
She may want to find an optimal route such that the total distance
she needs to walk and the total price she pays to purchase all these
items are minimized. She may use a Category Aware Multi-criteria
route planning query, denoted as CAM,which takes as input a set of
categories (e.g., the list of items she wants to purchase) and a scor-
ing function, and returns the route that passes through at least one
object of each category and has the minimum score where score
of each route is computed using the user defined scoring function
considering the total length of the route and total price of the items
along the route.
In contrast to traditional route planning queries that only con-
sider a single criterion (i.e., distance), CategoryAwareMulti-criteria
route planning queries could retrieve optimal route considering
multiple criteria such as the total length of the route, total price,
total rating of items, and total waiting time for the activities etc.
Consider another example of a user in an airport who is running
late for a flight and needs to withdraw money from an ATM, grab
a coffee, and needs to go to a service desk before she checks in.
For such a user, total length of the route is important as well as the
total waiting time at the ATM, coffee machine and service desk.
erefore, she may issue a CAM query where the scoring func-
tion is used to compute the score of a route considering its total
length and the total waiting time at each facility (i.e., ATM, coffee
machine and service desk) along the route.
To the best of our knowledge, we are the first to study the route
planning queries where the score of a route is computed using not
only its total length but also other relevant aributes such as total
price and total waiting time etc. We show that a CAM query is
NP-hard in number of categories and propose an approximation
algorithm to efficiently solve it. Although it is possible to extend
existing outdoor techniques to solve CAM query in indoor venues,
they fail to exploit the properties specific to indoor venues such
as high density of objects in indoor partitions (e.g., thousands of
objects in a single store). To address this issue, we present an effi-
cient algorithm that utilizes a novel dominance-based pruning to
significantly reduce the number of possibilities while maintaining
high-quality results. Our extensive experimental study shows the
effectiveness of our proposed algorithm. We summarize our con-
tributions below.
• We propose the category aware multi-criteria route plan-
ning (CAM) query and show that it is NP-Hard.
• Wepresent an efficient approximation algorithm to retrieve
high-quality results for CAM queries.
• Weconduct an extensive set of experiments on a real-world
shopping center containing real products. e experiments
demonstrate that our algorithm outperforms state-of-the-
art technique in terms of running time and quality of re-
sults. Furthermore, our experiments show that the cost of
the route generated by our algorithm is at most 20% higher
than the cost of the optimal route.
e remaining sections are organized as follows, Section 2 re-
views the related work. In section 3, we formulate the problem
of CAM query. Section 4 is mainly about the proposed solutions.
Section 5 reports the experimental results. e paper concludes in
Section 6.
2 RELATED WORK
2.1 ery processing in indoor space
e existing outdoor query processing techniques fall short in in-
door space as they do not consider unique properties of an indoor
space such as hallways and rooms. Hence, efficient query process-
ing in indoor space has received a great aention in recent years in
which many indexing structures and query processing techniques
were proposed. A comprehensive taxonomy for querying indoor
data, shortest distance/path, range and knearest neighbour queries
under various seings can be found in [10, 15, 16, 19]. RTR-Tree
and TP2R-tree [4] are extensions of R-tree to index trajectories
of indoor moving objects. Xie et al. [14] develop a composite in-
dexing structure called indR-tree, that indexes indoor entities into
different layers. D2D graph [17] is one of the most notable tech-
niques which has been used in most of the studies in literature
since they enable various query processing techniques in road net-
works [7, 21] to be applied in the indoor space. D2D graph rep-
resents doors in the indoor space as vertices. A weighted edge
between two vertices is created if they are connected to the same
indoor partition (e.g., room, hallway) where the edge weight is the
indoor distance between the corresponding doors. Lu et al. [9] pro-
pose a distance aware indoor space data model along with efficient
distance computation algorithms.
Shao et al. [12] introduce an efficient indexing structure called
IP-tree that takes into account unique indoor properties in tree con-
struction and query processing. In an IP-tree, adjacent indoor par-
titions (e.g., rooms, hallways, staircases) are combined to form leaf
nodes. en, the adjacent leaf nodes are combined to form inter-
mediate nodes. is process is iteratively continued until all nodes
are combined into a single node (i.e., root node). VIP-tree [12] is
an improvement of the IP-tree. Compared to the existing indexing
techniques, VIP-tree has demonstrated more efficiency and higher
scalability.
2.2 Route Planningeries
A large body of research has been done on developing efficient
techniques to process route planning queries. Trip planning query
(TPQ) [8] has source and target locations and a set of categories in
which it finds the shortest route starts at the source location, passes
through at least one object from each given category and ends at
the target location. ey propose two fast algorithms (a greedy and
an integer programming algorithm) based on triangular inequality
property of the metric space. ese solutions take into account
only the distance in finding an optimal route while CAM considers
multiple criteria such as static cost. Hence, these solutions cannot
be used to process CAM queries.
Sharifzadeh et al. [13] introduce a variant of TPQ called opti-
mal sequenced route (OSR) query that visits the categories in a
particular order given by the user. ere are several works [5, 6]
in literature that study OSR queries. CAM is different from OSR
since it does not consider a visiting order of the categories. ere-
fore, these algorithms are not applicable to process CAM quries.
Cao et al. [1] introduce another variant called keyword aware op-
timal route (KOR) search, which covers all user given keywords
while satisfying a user specified budget constraint and optimiz-
ing objective score of the route. Zeng et al. [20] find an optimal
route such that the keyword coverage is maximized without ex-
ceeding a budget constraint. Purpose of such a route is to opti-
mally satisfy the user’s weighted preferences. Chen et al. [2] study
a new type of route planning query called multi-rule partial se-
quenced route (MRSPSR) query in which users set travelling pref-
erences/restrictions when they issue a query. We find these works
have different aims compared to CAM problem.
Yao et al. [18] study another variant of route planning query,
the multi-approximate-keyword routing (MAKR) query. A MAKR
query finds a route with the shortest length such that it covers
at least one matching object per given keyword while satisfying
string similarity constraints. MARK studies a similar problem to
CAM . us, we employ an extension of their approximation solu-
tion in our experiments to evaluate our proposed solution. Shao et
al. [11] are the first to study the indoor trip planning queries. ey
propose an exact solution calledVIP-tree neighbour expansion (VNE)
that exploits the unique indoor features such as rooms and hall-
ways. Hence, we find that an extension of their solution is ineffi-
cient in answering a CAM query.
3 PROBLEM DEFINITION
In this section, we formulate the problem of category aware multi-
criteria route planning query and prove the hardness of the prob-
lem. Notations used in this paper are summarized in Table 1.
Definition 3.1 (Indoor objects). Let pi ∈ P be an indoor point
representing an indoor object. Each point pi is associated with a
category cj ∈ C and a static score denoted by s(pi ).
Definition 3.2 (Route). A route R = 〈p1, . . . ,pm〉 denotes a path
from indoor point p1 to pm where 〈pi ,pi+1〉 is the shortest path
between two points.
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Table 1: e summary of notations
Notation Definition
pi An indoor point
cj A category
s(pi ) e static score of point pi
qi A CAM query
di A door in indoor space
Ij An indoor partition
ps/pt e start/end point of a route
ψ A set of categories
Pi e set of indoor points of category ci
pa ≺k pb e point pa dominates pb w.r.t door dk
Ra ≺ Rb e route Ra dominates Rb
Domka e dominated set of point pa w.r.t door dk
Definition 3.3 (Travel cost). Given a route R = 〈p1, . . . ,pm〉, the
travel cost of route R is computed as follows
T (R) =
m−1∑
i=1
dist(pi ,pi+1) (1)
wheredist(pi ,pi+1) denotes the indoor distance between two points
in route R.
Definition 3.4 (Static cost). Given a route = 〈p1, . . . ,pm〉, let
R.ψ = 〈c1, . . . , cm〉 be the set of categories covered by R where
|R.ψ | = m and pi denotes an indoor point that covers ci ∈ R.ψ .
Hence, the static cost is computed as follows,
S(R) =
m∑
i=1
s(pi ) (2)
where s(pi ) denotes the static score of the indoor point pi .
Definition 3.5 (Cost function). We determine the cost of a route
R in terms of travel cost and static cost, as follows,
Cost(R) = α ·T (R) + (1 − α) · S(R) (3)
Here, α is a query parameter (user-defined) that lies between 0 and
1 to control the preference of travel cost and static cost.
Definition 3.6 (CategoryAwareMulti-criteria route planning (CAM)
query). Given an indoor space, a category awaremulti-criteria route
planning query q = 〈ps ,pt ,ψ 〉 where ps ,pt denotes the source
point and the target point of the route, and q.ψ = 〈c1, . . . , cm〉 de-
notes a set of unique categories that describes the user preferences.
A route from the point ps to the point pt , that passes through at
least one indoor point from each given category, is called a com-
plete candidate route. Moreover, a CAM query returns a route sub-
ject to:
Ropt = arg min
R∈F (q)
Cost(R) (4)
where F (q) is the collection of all complete candidate routes for the
given query q.
Theorem 3.7. e problem of solving a CAM query is NP-hard.
Proof. is problem can be reduced from the classical travel-
ling salesman problem (TSP) which is NP-hard. Given a graph in
which each edge has a length, let both start and end points equal
to a node v0, each given category is covered by a node vi with
si = 0 where i = {1 . . .m} and all the other nodes contain non-
query categories. Clearly, the problem of solving CAM query is
identical to the TSP. us, the problem of solving CAM problem is
NP-hard. 
4 OUR SOLUTIONS
4.1 GCNN Algorithm
A CAM query can be answered using a brute force approach by
conducting an exhaustive search. Even though the brute force
method guarantees the optimal solution, the exhaustive search is
prohibitively expensive in practice. We devise a novel approxima-
tion algorithm called Global Category Nearest Neighbour (GCNN)
algorithm to quickly answer a CAM query.
GCNN algorithm is a greedy algorithm that greedily adds an
indoor point p to an existing partial candidate route by minimiz-
ing the route cost w.r.t travel and static costs. Basically, GCNN al-
gorithm starts from the source point ps and progressively con-
structs a candidate route by inserting an indoor point covering one
of the uncovered categories. For a given partial candidate route
R = {ps ,px1 , ...,px j }, the algorithm finds such a point subjected
to:
score(px j ,p) = α · (dist(ps ,p) + dist(px j ,p) + dist(p,pt ))
+ (1 − α) · s(p)
(5)
cnn(px j ,Pi ) = arg min
p ∈Pi
score(px j ,p) (6)
p = arg min
∀ci ∈q .ψ \R .ψ
cnn(px j ,Pi ) (7)
where cnn(px j ,Pi ) returns the category nearest neighbour point
for a given category ci w.r.t an indoor point px j . We comprehen-
sively describe the process of obtaining a category nearest neigh-
bour point in Section 4.1.1. en, the globally best category near-
est neighbour point for the current point px j is determined using
Equation (7) and R is updated to R = {ps ,px1 , ...,px j ,p}. e al-
gorithm terminates when R turns into a complete route where all
the query categories are covered. In order to determine such an
optimal route, we can maintain a min-priority queue where a par-
tial candidate route R is enqueued into the queue by determining
the key value as follows: Cost(R) + dist(ps ,p) + dist(p,pt ) where
p is the recently inserted point. Whenever a candidate route is de-
queued from the queue, we find category nearest neighbour points
for each uncovered category and generate new candidate routes.
en, the set of new candidate routes are enqueued into the queue.
Intuitively, the candidate route which is dequeued first in next it-
eration is the answer to Equation (7).
As Algorithm 1 illustrates, initially, we enqueue a route R =
{ps } with zero as the key value. We terminate the algorithm ei-
ther when the queue is empty (line 4) or an optimal route is found
(line 8-10). In each iteration, we dequeue a candidate route R∗ =
{ps , ...,px j } from the queue (line 5) which essentially provides the
answer to Equation (7) of the previous iteration. Aer a candidate
route is dequeued, we clear the min-priority queue by dequeuing
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Algorithm 1: GCNN Algorithm
Data: A CAM query q = {ps, pt , ψ }
Result: An optimal route R
1 Q ← ∅;
2 R ← {ps };
3 Q .enqueue(R, 0);
4 while Q is NOT empty do
5 R∗ ← Q .dequeue(); // Equation (7)
// Let R∗ = {ps, . . ., pxj }
6 Q .clear();
7 Ψ ← q .ψ \ R .ψ ;
8 if Ψ = ∅ then
// when route cover all categories
9 R ← {ps, . . ., pxj , pt };
10 break;
11 foreach category ci ∈ Ψ do
12 p ← cnn(pxj , Pi ); // Equation (6)
13 R∗i ← {ps, . . ., pxj , p };
14 key ← Cost (R∗i ) + dist (ps , p) + dist (p, pt );
15 Q .enqueue(R∗i , key);
16 return R ;
all the routes (line 6). is allows us to maintain the current op-
timal partial candidate route in each iteration. Next, the set of
uncovered categories, i.e., Ψ, is obtained (line 7). en for each
uncovered category, we get the category nearest neighbour point
p using Equation (6) and generate a new candidate route by insert-
ing that point into the current candidate route (line 11-13). e
key value of a route is determined by taking into account both
route cost and distances between point p and start/end points, i.e.,
dist(ps ,p) and dist(p,pt ), (line 14). Each route is then enqueued
into the queue with its key value (line 15). Finally, the optimal
route for the given CAM query is returned (line 16). For example,
Figure 1 shows a route R = {ps , ...,px j } where R.ψ = {c3}. Let
pxa ,pxb and pxc be indoor points where pxa ,pxc belong to cate-
gory c1, i.e., pxa ,pxc ∈ P1, and pxb belongs to category c2, i.e.,
pxb ∈ P2. e score of each point w.r.t Equation (5) is mentioned
next to the point. Assume that q.ψ = {c1, c2, c3} and R be the
recently dequeued candidate route. en GCNN algorithm finds
the category nearest neighbour point for each uncovered category,
i.e., c1, c2, using Equation (6). Hence, the points pxa and pxb are
selected as cnn(px j ,P1) and cnn(px j ,P2) respectively. en, new
candidate routes R∗1 = {ps , ...,px j ,pxa } and R
∗
2 = {ps , ...,px j ,pxb }
are generated accordingly and enqueued into the queue. In the
next iteration, R∗1 is dequeued first satisfying Equation (7).
4.1.1 Category Nearest Neighbour. e category nearest neigh-
bour of point p is the closest point to p w.r.t both travel and static
costs. In order to obtain the category nearest neighbour point cov-
ering category ci for a given point px j , i.e., cnn(px j ,Pi ), every in-
door point p belongs to the particular category ci , i.e., p ∈ Pi , is
ranked using Equation (5). As Equation (6) depicts, the point with
the minimum ranking score is selected eventually.
Determining an optimal route in GCNN algorithm is very ex-
pensive since all the related indoor points belong to uncovered
categories are ranked in each iteration to find category nearest
Figure 1: Example of point selection
neighbours. us, the number of times, the ranking operation is
executed in obtaining an optimal route is O(n ·m2), where n is the
average number of indoor points per category and m is the total
number of query categories. Clearly, the performance of GCNN al-
gorithm decreases as m and n are increased. Since, m is a query
parameter, the performance of the algorithm can be accelerated
by reducing the number of related indoor points (i.e., n) in the in-
door space. us, we introduce a novel pruning technique that
eliminates the indoor points which are highly unlikely to be se-
lected in determining an optimal route. We use an extension of
VIP-tree [12] called inverted VIP-tree as our indexing structure. In
order to support category-based filtering, we modified VIP-tree by
implementing an inverted file at each tree node. For example, an
inverted file in a leaf node consists of a list of all the unique cate-
gories that appear in any indoor partition, and for each category, a
list of indoor partitions inwhich it appears. Moreover, wemaintain
an additional list at each tree node which consists of the minimum
static score of each category appear in the tree node. is enables
simultaneous travel cost and static cost based filtering. us, a cat-
egory nearest neighbour point is retrieved in an efficient manner.
4.2 Dominance-based Pruning
As we discussed in previous section, the performance of GCNN al-
gorithm can be accelerated by reducing the number of indoor points
visited by the algorithm in query processing. us, we introduce
a novel pruning technique called dominance-based pruning that
eliminates objects that are highly unlikely to be selected in con-
structing the optimal solution. e dominance-based pruning tech-
nique utilizes the unique properties of an indoor space such as par-
titions in which it identifies the incompetent points in each indoor
partition and prune them accordingly. Before we present the prun-
ing technique, we introduce following definitions.
Definition 4.1 (Point Dominance). Let pa and pb be points belong
to category ci , i.e., pa,pb ∈ Pi , reside in an indoor partition I . Let
ds be one of the doors of I . en, the indoor point pa dominates pb
w.r.t door ds , denoted by pa ≺ds pb , if and only if dist(ds ,pa) <
dist(ds ,pb ) and s(pa) < s(pb ).
Definition 4.2 (Dominated Set). Let pa be a point belongs cate-
gory ci , i.e., pa ∈ Pi . en dominated set of the point pa w.r.t door
k is defined as follows,
Domka =
⋃
pa ≺dk pj ,∀pj ∈Pi
pj (8)
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Figure 2: Example of eorem 4.4 andeorem 4.5
e dominance of a point over another point can be decided
only if both points belong to the same category and reside in the
same indoor partition. As Definition 4.1 depicts, for a given door
ds and two indoor points pa ,pb ∈ Pi , if the point pa is closer to
the door ds than the point pb and also has a static cost less than
pb , then pa dominates pb w.r.t the door ds . Moreover, according
to Definition 4.2, the point pb belongs to the dominated set of pa
w.r.t door dk .
Definition 4.3 (Route Dominance). Let Ra and Rb be routes inside
an indoor partition I , start from door ds and end at door dt where
Ra .ψ = Rb .ψ . en, Ra dominates Rb (denoted by Ra ≺ Rb ) if and
only if Cost(Ra) < Cost(Rb ).
A route can dominate another route only if both routes are in-
side the same partition, the starting and ending doors are same, and
covering the same set of categories. According to Definition 4.3, if
the cost of route Ra is less than the cost of route Rb , then route Ra
dominates Rb . Next, we present four important theorems that help
to derive our pruning rules. Note that, for all these theorems and
pruning rules, we assume that q.ψ = {cm , cn } and an indoor parti-
tion I consist of two doors ds ,dt . Also, when we say Pi , it means
set of points of the indoor partition I that belongs to category ci .
Theorem4.4. Let routesRa = 〈ds ,pa ,px ,dt 〉 andRb = 〈ds ,pb ,px ,dt 〉
where pa,pb ∈ Pm and px ∈ Pn . en, Ra ≺ Rb only if pa ≺ds pb
and dist(pa,px ) < dist(pb ,px ).
Proof. For the given routes Ra and Rb , ifpa dominatespb then
dist(ds ,pa ) + s(pa) < dist(ds ,pb ) + s(pb ). Also, we know that,
dist(pa,px ) < dist(pb ,px ). By adding both inequalities,dist(ds ,pa)+
s(pa) + dist(pa,px ) < dist(ds ,pb ) + s(pb ) + dist(pb ,px ). Further-
more, dist(ds ,pa ) + dist(pa,px ) + s(pa) + dist(px ,dt ) + s(px ) <
dist(ds ,pb )+s(pb )+dist(pb ,px )+dist(px ,dt )+s(px ). And,Cost(Ra) <
Cost(Rb ). Hence, Ra ≺ Rb . 
Theorem4.5. Let routesRa = 〈ds ,pa ,px ,dt 〉 andRb = 〈ds ,pb ,px ,dt 〉
where pa,pb ∈ Pm and px ∈ Pn , and dist(pa,px ) ≥ dist(pb ,px ).
en, Ra ≺ Rb only if pa ≺ds pb and dist(pa,px )−φ < dist(pb ,px )
where φ = dist(ds ,pb ) + s(pb ) − dist(ds ,pa ) − s(pa).
Proof. We prove this by contradiction, Assume Rb ≺ Ra and
pb ≺ds pa . en, dist(ds ,pa )+ s(pa) > dist(ds ,pb )+ s(pb ). Hence,
0 > φ. Also, we know dist(pa,px ) ≥ dist(pb ,px ). By above two
inequalities, dist(pa,px ) − φ > dist(pb ,px ). erefore, it must be
the case that our assumption is false. So Ra ≺ Rb when pa ≺ds pb
and dist(pa,px ) − φ < dist(pb ,px ). 
For givenq.ψ = {cm , cn}, the dominance of routeRa = 〈ds ,pa ,px ,dt 〉
over Rb = 〈ds ,pb ,px ,dt 〉 can be guaranteed if the point pa dom-
inates pb and pa is closer to px than pb (See Figure 2(a)). eo-
rem 4.5 takes into account an instance where the point pb is closer
to px than pa . In this case, Ra ≺ Rb can be guaranteed only if the
point pb resides outside the distance threshold dist(pa,px ) − φ as
Figure 2(b) illustrates.
For multiple objects. Assume that there is another point pj ∈
Pm within the distancedist(pa,px ), wherepb ≺ds pj . Ifdist(pa,px )−
φ < dist(pj ,px )where φ = dist(ds ,pb )+s(pb )−dist(ds ,pa)−s(pa),
then pointpj can be ignored since a route viapj does not dominate
Ra . If the indoor points, i.e., pb ,pj , are visited based on dominance
order, then distance threshold, i.e., dist(pa,px ) − φ, is guaranteed
to be an upper bound as φ is always a lower bound. Visiting the in-
door points based on dominance order means that always a point
p is visited before visiting a point dominated by p. Moreover, if
dist(pa,px ) − φ > dist(pj ,px ), then φ needs to be updated w.r.t
point pj and checked for dist(pa,px ) − φ < dist(pj ,px ). Similarly,
all points need to be verified if there is more. en we can guaran-
tee that Ra dominates Rj where Rj = 〈ds ,pj ,px ,dt 〉, ∀pj ∈ Pm .
Theorem4.6. Let routesRa = 〈ds ,pa,px ,dt 〉 andRb = 〈ds ,pb ,py ,dt 〉
where pa ,pb ∈ Pm and px ,py ∈ Pn . en, Ra ≺ Rb only if
pa ≺ds pb , px ≺dt py and dist(pa,px ) < dist(pb ,py ).
Proof. For the given routes Ra and Rb , if pa dominates pb
and px dominates py , then dist(ds ,pa ) + s(pa) < dist(ds ,pb ) +
s(pb ) and dist(dt ,px ) + s(px ) < dist(dt ,py ) + s(py ) respectively.
Also, we know that dist(pa,px ) < dist(pb ,px ). By adding them,
dist(ds ,pa)+s(pa)+dist(pa,px )+dist(dt ,px )+s(px ) < dist(ds ,pb )+
s(pb )+dist(pb ,py )+dist(dt ,py )+s(py ). And,Cost(Ra) < Cost(Rb ).
Hence, Ra ≺ Rb . 
Theorem4.7. Let routesRa = 〈ds ,pa,px ,dt 〉 andRb = 〈ds ,pb ,py ,dt 〉
wherepa ,pb ∈ Pm andpx ,py ∈ Pn , anddist(pa,px ) ≥ dist(pb ,py ).
en, Ra ≺ Rb only if pa ≺ds pb , px ≺dt py and dist(pa,px ) − φˆ <
dist(pb ,px ) where φˆ = dist(ds ,pb ) + s(pb ) + dist(py ,dt ) + s(py ) −
dist(ds ,pa) − s(pa) − dist(px ,dt ) − s(px ).
Proof. Weprove this by contradiction, AssumeRb ≺ Ra ,pb ≺ds
pa and py ≺ds px . en, dist(ds ,pa) + s(pa) > dist(ds ,pb ) + s(pb )
and dist(dt ,px ) + s(px ) > dist(dt ,py ) + s(py ). Hence, 0 > φ. Also,
we know dist(pa,px ) ≥ dist(pb ,py ). By above two inequalities,
dist(pa,px ) − φ > dist(pb ,py ). erefore, it must be the case that
our assumption is false. So Ra ≺ Rb when pa ≺ds pb , px ≺dt py
and dist(pa,px ) − φˆ < dist(pb ,px ). 
As Figure 3(a) shows, eorem 4.6 guarantees that a route via
points pb ∈ Dom
s
a and py ∈ Dom
t
x , i.e., Rb = 〈ds ,pb ,py ,dt 〉,
cannot dominate a route via corresponding points pa and px , i.e.,
Ra = 〈ds ,pa,px ,dt 〉when the distance between pointspa andpx is
less than the distance between points in corresponding dominated
sets. eorem 4.7 explains an instance (See See Figure 3(b)) where
dist(pa,px ) ≥ dist(pb ,py ). In this case Ra dominates Rb if the
distance between the points in dominated sets is greater than the
particular distance threshold, i.e., dist(pa,px ) − φˆ.
Next, we proceed to introduce our pruning rules which are de-
rived from the aforementioned theorems. ese pruning rules help
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Figure 3: Example of eorem 4.6 andeorem 4.7
to filter all the points in an indoor partition that are highly unlikely
to be selected in generating an optimal route.
Pruning Rule 1. Let pi ∈ Dom
s
a and pb = nn(pa) where pa ∈
Pm andpb ∈ Pn . en, the pointspa,pb are selected and a pointpj ∈
Domt
b
is pruned only if pa = nn(pb) and dist(pa,pb ) < dist(pi ,pj ).
Proof. According to eorem 4.4, when pi ∈ Dom
s
a and pb =
nn(pa), then Cost(Rx ) < Cost(Ry) where Rx = 〈ds ,pa,pb ,dt 〉 and
Ry = 〈ds ,pi ,pb ,dt 〉. Also, when pa = nn(pb) and dist(pa,pb ) <
dist(pi ,pj ), eorem 4.6 guarantees Cost(Rx ) < Cost(Rz) where
Rz = 〈ds ,pi ,pj ,dt 〉. us, the point pj ∈ Domb can be pruned
since any path covering category cm and cn via pj is dominated by
the path Rx . 
Pruning Rule 2. Let pi ∈ Dom
s
a and pb = nn(pa) where pa ∈
Pm andpb ∈ Pn . en, the pointspa,pb are selected and a pointpj ∈
Domt
b
is pruned when pa , nn(pb) and dist(pa,pb ) < dist(pi ,pj )
only if Cost(Rx ) < Cost(Ry) where Rx = 〈ds ,pa ,pb ,dt 〉 and Ry =
〈ds ,pi ,pb ,dt 〉.
Pruning Rule 3. Let pi ∈ Dom
s
a and pb = nn(pa) where pa ∈
Pm andpb ∈ Pn . en, the pointspa,pb are selected and a pointpj ∈
Domt
b
is pruned when pa = nn(pb) and dist(pa,pb ) ≥ dist(pi ,pj )
only if cost(Rx ) < cost(Ry ) where Rx = 〈ds ,pa ,pb ,dt 〉 and Ry =
〈ds ,pi ,pj ,dt 〉.
Pruning Rule 4. Let pi ∈ Dom
s
a and pb = nn(pa) where pa ∈
Pm andpb ∈ Pn . en, the pointspa,pb are selected and a pointpj ∈
Domt
b
is pruned when pa , nn(pb) and dist(pa,pb ) ≥ dist(pi ,pj )
only if Cost(Rx ) < Cost(Ry) where Rx = 〈ds ,pa ,pb ,dt 〉 and Ry =
〈ds ,pi ,pk ,dt 〉 for given pk ∈ Domb ∪ pb .
e Pruning Rule 2, 3 and 4 can also be easily proven using the
aforementioned theorems. We have omied the proofs due to the
space limitation.
Definition 4.8 (Dominant point). An indoor point p is called a
dominant point if it is highly likely to be selected in generating an
optimal route.
Simply, a dominant point is a point that is selected by a pruning
rule while a non-dominant point is a point which is never selected
by a pruning rule. Accordingly, the pruning rules are capable of
identifying the dominant points while pruning the non-dominant
points as they incapable of generating beer routes than the routes
of dominant points. i.e., dominant routes. Due to the space limita-
tions, we provide an example only for Pruning Rule 1. Let I be an
indoor partition consist of two doorsds ,dt and three indoor points
Algorithm 2: selectPoints (. . . )
Data: Doors ds, dt , A pair of categories ca, cb
Result: Sets of points Sa, Sb
1 while Pa , ∅ OR Pb , ∅ do
2 pi ← getPoint (ds, Pa ); // Dominance order
3 Sa ← Sa ∪ pi ; // pi is selected
4 Pa ← Pa \ Sa ;
5 Pb ← Pb ;
6 while Pb , ∅ do
7 pj ← NextNN (pi ) where pj ∈ Pb ;
8 Uj ← ∀pk ∈ Pa \ Sa where dist (pi , pj ) > dist (pk , pj );
9 if Uj = ∅ then
10 Sb ← Sb ∪ pj ; // pj is selected
11 Domtj ← set of points dominated by pj ;
12 Pb ← Pb \ (Dom
t
j ∪ pj );
13 Pb ← Pb \ prunePonits (pi , pj , Pa, Dom
t
j )
14 else
15 foreach pk ∈ Uj do
// Ascending order
16 φ = dist (ds , pk ) + s(pk ) − dist (ds , pi ) − s(pi );
17 Vk ← ∀pm ∈ Uj where
dist (pm, pj ) < dist (pi , pj ) − φ;
18 if Vk = ∅ then
19 Sb ← Sb ∪ pj ; // pj is selected
20 Domtj ← set of points dominated by pj ;
21 Pb ← Pb − Dom
t
j ;
22 Pb ← Pb \ prunePonits (pi , pj, Pa, Dom
t
j )
23 else
24 if pk ∈ Vk then
25 break ; // pj is not selected
26 else
27 Uj ← Uj \Vk ; // remove points
outside the range
28 return Sa, Sb
pa ∈ Pm and pb ,pc ∈ Pn where pb ≺dt pc . Assume that a user
who wants to find a route from ds to dt covering cm , cn categories,
visit the point pa first. en either the point pb or pc needs to be
visited before visiting doordt to get a complete route. Assume that
the user visits the point pb . en, according to Pruning Rule 1, the
point pc can be pruned only if dist(pa,pb ) < dist(pa,pc ). Because,
the route Rx = 〈ds ,pa ,pb ,dt 〉 dominates Ry = 〈ds ,pa ,pc ,dt 〉.
Moreover, the points pa,pb are selected as dominant points. Oth-
erwise, when pc is closer to pa than pb and dist(pa,pc ) is less than
the threshold distance, i.e., dist(pa,pb ) − φ, then the points pa ,pc
is selected and the point pb is pruned.
Now, we proceed to explain Algorithm 2 which utilizes afore-
mentioned pruning rules to select dominant points of a given in-
door partition w.r.t. a given pair of categories and pair of doors.
Clearly, the visiting order of the points is crucial in applying the
aforementioned pruning rules. us, we visit points based on the
dominance order, i.e., a point pa is visited before visiting a point
pˆa ∈ Dom
k
a , by utilizing getPoint (di ,Pn) which returns a point
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Algorithm 3: prunePoints (. . . )
Data: Points pi , pj , Sets of points Pa, Dom
k
j ⊆ Pb
Result: A set of points Sb
1 foreach pk ∈ Dom
k
j do
// According to the dominance order
2 pm ← NN (pk ) where pm ∈ Pa ;
3 if dist (pi , pj ) < dist (pk , pm ) then
4 Sb ← Sb ∪ pk ; // Theorem 4.6
5 else
6 φˆ = dist (ds , pm ) + s(pm ) + dist (pk , dt ) + s(pk ) −
dist (ds , pi ) − s(pi ) − dist (pj , dt ) − s(pj );
7 if d(pk , pm ) > dist (pi , pj ) − φˆ then
8 Sb ← Sb ∪ pk ; // Theorem 4.7
9 return Sb
p ∈ Pn with the minimum score w.r.t. a monotonic ranking func-
tion f (p) = dist(di ,p) + s(p). Initially, point sets Pa and Pb con-
tains the indoor points belong to category ca and cb respectively. If
a point is either selected or pruned, then the point is removed from
the corresponding point set. Hence, the algorithm is terminated
when one of the point sets, i.e., Pa or Pb , is empty (line 1). First,
we obtain a point pi belong to category ca by utilizing getPoint (·)
(line 2). en, the point pi is selected as a dominant point of cat-
egory ca . We maintain a temporary point set Pb to maintain the
non-pruned set of points per iteration. e inner while loop ter-
minates when Pb is empty indicating that all the dominant points
belong to category cb based on pi is selected while the rest of the
points is pruned (line 6). Aer point pi is selected we find the
closest point to pi , i.e., the point pj , that belongs to category cb .
en, we check whether there are any points closer to pj than pi
that belong to category ca . If not we select pj and prune all the
points dominated by pj according to the Pruning Rule 1 and Prun-
ing Rule 3 (line 9-13). Else, each point that is closer to pj than pi
is verified and pruned according to the Pruning Rule 2 and Prun-
ing Rule 4 (line 15-27). Note that, each time we update the Pb by
removing the dominated points. Because, if a point is dominated
then they cannot be selected in the same iteration. But, we update
the Pb set aer verifying that a point can be pruned for good by
utilizing Algorithm 3. While we iterate the set of closer points, if
one of the points is within the distance threshold, then the point pj
is not selected as another point in category ca creates a beer route
with pj (line 24-25). Also, we can remove all the points outside the
current distance threshold since it provides an upper bound as we
explained earlier (line 27). Finally, it returns the selected set of
dominant points per given category (line 28).
Algorithm3 identifies the indoor points that can be pruned based
on eorem 4.6 and 4.7. For a given point pj , it iterates through
each point pk ∈ Dom
k
j (line 1) according to the dominance or-
der and gets the nearest neighbours (line 2) to check whether the
distance between the points in dominated set is less than the dis-
tance between pi and pj (line 3). en, the points are added to
the pruned point set (i.e., set of non-dominant points) according to
eorem 4.6 (line 3-4) and eorem 4.7 (line 5-8). Finally, the set
of non-dominant points is returned (line 9).
Algorithm 4: Dominant Based Pruning Algorithm
Data: An indoor partition I , A set of categories Ψ,
Result: Update set of points in given partition I
1 Pi ← ∅ , ∀ci ∈ Ψ;
2 foreach {di , dj } ∈ I (N ) do
3 foreach {ca, cb } ∈ Ψ do
4 Sa, Sb ← selectPoints(di , dj , ca, cb )Pa ← Pa ∪ Sa ;
5 Pb ← Pa ∪ Sb ;
// Update set of points in indoor partition I
6 Pi = Pi , ∀ci ∈ Ψ;
Next, we present the dominance-based pruning algorithm that
reduces the number of points in an indoor partition by eliminating
non-dominant points belong to a given set of categories. As Algo-
rithm 4 illustrates, for a given set of categories Ψ, the dominance-
based pruning algorithm determines the set of dominant points
for each given category using Algorithm 2 (line 4) and updates the
set of points of indoor partition I accordingly (line 7). Since our
pruning techniques are based on pairs of doors and categories, we
consider all possible combinations of doors and given categories
to preserve the correctness of the algorithm. For example, let I
be an indoor partition consists of two doors d10,d20 where sets
of indoor points of I for given categories c1, c2 are as follows :
c1 = {p1,p2,p3,p4,p5} and c2 = {p6,p7,p8,p9}. e outer for loop
of the algorithm runs four times corresponding to the number of
door pairs, i.e., {d10,d10}, {d10,d20}, {d20,d10}, {d20,d20}. And the
inner for loop runs only once since there is only two given cat-
egories. erefore, Algorithm 2 is executed four times and the
selected points are returned in each iteration. Assume that we
obtain the results as follows: {{p1,p2}, {p8}}, {{p2,p3}, {p7,p8}},
{{p1}, {p8}} and {{p2}, {p7}}. en, the set of points of indoor par-
tition I is updated as follows : c1 = {p1,p2,p3} and c2 = {p7,p8}.
e indoor points p4,p5 and p6,p9 are eliminated.
4.3 GCNN-dom Algorithm
As we mentioned earlier, we can accelerate the performance of
Global Category Nearest Neighbour (GCNN) algorithm by reduc-
ing the number of indoor points accessed by the algorithm in query
processing. Hence, we introduce an improved version of GCNN al-
gortihmdenoted byGCNN-dom that utilize aforementioned dominance-
based pruning technique to reduce the number of points in the in-
door space. GCNN-dom algorithm is supportedby a pre-processing
approach in which we iterate the collection of indoor partitions
covering a selected set of categories and eliminate all the non-dominant
points by utilizing Algorithm 4. en we update the inverted VIP-
tree by removing all non-dominant points of each selected cate-
gories while retaining the dominant indoor points. Also, we main-
tain the minimum static score summary of each tree node updated
accordingly.
Note that, the effectiveness of the pre-processing approach de-
pends on the selected set of categories. Because, more incompetent
points can be pruned only if the categories that we select, have a
large number of points in the indoor space. erefore, we identify
a set of categories that are more frequent in real-world queries.
Intuitively, the most frequent query categories are the ones that
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have a higher demand. erefore, the indoor points (i.e., objects)
belongs to these categories are highly available in the indoor venue.
We show the effectiveness and the accuracy of the pre-processing
approach in our empirical study.
5 EXPERIMENTS
5.1 Experimental Settings
Indoor Venue and Category Datasets.We use Chadstone Shop-
ping Centre 1 as our indoor venue. e Chadstone Shopping Cen-
tre which is the largest shopping centre in Australia currently fea-
tures more than 300 retail outlets across 4 levels, with a total retail
floor area over 200,000m2. e floor plans of the Chadstone Shop-
ping Centre is manually converted into machine-readable indoor
venues. Coordinates of the buildings are obtained using Open-
StreetMap 2 and the sizes of indoor partitions (e.g. rooms, hall-
ways) are determined. Moreover, a three-dimensional coordinate
system is used to represent an indoor entity in the dataset, in which
the first two dimensions represent x and y coordinates of the in-
door entry while the third represents the floor number. e rele-
vant D2D graph consists of 339 vertices and 3867 edges.
We crawled data from the websites of major supermarkets (e.g.,
Coles, Woolworths, etc.) as well as major retail stores (e.g., JB Hi-
fi, Big W, etc.) and obtained 140,000 objects along with their cat-
egories such as dairy, pantry, etc. en, each object was mapped
into the particular indoor partition (e.g., a retail store) by randomly
determining the location of the object inside the partition. More-
over, we obtained a larger dataset by replicating the real-world
dataset four times (denoted by REP ). Each object is replicated and
randomly relocated with the same the category.
ery Generation. We generated 5 query sets per dataset to
study the performance of the algorithms. In order to generate
query sets, we took into account a property called objects per cat-
egory (denoted by Ω) which is the number of objects in the indoor
space that belongs to a category. First, we identified five category
sets w.r.t the aforementioned property, namely XS, S, M, L and
XL. e category set XS was obtained by selecting the categories
that have 80 - 120 objects in the indoor space. Similarly, the other
category sets were obtained from 450 - 550, 950-1050, 1450-1550
and 1950 - 2050 objects respectively. A query is generated by ran-
domly selecting categories from the corresponding category sets
and randomly determining the source and target points in the in-
door space. Accordingly, 50 queries were generated for each cat-
egory set. Moreover, we followed the same procedure to obtain
different query sets for REP dataset.
Competitors. We compare our proposed algorithms, i.e., GCNN-
dom and GCNN , with an extension of an algorithm called global
minimum path (GMP) [18] which is the state of the art algorithm
for outdoor space that solves a similar problem. We extended their
algorithm (denoted by iGMP) to support the problem of CAM by
including additional aributes in the route search. Moreover, we
utilized the state-of-the-art indoor indexing called VIP-tree [12]
with an inverted file in implementing the iGMP algorithm. us, it
1hps://www.chadstone.com.au/
2hps://www.openstreetmap.org/
Table 2: e parameters used for experiments
Parameter Default Range
Objects per category (Ω) M XS, S, M, L, XL
ery categories (q.ψ ) 6 2, 4, 6, 8, 10
Preference parameter (α ) 0.5 0.1, 0.3, 0.5, 0.7, 0.9
Percentage (∆) 50 100, 80, 50, 20, 10, 0
supports both efficient indoor distance computation and category-
based filtering.
Setup. In the real-world dataset, we observed that the categories
which have a large number of objects in the indoor space, e.g., the
categories in category set XL, are more clustered while the cate-
gories in category set XS, S, M are well distributed in the indoor
space. Hence, as we explained earlier, we replicated the real-world
dataset and obtained the REP dataset. And, we take into account
the same object ranges, i.e., 80- 120, 450 - 550, 950-1050, 1450-1550
and 1950 - 2050, when we were selecting categories for the cate-
gory sets. is allowed us to select categories per category set that
are well distributed in indoor space. us, the query categories of
REP dataset are well distributed and have a higher object density
compared to the query categories of real-world dataset.
Table 2 shows the default seings we used in our experiments.
e percentage (∆) denotes the percentage of query categories pre-
processed. Suppose an approximatemethodX returns a routeR for
CAM query where the optimal route is Ropt for the same instance.
en, X ’s approximation ratio r = cost(R)/cost(Ropt ). Moreover,
All algorithmswere implemented in C++ and our experiments were
conducted on a Linux platform running on an Intel Core i5 @
3.30GHz and 4GB RAM.
5.2 Experimental Results
In all experiments, we use the default seings while varying a sin-
gle parameter at a time. Moreover, we report the average runtime
in milliseconds and the approximation ratio for each experiment.
5.2.1 ery Performance. First, we investigate the performance
of algorithms on the real-world dataset. Under the default seings,
each query consists of 6 categories in which each category has
around 1000 related objects. Even though there are only around
6000 related objects in the indoor space, each algorithm deals with
140,000 objects in query processing. However, all the algorithms
(including iGMP) perform efficiently since they support efficient
category-based filtering and indoor distance computation. Figure 4(a)
reports the run time of the algorithms when we vary the num-
ber of query categories. e runtime of all algorithms increases
when |q.ψ | is increased as many ranking operations are carried
out in query processing. As we explained in Section 4.1.1, the
number of query categories has a significant impact on the run-
time of the algorithms. e runtime of iGMP rises steadily as op-
posed to our algorithms since the related objects are ranked only
once before it start constructing the route for a given query. Al-
though GCNN ranks indoor objects multiple times, it is reasonably
efficient compared to iGMP since it utilizes the inverted VIP-tree
which supports simultaneous travel and static costs based filter-
ing. e runtime of GCNN-dom is generally 5-6 times beer than
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Figure 4: ery response time on real-world and REP
datasets
GCNN. is is because GCNN-dom ranks a less number of objects
as it pre-processes the dataset and eliminates non-dominant ob-
jects. Moreover, GCNN-dom answers a CAM query less than 0.1
seconds while iGMP is 2 times worse when q.ψ = 10.
Figure 4(c) shows the runtime of all algorithms when we vary
the objects per category, i.e., number of indoor objects per query
category. Since each query consists of 6 categories under the de-
fault seings, the average number of related objects in the indoor
space is 0.6K, 3K, 6K, 9K and 12K respectively. Clearly, the runtime
of all algorithms increase as expected. We can see that GCNN be-
comes much worse as Ω is increased. e reason is, GCNN has to
carry out more ranking operations when the related objects in the
indoor space increase. GCNN-dom outperforms GCNN by an or-
der of magnitude while iGMP is 2.5 times slower than GCNN-dom
when Ω = 2000.
Figure 4(b) and Figure 4(d) investigate the performance of all al-
gorithms on REP dataset. As we mentioned earlier, the query cat-
egories are well distributed on REP dataset. Hence, the number of
indoor partitions that cover the query categories are higher com-
pared to the real-world dataset. us, the runtime of algorithms
is increased since the ranking operations become expensive. As
Figure 4(b) shows the runtime of GCNN is almost 2 seconds when
|q.ψ | = 10. But, GCNN-dom takes only 0.2 seconds while iGMP
is 4 times slower. According to Figure 4(d), clearly, GCNN-dom
outperforms all other algorithms as it takes only 0.2 seconds to
answer a CAM query when Ω = 2000. Distinctly, GCNN-dom
is superior to all other algorithms as it uses the dominance-based
pruning technique in pre-processing. e results conclude that the
dominance-based pruning technique is much effective in acceler-
ating the performance of the proposed algorithm.
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Figure 5: Approximation quality on real-world and REP
5.2.2 Accuracy of Approximations. e objective of this set of
experiments is to study the accuracy of the approximation algo-
rithms. Note that, the results for some of the seings are unavail-
able since the brute force algorithm failed to finish aer a reason-
able time. Figure 5(a) to Figure 5(d) report the approximation ratio
of algorithms for the corresponding experiments in Figure 4. As
Figure 5(a) depicts, iGMP has the worse approximation quality for
all the different seings of |q.ψ |. When |q.ψ | = 10, the approxima-
tion ratio of iGMP is slightly higher than 1.5 while both GCNN-
dom and GCNN are around 1.1. According to the Figure 5(c) ap-
proximation ratio of all algorithms increases when we increase the
Ω. We can see that the approximation ratio of iGMP increases
drastically aer ω = 1000. is is because of the category dis-
tribution. e approximation ratio of iGMP is 1.6 when Ω = 2000,
while our algorithms stay close 1.1 in all cases. Clearly, the ap-
proximation ratio of our algorithms are almost similar in all cases.
Figure 5(e) shows the approximation ratio of algorithms when we
vary the query preference parameter. e approximation ratio of
all algorithms affected by the alpha value. All algorithms have the
worse approximation ratio when α = 0.9. e approximation ra-
tio of iGMP is close 1.6 while our algorithms are under 1.2. Note
that, the approximation ratio of GCNN-dom and GCNN are almost
same. Next, we examine the accuracy of approximations on REP
dataset. Figure 5(b) shows that the ratio of iGMP is worse in all
cases where it is closer to 2 even when |q.ψ | = 6. But, GCNN-
dom and GCNN stays under 1.2. We can see that when the distri-
bution of the categories change, the approximation ratio of iGMP
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Figure 6: Effect of Pre-processing
drastically increases. As Figure 5(d) depicts the ratio of iGMP ex-
ceeds 2 for the large Ω values. e approximation ratio of our
algorithms show much beer approximation quality by being con-
sistent around 1.1 for the large dataset.
Finally, we compare the approximation quality of our algorithms
on REP dataset. Here, we have excluded the results for real-world
dataset since the approximation ratios of both algorithms almost
similar. Figure 5(f) shows the difference between the approxima-
tion ratio of our algorithms while varying the objects per category,
i.e., Ω. e approximation ratio of GCNN-dom has deviated from
GCNN by 0.01 when Ω = 2000. For all other cases, clearly, the
difference is negligible. is insignificant difference in ratios indi-
cates the accuracy of dominance-based pruning technique in iden-
tifying the incompetent indoor points in the indoor space.
5.2.3 Effect of pre-processing. Figure 6 reports the runtime of
GCNN-dom and the corresponding pre-processing timewhile vary-
ing the percentage of query categories that has been pre-processed
(i.e., ∆). Note that, we denote the pre-processing time by pre-proc.
time in Figure 6. e percentage of query categories ∆ = 0 indi-
cates that no pre-processing is done and ∆ = 100 indicates that all
the query categories are pre-processed. us, ∆ = 50 denotes that
half of the query categories are identified as highly frequent cate-
gories for pre-processing. As Figure 6 shows the runtime of GCNN-
dom decreases as we pre-process more query categories. e rea-
son is, for large ∆ values, GCNN-dom ranks only a small set of
objects as most of the incompetent objects were eliminated in pre-
processing. When ∆ = 100, GCNN-dom can answer a CAM query
in 0.04 milliseconds in which it outperforms iGMP in an order of
magnitude. e approximation quality increases as we decrease
∆. But the variation is insignificant. For example, the difference
between approximation ratio of ∆ = 0 and ∆ = 100 is 0.01. Hence,
we do not report the approximation ratios corresponding to the ex-
periment in Figure 6. e results conclude that our pre-processing
approach is highly accurate and effective in accelerating the per-
formance of the proposed algorithm.
6 CONCLUSION
In this paper, we define the problem of category awaremulti-criteria
route planning query, denoted by CAM, which returns a route
from a given source point to a target point that passes through
at least one indoor point from each given category while minimiz-
ing the cost of the route in terms of travel and static costs. e
problem of answering CAM query is NP-hard. Based on a novel
dominance-based pruning, we devise an efficient approximation
algorithm called Global Category Nearest Neighbour (GCNN) al-
gorithm to answer CAM queries. e experimental results demon-
strate that the proposed algorithm is highly efficient and offer high-
quality results.
For future work, we plan to extend our algorithm to support
indoor points with multiple keywords. us, the textual similarity
will also be considered in route cost computation.
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