Abstract-We show that two widely accepted model reduction techniques, balanced truncation (BT) and balanced singular perturbation approximation (BSPA), can be derived as limiting approximations of a carefully constructed parameterization of linear time invariant systems by employing the model boundary approximation method (MBAM) [1]. We also show that MBAM provides a novel way to interpolate between BT and BSPA, by exploring the set of approximations on the boundary of the "model manifold," which is associated with the specific choice of model parameterization and initial condition and is embedded in a sample space of measured outputs, between the elements that correspond to the two model reduction techniques. This paper suggests similar types of approximations may be obtainable in topologically similar places (i.e., on certain boundaries) on the associated model manifold of nonlinear systems if analogous parameterizations can be achieved, therefore extending these widely accepted model reduction techniques to nonlinear systems. 1 
principles models typically have many parameters that must be tuned correctly for the model to reflect the behavior of a real system. Examples are everywhere, from agronomy and biochemical reaction networks to swarms of autonomous flying robots or power systems. Using data to learn the correct values of parameters is the purview of system identification, and a rich theory has developed quantifying when data are informative enough to accurately estimate parameter values [11] [12] [13] [14] . Typically, however, there is much less data than needed to learn all the parameters in a first-principles model, so simplifying the model to yield one with fewer parameters can help identify the system from data.
Second, the need for simplified models arises when designing controllers for complex systems. The complexity of an optimal controller often mirrors that of the system being controlled; therefore, a complex system may often suggest the need for complicated controllers. Nevertheless, when engineering such complicated systems is unreasonable, designing controllers for simplified approximations can lead to acceptable tradeoffs between complexity and performance degradation.
Third, simplified models can be an important link between macroscale and microscale models. Generative models, for example, often detail microscale phenomena, such as consumer-choice models or models of a single neuron or molecular organization, etc., and then hypothesize that macroscale behavior, such as consumer demand or regions of the brain or material properties, etc., is the aggregation of a large number of microscale instances [15] [16] [17] . The complexity of modeling a macroscale model composed of thousands or millions of microscale instances, however, can be unwieldy, and such models almost never exhibit behavioral complexity commensurate with the descriptive complexity of the model as an aggregate of many microscale models. Thus, a systematic technique for developing simplified descriptions of macroscale models that resemble, in a principled way, the aggregate of microscale phenomena can be critical in such applications.
Fourth, understanding the resilience and vulnerability of large-scale critical infrastructures demands techniques for modeling the attack surface of complex cyber-physical-human systems. The attack surface is typically a simplified model of the system that highlights the exposed variables and dynamics strongly affected by or observed from them [18] [19] [20] [21] [22] [23] [24] . Thus, the techniques discussed here offer the possibility of modeling the attack surface of large-scale cyber-physical-human systems and contribute to a science of system security.
B. Overview
Two important model dynamic order reduction techniques for linear systems include BT and singular perturbation methods. Each of these approaches focuses on a particular aspect of the system to preserve.
BT was first proposed in [25] and has been explored for continuous and discrete time [26] . A clear presentation is provided in [27] . The basic idea is that a change of basis is used to make states equally observable and controllable and then order them from most 0018-9286 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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to least controllable/observable. The least controllable and observable states are then truncated; see [10] for a survey of projectionbased reduction techniques, including BT, for parameterized dynamical systems. Perturbation theory is a well-studied area and has a rich background in linear operator and control theory [28]- [30] , and it has seen renewed interest in recent years [31] [32] [33] . It is commonly applied in the context of well-separated time scales. In this case, the ratio of time scales identifies an explicit "small" parameter in which a series expansion can be computed. The theory has also been applied to balanced realizations, which we will refer to as balanced singular perturbation approximation (BSPA) [34] [35] [36] [37] . In [35] , an alternative parameterization of the transfer function is used to provide a different unification of BT and BSPA using the "generalized singular perturbational approximation." This parameterization is quite different than the one proposed here and does not lead to the insight that BT and BSPA occur on the boundary of a particular manifold representing the original model class.
The manifold boundary approximation method (MBAM) is an algorithm for model parameter reduction [1] , [38] [39] [40] [41] . The method is enabled by the fact that a parameterized model can be interpreted as a mapping between a parameter space and prediction space, or the space of measurements. The set of all possible models generated by varying the parameters over all values typically corresponds to a manifold with the model mapping acting as a coordinate chart. To make this abstract idea more concrete, consider a model class with N parameters that is sampled at M different points (times or frequencies). In this case, the model defines a mapping from R N to R M whose image is an N dimensional submanifold of R M . Each point on the manifold corresponds to the model predictions for a different set of parameter values. For practical problems, explicitly constructing the entire manifold is impractical, but such a manifold can be systematically explored using computational differential geometry. Systematic study of model manifolds from a variety of classes has revealed that they are typically bounded [42] , [43] and that the boundary consists of a hierarchical cell complex, i.e., a hierarchy of faces, edges, corners, etc., similar to a high-dimensional polygon [1] , [40] , [44] , [45] . Each boundary cell is a manifold that corresponds to a model class with fewer parameters. The "best" approximation of this model can be found by locating the closest boundary point with the desired level of complexity, where closest is measured by the choice of metric in the prediction space. Importantly, MBAM does not assume linearity in the model. Indeed, even for linear dynamical systems, the model predictions are generally nonlinear in the parameters. MBAM has been applied to nonlinear models with parameterizations derived from first-principles, physical considerations [39] , [41] , [46] , [47] .
In this paper, we explore the problem of system approximation and identify an intrinsic structure to the problem for linear time invariant (LTI) systems by proposing an appropriate parameterization in which BT and BSPA are distinct boundary cells of a model manifold. We conjecture that MBAM may provide a framework for the systematic model reduction of more general (nonlinear) systems. In [48] , Andersson et al. provided bounds for model reduction on systems that include uncertainties or nonlinearities, modeled as a delta block, assuming the delta block can be modeled using integral quadratic constraints (IQCs). The authors also show that BT and BSPA appear as natural limits of the proposed IQC model, but do not provide any insight as to how to interpolate between the two. Although the model in [48] is more general than the model considered herein, we believe that the ideas proposed in this paper can be applied to a broader classes of models, independent of the IQC assumption. A condensed version of this paper is given in [31] .
II. PARAMETERIZATIONS OF LTI SYSTEMS
MBAM can reduce the number of parameters used to describe a set of models. It parameterizes the set of boundary models with fewer parameters than the original set, hence MBAM is a parameter-reduction technique. Parameter reduction is not necessarily model-order reduction, however. The interest of this paper is to use MBAM to perform model-order reduction on general LTI systems. This requires a careful examination of the parameters of such systems, so that reduced-order models generated by BT or BSPA can be shown to be instances of reduced-order models generated by MBAM. In this section, we present a parameterization of general LTI systems, and the following sections will leverage this parameterization to prove the relationship between these two model-order reduction techniques and provide a framework to interpolate between them.
A. Parameterization Using the Balanced Realization
Consider a stable LTI system with defined by the following equations:ẋ
, and A, B, C, D are real-valued matrices of the appropriate size. We assume that the system is minimal, meaning no system with a smaller value of n can have the same inputoutput dynamics. It is well known that there exists a state transformation from the system defined by (A, B, C, D) to an input-output equivalent balanced realization (Ā,B,C,D). In the balanced realization, there exists a diagonal matrix X = diag(θ 1 , . . . , θ n ) such that A T X + XĀ = −C TC , and
The values θ 1 , . . . , θ n are the Hankel singular values (HSVs) of the system. Notice the following simple statement is also true for balanced realizations.
Lemma 1:
is balanced, the observability and controllability Gramians are equal with the HSVs, θ 1 , . . . , θ n , on the diagonal. The diagonals of the Lyapunov equations give
where the subscript ii indicates the ith diagonal entry of the matrix and a ii is the ith diagonal entry of theĀ matrix. Therefore diag(BB T ) = diag(C TC ). Note that this lemma is also a result of [49, Th. 1] . Let the common diagonal entries ofB andC be denoted by r (1) givesā
for the diagonal elements of theĀ matrix. From the off-diagonals of the Lyapunov equations we find
for i = j, where
Leveraging these properties, we see that a balanced realization is specified by (θ, β, γ, R, D) as follows:
whereĀ is defined in (2) and (3). Both θ and R contain n parameters and D contains pm parameters. Since β is an n × m matrix and β T i β i = 1, specifying n − 1 entries in β i fixes the magnitude of the final entry. Thus, β carries only n(m − 1) parameters. Similarly, γ carries n(p − 1). It follows that any realization can be specified by these parameters along with an additional transformation matrix T that dictates the change of basis from the balanced realization.
III. UNIFICATION OF MODEL REDUCTION TECHNIQUES
Given the parameterization of LTI systems from the previous section, we are equipped to apply MBAM. The algorithm is described in detail in multiple studies [1] , [38] [39] [40] [41] . For large systems, the computational bottleneck is the requirement to solve the geodesic equation. In our numerical experiments on LTI systems, we empirically observe that the boundary approximations always take one of two forms when reducing the dynamic order of the system. Our hope is that by generalizing this observation, we can remove the computationally expensive step in MBAM by using an ansatz for the parameterized form of the reduced model. In this section, we realize this goal through a sequence of theorems demonstrating that BT and balanced singular perturbation are each manifold boundary approximations of LTI systems. Note that in doing this, we have emphasized the conceptual distinction between a boundary approximation and an algorithm for finding them that requires solving a geodesic.
A. BT From MBAM
For the first theorem of this section, we will restrict ourselves to considering the HSVs as the parameters, holding R, β, γ, and D fixed.
Theorem 1: Consider a balanced realization, as in (4), where the HSVs (θ i 's) are parameters and the matrices R, β, γ, and D are fixed. BT of k states is equivalent to k iterations of MBAM taking the relevant θ i 's → 0.
Proof: Consider the equation forẋ n (t) from (4)
Multiplying through by θ n gives
Performing an MBAM approximation by taking the limit θ n → 0 gives thatx n = 0. Plugging this back into the dynamics of the rest of the system, i.e.,ẋ i (t), i < n, giveṡ
which is equivalent to BT of one state. Clearly also having x n = 0 gives that
. . .
Iterating this MBAM approximation k − 1 more times, always choosing the smallest HSV, completes the proof. Theorem 2: Consider a balanced realization, as in (4), where r 1 , . . . , r n are parameters and the HSVs, β, γ, and D are fixed. BT of k states is equivalent to k iterations of MBAM taking the relevant r i 's → 0.
Proof: Consider the equation forẋ n (t) in (5). Performing an MBAM approximation by taking the limit r n → 0 gives thatẋ n = 0. Plugging r n = 0 into the dynamics of the rest of the system, i.e., x i (t), i < n, giveṡ
Also, when r n = 0
This gives BT of one state. Iterating this limit k times, always choosing the r i with the largest subscript, completes the proof. Note that Theorems 1 and 2 indicate two different paths along the model manifold that both converge to the same point on the boundary. These paths are found by taking different limits of different parameters, but the common limit point is the BT approximation for the system.
B. Singular Perturbation Approximation from MBAM
In a similar manner, BSPA can be derived by applying MBAM to the balanced parameterization.
Theorem 3: Consider a balanced realization, as in (4), where r 1 , . . . , r n are parameters and the HSVs, β, γ, and D are fixed. BSPA of k states is equivalent to k iterations of MBAM taking the relevant r i 's → ∞.
Proof: We will prove this by induction, starting with the one state case. Dividing (5) by r 
Letting r n → ∞ then yields
Dividing (5) by r n gives
β n i u i (t).
Taking the limit as r n → ∞ with r nxn remaining finite, since, by (6),
Furthermore, in the remaining equations forẋ i (t), i = 1, . . . , n − 1, and y i (t), i = 1, . . . , p, we find that r n andx n always appear in the combination r nxn . Therefore, this limit is a well-defined boundary approximation for this parameterization. Plugging (7) into the rest of the system, i.e.,ẋ i (t), i < n, giveṡ
which is the system that results from BSPA removing one state. By similarly plugging (7) intoC andD,Ĉ andD from BSPA from removing one state appear. Now for the inductive step, assume BSPA of k states is equivalent to k MBAM approximations, denoted by (Â,B,Ĉ,D)
x 2 (t)
, and the rest of the blocks are the appropriate dimensions. Let the system matrices that result from BSPA of k + 1 states be denoted by ( 
whereĀ
withĀ k ,k ∈ R k ×k andā k + 1,k + 1 ∈ R. This means thatÂ k + 1 resulting from BSPA of k + 1 states [the left-hand side of (10)] is equivalent to the analogous part in (8) [the right-hand side of (10)]. Now we will show the same holds forB k + 1 , which is slightly more laborious since we cannot appeal to Schur complement properties.
withā k + 1,k defined in (11) allows us to partitionĀ 1 ,k + 1 as
. Using the above, (9), and (11), and partitioningB k + 1 asB
whereB 1 ∈ R n −(k + 1)×m . By (11), the block matrix inversion formula, matrix multiplication, and some rearranging of terms
PartitionÂ andB aŝ
Similar expressions forĈ k + 1 andD k + 1 can be found in an analogous way. Therefore, (10), (13) , and the analogous expressions forĈ k + 1 andD k + 1 can be obtained, similar to (10) , by performing an iteration of MBAM on (Â,B,Ĉ,D) by taking r n −k → ∞, thus completing the inductive step. Therefore, by induction, it holds for all k.
The resulting BSPA system is Hurwitz and is still a balanced realization with the n − 1 HSVs, the same as the largest n − 1 HSVs of the original system [34] .
Note: In (8) if θ n , which is clearly no longer an HSV, is equal to its original value, then the reduced system is BSPA. However, if θ n is set to zero, then the resulting reduction is BT. Therefore, Theorem 3 offers a whole new class of reduced systems ranging between BSPA and BT, and given a metric or goal, the optimal reduction can be found.
IV. ILLUSTRATIVE EXAMPLE
Consider the balanced parameterization for state realizations, presented in Section II-A, with
where θ 1 = r 1 = 1 and θ 2 and r 2 are the free parameters (while enforcing θ 2 ∈ [0, θ 1 )), and we set d = 0 and β 1 = β 2 = γ 1 = γ 2 = 1.
We can calculate the frequency responses of the different systems by varying the free parameters θ 2 and r 2 . See Fig. 1(a) for some sample frequency responses. We then use the frequencies (s 1 , s 2 , s 3 ) to create the manifold in the data space. Note that code for computing each step of the MBAM process can be found at [51] and the code for this example can be found at [52] . The model manifold, in Figs. 1(b)-(d), has two boundaries. The top (cyan) boundary, corresponds to the parameterizations where r 2 → ∞ (we use 100 since it is two orders of magnitude larger than one). The bottom (red) boundary corresponds to parameterizations where θ 1 = θ 2 . The point at which the two boundaries meet at the bottom of the manifold, the solid dot (magenta), is BT, corresponding to the parameterization where θ 2 and/or r 2 → 0. Consider the system given by the parameter values (θ 2 , r 2 ) = (0. 7, 8) , depicted on the manifold by the black triangle. It is clear that BT (the solid magenta dot) is not going to be a good approximation of the system by the distance between the two systems on the manifold. However, BSPA denoted by the green "plus" symbol is a very close approximation. Consider another system given by the parameter values (θ 2 , r 2 ) = (0.01, 0.8), depicted on the manifold by the black circle. The reduced model given by BSPA, shown as a green "x," is still fairly close to the true system; however, it is clear that BT (the magenta dot) is much closer.
Although BT and BSPA have the same a priori H ∞ error bound, BT typically gives better results at high frequencies while BSPA excels at low frequencies [37] . The optimal approximation requires one to identify a metric customized to a context of interest. As a concrete example, returning to the system given by the parameter values (θ 2 , r 2 ) = (0.01, 0.8) (the green circle), the cyan curve connecting the green "x" to the solid dot (magenta) at the bottom represents a family of candidate reduced models that interpolates between BT and BSPA. The optimal reduced model relative to the three frequencies sampled, using the two-norm as the metric as measured in the data-space, is the point on this cyan curve that is closest to the green dot. It is identified numerically as (θ 2 , r 2 ) = (5.3958 × 10 −4 , 0.8), depicted by the diamond (purple). Clearly this point is much closer to the original system than either BSPA or BT and therefore a better approximation for the chosen metric of the two-norm.
Recall that the model manifold, in Figs. 1(b)-(d), is constructed from the sampled frequencies (s 1 , s 2 , s 3 ) . Different samplings will give different manifolds, and therefore could provide better reduced models for different samplings. If a system designer had a certain frequency of importance s * , a manifold could be constructed using sampled frequencies (ŝ 1 ,ŝ 2 ,ŝ 3 ) around s * , and find the best approximation of the system by finding the closest boundary point to the original system.
V. CONCLUSION
This paper demonstrates how both BT and singular perturbation approximations can be viewed as a type of manifold boundary approximation. The key idea unifying these different techniques is to choose a parameterization for any given system. Application of the MBAM, an information geometry technique that requires neither linearity nor time invariance, then illustrates that each technique finds approximations on different boundaries of the system's model manifold embedded in an appropriate data space. Depending on the choice of metric, this manifold can give insight into which approximation is the best for a given application and give alternative approximations interpolating between BT and BSPA.
Nothing about the MBAM approximation requires a linear model class. This fact, combined with the promising results for linear systems, suggests that by building an analogous parameterization for certain classes of nonlinear systems, similar types of approximations may be obtainable. This framework, then, focuses attention on obtaining good parameterizations of nonlinear systems in order to recover approximations with desirable qualities similar to those of BT and BSPA, questions that can be explored in future work. The work in [53] [54] [55] explores extending BT to nonlinear systems, providing one possible reduced model. Alternatively, after the cost of constructing a parameterization, the MBAM approach would provide a whole class of possible reduced models, extending BT and BSPA to nonlinear systems and providing a spectrum of reduced-order systems interpolating between the two.
