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Abstract
This work is concerned with a nonlinear system of Schro¨dinger–Poisson equations in a bounded domain with Dirichlet boundary
conditions. We prove the existence of infinitely many solutions u(x)e−iωt , for every value of ω, in equilibrium with the electrostatic
field φ(x).
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In [3] Benci and Fortunato introduced the following system:
−1
2
∆u − φu − ωu = 0 in Ω ,
∆φ = 4piu2 in Ω ,
φ = h on ∂Ω ,
u = 0 on ∂Ω ,
(1.1)
where Ω is a smooth and bounded domain in R3, h is a given regular function on ∂Ω and ω ∈ R.
The system (1.1) was obtained looking for stationary solutions u(x)e−iωt for the Schro¨dinger equation for a
charged particle, in equilibrium with its own purely electrostatic field φ(x). In [3] the system was studied under
the normalization constraint∫
Ω
u2dx = 1. (1.2)
So, in the variational setting, ω is seen as a Lagrange multiplier and the authors prove the existence of infinitely many
finite energy solutions (uk, φk) with frequencies ωk →+∞.
If we consider ω a free parameter, without the normalizing constraint, the problem (1.1) has always a trivial solution
corresponding to u = 0. On the other hand two simple integrations by parts show that there are values of ω such that
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(1.1) has no solutions with u 6= 0. With a suitable nonlinear perturbation in the first equation, we shall prove the
existence of nontrivial solutions for every value of ω.
Consider the following problem:
−1
2
∆u − φu − ωu − g(x, u) = 0 in Ω ,
∆φ = 4piu2 in Ω ,
φ = h on ∂Ω ,
u = 0 on ∂Ω
(1.3)
where g ∈ C(Ω × R,R). Our main theorem is stated as follows.
Theorem 1. Let g satisfy the following assumptions:
(g0) g(x,−ξ) = −g(x, ξ);
(g1) limξ→0 g(x,ξ)ξ = 0 uniformly in x;
(g2) there exist constants a, b ≥ 0 and p ∈ (4, 6) such that for any ξ ∈ R and x ∈ Ω
|g(x, ξ)| ≤ b + a |ξ |p−1 ;
(g3) there exist r > 0, µ > 4 such that for any |ξ | ≥ r and x ∈ Ω
0 < µG(x, ξ) ≤ ξg(x, ξ)
where
G(x, t) =
∫ t
0
g(x, ξ)dξ.
Then, for every h ∈ C(∂Ω) and for every ω ∈ R, the problem (1.3) has infinitely many solutions
uk, φk : Ω → R, (k ∈ N),
such that∫
Ω
|∇uk |2 dx < +∞ and
∫
Ω
|∇φk |2 dx < +∞.
A typical example of a function which satisfies (g0)–(g3) is g(ξ) = |ξ |p−2 ξ , with p ∈ (4, 6).
The hypothesis on p is technical and it will be useful to prove some properties of the action functional Jω (see
Section 3).
Remark 1. If we consider a weaker nonlinearity g(ξ) = |ξ |p−2 ξ with p ∈ (2, 10/3), we can study problem (1.1) but
with the constraint (1.2). In this case we get the existence of nontrivial solutions for discrete values ωk → +∞ (see
Appendix).
After [3] a wide literature developed on the Schro¨dinger–Maxwell system in R3: besides [6], see e.g. [2,7,9,13].
Our result is in some sense analogous to the one stated by Coclite in [6]; we get the existence of solutions for every
ω ∈ R since we are working in a bounded domain.
In all the quoted papers, except [3], the problem is studied without the normalization condition (1.2). We point
out that, in a bounded domain, if we consider the Neumann boundary condition on φ, the existence of solutions is
independent of ω also in the constrained problem. In [10] the authors proved the existence of infinitely many solutions
for such a problem.
We recall also that several papers are concerned with the semiclassical limit in the Schro¨dinger equation (see e.g. [8,
12]) or with the stationary solutions of the Klein–Gordon–Maxwell system. In this latter case a massive term appears
in the equations and to obtain solutions one needs to give some conditions on ω (see [4,5]).
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2. Variational setting
Since our system has a nonhomogeneous boundary condition in φ, the first step is to reduce it to a homogeneous
boundary datum. We introduce the auxiliary problem{
∆χ = 0 on Ω ,
χ = h on ∂Ω ,
which admits a unique and regular solution χ . Moreover, by the Maximum Principle, we have
‖χ‖∞ = ‖h‖∞ ,
where ‖.‖p denotes the L p norm and the norms are taken on the respective spaces of definitions.
Now we set
ϕ = φ − χ.
With the new variables (u, ϕ) problem (1.3) looks like
−1
2
∆u − (ϕ + χ)u − ωu − g(x, u) = 0 in Ω ,
∆ϕ = 4piu2 in Ω ,
ϕ = 0 on ∂Ω ,
u = 0 on ∂Ω .
(2.1)
Let H10 (Ω) be the completion of C
∞
0 (Ω) with respect to the norm
‖u‖ = ‖∇u‖2 .
Throughout this work, we denote by ci various positive constants whose exact value may change from line to line.
The system (2.1) has a variational structure. Indeed we consider the functional
Fω : H10 (Ω)× H10 (Ω) −→ R
such that
Fω (u, ϕ) = 14
∫
Ω
|∇u|2 dx − 1
2
∫
Ω
(ϕ + χ + ω) u2dx −
∫
Ω
G(x, u)dx − 1
16pi
∫
Ω
|∇ϕ|2 dx .
By (g1) it is easily seen that Fω ∈ C1
(
H10 (Ω)× H10 (Ω)
)
and the partial derivatives in (u, ϕ) are given, for
v, η ∈ H10 (Ω), by〈
∂Fω
∂u
(u, ϕ) , v
〉
= 1
2
∫
Ω
∇u∇vdx −
∫
Ω
(ϕ + χ + ω) uv dx −
∫
Ω
g (x, u) vdx〈
∂Fω
∂ϕ
(u, ϕ) , η
〉
= − 1
8pi
∫
Ω
∇ϕ∇η dx − 1
2
∫
Ω
u2ηdx .
Proposition 1. The pair (u, ϕ) ∈ H10 (Ω) × H10 (Ω) is a weak solution of (2.1) if and only if it is a critical point of
Fω in H10 (Ω)× H10 (Ω) .
The functional Fω is strongly unbounded, either from below or from above. Following an idea introduced in [3], we
approach the problem (2.1) by “substitution”. For every u ∈ H10 (Ω), letΦ (u) ∈ H10 (Ω) denote the unique solution of{
∆ϕ = 4piu2 on Ω ,
ϕ = 0 on ∂Ω . (2.2)
Remark 2. The map Φ : H10 (Ω)→ H10 (Ω) is implicitly defined by
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∂Fω
∂ϕ
(u, ϕ) = 0.
Moreover, since the partial derivatives of ∂Fω/∂ϕ,
∂2Fω
∂ϕ∂u
(u, ϕ) [η,w] = −
∫
Ω
uwηdx,
∂2Fω
∂ϕ2
(u, ϕ) [η1, η2] = − 18pi
∫
Ω
∇η1∇η2dx,
are continuous, the map Φ is C1.
We notice that Φ is even and Φ(0) = 0.
By (2.2), we have∫
Ω
|∇Φ(u)|2 dx = −4pi
∫
Ω
Φ(u)u2dx . (2.3)
Hence
‖Φ(u)‖2 ≤ 4pi ‖Φ(u)‖2
∥∥∥u2∥∥∥
2
≤ c1 ‖Φ(u)‖ ‖u‖24 ≤ c2 ‖Φ(u)‖ ‖u‖2
and then
‖Φ(u)‖ ≤ c2 ‖u‖2 . (2.4)
Therefore the map Φ is also bounded.
Now we can define the “reduced” functional
Jω : H10 (Ω) −→ R
Jω(u) = Fω (u,Φ (u)) .
Taking into account (2.3), we have
Jω(u) = 14
∫
Ω
|∇u|2 dx − 1
2
∫
Ω
(χ + ω) u2dx −
∫
Ω
G (x, u) dx + 1
16pi
∫
Ω
|∇Φ(u)|2 dx .
Moreover Jω is C1 and we have, for any u, v ∈ H10 (Ω) ,〈
J ′ω(u), v
〉 = 〈∂Fω
∂u
(u,Φ (u)) , v
〉
+
〈
∂Fω
∂ϕ
(u,Φ(u)) ◦ Φ′(u), v
〉
=
∫
Ω
[
1
2
∇u∇v − (Φ (u)+ χ + ω) uv − g (x, u) v
]
dx . (2.5)
A usual variational principle for functionals of two variables gives the following characterization (see e.g. [3]).
Proposition 2. The pair (u, ϕ) ∈ H10 (Ω)× H10 (Ω) is a critical point of Fω if and only if u is a critical point of Jω
and ϕ = Φ(u).
3. Proof of Theorem 1
By Proposition 2 our task reduces to proving the existence of critical points of the functional Jω. To this end we
can employ some well known variational techniques.
Theorem 2. The functional Jω satisfies the Palais–Smale condition.
Proof. Let {un} ⊂ H10 (Ω) be a Palais–Smale sequence, i.e.
|Jω (un)| ≤ M (3.1)
J ′ω (un)→ 0. (3.2)
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First we show that {un} is bounded in H10 (Ω) .
By (3.1) and (g3) we have, for suitable positive constants,
1
4
∫
Ω
|∇un|2 dx − 12
∫
Ω
(χ + ω) u2ndx +
1
16pi
∫
Ω
|∇Φ (un)|2 dx
≤ M +
∫
{x∈Ω :|un(x)|<r}
|G (x, un)| dx +
∫
{x∈Ω :|un(x)|≥r}
|G (x, un)| dx
≤ M ′ + 1
µ
∫
{x∈Ω :|un(x)|≥r}
g (x, un) undx
≤ M ′′ + 1
µ
∫
Ω
g (x, un) undx . (3.3)
On the other hand by (3.2) we have∣∣∣∣12
∫
Ω
|∇un|2 dx −
∫
Ω
(Φ (un)+ χ + ω) u2ndx −
∫
Ω
g (x, un) undx
∣∣∣∣ ≤ L ‖un‖ ,
with L a positive constant. Hence∫
Ω
g (x, un) undx ≤ L ‖un‖ + 12
∫
Ω
|∇un|2 dx −
∫
Ω
(Φ (un)+ χ + ω) u2ndx
= L ‖un‖ + 12 ‖un‖
2 −
∫
Ω
(χ + ω) u2ndx +
1
4pi
‖Φ (un)‖2 .
Substituting in (3.3) we have
1
4
∫
Ω
|∇un|2 dx − 12
∫
Ω
(χ + ω) u2ndx +
1
16pi
∫
Ω
|∇Φ (un)|2 dx
≤ M ′′ + L
µ
‖un‖ + 12µ ‖un‖
2 − 1
µ
∫
Ω
(χ + ω) u2ndx +
1
4piµ
‖Φ (un)‖2
and therefore
µ− 2
4µ
(
‖un‖2 − Hω ‖un‖22
)
≤ M ′′ + L
µ
‖un‖ (3.4)
where
Hω = 2 (‖h‖∞ + ω) . (3.5)
Now we distinguish two cases.
• Hω ≤ 0
By (3.4) we easily deduce that {‖un‖} is bounded.
• Hω > 0
In this case by (3.4) we obtain
‖un‖22 ≥
c1
Hω
[
µ− 2
4µ
‖un‖2 − L
µ
‖un‖ − M ′′
]
≥ c2 ‖un‖2 − c3 ‖un‖ − c4. (3.6)
We claim that {‖un‖} is bounded. Otherwise, by (3.6), we have, up to a subsequence,
‖un‖22 ≥ c1 ‖un‖2 →∞.
On the other hand, from (g3) we deduce that there exist constants b1, b2 > 0 such that for any ξ ∈ R,x ∈ Ω
G(x, ξ) ≥ b1 |ξ |µ − b2. (3.7)
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Therefore
Jω (un) ≤ 14 ‖un‖
2 + 1
2
‖χ + ω‖∞ ‖un‖22 − b1
∫
Ω
|un|µ dx + b2 |Ω | + 116pi ‖Φ (un)‖
2
≤ c1 ‖un‖22 + c2 ‖un‖22 − b1
∫
Ω
|un|µ dx + b2 |Ω | + c3 ‖un‖42 →−∞
since µ > 4. This contradicts (3.2).
So in both cases {un} is bounded; hence, up to a subsequence,
un ⇀ u in H10 (Ω) .
It remains to prove that the convergence is strong.
From (2.5) we know that
1
2
∆un = − (Φ (un)+ χ) un − ωun − g (x, un)− J ′ω (un) . (3.8)
We get the thesis if we show that each term in the right hand side of (3.8) is bounded in H−1 (Ω).
By the Schwartz inequality and (2.4) we have
‖Φ (un) un‖3/23/2 ≤ ‖Φ (un)‖3/23 ‖un‖3/23 ≤ c1 ‖Φ (un)‖3/2 ‖un‖3/23
≤ c2 ‖un‖3 ‖un‖3/23 ;
hence {Φ (un) un} is bounded in L3/2 (Ω).
The sequences {χun}, {ωun}, {g (x, un)} and
{
J ′ω (un)
}
converge; hence they are bounded in H−1 (Ω). 
To prove Theorem 1 we use the Z2-Mountain Pass Theorem as stated in [11].
Theorem 3. Let E be an infinite dimensional Banach space, let I ∈ C1 (E,R) be even and satisfy the Palais–Smale
condition and have I (0) = 0. If E = V ⊕ X, where V is finite dimensional and I satisfies
(1) there are constants ρ, α > 0 such that I |∂Bρ∩X ≥ α, and
(2) for each finite dimensional subspace E˜ ⊂ E, there is an R = R(E˜) such that I ≤ 0 on E \ BR(E˜),
then I possesses an unbounded sequence of critical values.
The functional Jω is even and Jω(0) = 0 (see Remark 2).
Furthermore using (2.4) and (3.7), we have
Jω(u) ≤ 14 ‖u‖
2 + 1
2
‖χ + ω‖∞ ‖u‖22 − b1
∫
Ω
|u|µ dx + b2 |Ω | + c1 ‖u‖4 .
Hence, since µ > 4, Jω(u)→−∞, as ‖u‖ → ∞, on every finite dimensional subspace of H10 (Ω).
Theorem 3 will be applied in two different cases, according to the value of Hω (defined in (3.5)).
Let {λk} be the sequence of eigenvalues of −∆ with Dirichlet boundary condition and denote as Mk the
corresponding eigenspaces.
If Hω < λ1, then we assume V = {0} and X = H10 , that is Jω has a strict local minimum in 0. Indeed, from (g1)
we deduce that for every ε > 0 there exists A > 0 such that for any x ∈ Ω , ξ ∈ R
|G(x, ξ)| ≤ ε
2
ξ2 + A |ξ |p .
We fix c ∈ (Hω, λ1) and ε > 0 sufficiently small. Using the continuous embedding of H10 (Ω) in L p (Ω), we have
Jω(u) ≥ 14
∫
Ω
|∇u|2 dx − 1
2
(‖h‖∞ + ω)
∫
Ω
u2dx −
∫
Ω
G (x, u) dx
≥ 1
4
[
‖u‖2 − Hω ‖u‖22
]
− ε
2
‖u‖22 − A ‖u‖pp
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>
1
4
[
‖u‖2 − c ‖u‖22
]
− ε
2λ1
‖u‖2 − A ‖u‖pp
>
1
4
λ1 − c
λ1
‖u‖2 − ε
2λ1
‖u‖2 − A′ ‖u‖p .
So J is strictly positive on a little sphere in H10 (Ω).
If λ1 ≤ Hω, we set
kω = min {k ∈ N : Hω < λk}
and consider in H10 (Ω) the subspaces
V =
kω−1⊕
k=1
Mk, X = V⊥ =
∞⊕
k=kω
Mk .
It is known that
λkω = min
{
‖v‖2
‖v‖22
: v ∈ X, v 6= 0
}
so, for every u ∈ X and ε > 0,
Jω(u) ≥ 14
∫
Ω
|∇u|2 dx − 1
2
(‖h‖∞ + ω)
∫
Ω
u2dx −
∫
Ω
G (x, u) dx
≥ 1
4
[
‖u‖2 − Hω ‖u‖22
]
− ε
2λkω
‖u‖2 − A′ ‖u‖p
≥ 1
4
λkω − Hω
λkω
‖u‖2 − ε
2λkω
‖u‖2 − A′ ‖u‖p
and hence Jω is strictly positive on a sphere in X .
So all the geometrical properties of the functional Jω are satisfied and Theorem 3 gives the existence of infinitely
many critical points uk of Jω.
The proof of Theorem 1 is thereby complete.
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Appendix. Remarks on the eigenvalue problem
The following result holds true.
Theorem 4. If we assume g(x, ξ) = |ξ |p−2 ξ , with p ∈ (2, 10/3), then problem (1.3) has infinitely many solutions
{ωk} ⊂ R, uk ∈ H10 (Ω) , φk ∈ H1 (Ω) such that∫
Ω
u2kdx = 1 and ωk →+∞.
We will only outline the proof since it follows the same steps as that of [3].
• We consider a reduced functional
I (u) = 1
4
∫
Ω
|∇u|2 dx − 1
2
∫
Ω
χu2dx − 1
p
∫
Ω
|u|p dx + 1
16pi
∫
Ω
|∇Φ (u)|2 dx
and we look for critical points of I constrained on S = {u ∈ H10 (Ω) : ‖u‖2 = 1}; the frequency ω is seen as the
Lagrange multiplier.
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• The functional I|S is bounded from below and coercive, provided p ∈ (2, 10/3).
This can be deduced, as in [10], using the following simple lemma.
Lemma 1. Let Ω be a regular and bounded domain in R3; assume
1 ≤ p < 6
0 < r ≤ 6− p
2
r < min {2, p} .
There exists C > 0 such that, for every u ∈ H10 (Ω),
‖u‖pp ≤ C ‖∇u‖p−r2 ‖u‖r2 .
Indeed, since in our case 2 < p < 10/3, we have
p − 2 < 6− p
2
< 2,
and we can choose r such that
p − 2 < r ≤ 6− p
2
.
So, by the lemma,∫
Ω
|u|p dx ≤ C ‖∇u‖p−r2
and it is easily seen that I|S is bounded from below and coercive (indeed p − r < 2).
• The functional I|S satisfies the Palais–Smale condition.
• For any b ∈ R the sublevel I b = {u ∈ S : I (u) ≤ b} has finite genus (see Theorem 10.10 of [1]).
• Finally, ωk →+∞.
Added in revision. G.M. Coclite noticed that with minor changes the result stated in Theorem 1 holds true if we
consider h ∈ H1/2(∂Ω).
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