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Abstract—This paper proposes a novel exact distributed asyn-
chronous subgradient-push algorithm (AsySPA) to solve an
additive cost optimization problem over directed graphs where
each node only has access to a local convex function and updates
asynchronously with an arbitrary rate. Specifically, each node
of a strongly connected digraph does not wait for updates from
other nodes but simply starts a new update within any bounded
time interval by using local information available from its in-
neighbors. “Exact” means that every node of the AsySPA can
asymptotically converge to the same optimal solution, even under
different update rates among nodes and bounded communication
delays. To address uneven update rates, we design a simple
mechanism to adaptively adjust stepsizes per update in each
node, which is substantially different from the existing works.
Then, we construct a delay-free augmented system to address
asynchrony and delays, and study its convergence by proposing
a generalized subgradient algorithm, which clearly has its own
significance and helps us to explicitly evaluate the convergence
rate of the AsySPA. Finally, we demonstrate advantages of the
AsySPA in both theory and simulation.
Index Terms—Distributed optimization, asynchronous al-
gorithms, directed graphs, adaptive stepsize, Asynchronous
subgradient-push algorithm (AsySPA).
I. INTRODUCTION
Our objective is to distributedly solve an additive cost opti-
mization problem over a directed graph (digraph) where each
summand is privately preserved by a computing node. This
problem is usually referred to as the distributed optimization
problem (DOP) and has attracted considerable attention in the
past decade, see e.g. [1] and references therein.
To solve DOPs, there are two types of distributed algo-
rithms: synchronous and asynchronous algorithms. The distinct
feature between them is that nodes in asynchronous algorithms
do not wait for updates from other nodes but simply compute
updates using its currently available information. This allows
them to complete updates much faster than the synchronous
ones and eliminates the costly synchronization penalty, which
is especially outstanding for the case with a large scale
number of heterogeneous nodes [2]. However, asynchrony also
brings many challenges in the design and analysis of effective
algorithms. This paper proposes a novel exact asynchronous
subgradient-push algorithm (AsySPA) to solve the DOP over
digraphs.
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Fig. 1. A digraph with 3 computing nodes.
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Fig. 2. Synchronous versus asynchronous algorithms. In synchronous al-
gorithms, all nodes start to update at the same time t(k). In asynchronous
algorithms, each node is allowed to compute a new update at any time without
waiting for each other, and use stale information.
A. Synchronous versus asynchronous algorithms
We use Fig. 2 to elaborate the striking differences between
synchronous and asynchronous algorithms by taking the di-
graph in Fig. 1 as an example. In Fig. 2, the line with an arrow
represents the communication direction between nodes, which
also allows possible transmission delays. In a synchronous
algorithm (see Fig. 2(a)), all the nodes start to update at
the same time t(k) where k denotes the number of updates
of the network and should be known to all nodes. In an
asynchronous algorithm (see Fig. 2(b)), each node computes
update independently. Particularly, it can start a new update
immediately after finishing the current one by possibly using
multiple receptions from one neighbor.
Obviously, all the nodes in a synchronous algorithm need
to agree on the update time t(k), which usually needs a global
clock or synchronization of all nodes. It is worthy mentioning
that the clock synchronization is not easy for a large-scale
system and has been studied for quite a long time [3]. From
this point of view, an asynchronous algorithm is much easier
to implement. Since some nodes may compute updates much
faster, it takes relatively long idle time to wait for the slowest
node in a synchronous algorithm, which potentially reduces the
computational efficiency. In fact, many numerical experiments
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2indeed suggest better performance of asynchronous algorithms
[4]. A more throughout discussion can be found in [5].
However, it is much more challenging to design an effective
asynchronous algorithm. Usually, a good synchronous algo-
rithm may become invalid if we naively implement it in an
asynchronous fashion. For example, if there exists asynchrony
in implementing the celebrated synchronous SPA (SynSPA)
[6], each node can only converge to a neighborhood of an
optimal solution, the size of which depends on the degree of
asynchrony [7]. In contrast, each node of the AsySPA in this
paper converges to the same optimal solution.
B. Literature review
The study of synchronous algorithms for the DOP is rel-
atively mature, see e.g. [6], [8]–[15]. Note that many dis-
tributed algorithms under time-varying graphs (e.g. [6]) are
synchronous as a global clock is still required. Recently, the
interest is shift to the design of asynchronous algorithms [7],
[16]–[31]. To better distinguish asynchronous algorithms, let
Ti be the sequence of update times of node i and define the
update rate of node i in the asymptotic sense, i.e.,
Ri = lim inf
t→∞
|Ti ∩ [0, t]|∑n
j=1 |Tj ∩ [0, t]|
where | · | returns the cardinality of a set and n is total number
of computing nodes. Clearly, Ri is unknown for a generic
asynchronous algorithm. The AsySPA of this work aims to
simultaneously overcome the following difficulties.
(a) Each node independently computes a new update without
waiting for others by using its currently available infor-
mation from its in-neighbor nodes. This can maximumly
reduce the idle time of the node and fully exploit the com-
putational resource. Obviously, this also easily results in
Uneven Update Rates (UUR) among nodes, i.e., Ri 6= Rj
for some i 6= j, and that none, one or multiple nodes can
update their variables at any time.
(b) The transmission delays between nodes are time-varying
but bounded. In [32]–[35], the authors study the effect of
communication delays in the context of DOPs. However,
they require a global clock for implementation and cannot
deal with UUR.
(c) The graph to model communications between nodes is
directed and strongly connected. Usually, the design of
distributed algorithms over directed graphs is much more
difficult than the undirected case, see e.g. [14], [36].
Asynchronous algorithms can be categorized depending on
whether they are dealing with UUR or Even Update Rates
(EUR). In [16]–[18], the convergence of their algorithms
is proved only under EUR. For example, the time interval
between two consecutive updates in [16], [17] is an identically
and independently distributed process among nodes, which
obviously results in EUR. Although it is extended to UUR
in [19], it requires an essential process called logic-AND for
synchronization, which introduces the costly synchronization
penalty and is not necessary for the AsySPA. The algorithm
in [18] requires that all nodes are randomly activated with
the same probability, which again results in EUR. Although
the edge-based asynchronous algorithms in [20], [21] are
valid with UUR, they require two nodes to concurrently
compute updates, which easily results in deadlock. This is
obviously very different from our case with UUR. Moreover,
the aforementioned works [16]–[21] are only applicable to
undirected graphs and do not consider communication delays.
The algorithms in [22]–[24] are proposed to handle the
UUR problem, but they require the update rate Ri to design
algorithms, which is impractical in real applications, see also
[23, Remark 1] and [27]. For example, the major results of
Theorems 3-4 in [23] depend on the statistics of the activation
random variable of each node, which is equivalent to have
access to the update rate.
The asynchronous setting of this work is mostly close to that
in [7], [26]–[28]. As mentioned before, the algorithm in [7] is
a naive extension of the SynSPA and is unable to converge to
an optimal solution of the DOP under UUR. In [26], the asyn-
chronous algorithm combines the Newton-Raphson method
with the robust push-sum consensus. Then, its convergence
depends on stepsizes and initial conditions, both of which
should be carefully selected. Moreover, it only considers lossy
broadcast communications rather than information delays. In
[27], the ASY-SONATA is proposed by integrating ideas of
the robust push-sum consensus and the SONATA [37], and its
exact convergence is proved if each local objective function is
strongly convex with Lipschitz continuous gradient. Since the
gradient tracking is key to the ASY-SONATA, it is unclear
whether it is applicable on non-smooth convex functions.
Moreover, its implementation seems much more complicated
than that of the AsySPA. In the seminal work [28], each node
asynchronously updates a component of the decision vector,
which is different from the DOP. This problem is also of high
interest and keeps attracting attention [29], [30]. For example,
it has been adopted for the DOP in [30]. However, it is unable
to converge to an exact optimal solution of the DOP. The work
[31] provides sufficient conditions for the convergence of a
class of asynchronous stochastic distributed algorithms, which
are related to contraction mapping and are unclear how to
extend to the DOP.
Note that the graph unbalancedness also brings challenges
to the distributed algorithm design, and has been recently re-
solved only in synchronous algorithms by using the push-sum
consensus [14], [15], [38], both row and column-stochastic
weights [39]–[41], and the unique identifier of a node [13],
respectively. Our AsySPA adopts the idea of push-sum con-
sensus for the non-smooth convex objective function.
C. The paper contribution and organization
Inspired but also motivated by the limitation of the SynSPA
in [6], this work proposes the AsySPA to exactly solve the
DOP over digraphs under UUR among nodes and time-varying
communication delays.
Firstly, we design a novel mechanism to adaptively adjust
stepsizes in each node for UUR. The key idea is that for those
nodes updating slower, they increase their stepsizes in comput-
ing the associated updates. By doing this, the sum of stepsizes
in each node is asymptotically of the same, which resolves
3the issue induced by UUR and ensures that the AsySPA is
remarkably robust to the degree of asynchrony among nodes.
Clearly, this significantly advances the asynchronous algorithm
in [7].
Secondly, the idea of designing a delay-free and syn-
chronous augmented system is adopted to address asynchrony
and bounded delays for the DOP, although it has been initially
proposed in [42] only for the consensus problem with delays.
Thirdly, we study the convergence of the AsySPA by
proposing a generalized subgradient algorithm, which bridges
the gap between subgradient methods and incremental sub-
gradient methods [43]. Then, we perform the non-asymptotic
analysis of this new algorithm, which clearly has its indepen-
dent significance, and show how to reformulate the AsySPA
as a generalized subgradient algorithm. With this tool, we
prove that each node of the AsySPA converges to the same
optimal solution of the DOP and evaluate its convergence rate,
which explicitly shows the faster convergence of the AsySPA
over the SynSPA. Specifically, the AsySPA with bounded
communication delays converges essentially of the same speed
as the SynSPA with respect to the index k (see Fig. 2(b)). Since
k is increased if any node completes an update, the computing
time of the AsySPA is much less than that of the SynSPA, see
Section I-A.
Finally, the advantages of the AsySPA against the current
state-of-the-art are validated via training a logistic regression
classifier and a support vector machine on the Covertype
dataset [44].
The rest of this paper is organized as follows. In Section
II, we formally describe the DOP and introduce the SynSPA.
In Section III, we present the AsySPA and compare it with
the literature. In Section IV, we show that all nodes of the
AsySPA asymptotically achieve consensus. Then, we design a
generalized subgradient method in Section V, which is used
for the convergence analysis of the AsySPA in Section VI. In
Section VII, numerical experiments are conducted to validate
our theoretical results. Section VIII draws some concluding
remarks.
Notation: We use a,a, A, and A to denote a scalar, vector,
matrix, and set, respectively. aT and AT denote the transposes
of a and A, respectively. [A]ij denotes the element in row i
and column j of A. |A| denotes the cardinality of A. ‖ · ‖ and
‖ · ‖1 denote the l2-norm and l1-norm of a vector or matrix,
respectively. bxc denotes the largest integer less than or equal
to x. R denotes the set of real numbers, N denotes the set of
positive integers. 1n and 0n denote the vector with all ones
and all zeros, respectively. With a slight abuse of notation,
∇f(x) is a subgradient of a convex function f(x) at x, i.e.,
f(y) ≥ f(x) + (y − x)T∇f(x), ∀y ∈ Rn.
II. PROBLEM FORMULATION
In this section, we introduce some basics of a digraph
and describe the distributed optimization problem (DOP)
over digraphs. Then, we briefly recapitulate the synchronous
subgradient-push algorithm (SynSPA) [6], which is central to
the design of the AsySPA.
Algorithm 1 The SynSPA
• Initialization: each node i set yi(1) = 1 and xi(1) be an
arbitrary real number xi(0).
• For each node i ∈ V at each time k ∈ N do
1: Broadcast x˜i(k) = xi(k)/|N iout| and y˜i(k) = yi(k)/|N iout|
to all out-neighbors of i.
2: Receive x˜j(k) and y˜j(k) from each in-neighbor j ∈ N iin.
3: Update:
wi(k + 1) =
∑
j∈N iin
x˜j(k), yi(k + 1) =
∑
j∈N iin
y˜j(k),
zi(k + 1) =
wi(k + 1)
yi(k + 1)
,
xi(k + 1) = wi(k + 1)− ρ(k)∇fi(zi(k + 1)).
4: k ← k + 1
• Until a stopping criteria is satisfied
• Return zi(k).
A. The distributed optimization problem
We are interested in the DOP over a digraph G = (V, E) of
the following form1
minimize
x∈R
f(x) :=
n∑
i=1
fi(x) (1)
where the local function fi(x) is only known by an individual
node i of G, and n denotes the number of nodes, i.e., n = |V|.
The objective is to solve the DOP via directed interactions
between nodes, which are denoted by E . That is, the directed
edge (i, j) ∈ E if node j directly receives information from
node i. Let N iin = {j|(j, i) ∈ E} ∪ {i} denote the set of in-
neighbors of node i, and N iout = {j|(i, j) ∈ E} ∪ {i} denote
the set of out-neighbors of i. A path from node i to node j
is a sequence of consecutively directed edges from node i to
node j. Then, G is strongly connected if there exists a directed
path between any two nodes of the digraph.
B. The synchronous subgradient-push algorithm
To solve the DOP in (1), the seminal work [6] proposes a
novel SynSPA (see Algorithm 1), which converges to some
optimal solution of problem (1) for all i ∈ V under the
following condition.
Assumption 1:
(a) The digraph G is strongly connected.
(b) The stepsize {ρ(k)} is a nonnegative and decreasing
sequence and satisfies that
∞∑
k=0
ρ(k) =∞,
∞∑
k=0
ρ(k)2 <∞.
1 For ease of notation, we only consider the case with a scalar decision
variable x ∈ R. Our results can be readily extended to the vector case.
4(c) The local function fi(x) is convex for all i ∈ V , and
f(x) has at least one optimal solution x?, i.e., f(x?) =
infx∈R f(x). Moreover, there exists a c > 0 such that2
|∇fi(x)| ≤ c, ∀i ∈ V, x ∈ R.
The SynSPA has been well appreciated in the literature and
motivated several famous algorithms, e.g., [13]–[15], [45]–
[47], some of which adopt its idea to address the unbal-
ancedness of digraphs. However, the SynSPA and almost all
variants are synchronous. For instance, all nodes in Algorithm
1 compute their updates simultaneously and a global clock
is required for synchronization. There is one exception [7],
which naively extends the SynSPA to an asynchronous version.
Unfortunately, it only “converges” to a neighborhood of an
optimal solution of the DOP in (1), the size of which depends
on the degree of asynchrony, if all fi(x) are strongly-convex
with Lipschitz-continuous gradients. As explicitly stated in [7],
the inexact convergence results from the UUR among nodes,
which is unavoidable in asynchronous algorithms. This work
proposes the exact AsySPA by adaptively tuning stepsizes to
resolve the UUR issue.
III. THE ASYSPA
The AsySPA is provided in Algorithm 2, where we drop
the iteration index k to emphasize the fact of asynchronous
implementation and simplify notations.
The implementation of the AsySPA is simple and as fol-
lows3. Each node i keeps receiving messages from its in-
neighbors, and copies to their local buffers. When node i
is locally activated by some predefined event to compute
a new update, it simply reads all the stored data in each
buffer to perform computation in (2). The used data are then
discarded from buffers. Whilst computing, node i may also
receive new data from its in-neighbors, which are stored in
buffers only for the next update. Note that a node may obtain
multiple receptions from one neighbor before next update, all
of which are stored in buffers and used. After completing the
computation in (2), the updated triple (x˜i, y˜i, li) is broadcast
to its out-neighbors, which include node i as well. In practice,
buffers are essentially not needed since operations over them
are either taking summation or maximization in (2), both of
which can be done online. For example, without Li we can
simply keep l˜ and update its value immediately only if a new
lj from an in-neighbor is received and lj > l˜.
In comparison with the SynSPA, there are some striking dif-
ferences. Firstly, the activation of node i is operated locally and
is independent of other nodes. For example, if node i observes
that one of its buffers is close to full and its computation task
is empty, it generates an activation to compute a new update. It
can also generate an activation once an update is completed or
periodically via a local time clock. While in the SynSPA, each
node needs to have access to a global clock to synchronize the
2The bounded subgradient is commonly used in subgradient methods for
ease of notations, see e.g. [6]. A weaker assumption can be found in Exercise
3.6 of [43].
3As in the SynSPA, the implementation requires each node to know its
out-degree, which is common in the literature [48].
Algorithm 2 The AsySPA
• Initialization: Each node i sets li = 1, yi = 1, assigns xi
an arbitrary real number and creates local buffers Xi, Yi and
Li. Then it broadcasts x˜i = xi/|N iout|, y˜i = yi/|N iout| and
li to its out-neighbors.
• For each node i ∈ V , do
1: Keep receiving x˜j , y˜j and lj from in-neighbors and
storing them respectively to the buffers Xi, Yi and Li,
until the node is activated to update.
2: Compute wi, yi, zi and xi by
wi =
∑
x˜j∈Xi
x˜j , yi =
∑
y˜j∈Yi
y˜j , zi =
wi
yi
,
l˜ = max
lj∈Li
lj , αi =
∑l˜
k=li
ρ(k)
xi = wi − αi∇fi(zi).
(2)
and let li = l˜ + 1.
3: Broadcast x˜i = xi/|N iout|, y˜i = yi/|N iout| and li to all
out-neighbors of node i, and empty Xi, Yi and Li.
• Until a stopping criteria is satisfied
• Return zi.
index k. Secondly, not only the latest triple (x˜j , y˜j , lj), j ∈ N iin
but also the stale triples from in-neighbors are possibly used to
compute an update. It should be stressed that Xi may contain
multiple receptions from a neighbor, which is used to address
the asynchrony problem. In the SynSPA, only the most recent
iterate from a node is used per update.
The last but not the least, an auxiliary integer variable li
is designed in the AsySPA, which renders it substantially
different from the asynchronous algorithm in [7] and is not
necessary in SynSPA. The variable li is introduced only for
adaptively adjusting stepsizes {αi} in (2), and is key to the
exact convergence of the AsySPA. However, the computation
cost of the AsySPA is essentially of the same as that of the
SynSPA. If there is no asynchrony among nodes, the AsySPA
apparently reduces to the SynSPA.
Without adaptively adjusting stepsizes, it is just the asyn-
chronous algorithm in [7], which can only converge to a
neighborhood of an optimal solution of the DOP in (1).
The size of the neighborhood depends on the degree of
asynchrony. It is well acknowledged that the major difficulty
in an asynchronous algorithm is how to effectively address
UUR issue among nodes. Intuitively, a local function fi(x)
of the node with a high update rate will be considered more
often than the rest. If we do not adaptively adjust stepsizes (see
[7]), the resulting algorithm then minimizes a weighted sum
of fi(x), whose weights are proportional to update rates of
associated nodes. To informally exposit it, consider a special
example that two nodes form an undirected graph with edge
weight 1/2 and assume that node 1 updates at each discrete-
times, and node 2 only updates at even times. We further let
ρk = ρ, where ρ > 0 is sufficiently small. Without adaptively
tuning stepsizes, the asynchronous version of Algorithm 1 can
5be reduced to that
x1(2k + 2) = x1(2k + 1)− ρ∇f1(x1(2k + 1))
=
x1(2k) + x2(2k)
2
− ρ∇f1(x1(2k))− ρ∇f1(x1(2k + 1))
≈ 0.5x1(2k) + 0.5x2(2k)− 2ρ∇f1(x1(2k)),
x2(2k + 2) = 0.5x1(2k) + 0.5x2(2k)− ρ∇f2(x2(2k)),
where x1(2k) ≈ x1(2k + 1) is used as ρ is sufficiently
small. In view of the distributed algorithm in [8], one can
easily observe that the above tends to minimize the objective
function 2f1(x) + f2(x). Clearly, this is not the additive
objective function in (1). This phenomenon is also observed
but unresolved in [7].
To address it, our novel idea is to adaptively adjust stepsizes
by using relatively “large” stepsizes for nodes with low update
rates, and eventually the sum of stepsizes associated with each
local function is approximately equal. Specifically, if a node i
finds it progress less towards its associated subgradient direc-
tion than its in-neighbors, it applies a relatively larger stepsize
in the next update. The role of the auxiliary variable li in
the AsySPA is thus designed to roughly record the maximum
number of updates in its in-neighbors’ nodes. In fact, let Ωi,t
be the set of stepsizes used in node i before time t. Under
mild conditions, we shall show that sum(Ωi,t) − sum(Ωj,t)
asymptotically converges to 0 as t goes to infinity where
sum(X ) returns the sum of elements in the set X . That is, the
sum of stepsizes used in each node is eventually of the same,
which is critical to the exact convergence of the AsySPA and
is the key difference from [7].
IV. CONSENSUS ACHIEVING OF THE ASYSPA
To elaborate the exact convergence of the AsySPA, i.e., each
node of the AsySPA converges to the same optimal solution
of the DOP in (1), we first show that the nodes asymptotically
reach consensus by adopting the augmented system approach.
Then, we prove that the average state of nodes converges to
an optimal solution. To this end, two assumptions are made.
Assumption 2 (Bounded activation time interval): Let ti and
t+i be two consecutive activation time of node i, there exist two
positive constants τ > 0 and τ¯ <∞ such that τ ≤ |ti− t+i | ≤
τ¯ for all i ∈ V .
Clearly, Assumption 2 is easy to satisfy in implementing the
AsySPA. For example, |ti − t+i | is bounded below naturally
since the computation of each update consumes time, and thus
the time interval between two updates cannot be arbitrarily
small. While the computational complexity in each update is
essentially of the same, each update can be computed in a
finite time, and the time interval between two updates can be
made finite.
Assumption 3 (Bounded transmission delays): For any
(i, j) ∈ E , the time-varying transmission delay from node i
to node j is uniformly bounded by a positive constant τ > 0.
Bounded transmission delays are common and reasonable
[32], [35]. Very recently, it is relaxed to an unbounded case in
[23]. However, their analysis is limited to undirected graphs
and is unclear how to extend to directed graphs. It should
be noted that all the above constants are not needed in
implementing the AsySPA.
This section is dedicated to proving consensus among nodes.
Particularly, we show that zi in the AsySPA asymptotically
converges to the same point under the aforementioned assump-
tions.
A. A key technical lemma
Under Assumption 2, the activation time of nodes cannot
be continuum. Thus, let T = {t(k)}k≥1 be an increasing
sequence of activation times of all nodes, e.g. t ∈ T if there is
at least one node being activated at time t. Although the index
k is a global counter, it is only introduced for convergence
analysis and is not needed for implementing the AsySPA. We
further denote Ti ⊆ T the sequence of activation times of node
i, i.e., t ∈ Ti if node i is activated at time t. The following
lemma is key to the convergence analysis of the AsySPA.
Lemma 1: The following statements hold.
(a) Under Assumption 2, let b1 = (n − 1)bτ¯ /τc + 1, each
node is activated at least once within the time interval
(t(k), t(k + b1)]. Moreover, let G(k) = (V, E(k)) be the
effective graph at time t(k), where (i, j) ∈ E(k) if t(k) ∈
Ti and (i, j) ∈ E , then the union of graphs
⋃k+b1
t=k G(t)
is strongly connected for any k.
(b) Under Assumptions 2 and 3, let b2 = nbτ/τc and b =
b1 +b2, the information sent from node i at time t(k) can
be received by node j before time t(k+ b2) and used for
computing an update before time t(k + b) for any k and
(i, j) ∈ E .
(c) Under Assumptions 1(a), 2 and 3, we have |li(k) −
lj(k)| ≤ nb and 0 ≤ li(k + 1) − li(k) ≤ nb + 1 for
any i, j ∈ V and k, where li(k) is the value of li at time
t(k).
Proof: (a) Suppose that node i is not activated during the
time interval (t(p), t(q)], p, q ∈ N but is activated at t(q + 1).
It follows from Assumption 2 that t(q)− t(p) ≤ τ¯ . Moreover,
any other node can be activated at most b(t(q)− t(p))/τc ≤
bτ¯ /τc times during the time interval (t(p), t(q)], which implies
q−p ≤ (n−1)bτ¯ /τc. Hence the first part of the result follows.
This also implies the uniformly joint connectivity of G(k).
(b) Suppose that node i sends information at time t(p), p ∈
N and node j receives it in the time interval (t(q), t(q+1)], q ∈
N. It follows from Assumption 3 that t(q)− t(p) ≤ τ . More-
over, Assumption 2 implies that any node can be activated
at most bτ/τc times during the time interval [t(p), t(q)], i.e.,
q − p + 1 ≤ nbτ/τ c, and hence q + 1 ≤ p + nbτ/τc. The
result follows by letting p = k. Jointly with Lemma 1(a), the
rest of the results follow immediately.
(c) Let l¯(k) = maxi∈V li(k). Since li(k + 1) ≤ l¯(k) + 1
for all i, we have that l¯(k + 1) ≤ l¯(k) + 1. Lemma 1(b) and
Assumption 1(a) jointly imply that the information from node
i at time t(k) must reach node j before time t(k + nb) for
any i, j ∈ V . Thus, li(k + nb + 1) ≥ l¯(k) + 1 for all i ∈ V .
Combining the above yields that
l¯(k) + 1 ≤ li(k + nb+ 1) ≤ l¯(k + nb+ 1)
≤ l¯(k) + nb+ 1
for all i and k. This also implies that |li(k)− lj(k)| ≤ |l¯(k) +
nb+1− l¯(k)−1| = nb for all i, j ∈ V , and li(k+1)− li(k) ≤
l¯(k) + 1− li(k) ≤ nb+ 1.
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Fig. 3. An augmented graph of Fig. 1 at time t(k), where a self-loop is
included for each non-virtual node and b = 2. At time t(k), node 1 sends
message to node 2. If the message is received at the interval (t(k+1), t(k+2)]
due to the transmission delay and is used by node 2 at t(k + 2), then only
(1, v
(1)
2 ) ∈ E˜(k). Even if node 2 sends message to node 3 at time t(k)
without delay and this message is used by node 3 at time t(k+3) due to the
asynchrony, then only (2, v(2)3 ) ∈ E˜(k). Similarly for node 3.
B. Reformulation of the AsySPA via an augmented graph
Denote the latest state of node i just before time t(k) by
wi(k), xi(k), yi(k), zi(k) and li(k). Then, it is clear that
wi(k + 1) = wi(k), xi(k + 1) = xi(k), yi(k + 1) = yi(k),
zi(k + 1) = zi(k), li(k + 1) = li(k), ∀t(k) /∈ Ti.
We turn to reformulate the above iteration by designing an
augmented graph to handle bounded time-varying transmission
delays and asynchrony. Note that this approach has been
adopted in [42] for studying the consensus problem with
bounded transmission delays. To this end, we associate each
node i with b virtual nodes {v(1)i , ..., v(b)i }, where b is defined
in Lemma 1(b). Hence, the total number of virtual nodes is nb.
Then, we construct an augmented graph4 G˜(k) = (V˜, E˜(k))
to model the communication digraphs between nodes at time
t(k). If (i, j) ∈ E in G, then edges (v(1)j , j), (v(2)j , v(1)j ),...,
and (v(b)j , v
(b−1)
j ) are always included in E˜(k), and only one
of edges (i, v(1)j ), (i, v
(2)
j ), . . . , (i, v
(b)
j ) and (i, j) shall be
possibly included in E˜(k), which depends on the transmission
delay or asynchrony between node i and node j at time t(k).
Specifically, suppose that node i sends message to node j at
time t(k), which may be subject to transmission delay, and
node j only uses this message at time t(k + u + 1), where
1 ≤ u ≤ b− 1 by Lemma 1(b), then (i, v(u)j ) ∈ E˜(k). If there
is no communication delay between node i and node j at time
t(k) and the transmitted message is used by node j at time
t(k+1), then only (i, j) ∈ E˜(k). See Fig. 3 for an augmented
graph of Fig. 1 with virtual nodes.
Now, we briefly explain how to use the augmented graph
to address delays and asynchrony. Suppose that node i sends
message to node j at t(k) and due to delay node j receives
it at time interval (t(k + 1), t(k + 2)]. However, this message
is used by node j at time t(k + 3) due to asynchrony. In this
case, all the edges (i, v(2)j ), (v
(2)
j , v
(1)
j ), (v
(1)
j , j) are included
in E˜(k). In the augmented graph, this can be viewed as that
node i sends message to node j via the relay nodes v(2)j and
v
(1)
j , respectively. Clearly, all non-virtual nodes in G˜ receive
4The augmented graph is also only introduced for the convergence analysis
of the AsySPA and is not needed for its implementation.
the same information as that in G and hence their updates
appear to be synchronous and without delays.
In G˜, we enumerate non-virtual nodes first and then virtual
nodes. Specifically, let V(u) = {v(u)i , i ∈ V} for all u =
{1, ..., b} and V˜ = {V,V(1), ...,V(b)}. That is, node i of G is
the i-th node in G˜, and the (nu+ i)-th node in G˜ is the virtual
node v(u)i for all i ∈ V and u ∈ {1, ..., b}. Let n˜ := |V˜| =
n(b + 1) be the number of nodes of G˜. Then, the AsySPA
can be expressed as a synchronous and delay-free augmented
system
x˜(k + 1) = A˜(k)x˜(k)− g(k),
y˜(k + 1) = A˜(k)y˜(k),
zi(k + 1) =
[A˜(k)x˜(k)]i
y˜i(k + 1)
, ∀i ∈ V
(3)
where x˜(k) = [x˜1(k), ..., x˜n˜(k)]T, y˜(k) = [y˜1(k), ..., y˜n˜(k)]T,
and x˜(1) = [x˜1(0), ..., x˜n(0),0T]T, y˜(1) = [1Tn,0
T]T,
[A˜(k)]ji
=

1/|N iout|, if i ∈ V , t(k) ∈ Ti, j = nu+ v, τiv(k) = u
1, if i ∈ V , t(k) /∈ Ti and j = i
1, if i /∈ V and j = i− n
0, otherwise
and τiv(k) ∈ N denotes the transmission delay from node i to
node v at time t(k). Under Assumption 3, τii(k) = 0 for all
i ∈ V, k ∈ N, and τiv(k) =∞ for any (i, v) /∈ E . Finally,
g(k) = [g1(k), ..., gn(k),0
T]T (4)
where
gi(k) =
{ ∑li(k+1)−1
k=li(k)
ρ(k)∇fi(zi(k + 1)), if t(k) ∈ Ti
0, otherwise
for all i ∈ V .
Note that A˜(k) is a column-stochastic matrix. Moreover, the
last equality in (3) is only for nodes in V , and is well-defined
because [A˜(k)]ii > 0 and hence y˜i(k) > 0 for all k and i ∈ V .
In fact, the infimum of y˜i(k) is strictly greater than 0 as proved
in the next subsection. Since limk→∞ gi(k) = 0 for all i from
Assumption 1 and Lemma 1(c), we have limk→∞ g(k) = 0,
which is key to consensus achieving.
C. Asymptotic consensus among nodes
We now show that each node of the AsySPA asymptotically
converges to consensus. To this end, we define
Φ(k, t) = A˜(k)A˜(k − 1) · · · A˜(t+ 1)A˜(t)
and
x¯(k) =
1Tx˜(k)
n˜
=
1Tx˜(k)
n(b+ 1)
which is the average of elements in x˜(k).
The following lemma states that Φ(k, t) converges to a rank-
one matrix and implies that y˜i(k) is strictly greater than 0 for
all k and i ∈ V .
Lemma 2: Under Assumptions 1, 2 and 3, the following
statements are in force.
7(a) There exists a nonnegative vector φ(k) satisfying that
1Tφ(k) = 1 and
‖Φ(k, t)− φ(k)1T‖1 ≤ αλk−t
for all k, t ∈ N, k ≥ t, where
α = 4n(1 + nnb), λ =
(
1− 1
nnb
) 1
nb
and b is defined in Lemma 1(c).
(b) Moreover,
∑n
j=1[Φ(k, 1)]ij ≥ n−nb, ∀i ∈ V, k ∈ N.
Proof: The first part can be found in [42, Lemma 5] by
jointly using Lemma 1.
To prove (b), two cases are separately studied. If k ≤
nb, then [Φ(k, t)]ii ≥ [A˜(k)]ii[A˜(k − 1)]ii · · · [A˜(t)]ii ≥
(1/|N iout|)nb ≥ 1/nnb, and hence the result is obtained.
If k > nb, it follows from [42, Lemma 2(b)] that [Φ(k, k−
nb+ 1)]ij ≥ 1/nnb for all i ∈ V and j ∈ V˜ . Then,
[Φ(k, k − nb)]ij
=
n˜∑
u=1
[Φ(k, k − nb+ 1)]iu[A˜(k − nb)]uj
≥ 1
nnb
n˜∑
u=1
[A˜(k − nb)]uj ≥ 1
nnb
. ∀i ∈ V, j ∈ V˜.
where the last inequality follows from the column-stochasticity
of A˜(k). The desired result is obtained by induction.
The main result of this section ensures that all nodes of the
AsySPA eventually achieve consensus.
Lemma 3: Under Assumptions 1, 2 and 3, let {zi(k)}, i ∈ V
be generated by the AsySPA.
(a) For all k ≥ 1, it holds that
|zi(k+1)−x¯(k)| ≤ 8nnb
(
λk‖x(1)‖1 +
k∑
t=1
λk−t‖g(t)‖1
)
where λ < 1 is given in Lemma 2 and g(k) is defined in
(4). In particular, we have
lim
k→∞
|zi(k + 1)− x¯(k)| = 0, ∀i ∈ V.
(b) Moreover,
∑∞
t=1 ρ(t)|zi(t+ 1)− x¯(t)| <∞, ∀i ∈ V.
Proof: The proof is similar to that in [6, Lemma 1] and
omitted for saving space.
Lemma 3 shows that zi(k) generated by the AsySPA
converges to x¯(k) for all i. Then, it is sufficient to prove that
x¯(k) converges to an optimal solution of the DOP in (1), which
is the main focus of the remaining sections.
Remark 1: The convergence rate of zi(k) is a worst case
bound, which has very bad scaling with respect to the number
of nodes and is unfortunately achievable, see [49] for the
existence of such a graph.
V. GENERALIZED SUBGRADIENT METHODS
This section proposes a generalized subgradient algorithm
which unifies both subgradient methods and incremental sub-
gradient methods [43]. Then, we study its convergence, the
results of which not only have its independent significance
but also are essential for proving the exact convergence of the
AsySPA in the next section.
We still focus on the optimization problem in (1) where
the decision vector x ∈ Rm is now multi-dimensional.
Given two sequences S = {s(1), s(2), ...} ⊆ V and Ri =
{ri(1), ri(2), ...} ⊆ N ∪ {0} which satisfy that
ri(k + 1) =
{
ri(k) + ∆ri(k), if s(k) = i,
ri(k), otherwise,
where ∆ri(k) ∈ N for all i ∈ V .
Now, we propose the following generalized subgradient
method to solve the optimization problem in (1)
x(k + 1) = x(k)−
 rs(k)(k+1)∑
t=rs(k)(k)+1
ρ(t)
∇fs(k)(x(k) + ε(k))
(5)
where ε(k) ∈ Rn denotes noise or computing errors. The
novelty of (5) lies in the use of adaptive stepsizes. By choosing
different sequences S and Ri, then (5) covers a broad class
of subgradient methods, e.g., the subgradient method and the
incremental subgradient method as elaborated below.
Example 1 (Incremental subgradient method): Let S =
{1, 2, ..., n, 1, 2, ..., n, ...}, Ri = {0Ti ,1Tn, 21Tn, 31Tn, ...} for all
i, and ε(k) = 0 for all k. Then, (5) is rewritten as
x(k + 1) = x(k)− ρ(t)∇fp(x(k)), (6)
where t = b(k − 1)/nc + 1 and p = k − (t − 1)n. Clearly,
(6) reduces to the cyclic incremental subgradient method (cf.
[43, Section 2.1]). The randomized incremental subgradient
method can also be derived in a similar way.
Example 2 (Subgradient method): Let S andRi be the same
as in Example 1 but
ε(k) = x(nbk
n
c+ 1)− x(k) (7)
for all k. It follows from (5) that
‖ε(k)‖ ≤ nρ(bk − 1
n
c+ 1) max
i
‖∇fi(x(nbk
n
c+ 1))‖.
Under Assumption 1, it implies that limk→∞ ‖ε(k)‖ = 0.
Substituting (7) into (5) leads to that
x(k + n) = x(k)− ρ(t)∇f(x(k)), (8)
where ∇f(x(k)) = [∇f1(x(k)), ...,∇fn(x(k))]T and t =
b(k − 1)/nc + 1. Let y(k) = x(kn − n + 1), then (8) can
be written as
y(k + 1) = y(k)− ρ(k)∇f(y(k)).
Then, it is a subgradient method with stepsize ρ(k).
Now, we study the convergence of (5) under the following
assumption on the sequences S, Ri, i ∈ V and {ε(k)}.
Assumption 4:
(a) There exists a σ1 ∈ N such that V ⊆ {s(k+ 1), ..., s(k+
σ1)} for all k ∈ N.
(b) There exists a σ2 ∈ N such that |ri(k)− rj(k)| ≤ σ2 and
∆ri(k) ≤ σ2 for all i, j ∈ V and k ∈ N.
(c)
∑∞
k=1 ρ(k)‖ε(k)‖ <∞.
8Assumption 4(a) guarantees that each function fi(x) in (1)
needs to be updated at least once in every σ1 steps. Otherwise,
x(k) will be significantly affected by some local function(s),
and cannot converge to an optimal solution. Assumption 4(b)
ensures that the stepsizes for updating each function fi(x)
should not be overwhelmingly unbalanced. Assumption 4(c)
requires the cumulative noise to be bounded. Overall, Assump-
tion 4 is reasonable and even necessary in some cases. In
particular, one can easily find counterexamples where {x(k)}
in (5) diverges if any condition in Assumption 4 is violated.
Note that S, Ri, i ∈ V and {ε(k)} in Examples 1-2 satisfy
Assumption 4 if Assumption 1 holds.
Theorem 1: Suppose that Assumptions 1 and 4 hold. Then,
{x(k)} generated by (5) converges to an optimal solution of
the problem (1).
Proof: See Appendix A.
Remark 2: Due to the space limitation, we only consider
diminishing stepsizes in (5). As in the standard subgradient
methods, constant stepsizes can only ensure that x(k) is
eventually attracted to a neighborhood of an optimal solution.
To evaluate the convergence rate of (5), define
d(x) = inf
x?∈X?
‖x− x?‖
and make the following assumption.
Assumption 5 (Ho¨lder Error Bound [50]): The objective
function f(x) in (1) satisfies
f(x)− f? ≥ chd(x)1/θ, ∀x ∈ Rn
for some ch > 0 and θ ∈ (0, 1].
The Ho¨lder error bound characterizes the order of growth
of f(x) around an optimal solution, and holds in many
applications, see [50] for details.
Theorem 2: Let {x(k)} be generated by (5) where ρ(k) =
k−α. Suppose that Assumptions 1(c) and 4 hold, and ‖ε(k)‖ ≤
cερ(k) for some cε > 0. Denote σ = σ1 + σ2, the following
statements hold.
(a) If α ∈ (0.5, 1], we have
min
1≤t≤kσ
f(x(t))− f? ≤
4σ3c
s(k)
(
2(cε + 3σ
2c)
2α− 1 + 3σ
2cd(x(1))2
)
where
s(k) =
{
1
1−α (k
1−α − 1), if α ∈ (0.5, 1),
ln(k), if α = 1.
(9)
If α = 0.5, we have
min
1≤t≤kσ
f(x(t))− f?
≤ 4σ
3c√
k
(
2(cε + 3σ
2c)ln(k) + 3σ2cd(x(1))2
)
.
(b) Suppose that Assumption 5 also holds with θ ∈ [0.5, 1].
Let α ∈ (0, 1], there exists some 0 < c0 <∞ such that
d(x(k))2 ≤ c0k−2θα
where c0 depends on σ1 and σ2 in Assumption 4.
Proof: See Appendix B.
Theorem 2(a) reveals that f(xk) in (5) can achieve a
convergence rate of O(ln(k)/
√
k), which is consistent with
standard subgradient methods [51, Section 3.2.3]. Theorem
2(b) cannot be directly obtained by using Theorem 2(a), which
only implies that d(xk)2 converges at the best rate of O(k−θ).
However, Theorem 2(b) dictates that d(xk)2 can actually
converge at a rate of O(k−2θ) by using stepsizes ρ(k) = 1/k.
VI. EXACT CONVERGENCE OF THE ASYSPA
In this section, we prove the exact convergence and evaluate
the convergence rate of the AsySPA.
Theorem 3: Suppose that Assumptions 1-3 hold. Then, each
node of the AsySPA asymptotically converges to the same
optimal solution x? ∈ X ?, i.e., limk→∞ zi(k) = x? for all
i ∈ V where zi(k) is defined in (3).
Proof: In view of Lemma 3, it is sufficient to show that
limk→∞ x¯(k) = x? and follows that
zi(k + 1) = x¯(k) + i(k)
where limk→∞ i(k) = 0 and
∑∞
k=1 ρ(k)|i(k)| <∞.
By left-multiplying 1T/n on both sides of (3), it implies
x¯(k + 1) = x¯(k)− 1
n
∑
i∈A(k)
li(k+1)∑
t=li(k)+1
ρ(t)∇fi(x¯(k) + i(k))
(10)
where A(k) is the set of activated nodes at time t(k), i.e.,
A(k) = {i|t(k) ∈ Ti, i ∈ V}. Then, two cases are considered.
Case 1: If A(k) is a singleton, it follows from Theorem 1
that x¯(k) converges to some optimal solution of the DOP in
(1) where Assumption 4 holds by using Lemma 1.
Case 2: If A(k) includes multiple elements, say i1, ..., iv ,
where v = |A(k)| ≤ n, then we can incrementally compute
(10) via v iterates. Specifically, let x(0) = x¯(k) and x(v) =
x¯(k + 1), we can rewrite (10) as
x(u) = x(u−1) −
liu (k+1)∑
t=liu (k)+1
ρ(t)
n
∇fiu(x(u−1) + u(k)) (11)
for all u = {1, ..., v}, where u(k) = (k) + x¯(k) − x(u−1).
It can be readily verified that
∑∞
k=1 ρ(k)|u(k)| < ∞, and
hence Assumption 4 is satisfied. The desired result follows
from Theorem 1 again.
Next, we evaluate the convergence rate of the AsySPA under
stepsizes ρ(k) = k−α, α ∈ [0.5, 1].
Theorem 4: Suppose Assumptions 1-3 hold. Let ρ(k) =
k−α in the AsySPA and zi(k) be given in (3). The following
statements hold.
(a) If α ∈ (0.5, 1] and the initial condition xi(0) = 0,∀i ∈ V ,
then
min
1≤t≤bk
f(zi(t))− f?
≤ 4b
3c
s(k)
(
2(c + 3b
2c)
2α− 1 + 3b
2cd(0)2
)
,∀i ∈ V,
where s(k) is defined in (9) and c is defined in (13).
Moreover, if α = 0.5, then
min
1≤t≤bk
f(zi(t))− f?
≤ ln(k)√
k
(
8b3cc + 12b
5c2(d(0)2 + 2)
)
,∀i ∈ V.
9(b) Suppose that fi(x), i ∈ V also satisfies Assumption 5
with θ ∈ [0.5, 1]. There exists some cb ∈ (0,∞) such
that
d(zi(k))
2 ≤ cbk−2θα, ∀i ∈ V
where cb depends on the parameters τ¯ , τ , τ and c is
defined in Assumptions 1.
Remark 3: As in Theorem 3, the global index k is adopted
to evaluate convergence rate. This is a common and natural
way to study asynchronous algorithms, see e.g. [5], [7], [27].
Note that the convergence rate is evaluated under the worst
case (c.f. Lemma 1), and in practice it may be much faster if
the unevenness of update rates and delays are relatively small.
One may consider to evaluate the convergence rate in terms
of the running time, the maximum number of local iterations
among nodes, and etc. For synchronous distributed algorithms,
a lower bound on the number of communication rounds and
gradient computations has been studied in [52].
In view of Theorem 4(a) and [6], it is interesting that the
AsySPA essentially does not lead to any rate reduction of
convergence with respect to the index k. In the AsySPA, k
is increased by one no matter on which node has completed
an update. While in the SynSPA, k is increased by one only
if all nodes have completed their updates, as shown in Fig. 2.
That is, the SynSPA will be delayed by the slowest node. From
this perspective, the computation time for increasing k in the
SynSPA should be longer than that of the AsySPA. In fact,
the larger the asynchrony among computing nodes, the more
significant improvement of the AsySPA over the SynSPA. This
is also confirmed via simulation in Section VII.
Proof of Theorem 4: The proof of part (a) lies in the use
of Theorem 2 on (10) or (11). We first show that there exists
some c ∈ (0,∞) such that |zi(k + 1) − x¯(k)| ≤ cρ(k) for
all k. In view of Lemma 3 and xi(0) = 0, we have
|zi(k + 1)− x¯(k)|
≤ 8nnb
(
λk‖x(1)‖1 +
k∑
t=1
λk−t‖g(t)‖1
)
≤ 8nnb
(
λk‖x(1)‖1 + ncb
α
1− λk
−α
)
≤ cρ(k)
(12)
where
c =
8nnb+1cbα
1− λ , (13)
and the second inequality follows from
k∑
t=1
λk−t‖g(t)‖1 ≤
k∑
t=1
λk−tncρ(bk
b
c)
≤ ncbα
k∑
t=1
λk−tk−α ≤ ncb
α
1− λk
−α.
By Theorem 2 and (10), we obtain
min
1≤t≤kb
f(x¯(t))− f?
≤ 4b
3c
s(k)
(
2(c + 3b
2c)
2α− 1 + 3b
2cd(x(1))2
)
.
(14)
Moreover, f(zi(t+1))−f(x¯(t)) ≤ |∇f(zi(t+1))| · |zi(t+
1) − x¯(t)| ≤ c|zi(t + 1) − x¯(t)|. Jointly with (12) and (14),
the desired result follows as ρ(k) decreases faster than 1/s(k)
if α ∈ (0.5, 1]. Part (b) can be established by using Theorem
2(b) in a similar way.
Theorem 4(b) provides a better convergence rate of the
AsySPA if each local objective function further satisfies the
Ho¨lder error bound condition. However, the AsySPA usually
cannot achieve linear rate even if fi(x) is strongly convex
with Lipschize continuous gradient. One may expect that the
convergence rate of the AsySPA is lower and upper bounded
by two SynSPAs. The worst case corresponds to the SynSPA in
which each node updates in the same rate as that of the slowest
node, and the best case is the SynSPA in which each node
updates in the same rate as that of the fastest node. Since the
SynSPA is unable to achieve linear rate, the AsySPA cannot
neither. In our recent work [53], we show how to achieve linear
rate by substantially revising the AsySPA.
VII. NUMERICAL EXAMPLES
In this section we numerically illustrate the performance of
the AsySPA in distributedly training a multi-class logistic re-
gression classifier on the Covertype dataset, which is available
from the UCI machine learning repository [44] and has also
been used in [7]. Moreover, we further test the algorithms on
a support vector machine (SVM) training problem in Section
VII-E.
The objective is to solve the optimization problem
minimize
X
−
ns∑
i=1
nc∑
j=1
lij log
(
exp(xTj s
i)∑nc
j′=1 exp(x
T
j′s
i)
)
+
γ
2
‖X‖2F
(15)
where ns = 581012 is the number of training instances,
nc = 7 is the number of classes, nf = 55 is the number
of features, si ∈ R55 is the feature vector of the i-th instance,
li = [li1, ..., l
i
7]
T is the label vector of the i-th instance using the
one-hot encoding, X = [x1, ...,x7] ∈ Rnf×nc is the weighting
matrix to be optimized, γ = 1 is a regularization factor, and
‖ · ‖F denotes the Frobenius norm. As in [7], we normalize
non-categorical features by subtracting the mean and dividing
by the standard deviation.
The problem in (15) is strictly convex. To validate the
AsySPA, we adopt the Message Passing Interface (MPI)
on a server to simulate a network with multiple connected
nodes. Specifically, the MPI uses n cores (nodes) to form a
graph G, and the communication among cores is configured
to be directed, synchronous, or asynchronous. Each core is
exclusively assigned a subset of the dataset with ns/n training
instances, and hence only has a local objective function. We
perform several experiments, and the source codes in Python
are available on the Internet5.
We use the averaged training error, i.e., 1ns
(
f(X¯(t))− f̂?
)
to compare distributed algorithms under different scenarios,
where X¯(t) is the mean of all nodes’ states at time t and
f̂? is an approximated optimal value of the problem (15) that
is obtained from a centralized gradient descent method with
sufficiently many iterations.
5https://github.com/jiaqi61/asyspa
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Fig. 4. Communication digraphs.
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Fig. 5. The averaged training errors of the AsySPA and the centralized
gradient method versus the computing time.
A. Comparison with centralized gradient methods
We first compare the performance of the AsySPA with the
centralized gradient method.
The centralized algorithm is implemented on a single core
while the AsySPA is tested over n = 3, 6, 9, 12, 16, 20, 24
core(s) with a digraph in Fig. 4. Each core computes a new
update by using (2) in Algorithm 2 immediately after it finishes
its current update. To accelerate computation, we set ρ(k) =
0.1/ns in both centralized and distributed cases, rather than
the diminishing stepsizes in Assumption 1(b).
Fig. 5 depicts how the averaged training error decreases
in the computing time. Clearly, the AsySPA outperforms the
centralized algorithm in all experiments and the improvement
is more significant if n is larger. This is further illustrated in
Fig. 6, where we compute the speedup defined by T1/Tn, and
Tn is the time when the averaged error over n cores reduces
to 10−2.
We also test the AsySPA over a digraph where a core can
send messages to cores that are 2i + 1 steps away as in [24],
where i = 0, 1, ..., blog2(n − 1)c. The results remain almost
unchanged from Fig. 5. Note that nodes in this case have a
smaller number of in-neighbors and hence it is more scalable.
We further compare the effect of the number of neighbors in
Section VII-D.
B. Comparison with the SynSPA
We also compare the AsySPA with the SynSPA in Algo-
rithm 1, where the number of cores, communication digraph,
and stepsize remain the same. To simulate the UUR, The
i-th core in the AsySPA case updates every iβ × 50ms
0 5 10 15 20 25
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/T
n
Speedup
AsySPA
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AsySPA (2 cores slow down)
SynSPA
SynSPA (1 core slows down)
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Fig. 6. Speedup of the AsySPA and SynSPA, where Tn is the time when the
averaged error over n cores first reduces to 10−2. Here 1 core slows down
means that we add an artificial waiting time tw after each update in one of
the n cores, where tw is exponentially distributed with mean 20ms.
(i = 1, ..., 12), while the i-th core in the synchronous case
sends messages to its out-neighbors every iβ × 50ms, and
perform an update after all cores have received messages from
their in-neighbors. Fig. 7(a) shows the convergence behaviors
of the AsySPA and the SynSPA. As expected, the AsySPA
converges faster than the SynSPA in all cases.
To illustrate the better robustness of the AsySPA over the
SynSPA, we consider the situation that some nodes slow down
by adding an artificial waiting time tw after each update,
where tw is an exponential distributed random variable with
expectation 20ms. Fig. 6 shows the speedup of the AsySPA
and the SynSPA in these experiments. Clearly, the AsySPA
is almost not affected by the slowed down core(s), while the
convergence rate of the SynSPA is severely reduced by the
slowed down node(s).
Note that in the synchronous case the MPI acts like there
is a global clock, which may be not available in practice.
Moreover, the physical communication networks may have
limited bandwidth and delays, which are worse than the one
here inside a single computer. This makes the performance
difference between the SynSPA and the AsySPA more signif-
icant.
C. Comparison with the-state-of-the-art algorithm in [7]
We compare the AsySPA with the asynchronous algorithm
in [7] over 12 cores, the communication digraph of which
remains the same as before. Each core uses the diminishing
stepsize ρ(k) = 1/
√
k. To simulate uneven updates of agents,
we let the i-th core update once every iβ×50ms (i = 1, ..., 12),
and test the algorithms for β = 0, 0.3, 0.6. Note that a larger
β leads to a higher unevenness, and β = 0 means all cores
update at the same rate.
Fig. 8 shows the averaged training error, where the shade
area is the range that f(Xi(t)), i = 1, ..., 12 lie within. Clearly,
the algorithm in [7] fails to converge to an exact optimal
solution of problem (15) except for the case β = 0, and the
larger β, the larger gap from an optimal solution, which is
consistent with [7]. In contrast, the AsySPA converges to an
optimal solution in all cases, and the unevenness only affects
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Fig. 7. (a) Convergence behaviors of the AsySPA and the SynSPA. (b) Convergence of the AsySPA under different stepsizes. (c) Convergence of the AsySPA
under different number of out-neighbors.
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Fig. 8. The average training errors of the AsySPA and the algorithm in [7]
versus computing time under different β.
the maximum difference among agents’ states, which however
decreases to 0.
D. Effect of stepsizes and number of out-neighbors
We compare the performance of the AsySPA under different
choices of stepsize. Fig. 7(b) depicts the training error under
constant stepsize and diminishing stepsize. Clearly, a diminish-
ing stepsize ρ(k) = a/
√
k with larger a converges faster at the
expense of more oscillations (the shade area), and a constant
stepsize cannot guarantee the consensus among agents. This
phenomenon also appears in the standard subgradient method.
We then examine the effect of the number of out-neighbors
on the performance of the AsySPA. We test the AsySPA
under cases that each core sends messages to itself and its
next no = 1, 2, 4, 8, 11 cores (c.f. Fig. 4). The results are
shown in Fig. 7(c). It is interesting to notice that the algorithm
converges faster by increasing the number of out-neighbors
until it achieves some critical number (4 in this experiment).
Then the convergence rate remains almost the same or even
decreases a bit as the number of out-neighbors increases. A
possible reason is that while more out-neighbors lead to less
iterations to achieve consensus among agents, they increase
the communication overhead.
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Fig. 9. Comparison of the algorithms on a SVM training problem, where β
is defined in Section VII-C.
E. Train a support vector machine
Since the subgradient methods are very suitable for min-
imizing non-smooth objective functions but the logistic re-
gression cost function is smooth, we finally test the algorithm
on a SVM training problem with hinge loss, which has the
following non-smooth cost function,
minimize
X
ns∑
i=1
nc∑
j 6=li
max
{
0,xTj s
i − xTlisi + 1
}
+
γ
2
‖X‖2F
where li is the integer label of the i-th instance. We repeat
some of the experiments in previous subsections on this
problem and the result is shown in Fig. 9. We can see the
performance is very similar with that on the logistic regression
problem.
VIII. CONCLUSIONS
This paper has proposed the AsySPA to solve the DOP over
digraphs with uneven update rates and bounded transmission
delays. We also demonstrated its advantages over the existing
distributed algorithms. Currently, we only consider the general
case that the objective function in the DOP is convex. In the
future, we shall design the accelerated AsySPA for the strongly
convex objective function with Lipschitz continuous gradient.
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APPENDIX A
PROOF OF THEOREM 1
The proof can be roughly divided into 4 steps. We first
show that (5) is an (k)-subgradient step in Step 1, and derive
a basic equality for the distance between x(k) and x? in Step
2. Then, this distance is shown to be essentially decreasing
in Step 3. Finally, we prove the convergence by following a
similar argument in standard subgradient methods.
Step 1: The iterate in (5) is an (k)-subgradient step.
Let (k) = max{0, fs(k)(x(k))−fs(k)(x(k)+ε(k))+gTk ε(k)}
and gk = ∇fs(k)(x(k) + ε(k)). Clearly, it follows from
Assumption 1 that ‖gk‖ ≤ c for all k and
0 ≤ (k) ≤ ‖∇fs(k)‖ · ‖ε(k)‖+ ‖gk‖ · ‖ε(k)‖ ≤ 2c‖ε(k)‖.
For all y ∈ Rn, it holds that
fs(k)(y) (16)
≥ fs(k)(x(k) + ε(k)) + gTk (y − x(k)− ε(k))
≥ fs(k)(x(k)) + gTk (y − x(k)) + fs(k)(x(k) + ε(k))
− fs(k)(x(k))− gTk ε(k)
≥ fs(k)(x(k)) + gTk (y − x(k))− (k).
Step 2: A basic equality for the distance between x(k)
and x?.
To simplify notations, we let σ = σ1 + σ2, and use r(k) and
r¯(k) to denote rs(k)(k) + 1 and rs(k)(k + 1), respectively. It
follows from Assumption 4 that r¯(k+ t− 1)− r(k) ≤ tσ for
all t ∈ N. Then, it follows from (5) that
‖x(k + σ)− x?‖2 =
∥∥∥∥∥∥x(k)− x? −
k+σ−1∑
u=k
r¯(u)∑
t=r(u)
ρ(t)gu
∥∥∥∥∥∥
2
= ‖x(k)− x?‖2 − 2
(∑
u,t
ρ(t)gu
)T
(x(k)− x?)
+
∥∥∥∑
u,t
ρ(t)gu
∥∥∥2
= ‖x(k)− x?‖2 − 2
(∑
u,t
ρ(t)gu
)T
(x(k)− x?) + ρ˜1(k).
(17)
where we define the sum operator
∑
u,t as∑
u,t
:=
∑k+σ−1
u=k
∑r¯(u)
t=r(u)
to save space and ρ˜1(k) =
∥∥∥∑u,t ρ(t)gu∥∥∥2.
Moreover, we have that
ρ˜1(k) ≤ c2
(
σ
∑r¯(k+σ−1)+σ
t=r(k)−σ ρ(t)
)2
≤ c2σ3(σ + 2)
∑r¯(k+σ−1)+σ
t=r(k)−σ ρ(t)
2
(18)
where the first inequality uses the relation ‖gu‖ ≤ c for all
u ∈ N, r(u) ≥ r(k)−σ for all u ≥ k and r¯(u) ≤ r¯(k)+σ for
all u ≤ k from Assumption 4. The second inequality follows
from the Cauchy-Schwarz inequality. Hence, we obtain that
∞∑
k=1
ρ˜1(k) ≤ σ4(σ + 2)c2
∞∑
k=0
r¯((k+1)σ)∑
t=r(kσ+1)
ρ(t)2
≤ 2σ5c2
∞∑
t=1
ρ(t)2 <∞.
(19)
Step 3: The distance between x(k) and x? is essentially
decreasing.
Firstly, we consider the second term of the right-hand-side
of (17), and obtain that(∑
u,t
ρ(t)gu
)T
(x(k)− x?)
=
∑
u,t
ρ(t)gTu (x(u)− x? + x(k)− x(u))
=
∑
u,t
ρ(t)gTu (x(u)− x?) +
∑
u,t
ρ(t)gTu (x(k)− x(u))
≥
∑
u,t
ρ(t)(fs(u)(x(u))− fs(u)(x?)− ε(u))
−
∑
u,t
ρ(t)‖gu‖ · ‖x(k)− x(u)‖
=
∑
u,t
ρ(t)(fs(u)(x(u))− fs(u)(x?)− (u))− ρ˜2(k).
(20)
where the first equality is from (16) and
ρ˜2(k) =
∑
u,t
ρ(t)‖gu‖ · ‖x(k)− x(u)‖.
Note that ‖x(k) − x(u)‖ ≤ c‖∑u,t ρ(t)‖, ∀u ≤ k + b − 1,
which implies that ρ˜2(k) ≤ c2
(∑
u,t ρ(t)
)2
. Then, it follows
from (18) and (19) that
∑∞
k=1 ρ˜2(k) <∞.
Secondly, we evaluate the first term of the right-hand-side
of (20), leading to that∑
u,t
ρ(t)(fs(u)(x(u))− fs(u)(x?)− (u))
=
∑
u,t
ρ(t)(fs(u)(x(k))− fs(u)(x?))−
∑
u,t
ρ(t)(u)
+
∑
u,t
ρ(t)(fs(u)(x(u))− fs(u)(x(k)))
≥
∑
u,t
ρ(t)(fs(u)(x(k))− fs(u)(x?))−
∑
u,t
ρ(t)(u)
−
∑
u,t
ρ(t)‖∇fs(u)(x(k))‖ · ‖x(u)− x(k)‖
=
∑
u,t
ρ(t)(fs(u)(x(k))− fs(u)(x?))− ρ˜3(k)
−
∑
u,t
ρ(t)(u)
=
∑
u,t
ρ(t)(fs(u)(x(k))− fs(u)(x?))− ρ˜3(k)− ρ˜4(k)
(21)
where ρ˜3(k) =
∑
u,t ρ(t)‖∇fs(u)(x(k))‖ · ‖x(u)−x(k)‖ and∑∞
k=1 ρ˜3(k) ≤ ∞. In addition, ρ˜4(k) =
∑
u,t ρ(t)(u) >
0, and
∑∞
k=1 ρ˜4(k) <
∑∞
k=1
∑r¯(k+σ−1)+σ
t=r(k)−σ ρ(t)(k) <
b3
∑∞
k=1 ρ(k)(k) <∞.
Thirdly, we examine the first term of the right-hand-side of
(21), i.e.,∑
u,t
ρ(t)(fs(u)(x(k))− fs(u)(x?)) (22)
=
∑n
i=1
∑ri(k+σ)
t=ri(k)+1
ρ(t)(fi(x(k))− fi(x?))
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where the equality holds by expanding the left-hand-side with
reorganization, and then uses the fact that V ⊆ {s(k +
1), ..., s(k + σ)} for any k from Assumption 4.
Let r˜(k) = maxj rj(k) + 1. It follows from Assumption 4
that r˜(k + 1) ≥ r˜(k) and r˜(k + σ) ≥ r˜(k) + 1. Jointly with
(22), we obtain∑
u,t
ρ(t)(fs(u)(x(k))− fs(u)(x?))
=
∑n
i=1
(∑r˜(k)
t=ri(k)+1
+
∑r˜(k+σ)
t=r˜(k)+1
−
∑r˜(k+σ)
t=1+ri(k+σ)
)
× ρ(t)(fi(x(k))− fi(x?))
=
∑r˜(k+σ)
t=r˜(k)+1
ρ(t)(f(x(k))− f(x?))
+
∑n
i=1
∑r˜(k)
t=ri(k)+1
ρ(t)(fi(x(k))− fi(x?))
−
∑n
i=1
∑r˜(k+σ)
t=ri(k+σ)+1
ρ(t) (fi(x(k + σ))− fi(x?))
−
∑n
i=1
∑r˜(k+σ)
t=ri(k+σ)+1
ρ(t) (fi(x(k))− fi(x(k + σ)))
=
r˜(k+σ)∑
t=r˜(k)+1
ρ(t)(f(x(k))− f(x?)) + δ(k)− δ(k + σ)− ρ˜5(k)
(23)
where we use the fact that ri(k) ≥ r˜(k) − σ for all k and i
from Assumption 4, and
δ(k) =
∑n
i=1
∑r˜(k)
t=ri(k)+1
ρ(t)(fi(x(k))− fi(x?)),
|δ(k)| ≤
∑r˜(k)
t=r˜(k)−σ ρ(t)nmaxi
|fi(x(k))− fi(x?)|
≤
∑r˜(k)
t=r˜(k)−σ ρ(t)nc‖x(k)− x
?‖
≤
r˜(k)∑
t=r˜(k)−σ
ρ(t)nc
(‖x(1)− x?‖+ c k−1∑
u=1
r¯(u)∑
t=r(u)
ρ(t)
)
≤
r˜(k)∑
t=r˜(k)−σ
ρ(t)nc
(‖x(1)− x?‖+ c r˜(k)∑
t=1
ρ(t)
)
(24)
which shows that δ(k) is bounded. Moreover,
ρ˜5(k) =
n∑
i=1
r˜(k+σ)∑
t=ri(k+b)+1
ρ(t)(fi(x(k))− fi(x(k + σ))),
|ρ˜5(k)| ≤ nc
∑r˜(k+σ)
t=r˜(k+σ)−σ ρ(t)‖x(k + σ)− x(k)‖
≤ nc2
∑r˜(k+σ)
t=r˜(k+σ)−σ ρ(t)
∑
u,t
ρ(t)
which implies that
∑∞
k=1 |ρ˜5(k)| <∞, i.e., {ρ˜5(k)} converges
absolutely, and hence limk→∞
∑k
t=1 ρ˜5(t) exists and is finite.
Finally, combining (20), (21) and (23) yields the key
inequality(∑
u,t
ρ(t)gu
)T
(x(k)− x?) (25)
≥
∑r˜(k+σ)
t=r˜(k)+1
ρ(t)(f(x(k))− f(x?))−
5∑
i=2
ρ˜i(k)
+ δ(k)− δ(k + σ)
where
∑r˜(k+σ)
t=r˜(k)+1 ρ(t)(f(x(k)) − f(x?)) is positive. In view
of (17), the distance between x(k) and x? is essentially
decreasing in the sense of neglecting all trivial terms.
Step 4: Convergence of the iterate in (5).
Eq. (25) together with (17) implies that
‖x(k + σ)− x?‖2 ≤ ‖x(k)− x?‖2 + ρ˜6(k) (26)
− 2
r˜(k+σ)∑
t=r˜(k)+1
ρ(t)(f(x(k))− f(x?))− 2δ(k) + 2δ(k + σ).
where ρ˜6(k) = ρ˜1(k) + 2
∑5
i=2 ρ˜i(k). Apparently,
limk→∞
∑k
t=1 ρ˜6(t) exists and is finite.
Let y(k) = x(kσ + 1), it follows from (26) that
‖y(k + 1)− x?‖2 ≤ ‖y(k)− x?‖2
−
∑r˜((k+1)σ+1)
t=r˜(kσ+1)+1
2ρ(t)(f(y(k))− f(x?)) + η(k) (27)
where η(k) = ρ˜6(kb + 1) − 2δ(kσ + 1) + 2δ((k + 1)σ + 1).
Since {δ(k)} is bounded, we have for all k ∈ N that∑k
t=0
η(t)
=
k∑
t=0
(2δ(tσ + 1)− 2δ((t+ 1)σ + 1) + ρ˜6((t+ 1)σ + 1))
= 2δ(1)− 2δ((k + 1)σ + 1) +
∑k
t=1
ρ˜6(tσ)
≤ 2δ(1)− 2δ((k + 1)σ + 1) +
∑k
t=1
|ρ˜6(tσ)| <∞.
(28)
Note that η(k) may be negative for some k, and thus the
convergence of {y(k)} and {x(k)} cannot be obtained directly
from the supermartingale convergence theorem (SCT, [43,
Proposition A.4.4]). Nonetheless, we can readily prove that
{‖y(k)−x?‖} is convergent and the convergence of {y(k)} to
x? by using similar arguments of SCT. Together with the fact
that limk→∞ ρ(k) = 0, it implies the convergence of {x(k)}
to x?.
APPENDIX B
PROOF OF THEOREM 2
A. Proof of Part (a):
For convenience, we only prove the case for α ∈ [0.5, 1),
while the proof extends to α = 1 in a straightforward manner.
The relation (27) implies that∑r˜((k+1)σ+1)
t=r˜(kσ+1)+1
2ρ(t)(f(y(k))− f(x?))
≤ ‖y(k)− x?‖2 − ‖y(k + 1)− x?‖2 + η(k)
Since r˜((k + 1)σ + 1) ≥ r˜(kσ + 1) + 1, and hence∑r˜((k+1)σ+1)
t=r˜(kσ+1)+1 ρ(t) ≥ ρ(r˜(kσ + 1) + 1) ≥ ρ(k + 1), we have
2ρ(k + 1)(f(y(k))− f(x?))
≤ ‖y(k)− x?‖2 − ‖y(k + 1)− x?‖2 + η(k) (29)
Adding (29) over k implies that
2
k∑
t=1
ρ(t)(f(y(k))−f(x?)) ≤ ‖y(1)−x?‖2+
k∑
t=1
η(t). (30)
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It follows from (28), the definitions of ρ˜i(k), i = 1, ..., 6, and
(24) that∑k
t=0
η(t) = 2δ(1)− 2δ((k + 1)σ + 1) +
∑k
t=1
|ρ˜6(tσ)|
≤ 2σ3
∑k
t=1
ρ(k)(k) + 10σ5c2
∑k
t=1
ρ(t)2
+ 2nc(σρ(k)d(x(1)) + σ2
∑k
t=1
ρ(t)2)
≤ 2σ3
k∑
t=1
ρ(k)(k) + 12σ5c2(
k∑
t=1
ρ(t)2 + ρ(k)d(x(1)))
≤ 8σ
3ccεα
2α− 1 + 12σ
5c2(
2α
2α− 1 + k
−αd(x(1))2)
≤ 8σ
3ccε
2α− 1 + 12σ
5c2(
2
2α− 1 + d(x(1))
2)
(31)
where the second to last inequality uses ρ(k) = k−α, (k) ≤
2ccερ(k) and the relation
∫ k
1
1
xα dx <
∑k
t=1
1
tα <
∫ k
1
1
xα dx+
1, and the last inequality follows from that α ≤ 1 and k−α ≤
1.
Eq. (31) combined with (30) and the fact that
∑k
t=1 ρ(t) >∫ k
1
1
xα dx = s(k) yields
min
1≤t≤k
f(y(t))− f(x?) ≤ ‖y(1)− x
?‖2 +∑kt=1 η(t)
s(k)
≤ 4σ
3c
s(k)
(
2(cε + 3σ
2c)
2α− 1 + 3σ
2cd(x(1))2
)
.
The desired result follows by noticing that y(k) = x(kσ+ 1).
B. Proof of Part (b):
Define z(k) = d(y(k))2 − 2δ(kσ + 1) and we can rewrite
(27) as
z(k + 1)
= ‖y(k + 1)− x?k+1‖2 − 2δ(kσ + 1)
≤ ‖y(k + 1)− x?k‖2 − 2δ(kσ + 1)
≤ z(k)−
r˜((k+1)σ+1)∑
t=r˜(kσ+1)+1
2ρ(t)(f(y(k))− f?) + ρ˜6(kσ + 1)
≤ z(k)− ch
r˜((k+1)σ+1)∑
t=r˜(kσ+1)+1
2ρ(t)d(yk)1/θ + ρ˜6(kσ + 1)
≤ z(k)− 2chρ(kσ)d(y(k))1/θ + ρ˜6(kσ + 1)
(32)
where x?k = argminx?∈X?‖y(k) − x?‖ and hence the first
inequality follows; the second inequality is from (27), the
third inequality uses the Ho¨lder error bound, and the last
equality follows from r˜(kσ + 1) + 1 ≥ kσ and thus∑r˜((k+1)σ+1)
t=r˜(kσ+1)+1 ρ(t) ≥ ρ(kσ).
The goal is to derive convergence rates for a sequence
{z(k)} satisfying (32). Note that it follows from (24) that
d(y(k))2 − 2σ2cρ(k)d(y(k)) ≤ z(k)
≤ d(y(k))2 + 2σ2cρ(k)d(y(k)). (33)
Let
KI = {k ∈ N|d(yk) ≤ 2σ2cρ(k)}
and its complement
KcI = {k ∈ N|d(yk) > 2σ2cρ(k)}.
It holds that for any k ∈ KI ,
d(y(k))2 ≤ 4σ4c2ρ(k)2 ≤ 4σ4c2k−2α ≤ 4σ4c2k−2θα.
If KcI is empty, then the proof completes. Otherwise, let k ∈
KcI and k0, k1 be two consecutive elements in KI (k0 ≤ k1)
such that k0 ≤ k ≤ k1. We have from (33) that
d(y(k))2 ≥ 1
2
d(y(k))2 + σ2cρ(k)d(y(k))) ≥ 1
2
z(k) ≥ 0.
Then, it follows from (32) that
z(k + 1) ≤ z(k)− chρ(kσ)z(k)1/2θ + ρ˜6(kσ + 1)
≤ z(k)− chρ(kσ)z(k)1/2θ + σ4c2ρ(kσ)2
Invoking Theorem 6 in [50], we obtain that there exists a
constant c(1)b such that z(k) ≤ c(1)b k−2θα.
On the other hand, (24) implies that
δ(kσ + 1)
=
n∑
i=1
r˜(kσ+1)∑
t=ri(kσ+1)+1
ρ(kσ + 1)(fi(x(kσ + 1))− fi(x?))
≤
n∑
i=1
r˜(kσ+1)∑
t=ri(kσ+1)+1
ρ(t)ncd(yk) ≤ c(2)b d(yk)k−α
where c(2)b is a positive constant. Thus, we have
d(y(k))2 = z(k)+2δ(kσ+1) ≤ c(1)b k−2θα+c(2)b d(yk)k−α
which implies d(y(k))2 ≤ cbk−2θα for some cb > 0.
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