I begin from a particular field of generalised Puiseux series and investigate a class of nonlinear differential equations in the field. It is appeared that the main part of differential equation determines solvability and positions of resonance i.e. the appearance of a free constant in solutions. Secondly, for any singular differential equation in a differential field of the form Q(y)ẏ = P (y), P, Q polynomials, existence of the greatest Picard-Vessiot extension is proved, which is nontrivial if the field does not contain any solution. It is shown that the arising set of solutions is obtain from algebraic equations labelled by constants and conditions for the PV extension being generalised liouvillian are exhibited.
Preliminaries
Differential Galois theory gives a complete view of algebraic extension structure of solutions for a given linear differential equation [7, 4] . For proceeding the research of general, nonlinear equatioṅ
where P and Q, polynomials under a field K have no common roots in algebraic closure of K, firstly I elaborate a special field of generalised Puiseux series in the section. The existence problem was partially solved in [1, 2] by the method of Newton polygons. For other approaches see for example [3] . Section 2 refines the result. The introducing contour of differential equation defines position of solutions beginning and resonance. For a general differential field the existence of a maximal Picard-Vessiot extension (the greatest one with the isomorphism identification) via equation (1) is proved in section 3, theorem 12 and corollary 13. In the place of investigation of the group of symmetries of the extension [7] for the case of linear equations, here, one focuses on a rational functions associating with (1), (29) . In the way a sufficient condition for realising the extension by finite number of operations: successive adding an exponent of integral, an integral (liouvillian extension) or algebraic extension appears as theorem 18. I begin from a definition of (generalised) Puiseux field. Everywhere in the paper a field K is of zero characteristic. Therefore, Q ⊂ K. I will further assume that an ordered Q-linear space with order (R K , ≤) is given, i.e. v 1 > v 2 ⇒ v 1 + v > v 2 + v and Q ∋ q > 0 ∧ R K ∋ v > 0 ⇒ qv > 0. An example is R K = Q or R K = R ∩ K. The last case is equivalent to extra property ∀(r, ǫ ∈ R K )∃(N ∈ N) (r > 0 ∧ ǫ > 0) ⇒ nǫ > r.
The completing of R K to Q-space with linear orderR K by Peano construction enriches the space with suprema and infima of nonempty and properly bounded subsets.R K is also a completion with respect to the norm | · | : R K → R K such that |r| = r for r ≥ 0 and |r| = −r for r < 0. Definition 1. Let S ⊂ 2 R K be the family of all well ordered sets of (R K , ≤). The Puiseux field K P [[x] ] under the field K is the sum (K − {0}) s under all s ∈ S. The operations are defined by the identification of the nonzero elements of K P [[x] ] with series of the form c 0 x µ 0 + c 1 x µ 1 + . . ., where the set of indices { µ i } ∈ S and the set of coefficients c i ∈ K − {0}.
The multiplication is properly defined because of the property of finite decomposability of elements of s, s ∈ S, with respect to the additive operation in R K . The set of non-decomposable elements of s is referred to as B(s) = {µ ∈ s|µ = µ 1 + µ 2 ⇒ (µ 1 = µ ∨ µ 2 = µ)}. If s 1 , s 2 ∈ S I write s 1 + s 2 for s 1 ∪ s 2 , s 1 · s 2 in the place of {r 1 + r 2 |r 1 ∈ s 1 ∧ r 2 ∈ s 2 } and [s i ] for s i + s i · s i + . . .. If ∀(x ∈ s i ) x ≥ 0 and R K ⊂ R then [s i ] ∈ S. Extending the monoid (S, +) to the groupS ≡ {s 1 − s 2 |s 1 ∈ S ∧ s 2 ∈ S} one obtains a ring (S, +, ·). Let G(s) means the subset of s, s ∈ S, of elements without the proceeding element in s. I put N(s) := k for all s in S such that G k (s) = GG . . . G(s) is a finite set or the image of a divergent to infinity sequence of elements of s and k ∈ {0} ∪ N ∪ {+∞} is the smallest such number and N(−s) = N(s).
The set of series Proof. Any equation of degree one has a solution in
. Let all equations of degree less then N − 1, N ≥ 1, have a solution in the field. Now, I take an algebraic equation, Let's assume that one possesses
]. Then y = y 0 +ȳ defines a new variableȳ. Equation (2) may be rewritten to
I will refer to y 0 ∈ K P [[x]] as a partial solution iff for all ∆y 0 = y 0 − y σ 0 , where y σ 0 = y 0 is the restriction of y 0 to the indices less or less or equal to σ, the term c σ x µσ from ∆y 0 := c σ x µσ + . . . is an acceptable initial term of a solution obtained from the contour of the appropriate equation (3) . In (3) still β N = α N = 0. If β 0 = 0 thenȳ = 0 delivers a complete solution.
Now, I will construct a solution in the following way. On each step I use the contour function for the redefined equation to choose the largest µ, µ = x b , accompanied by appropriate c ∈ K * , p b (c) = 0. By the move I kill the lowest index element c σ x σ in β 0 . Therefore, in the next step σ ′ , the lowest index element of β ′ 0 , will be greater then σ. A set T of triples (σ, c, µ) is arisen, where {σ} appears to be a well ordered set by the method of the construction. The minimal σ is equal to the lowest index of α 0 . I will show that in each step labelled by σ I always take the additional cx µ such that µ > g σ ≡ sup{μ|(σ, c,μ) ∈ T ∧σ < σ}. Firstly, I assume that the supremum g σ is the maximum. The case is reduced to the problem: having a partial solution c 0 x µ 0 of (3) arising as in the construction find a continuation c 0 x µ 0 +c 1 x µ 1 according to the above rule. Let c 0 x µ 0 cancels c σ x σ in β 0 and the new constituent to remove in β
The lowest index expressions arising as a consequence of introducing c 1 x µ 1 has the forms
where p is the polynomial from the contour for c 0
th derivative, k = deg p and M = f 0 (µ 0 ) with the appropriate for the first term contour function f 0 . At least one of them is nonzero. If µ 1 goes to µ + 0 then the indices of the term goes to σ. Therefore, µ 1 > µ 0 claimed to cancel c σ ′ x σ ′ exists. In turn, let's assume that a partial solution y 0 exists such that g σ ′ is not the maximum. Let's consider y 0 + c 1 x µ 1 , where µ 1 = g σ ′ and c 1 ∈ K * . Again, the lowest index of
where c 1 is treated as a variable. The proper cancellation may be done.
s ] is the (classical) Puiseux series field. The field appears to be algebraically closed as one of consequences of theorem 1. of coefficients. Namely, α N = 1, ν 0 (N − k) < 0 for a N − k ∈ {1, . . . , N} and ν 0 (i) ≥ 0 for i = N − k. Then the explicit solution may be proposed according to [6, 5] :
where a i = α N −i , R K ⊂ R and I assume all conventions from the paper. The formal series on finite intervals reduce under the generic restrictions to an algebraic expressions with the k-root. Then the theorem and the corollary are an immediate consequence of (6).
For a further context it is essential that the schedule of subspaces
are defined only by referring to properties of indices and, additionally, they are closed for [µ] operation for nonnegative indices µ for
Keeping the extra assumption and enriching the Puiseux field with the standard differentiation
I may return to equation (1) . The
. The change may leads to limitations for admitted substitution of y. Nevertheless, the whole initial domain K P [[x]] − {y|Q(y) = 0} may be realised by considering transformations y −→ y − y 0 , Q(y 0 ) = 0, to reach all solutions of (1). In the next section I replace the problem of solving the equation by a new one:
with the additional condition
and f i· = 0, f ·j = 0. I assume that a choice of branches of y p q is given.
Language of valuation
The presented analysis and the approach of the next section suggests a general view. Let K L be an algebraically closed subfield of a field L. The
has no nilpotent elements and has the linear order structure ≤ such that
Such linearly ordered group is naturally extendible treated as a Z-module to Q linear space with order (R K , ⊕, ·, ≤). For example, if L is algebraically closed then the multiplication by q ∈ Q in R K is already present and is defined by kO * → k q O * . Now, let L be algebraically closed and {b i > 0} be a basis of R K and a choice {x
] be the Puiseux series with the set of index equals to
. For a proof, it is enough to show that any nontrivial extension of K P [[x]] ⊃Ō leads necessary to set theory extension of R K , whereŌ is the valuation ring of v(k) = µ 0 . Proposition 3. Let K be an algebraically closed field, R K a Q-linear space with a linear order and
If the procedure has no any halt point then y = c 0
If an injection of Q-linear space i : R K → K exists one may identify R K with a subset of K. In the case a differentiation is defined by:
where b 1 is an element of a chosen basis of R K . An identification Q · b 1 with Q via b 1 = 1, assumption thatK = {0} and the rule of independent differentiation of each "monomial" in k ∈ K P [[x]] return us to formula (8).
The inequality v(ẏ) − v(y) ≥ 1 becomes an equality for v(y) = 0, where
]. In the approach the case v(y) = 0 is distinguished.
2 Existing theorem and resonance
Domain of differential equation
Let's start from a characterization of the domain of (9). All y = c 0 x µ 0 + . . ., where µ 0 > 0, are properly substituted to the equation, compare proposition 4 below. Nonzero constants from the domain constitute the set D 0 ≡ {c ∈ K|∀(i ∈ ν) f i (c) < ∞}. It is reasonable to consider also a class of fields K ns being also a normalized space over Q, for example K ns = C. In the way, the condition c ∈ D 0 reads as
For y = c 0 + . . ., c 0 ∈ K ns − {0}, the condition c 0 ∈ D 0 is necessary for staying in the domain. It is appeared that c 0 ∈ D ′ 0 is sufficient. We have Proof. We start from the observation that
Therefore, the indices after substitution have the form 
may be calculated directly. For
where one introduces n 0 := max{σ j − l=1 n l , 1}. For
, q ∈ N one need to solve a finite number of algebraic equations defined by relations arising among x δµ(k(i)) . The well-defined number is a rational function of σ j depending on expressions as in (16). In the same way coefficient arise for general σ j ∈ Q. Now, the summability of
Again (13) is sufficient for convergence, because the only infinite sum may appear is through j.
Remark 2. For considering any K and any initial index one must assume that the set {σ j } is finite.
For any K and µ 0 ≥ 0 admitted as the beginning index it is enough that ∀(i) j f ij < ∞ i.e. there are only a finite number of f ij for each fixed i. In the situation D 0 = K and D f contains all Puiseux series with nonnegative indices.
Necessary conditions
For investigating of necessary conditions for existence of solutions of equation (9) one defines the contour function for the equation
The function's graph for x ≥ 0 (or for x ∈ R K , while σ is finite) is a broken line with finite number of breaking points. Also for each x > 0 (resp. x ∈ R K ) a finite set of pairs (ν i , σ j ) exists such that f(x) = ν i + σ j x. The following proposition is an answer for the first step of the equation solving: 
admits the nonzero roots only for the cases (b) or (c). 
where the summation is taken through {(i, j)|ν i + σ j µ 0 = f(µ 0 )}. One finds that the case (c) begins from the resonant value µ 0 = µ r . For terminological consistency case (a) restricted to (19) will also be called as resonant.
In turn, I will find a well ordered set covering indices of proper solutions y = c 0 x µ 0 + . . .. Proof. Let y = c 0 x µ 0 +c 1 x µ 1 +. . . be a solution of (9) written in the convention such that {µ} = [µ] and c i = 0 are admitted for i = 0. One defines a function f 0 (x) := min{ν i + µ j x|x ∈ R K ∧ f ij = 0}. Let µ 0 = 0. Then
for some ν i , σ j realising the minimum. Let
.).
A comparison of both sides of (9) pitches the condition for the indices:
with ν i + 1 + (σ j − 1)µ 0 ≥ 0 for all i, j such that f ij = 0. The accompanying coefficient equation is the following
Now, if in equation (22) δµ l has no realisation for k < l then (23) implies c l µ l = c l µ r + 0, so c l = 0. Therefore, starting from (21) and following by (22) for k = l one gains the thesis. The proof for µ 0 = 0 follows similarly.
Existence theorems
Now, I pass to the proper solutions' continuation problem. 
which implies that all coefficient equations have no any obstacles in solving and c 0 ∈ D ′ 0 determines uniquely the rest coefficients.
Remark 4.
For finite σ the beginning coefficients µ 0 < 0 may be translated to nonnegative one via redefinition y → x M y, M ∈ R K , and then theorem 7 covers also the situation.
Remark 5.
The theorem for a general R K may be realised similarly with omitting the predefining of indices. Then the case ¬(µ r > µ 0 ) and µ r / ∈ R K may be treated as a resonant case after a extension of
With help of the distinction (7) a classification of equation (9) may be imposed. From proposition 6 and the above theorem one concludes the following fact. Proof. Equation (9) has the formẏ = j p j (x)(y 
Picard-Vessiot extension
An algebraic approach to equation (1) in a differential field (of zero characteristic) (K,˙) will be concentrated on existence of maximal set of solutions, its algebraic structure and a decomposition of the extension into liouvillian steps. It is assumed that the field of constants C ⊂ K is algebraically closed.
I begin from an observation that the algebraic closure K ⊃ K is a differential field extension with the uniquely defined extension of the differentiation. It behaves the field of constants. Further, all extensions ( K,˙) ⊃ (K,˙) such that the field of constants is kept unchanged and that they are generated by solutions of (1) will be called Picard-Vessiot (PV) extensions. Firstly, let K be algebraically closed.
Lemma 10. Let {y sol } be the set of all solutions of (1) in K = K. Then the following statements are equivalent:
does not possess new invertible constants (NIC),
(ii) a nontrivial PV extension of K exists.
Proof. (i) is a necessary condition of (ii). Therefore, it is enough to explain the implication (i) ⇒ (ii). The only nonzero, prime, proper differential ideal of R is of the form (y − a), a ∈ K. Then R/I = K, so y is a solution from K. The contradiction imply that {0} is the maximal, differential ideal. In the way (K(y),ẏ =
) is a PV extension.
Proposition 11. Let K = K does not contain any solution of (1) . Then item (i) of lemma 10 is fulfilled.
Proof. An invertible element of R has the form
where α ∈ K * and y l i ∈ {y sol } ⊂ K ∨ Q(y l i ) = 0, and k i ∈ Z − {0}, and i = j ⇒ y i = y j . It is a constant iff
I substitute y = y l to (30). One obtains that y l is a solution.
Finally, the general statement has the following shape.
Theorem 12. For any differential field (K,˙) and equation (1) there is the greatest PV extension.
Proof. From lemma 10 one deduces that if K ′ , K ⊂ K ′ is an extension without new constants, has no PV extension then all extensions of K may be embedded into K ′ . If
= ay for a ∈ K then the linear case fulfils the theorem. Further I consider the complementary cases.
Let's assume that the extending procedure may be followed without limitations. Then, I may also take K such that it contains deg P + 2 deg Q + 1 solutions. The transformation y → y − y 0 gives us the equivalent equation:
such thatP (y) ∈ yK[y], where y 0 is a solution of (1). Then using the new equation one considers the next two steps of extending
where Σ is the set of all solutions in K(y 1 ). The differential ideal of R generated by y 2 − y 1 − y s , where y s ∈ K is a solution, is proper iff y 1 + y s is not a solution in K(y 1 ). Let all y 1 + y s are solutions. Then it is true that
The contradiction ends the proof.
If the equation for NIC (30) is fulfilled, theṅ
An extension via equation (34) to K ′ ⊃ K does not introduce additional constants. From the other side the initial field K i may be taken in a reduced form without changes of the greatest set of solutions.
P Q is the set of solutions of (1) and L P Q is the greatest PV extension via the equation of any differential field L ⊃ K min .
An inview into the structure of the arising set brings an example. 
Let z 1 , z 2 be linear independent solutions of the equation from the PV extension P V (K) via (36). Then all solutions of (35) are defined by the following algebraic set from P V (K) × C:
Additionally, the greatest PV extension of K, K ⊃ K, via (35) may be extended to P V (K) viaż + y s z = 0, where y s ∈ K is a solution of (35). Therefore, the questions about quadratures are equivalent for the two equations.
It is appeared that the algebraicity is a general feature of maximal sets of solutions. Proposition 14. Let L ⊃ K be the greatest PV extension of K via (1) and (34) . Then the set of solutions is the intersection of an algebraic set in L × L and {(y, z)|y ∈ L ∧ z ∈ C} subtracted a finite set.
Proof. From lemma 10 one concludes that the extension of differential fields
. Let k ∈ (F 0 ({y sol }, Z), +), k = 0, be an integer value function of finite support defined on the set of all solutions such that equations (30) possess a nonzero solution α k ∈ L. The following equations for (y, c) ∈ L × C define the solutions set of (1):
which is equivalent to
Namely, if y ∈ {y sol } then (39) is fulfilled as (30) is fulfilled. Inversely, if y belongs to solutions of (38) for a c ∈ C then y is a solution of (1) or
Common part of all admitted sets (38) leads as a result to a set Σ P Q in {(y, z) ∈ L × L} intersected with {(y, z)|ż = 0} covering all solutions and a finite number of ghost solutions y g which are not solutions of the differential equation and fulfil all additionally arising equations (40). L[y, z] is a Noether ring. It implies that a finite set of equations (40) determined by a set
may be chosen. The following equations is also valid for ghost solutionṡ
which follows from (39). In the way (41) and (40) for k = k 1 , . . . , k F contains all ghost solutions for the admitted extensions L. Proof. The extension is defined by taking for eachẏ i a nonrational root of
The result is connected with the fact that the differential equations (42) are of the formẏ =
compare with the earlier section. At the moment only formal series analog of the former algebraicity (38) may be found. 2 } consists from all solutions of (1) and a finite set of ghost solutions, proposition 14. In turn, to solve completely equations a(y) = cb(y) for all c ∈ C it is enough to solve them for c = 0 and a c = 0 by usage the fact that an extension via roots of a given equation is normal in L ′ . The inverse implication is obvious.
Combining proposition 16 and 17, keeping their notation one reaches Theorem 18. If µ q + 1 ≤ µ p then K ⊂ K P Q is a generalised liouvillian extension.
In other words, the condition µ q + 1 ≤ µ p means that v P Q ≥ 1, where v is the p-adic valuation in K(y) with p(y) = y.
