Abstract. The cross correlations of the wave signals emitted by ambient noise sources can be used to estimate the Green's function of the wave equation in an inhomogeneous medium. In this paper we clarify the role of random scattering in the Green's function estimation in the radiative transport regime and we show how this insight can be used to estimate the velocity of propagation of a smooth background medium.
Introduction
Recently, it has been shown that the Green's function of the wave equation in an inhomogeneous medium can be estimated from the cross correlation of the wave fields measured at different points in the medium, in the case in which the signals are generated by ambient noise sources. This technique allows for travel time estimation and background velocity estimation and it has been successfully applied in geophysics [8, 17, 19] .
From the theoretical point of view, the relation between the Green's function and the cross correlation of ambient noise signals was first established in configurations where the noise sources surround the region of interest [15, 18] . This relation also holds when the field is equipartioned, for instance in an ergodic cavity [6, 7] . When the enegy flux coming from the sources does not have enough directional diversity, the Green's function estimation is not always possible [10] .
Scattering by random fluctuations of the medium has been shown to help Green's function and travel time estimation, because scatterers play the role of secondary sources. This was analyzed in a simple single-scattering regime in [10] and in the parabolic approximation in [13] . In this paper we would like to clarify the role of random scattering in the radiative transport regime. This is an interesting situation because it allows us to consider regimes close to geometric optics (where random scattering is negligible), regimes where single scattering is dominant, and regimes where multiple scattering is so strong that diffusion approximation is valid and equipartition of waves in direction can be reached.
The paper is organized as follows. In Section 2 we introduce the wave equation with noise sources. The empirical wave field cross correlations are introduced in Section 3. In Section 4, we recapitulate briefly the transport equations. In Section 5 we show how the cross correlations relate to the transport equations and how the Green's function and the velocity of the background medium can be estimated using the cross correlations. Next we recapitulate briefly the probabilistic interpretation of the transport equations in Section 6 and discuss how this can be used to analyze Green's function estimation in various scattering regimes. We show, in Section 7, that the presence of a heterogeneous layer may affect the estimation of the Green's function in the homogeneous part of the medium.
The Wave Equation with Noise Sources
We consider scalar waves propagating in a three-dimensional random medium. The governing equation is
where c ε (x) is the inhomogeneous propagation speed in the medium and x ∈ R 3 is the space coordinate. The source term f ε models a distribution of ambient noise sources emitting stationary random signals.
The velocity profile in the medium is assumed to be of the form
2)
The slowly varying background velocity c 0 (x) is assumed to be smooth and bounded (as well as its first two derivatives). The rapid random fluctuations of the medium are described by the process ν(x,x ′ ). For any fixed x, the process x ′ → ν(x,x ′ ) is stationary and zero mean and it has strong mixing properties. The x-dependence of ν(x,x ′ ) models a slow spatial variation in the statistical properties of the medium. The covariance function R and local power spectral densityR of the fluctuations are defined by
3)
R(x,k) = R(x,y)e ik·y dy, (2.4) where E[·] stands for the expectation with respect to the distribution of the random medium. We assume that the propagation speed has fluctuations only in a bounded region, that is, we assume that c 0 (x) =c (wherec is a constant) andR(x,k) = 0 for x outside a ball that surrounds the inhomogeneous region. The ambient noise sources emit signals that are random and stationary in time with short coherence time. Moreover they have a spatially limited support and shortrange spatial correlation. The covariance function of the source function f ε is 5) where · stands for the expectation with respect to the distribution of the noise sources. The function t → γ(t) is the time correlation function of the sources. It is even and its Fourier transformγ
is the power spectral density of the sources, it is a nonnegative integrable function. For any fixed x, the function y → Γ(x,y) is the local spatial covariance function.
The function x → Γ(x,0) describes the spatial support of the source distribution. We assume that the spatial support is limited and that Γ(x,0)dx < ∞. The function y → Γ(x,y) is even and its Fourier transform
is a nonnegative integrable function.
The Wave Field Cross Correlation
The wave fields recorded at the observation points x and x ′ are incoherent and we convert these to the primary imaging data by forming the cross correlation. The empirical cross correlation is
The following proposition shows that the empirical cross correlation is statistically stable with respect to the distribution of the noise sources. Proposition 3.1. The empirical cross correlation is a self-averaging quantity with respect to the distribution of the noise sources:
where the statistical cross correlation is defined by
The proof of this proposition is given in [10] . From now on we will assume that the integration time T is large enough so that the empirical cross correlation C T can be considered as a good approximation of the statistical cross correlation C (1) . Our objective is thus now to use the primary data, C (1) , to solve various imaging problems. The fundamental tool for describing propagation in the scaling regime at hand is the radiative transport theory. In the next section we quickly review the radiative transport equation as it will be fundamental for the representation of the cross correlation. The next lemma gives a particular representation for the statistical cross correlation C (1) based on Duhamel's formula. This representation is useful to connect to radiative transport theory in standard form, in which the wave propagation problem has no source term but a non-zero initial condition. Lemma 3.2. Let v ε (s,x) be the solution of
is a zero-mean random process with covariance
Then the statistical cross correlation (3.3) can be expressed as
We prove this lemma in Appendix A. Thus, in the limit case when the sources are delta-correlated in time, γ(t) = δ(t), then C (1) is proportional toC (1) . Moreover, in the general case when the sources are correlated in time, then C (1) is obtained from C (1) through a convolution with the correlation function γ(t).
Transport Equations For Wave Energy
In the description of the wave field cross correlations we shall use the radiative transport equations that we recall here. Let us consider the solution v ε of (3.4). We use the results of [16, Section 3] in our context in which the wave equation (3.4) can be written in the general hyperbolic form
starting from 
We introduce the matrix Wigner transform 
There are no vortical mode terms in (4.4) because of the initial conditions of the form (4.2). As remarked in [16] the amplitudes a + and a − of the modes are such that a − (s,x,k) = a + (s,x,−k) with a + (s,x,k) = a(s,x,k) the solution of the transport equation 5) with the initial condition
is the dispersion relation (the frequency at x of the wave with wavevector k) and the scattering cross section is 
The Fundamental Representation Formula
The following proposition is the fundamental result for the analysis of imaging by cross correlations. It shows that the local cross correlation function has a τ -dependence that has a simple form in terms of the background velocity and the limit Wigner transform. Proposition 5.1. We have
where the amplitude factor is
Here W (s,x,k) is the solution of the transport equation (4.5) with the initial condition
We remark that the amplitude A(x,k) is a quantity that depends on the background velocity, the statistics of the random fluctuations of the medium, and the spatial support and correlation of the sources. The proof of the proposition is given in Appendices A-B. In Appendix A we convert the problem with source conditions in (2.1) into a problem with initial conditions to facilitate the transport analysis. Then we use this representation and the Wigner transform to relate the wave field cross correlations to solutions of transport equations in Appendix B. The convergence is proved for the expectation of the wave field cross correlation, where the expectation is taken with respect to the distribution of the random fluctuations of the medium. In a practical context such an expectation is usually not available since we deal with only one realization of the random medium. The question of the statistical stability of the quantity of interest is here important. A statistically stable quantity is a random quantity which has small fluctuations around its expected value, and we anticipate that the cross correlation or equivalently the Wigner transform has such a property when ε → 0. Although the proof of this assertion is not yet available, there is theoretical and numerical evidence that this should be the case [3, 4, 5] . Anyway it is likely that smoothing in the (x,k)-space is necessary to get stability when ε is small but not zero, which is a manifestation of the usual trade-off between signal-to-noise ratio and resolution.
Emergence of the Green's Function in the Equipartition Regime
The following proposition shows that, if waves are coming to x in an equipartitioned way in direction and in wavenumber, then the time-derivative of the cross correlation is proportional to the symmetrized local Green's function convoluted with the time correlation function of the sources. Proposition 5.2. If the amplitude factor A(x,k) is independent of k:
where G c0 is the Green's function of the homogeneous wave equation with background velocity c 0 :
The convergence (5.4) holds weakly in y. If the sources are delta-correlated in time, then the (τ,y)-dependence of the cross correlation function is proportional to the local Green's function. If the sources are correlated, then the cross correlation function is a smoothed version of the Green's function, where the smoothing is a convolution in time with the time correlation function of the sources.
Proof. For any τ we have
and
which gives, for any test function φ(y),
Finally, comparing with
gives the result.
Emergence of the Green's Function in the Diffusive Regime
The following proposition shows that, if the waves are arriving at x in an equipartitioned way in direction, but not necessarily in wavenumber, then we can observe a smoothed version of the local Green's function. We will see in the next section that this configuration happens when scattering is strong enough and diffusion approximation for the radiative transport equation holds. Proposition 5.3. If the amplitude factor A(x,k) is independent of k/|k|:
where
Proof. For any τ we have by (5.1):
Using (5.6) this also reads
Comparing now with
We remark that for instance, if
Thus, the cross correlation function is a smoothed version of the Green's function, where the smoothing is a convolution in time with the time correlation function of the sources and a convolution in space with a function that depends on the spatial covariance function of the sources and the effective transport of energy from the source region to the observation region.
Background Velocity Estimation Without Equipartition
In the previous subsection we have shown that it is possible to estimate the local Green's function in favorable configurations (equipartition). Note that the local Green's function gives the background velocity. In this section we analyze configurations in which wave equipartition is not satisfied, which does not mean, however, that background velocity estimation is impossible. In the next proposition we give the conditions under which it is possible to estimate the background velocity given the observation of the cross correlation around x. Proposition 5.4. If for some k the amplitude factor A(x,k) is not zero and the power spectral density of the noise sourcesγ(ω) is not zero at ω = c 0 (x)|k|, then it is possible to extract the background velocity at x from the cross correlation
The background velocity c 0 (x) can be obtained by looking at the (time) Fourier transform of ∂ τ C (1) that is concentrated at ±c 0 (x)|k|:
Proof. Consider (5.1) and compute the Fourier transform in time using the fact that γ is even so thatγ(−ω 0 ) =γ(ω 0 ).
The problem is now to identify the configurations for which the amplitude factor A(x,k) is not zero. This can be done by considering the probabilistic representation of the solution of the transport equation (4.5-4.6). In the next section we distinguish different types of configurations depending on the scattering properties of the medium. 
starting from X 0 (x,k) = x and K 0 (x,k) = k. From now on we assume that the inhomogeneous region and the noise source region are within the ball B(0,R) and that the ray equations have unique solutions within the ball B(0,R). A sufficient condition is that c 0 −c C 2 is small enough (c is a constant reference background velocity). We next make the connection to the transport equations (4.5). Note first that the normalized functioñ
is a probability density function and let us assume that (X 0 ,K 0 ) has the distribution with densityΓ(x,k), moreover, that (X s ,K s ) follows the ray equations (6.1-6.2). Then the solution W d (s,x,k) of the transport equation
with the initial condition (5.3) satisfies for any test function φ:
Here the expectation E is taken with respect to the initial distribution of (X 0 ,K 0 ):
Smooth Medium
The next proposition shows that, in absence of random scattering, it is not always possible to extract the background velocity from the cross correlation. The flux of energy of the waves given by the rays issued from the sources must reach the region in which the cross correlations are evaluated. This important result was already mentioned in [10] using a geometric optics approach. Proof. In absence of scattering, the solution W of the radiative transport equation (4.5) is equal to W d solution of (6.3) and we have
where (X s ,K s )(x,k) s≥0 is the solution of the ray equations (6.1-6.2) starting from (X 0 ,K 0 ) = (x,k). In the right-hand side we make the change of variables (
where J(s,x,k) is the Jacobian of the transform (x,k) → (X s ,−K s )(x,−k) and we have used the fact thatΓ(x,−k) =Γ(x,k). Since this holds true for any test function, we have
Therefore A(x,k) is positive if and only if the ray (X s ,K s )(x,−k) s≥0 spends a positive time in the support ofΓ.
Probabilistic representation of the Transport Equations
Here we will give a probabilistic representation of the radiative transport equation (4.5). Let us assume that (X 0 ,K 0 ) has the distribution with densityΓ(x,k) and (X s ,K s ) follows the ray equations (6.1-6.2) until a random time T 1 . The distribution of this random time is:
where Σ(x,k) is the total cross section
At the time T 1 the wavevector jumps. The conditional distribution of (
so that X T1 = X T1 − . After the jump at time T 1 , (X s ,K s ) follows the ray equations (6.1-6.2) until it jumps at time T 1 + T 2 , with the conditional distribution of T 2 being
and the conditional distribution for the wavevector jump being analogous to the one above, and so on. The solution W (s,x,k) of (4.5) with the initial condition (5.
Here the expectation E is taken with respect to the initial distribution of (X 0 ,K 0 ) and the distribution of the jumps.
Weakly Scattering Medium
If scattering is weak, then W (s,x,k) can be approximated by the sum
where W 0 is the contribution of the direct waves and W 1 is the contribution of the single-scattered waves. The same approximation holds for the amplitude factor
The contribution of the direct waves is the contribution in (6.5) of the paths with no jump. It is given by
where (X s ,K s ) s≥0 follows the random dynamics (with deterministic transport and random jumps) described in Subsection 6.3. Therefore we have
where (X t ,K t )(x,k) t≥0 is a classical ray starting form (x,k) and moving according to (6.1-6.2). Note that W 0 (s,x,k) is positive if and only if W d (s,x,k) is positive. In the configurations in which the amplitude factor is zero in absence of scattering, then the amplitude factor A 0 is also zero in the presence of scattering. This is expected, since A 0 is the contribution of the direct waves.
The contribution of the single-scattered waves is the contribution in (6.5) of the paths with a single jump:
where (X s ,K s ) s≥0 follows the random dynamics described in Subsection 6.3. This gives
where (X t ,K t )(x,k) t≥0 is a classical ray starting form (x,k) and moving according to (6.1-6.2). In the expression (6.7), (x,k) is the starting point of the broken ray, t is the jump time, K t (x,k) is the angle just before the jump, and K t (x,k) + k ′ is the new angle just after the jump. The position of the particle at time s (after t) is
. From this description the following intuitive result is derived explicitly in Appendix C:
. IfR is non vanishing, then the amplitude factor A 1 (x,k) due to the single-scattered waves is not zero at (x,k) if and only if the ray starting from (x,−k) can reach the interior of the support ofΓ after one scattering event (i.e. a change in direction at some point).
This explicit geometric condition explains at which locations we can estimate the background velocity. The scatterers act as secondary noise sources, they "illuminate" a region that is determined by the scattering cross section and the wavevectors associated with rays coming in from the primary sources. Thus, the region in which we can estimate the background velocity can be significantly enlarged by the presence of scatterers.
6.5. Strongly Scattering Medium If scattering is strong, then W (s,x,k) can be approximated by a quantity independent of the direction k/|k| that satisfies a diffusion equation, according to the diffusion-approximation theory [16] . Proposition 5.3 then shows that it is possible to get the local Green's function from the cross correlation up to a smoothing kernel that depends on the correlation properties of the noise sources and on the transport properties of the random medium. The next result states this result in a quantitative way. Proposition 6.3. 1. When the distance L between the sources and the observation area around x is much larger than the transport mean free path, then the amplitude factor A(x,k) becomes independent of the direction k/|k| and we have
The smoothing kernel K x (τ,y) is given in terms of the amplitude factor A(x,k) by (5.8). 9) and the amplitude factor is given by
If, additionally,R(x,k) =r(|k|) is spherically symmetric and the background velocity has small variations around the constant valuec, then the transport mean free path
The resolution of the Green's function estimation is determined by 1) the amplitude factor A(x,k), which itself depends on the transport mean free path l * (k) and the spatial covariance of the sources through the term b 0 (k), 2) the coherence time of the noise sources. Therefore the resolution depends both on the (spatial and time) coherence of the noise sources and on the statistics of the random fluctuations of the medium.
Proof. When the propagation distance is large, the diffusion approximation can be used and W (s,x,k) can be approximated by a quantity independent of the direction k/|k| that satisfies a diffusion equation. Proposition 5.3 then gives the first part of the proposition. Here we give a simple proof of the form (6.10) of the amplitude factor when the fluctuations of the medium are statistically homogeneous and the background velocity is constant (in the region of interest). The solution of the transport equation (4.5) The transport mean free path l * (k) is given by (6.9) . Since the region of the sources is spatially limited and the observation area is far from it, we can center the reference frame to the center of the source distribution and we can approximate the initial condition by a δ-distribution in x:
This allows us to obtain a closed-form expression for the function w:
which gives the desired result. The circles are the random sources, the bottom half-space is randomly heterogeneous, the observation points x and x ′ are in the homogeneous upper half-space, and y * is the intersection of the ray going through x and x ′ with the plane x 3 = 0.
Noise Mixing Transport
In this section we consider the situation with a randomly scattering medium located in the halfspace x 3 < 0 while the halfspace x 3 > 0 is not scattering and has a slowly and smoothly varying background velocity (using the notation x = (x,x 3 )). The random sources are located in the heterogeneous halfspace x 3 < 0. We observe the wave field at two locations x and x ′ in the smooth halfspace x 3 > 0 (see Figure 7 .1). Then we can use transport theory to identify the spectrum of the wavefield at the boundary of the random medium at x 3 = 0 in order to get an expression for the cross correlation of the field at the two observation points. The following result expresses the result for the cross correlation in terms of the transport solution and the high-frequency approximation of the background Green's function. (2.7) are supported in the halfspace x 3 < 0. Let us consider two observation points x = (x,x 3 ) and
Proposition 7.1. Let us assume thatR(x,k) in (2.4) andΓ(x,k) in
x ′ = (x ′ ,x ′ 3 ) with x ′ 3 > x 3 > 0
. Then the wave field cross correlation is concentrated around the time lag T (x,x
′ ) and it can be expressed as 
Here non-degenerate ray paths have been assumed. In the case with a constant background, c 0 (x) ≡ c 0 , we have
This shows that the cross correlation between x and x ′ depends only the energy flux oriented in the direction from x to x ′ and is concentrated around the travel time from x to x ′ . This result generalizes in that the random medium could be made up of different connected subsections. Then the cross correlation would be non-zero only if the ray going through the two points intersects a subsection that is exposed to the random sources, or in the more special case that this ray intersects the source region. This result shows that we can estimate travel times for well separated points of the medium exploiting the enhanced phase space diversity in the ambient noise that has been created by the random medium. Thus, this result differs from the above ones in that it describes a situation in which one can estimate travel times at the macroscopic scale, but it is similar in that the presence of clutter significantly enhances the estimation process. We remark that the above result can now be generalized to the situation with imaging of reflectors in the slowly varying part of the medium via cross correlations. In this case one may assume measurements on an array and then compute the cross correlations in between the measurements on the array. These cross correlation traces can then be migrated in order to carry out an imaging task [10, 11, 12] .
Conclusion
We have studied the role of random scattering for Green's function estimation from cross correlations of ambient noise signals. We have considered the radiative transport regime and we have shown that random scattering improves the Green's function estimation by enhancing the directional diversity of the waves recorded by the sensors. Here the sensors are supposed to be close to each other (that is, closer than the mean free path), but the observation region can be far from the source region. In particular, in the diffusion-approximation regime, that is, when the propagation distance from the sources to the observation region is much larger than the mean free path, we have shown that the local Green's function can be estimated up to a convolution in time and space that depends on the time and space correlation of the noise sources and on the frequency dependence of the mean free path. We have also shown how a scattering layer can serve to enhance the angular spread of a noise field and therefore also correlation imaging resolution. The results serve to explain some of the recent progress made in tomography imaging based on wave field cross correlations. In particular they provide a bridge in between the situation with a partly directional wave field and a fully equipartitioned situation. The results give concrete information about imaging functional construction and resolution by explicitly providing the connection between the local Green's function and wave field cross correlations.
starting fromũ ε (t = s,x;s) = 0, ∂ tũ ε (t = s,x;s) = c ε (x) 2 f ε (s,x). Let us denote byG ε the Green's function of the wave equation with local velocity c ε (x):
(1.1) We can then express the solutionũ ε as u ε (t,x;s) = G ε (t − s,x,y)f ε (s,y)dy, and the solution v ε of (3.4) can be expressed as
Using these integral representations the cross correlation ofũ ε can be expressed in the form:
and the cross correlation of v ε can be written as
Using the above two results we then find that, for any τ
Since v ε (s,x) is zero for s < 0 we get the desired result.
Appendix B. Proof of the Fundamental Representation Formula (5.1). Let v ε andC (1) be defined as in Lemma 3.2. We know that the matrix Wigner transform (4.3) weakly converges as described in Section 4. This implies the weak convergence of the Wigner transform V ε (s,τ,x,k) = v ε s,x v ε s + ετ,x + εy e ik·y dy for τ = 0. Let us fix τ > 0. Using Kirchhoff representation formula and the fact that c ε has only small variations for propagation distances of order ε, we have to leading order in ε
The following asymptotic relations are obtained from (4.3-4.4) and the fact that
Substituting into the Kirchhoff representation formula (2.1) we find that, in the limit ε → 0:
Using the integration formulas 1 4π ∂B(0,1) e ik·zc0τ dz = sinc |k|c 0 τ ,
which also reads
We need the following elementary lemma:
Lemma B.1. If a(s,x,k) is solution of (4.5) with the initial condition (4.6) , then W (s,x,k) := a(s,x,k)ω(x,k) 2 is solution of (4.5) with the initial condition (5.3) . Proof. We have for any function φ
and for k ′ such that σ(x,k,k ′ ) = 0, we have |k| = |k ′ | and therefore φ(ω(x,k)) = φ(ω(x,k ′ )). As a consequence, if a(s,x,k) is solution of (4.5), then the function a(s,x,k)φ(ω(x,k)) is solution of (4.5) with the initial condition a(s = 0,x,k)φ(ω(x,k)).
Using (3.6) and the previous lemma we find C (1) (ετ,x,x + εy)e ik·y dy = dy
where A is defined in Proposition 5.1. By (3.5) we obtain finally
which gives the desired result.
Appendix C. Support of Single Scattering Transport Kernel. We prove in this appendix Proposition 6.2. Let us consider the expression (6.7). For a given pair (t,k ′ ), which characterizes the jump (time of the jump and wavevector jump), we make the change of variables
Here (x,k) is the starting point of the broken ray, and (x,k) is the end point. The inverse transform is:
Moreover we have:
for any t ′ ∈ (0,t):
and for any t ′ ∈ (t,s):
Substituting into (6.7) we obtain
where J(s,t,x,k,k ′ ) (for the given pair (t,k ′ )) is the Jacobian of the transform (3.1). Using the fact that σ(x,−k,−k Appendix D. Derivation of Lemma 7.1. For z ∈ R 3 letĜ ε (ω,y,z) be the fundamental solution of
with the Sommerfeld radiation condition. For x = (x,x 3 ) in the upper halfspace x 3 > 0 we denote byǦ(ω,y,x) the solution of
where x − = (x,−x 3 ). Since c ε (y) = c 0 (y) in the upper halfspace, we find by Green's second identity that, for any point z in the lower halfspace and x in the upper halfspace:
sinceǦ ω,(ŷ,0),x = 0. Since the noise sources f ε (t,z) in Eq. (2.1) are localized in the lower halfspace, we obtain
using the notationǦ
Eq. (4.1) gives a representation of the field in the upper halfspace in terms of the field at the surface. Then we find for
using the notation
for the cross correlation of the field at the surface x 3 = 0. Thus
Then, using the weak limit in Proposition 5.1 we find:
using the notation c 0 (ŷ) ≡ c 0 ((ŷ,0)) and k = (k,k 3 ). Note that the above substitution holds in a weak form. We comment on the measurement configuration that justifies this in Appendix E. By integrating in s we obtain ∂ ∂τ C (1) (τ,x,x) = ε We can also apply the high-frequency approximatioň G ω ε ,y,x ≃ α(y,x)e In the homogeneous case we have simply α(y,x) = 1 4π|x − y| , T (y,x) = |x − y| c 0 .
With the high-frequency approximation of the background Green's function we find We have a stationary phase point satisfying ∇ŷ(ωΘ) = 0 and ∂ ω (ωΘ) = 0 if and only ifŷ lies on the ray going through x and x ′ (and is outside the segment between x and x ′ ) and if τ = T (x,x ′ ) (here we use the fact that x ′ 3 > x 3 ). We denote byŷ * (x,x ′ ) the unique intersection of the ray going through x and x ′ with the surface z = 0 and by H * (x,x ′ ) the Hessian:
We assume that H * is positive definite. This holds in particular when the upper halfspace is homogeneous since x ′ 3 > x 3 and then 
