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Die schnittbildgebenden Verfahren wie Magnetresonanztomographie (MRT) und Computerto-
mographie (CT) gehören zu den wichtigsten bildgebenden Verfahren in der Medizin. Die mit
Ihnen erstellten Schnittbilder erlauben einen detailierten Einblick in die geometrische Ausdeh-
nung anatomischer oder pathologischer Strukturen im menschlichen Organismus.
Der Fachverband Elektromedizinische Technik im Zentralverband Elektrotechnik-und Elektro-
nikindustrie e.V. (ZVEI) weisst in seinem aktuellen Jahresbericht (Erscheinungsdatum der 1.
Auflage: 1. Juni 2005) mit dem Titel „Elektromedizin-Daten und Trends 2005“ [144] in einer
Statistik aus, dass die Anzahl der in Deutschland installierten MRT-Geräte sich seit dem Jahr
2000 um 38% und die der CT-Geräte um 15% erhöht hat. Dieser Wachstumstrend zeigt deut-
lich, dass die medizinische Bildverarbeitung ein fester und stetig an Bedeutung gewinnender
Bestandteil der heutigen medizinischen Diagnostik und damit direkt in den komplexen medizi-
nischen Entscheidungsprozess eingebunden ist.
Die Ziele der medizinischen Bildverarbeitung liegen in der Bereitstellung von Werkzeugen, die
dem Mediziner eine Hilfestellung bei diesem komplexen Entscheidungsprozess geben sollen.
Durch den enormen Zuwachs von schnittbildgebenden Verfahren [34, 31] in der Diagnostik in-
nerhalb der letzten Jahre, sowie durch die fortwährende Entwicklung neuer MRT-Sequenzen,
besonders im Bereich der schnellen Bildgebung sowie der 3D-Bildgewinnung, ist es nötig, im-
mer mehr Bilder in immer kürzerer Zeit zu sichten und zu beurteilen. Die präzise und verlässliche
Analyse der erzeugten Bilddatenflut durch das Auge des klinisch tätigen Arztes ist jedoch sehr
zeitaufwendig, arbeitsintensiv und somit ein Kostenfaktor von erheblicher wirtschaftlicher Rele-
vanz.
Aufgrund dieser Faktoren ist es nötig, auch im Bereich der biomedizinischen Bilddatenanalyse
neue Methoden zur kompakten Darstellung und Bearbeitung von Bilddaten zu entwickeln. Un-
abdingbare Voraussetzung hierzu sind innovative Ansätze zur automatischen Bildverarbeitung.




Die Methoden der computergestützten Bildanalyse dienen der Unterstützung und Erleichterung
der menschlichen Wahrnehmung beim Erkennen und Unterscheiden von Strukturen in unter-
schiedlichstem Bildmaterial. Um den Prozess der computergestützten Bildanalyse zu verstehen,
ist es sinnvoll, zunächst den Prozess der menschlichen Erfassung von Bildern zu betrachten
[8, 99].
Der Mensch unterteilt bei der Wahrnehmung automatisch zwischen relevanten und nicht rele-
vanten Informationen anhand bereits „Gesehenem“. Das heißt es existieren Modelle, die auf
Vorstellungen, Ideen oder Vorwissen beruhen, durch die der Mensch in der Lage ist, eine Unter-
teilung vorzunehmen.
Diese modellhafte Wissensrepräsentation spielt für die Wahrnehmung eine zentrale Rolle. Durch
sie ist der Mensch in der Lage, Objekte in unterschiedlichen Ausprägungen unabhängig von ihrer
Beleuchtung, Perspektive und räumlichen Lage sicher zu erkennen.
Die grundlegenden Wahrnehmungsphänomene, die zur Erkennung von Objekten nötig sind, kön-
nen in Anlehnung an [70] wie folgt gegliedert werden:
(i) Unterscheidung zwischen Objekt und Hintergrund: Es werden fast immer Teile eines Bil-
des als Objekte empfunden, die schärfer umrissen sind und sich massiver vor oder auf
einem Hintergrund befinden, der sich als geschlossene Einheit hinter dem Objekt erstreckt.
(ii) Objekt und das Gesetz der Organisation: Im Allgemeinen werden kleinere und geschlos-
sene Flächen als Objekt angesehen. Wenn keine weiteren Unterschiede vorhanden sind,
werden einfache, regelmäßige Flächen als Objekte erkannt.
(iii) Objektwahrnehmung durch die Kontur: Ein Objekt ist gewöhnlich von einer Kontur um-
geben, die es vom Hintergrund trennt.
(iv) Objektwahrnehmung durch Geschlossenheit: Eine geschlossene Fläche wird eher als Ob-
jekt wahrgenommen als eine unbegrenzte.
(v) Objektwahrnehmung durch gute Gestalt: Reize, die eine gute, d. h. klare und regelmäßi-
ge Gestalt bilden, werden bevorzugt. So besteht die Tendenz zur Fortsetzung bekannter
Richtungen und zur Symmetrie.
(vi) Konstanz der Wahrnehmung: Das „Konstanthalten“ der Wahrnehmung bezieht sich auf
verschiedene Merkmale, wie z. B. Helligkeit, Größe, Lage und Gestalt. Dadurch wird er-
möglicht, dass man in einer Szene die gleichen Objekte trotz sich verändernder äußerer
Bedingungen auch als gleich wahrnimmt.
Die gleichen Schritte, die für die menschliche Bilderkennung beschrieben wurden, müssen nun
für die computergestützte Bildanalyse auf ein technisches System übertragen werden. Nach [118]
müssen folgende Funktionen erfüllt werden:
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• Gruppierung einzelner Merkmale zu komplexeren Objekten
• Verwendung allgemeiner, generischer Beschreibungen
• Informationsreduktion durch Erfassung nur der wichtigen Informationsteile und Interpola-
tion fehlender Informationen
• Integration verschiedener Informationen in den Erkennungsprozess
• Übertragung des Prinzips der selektiven Aufmerksamkeit zur Konzentration auf die wich-
tigen Informationen
Bei jedem Bildanalyseprozess werden die realen Bilder in eine für die jeweilige Aufgabenstel-
lung des Nutzers abgeänderte Beschreibungsform übertragen. In dieser Beschreibungsform sind
nur noch die relevanten Bestandteile der Bildinformation enthalten. Die Unterscheidung und
Bewertung in wichtige und unwichtige Informationen erfolgt zielbezogen anhand von Vorstel-
lungen und Vorwissen im Fall des Menschen, anhand vorgegebener Modelle im Fall eines tech-
nischen Werkzeugs. Nach dem Grad der Spezialisierung können laut [118, 27] drei verschiedene
Modelltypen unterschieden werden:
(i) Spezifische Modell-Beschreibungen [118]
(ii) Generische oder allgemeine Modell-Beschreibungen [133, 39]
(iii) Übergeordnete Modell-Beschreibungen [118, 27]
Beim dritten Modelltyp handelt es sich um eine von einem bestimmten Objekt unabhängige Be-
schreibungsform, die alle geschlossenen Strukturen in einem Bild erkennt.
Für die Erkennung von Objekten oder Strukturen in der Bildverarbeitung muss die visuelle In-
formation in Verbindung mit dem in Modellen zusammengefassten Hintergrundwissen über die
Objekte bzw. Strukturen analysiert werden. Man kann diesen Bildanalyseprozess in zwei we-
sentliche Schritte zerlegen: in den Prozess der Modellierung sowie der Modell-Nutzung.
Die Modellierung erfolgt zumeist für eine bestimmte, ganz konkrete Aufgabenstellung. Üblicher-
weise erfolgt die Zuordnung zwischen Datensatz und Modell nicht auf der eigentlichen Bilde-
bene, sondern es werden abgeleitete Eigenschaften des Datensatzes genutzt. Diese abgeleiteten
Eigenschaften verkörpern nur noch die wichtigen Informationen über die Struktur.
Der eigentliche Prozess der Bildanalyse besteht dann in der Anwendung der Modellinformation
auf das Bild, wobei jedoch in der Realität ein Vergleich (Matching) zwischen dem Modell und
den abgeleiteten Bildmerkmalen stattfindet.
Nach Marr [85] besteht der visuelle Informationsverarbeitungsprozess aus drei miteinander ver-
bundenen Bestandteilen, die in einem technischen System nachgebildet werden sollen:
(i) Berechnungstheorie,
(ii) Repräsentation und Algorithmus sowie
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(iii) Implementation.
Die Berechnungstheorie bestimmt die Aufgabe der Berechnung. Die Repräsentation bezeichnet
ein formales System, welches die Information des Modells in einer für das System anwendbaren
Form enthält sowie gleichzeitig die Spezifikation, die zur Lösung des Problems genutzt werden
kann. Die durch den Algorithmus beschriebene Informationsverarbeitung beinhaltet die Ausfüh-
rung der Bildverarbeitungsaufgabe. In diesem Zusammenhang muss gleichzeitig eine geeignete
Darstellung für die Ein- und Ausgabe und die Art der Transformation gewählt werden, um vom
Eingangs- zum Ausgangsbild zu gelangen. Die Implementation beschreibt die Umsetzung des
Algorithmus auf einem Computer. Der spezifische Fall der medizinischen Bildverarbeitung weist
in vielen Bereichen Besonderheiten auf, die die Auswahl der Methoden zur Modellierung und
Analyse beeinflussen.
Zunächst sind die hier zu verarbeitenden Bildern selbst sehr komplex. Aufgrund der biologischen
Variation gibt es sehr unterschiedliche Ausprägungen ein und derselben Struktur. Zudem sind die
zu erkennenden Objekte in der Medizin häufig nicht fest, sondern deformierbar und beweglich.
Diese Faktoren machen eine spezifische Modellierung der einzelnen Erscheinungsformen einer
Struktur unmöglich. Vielmehr muss auf allgemeine Modelle zurückgegriffen werden, die sowohl
genügend strukturspezifisches Wissen als auch kontextuelles Wissen über den gesamten Daten-
satz enthalten.
Als Vorteilhaft erweist sich bei den medizinischen bildgebenden Verfahren (CT, MRT, PET,
SPECT) jedoch im Gegensatz zu fotografischen Aufnahmen, dass keine verzerrende Projekti-
on bei der Abbildung vorgenommen wird. Dadurch sind aufwendige 3D-Rekonstruktionen [35]
aus multiplen Bildern nicht nötig.
1.1.2 Funktionelle Segmentierung
Allgemein ist unter Segmentierung die Aufteilung von Elementen E mit gleichen oder ähnlichen
Eigenschaften F ∈ Rn einer Grundgesamtheit G in K Gruppen zu verstehen.
In der vorliegenden Arbeit sollen die durch die bildgebenden Verfahren erzeugten Bilddaten seg-
mentiert werden, was mit dem Begriff der Bildsegmentierung bezeichnet wird.
Die bisherigen Bildsegmentierungsverfahren verwenden überwiegend das eindimensionale Merk-
mal n = 1 Farbe zur Segmentierung der Bilddaten.
Neuere multispektrale Ansätze der Bildsegmentierung hingegen verwenden höherdimensiona-
le Merkmalevektoren, um eine Segmentierung der zugrundeliegenden Bilddaten vorzunehmen
[120, 59].
Die medizinische Bildsegmentierung weist gegenüber der Bildsegmentierung in anderen Berei-
chen, z. B. der industriellen Bildverarbeitung, einige Besonderheiten auf.
• Schwierigkeit der Abgrenzung zwischen interessierendem Objekt und Hintergrund
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• „Unschärfe der zu segmentierenden Objekte“, durch Überlagerung mit anderen Objekten
(z. B. sich überlagernde Organe)
• Verschiedenartigkeit hinsichtlich der Form und Größe durch biologische Varianz
• Extraktion nur eines bestimmten interessierenden Objekts aus einer Gruppe
• Fehlende Kontur des Objekts durch Verbindungen zu anderen Objekten über Gewebestruk-
turen
• Unmöglichkeit der Isolation des interessierenden Objektes bei „In vivo“ Verfahren
• Zeitliche Veränderung des Objekts hinsichlich seiner Lage und Größe durch biologische
Vorgänge im Körper
Der zuletzt genannte Aspekt ist aufgrund zweier Faktoren von besonderer Bedeutung. Zum einen
hat sich durch die Weiterentwicklung der Verfahren der schnellen Bildgebung (MRT) in den
letzten Jahren die Quantität der Bilddaten pro Zeiteinheit enorm erhöht, zum anderen können be-
stimmte Diagnosemethoden nur aufgrund der Analyse einer zeitlichen Bildfolge vorgenommen
werden.
Hieraus ergibt sich die Problematik einer Segmentierung hinsichtlich der zeitlichen Abfolge, d.
h. der Merkmalsvektor wird um die Dimension Zeit erweitert.
Der Begriff funktionell soll in der vorliegenden Arbeit diesem dynamischen Aspekt der Verände-
rung der ElementeE der zu segmentierenden GrundgesamtheitG über die Zeit Rechnung tragen.
Die Veränderung der Zusammensetzung der Elemente E der Grundgesamtheit G wird somit als
Funktion der Zeit t betrachtet.
Als Anwendungsbeispiel für eine funktionelle Segmentierung können die dynamischen Zusam-
menhänge bei den Transport- und Mischvorgängen im Kolon beobachtet werden. Durch die
Kontraktionen in Längs- und Querrichtung sowie durch die Lageänderung des Organs findet
ein Transport des Speisebreis statt. Um diese Mechanismen erfassen zu können, ist es nötig, ein-
zelne Haustrierungen über eine zeitliche Bildfolge hinweg zu segmentieren.
Dabei stellt die als Bildausschnitt gewählte Haustrierung die sich über die Zeit verändernde
Gundgesamtheit G dar, die es zu segmentieren gilt.
1.1.3 Strukturerhaltende Dimensionsreduktion
Strukturerhaltende Dimensionsreduktion bezeichnet einen methodischen Ansatz zur Reduzie-
rung der Anzahl der Dimensionen von hochdimensionalen Daten unter der Prämisse der Bei-
behaltung von Nachbarschaftskriterien. Sie ist ein Instrument der explorativen Datenanalyse
(EDA).
Zu den klassischen Verfahren der EDA gehören die Principal Component Analysis (PCA)1, das
1oder auch Karhunen-Lo‘eve-Transformation, Hauptkomponentenanalyse, bzw. Hauptachsen-Transformation
6 1. Einleitung
Multidimensional Scaling (MDS) [19] oder das Sammon’s Mapping [109].
In der Literatur werden diese Methoden auch unter den Bezeichnungen „feature extraction“ oder
unter dem Begriff der „Projektion auf eine Niedrigdimensionalen Unterraum“ behandelt.
Mathematisch lässt sich eine Dimensionsreduktion durch eine Abbildung bzw. durch die Projek-
tion eines Datensatzes Ω mit N Datenpunkten der Dimension p auf einen Datensatz Ω′ mit un-
veränderter Anzahl an Datenpunkten N und verringerter Dimension q beschreiben. Man spricht
von einer Projektion der Daten in einem Unterraum.
Ψ : Rp → Rq, q ≤ p (1.1)
Die Strukturerhaltung bezieht sich in diesem Zusammenhang auf das Beibehalten von Nachbar-
schaftsbeziehungen einzelner Datenpunkte zueinander.
Als häufigstes Kriterium wird hierfür die Erhaltung der Abstände der Punkte zu ihren jeweiligen
Nachbarn im Ein- und Ausgangsdatensatz verwendet.
Qualitative Aussagen können z. B. durch die Berechnung des Korrelationskoeffizienten von Pear-
son 2, durch die modifizierte Sammon Kostenfunktion [141] oder durch das Topographische Pro-
dukt [101] getroffen werden. Als Abstandsmaß wird im Allgemeinen die Euklidische Distanz
verwendet, andere Maße sind jedoch möglich.
Wesentliche Faktoren für einen sinnvollen Einsatz der strukturerhaltenden Dimensionsreduktion
sind das Vorhandensein von Korrelationen und Redundanz in den Eingabedaten.
Die strukturerhaltende Dimensionsreduktion hat gegenüber anderen Methoden der Datenredu-
zierung verschiedene Vorteile [11], wie z. B.:
• Visualisierung von hochdimensionalen Daten
• Berücksichtigung von Interaktionen und Korrelationen innerhalb der Daten
• Interpretation der Ergebnisse ohne weitere Verarbeitung möglich
• Vereinfachung großer Datenmengen
Die Algorithmen zur strukturerhaltenden Dimensionsreduktion können anhand der Vorgehens-
weise sowie der verwendeten Methode wie folgt unterteilt werden [11]:
• Nichtlineare und lineare Methoden: Lineare Methoden sind im Allgemeinen schneller
hinsichtlich der Berechnungszeit sowie robuster und leichter zu interpretieren als nichtli-
neare Methoden. Nichtlineare Methoden können jedoch oftmals komplizierte Strukturen
aufdecken, die mit linearen Methoden nicht gefunden werden.
• Überwacht und unüberwacht lernende Methoden: Bei überwacht lernenden Metho-
den wird im Gegensatz zu unüberwacht lernenden Verfahren Klasseninformation Y für
das Training(Lernen) verwendet. Überwacht lernende Verfahren eignen sich vor allen für
Klassifizierungs-Probleme [92].
2oder auch Produktmomentkorrelation
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Für das Problem der Dimensionsreduktion bei hochdimensionalen Datensätzen sind solche über-
wacht lernende Methoden relevant, bei denen n < p (n Anzahl der Datenpunkte p Dimension
der Daten) möglich ist. Unüberwachte Dimensionsreduktionsmethoden sind in der Regel für die
graphische Darstellung und das Aufdecken von Strukturen geeignet.
In Kapitel 8 der vorliegenden Arbeit wird ein neues nichtlinear unüberwacht lernendes Verfahren
zur strukturerhaltenden Dimensionsreduktion behandelt.
1.2 Arbeitsgruppe zur Kolonmotilität
Die vorliegende Arbeit wurde im Rahmen der Tätigkeit der Interdisziplinären Arbeitsgruppe von
Herrn PD. Dr. med. A. Lieneman zur Motilität des Kolon verfasst, deren Hintergründe und Ziele
im Folgenden erläutert werden.
1.2.1 Forschungsgegenstände
PD. Dr. med. A. Lienemann et al. konnten zeigen, dass es grundsätzlich möglich ist, mit Hilfe
der funktionellen Cine-MRT morphologische als auch funktionelle Parameter des Dickdarmes
räumlich aufgelöst darzustellen [13, 14].
Innerhalb ihres Ansatzes stellten sie jedoch die Folgenden methodischen Probleme fest [15]:
(i) Bisher existieren kaum Erfahrungen bezüglich der klinischen Anwendung. Durch entspre-
chende Probanden-/Patientenstudien muss daher ein für den klinischen Alltag geeignetes
und hierfür überprüftes Messprotokoll ausgearbeitet werden.
(ii) Durch geeignete Verfahren muss versucht werden, die Atembewegung des Probanden/Patienten
zu kompensieren, um die Auswirkung der Relativbewegungen auf die Lokalisation der
Dickdarmschlingen zu minimieren und den Einsatz von Bildverarbeitungsalgorithmen zu
vereinfachen bzw. zu ermöglichen.
(iii) Durch den Einsatz verschiedener, die Dickdarmaktivität positiv stimulierenden Substanzen
soll die Untersuchungszeit auf einen in der klinischen Routine vorstellbaren Zeitrahmen
reduziert werden. Weiterhin sollen durch den gezielten Einsatz verschieden starker Rei-
ze sowie durch Korrelation der Daten unterscheidbare motilitätsbeschreibende Parameter
entwickelt werden.
(iv) Es muss eine räumlich kodierte, quantitative Auswertung der Untersuchungsdaten erarbei-
tet werden.
(v) Die Motilität des Dickdarms stellt einen dynamischen Prozess dar, dessen Aktivität unter
Beachtung des Abtasttheorems in Bezug auf die zu wählenden Messintervalle beachtet
werden muss.
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(vi) Durch etablierte Verfahren zur Beurteilung der dynamischen Dickdarmfunktion z. B. Ba-
rostat oder Manometrie muss die MRT-Untersuchungsmethode bezüglich der Ergebnisse
überprüft und evaluiert werden.
(vii) Das Messprotokoll soll sowohl die Darstellung der Morphologie als auch die Funktion
des unteren Gastrointestinaltraktes enthalten. In der Kombination mit anderen funktionel-
len MRT-Untersuchungen wie z. B. mit dem Beckenboden - MRT soll es dadurch eine
möglichst umfangreiche Untersuchungsmöglichkeit erlauben.
1.2.2 Gründung der Arbeitsgruppe
Die oben genanten Faktoren (i) - (vii), jahrelange wissenschaftliche Forschung sowie die Erörte-
rung dieser Fragestellungen aus medizinischer Sicht stellten die wissenschaftliche Motivation für
Herrn PD. Dr. med. A. Lienemann dar, sich diesem neuen Forschungsgebiet intensiv zu widmen.
Die wissenschaftliche Modellierung eines derartigen Ansatzes als Basis für die erfolgreiche Ent-
wicklung von Werkzeugs zur medizinischen Diagnostik im Rahmen der biomedizinischen Bild-
datenanalyse erfordert einen interdisziplinären Forschungsansatz, in welchem sowohl medizi-
nisches Fachwissen als auch Kenntnisse der Informatik erforderlich sind. Herr PD Dr. med. A.
Lienemann gründete daher eine Interdisziplinäre Arbeitsgruppe zur Kolonmotilität bestehend aus
Medizinern (Chirurgen und Radiologen) sowie Informatikern.
1.2.3 Ziele der Arbeitsgruppe
Die Ziele der Arbeitsgruppe können wie folgt dargestellt werden:
• Übergang von den bisherigen rein statischen Methoden der MRT hin zur funktionellen
Untersuchung der dynamisch biologischen Vorgänge
• Entwicklung von schnellen MRT-Sequenzen, um eine ausreichend hohe zeitliche Auflö-
sung zu erzielen
• Ermittlung und Ableitung adäquater Parameter zur Messung der Darmmotiliät
• Evaluierung der MRT-Untersuchung im Vergleich mit etablierten Methoden wie Manome-
trie/Barostat
• Verstärkung der Dickdarmmotilität durch Einsatz verschiedener Propulsiva, um das zeitli-
che Fenster der Untersuchung zu optimieren
• Weiterentwicklung der reinen Beobachtung mittels schnell bildgebenden Verfahren (Cine-
MRT) durch modellhafte Abstraktion/Reduktion der Daten
• Überführung der Daten mit Hilfe von biomedizinischen Segmentierungsverfahren, um zu
Aussagen hinsichtlich einer diagnostischen Relevanz zu gelangen
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• Entwicklung eines Ansatzes, biomechanische Prozesse mit Hilfe mathematischer Modelle
abzubilden, um zu reproduzierbaren quantifizierbaren Aussagen zu gelangen
• Entwicklung eines computergestützten, semiautomatischen Segmentierungsverfahren als
Grundlage zur Vermessung der Kolonmotiliät
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Kapitel 2
Ziel und Aufbau der Arbeit
Die vorliegende Arbeit entstand im Kontext der interdisziplinären Arbeitsgruppe zur Motilität
des Kolons. Die Ziele der Arbeit 2.1 sind als Teilaspekte der Grundlagenforschung der von Herrn
PD. Dr. med. A. Lieneman gegründeten Arbeitsgruppe zu sehen. Im Aufbau der Arbeit 2.2 wird
die Gliederung der vorliegenden Arbeit beschrieben.
2.1 Ziel der Arbeit
Übergeordnetes Ziel der Arbeit ist eine grundsätzliche Evaluation der MRT im Hinblick auf de-
ren diagnostisches Potential zur Darstellung von Kolonmotilität und gastrointestinaler Transitzeit
unter Verwendung funktioneller Segmentierungsverfahren.
Zur Darstellung von Kolon-Motilitätsmustern existieren derzeit nur invasive Verfahren, der Ein-
satz der MRT in diesem Bereich würde einen erheblichen Fortschritt bedeuten.
Weiterhin stehen zur Ermittlung der Transitzeit des Gastrointestinaltrakts in der Radiologie bis
dato vorwiegend strahlenbelastende Verfahren zur Verfügung, der Einsatz der MRT als nicht
strahlenbelastende Verfahren würde auch hier einen Vorteil darstellen.
In dieser Arbeit soll ein computergestütztes, semi-automatisches Werkzeug zur Messung von
Kolonmotilitätsparametern und ein computergestütztes System zur Messung der Transitzeit ent-
wickelt werden.
Zu beiden Projekten, Darstellung der Kolonmotilität sowie Ermittlung der gastrointestinalen
Transitzeit, wurden initiale Probandenstudien durchgeführt, deren manuell ermittelte Ergebnisse
jeweils mit den Ergebnissen verglichen wurden, die mit Hilfe der in dieser Arbeit entwickelten
computergestützten Methoden ermittelt wurden.
2.2 Aufbau der Arbeit
In Kapitel 3 wird zunächst das Verfahren der MRT erläutert, das von der Arbeitsgruppe zur Mes-
sung der Darmmotilität und Bestimmung der Transitzeit eingesetzt wurde. Anschließend wird
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ein Überblick über die anatomischen und physiologischen Aspekte des Darms sowie seine Mo-
tilität und Peristaltik gegeben, der das biologische Untersuchungsobjekt darstellt.
Im Rahmen der Erläuterung der MRT werden die in experimentellen Studien angewandten Mes-
sprotokolle und Sequenzen beschrieben, wobei ein besonderes Augenmerk auf die schnelle Bild-
gebung sowie auf die 3D-Bildgebung der MRT gerichtet wird. Weiterhin wird auf die prinzipi-
ellen Wirkungsmechanismen des MRT-Kontrastmittels Gardolinium eingegangen. Im Anschluss
werden die im experimentellen Teil der Arbeit relevanten Bilddateiformate sowie typische Arte-
fakte, die bei der MRT entstehen können, erläutert. Insbesondere werden dabei solche Faktoren
berücksichtigt, die für eine computergestützte Auswertung von Bedeutung sind.
In Kapitel 4 werden verschiedene Verfahren zur Messung der Darmmotilität beschrieben. Zu-
nächst werden die aktuell etablierten Verfahren aufgeführt und anschließend der Einsatz der MRT
zur Erfassung von Motilitätsmustern des Kolons beschrieben. Aufbauend auf der Validierung der
MRT im Hinblick auf deren Einsatz wird ein methodischer Ansatz entwickelt.
Die verschiedenen Verfahren zur Messung der gastrointestinalen Transitzeit werden in Kapitel 6
aufgezeigt. Ein Überblick über die derzeit verwendeten Verfahren gibt einen Eindruck des ak-
tuellen Stands der Technik. Dabei wird eine Unterscheidung der radiologischen Methoden in
nuklearmedizinische sowie röntgenologische Verfahren vorgenommen.
Im Anschluss wird ein neues radiologisches Verfahren zur Erhebung der oralanalen Transitzeit
mittels Kontrastmittel gefüllter Kapseln vorgestellt.
In Kapitel 8 wird auf der Grundlage der selbstorganisierenden Karten (SOM) der XOM-Algorithmus
erläutert. Weiterhin wird ein Verfahren zur optimierten Berechnung des XOM-Algorithmus in
Bezug auf große Datenmengen vorgestellt. Eine mögliche Implementierung des Verfahrens wird
im Anschluss daran aufgezeigt. Abschließend werden zwei Computersimulationen besprochen
und deren Ergebnisse diskutiert.
Schließlich werden in Kapitel 9 die Anwendungsergebnisse der Kolon Motilitätsmessung mit
Hilfe der MRT vorgestellt. Ebenso werden die Ergebnisse der Computer-Assisted Diagnosis
Software zur Bestimmung der gastrointestinalen Transitzeit in Beziehung zu einer manuellen
Auswertung der Bilddaten gesetzt.
Kapitel 3
Hintergrund
Die grundlegenden anatomischen und physiologischen Aspekte des Kolons 3.2 sind zum Ver-
ständnis der Entwicklung neuer Methoden zur Darstellung von Motilität nötig. Die MRT 3.1
wird in der Arbeitsgruppe als nichtinvasive bildgebende Untersuchungsmethode zur Darstellung
des Kolons eingesetzt.
3.1 Magnetresonanztomographie
Die funktionelle Bildgebung 3.1.1 als junge Technik der MRT ermöglicht eine zielgerechte Dar-
stellung dynamischer biologischer Abläufe. Die derzeit eingesetzte schnelle Bildgebung unter
Verwendung der Gradientenechosequenztechnik 3.1.2 mit z. B. einer HASTE (Half-Fourier ac-
quisition single-shot turbo- spin-echo) oder 3D-TrueFISP (Fast Imaging with Steady-state Pre-
cession) Sequenz bildet dazu die Grundlage. Die gennanten Sequenzen werden auch für die
Dreidimensionale Bildgebung 3.1.3 verwendet.
Als Markersubstanz für das in der vorliegenden Arbeit neu entwickelte Verfahren zur Ermittlung
der Transitzeit wird das MRT-Kontrastmittel 3.1.4 Gadolinium (DPTA) eingesetzt. Das DICOM
Dateiformat stellt den Standard für die derzeit eingesetzten medizinischen Bilddateiformate 3.1.5
dar. Die Bildqualität der MRT sowie allgemeine und spezifische Bildartefakte werden in Ab-
schnitt 3.1.6 behandelt.
Auf die speziellen physikalischen und technischen Fragestellungen der MRT wird nicht ein-
gegangen. Hierzu wird auf die Literatur [90, 105, 76, 137, 46] verwiesen. Die physikalischen
Grundlagen werden z. B. in Haken [43] detailliert behandelt. Eine umfassende Übersicht über
die bei verschiedenen medizinischen Fragestellungen eingesetzten Sequenztypen findet sich z.
B. bei Reiser [104].
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3.1.1 Funktionelle Bildgebung
Aufgrund der stetigen Weiterentwicklung der bildgebenden Verfahren und die daraus resultie-
rende Verbesserung der Aufnahmeparameter wie Aufnahmegeschwindigkeit, Verbesserung der
Bildauflösung sowie die gleichzeitigen Verbesserungen des „Signal zu Rausch Verhältnisses“
(SNR) der Bilder, ergeben sich eine Vielzahl von neuen Anwendungsgebieten. Dazu gehören
z. B. die MRT-Angiographie, die fMRT sowie die funktionelle Darstellung der Herzphasen mit
Hilfe von MRT-Tagging-Verfahren.
Doch nicht nur die MRT sondern auch die anderen bildgebenden Verfahren wie CT oder Ultra-
schall unterliegen ständigen Verbesserungen. Auch dort spricht man von funktioneller Bildge-
bung bei der Darstellung von funktionellen biologischen Zusammenhängen.
In Abbildung 3.1 aus [113] ist der Zusammenhang zwischen den einzelnen bildgebenden Ver-
fahren und ihrer biologischen Relevanz dargestellt. Durch die oben beschriebenen technischen
Verbesserungen wird es möglich, abgesehen von der statischen Darstellung, auch funktionelle
Zusammenhänge darstellen zu können. Die Abbildung 3.1 veranschaulicht dies, durch Einord-
nung der MRT weg von der Anatomie und hin zur Biologie.
Ausgehend von diesem Trend wurde in der vorliegenden Arbeit die Cine-MRT, die ein Verfah-
Abbildung 3.1: Einordnung der unterschiedlichen medizinischen bildgebenden Verfahren im Zu-
sammenhang mit den biologisch relevanten Parametern [113]
ren der funktionellen Bildgebung ist, als Technik zur Darstellung der Darmmotilität verwendet.
Diese Technik beruht auf der wiederholten Aufnahme einer zuvor festgelegten Bildsequenz über
eine ebenfalls zuvor festgelegte Zeitspanne.
Zur Auswertung werden die Bilder anschließend zeitlich sowie nach ihrer jeweiligen Schichtpo-
sition sortiert.
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Werden diese Bilder wie bei einer Filmrolle zeitlich hintereinander abgespielt, ist es möglich,
verschiedene funktionelle sowie morphologische Aspekte darzustellen und zu beurteilen.
Zu beachten dabei ist, dass beim Abspielen der Bilder der zeitliche Ablauf berücksichtigt wer-
den muss, d. h. um ein für den Betrachter „flüssiges“ Bild zu erhalten, werden die Bilder meist
schneller abgespielt (ca.15 fps) als die ursprüngliche Aufnahmegeschwindigkeit, dadurch kann
es zu einer fehlerhaften Einschätzung der zeitlichen Zusammenhänge kommen.
Durch den Einsatz der funktionellen MRT konnten bereits verschiedene funktionelle Mechanis-
men z. B. im Bereich der Magenentleerung [115, 2, 116] dargestellt werden. Erste Ansätze zur
Verwendung dieser Bilddaten als Grundlage zur mathematischen Simulation von Transport- und
Mischvorgängen im Magen werden in [95] dargestellt.
3.1.2 Gradientenechosequenz und schnelle Bildgebung
Durch den Einsatz der Gradientenechosequenz (GE-Sequenz) konnten die Aufnahmegeschwin-
digkeiten der MRT erheblich gesteigert und somit verschiedene neue Anwendungsgebiete für die
MRT erschlossen werden.
Der wesentliche Unterschied gegenüber Spin-Echo-Sequenzen (SE-Sequenz) besteht in der Ver-
wendung eines sehr viel kleineren Flipwinkels α < 90o, durch den das Spinsystem der Atome
aus dem Gleichgewichtszustand gebracht wird.
Im Gegensatz zu SE-Technik wird kein 180o Impuls zur Refokussierung verwendet, sondern der
umgepolte Auslesegradient wird zur Rephasierung der Spins sowie zur Erzeugung der Echos
eingesetzt.
Durch diese Vorgehensweise lässt sich die Repetitionszeit TR wesentlich verringern, wodurch
eine erheblich geringere Aufnahmezeit erzielt werden kann. Bei der Verwendung sehr schneller
Gradientensequenzen, können Repetitionszeiten im Bereich von Millisekunden (ms) erzielt wer-
den, welches die Zeit der Untersuchung entsprechen verkürzt.
Ein weiterer Vorteil für den Patienten ist die geringere Energie Exposition des zu untersuchenden
Gewebes.
Mit der Gradienten-Technik können alle üblichen Bildgewichtungen wie Protonendichte (PD),
T1 sowie T2 durch geeignete Wahl der Parameter erstellt werden.
Nachteilig ergibt sich bei Gradientenechosequenzen, dass Magnetinhomogenitäten nicht kom-
pensiert werden, im Gegensatz zu einem 180o Impuls bei einer SE-Sequenz, d. h. die Relaxati-
onszeit T2 kann nicht exakt bestimmt werden. Daher können bei Gradientensequenzen magneti-
sche Suszeptibilitätsartefakte auftreten.
HASTE-Sequenz
Die HASTE-Sequenz stellt eine spezielle Gradientenechosequenz dar, bei der die Spiegelsymme-
trie des K-Raums genutzt wird, um eine Steigerung der Aufnahme-Geschwindigkeit zu erzielen.
Der Ablauf der Sequenz ist der einer Gradientensequenz, mit dem Unterschied das nur 60% des
K-Raums beschieben wird.
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Durch die Invertierung des Schichtselektionsgradienten Gz im Anschluss an den HF-Impuls wird
die durch ihn verursachte Dephasierung wieder rückgängig gemacht.
Durch das Schalten des Phasenkodiergradienten Gy und des Auslesegradienten Gx erfolgt die
Ortskodierung in der x- und y-Richtung. Um die Dephasierung der Quermagnetisierung zu kom-
pensieren, wird Gx erneut invertiert geschalten. Das in der Empfangsspule induzierte Signal wird
als Gradienten Echo bezeichnet.
Der Vorteil dieser Aufnahme-Technik liegt in der Geschwindigkeit. Eine Aufnahme kann in-
nerhalb von weniger als einer Sekunde angefertigt werden. Wo durch es möglich ist nahezu
artefaktfreie Bilder auch ohne Atemanhaltetechnik anzufertigen. Durch die schnelle Akquisition
ist diese Technik auch für nicht kooperative Patienten geeignet.
Nachteilig wirkt sich bei der HASTE-Sequenz der T2-Abfall während der Akquisition multipler
Echos aus, er führt zu einer „Verwischung“ in den Bildern. Eine T1-gewichtete Aufnahme ist bei
der Verwendung einer HASTE-Sequenz nicht möglich.
3D-TrueFISP
Bei der durch Oppelt et al. 1986 [93] vorgestellten TrueFISP Sequenz wird der Gleichgewichts-
zustand (Steady State) der Quermagnetisierung genutzt. Dazu werden die dephrasierenden Gra-
dienten nach dem Auslesen der Echos in Phasenkodierungsrichtung kompensiert, indem umge-
kehrt gepolte Gradienten (Gradientenspoiler) geschaltet werden (siehe Abbildung 3.2).
Das Steady State Signal ist eine Funktion des Flipwinkels α sowie der Relaxationszeiten T1 und
T2. Es ergibt sich aus
STF =M0
1− E1
1− (E1 − E2) cosα− E1E2 (3.1)
mit E1, 2 = e
TR
T1,2 und M0 der Spin Polarisierung [60].
Zum Auslesen eines kompletten MRT-Bild wird das in Abbildung 3.2 dargestellte Pulsdiagramm
der FISP-Sequenz mit unterschiedlichem Phasenkodiergradienten Gy mehrfach wiederholt. Durch
eine entsprechende Wahl der Sequenzparameter TR, TE sowie des Flipwinkels α wird die Ge-
wichtung1 der Aufnahme bestimmt.
Zur Akquirierung eines 3D-Datensatzes wird ein starker Gradient zu Beginn der Sequenz im
gleichen Augenblick zum RF Impuls geschalten. Dabei wird das komplette Volumen (SLAP)
von dem Impuls durchdrungen, wodurch auch bei extrem dünnen Schichten keine Lücken zwi-
schen den einzelnen Schichten zu erwarten sind. Aufgrund der homogenen Magnetisierung des
Gewebes kann ein Partial-Volumen-Effekt ausgeschlossen werden.
In verschiedenen Studien [124, 25, 73] wurde gezeigt, dass die 3D-Bildgebung ein besseres SNR
sowie Kontrast zu Rausch Verhältnis (CNR) gegenüber anderen schnellen 2D-MRT-Sequenzen
wie z. B. der FLASH Sequenz aufweist.
1Eine 3D-TrueFISP Sequenz weist immer einen T1/T2 Mischkontrast auf.
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Abbildung 3.2: TrueFISP Schematisches Sequenzdiagramm [18]
3.1.3 Dreidimensionale Bildgebung
Die dreidimensionale Bildgebung bei CT und MRT hat in den letzten Jahren ein enormes Poten-
zial entwickelt. Als Begründung kann hier ebenfalls die fortwährende Verbesserung der Aufnah-
metechniken genannt werden. Insbesondere durch die Verbesserung der räumlichen Auflösung
in z-Richtung bei der CT und der Etablierung von Hochfeld-MRT-Geräten, sind heute Schich-
tabstände von unter 1mm möglich.
Dies führt zur Verbesserung der räumlichen Kohärenz zweier benachbarter Voxel sowie zur Ver-
ingerung des Partial-Volumen-Effekts. Dadurch lassen sich Anwendungsgebiete erschließen, die
teilweise bis dato nur experimentell oder mit nur unzureichender Qualität möglich waren.
Bei der CT z. B. können mittlerweile ausgehend von den axialen Schnitten beliebige Schnit-
teebenen ohne einen nennenswerten Verlust an Bildqualität aus den dreidimensionalen Daten
rekonstruiert werden [129, 52].
Weitere Anwendungen wie die virtuelle Koloskopie [6, 125], 3D-Operationsplanung [28, 72]
oder Rotationsangiographie gehören immer häufiger zu den in der Medizintechnik eingesetzten
Verfahren.
Als ökonomisch relevanter Faktor ist hervorzuheben, dass durch die kontinuierliche Leistungs-
steigerung bei Personal Computern (PC) hinsichtlich deren Speicherkapazität und Leistungsfä-
higkeit der Grafik-Hardware, teure spezial Hardware immer seltener erforderlich ist, um 3D-
Anwendungen einsetzen zu können [29]. Diese Kostensenkung führt zu einer größeren Verbrei-
tung und zu einem häufigerem Einsatz der 3D-Bildgebung.
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3.1.4 MRT-Kontrastmittel
Um einen höheren Kontrast bei der MRT-Bildgebung zu erzielen, werden in unterschiedlichen
Anwendungen kontrastverstärkende Substanzen eingesetzt.
Durch die Verwendung von Kontrastmitteln kann die Sensitivität sowie die Spezifität für be-
stimmte medizinische Fragestellungen verbessert werden.
Bei der MRT wird vorwiegend die seltene Erde Gadolinium-Diethylentriaminepentaacid (Gd-
DTPA) eingesetzt. Die chemische Struktur GD-DPTA ist in Abbildung 3.3 dargestellt.
Ein wesentlicher Vorteil gegenüber anderen Kontrastmitteln, die z. B. bei der CT eingesetzt wer-
den, ist in der guten Verträglichkeit von GD-DPTA zu sehen, da es nur in äußert seltenen Fällen
zu Unvertraglichkeitsreaktionen kommt [104].
Die Funktionsweise der Kontrastverstärkung von Gadolinium lässt sich auf zwei wesentliche
Abbildung 3.3: Gd3+ ˝Udiethylenetriaminepentaacetate (Gd-DTPA)
Mechanismen zurückführen (siehe [103]):
Man unterscheidet zwischen einer Äußeren (R2) und eine Inneren (R1) Sphärischen Relaxati-
on. Bei der Äußere Relaxation handelt es sich um einen Fernwirkungsmechanismus der Ato-
me mit der Materie. Der innere Wirkungsmechanismus wird durch die Wasserstoffmolekühl-
Brückenbildung mit den Eisenionen der Gardoliniumverbindung ausgelöst. Dieser innere Wir-
kungsmechanismus kann durch das Solomon-Bloembergen-Morgan (SBM) Theorem modelliert
werden [145].
Als Gesamtwirkungsmechanismus ist die Summe Robs = R1 + R2 der beiden in etwa gleich
großen Wirkungsprinzipien zu sehen [145].
Für die Bildgebung relevant ist dabei die verkürzte T1-Zeit, die durch die Wechselwirkungs-
energie zwischen den Gd-Ionen und den Protonen hervorgerufen wird. Bei einer T2-gewichteten
Sequenz kommt es zu einer Signalabnahme aufgrund der schnelleren Dephasierung der Spins
[103]. Bei der Verwendung einer hohen Konzentration von Gadolinium kann es zu einer Signa-
lumkehr kommen.
3.1.5 Bilddateiformate
Die Archivierung von medizinischen Bilddaten erfolgt in den radiologischen Abteilungen der
Kliniken heutzutage in einem sog. Picture Archiving and Communication System (PACS).
Diese Systeme bestehen aus einem komplexen Computernetzwerk, welches verschiedene Auf-
gaben und Funktionen leistet. Zu diesen Aufgaben gehören z. B.: Gewährleistung der Integrität
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der Daten, schneller Zugriff auf Voruntersuchungen, schneller Zugriff auf unterschiedliche Mo-
dalitäten, Sicherheitsmechanismen, Langzeit-Archivierung usw.
Um diese verschiedenen Funktionalitäten gewährleisten zu können, wurde 1983 damit begonnen
ein einheitliches Bilddateiformat zu spezifizieren [56]. Der zurzeit aktuelle Stand der Version
3.0 wurde 1993 unter dem Namen DICOM (Digital Imaging and Communication in Medicin)
verabschiedet. Er stellt eine Weiterentwickelung des ACR/NEMA 2.0-Standard dar.
Einige Besonderheiten sowie der allgemeine Aufbau dieses Dateiformat werden im Folgenden
erläutert.
Im Anschluss daran wird auf die Verwendung von proprietären Dateiformaten in der Medizini-
schen Bildverarbeitung eingegangen.
DICOM-Dateiformat
Bei dem DICOM Format handelt es sich um ein komplexes medizinisches Bilddateiformat, da es
abgesehen von den Bilddaten eine Vielzahl an unterschiedlichen Parametern und Mechanismen
wie z. B. Serviceklassen, Übertragungsprotokolle und Sicherheitsaspekte beinhaltet.
Um einen groben Überblick über die verschiedenen Bestandteile des DICOM-Standards zu er-
halten ist in der Abbildung 3.4 eine Aufteilung der 16 Bestandteile des Standards dargestellt. Die
einzelnen Teile der Spezifikationen und Standardisierungen die in den Dokumenten dargelegt
werden beziehen sich auf die Insgesamt neun der in folgenden Aufzählung angetragenen Stan-
dardgruppen [56].
Zu den für die medizinische Bildverarbeitung relevanten Gruppen gehören: Akquisition, Image
Representation und Pixel Data.
• Command: Gerätesteuerung und Kommunikation
• Identifying: Identifikation der Bilddaten
• Patient: Patienteninformation
• Akquisition: Aufnahmegerät und Methode
• Relationships: Kontext der Aufnahme
• Image Representation: Informationen zur Bildwiedergabe
• Text: ASCII-Text
• Overlay: Overlaydaten
• Pixel Data: eigentliche Bilddaten.
Um eine große Anzahl an unterschiedlichen Datentypen in einem Dateiformat speichern zu
können bedarf es einer Kapselung der Information. Zu diesem Zweck werden flexible Daten-
strukturen benötigt, in denen die heterogenen Informationen gespeichert werden können.
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Abbildung 3.4: Die 16 Bestandteile des aktuellen DICOM-Standards 3.0.
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Abbildung 3.5: DICOM-Datensatz und DICOM-Elementstruktur
Bei dem DICOM Format wird das in der Abbildung 3.5 dargestellte sog. Tag-Basierte Kodie-
rungsschema verwendet.
Ein DICOM-Datensatz (Data Set) ist grundsätzlich in Daten-Objekte (Data element) unterteilt.
Jedes dieser Daten-Objekte ist wiederum in fünf Felder gegliedert:
(i) Gruppen Nummer (Group Number), Element Nummer (Element Number):Durch
diese beiden 16 Bit Schlüssel (TAG) ist das Daten-Objekt eindeutig identifizierbar. An-
hand dieser Identifikation wird eine korrekte Weiterbehandlung des Objektes ermöglicht.
(ii) Daten Type (Value Representation): Anhand dieses Feldes wird der Daten Type des
Wertefeldes festgelegt.
(iii) Daten Längen (Value Length): In diesem Feld ist die Länge des Wertefelds kodiert.
(iv) Daten Feld (Value Field): In diesem Feld sind Daten des Objektes abgelegt.
Durch die sog. Tags die jeweils aus einer Gruppen- und einer Elementnummer bestehen können
die Informationen mit Hilfe eines Wörterbuchs decodiert werden.
Unter einem Wörterbuch ist in diesem Zusammenhang eine Liste mit sämtlichen, gültigen im
Standard definierten Gruppen- und Elementnummer zu verstehen.
Gerade Nummern kennzeichnen Tags die in jedem Fall enthalten sein müssen sog. Pflicht-Tags.
Wahlfreie Tags mit einer ungeraden Gruppennummer enthalten herstellerspezifische Informatio-
nen die nicht mit Hilfe des Wörterbuches behandelt werden können aber ein gültiges Tag Format
darstellen.
Um die Informationen eines speziellen Wahlfreien Tags interpretieren zu könne wurde in dieser
Arbeit ein Interpreter implementiert (siehe Anhang B).
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Proprietäre Dateiformate
Viele Anwendungen benötigen die umfangreiche Funktionalität die der DICOM Standart zur
Verfügung stellt nicht oder nur teilweise. Aus diesem Grund wurden verschiedene proprietäre 2
Dateiformate spezifiziert, die vorwiegend in der medizinischen Forschung verwendet werden
Die Vorteile die sich gegenüber dem DICOM Format ergeben, im Bereich der medizinischen
Bildverarbeitung, lassen sich z. B. anhand der folgenden Punkte darlegen:
• geringere Komplexität der Datenstrukturen
• geringere Implementierungs-Aufwand zum Bearbeiten der Daten nötig
• geringerer Überhang an Meta Daten
• bessere Kompatibilität zwischen unterschiedlichen Systemen erleichtert
• einfacherer Anonymisierung durchführbar
In der vorliegenden Arbeit wurde zusätzlich zu dem DICOM Format dasAnalyzeTM -Dateiformat
verwendet. Eine Beschreibung der wichtigsten Parameter diese Dateiformats wird in z. B. [143]
gegeben.
Eine Zusammenfassung und Auflistung verschiedener Quellen sowie Werkzeugs, zum Thema
medizinischer Bilddaten können auf der Webseite „Medical Image Format FAQ“ unter http://dclunie.com/medical-
image-faq/html/ gefunden werden.
3.1.6 MRT-Bildqualität und Bildartefakte
Bei der Computer Tomographie (CT) wird der Wertebereich der Grauwerte durch die Verwen-
dung von Gleichung 3.2 in Houndsfield Einheiten umgerechnet. Durch diese Umrechnung sowie
durch den Bezugspunkt Wasser lassen sich verschiedene Grauwertbereiche auf unterschiedliche
biologische Substanzen aufteilen.
Weiterhin ist durch die Wahl des Grauwerte Darstellungsbereichs (Fensterung durch Angabe des
Minmal und Maximal abzubildenden Grauwerts ) eine selektive Darstellung möglich.
Im Gegensatz zur CT existiert bei der MRT keine eindeutige Aufteilung der Grauwerte zu ver-
schiedenen Gewebetypen oder anderen Biologischen Substanzen. Die Steuerung der Kontraste
zur Unterscheidung von verschiedenen Strukturen erfolgt durch die Wahl der MRT-Sequenz so-
wie der Sequenzparameter. Es wird unterschieden zwischen T1-, T2- und protonendichte (PD-)
gewichteten Bildern. Der Dynamikbereich der Grauwerte bei dem MRT liegt bei einer vergleich-
baren Größenordnung (12-16 Bit) wie bei der CT.
CT (x, y) =
(µ (x, y)− µH2O)
µH2O
∗ 1000 [HU ] (3.2)
2Von einem proprietären Dateiformat kann man auch beim DICOM Format sprechen wenn man die herstel-
lerspezifischen Einträge der besprochenen privaten Tags berücksichtigt, durch die die Transparenz des Standards
verloren geht.
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Zur Beurteilung der Bildqualität von MRT-Bildern müssen unterschiedliche Faktoren berück-
sichtigt werden. Eine generelle Aussage ist im Allgemeinen schwierig zu treffen, da durch die
große Anzahl an unterschiedlichen Sequenzen ein breites Spektrum an unterschiedlichen Bildern
erstellt werden kann. Die Qualität der Bilder muss dann jeweils einzeln, subjektiv im Kontext der
medizinischen Fragestellung beurteilt werden.
Allgemeine quantitative Faktoren und Parameter, die einen Einfluss auf die Bildqualität haben,
und unabhängig vom MRT-Sequenztype und der Fragestellung sind, sind Signal-zu-Rausch-
Verhältnis (SNR), Kontrast-zu-Rausch-Verhältnis (CNR), Grauwertinhomogenitäten sowie Si-
gnalschatten.
Faktoren, die eine Einfluss auf die Bildqualität nehmen, werden in der Bildverarbeitung Arte-
fakte genannt. Eine allgemeine mathematische Modellierung dieser Bildstörungen ist durch 3.3
gegeben [122].
In(~x) = I(~x) ∗ f(~x) + n(~x) (3.3)
Dabei bezeichnet n(~x) weißes gausssches Rauschen, welches unabhängig von der Störung in
jedem Bild vorhanden ist. Zusätzlich kommt es jedoch zu einer lokalen und/oder globalen Mo-
dulation des Bildes, was durch die Funktion f(~x) dargestellt wird. Ein Ansatz zur Verbesserung
der Bildqualität liegt nun darin, die im Allgemeine ortsabhängige Störfunktion f(~x) zu kom-
pensieren. Geht man vom Fall eines rauschfreien Bild aus, so dass I(~x) die exakte Intensität
des Bildpunktes widerspiegelt und dabei als unabhängige normalverteilte Zufallsvariable inter-
pretiert werden kann, ist es möglich Gleichung 3.4 durch Logarithmieren Iˆ (~x) = log (I (~x))
umzuformen.
Iˆn(~x) = Iˆ(~x) + fˆ(~x) (3.4)
Um eine Verbesserung der Bildqualität zu erzielen, versucht man ein geeignetes Modell für die
nunmehr Additive Störung fˆ(~x) zu finden.
Ausführlich wird dieser Komplex in [122] erläutert sowie ein methodischer Ansatz vorgestellt.
Auch die „NN3-Methode“ zur Reduktion von Intensität und Inhomogenitäten wird dort behan-
delt.
Weitere Verfahren zu Reduktion der Auswirkungen von speziellen Artefakten sind in [53, 7, 106,
30] zu finden.
In der Abbildung 3.6 ist eine in Anlehnung an [46] nach Ursachen aufgeteilte Darstellung der
bei der MRT typischerweise Auftretender Artefakte zu sehen.
Im Folgenden werden zwei für diese Arbeit relevante Artefakte vorgestellt.
Bewegungsartefakte
Zu Bewegungsartefakten kommt es durch eine relative Bewegung zwischen dem Aufnahmesy-
stem und dem abzubildenden Objekt.
Man unterscheidet dabei zwei Arten von Bewegungsartefakten: zum Einen periodische Flussbe-
wegung in den Gefäßen und zum Anderen zufällige, in- und extrinsische Bewegungen der Mus-
keln.
Für spontane extrinsische Bewegungen werden unterschiedliche Techniken verwendet, um die
Artefaktbildung zu verringern.
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Abbildung 3.6: Einteilung der bei der MRT vorkommenden Bildartefakte in Anlehnung an [46].
Eine weitere Unterteilung kann dahingehend getroffen werden, durch wen das Artefakt erzeugt
wird, d. h. vom Aufnahmensystem oder vom Patienten.
Techniken, die in dieser Arbeit eingesetzt wurden, waren zum Einen die Atemanhalte-Technik
sowie die Triggerung der Aufnahme anhand der horizontalen Lage des Zwerchfelles.
Bei der erstgenannten Methode wird der Proband nach vorausgegangener Hyperventilation auf-
gefordert, beim nächsten folgenden Atemzug die Atmung zu unterbrechen. Innerhalb dieser
Atempause werden dann die Bilddaten generiert. Diese Technik eignet sich nur für kurze Se-
quenzen, wobei jedoch durch die heute übliche schnelle Bildgebung während einer Respirati-
onsphase von 4s ein komplettes Abdomen mit 40 Schichten aufgenommen werden kann (siehe
Kapitel 7).
Bei der zweiten Methode muss die horizontale Lage des Zwerchfells bestimmt werden. Dazu
wird durch zusätzliche Aufnahme Impulse analog zum M-Mode des Ultraschall ein eindimen-
sionales MRT-Bild3.7 erzeugt. In diesen, während des gesamten Ablaufs der Untersuchung fort-
während akquirierten Bildern, wird die lage des Kontrastsprungs (hier Lunge mit Luft versus
Oberbauch mit Leber beim Ultraschall) ermittelt und zur Triggerung der MRT-Zielaufnahme
verwendet.
Eine mathematische Korrektur von Bewegungsartefakten gestaltet sich im Allgemeinen schwie-
rig. Ansätze werden durch Haitham et al. [1] gegeben.
Bei der zweiten Art von Bewegungsartefakten, den gewollten Bewegungen, spielen meist situati-
onsbedingte Ursachen eine Rolle, wie z. B.: Klaustrophobie oder Unwohlsein. Eine Verbesserung
kann hier nur in Absprache mit dem Patienten erfolgen.
Inhomogene Fettsättigung
Zur Erzielung eines optimalen Signal-zu-Rausch-Verhältnisses sowie zur Erhöhung der Aufnah-
megeschwindigkeit wurden in der vorliegenden Arbeit zirkular polarisierte Oberflächenspulen
für die abdominellen Aufnahmen verwendet.
Dabei kann es zu inhomogenen Sättigungseffekten am Rand des 3D-Volumens kommen. Ein
typisches Artefakt ist in der Abbildung 3.8(a) dargestellt. Bei dieser Aufnahme handelt es sich
um ein Schnittbild einer T1-gewichteten Flash Sequenz des Abdomens. Durch die randständige
inhomogene Fettsättigung des Volumens kommt es im unteren Bereich (siehe schwarzer Pfeil
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Abbildung 3.7: Momentaufnahme des MRT Echtzeit-Monitorings der sinusförmigen Bewegung
des Zwerchfells.
in Abbildung 3.8(a)) zu heterogenen Anhebungen der Helligkeitswerte der Bildpunkte bzw. der
Voxel. Aufgrund dieses Phänomens kommt es insbesondere bei der in Abbildung 3.8(b) darge-
stellten MIP-Projektion der Daten zu Überblendungen und damit zu Problemen bei der in Kapitel
7.2.2 dargestellten Methode.
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(a) Schnittbild aus einer T1-gewichteten 3D-Flash Se-
quenz
(b) 3D-MIP-Ansicht der T1-gewichteten 3D-Flash Se-
quenz
Abbildung 3.8: Ein Typisches durch randständige inhomogene Fettsättigung erzeugtes Artefakt
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3.2 Anatomische und physiologische Aspekte des Kolons
Die relevanten anatomischen und physiologischen Merkmale des Kolons 3.2.1 bilden die Grund-
lage für das motorische System. Die Motilität und Peristaltik 3.2.2 beschreibt den mechanischen
Transport der Nahrung durch die verschiedenen Darmsegmente, wobei die makroskopischen und
mechanischen Eigenschaften im Vordergrund stehen.
3.2.1 Anatomie des Kolons
Unter dem Begriff Gastrointestinaltrakt werden alle an der Verdauung beteiligten Organe zu-
sammengefasst. Der Dickdarm stellt das letzte Glied in der Kette von Organen dar, die die aufge-
nommene Nahrung verdauen. Die Hauptaufgabe des Dickdarms besteht dabei in der Absorption
von Wasser, Kohlehydraten und Elektrolyten. Er kann grundlegend in die folgenden Abschnitte
unterteilt werden, die den Dünndarm rahmenförmig umgeben (siehe Abbildung 3.10):
• Kolon ascendens (sekundär retroperitoneal)
• Kolon transversum (intraperitoneal mit Mesokolon transversum)
• Kolon descendens (sekundär retroperitoneal)
• Kolon sigmoideum (intraperitoneal mit Mesosigmoideum)
Zusätzlich zählt man zum Kolon das Caecum mit dem Appendix vermiformis sowie das Rec-
tum mit der Ampulla recti.
Anatomisch bezeichnet man als Dickdarm den Abschnitt des Darmes von der Bauhinschen-
Klappe bis zum Anus. Die Länge dieses Hohlorgans beträgt im Durchschnitt zwischen 1,5 -
1,8 m.
Die Darmwand besteht aus drei Schichten, die durch zwei Bindegewebsschichten miteinander
verwachsen sind. Vom Dünndarm lässt sich der Dickdarm histologisch durch die so genann-
ten Lieberkühn’schen Krypten unterscheiden. Dabei handelt es sich um ca. 0,4 - 0,5 mm tiefe
Krypten, die im Inneren mit zahlreichen Becherzellen belegt sind. Als makroskopische Unter-
scheidungsmerkmale sind die Appendices epiploicae zu sehen. Diese Ausstülpungen der Serosa
des Dickdarms dienen der Speicherung von Fett und ermöglichen eine gute Beweglichkeit des
Kolons.
Weitere Merkmale des Kolons sind die Längs- und Ringmuskulatur. Bei der Längsmuskulatur
unterscheidet man drei Arten von ca. 1 cm breiten Muskelbänder, die sogenannten Taenien.
• Taeniae liberae: freie Taenien
• Taeniae omentales: am Ansatz des Omentum majus
• Taeniae mesocolicae: am Ansatz des MesoKolons
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Abbildung 3.9: Merkmale des Kolons
[54]
Abbildung 3.10: Ansicht des Kolon-
rahmens von ventral [54]
Sie verlaufen parallel zueinander an der Außenwand des Kolons. Bei einer Kontraktion dieser
Muskelstreifen kommt es zu einer Verkürzung des Dickdarms.
Als Haustren bezeichnet man Ausbuchtungen des Kolons, die durch die Kontraktionen der Mus-
kulatur hervorgerufen werden. Die sich zwischen den Haustren befindenden Einschnürungen
oder Kontraktionsfalten werden im Darmlumen als Plicae semilunares coli bezeichnet.
Anhand der Expansionen bzw. Kontraktionen der einzelnen Haustren sowie durch das Verstrei-
chen der Kontraktionsfalten kann die Peristaltik des Kolons beobachtet werden.
3.2.2 Motilität und Peristaltik
Der Begriff Motilität bedeutet allgemein Bewegungsfähigkeit oder Beweglichkeit. In der medi-
zinischen Terminologie speziell beim Kolon werden unter Motitilät die Bewegungsvorgänge der
Kolonwand verstanden. Damit werden die Bewegung der Darmwand (Kontraktionen) sowie die
Wirkung der Kontraktionen auf den Lumeninhalt (Transit) und die muskulären, nervalen und hu-
moralen Steuerungssysteme zusammengefasst. Unter dem Begriff Persistalik werden allgemein
verschiedene Ausprägungen wellenförmiger Bewegungsmustser zusammengefasst, die unter an-
derem beim Ösophagus sowie beim Kolon beobachtet werden können.
Um zwei seiner wesentlichen Aufgaben, den auf die Zusammensetzung des Chymus abgestimm-
ten Transit sowie die Durchmischung der Nahrung durchführen zu können, zeigt der Gastroin-
testinaltrakt eine Vielzahl an unterschiedlichen Motilitätsmustern. Die Ausprägungen der Mu-
ster sind durch die Peristaltik der Muskulaturschichten der jeweiligen Organe bestimmt. Eben-
falls unter dem Begriff Peristaltik ist dabei das „Wandern“ der Kontraktionsmuster entlang der
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Längsmuskulatur des Organs zu verstehen. In [117] werden verschiedenen Ausprägungen dieser
Wellenbewegungen diskutiert. Die mit dem größten Transport verbundene Wellenform wird als
Giant Migration Wave bezeichnet.
Die Basiseinheit der Motilität des Dickdarms wird durch die phasischen Einzelkontraktionen der
Ringmuskulatur gebildet. Durch funktionelle und mechanische Verknüpfungen der glatten Mus-
kelzellen sind sie zu einer gemeinsamen Funktion befähigt.
Das enterische Nervensystem, bestehend aus den intrinsischen Neuronen der Darmwand, bil-
det einen eigenständigen nervalen Apparat. Der Plexus myentericus beinhaltet die Neuronen zur
Steuerung der Motorik, er liegt zwischen Ring- und Längsmuskelschicht des Dickdarms.
Die Regulation der Motiliät erfolgt überwiegend durch das enterische Nervensystem [20]. Dem
zentralen und extrinsischen Nervensystem kommen modulierende Funktionen zu. Die chemische
Kontrolle erfolgt neuroendokrin, parakrin und endokrin. Neben Acetylcholin wird die Motilität
des Dünn- und Dickdarms beeinflusst durch: Noradrenalin, Serotonin, Histamin, Dopamin, GA-
BA, Opioide, Cholecystokinin, Motilin, Substanz P, VIP, Glucagon, Somatostatin, Neuropeptid
Y und Neurotensin [61].
Im Folgenden werden die im Kolon auftretenden Kontraktionsformen dargestellt. Sie lassen sich
nach [110] in drei Gruppen aufteilen:
• Rhythmisch-phasische Kontraktionen: Die rhythmisch-phasischen Kontraktionen wer-
den abhängig von der Zusammensetzung des Chymus durch enterische Neuronen reguliert.
Sie sind maßgeblich für den Transport und das Durchmischen des Nahrungsbreis verant-
wortlich. Die Effizienz, mit der die mechanischen Aufgaben durchgeführt werden, hängt
von der räumlichen und zeitlichen Situation ab.
• Ultra-propulsive Kontraktionen: Bei den ultra-propulsiven Kontraktionen (giant migra-
ting contractions (GMCs)) wird eine zusätzliche Unterscheidung zwischen oral oder aboral
gerichtetem Transport getroffen. Kennzeichnend ist die hohe Amplitude der Kontraktio-
nen, die unter bestimmten Umständen auch zu Krämpfen führen können. Der oral gerich-
tete Massentransport dient der Vorbereitung zum schwallartigen Erbrechen.
• Tonische Kontraktionen: Die Zuordnung der tonischen Kontraktionen zu einem bestimm-
ten Mechanismus ist derzeit nicht endgültig geklärt. Im Unterschied zu phasischen Kon-
traktionen, bei denen Längs- und Ringmuskulatur gleichermaßen eine Rolle spielen, kon-
trahiert sich bei der tonischen Form nur die Ringmuskulatur. Man vermutet, dass sie durch
diese Verengung des Darmlumens die Effektivität der beiden anderen Kontraktionsformen
steigert. Die Zeitdauer tonischer Kontraktionen liegt im Bereich von Minuten bis zu Stun-
den.
Die unterschiedlichen Typen von Kontraktionen können in verschiedenen Segmenten des
Kolons auftreten. Die Ausbreitung einer peristaltischen Welle erstreckt sich auch nicht notwen-
digerweise über die gesamte Länge des Kolons.
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Aufgrund der Desorganisation des Eintretens der unterschiedlichen Kontraktionsereignisse so-
wie deren individuelle, zeitlich nicht vorhersehbaren Ausdehnung kommt es im Durchschnitt zu
einer relativ langen Transitzeit von ca. 36 - 48 Stunden.
Drei Faktoren lassen sich jedoch benennen, die Einfluss auf die motorischen Aktivitäten des
Kolons nehmen [117]:
• Während des Schlafes (nachts oder tagsüber) ist die motorische Aktivität des Darms stark
herabgesetzt oder fehlt gänzlich [117]
• Nach dem morgendlichen Erwachen steigt die Anzahl der Kontraktionen im Darm an [117]
• Nach der Nahrungsaufnahme nimmt die motorische Aktivität des Darms ebenfalls zu [117]
Die beschriebenen Mechanismen dienen bei der Eindickung des Faeces zu einem regulierten
kaudal gerichteten Fluss. Ein mechanischer Verschluss in der Ampulla recti ermöglicht am Ende
des Organsystems eine kontrollierte Defäkation.
Kapitel 4
Verfahren zur Messung der Darmmotilität
Aufgrund der Komplexität des Gastrointestinaltraktes, der durch seine unterschiedlichen mecha-
nischen und neurologischen Mechanismen gekennzeichnet ist, existiert eine große Anzahl an
Methoden zur Darstellung der verschiedenen Funktionen und Merkmale der Organe.
Zur Abklärung einer Symptomatik werden häufig Kombinationen von mehreren Untersuchungs-
methoden verwendet, um ein differenziertes Bild zu erhalten.
Zwei aktuell etablierte Verfahren zur direkten Messung der mechanischen Komponenten der
Darmmotilität sind die Barostat-Messung 4.1 und die Manometrie 4.2. Als dritte, indirekt mes-
sende, bildgebende Methode ist die Szintigraphie 4.3 zu nennen.
Die Elektromyographie wird aufgrund ihrer umstrittenen Aussagefähigkeit nicht behandelt.
Eine wichtige Rolle bei den unterschiedlichen Messverfahren spielt das zeitliche Fenster der Un-
tersuchung. Das heißt, um eine aussagekräftige Messung durchführen zu können, muss die Dauer
der Beobachtung an den Eintrittszeitpunkt sowie an die Geschwindigkeit des zu beobachtenden
Ereignisses angepasst werden.
Da es sich um ein biologisches System handelt, bei dem die Motor-Funktionen spontan eintre-
ten können, ist entweder ein langer Aufnahmezeitraum nötig, um die Auftrittswahrscheinlich zu
erhöhen, oder es muss ein adäquater Triggermechanismus zur zeitnahen Stimulierung eingesetzt
werden.
Ein weiterer, in diesem Zusammenhang wichtiger Aspekt betrifft die Vorbereitung des Darms,
die bei der Manometrie sowie bei der Barostat-Messung durchgeführt wird. Es ist derzeit nicht
bekannt, in wie weit diese Vorbereitung Auswirkungen auf die Motilität hat. Zum einen ist un-
klar, ob der Darm mit einer motorischen Antwort auf das Einführen des Messkatheters reagiert
und somit die erhobenen Messwerte die Verhältnisse im Kolon nicht korrekt widerspiegeln [5].
Zum anderen ist unsicher, ob und wie lange die Entleerung und Spülung des Kolons die „nor-
male“ Motilität und Peristaltik beeinflusst. Ebenso unklar sind die Auswirkungen der durch die
Ballonsonde verursachten Blockade.
Weiterhin sind der Grad der Invasivität der Methode sowie die damit einhergehende Toleranz der
Untersuchung zu berücksichtigen.
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4.1 Barostat-Messung
Die Barostat-Messung ist ein Verfahren zur Aufzeichnung von Motilitätsmustern von Hohlor-
ganen. Bei diesem invasiven Verfahren wird eine mit Luft gefüllte Ballonsonde verwendet, um
Tonizität und Compliance der Wand des Organs zu dokumentieren. Ihre Funktionsweise basiert
auf dem Ausgleich von Druckdifferenzen in der Ballonsonde und dem angeschlossenen Kreis-
lauf.
Zur Durchführung der Messung wird die Sonde z. B. im Kolon platziert. Nach dem Einbringen
wird diese mit Luft gefüllt, bis der Ballon am Kolonlumen anliegt. Eine an der Ballonsonde an-
geschlossene Pumpe wird dazu verwendet, einen isobaren Luftdruck in dem System, bestehend
aus den in der Abbildung 4.1 dargestellten Komponenten zu erzeugen. D. h. durch die Pumpe
wird der Luftdruck in der Ballonsonde auf einem konstanten Druckniveau gehalten p = const.
Erfolgt nun eine spontane Relaxation oder Kontraktion der Darmwand, kommt es zu einer Ände-
rung ∆v des Ballonvolumens V wodurch ein Druckabfall ∆p < 0 oder Druckanstieg ∆p > 0 zu
verzeichnen ist. Um das Druckniveau weiterhin konstant zu halten, findet durch den Regelkreis,
besehend aus Pumpe und Druckmessung ein zeitnaher Druckausgleich statt. Die dabei erzeug-
ten Druckdifferenzen werden durch den an das Gerät angeschlossenen Computer analog-digital
gewandelt und aufgezeichnet.
Als Messergebnis entsteht ein vom Ausgleichsdruck abhängiger Kurvenverlauf. In der Abbil-
dung 4.2 ist eine solche Barostat-Messkurve beispielhaft dargestellt.
Durch die meist computer-gestützte Analyse der aufgezeichneten Messkurven lassen sich Rück-
schlüsse auf die Kontraktions- und Expansions-Zyklen des Darmlumens bzw. der Darmwand
ziehen.
Die Abtastfrequenz fa, mit der die Druckänderungen durch den angeschlossenen Computer auf-
gezeichnet werden, variiert zwischen 2Hz und 20Hz je nach verwendetem Gerät. Die maximale
Frequenzauflösung eines Barostat-Messgeräts wird jedoch durch die mechanischen Komponen-
ten des Systems bestimmt.
Ein Nachteil dieser Methode ist, dass nur ein relativ kleiner Abschnitt des Darms erfasst wird,
da nur ein Messballon am Katheter angebracht werden kann. Durch die Größe sowie durch die
Lage des Ballons werden mitunter mehrere Haustrierungen gleichzeitig abgedeckt, wodurch ein
verzerrtes Bild der Muskelkontraktionen entsteht. Ein weiterer Nachteil der in [117] diskutiert
wird, ist der potenzielle Einfluss der Sonde auf die Motilität des Darms.
Durch die Verwendung von unterschiedlichen Versuchsprotokollen sowie unterschiedlicher Ma-
terialien, wie z. B. Sonden mit unterschiedlichen Längen und Volumen, ist ein Vergleich der
erhobenen Daten aus unterschiedlichen Studien derzeit nicht möglich.
Aufgrund von atmosphärischen Druckschwankungen muss das Messsystem immer wieder neu
kalibriert werden.
Weiterhin ist die Spezifität der Untersuchungsmethode momentan nicht ausreichend, um zwi-
schen Patienten mit funktionellen oder morphologischen Störungen zu unterscheiden [117, 23,
71].
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Abbildung 4.1: Schematische Darstellung eines Barostat-Messsystems [23] bestehend aus Bal-
lonsonde (rechts), Kolbenpumpe mit Motor (links), Computer, Drucksensoren und Ventilen
4.2 Manometrie-Messung
Ein ebenfalls invasives Verfahren zur Motilitätsmessung ist die Kolon-Manometrie. Dabei han-
delt es sich um eine Methode, die auch bei verschiedenen anderen Organen zur Funktionsdia-
gnostik eingesetzt wird z. B.: Ösophagus-, Magen- oder Blasenmanometrie [63].
Ähnlich wie bei der Barostat-Methode wird auch bei der Manometrie eine Sonde in dem zu un-
tersuchenden Organ, meist endoskopisch, platziert (siehe Abbildung 4.3).
Im Gegensatz zur Barostat-Methode, können bei der Manometrie mehrere Messkanäle simul-
tan aufgezeichnet werden. Im Allgemeinen werden zwischen vier und acht Kanäle verwendet.
Dadurch besteht die Möglichkeit, mit Hilfe der Manometrie einen größeren Abschnitt z. B. des
Darms zu untersuchen, wodurch eine wesentlich detailreichere Darstellung der Motilität und Pe-
ristaltik möglich ist.
Als Parameter der Manometrie wird der Lumendurchmesser ermittelt. Mit der Methode kön-
nen z. B. phasische Kontraktionen der zirkulären Kolonmuskulatur erfasst werden. Dabei kön-
ne durch die Manometrie drei Arten von Lumen-Bewegungen differenziert werden: Einzelne
Druckwellen (phasic contractile unit), Motilitätsmuster (temporo-spatial organisation of groups
of pressure waves) und zeitliche Regelmäßigkeiten von Motilitätsmuster [5].
Einschränkend ist anzumerken, dass nur Lumen-Okklusionen oder Kontraktionen, die ein Common-
Cavity-Phänomen erzeugen, erfasst werden können. Derzeit werden zwei unterschiedliche Va-
rianten der Manometrie experimentell eingesetzt: Zum einen die Wasserperfusionsmanometrie
und zum anderen die Mikrotransducer-Manometrie.
Bei der Wasserperfusionsmanometrie werden flexible Katheter verwendet, die sich über mehre-
re cm im Lumen erstrecken. Durch eine Infusionspumpe wird der Katheter mit einer niedrigen
Flussrate von 0.1..0.6 mL min−1 kontinuierlich mit destilliertem Wasser gespült und so bis an
die Darmwand ausgedehnt. Durch eine vollständige Okklusion des Darmlumens, sowie durch
die sich dadurch ergebende Blockierung der Öffnungen des Messkatheters entsteht ein erhöhter
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Abbildung 4.2: Messkurve eines Barostatballons im linken Kolon nach Einnahme einer Mahlzeit
mit einem Brennwert von einer Kilokalorie [23].
Druck im Messsystem, der durch einen an das System angeschlossenen Sensor gemessen und
von einem PC aufgezeichnet wird.
Bei der Mikrotransducer-Manometrie wird ein Katheter verwendet, der mit mehreren Dehnungs-
messstreifen ausgestattet ist. Diese sind wiederum mit einer drucksensiblen Membrane verbun-
den. Durch das Verformen der Membrane ist es möglich, eine luminale Druckveränderung oder
Kontraktionen zu messen (siehe Abbildung 4.3).
Eine Wasserperfusionsmanometrie kann aufgrund des hohen apparativen Aufwandes nur statio-
när durchgeführt werden. Ein Mikrotransducer-Manometrie-Modul ermöglicht eine mobile Er-
fassung von manometrischen Messwerten.
Als nachteilig erweist sich bei der Manometrie zum einen die Invasivität der Methode und zum
anderen, dass auch hier wie bei der Barostat-Messmethode keine einheitlichen vergleichbaren
Untersuchungsprotokolle vorhanden sind. Eventuelle Einflüsse der Sonde auf die Messwerte sind
ebenso unklar. Bei der Wasserperfusionsmanometrie wird z. B. die Frage diskutiert, in wie weit
die Hydrierung einen Einfluss auf die Motilität hat [117].
4.3 Szintigraphie
Die Szintigraphie gehört zu den bildgebenden Verfahren aus der Nuklearmedizin zur Beurteilung
der Darmmotilität. Als nicht invasives Verfahren stellt sie eine Alternative zu den beiden bereits
erläuterten Methoden dar.
Die Messung liefert Informationen sowohl über die Transitzeit in den einzelnen Darmabschnit-
ten als auch über die gesamte Passagezeit.
Zur Vorbereitung sollte der Patient eine Fastenzeit von mindestens 4 Stunden eingehalten haben.
Weiterhin sollte er 48 Stunden vor der Untersuchung, wie bei allen bisher besprochenen Metho-
den alle Medikamente, die den Test beeinflussen könnten, absetzen [100].
Als Radiopharmaka wird eine mit flüssigem 111In - DTPA (Indium - 111 Diethylentriaminep-
entaacid; t1
2
Stunden) gefüllte Gelatin-Kapsel verwendet, die von einer PH-sensitiven Hülle aus
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Abbildung 4.3: Mikrotransducer-Manometrie-Modul A und B, Thorax-Übersichtsaufnahme mit
eingebrachtem Manometrie-Modul zur Lagekontrolle [117]
Methacrylate umgeben ist. Die Auflösung der Kapsel findet aufgrund der Umhüllung erst bei
einem PH-Wert von ca. 7.4 im Milieu des iliozökalen Übergangs statt.
Nach der oralen Einnahme erhalten die Patienten ein Frühstück; vier Stunden darauf eine weitere
Mahlzeit und weitere vier Stunden später die letzte Testmahlzeit.
Die Verteilung des Isotops im Gastrointestinaltrakt wird mittels einer Weitwinkel-Gamma-Kamera
(large field of view) verfolgt. Die anterior und posterior Scans mit der Gamma-Kamera erfol-
gen jeweils 4 und 24 Stunden nach Verabreichung des Isotops. Zur Auswertung werden in den
Szintigraphie-Bildern fünf oder alternativ sieben sog. Regions of Interest (ROI) definiert. Inner-
halb der Regionen wird durch die Gamma-Kamera die Zählrate oder der sog. Uptake ermittelt
(siehe Abbildung 4.4).
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(a) Aufteilung des Kolons in acht Segmente
aus [83]
(b) Der mit Hilfe einer Gammakamera auf-
genommene Verlauf eines Isotops im Kolon
aus [100].
Abbildung 4.4: Szintigraphie des Kolons
Für die einzelnen Segmente wird durch die Gewichtung mit der jeweiligen Nummer und der
Zählrate das geometrische Zentrum (Geometric Center) bestimmt. Durch diesen Zahlenwert wird
die durchschnittliche Fortbewegung des Darminhalts quantifiziert.
Normalwerte nach vier Stunden liegen bei 1, 14 ± 0, 07, bei 24 Stunden bei 2, 83 ± 0.25. Ein
geringerer Wert lässt auf einen verlangsamten Transit schließen [100]. Analog kann die Berech-
nung für Teilabschnitte des Kolons erfolgen, um zu einer segmentalen Transitzeit zu gelangen.
Um einen längeren Untersuchungszeitraum zu erzielen, wird Technetium 99m mit einer Halb-
wertszeit von t 12 = 6 Stunden verwendet.
Durch den geringen Grad der Invasivität der Methode sowie aufgrund der guten Reproduzier-
barkeit [100] eignet sich die Szintigraphie sehr gut zur Untersuchung der Motilität sowie des
gastrointestinalen Transits.
Ein Nachteil liegt im hohen technischen Aufwand und der obligatorischen Verwendung von Ra-
diopharmaka. Aufgrund der Strahlenwirkung ist die Szintigraphie nicht auf alle Patientengrup-
pen anwendbar und die Anzahl von Nachfolgeuntersuchungen limitiert.
Ein Überblick über die Verschiedenen mit der Szintigraphie durchführbaren Untersuchen wird
in [123] gegeben.
Kapitel 5
Ansatz zur Bestimmung der Darmmotilität
mit Hilfe der MRT
Im vorangegangenen Kapitel wurden die derzeit etablierten Methoden zur Evaluierung der ver-
schiedenen Motilitäts-Komplexe des Kolons vorgestellt. Aufgrund der Vor- und Nachteile der
unterschiedlichen Methoden, wie z. B.: Invasivität, Strahlenbelastung oder Material- und Zeit-
aufwand wurde diskutiert, die funktionelle cine-MRT als bildgebendes Verfahren für diese Un-
tersuchung einzusetzen. Ein weiterer Grund für dieses Verfahren ist, dass die cine-MRT bereits
in ähnlichen medizinischen Bereichen erfolgreich eingesetzt wird, wie z. B. bei der funktio-
nellen Beckenbodenuntersuchung sowie bei der Betrachtung der Motilität der Magenentleerung
([80, 81, 84, 22, 115]).
Anhand der durch die Pilotstudie 5.1 erhobenen Daten wurden Parameter 5.2 festgelegt, die für
die Quantifizierung der Darmmotilität ermittelt werden.
Dazu war es notwendig ein semi-automatisches Vermessungswerkzeug 5.3 zu entwickeln. Dabei
wurden zur Segmentierung der Kolon-Haustrierungen zwei unterschiedliche Verfahren einge-
setzt. Die Ergebnisse der Methoden wurden mit denen der manuellen Vermessung der Kolon-
Haustrierungen verglichen.
Aus Gründen, die bereits in Kapitel 2 erläutert wurden, ist das Augenmerk der Arbeitsgruppe
momentan auf den Dickdarm gerichtet, da die Lageinstabilität des Dünndarms für eine bildba-
sierte Auswertung, durch die momentan angewandten Techniken als nicht möglich eingestuft
wurde.
5.1 Pilotstudie
In einer Pilotstudie der Arbeitsgruppe [13] wurden 15 gesunde Probanden ohne anamnestische
Hinweise auf akute oder chronische gastrointestinale Beschwerden ausgewählt.
Zur Untersuchung der Darmmotilität wurden zwei HASTE-Sequenzen (7-11 Schichten, 20-50
Distanz, FOV 400mm, Schichtdicke 6mm, TR 1130ms, TE 81ms, Matrix 256, Flip 150 Grad)
akquiriert.
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Das Untersuchungsprotokoll sah zwei Blöcke von je 20 Messungen vor. Der erste Block wur-
de als Referenz gegenüber dem zweiten Untersuchungsblock verwendet, dem eine Stimulierung
des Kolons mit 180ml warmem Sennatee (1,7g Sennesblätter = 30mg Hydroxyanthraeznglyco-
sid; Abführtee N, Bad Heilbrunner Naturheilmittel, Bad Heilbrunn) vorausging.
Die MRT-Aufnahmen wurden mit einem 1,5 Tesla-Gerät (Siemens Magnetom SONATA R© Sie-
mens Medical Solutions, Forchheim) durchgeführt. Jede Messung beinhaltete einen koronaren
(gesamtes Kolon), zwei sagittale (Kolon ascendens und Kolon descendens) sowie einen axialen
(Kolon transversum) Schichtstapel.
Die manuellen Auswertungen der funktionellen Messungen wurden an einer System Workstation
durchgeführt. Dazu wurden in den Schichtstapeln die Schicht-Position mit der optimalen Dar-
stellung des entsprechenden Darmabschnitts (ascendens transversum descendens) ausgewählt.
Innerhalb der ausgewählten Schichtstapel wurden je fünf aufeinander folgende Haustren des Ko-
lons im Hinblick auf ihren maximalen Durchmesser vermessen. Aus der in [13] durchgeführten
Studie wurden drei Datensätze für die Evaluierung, der in der vorliegenden Arbeit erstellten Al-
gorithmen verwendet.
5.2 Parameter zur Messung der Darmmotilität
Die Motilität und Peristaltik des Kolons lässt sich durch verschiedene überlagerte mechanische
Kontraktionen modellieren. Eine differenzierte qualitative Beschreibung und Analyse der durch
die unterschiedlichen mechanischen Bewegungsformen erbrachten Transport- und Mischvorgän-
ge konnte noch nicht endgültig dargestellt werden. Durch die in Kapitel 4 beschriebenen Verfah-
ren können die unterschiedlich auftretenden Kontraktionsmuster aufgezeichnet werden.
Beide Methoden ermitteln durch eine indirekte Messmethode den Lumendurchmesser des Ko-
lons. Aus diesem Grund wurde in der vorliegenden Arbeit ebenfalls die zeitliche Änderung des
Durchmessers der Kolon-Haustrierungen als Parameter verwendet. Jedoch ist sicherlich eine
Einbeziehung weiterer Parameter sinnvoll, da im Gegensatz zu den beiden anderen Messme-
thoden durch die Schnittbildgebung wesentlich mehr Informationen vorhanden sind. Zu solchen
Auswertungsmethoden gehört z. B. die Methode der kondensierten Bilder, die bereits bei der
Ösopagus-Szintigraphie eingesetzt wird.
Um den Parameter erfassen zu können, müssen die folgenden Kriterien von der Methode erfüllt
werden:
(i) Gewebeeigenschaften: Trennbarkeit zwischen Kolongewebe und dem angrenzenden Ge-
webe
(ii) Bildqualität: SNR, Artefakte
(iii) räumliche Auflösung: Messgenauigkeit
(iv) zeitliche Auflösung: Aufnahmegeschwindigkeit
(v) freie Wahl der Schichtorientierung: Anpassung an die geometrische Lage des Kolons
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(vi) Verfügbarkeit spezieller Aufnahmeprotokolle: Sequenzen für schnelle Bildgebung
(vii) Interobservervariabilität: Untersucherunabhängigkeit
(viii) Durchführbarkeitsaspekte: Zeitliche Dauer
(ix) Tolerierung durch den Patienten: Zeitliche Dauer und Belastung
In den von der Arbeitsgruppe durchgeführten Pilotstudien [13, 14] wurden die unter v-ix aufge-
führten Punkte bereits diskutiert. Die Punkte (iii) und (iv) wurden im Rahmen von zwei Experi-
menten (siehe 5.2.1 und 5.2.2) überprüft.
Die Punkte (i) und (ii) werden in Abschnitt 5.3 anhand der Ergebnisse des entwickelten semi-
automatischen Vermessungswerkzeugs diskutiert.
5.2.1 Experiment zur Validierung der Längenmessung
Das räumliche Auflösungsvermögen des MRT-Scanners ist grundlegend von dem verwendeten
Gerätetyp bzw. der Geräteklasse abhängig. Unabhängig von den physikalischen Eigenschaften
wird die räumliche Auflösung durch die Größe des Aufnahmefensters sowie durch die Wahl der
Aufnahmematrix definiert. Rechnerisch ergibt sich die physikalische Auflösung durch die Divi-
sion des FOV durch die Anzahl der Bildpunkte FOV
Nx×Ny .
Dabei ist zu beachten, dass nicht immer von isotropen Bildpunkten ausgegangen werden kann.
Um Fehlerquellen zu vermeiden ist es sinnvoll, die vom Scanner im DICOM-Header im Feld
(0028:0030) eingetragene Bildpunktauflösung für eine qualitative Größenmessung in den Bild-
daten zu verwenden.
Für das Experiment zur Überprüfung des räumlichen Auflösungsvermögens sowie der Reprodu-
(a) Fotographie des Kolon-Phantoms (b) T2-gewichtete MRT-Aufnahme des
Kolon-Phantoms
Abbildung 5.1: Handelsübliche Wurst als Phantom des Kolons
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zierbarkeit der Messung, wurde eine handelsübliche Wurst als Phantom des Kolons verwendet.
Diese wurde, um die beim Dickdarm auftretenden Haustrierungen zu modellieren sowie unter-
schiedliche Durchmesser zu erzeugen, mit einer Schnur an mehreren Stellen eingeschnürt (siehe
Abbildung 5.1).
Das Phantom wurde mit einem Messschieber vermessen sowie mit Hilfe der MRT-Software
bildbasiert. Die Messungen wurden von drei unabhängigen Beobachtern erhoben. Die erziel-
ten Messwerte sind in der Tabelle 5.1 angegeben.
Der Vergleich der Messwerte zwischen manueller und bildbasierter Messung ergab einen durch-
schnittlichen Fehler von 4.28%, was einem absoluten Fehler von±2.2mm oder drei Bildpunkten
entspricht.
Das Experiment hat gezeigt, dass die bildbasierte Messung von Durchmessern mit ausreichender
Beobachter M1 M2 M3 M4 M5
1. 5.6 5.65 5.15 6.05 5.5
2. 5.6 5.65 5.2 6.05 5.6
3. 5.6 5.7 5.25 6.1 5.7
semi-au. 5.6 5.7 5.2 6.1 5.6
Tabelle 5.1: Messwerte des Kolon-Phantoms
Genauigkeit möglich ist. Da die exakte Messung des Durchmessers nicht allein ausschlaggebend
für die Bestimmung und den Vergleich von Motilitätseigenschaften des Darms ist, sondern dy-
namische Zusammenhänge in diesem Kontext einen höheren Stellenwert einnehmen, wurde das
folgende zweite Experiment zur Validation der zeitlichen Auflösung durchgeführt. Die Bestim-
mung des minimal ermittelbaren Deltas der Längenmessung ist in diesem Zusammenhang jedoch
sinnvoll, da sich die dynamischen Kenngrößen aus dem Delta der Messwerte der statischen Ein-
zelbildmessungen ableiten.
5.2.2 Experiment zur Validierung der zeitlichen Auflösung
Wie bereits diskutiert, spielten dynamische Aspekte eine wesentliche Rolle bei der Untersuchung
des Kolons. Die Häufigkeit sowie die Frequenz, mit der sich die Muskulaturschichten kontrahie-
ren und relaxieren, sind wichtige Parameter bei der Beurteilung der Kolonmotilität.
Die Ziele des Experiments bestehen in der Beantwortung der folgenden Fragen:
• Wo liegt die Grenzfrequenz, die erfasst werden muss?
• Wo liegt die Grenzfrequenz, die erfasst werden kann?
• Wieviele Schichten können bei der Grenzfrequenz pro Aufnahmezeitpunkt noch ermittelt
werden?
• Welche Bildqualität (SNR-Verhältnis) muss für eine Auswertung erzielt werden?
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Durchführung des Experiments
Zur dynamischen Simulation der Haustren-Bewegungen wurde ein System bestehend aus einem
Ballon und einer Pumpe eingesetzt.
Als Pumpe wurde eine Beatmungseinheit, die im Untersuchungsraum installiert ist, verwendet.
Als Ballon und Phantom des Kolons wurde eine künstliche Lunge (siehe Abbildung 5.2(a) und
(b)) verwendet.
In der Mitte der Hartplastik-Manschette befindet sich ein elastischer Ballon, der von der Beat-
mungseinheit mit Luft gefüllt wird und durch die Rückstellkraft der Manschette entlüftet wird.
Um einen höheren Bildkontrast zwischen dem mit Luft gefüllten Ballon, der Plastikmanschette
und der Umgebungsluft zu erzielen, wurde das Phantom in einer mit Wasser gefüllten Plastik-
wanne eingebracht.
Die Abbildungen 5.3(a) und (b) zeigen MRT-Aufnahmen des evakuierten und des mit Luft ge-
füllten Ballons. Durch das den Ballon umgebende Wasser, können die einzelnen Bestandteile
des Phantoms gut gegeneinander abgegrenzt werden, was für eine Bestimmung des Durchmes-
sers der Plastikmanschette wesentlich ist.
Als MRT-Scanner wurde ein 1,5 Tesla Gerät verwendet (Siemens Magnetom SONATA R©, Sie-
mens Medical Solutions, Erlangen, Germany, Magnet: 1,5 Tesla, Länge: 160 cm, Durchmesser:
60 cm, Field-of-View: 400 mm, Gradient-Stärke: 40mT/m, Slew-Rate: 200 T/m/s).
Als MRT-Aufnahmesequenz wurde eine T2-gewichtete HASTE-Sequenz verwendet.
Zu jedem Aufnahmezeitpunkt T wurde eine Schicht mit einer senkrecht zur Manschette liegen-
den Schnittführung akquiriert. Der zeitliche Abstand zwischen zwei Bildern betrug ∆t = 0.998
Sekunden. Die sich daraus ergebende Abtastfrequenz ermittelt sich zu fa = 1∆t = 1.002Hz.
Die an der Beatmungseinheit eingestellten Zykluszeiten sowie die sich daraus ergebenden Zy-











Tabelle 5.2: Parameter der Beatmungseinheit
Als Datenbasis zur Auswertung des Experiments wurden die Durchmesser des Ballons in
den zeitlich sortierten Bildern ermittelt. In der Abbildung 5.5(a) ist beispielhaft eine sich aus den
Messwerten ergebende Zeitreihe dargestellt.
Zur mathematischen Auswertung der Messreihen wurde eine Frequenzanalyse durchgeführt. Da-
zu wurden die Spektren der Signale mit dem in Abbildung 5.4 schematisch dargestellten System
ermittelt.
Das sich nach der Tiefpass-Filterung ergebende Signal ist in Abbildung 5.5(b) dargestellt. Der
Tiefpass-Filter wird zur Einhaltung des Abtasttheorems sowie zur Glättung des Signals verwen-
det.
f (t) ◦ − • F (jω) (5.1)
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(a) Seitansicht der künstlichen Lunge
(b) Aufsicht auf die künstliche Lunge
Abbildung 5.2: Künstliche Lunge bestehend aus weißer Hartplastik-Manschette und Gummibal-
lon
(a) Aufgeblasene künstliche Lunge (b) Entlüftete künstliche Lunge
Abbildung 5.3: T2-gewichtetes MRT-Sequenzbild des dynamischen Kolon-Phantoms
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In Abbildung 5.6 ist das Spektrum des Fourier-Transformierten Signals dargestellt. Die an der
Respirationseinheit eingestellte Zykluszeit stellt sich als ausgeprägter Peak in der Grafik dar.
Durch das Experiment konnte gezeigt werden, dass eine qualitative Dokumentation von Kon-
traktionszyklen mit der MRT-Technik möglich ist. Ein limitierender Faktor, der sich aufgrund
der angestrebten zeitlichen Auflösung [117] ergibt, ist, dass nur drei Schichten pro Abtastzeit-
punkt akquiriert werden können.
Als ein weiterer limitierender Faktor hat sich die durch die hohe Geschwindigkeit der MRT-
Aufnahmesequenzen erzeugte, nicht unerhebliche Energieexposition des Gewebes des Patienten
herausgestellt.
Abbildung 5.4: Systemkomponenten der Frequenzanalyse
(a) Zeitreihe der Durchmesser der künstlichen
Lunge
(b) Tiefpassgefilterte Zeitreihe der Durchmes-
ser der künstlichen Lunge
Abbildung 5.5: Beispielhafte Darstellung der Zeitsignale des dynamischen Phanom-Experiments
zur Ermittlung der möglichen Grenzfrequenz
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Abbildung 5.6: Frequenzspektrum der gefilterten Zeitreihe
5.3 Semi-automatisches Vermessungswerkzeug
Für die Beurteilung der dynamischen Zusammenhänge, können aufgrund der geforderten Ab-
tastfrequenz von ca. 1Hz1 drei Schichten zu jedem Aufnahmezeitpunkt T akquiriert werden.
Aufgrund der hier als hoch anzusehenden, Abtastfrequenz ergibt sich ein erheblicher Anstieg
an zu verarbeitenden Bilddaten. Eine manuelle Auswertung dieser Bilddatenflut ist weder wirt-
schaftlich noch zeitlich sinnvoll möglich. Aus diesem Grund wurde ein semi-automatisches Ver-
messungsswerkzeug entwickelt.
Der schematische Aufbau des in der vorliegenden Arbeit entwickelten Bildverarbeitungssystems
ist in Abbildung 5.7 dargestellt. Die Aufgaben des dabei entwickelten Systems lassen sich grob
in sechs Teilaufgaben gliedern:
• Aufrufen und Anzeigen der Bilder
• Selektierung einer einzelnen Haustrierung des Kolons durch ein benuzerdefiniertes Aus-
wahlfenster
• Vorverarbeitung der Bilddaten innerhalb der Auswahl
• Segmentierung der Haustrierung vom Hintergrund
• Ermittlung der Randpunkte der Haustrierung
• Bestimmung des maximalen Durchmessers der Haustrierung
1 Auf Grund von Erfahrungswerten aus dem Bereich der Manometrie und der Barostatmessmethode, wurde die
Abtastfrequenz auf 1 Hz festgelegt.
5.3 Semi-automatisches Vermessungswerkzeug 45
Abbildung 5.7: Architektur des semi-automatischen Vermessungswerkzeugs
5.3.1 Aufrufen und Anzeigen der Bilder
Zum Aufrufen der Bilddaten wurde eine C++ Klassen Bibliothek implementiert, die unter ande-
rem die folgenden Bilddateiformat unterstützt:
• DICOM-Reader: Mit der DICOM-Reader Klasse können Bilddaten im DICOM-Format
in den Hauptspeicher geladen werden.
• SPM Analyse-Reader: Mit dieser Klasse können Bilddaten im SPM-Analyse-Format in
den Hauptspeicher geladen werden.
Zur Anzeige der Bilddaten wurde eine doppelte Pufferstruktur (Double Buffer) verwendet. Dazu
wurden die Bitmap Funktionen der MFC (Microsoft R© Foundation Classes) Klassen Bibliothek
angewendet.
5.3.2 Benuzerdefiniertes Auswahlfenster
Zur Selektierung einer einzelnen Haustrierung wurden Funktionen implementiert, die es ermög-
lichen mit Hilfe der Maus ein Auswahlfenster zu definieren.
Um eine optimale Platzierung der Auswahl auf eine Haustrierung durchführen zu können, wur-
den auch Mechanismen zur Rotation, Translation sowie Skalierung des Fensters implementiert.
5.3.3 Vorverarbeitung der Bilddaten
Das Ziel der Bildvorverarbeitung ist die Verbesserung der Bildqualität im Hinblick auf die wei-
tere Verarbeitung der Bilddaten. Dabei kann man zwischen anwendungsspezifischer Bildvorver-
arbeitung und allgemeiner Bildvorverarbeitung unterscheiden.
Allgemeine Methoden der Bildvorverarbeitung werden verwendet, um Bildkriterien wie z. B.
Kontrast, SNR, Helligkeit usw. zu verbessern. Dabei spielt das verwendete Bilderzeugungssy-
stem (Fotoapparat, Videokamera, Ultraschall, usw.) keine Rolle.
Bei anwendungsspezifischen Verfahren werden meist nichtlineare Methoden eingesetzt, um spe-
zielle Bildmerkmale für die Weiterverarbeitung zu verbessern.
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Im Gegensatz zu den allgemeinen Bildverarbeitungsmethoden ist die Auswahl der Methoden
dabei häufig an das verwendete Bilderzeugungssystem gekoppelt, um bekannte Schwächen aus-
zugleichen.
In der vorliegenden Arbeit wurden unterschiedliche Masken basierte Methoden zur Vorverar-
beitung der Bilder verwendet. Im speziellen wurde zur Erhaltung der Kanten das Verfahren der
Bilateralen Filterung eingesetzt.
Masken basierte Bildvorverarbeitung
Zur Glättung der Bilddaten im Ortsbereich werden häufig Verfahren, die auf dem Faltungsprinzip
5.2 basieren, eingesetzt. Dazu werden unterschiedliche Masken definiert, die mit den Bilddaten
gefaltet werden. Die Größen n×m und die Gewichtungen der dabei verwendeten Masken bzw.
Maskenfelder H (x, y) beeinflussen die Art der Glättung bzw. der Filterung. Kleine Masken er-
halten die Details in einem Bild, große Masken hingegen führen zu einer Verschmierung der
Bilddetails. Dabei gilt für die nachstehende Gleichung a = (n−1)
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H (i, j)B (x− i, y − j) (5.2)
In [4] werden Gauss-Filterketten beschrieben, bei denen in mehreren hintereinander ausgeführten
Durchläufen Gauss-Masken mit unterschiedlichen Größen und Gewichtungen eingesetzt werden.
Dadurch wird versucht, einen Kompromiss zwischen Detailbewahrung und globaler Homogeni-
sierung zu erzielen.
In Abbildung 5.8 sind die verschiedenen gängigen Formen von Bildglättungs-Filtermasken dar-
gestellt. Zur praktischen Berechnung wird die Maske über die Bilddaten geschoben und die Pro-
dukte der Maskenfelder mit den darunter liegenden Grauwerten der Bildpunkte gebildet. Die
Summe der Produkte wird als Grauwert des gefilterten Bilds eingesetzt.
Zur Detektion von Bildkanten werden Masken mit richtungsabhängiger Gewichtung eingesetzt5.9.
Speziell für Echtzeitsysteme werden problemangepasste größenskalierbare Masken verwendet,
um in den so genannten Suchpfaden eine Kante zu detektieren [27, 98].
Eine weitere Gruppe von Masken basierten Bildoperatoren werden als morphologische Ope-
ratoren bezeichnet[91, 45, 42]. Die bei den morphologischen Operatoren verwendeten binären
Masken haben Einfluss auf die Form eines Bildobjekts. Die beiden am häufigsten eingesetzten
morphologischen Operatoren Erosion und Dilatation, unterscheiden sich gegenüber der Faltung
dahingehend, dass nicht das Produkt der Bildpunkte mit den Maskenfeldern berechnet wird, son-
dern im Fall der Erosion eine logische „Und“-Verknüpfung und bei der Dilatation eine logische
„Oder“-Verknüpfung zur Bildung des neuen Bildpunktes durchgeführt wird.
Durch die Anwendung der Erosion wird eine Verkleinerung des Objekts vorgenommen, wohin-
gegen die Dilatation eine Vergrößerung zur Folge hat. Verwendet man die Operatoren Erosion
und Dilatation hintereinander, spricht man von einem Opening Operator. Der Opening Opera-
tor wird angewendet, um ungewollte Verbindungen zwischen zwei Objekten zu entfernen. Die
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Umkehrung des Opening Operators ist der Closing Operator, bei dem die Erosion der Dilatation
folgt. Er wird zum Schließen von Objektlücken verwendet.
Abbildung 5.8: Gängige Formen von Bildfiltermasken.
Abbildung 5.9: Unstetigkeiten in Helligkeits- oder Farbverläufen entstehen an scharfen Abgren-
zungen von Bildobjekten. Um diese Kanten zu detektieren, gibt es eine Vielzahl an unterschied-
lichen Bildoperatoren. Häufig werden meist mehrere richtungsabhängige nichtlineare Masken
verwendet.
Bilaterale Filterung
Bei dem bilateralen Filter handelt es sich um einen kantenerhaltenden Glättungsfilter [126]. Die
Filteroperation beruht auf einer nichtiterativen Faltung im Ortsbereich. Dazu wird in der vorlie-
genden Arbeit eine 15× 15 Bildpunkte große Maske verwendet.
Das nichtlineare bilaterale Verfahren berücksichtigt zum einen die lokale geometrische Distanz
zwischen zwei Bildpunkten und zum anderen die Differenz der Grauwerte. Die zur Berechnung
des resultierenden Grauwerts verwendete diskrete Form des Filters ist in 5.3 angegeben. Um den




n=−N W [k, n]Y [k − n]∑N
n=−N W [k, n]
(5.3)
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Die Gewichtsfaktoren der Maske ergeben sich aus dem Produkt der beiden Gewichtsfunktionen
Wd und Wg. Als Gewichtsfunktion wird häufig ein Gaussförmiger Kurvenverlauf verwendet, mit








Wg [k, n] = exp
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Bildet man das Produkt W = WdWg, so ergibt sich für die Gewichtsfunktion W [k, n]:












In Abbildung 5.10 wird der Zusammenhang der beiden Gewichtsfaktoren verdeutlicht.
Die Verallgemeinerung der Gleichungen auf zwei Dimensionen ist leicht nachzuvollziehen. In
den Abbildungen 5.11(b-e) sind die Ergebnisse des gefilterten Ausgangsbilds 5.11(a) dargestellt.
Als Parameter für die Filterung ergeben sich die Varianzen der Gausskurven σd und σg, die Breite
des Fensters N sowie die Anzahl an Wiederholungen IT .
Für eine umfassende mathematische Betrachtung des Filters wird auf [33] verwiesen.
Abbildung 5.10: Die beiden Gewichte d2g und d2d sind antiproportional zur Gesamtdistanz vom
Zentrum des aktuellen Funktionspunkts.
5.3.4 Segmentierung
Um die Kolon-Haustrierungen durch weitere Verarbeitungsschritte vermessen zu können, müs-
sen diese zuerst vom Hintergrund des Bildes segmentiert werden. Um die Komplexität im Hin-
blick auf die Ermittlung des Durchmessers zu erleichtern, wird durch den Benutzer eine grobe
Vorauswahl einer Haustrierung des Kolons durch das Einzeichnen eines Auswahlfensters durch-
geführt. Innerhalb dieses Teilbildes wird die Segmentierung der Haustrierung durchgeführt.











Abbildung 5.11: Mehrfach wiederholte Filterung einer Haustrierung. Die Verallgemeinerung der
Grauwerte nimmt zu, die Kontur der Haustrierung bleibt jedoch erhalten.
Da das Segmentierungsergebnis die Grundlage für die in den folgenden Schritten angewandten
Methoden bildet, wurden verschiedene Segmentierungsalgorithmen implementiert und gegen-
einander verglichen. Die bei den unterschiedlichen Verfahren eingesetzten Strategien werden
nachstehend erläutert.
Verfahren nach Ostu
Das Schwellwert-Segmentierungsverfahren nach Ostu [94] beruht auf der Annahme eines bimo-
dal verteilten Histogramms anhand dessen eine Aufteilung der Daten in zwei Klassen K0 (t) und
K1 (t) durchgeführt wird.
Als eindimensionales Merkmal zur Bildung des Histogramms wird in diesem Fall der Grauwert
der Bildpunkte verwendet.
Ausgehend von der Auftrittswahrscheinlichkeit p (g) des Grauwerts, wird die Wahrscheinlich-
keit P0 (t) sowie die komplementäre Wahrscheinlichkeit P1 (t) = (1− P0 (t)) für das Auftreten
der Bildpunkte der beiden Klassen ermittelt. Für die Werte von g wird angenommen, dass sie in-





p (g) und P1 (t) =
G−1∑
g=t+1
p (g) = 1− P0 (t) (5.7)
Verwendet man den Mittelwert der Grauwerte g des Bildes sowie die mittleren Grauwerte der




(g − g0)2 p (g) und σ21 (t) =
G−1∑
g=t+1
(g − g1)2 p (g) (5.8)
berechnen.
Um den Schwellwert T der Segmentierung zu ermitteln, sucht man nun den Parameter t, bei
dem zum einen die Varianz der Grauwerte 5.10 in den einzelnen Klassen möglichst gering ist
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und zum anderen die Varianz zwischen den Klassen 5.9 möglichst groß wird.
σ2zw (t) = P0 (t) (g0 − g)2 + P1 (t) (g1 − g)2 (5.9)
σ2in (t) = P0 (t)σ
2
0 (t) + P1 (t)σ
2
1 (t) (5.10)







Bei der Maximum-Likelihood-Segmentierung handelt es sich um ein statistisches Verfahren mit
einer fest dimensionierten, überwachten Klassifizierungsstrategie. Eine Zuweisung eines Bild-
punktes B ∈ [1..Nx × Ny] anhand des Grauwerts G = m (x, y) zu einem Segment k ∈ [1..K]
erfolgt nach dem Prinzip der maximalen Wahrscheinlichkeit anhand von Stichproben bekannter
Segmente.
Dazu werden die Objekt- bzw. Musterklassen im Merkmalsraum mit Hilfe von n-dimensionalen





Im einfachen Fall eines Grauwertbildes und unter der Annahme einer gaussförmigen Zusam-




Um die Segmentierung eines Bildes durchführen zu können, werden durch ein Nährungsverfah-
ren (Expectation-Maximization (EM)) die Parameter Θi und pii der modellhaft angenommenen
Verteilungen in Hinblick auf das Kriterium „Maximaler Ähnlichkeit“ (Maximum-Likelihood)
der angenommenen Verteilungsformen gesucht. Mathematisch lässt sich dies durch die Maxi-
mierung der so genannten Likelihood-Funktion L 5.13 erzielen.






Im Allgemeinen verwendet man für die iterative Berechnung den Logarithmus von L:










Zur Lösung des Optimierungsproblems 5.14 verwendet man, wie bereits erwähnt, das EM-
Verfahren. Dieses zweistufige Schema konvergiert im Sinne der Maximierung der Likelihood-
Funktion L unter der Voraussetzung, dass diese sich nicht bereits in einem lokalen Minima be-
findet [24]. Für eine umfassende Betrachtung der Methode sei auf [142] hingewiesen.
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5.3.5 Randkurve und Konvexe Hülle
Ausgehend von der Segmentierung wird zur Berechnung des Durchmessers der Haustren die
Randkurve C bzw. die Punkte der Kontur pi ∈ C der Fläche benötigt.
Als Rand eines Objektes wird die Menge aller Punkte, die einen Nachbarn erster Ordnung besit-
zen, der nicht zum Objekt selbst gehört, verstanden.
C (S) =
{





i = {xj| (d (x, y) = 1)} (5.16)
Unter N (l)i wird die Menge aller Nachbarn erster Ordnung zusammengefasst, d. h. alle Punkte,
die den Abstand eins zum betrachteten Punkt haben. Unter S = S (si) in 5.15 ist das segmentierte
Binärbild des Auswahlfensters zu verstehen.
Um die Randkurve zu ermitteln, wird das Bild erodiert und von Ausgangsbild subtrahiert (siehe
Abbildung 5.12).
C = I − erode(I) (5.17)
Für die weitere Auswertung der Kontur werden die Koordinaten der Randpunkte in der Rei-
Abbildung 5.12: Extrapolation des Konturverlaufs des Objekts durch den Öffnungs- und
Schließungs-Operator 5.3.3
henfolge, die einem Umlauf um die Kontur im Uhrzeigersinn entspricht, in einer Liste geordnet.
Dazu wird als Startpunkt der am weitesten links oben liegenden Punkt verwendet. Die Suche
nach dem nächsten Randpunkt beginnt dabei beim Nachbarn des aktuellen Randpunktes, der im
Uhrzeigersinn neben dem zuvor gefundenen Punkt liegt. Dieser Suchvorgang wird solange wie-
derholt, bis der nächste Nachbar dem Startpunkt entspricht.
Für die weitere Betrachtung der Kontur werden nur die Punkte benötigt, die zur konvexen Hülle
gehören. In [119] wird gezeigt, dass der maximale Durchmesser auf einer Kante des Polygons
der konvexen Hülle liegen muss. Um die Eckpunkte des Polygons aus der Konturliste bestimmen
zu können, wird das so genannte „Gift-Wrapping“-Verfahren eingesetzt.
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5.3.6 Bestimmung des Maximaldurchmessers
Zur Ermittlung des Durchmessers eines konvexen Polygons P wurde von M.I. Shamos in [119]
ein Verfahren vorgestellt, das den Namen Rotating Calipers trägt. In der vorliegenden Arbeit
wird das Verfahren verwendet, um den maximalen Durchmesser zu finden.
Als Basis für die Berechnung bei dem Verfahren von M.I. Shamos wird von der Liste der Eck-
punkte des Polygons P = {p1, p2..pn} ausgegangen.
Als Distanz dist(A,B) zwischen zwei Punkten A und B ist im Folgenden die euklidische Di-
stanz dist(A,B) =
√
(bx − ax)2 + (by − ay)2 in der Ebene zu verstehen. Der gesuchte maxima-
le Durchmesser diam(P ) eines konvexen Polygons P wird durch:




Ausgehend von dieser Definition sowie der Anzahl der Ecken des Polygons lässt sich durch
einen Brute-Force-Ansatz der Durchmesser bestimmen, indem man alle möglichen Paare be-
rechnet. Dazu sind n(n+1)
2
Berechnungen nötig, was zu einer quadratischen Komplexität O(n2)
der Methode führt. Durch das Rotating Calipers Verfahren kann das Problem in linearer Zeit
O(n) gelöst werden.
Die Idee des Verfahrens liegt darin, nur anti-podale Paare aus der Liste der Punkte P für die
Berechnung heranzuziehen. Die größte Distanz zwischen zwei Antipoden entspricht dem maxi-
malen Durchmesser des Polygons.
Zur Ausführung des Algorithmus sind sechs Schritte nötig [55].
(i) Berechne die Extremwerte des Polygons in der y-Richtung und speichere sie in den Varia-
blen ymin und ymax.
(ii) Konstruiere zwei horizontale Linien, die durch ymin und ymax verlaufen, da diese Punkte
bereits als anti-podale Punkte identifiziert wurden. Berechne die Distanz und speichere sie
als vorerst maximale Distanz unter dmax ab.
(iii) Drehe die Linie, bis sie den nächsten Punkt des Polygons beinhaltet.
(iv) Berechne die Distanz aus dem sich ergebenden neuen anti-podalen Punktepaar. Vergleiche
die neue Distanz mit der zuvor berechneten und aktualisiere die Maximaldistanz, falls
nötig
(v) Wiederhole die Schritte (iii) und (iv), bis alle Punktepaare berechnet sind.
(vi) Gebe das Punktepaar mit der maximalen Distanz α an.
Das Verfahren wird auf die durch die Segmentierung ermittelten Konturpunkte der Haustren an-
gewendet, um den gesuchten Durchmesser zu bestimmen.
Durch die Begrenzung der Segmentierung auf das Auswahlfenster, entstehen an den Schnitt-
kanten des Begrenzungsfensters zu benachbarten Haustren parallel laufende Konturlinien (siehe
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Abbildung 5.13). Diese nicht zur natürlichen Begrenzung der Haustren gehörenden Konturlinien
können zur Ermittlung eines falschen Durchmessers führen. Dies ist der Fall, wenn die Diagona-
le von einem Rand des Auswahlfensters bis zum anderen Rand den größten Durchmesser ergibt,
was nicht dem gesuchten Durchmesser der Haustrierung entspricht (siehe Abbildung 5.13).
Um dies zu vermeiden, wird die Kontur auf die in Abbildung 5.14(a) dargestellte Form verjüngt.
Der Grad der Verjüngung hängt dabei von dem Seitenverhältnis des Auswahlfensters ab. Durch
die Berechnung der konvexen Hülle der verjüngten Kontur (siehe Abbildung 5.14(b)) und durch
die Anwendung des oben beschriebenen Verfahrens lässt sich der gesuchte Durchmesser ermit-
teln.
(a) Segmentierte Kolon-Haustrierung (b) Kontur einer Segmentierung
Abbildung 5.13: Segmentierung und Kontur einer Kolon-Haustrierung
5.3.7 Manuelle Korrektur
Die semi-automatische Vermessung hängt sehr stark von der Qualität der Aufnahmedaten ab.
Insbesondere durch Bewegungsartefakte, die sich durch die Bewegung des Probanden ergeben,
muss das Auswahlfenster nach einigen Folgebildern manuell korrigiert werden. Aus diesem
Grund wurde die Möglichkeit der Verschiebung der Fenster mit Hilfe der Computermaus ge-
schaffen.
Durch das Betätigen der linken Maustaste innerhalb eines Auswahlfensters wird dieses selek-
tiert. Nach der Selektion kann das Fenster in Größe, Form und Position angepasst werden.
Eine weitere manuelle Korrektur wird benötigt, falls durch Bildstörungen eine unzureichende
Segmentierung erfolgt. Um in diesem Fall eine Korrektur vornehmen zu können, wurde die
Möglichkeit der manuellen Anpassung der Messlinie implementiert. Dazu wird der Mauszei-
ger auf einen Endpunkt der Messlinie bewegt, durch Betätigen der linken Mausetaste wird dieser
selektiert und kann dann manuell korrigiert werden.
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(a) Verjüngte Kontur einer Segmentierung (b) Teile der Kontur einer segmentierten
Haustrierung (rot); Punkte der konvexen Hülle
(grün)
(c) Automatisch ermittelter maximaler Durch-
messer einer Haustrierung
Abbildung 5.14: Teilschritte zur Ermittlung des maximalen Durchmessers einer Kolon-
Haustrierung
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5.4 Ergebnisse und Diskussion
In den vorangegangenen Abschnitten wurden zwei unterschiedliche semi-automatische sowie ein
manuelles Verfahren zur Bestimmung der Kolonmotilität vorgestellt. Die verwendeten Verfahren
lauten im einzelnen wie folgt:
• manuelle Vermessung der Kolon-Haustrierungen
• semi-automatische Vermessung der Kolon-Haustrierungen mit dem Segmentierungsver-
fahren nach OSTU
• semi-automatische Vermessung der Kolon-Haustrierungen mit der Maximum-Likelihood-
Segmentierung
Um die Qualität der beiden beschriebenen semi-automatischen Verfahren zu beurteilen, wur-
den deren Ergebnisse jeweils mit den Ergebnissen der manuell vermessenen Haustrierungen ver-
glichen. Die als Refferenz dienenden manuell ermittelten Werte werden in der medizinischen
Terminologie als Goldstandard bezeichnet.
Als Datenbasis der quantitativen Beurteilung bzw. des Vergleichs dienten die Zeitreihen der ma-
nuellen Auswertung. Die einzelnen Zeitreihen enthalten die Werte der gemessenen Durchmesser
der Kolon-Haustrierungen.
In Abbildung 5.15 ist die Vorgehensweise zur Erstellung einer Zeitreihe beispielhaft dargestellt.
Abbildung 5.15: Die Werte einer Zeitreihe ergeben sich durch die Aneinanderreihung der ermit-
telten Durchmesser (D).
Insgesamt wurden pro Datensatz #60 Zeitreihen analysiert. Die Zusammensetzung der Werte
der Zeitreihen ist in der Tabelle 5.3 dargestellt.
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Kolon ascendens Kolon transversum Kolon descendens
∑
pre 5× 20 5× 20 5× 20 300
post 5× 20 5× 20 5× 20 300
600
Tabelle 5.3: Drei Schnittführungen: 1. Kolon ascendens, 2. Kolon transversum, 3. Kolon descen-
dens; Pro Schnittführung wurden #20 Aufnahmen vor und #20 Aufnahmen nach der Gabe eines
Propulsiva ausgewertet. Für jede Bildauswertung wurden fünf aufeinander folgende Haustrie-
rungen vermessen. Die Summe aller Messpunkte ergibt 600 Werte.
Insgesamt wurden 3600 Durchmesser aus drei Datensätzen mit den semi-automatischen Ver-
fahren ermittelt und verglichen. Als Parameter des Vergleichs wurde die mittlere absolute Dif-
ferenz der einzelnen Messwerte zwischen manueller Vermessung und dem jeweiligen semi-
automatischen Verfahren bestimmt. Ebenso wurden die Werte der beiden semi-automatischen
Verfahren miteinander verglichen.
Die so ermittelten Differenzen stellen ein statisches Vergleichskriterium dar.
Die Mittelwerte der absoluten Abweichungen sind in Tabelle 5.4 dargestellt. Die Abbildung 5.16
Verfahren Mittlere Absolute Differenz [mm]
Ostu- vs. Manuelles Verfahren 24.6770± 7.7755
Maximum-Likelihood-Verfahren vs. Manuelles Verfahren 22.5182± 8.8213
Ostu- vs. Maximum-Likelihood-Verfahren 4.4350± 2.4819
Tabelle 5.4: Die Tabelle enthält die Gegenüberstellung der mittleren absoluten Differenzen sowie
die Standartabweichung.
stellt die Ergebnisse grafisch dar. Sowohl das Ostu- als auch das Maximum-Likelihood-Verfahren
weisen eine große mittlere absolute Differenz (24.6770 bzw. 22.5182 mm) sowie Standartabwei-
chung (±7.7755 bzw. ±8.8213) gegenüber dem manuellen Verfahren auf. Während hingegen
beim Vergleich der beiden semi-automatischen Verfahren eine geringe mittlere absolute Diffe-
renz von 4.4350mm und eine Standartabweichung von ±2.4819 ermittelt wurde.
Die Abweichungen der beiden automatischen Methoden gegenüber der manuellen Vermessung
lassen sich durch die grundlegenden Unterschiede zwischen einer manuellen Vermessung einer-
seits und den verwendeten semi-automatischen Verfahren andererseits begründen.
Da die Faktoren, die bei beiden Verfahren (manuell bzw. automatisch) als potenzielle Fehlerquel-
len angesehen werden müssen, grundsätzlich die gleichen sind (Allgemeine Bildqualitätsmerk-
male, wie z. B. Bildartefakte, geringes SNR oder Partial-Volumen-Effekt), ist der Unterschied
darin zu suchen, wie sich derartige Einflussfaktoren auswirken.
Ein menschlicher Beobachter entscheidet bei fehlerhaften Bildinformationen anhand seines kom-
plexen Wahrnehmungsverhaltens [27, 102], welches u. a. auf seiner Erfahrung beruht, an welcher
Stelle er die Markierungspunkte zur Vermessung des Durchmessers setzt (siehe Abbildung 5.17).
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Abbildung 5.16: In der Abbildung sind die mittleren absoluten Differenzen der Verfahren an
den 20 Messstellen dargestellt. Die durch die Symbole © und 4 dargestellten Kurven zeigen
die Differenz zwischen den automatischen Verfahren gegenüber der manuellen Messung. Die
Differenzen der automatischen Verfahren untereinander sind durch die Kurve mit dem Symbol 
dargestellt.
Die Varianz seiner Fehler streut daher individuell zufällig und unterliegt keiner Systematik.
Im Gegensatz dazu wird bei algorithmischen Ansätzen eine endliche Anzahl an Entscheidungs-
kriterien zur Markierung eines Messpunkts verwendet. Aus diesem Grund kann es bei automa-
tischen Ansätzen zu systematischen Fehlern bei der Auswahl der Markierungspunkte und somit
zu großen Differenzen kommen. Im Extremfall, d. h. wenn der Algorithmus z. B. nicht in der
Lage ist zwischen einer Haustrieung und dem Hintergrund zu unterscheiden, kann es zu einem
völligen Versagen des Systems kommen. Dies erklärt die große Abweichung hinsichtlich der ab-
soluten mittleren Differenz sowie Standartabweichung der beiden semi-automatischen Verfahren
gegenüber dem manuellen Verfahren.
Wie es zur Ermittlung von unterschiedlichen Durchmessern kommt, wird exemplarisch anhand
von Abbildung 5.17 erläutert.
Der geringe Unterschied der mittleren absoluten Differenz von 4.4350mm zwischen den auto-
matischen Verfahren untereinander hingegen, spiegelt die Ähnlichkeit des verwendenten Para-
metersets zur Segmentierung in den beiden semi-automatischen Verfahren wider.
Nach der Betrachtung der absoluten Messwerte wird nun die funktionell-dynamische Kompo-
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Abbildung 5.17: Die in der Abbildung grün dargestellten Messlinien wurden von Hand einge-
zeichnet und beschreiben die als Referenz oder Goldstandard dienenden Durchmesser. Die in
der Abbildung rot dargestellte Messlinie wurde von einem der semi-automatischen Werkzeugs
ermittelt. Betrachtet man die Diskrepanz der Messung zwischen semi-automatischer und manu-
eller Messung lässt sich diese dadurch erklären, dass ein Radiologe trotz ungenügender Bildin-
formationen aufgrund seiner Erfahrung die Kontinuität der Haustrierung erkennt und die Messli-
nie über den sichtbaren schwarzen Rand hinaus einzeichnet. Im Gegensatz dazu verhält sich das
semi-automatische Verfahren anhand von vorab definierten Regeln um die Segmentierung durch-
zuführen. Aus der in diesem Fall fehlerhaften Segmententierung folgt ein falscher Messwert für
den Durchmesser. Das semi-automatische Verfahren unterliegt dabei einem systematischen Feh-
ler.
nente der Zeitreihen diskutiert.
Da die Motilität des Kolons einen biologisch-dynamischen Vorgang darstellt, trägt der Korrela-
tionskoeffizient als Ähnlichkeitsmaß zweier Funktionen in Abhängigkeit der Zeit t dieser Dyna-
mik Rechnung.
Die ermittelten durchschnittlichen Korrelationskoeffizienten sind in der Tabelle 5.5 angegeben.
In Abbildung 5.18 sind die Ergebnisse grafisch dargestellt. Die geringen Korrelationen lassen
Verfahren Mittlere Korrelation
Ostu- vs. Manuelles Verfahren 0.2871± 0.2639
Maximum-Likelihood-Verfahren vs. Manuelles Verfahren 0.3271± 0.2786
Ostu- vs. Maximum-Likelihood-Verfahren 0.3629± 0.3110
Tabelle 5.5: Die Tabelle enthält eine Gegenüberstellung der mittleren Korrelationskoeffizienten
der verschiedenen Verfahren.
sich auf Ausreißer in der Zeitreihe zurückführen, die beim Fehlschlagen der automatischen Me-
thode entstehen, da in diesem Fall an dem entprechenden Funktionspunkt eine Null als Messwert
eingetragen wird. Die fehlgeschlagenen Messungen mit Hilfe der semi-automatischen Methoden
wurden bewusst nicht durch manuelle Nachkorrekturen verbessert, da die Funktionalität der Ver-
fahren an sich überprüft werden sollte.
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Abbildung 5.18: In der Abbildung sind die Korrelationswerte der automatischen Verfahren gegen
das manuelle Verfahren (Kreis und Dreiecke) sowie die Korrelationen der beiden automatischen
Verfahren dargestellt.
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Kapitel 6
Verfahren zur Ermittlung der Transitzeit
im Kolon
Die Ermittlung der gastrointestinalen Transitzeit ist ein in der Literatur umfassend diskutierter
Themenkomplex. Bereits 1909 wurden Methoden zur Bestimmung des Transits entwickelt [51]
und anhand experimenteller Studien validiert. Die grundlegende Indikation für die Ermittlung
der Transitzeit sind die chronische Obstipation sowie Diarrhöe.
In Deutschland klagen etwa 15 Prozent der Frauen und fünf Prozent der Männer über Obstipati-
on. Weiterhin ist eine Tendenz zur Zunahme von Obstipationsbeschwerden mit steigendem Alter
zu beobachten. Bei den Männern liegt die Altersgrenze bei ca. 60 Jahren, bei Frauen ist eine
Zunahme der Obstipationsprävalenz über alle Lebensdekaden zu verzeichnen [57].
Ein Reizdarm-Syndrom haben laut zahlreicher Studien in der westlichen Welt 7 bis 25 Prozent
der Bevölkerung. Es erkranken mehr Frauen als Männer. Nur etwa 20 Prozent der Patienten mit
einem Reizdarm-Syndrom gehen zum Arzt.
Aufgrund dieser Datenlage spielen Verfahren zu differenzierten Diagnose von Passagezeiten im
Darm eine wichtige Rolle im klinischen Umfeld.
Nach heutigem Stand der Technik gibt es insbesondere zwei etablierte Techniken zur Messung
der Transitzeiten des Gastrointestinaltrakts 6.1. Die Berechnungsmethoden 6.2 differenzieren
zwischen segmentaler und globaler Transitzeit.
6.1 Bisherige Methoden der Transitzeitmessung
Eine verzögerte Transitzeit kann in allen Segmenten des Darms auftreten. Aufgrund der im All-
gemeinen längeren Verweildauer des Stuhls im Dickdarm, spielt jedoch besonders die Kolon-
transitzeit eine maßgebende Rolle. In vielen Fällen von chronischer Obstipation ist die Ursache
für die Verzögerung im Bereich des Rektum-Sigmoid angesiedelt [132].
Durch die Anwendung verschiedener Untersuchungsmethoden zur Motilität und zur Bestim-
mung der Transitzeit, ist zum einen der Schweregrad sowie die Art der Obstipation abzuklären
und zum andern die Lokalisation der Passagestörung zu ermitteln.
Da wie bereits erwähnt die Ursache eines verzögerten Transits jedoch in allen Segmenten des
62 6. Verfahren zur Ermittlung der Transitzeit im Kolon
A. von Seiten des Patienten
• definierte bzw. repräsentative Ernährung
• definierte bzw. repräsentative Situation
• keine motilitätswirksamen Pharmaka
B. von Seiten des Markers
• transportiert wie Darminhalt
• kein Einfluss des Markers auf Motilität
• mittlere Transit quantifizierbar
Tabelle 6.1: Voraussetzungen für eine differenzierte Transitzeitmessung
Darms begründet sein kann, benötigt man Tests, die eine Differenzierung des Transits einzelner
Darmpassagen erlauben.
Einfache Tests, bei denen nach oraler Einnahme von Partikeln (wie z. B. Glasperlen, Pellets)
der Stuhl gesammelt und hinsichtlich des Vorhandenseins der Partikel untersucht wird, sind nur
eingeschränkt geeignet. Der Aufwand zum Sammeln und Untersuchen des Stuhls ist bei diesen
Verfahren meist hoch. Ein Vorteil dieser Methoden ist, dass der Proband keinerlei Strahlenexpo-
sition ausgesetzt wird.
Der methodische Ansatz ist bei allen weiteren derzeit eingesetzten Verfahren annähernd gleich.
Man verwendet eine geeignete Substanz oder Marker, die/der in vivo oder im Stuhl des Patien-
ten einfach nachgewiesen werden kann. Anhand der zeitlichen Zusammenhänge zwischen dem
Zeitpunkt der Einnahme, den Zeitpunkten des in vivo Nachweises und der Dokumentation der
Marker sowie des Ausscheidungszeitpunkts wird die Transitzeit ermittelt.
Um eine repräsentative Transitzeitmessung durchführen zu können, wurden in [111] Vorausset-
zungen definiert, die in Tabelle 6.1 angegebenen sind. Weiterhin wurde durch Schindelbeck et.
al. ein Anforderungskatalog an die für die Messung verwendeten Marker definiert, um einen
möglichen Einfluss der Marker auf die Messung zu verhindern (siehe Tabelle 6.1(B)). In der Ta-
belle 6.2 sind die gängigen Marker, die für die verschiedenen Messmethoden verwendet werden,
dargestellt. Die Aufteilung differenziert zwischen den mit den verschiedenen Markern ermit-
telbaren Zeiten. Im Folgenden werden nuklearmedizinische sowie radiologische Methoden zur
Bestimmung der Transitzeit vorgestellt, die eine Differenzierung hinsichtlich der Lokalisation
der Passagenstörung erlauben.
6.1.1 Nuklearmedizinische Verfahren
Bei den nuklearmedizinischen Verfahren gibt es im Wesentlichen zwei unterschiedliche Metho-
den: Die erste Methode, die auch zur Motilitätsbeurteilung verwendet wird, wurde bereits in
6.1 Bisherige Methoden der Transitzeitmessung 63
A. Nur >Anfang< und >Ende< erkennbar
• Farbstoffmethoden (z. B. Karminrot)
• Chemische Marker
• Bariumsulfat
B. Einzelner Marker (mittlere Transitzeit nur durch mehrfach wiederholte Messung zu erhalten)
• Metallkugel
• Radioaktive Kapsel
C. Mittlere Transitzeit quantifizierbar
• Röntgendichte Pellets
• Wasserlösliche radioaktive Marker
Tabelle 6.2: Einteilung üblicher Marker und Substanzen im Hinblick auf die mit ihnen quantifi-
zierbare Transitzeit
Kapitel 4 erläutert.
Bei der von Kekilli et al. [64, 134] vorgestellten zweiten Methode, wird ein Microcontainer mit
40µL wahlweise Iodine 131 oder Thallium 201 verwendet um die Kolon-Transitzeit zu ermit-
teln.
Nach der oralen Einnahme des Microcontainer, der sich im Gegensatz zur der in Kapitel 4.3
beschriebenen nuklearmedizinischen Methode nicht auflöst, wird die Position des Markers im
Gastrointestinaltrakts durch eine Gamma-Kamera ermittelt.
Die Bestimmung der Kapselposition wird jeweils nach 8, 14, 38, 60, 67 und 80 Stunden nach der
Einnahme durchgeführt.
Gegenüber der Bestimmung der Transitzeit mit einem röntgendichten Marker hat die Szintigra-
phie vor allem den Vorteil der kürzeren Dauer der Untersuchung sowie die limitierte Strahlenbe-
lastung, auch bei einer eventuell nötigen Erhöhung der Aufnahmezahl.
6.1.2 Röntgenologische Verfahren
Die Verwendung von röntgendichten Markern ist ein weiteres etabliertes Verfahren zur Bestim-
mung der segmentalen sowie absoluten gastrointestinalen Transitzeit.
Für die Untersuchung werden im Allgemeinen Gelatinekapsel mit jeweils 20 bariumimprägnier-
te Polythenepellets verwendet (siehe Abbildung 6.1 Links) 1. Diese Kapseln werden abhängig
von dem angewendeten Protokoll einmalig oder mehrfach an aufeinander folgenden Tagen oral
1Es hat sich gezeigt, dass diese Methode vor allem unter dem Aspekt der Vermeidung einer Beeinflussung der
Transitzeit durch die Marker sehr zuverlässige Ergebnisse ermöglicht. Dabei können die Kapseln in Form und Größe
variieren, bis zu einem Durchmesser von ca. 4, 5mm und ein Gewicht zwischen von 1, 25 bis 1, 63 gcm3 [111].
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eingenommen.




Abbildung 6.1: Die an mehreren aufeinander folgenden Tagen eingenommenen Kapseln mit
Markern bilden sichtbar abgrenzbare Gruppen im Kolon. Zur Auswertung der Transitzeit werden
alle Marker in der Abdomenübersichtsaufnahme ausgezählt.
um zahlreiche unterschiedliche Protokolle. Es werden entweder Serien von Aufnahmen zu zuvor
festgelegten Zeitpunkten [107] oder nur eine abschließende Aufnahme des Abdomens (siehe Ab-
bildung 6.1 Rechts) [89] angefertigt.
Bei der Dokumentation von nur einer abschließende Aufnahme wird zuvor an sechs aufeinander
folgenden Tagen jeweils zu genau der gleichen Uhrzeit eine Gelatinekapsel mit Markern ein-
genommen, um einen Gleichgewichtszustand der Marker im Körper zu erzeugen. Am siebten
Tag wird eine Abdomenübersichtsaufnahme angefertigt [89, 21]. Zur Auswertung der Transit-
zeit müssen die auf der Aufnahme sichtbaren Marker ausgezählt werden.
Die Methoden der röntgendichten Marker unterscheidet sich abgesehen von der Anzahl der an-
gefertigten Röntgenaufnahmen noch durch weitere Parameter wie Anzahl und Form der Kapseln.
Eine Gegenüberstellung der Vor- und Nachteile der verschiedenen Verfahren wird in [21] disku-
tiert.
6.2 Berechnung der Transitzeit
Die Berechnungsmethode nach der die Transitzeit der Marker ermittelt wird, ist abhängig von
der Anzahl der Dokumentationszeitpunkte sowie der Anzahl der verwendeten Marker. Weiterhin
unterscheidet man bei der Transitzeit die in der Aufzählung 6.2 angegebenen Passagezeiten. Die
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Definition bzw. die Berechnung der einzelnen Transitzeit hängt dabei von der jeweils verwende-
ten Methode ab.
• oroanale Transitzeit: Zeit zwischen Einnahme und Ausscheidung eines Marker oder einer
Substanz.
• Kolon Transitzeit: Zeit für die Passage von Caecum bis zur Defäkation.
• Segmentale Kolon Transitzeit: Zeit, die die Marker benötigen, um von einem Segment
zum nächsten Segment des Kolons zu gelangen.
Die triviale Berechnung der oroanalen Transitzeit erfolgt durch Bildung der Differenz zwischen
Einnahmezeitpunkt und Ausscheidungszeitpunkt. Sie wird bei Methoden, die keine in vivo Do-
kumentation der Kapseln durchführen, verwendet.
Die mittlere Kolon Transitzeit (MT ) lässt sich durch die Annahme, dass sich ein Gleichgewichts-
zustand der Marker im Körper einstellt, bestimmen, d. h. man setzt voraus, dass zum einen die
Marker nach einer endlichen Zeit t ausgeschieden werden und zum anderen, dass die Geschwin-
digkeit der Marker über die sechs Tage der meist siebentägigen Untersuchung konstant bleibt.










Dabei ist für das Verhältnis dt
x0
die Anzahl pro Zeitintervall eingenommener Marker einzusetzen.
Im Allgemeinen werden pro Tag dt = 24std 20 Marker x0 = 20 verwendet, wodurch sich für
das Verhältnis dt
x0
ein konstanter Faktor von 1, 2 errechnet.
Die segmentale Kolon-Transitzeit wird analog ermittelt, jedoch werden dabei nur die in den ein-
zelnen Segmenten gezählten Anzahlen an Marker N für die Berechnung mit 6.1 verwendet.
Eine Fehleranalyse der Berechnungsmethode wird in [10] diskutiert. Dabei wird vor allem das
sich einstellende Gleichgewicht, das große Zeitintervall zwischen den bzw. der Dokumentation
sowie die ausschließliche Anwendbarkeit der Formel bei kontinuierlicher Einnahme von Mar-
kern, diskutiert.
Bei der in der vorliegenden Arbeit vorgestellten Methode wird die Transitzeit durch eine lineare
Approximation berechnet 6.2. Da der Zeitpunkt der Ausscheidung der letzten Kapsel nicht be-
kannt ist, wird zwischen dem Zeitpunkt der Aufnahme tn in der noch mindestens eine der Kapsel
sichtbar war und dem Folgezeitpunkt tn+1 zu dem keine Kapsel in den Bildern mehr erkennbar
war, interpoliert.




Der maximale Fehler, der sich durch die Interpolation ergibt, ist abhängig von der Größe der
Zeitintervalle, in dem die Bilder aufgenommen wurden. Er ergibt sich offensichtlich aus:
err = ±(tn+1 − tn)
2
. (6.3)
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Prinzipiell lässt sich die Transitzeit der in der vorliegenden Arbeit beschriebenen neuen Methode
ebenfalls mit Gleichung 6.1 bestimmen. Dies ist möglich, da eine Umkehrung der Dokumentati-
on und der Einnahme der Marker durchgeführt werden kann. Problematisch bei dem hier vorge-
stellten Verfahren ist jedoch, dass nicht von der fundamentalen Annahme ausgegangen werden
kann, dass eine Kapsel ausgeschieden wurde, wenn sie zu einem Zeitpunkt tn nicht mehr in den
Bildern nachgewiesen werden konnte. Dies liegt darin, dass der Prozess des Auffindens der Kap-
seln nicht sensitiv genug ist und somit die Spezifität des Test nicht ausreicht. D. h. es wurden
zum Zeitpunkt tn+1 mehr Kapseln als zum Zeitpunkt tn gefunden.
Kapitel 7
Ansatz zur Bestimmung der Transitzeit mit
Hilfe der MRT
Aufgrund der Strahlenbelastung der bisher bestehenden Methoden zur Ermittlung der Kolontran-
sitzeit wurde in dieser Arbeit die MRT als nicht strahlenbelastendes Verfahren untersucht, um die
gastrointestinale Transitzeit zu bestimmen.
In einer Pilotstudie der Arbeitsgruppe [14] wurden 6 gesunde Probanden mit einer unauffälligen
Defäkationsrate von 5-8 Defäkationen pro Woche untersucht.
Als Marker für die Bestimmung der Transitzeit wurden Kapseln aus Polypropylene verwen-
det. Diese wurden zuvor mit einer Lösung aus Gardolinium-DTPA und NaCl präpariert. Jedem
Probanden wurden standardisiert fünf Kapseln mit 200ml Wasser oral verabreicht. Das anschlie-
ßende Untersuchungsprotokoll sah zu den Zeitpunkten 3, 6, 12, 24, 36 und 60 Stunden nach der
Einnahme jeweils zwei 3D-MRT Sequenzen des Abdomens vor. Zum einen eine T1-gewichtete
Fl3d Sequenz (FOV 400; SL 2.0; TR 3.12; TE 1.23; 84 Schichten) sowie zum anderen eine
T2-gewichtete TrueFisp Sequenz ( FOV 450; SL 1.61; TR 4.03; TE 1.78; 104 Schichten). Die
MRT-Aufnahmen wurden in Rückenlage der Probanden unter der Verwendung von „Array Body
Spulen“ mit einem 1,5 Tesla-Gerät (AV ANTO R©, Siemens Medical Solutions, Erlangen, Ger-
many) durchgeführt.
Im Folgenden wir die systematische Entwickelung der neuen Methode dargestellt. Die zur Mes-
sung der Kolontransitzeit verwendeten Marker müssen bestimmte physikalische Eigenschaften
aufweisen 7.1.1. Ebenso muss für das verwendetet Kontrastmittel eine geeignete Zusammenset-
zung ermittelt werden 7.1.2.
Die anschließende Auswertung kann mittels eines manuellen 7.2 oder computergestützten Ver-
fahrens 7.3 durchgeführt werden.
7.1 Marker
Das in der vorliegenden Arbeit beschriebene neue, experimentelle Verfahren verwendet ein Re-
aktionsgefäß 7.1 der Firma Greinerbioone GmbH (Solingen, Germany) als Marker zur Bestim-
mung der Transitzeit. Zur Überprüfung der Eignung der Kapseln als Marker zu Messung der
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Transitzeit wurden verschiedene Physikalische Eigenschaften untersucht.
7.1.1 Physikalische Eigenschaften der Kapseln
Die aus Polypropylen (PP) bestehende Kapsel wurde vor der Verwendung als Marker, hinsicht-
lich verschiedener im Folgenden erläuterten Parameter getestet.
Zuerst wurden die in der Abbildung 7.1 eingezeichneten physikalischen Abmessungen mit ei-
(a) Polypropylen Reaktionsgefäß (b) 3D-Modell der Polypro-
pylen Kapsel
(c) Skizze des Polypropylen
Reaktionsgefäßes
Abbildung 7.1: Reaktionsgefäß der Firma Greinerbioone GmbH (Solingen, Germany)
nem Messschieber ermittelt. Die dabei ermittelten Messwerte sind in der Tabelle 7.1 angegeben.
Zur Bestimmung des Volumens wurde die Kapsel durch simple geometrische Körper (siehe Ab-
[mm] a b c d e
10.59 6.0 10.18 2.8 3.12
Tabelle 7.1: Abmaße der Polypropylen Kapsel
bildung 7.1(b)) angenähert.
Die Einzelvolumen der Approximation wurden anhand der in der Tabelle angegebenen gemes-
senen Parameter berechnet. Durch das Aufsummieren der Teilvolumen ergab sich das Gesamt-
volumen zu 1844.2mm3
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Für eine Beurteilung der Kapsel hinsichtlich der durch Schindlbeck et al. [111] eingeführten Kri-
terien für Marker zur Transitmessung, wurde als weiterer Parameter das Gewicht der gefüllten
Kapsel ermittelt.
Die für die automatische Detektion der Kapseln zusätzlichen Parameter und Merkmale wurden
anhand des Modells 7.1 berechnet. Eine Auflistung sowie die Erläuterung zu den einzelnen Pa-
rametern werden in Abschnitt 7.3.4 gegeben.
7.1.2 Optimierung der Gd-DPTA/NaCl Lösung
Um einen maximalen Kontrast zwischen dem Hintergrund und den Kapseln in den MRT-Aufnahmen
zu erzeugen, wurden Testreihen mit unterschiedlichen Konzentrationen von Gd und NaCl durch-
geführt.
Da aufgrund der Isolierung der Lösung gegenüber dem Gewebe durch die Kapseln nur noch
ein Wirkungsmechanismus des Kontrastmittels zum Tragen kommt, wurden die Testreihen zum
einen in der Umgebungsluft und zum anderen in einer Teewurst als Phantom für fettreiches Ge-
webe durchgeführt.
Für die Beurteilung der Kontraste wurde jeweils eine T1- sowie eine T2-gewichtete MRT-Sequenz
der Phantome erzeugt.
Zur Auswertung der Bilddaten bezüglich der Helligkeitswerte der Kapseln wurden aus den
Schichtstapeln diejenigen Bilder, in denen die Kapseln am besten zu sehen waren, ausgewählt
(siehe Abbildung 7.2). Als quantitativer Parameter zur Analyse der Intensitäts-Werte wurde der
Mittelwert einer 10×10 Bildpunkte großen manuell platzierten ROI gebildet. Die Ergebnisse der
Auswertung sind in der Tabelle 7.2 aufgeführt. Zur Abschätzung des Partial-Volumen-Effekts
Gd−DPTA/NaCl 1/0 1/1 1/5 1/10 0/1
T1-gewichtete MRT-Sequenz in Umgebungsluft – 13.78 78.15 102.07 15.61
T1-gewichtete MRT-Sequenz in Tee-Wurst 49.9 66.98 103.40 129.49 83.71
T2-gewichtete MRT-Sequenz in Luft – – 22.71 48.24 65.07
T2-gewichtete MRT-Sequenz in Tee-Wurst – – 80.53 110.35 91.07
Tabelle 7.2: In der Tabelle sind die bei dem Experiment ermittelten mittleren Intensitätswerte der
T1- und T2-gewichteten MRT-Aufnahmen eingetragen. In den Aufnahmeserien wurde jeweils
das Bild ausgewählt, in dem die Kapsel am deutlichten sichtbar ist. Ein „-“ Zeichen bedeutet,
dass die Kapseln in den entsprechenden Bildern nicht gefunden werden konnten.
sowie zur Festlegung der benötigten z-Auflösung wurde eine weitere Auswertung der Bildda-
ten vorgenommen. Durch zwei unabhängige Beobachter wurden in den einzelnen Schichten die
Bildpunkte markiert, die einer Kapsel zugeordnet wurden. In der Tabelle 7.3 sind die in den
einzelnen Schichten ermittelten Bildpunkte sowie die sich ergebenden Summen der Bildpunkte
aufgeführt. Die Summe der Bildpunkte wurde verwendet, um das Volumen der Kapseln aus den
Bilddaten zu berechnen. Das Volumen errechnet sich zu V = NvVd, dabei wird für Nv die An-
zahl der sich ergebenden Voxeln eingesetzt und für Vd die sich aus den MRT-Sequenzparameter
ergebende physikalische Größe eines Voxels in mm3.
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Zur Vorbereitung für die orale Einnahme der Kapseln wurden diese gereinigt und desinfiziert.
Bild Nr. 1 2 3 4 5
∑
Volumen [mm3]
Pixel 82 140 140 94 28 484 1484.6
Pixel 75 164 171 122 41 573 1757.6
Tabelle 7.3: Tabelle mit den Summen der manuell markierten Bildpunkte
Um ein „Verhaken“ der Kapseln zu vermeiden, wurden die Laschen des Verschlusses und der
überstehende Rand entfernt (Abbildung 7.1). Abschließend wurden sie nach dem Befüllen op-
tisch auf Dichtheit geprüft.
(a) Eine T2-gewichtete
MRT-Aufnahme der Kap-
seln in einer Teewurst, die




seln in der Umgebungsluft.
Abbildung 7.2: MRT-Aufnahmen der Kapseln in zwei unterschiedlichen Medien.
7.2 Manuelle Auswertungsverfahren
Zur Auswertung der Daten müssen die Kapseln in den Bilddaten lokalisiert und dokumen-
tiert werden. Dazu wird die 2D-Ansicht der Bilddaten 7.2.1 durchsucht oder es wird eine 3D-
Rekonstruktion 7.2.2 der Bilddaten verwendet.
7.2.1 2D-Auswertungsverfahren
Ein Verfahren zur manuellen Auswertung der Bilddaten ist das 2D-Auswertungsverfahren. Zur
Auswertung der Daten wurde ein Protokoll entworfen, nach dem die Bilder ausgewertet werden
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sollen.
Im ersten Schritt werden die Bilder des ersten Messzeitpunkts in der Befundungs-Software der
Workstation geladen. Aus diesen Bilddaten wird zunächst die T1-gewichtete Sequenz ausge-
wählt, da bei dieser Gewichtung sich die Kapseln am deutlichsten in den Bildern darstellen.
Zur differenzierten Dokumentation der Position der Kapseln wurde eine Aufteilung des Ab-
domens in drei Segmente vorgenommen. Zum Einzeichnen der Aufteilung wurden die Zeich-
nungswerkzeuge der Workstation-Software verwendet. In der Abbildung 7.3 sind die Hilfslinien
für die Unterteilung dargestellt. Die Aufteilung des Abdomens erfolgte dabei in Anlehnung an
[26, 17, 3, 86, 89].
Die Segmente wurden für die Auswertung der Daten nummeriert, dabei erhielt die rechte Seite
die römische Ziffer I , die linke Seite die II und das Rektumsigmoid die Nummer III . Um die
getroffene Aufteilung auch in den Folgeschichten beizubehalten und nicht in jeder Schicht eine
neue Aufteilung definieren zu müssen, wurde diese in allen Folgebildern mit Hilfe der Kopier-
funktion der Software kopiert.
Zur Bestimmung der Transitzeit wurden die Kapseln zu den verschiedenen Zeitpunkten in den
Segmenten gezählt und in einer Tabelle festgehalten. Zur Berechnung der Transitzeit anhand der
Daten wurde die in Abschnitt 6.2 beschriebene lineare Interpolations-Formel verwendet.
7.2.2 3D-Visualisierung und Maximum-Intensitäts-Projektion (MIP)
Das zweite manuelle Verfahren zur Auswertung der Bilddaten ist ein 3D-Auswertungsverfahren.
Als Hilfsmittel zur manuellen Bilddaten-Auswertungs-Methode wurde die in der vorliegenden
Arbeit implementierte Software verwendet. Mit der Software ist es möglich, eine dreidimen-
sionale Ansicht der Daten zu berechnen, wodurch ein besserer räumlicher Zusammenhang hin-
sichtlich der Lage der Kapseln gewährleistet wird. Zur Auswertung der Bilddaten wurden wie
bei der ersten Methode eine Aufteilung des Abdomens in drei Segmente vorgenommen (siehe
Abbildung 7.3(b)). Im Gegensatz zur ersten Methode wird das Achsenkreuz nicht durch Linien
sondern durch drei Ebenen, die das Abdomen aufteilen, dargestellt. Die Platzierung der Ebenen
findet in der 2D-Ansicht der Daten statt (siehe Abbildung 7.3(a)). Die Aufteilung der Segmente
erfolgt analog zur ersten Methode.
Die Trennebenen wurden farblich unterschieden, um eine Orientierungshilfe in der 3D-Ansicht
der Daten zu bieten. Die mediane Ebene, die das Abdomen in rechts und links unterteilt, hat
die Farbe rot. Die rechte untere Trennebene hat die Farbe blau, die linke untere Ebene die Farbe
grün. Durch die beiden letztgenannten Ebenen wird das Rektum abgegrenzt. Durch die Dar-
stellung der Daten in einer Maximum-Intensitäts-Projektion (MIP) werden die kontrastreichen
Kapseln in der 3D-Ansicht zusätzlich hervorgehoben (siehe Abbildung 7.8). Anhand dieser 3D-
Darstellung ist eine Identifikation der Kapseln wesentlich schneller und sicher durchführbar. Ein
weiterer Vorteil gegenüber der zweidimensionalen Darstellung ist, dass eine bessere Entschei-
dung möglich ist, ob sich eine Kapsel im Dünndarm oder bereits im Dickdarm befindet. Das
heisst, durch die Echtzeit-Manipulationsmöglichkeiten der Daten, wie z. B. die Rotation der Da-
ten in eine seitliche Ansicht, ist erkennbar, ob sich eine Kapsel mehr dorsal oder mehr ventral
befindet. So kann einfacher entschieden werden, ob sich die Kapsel bereits im Dickdarm befin-
det oder ob sie in der Frontalansicht von ihm nur überdeckt wird (siehe Abbildung 7.9). Um
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(a) Analoge Aufteilung des Abdo-
mens wie bei der manuellen 2D-
Bildauswertungsmethode
(b) Die aus den 2D-Linien berechneten 3D-
Ebenen zur Aufteilung des Abdomens
Abbildung 7.3: Zwei und drei dimensionale Aufteilung des Abdomens in rechtes Kolon, linkes
Kolon und sigmoides Kolon
eine 3D-Darstellung der Daten zu berechnen, gibt es unterschiedliche Ansätze 7.2.2. Das in der
vorliegenden Arbeit implementierte 7.2.2 3D-Texturmapping 7.2.2 Verfahren kann als eine Er-
weiterung des 2D-Texturmapping Verfahrens 7.2.2 angesehen werden.
Als Hilfsmittel zur Auffindung der Kapseln kann die Maximum-Intensitäts-Projektion 7.2.2 ein-
gesetzt werden.
3D-Visualisierung von MRT-Daten
Bei den schnittbildgebenden medizinischen Aufnahmeverfahren wie CT und MRT liegen die
Bilder in Form einer räumlichen Bildfolge vor. Dabei handelt es sich um eine Sequenz von
zweidimensionalen Bildern die in einer Schnittführung liegen.
F : [0..Nx]× [0..Ny]× [0..Nz] (7.1)
Durch die Gleichung 7.1 wird diese Bildfolge, bestehend aus Nz ∈ N zueinander parallelen
Bildern, durch eine Körperregion beschrieben.
Um eine dreidimensionale Ansicht dieser Daten zu generieren, gibt es eine Reihe von unter-
schiedlichen Methoden.
Iλ (x, r) =
∫ L
0




Alle Verfahren lassen sich mathematisch durch die Berechnung des Volumen-Rendering-Integrals
7.2 beschreiben. Dabei geht es um die analytische Berechnung der Lichtmenge der Wellenlänge
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λ, die ein Strahl r am Ort x erzeugt [88]. Durch Diskretisierung sowie einer Taylorreihen Ap-
proximation der Exponentialfunktion lässt sich die analytisch berechenbare Form des Integrals
angeben [79].







(1− α (sj)) (7.3)
Grundlegend lassen sich die Verfahren zur dreidimensionalen Visualisierung hinsichtlich der Ab-
arbeitung der Objekte in der Szene unterteilen. Man unterscheidet dabei zwischen Bild-Reihenfolge
und Objekt-Reihenfolge.
Zu den Verfahren der Bild-Reihenfolge gehören das Raytracing sowie das Raycasting. Dabei
wird ein Strahl durch jedes Pixel der Szene gesendet. Durch die Berechnung des Schnittpunk-
tests, die zuvor festgelegte Kameraposition sowie anhand der Objekteigenschaften und Licht-
quellen wird die Farbe eines Pixels bestimmt. Mit dieser Technik ist es möglich, sehr realisti-
sche, virtuelle Szenen zu generieren. Nachteilig ist jedoch der besonders langsame Aufbau der
Bilder, der aus dem enormen Rechenaufwand resultiert [112]. Eine Echtzeit-Manipulation der
Daten wie Rotation oder Translation ist mit diesem Verfahren derzeit nicht möglich.
Das Verfahren der Objekt-Reihenfolge basiert auf der transparenten bzw. semi-transparenten
Darstellung der Voxel. Dazu wird jedem Pixel aus den Schichten ein Alphafaktor αk hinzugefügt,
der die Transparenz modelliert. Daraus resultiert, dass jedes Pixel durch die vier Komponenten
Rot, Grün, Blau und Alpha beschrieben wird.
Da hier ausschließlich Grauwert-MRT-Bilddaten verwendet werden, lassen sich die Pixeldaten
auf Grauwert und Alphawert reduzieren. Ausgehend vom Alphawert wird durch das Traversie-
ren des Volumens für jedes Voxel der Beitrag für die Darstellung ermittelt. Bei der Traversierung
des Volumens gibt es die Möglichkeit das Volumen von vorne nach hinten (front-to-back) oder
von hinten nach vorne (back-to-front) durchzugehen. Dies muss bei der Darstellung von semi-
transparenten Strukturen berücksichtigt werden, da es sonst zu einer falschen Darstellung der
Daten wie z. B. bei Überdeckungen kommt.
C = Ck(1− αk) +Cαk) (7.4)
Durch 7.4 sowie durch die Abbildung lässt sich der Zusammenhang verdeutlichen.
Zu beachten ist das im Allgemeinen die Voxel in der räumlichen Bildfolge nicht isotrop sind. Das
bedeutet, dass ein Volumenelement des Datensatzes nicht durch einen Würfel beschrieben wird,
sondern durch einen Quader, der meist in einer Richtung eine von den beiden anderen Richtun-
gen unterschiedliche Kantenlänge aufweist.
Die in der vorliegenden Arbeit verwendeten Datensätze bestehen pro Messung aus einer T1- und
einer T2-gewichteten 3D-Sequenz. Die Bildmatrix der T2-gewichteten Sequenz hat eine Auflö-
sung von 256× 256 und eine Bildpunktauflösung 1.757813× 1.757813mm2 in der Schnittebene
sowie 1.510010 mm zwischen den 104 Schichten. Die T1-gewichtete Sequenz hat eine höhere
Auflösung in der Schnittebene von 512 × 512 × 80 Bildpunkten sowie einer Bildpunktgröße
von 0.781250 × 0.781250mm2. Die Auflösung zwischen den Schichten ist jedoch geringer, sie
beträgt 1.999992 mm.
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Texturmapping
Texturmapping wird in der Computergrafik verwendet, um mit einer einfachen Methode reali-
stische Bilder zu erzeugen. Prinzipiell verwendet man dazu eine so genannte Textur, die einfach
oder periodisch auf das darzustellende, durch Polygone beschriebene Objekt aufgebracht wird.
Man unterscheidet zwei Arten von Texturen. Die gängigste Form einer Textur besteht aus einer
Bildpunktkarte (Bitmap), die durch Interpolation auf die Polygone aufgebracht wird. Die zweite
mögliche Form einer Textur besteht in einer mathematischen Beschreibung. Das heißt, die Textur
wird nicht durch ein Bild sondern durch einen funktionellen Zusammenhang definiert [97].
Durch diese funktionelle Beschreibung können verschiedene natürliche Phänomene realistisch
simuliert [40] werden, wie z. B. Wolken, Marmor, Feuer usw.
Zur Beschreibung der Projektion (mapping) der Texel auf die Objektpolygone werden die Tex-
turkoordinaten (u, v)u ∈ 0..1, v ∈ 0..1 eingeführt. Dadurch lässt sich die Projektion durch
T : O ⊂ R3 7→ B ⊂ R2T ([x, y, z]) = [u, v] (7.5)
formal beschreiben.
Zusätzlich zu den reinen Farbinformationen können Texturen auch Informationen über Oberflä-
cheneigenschaften, Transparenz oder weitere beleuchtungs- und darstellungsrelevante Parameter
enthalten.
2D-Texturmapping vs. 3D-Texturmapping
Texturmapping kann zur 3D-Visualisierung von Schnittbilddaten verwendet werden. Dazu kann
man das 2D-Texturmapping oder 3D-Texturmapping einsetzen.
Beim 2D-Texturmapping werden die einzelnen Bilder auf die gleiche Anzahl an Polygonen pro-
jiziert (siehe Abbildung 7.4), d. h. jedes Polygon hat seine eigene Textur. Im Gegensatz dazu
werden beim 3D-Texturmapping die Daten als 3D-Textur verstanden. Um eine Abbildung zu
generieren werden aus den 3D-Daten 2D-Bilder interpoliert, die auf die Polygone aufgebracht
werden (siehe Abbildung 7.5). Durch eine Rotation der Kamera kommt es aufgrund der 2D-
Abbildung 7.4: 2D-Texturebenen in x-, y- und z-Richtung
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Abbildung 7.5: 2D-Texturebenen des 3D-Texturverfahrens
Interpolation der Textur zu einer Ansicht, die einen Blick zwischen die einzelnen Schichten der
Daten zulässt (siehe Abbildung 7.6 oben).
Um die bei der 2D-Methode entstehenden Artefakte zu vermeiden, werden bei der 3D-Methode
die normalen Vektoren der Polygone immer in Richtung der Kamera ausgerichtet, wodurch ein
Blick zwischen die Schichten verhindert wird. Zur Visualisierung der Abdomendaten wurde das
(a) Darstellung der polygonnormalen
Vektoren im Verhältnis zum Kamera-
winkel beim 2D-Texturmapping
(b) Darstellung der polygonnormalen Vektoren
im Verhältnis zum Kamerawinkel beim 3D-
Texturmapping
Abbildung 7.6: Polygonnormalen und Kamerawinkel der 2D- und 3D-Texturmapping Methode
3D-Texturmapping verwendet. Die Qualität der Visualisierung hängt dabei von der Schichtdicke
der MRT-Daten sowie von der Anzahl an Polygonen ab, die auf die Textur aufgebracht werden.
Dabei muss ein Kompromiss zwischen der Echtzeitmanipulationsmöglichkeit der Daten und der
erforderlichen Qualität der Abbildung getroffen werden.
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Maximum-Intensitäts-Projektion
Die Maximum-Intensitäts-Projektion (MIP) ist ein Visualisierungsverfahren, bei dem die Pro-
jektion eines dreidimensionalen Datensatzes aus einer bestimmten Blickrichtung betrachtet wird
(siehe Abbildung 7.8). Die Besonderheit dabei ist, dass auf die Projektionsebene nur diejenigen
Volumenelemente (Voxel) abgebildet werden, deren Intensitätswert maximal entlang des Projek-
tionsstrahls ist 7.7.
Diese Darstellungsart wird häufig bei Gefäßdarstellungen (CTA) oder bei der Darstellung des
Bronchialbaumes eingesetzt. Die analoge, umgekehrte Darstellung von intensitätsarmen Berei-
chen wird als Minimum-Intensitäts-Projektion bezeichnet.
Abbildung 7.7: Intensitätsfunktionsverlauf im Strahlengang eines Strahls durch einen 3D-
Datensatz
Einen Nachteil, den die MIP mit sich bringt ist, dass alle räumlichen Beziehungen in der
Abbildung verloren gehen, da nur ein Voxel im Strahlengang bei der Abbildung berücksichtigt
wird.
Eine umfassende mathematische Behandlung sowie eine mögliche technische Implementierung
der MIP ist in [50] zu finden.
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(a) 3D-Projektion des Abdomens (b) 3D-Maximum-Intensitäts-Projektion des Abdo-
mens
Abbildung 7.8: Zum Vergleich eine gewöhnliche 3D-Darstellung des Abdomens und eine Dar-
stellung in der Maximum-Intensitäts-Projektion
Implementierung
Zur Berechnung der dreidimensionalen Abbildung wird von einer Kamera mit Blickrichtung auf
den Ursprung ausgegangen.
Um die für das Texturmapping benötigten Gleichungen der Interpolations-Ebenen 7.6 ermitteln
zu können, müssen die normalen Gleichungen der Ebenen erstellt werden. Dazu wird ein Auf-
punkt ~r, der auf der Ebene liegt, und der zur Kamera gerichtete Normalenvektor ~n verwendet.
Da hier der „Back to Front“ Rendering Ansatz verfolgt wird, beginnt man mit dem von der Kame-
ra am weitesten entfernten Punkt als Aufpunkt ~r für die erste Ebene. Er berechnet sich nach Wil-
son et al. [138] zu ~r = −~nd
2
dabei ist ~n der Normalenvektor der Ebene und d =
√
x2 + y2 + z2
die Länge der Raumdiagonale des Datenvolumens. Die Position der nächsten Ebene ~ri ergibt
sich zu ~ri = ~r + ~n dN i mit N als Gesamtanzahl der zur Abbildung verwendeter Polygone und Ni
der Nummer des aktuellen Polygons.
(~r − ~o)~n = 0 (7.6)
Um die Darstellung auf das Würfelvolumen zu begrenzen, müssen die Polygone mit den Kanten
des Quaders geschnitten werden. Dazu werden die Schnittpunkte S der Ebenen mit den sechs
Flächen des Würfelvolumens berechnet.
Die Eckpunkte des Polygons liegen auf den Kanten zweier senkrecht aufeinander stehender Wür-
felflächen 7.10. Um den Schnittpunkt zu berechnen, wird Gleichung 7.8verwendet.
Dabei sind F1 = a1e1 + b1e2 + c1e3 und F2 = a2e1 + b2e2 + c2e3 die Flächengleichungen der
Würfelseiten und f = he1 + je2 + ke3 die Ebenengleichung, in der das Polygon liegt.
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Abbildung 7.9: Durch die Echtzeitmanipulation der 3D-Daten erhält man einen präzisen Über-
blick über die Position der Kapseln. Durch Rotation der Daten nach kaudal ist eine Entscheidung,
ob sich die Kapseln bereits im Kolon befinden möglich.
Abbildung 7.10: Darstellung der maximal möglichen Schnittpunkte einer Ebene mit einem Qua-
der
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P =






(S(x,y, z))T = P−1 ·D (7.8)
Bevor die Schnittpunkte ermittelt werden, wird die Determinante von P, die zur Berechnung der
inversen Matrix P1 = 1
detP
P T von P benötigt wird, ermittelt und interpretiert. Ist die Deter-
minante Null, gibt es keinen Schnittpunkt mit den Ebenen oder unendlich viele. In diesem Fall
werden keine weiteren Berechnungen durchgeführt. Ist die Determinante von Null verschieden,
existiert eine gültige Lösung. In diesem Fall werden die Koordinaten der Schnittpunkte ermittelt.
Im Weiteren wird überprüft, ob sich die Schnittpunkte innerhalb oder außerhalb des Volumens,
bzw. auf der Kante der betrachteten Würfelebenen F1 und F2 befinden.
Die Schnittpunktberechnung wird für alle zur Visualisierung verwendeten Polygone mit allen 12
Kanten des Quaders durchgeführt.
Die ermittelten Schnittpunkte werden als Eckpunkte zur Begrenzung der Interpolation Polygone
verwendet.
Um die Punkte mit OpenGl verwenden zu können, muss die Liste der Eckpunkte im Uhrzeiger-
sinn hinsichtlich des Winkels, des zur Kamera gerichteten Normalenvektor, sortiert werden.
L =

l00 l01 l02 l03
l10 l11 l12 l13
l20 l21 l22 l23
l30 l31 l32 l33
= K−1 (7.9)
r = (l00x+ l01y + l02z)
1
dx
s = (l10x+ l11y + l12z)
1
dy




Die Umrechnung auf Textur-Koordinaten erfolgt durch die Verwendung der Transformations-
Matrix I mit r, s, und t als Texture-Koordinaten, x, y und z als Welt-Koordinaten und dx, dy und
dz als Volumendimensionen in die x-, y- bzw. z-Richtung. Zur Berechnung der Interpolations-
Abbildung 7.11: Voxel Pi mit Texturkoordinaten
80 7. Ansatz zur Bestimmung der Transitzeit mit Hilfe der MRT
werte Farbe und Transparenz zwischen den diskreten Texturdatenpunkten bietet OpenGl zwei
Möglichkeiten: die Methode des nächsten Nachbarn, bei der die Werte des geometrischen am
nächsten liegende Datenpunkt übernommen werden, und die Methode, bei der eine tri-lineare
Gewichtung der Farbwerte der acht Eckpunkte des aktuellen Voxels in Abhängigkeit des Ab-
stands zum Berechungspunkt vorgenommen wird.
7.3 Computergestütztes Auswertungsverfahren
Um einen 3D-Körper in einem 3D-Datenraum detektieren zu können, besteht die wichtigste Tei-
laufgabe darin, einen Satz von Merkmalen oder sog. Features zu definieren, die eine umfassende
Beschreibung des 3D-Modelles ermöglichen.
Einfache Merkmale stellen dabei z. B. die Anzahl der Voxel, die Anzahl der Polygone, die Fläche,
der umgebende Quader, die Geschlossenheit, das Volumen usw. dar. Diese einfachen Merkmale
bilden eine Basis und sind für einige Aufgaben hilfreich - für eine sichere, inhaltsbasierte Ähn-
lichkeitssuche jedoch nicht ausreichend. Aussagekräftigere Merkmale, die invariant gegenüber
Rotation, Translation und Skalierung sind, die sich aus der Form des 3D-Objekts ergeben, sind
besser geeignet.
Weiterhin sollten die Merkmale möglichst robust gegenüber kleinen Veränderungen der Geome-
trie und Topologie des Modells sein.
In der vorliegenden Arbeit wurde ein computergestützes Auswertungsverfahren (Computer-Assisted
Diagnosis Software) entworfen, die eine Kombination aus einfachen und komplexeren Merkma-
len verwendet, um eine sichere Erkennung der Kapseln zu gewährleisten.
Die Abbildung 7.12 zeigt den schematischen Aufbau der Bildverarbeitungskette, die zur Detek-
tion der Kapseln in die Bilddaten angewendet wird.
Im Rahmen des computergestützten Auswertungsverfahrens müssen die folgenden sechs Schritte
durchgeführt werden.
Abbildung 7.12: Bildverarbeitungssystem zur merkmalsbasierten Suche von 3D-Objekten
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7.3.1 Vorverarbeitung der Bilddaten
Analog zu den in Kapitel 5.3.3 beschriebenen Vorverarbeitungsschritten werden auch bei dieser
Anwendung Vorverarbeitungsmethoden mit dem Ziel eingesetzt, die Bilddatenqualität für die
Weiterverarbeitung zu verbessern. In dem entworfenen Auswertungsverfahren wurden zwei Vor-
verarbeitungsschritte angewendet - eine Methode zur Kontrastverbesserung und eine Methode
zur Erzeugung isotroper Datensätze.
Methode zur Kontrastverbesserung
Die von einem MRT-Scanner erzeugten Bilddaten besitzen im Allgemeinen ein schmales Hi-
stogramm. Um eine bessere Ausnutzung des Grauwertebereichs zu erzielen, wird eine Grau-
wertspreizung oder auch Histogrammspreizung der Bilddaten durchgeführt [75]. Durch bessere
Ausnutzung des Dynamikbereichs wird auch ein höherer Kontrast in den Bildern erzeugt.




gmin fu¨r 0 ≤ g < gmin
(g−gmin)(G−1)
gmax−gmin fu¨r gmin ≤ g ≤ gmax
gmax fu¨r gmax < g ≤ G− 1
(7.11)
Der Parameter g ist der aktuelle Grauwert G, der maximal, auf dem Abbildungssystem, darstell-
bare Grauwert und gmin bzw. gmax den zu definierenden Minimal- bzw. Maximalgrauwert, den
das Ausgangsbild gespreizt werden soll.
Methode zur Erzeugung isotroper Datensätze
Bei CT- oder MRT-Bilddaten ist die Ortauflösung in der Schnittebene (x-und y-Richtung), oft-
mals um einen Faktor 10 größer als die Auflösung zwischen den Schichten (z-Richtung).
Für den überwiegenden Teil der Anwendungen werden jedoch isotrope Voxel bzw. Bilddaten
benötigt.
Um isotrope Bilddaten zu erhalten, müssen interpolierte Zwischenschichten in die Bilddaten ein-
gebracht werden.
Eine einfache, schnelle Methode besteht darin, die aktuelle Schicht Sn, bis zur nächsten Origi-
nalschicht Sn+1, wiederholt einzufügen.
Dabei entstehen jedoch an der Übergangsgrenze zur Folgeschicht große Grauwertsprünge.
Bessere Ergebnisse werden durch eine lineare Interpolation zwischen den Grauwerte g(x, y, z)
und g(x, y, z+1) erzielt. Nachteilig ist, dass auch hier keine kontinuierlichen Grauwertübergän-
ge in den Bilddaten erzeugt werden können. Für anspruchsvollere Anwendungen können durch
den Einsatz von Interpolationsfunktionen höheren Grades n > 1, Cn stetige Grauwertübergänge
erzielt werden. Der Nachteil, der sich hierbei jedoch ergibt, ist der hohe Rechenaufwand.
In der vorliegenden Arbeit wurde eine lineare Interpolation der Schichten verwendet. Die z-
Auflösung bei den standardisierten Abdomenübersichtsaufnahmen beträgt 2.0mm. Die Ortsauf-
lösung in x- sowie in y-Richtung beträgt 0.78mm. Zur Erzeugung annähernder, isotroper Voxeln






eingefügt. Die Grauwerte wurden durch 7.12 berechnet.
g (x, y, z) = S (x, y, z) +







Nach der Vorverarbeitung der Bilddaten wird durch eine Schwellwert-Segmentierung die Daten-
menge von durchschnittlich ca. 40Mbyte auf 14Mbyte verringert. Dazu wird im einem ersten
Schritt eine einfache Schwellenwert-Entscheidung getroffen, um eine Reduktion der zu behan-
delnden Voxel zu erzielen. Das bedeutet, es werden nur diejenigen Voxel R weiter behandelt,
deren Grauwert größer einer Schwelle S ist.
R = {(x, y) |S < G (x, y)} (7.13)
Um den Schwellwert S für die Segmentierung festzulegen, wurde das bereits in 5.3.4 beschrie-
bene Verfahren nach Otsu [94] verwendet.
Aufgrund der Annahme einer bimodalen Verteilungsform des Histogramms liefert das Verfahren
den Schwellwert, mit dem die Zuordnung eines Voxels zur rechten oder zur linken Verteilung
durchgeführt werden kann. Da die Kapseln sich in den Bilddaten durch eine hohe Helligkeit aus-
zeichnen, wurde der Schwellwert um die Hälfte der Breite der rechts liegenden Verteilung erhöht
(siehe Abbildung 7.13).




Durch die Anwendung der Segmentierung mit dem angepassten Schwellwert konnte die Daten-
menge für die Weiterverarbeitung im Mittel auf 6,5MByte reduziert werden.
7.3.3 Voxel Gruppierung
Durch die Anwendung der zuvor beschriebenen Schwellwert-Segmentierung wird nur noch eine
Teilmenge ζ ∈ V der Voxel v aus der Gesamtmenge V = {Nx ×Ny ×Nz} der Voxel zur wei-
teren Verarbeitung verwendet.
Um die im Weiteren beschriebenen Merkmale berechnen zu können, müssen die Voxel der Men-
ge v ∈ ζ zu geometrisch zusammenhängenden Gebieten gruppiert werden. Dazu wird die Union-
Find-Methode verwendet.
Union-Find Methode
Bei der Union-Find Methode handelt es sich um ein Verfahren zur Verwaltung disjunkter Men-
gen S1, ..., Sk ⊂ 1,...,n [114].
Dabei wird versucht, mit x ∈ Si und y ∈ Sj , zu jedem x, y ∈ 1, ..., n ein i, j ∈ 1, ..., k zu finden.
Werden diese Mengen gefunden, werden Si ∪ Sj vereinigt.
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Abbildung 7.13: Histogramm eines 3D-Datensatzes mit bimodaler Verteilungsform




Die Procedure „union“ vereint die beiden Mengen x und y.
procedure find(x: int): int
begin
begin





Die Funktion „find“ liefert einen Repräsentanten (die Wurzel) x der Menge S zurück.
Ausgegangen wird bei der Methode von den isoliert zu betrachtenden einzelnen Voxeln der Men-
gen ζ .
Jedes Voxel wird initial mit einer Markierung (Label) u ∈ {1..n} verknüpft. Dadurch wird jedes
Voxel seiner eigenen Klasse zugewiesen. D. h. jedes Voxel stellt die Wurzel seiner Klasse dar.
Ausgehend von dieser initialen Zuordnung werden alle Voxel v ∈ V in einer Schleife abgearbei-
tet. Dabei wird für jedes Voxel v überprüft, ob einer oder mehrere der 26 möglichen Nachbarpo-
sitionen besetzt sind (siehe Abbildung 7.14). Ist eine der Nachbarposition besetzt, wird mit Hilfe
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der find- Procedure die Wurzel der zugehörigen Menge Sj ermittelt. Danach werden die Mengen
Si und Sj durch die Verwendung der union-Procedure vereinigt.
Nach der Bearbeitung aller Voxel sind geometrisch zusammenhängende Voxel mit dem gleichen
Label versehen und können so als Ergebnis in Ci : i = {1..k} Cluster unterschieden werden.
Da im Allgemeinen die Anzahl k der gefundenen Cluster größer als 5 (die Anzahl der maximal
Abbildung 7.14: Voxel-Nachbarschaft in sechs Richtungen und 26 Richtungen
sich im Körper befindenden Kapseln) ist, wird durch die zusätzliche Min-Max-Nebenbedingung
versucht, diese Anzahl der Cluster zu reduzieren.
Min-Max-Bedingung
In Kapitel 7.1 wurden die physikalischen Eigenschaften der Kapseln beschrieben. Dort wurde die
Anzahl an Bildpunkten ermittelt, durch die eine Kapsel sich in den MRT-Aufnahmen darstellt.
Ausgehend von den Bildpunkten wurde das Verdrängungsvolumen einer einzelnen, isolierten
Kapsel ermittelt. Anhand dieser Volumenwerte kann die Anzahl der sich ergebenden Cluster k
für die Weiterverarbeitung weiter verringert werden.
Dazu wird zuerst eine untere Schranke Sunten festgelegt. Diese bestimmt, aus wie vielen Voxel
ein Gebiet mindestens bestehen muss, um eine Kapsel repräsentieren zu können.
Alle Cluster, die weniger als Sunten Voxel enthalten, können im Weiteren vernachlässigt werden.
Analog wurde eine obere Schranke Soben festgelegt. Diese wurde durch empirische Beobach-
tungen sowie durch eine Schätzung bestimmt. Als Grundlage für die Schätzung wurde der Fall
angenommen, dass alle fünf Kapseln nebeneinander in den Aufnahmen liegen, wodurch sich die
maximale Größe eines Gebiets zu 5 × 1510 = 7550 Voxeln ergibt. Um eine sichere Erkennung
zu ermöglichen, wurde diese Schranke um weitere 10% erhöht, um die durch Partial-Volumen-
Effekte auftretende Effekte einzuschließen.
{Sunten ≤ Ci ≤ Soben} (7.15)
7.3.4 Merkmalsvektor
Nach der Gruppierung der Voxel zu zusammenhängenden Objekten müssen Merkmale dieser
Objekte ermittelt werden, um diese automatisch klassifizieren zu können [49, 131]. In Kapitel
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7.1.1 wurden verschiedenen Modellbeschreibungsformen vorgestellt.
Zur Generierung der hier verwendeten spezifischen Modellbeschreibung wurden verschiedene
Merkmale verwendet. Die Berechnung sowie die Eigenschaften der einzelnen Merkmale wird
im Folgenden dargelegt.
Wie bereits in Abschnitt 7.1 beschrieben sind die Kapseln im voraus vermessen und geprüft
worden. Dabei wurden durch die empirisch ermittelten Werte sowie durch die nativen MRT-
Aufnahmen der Kapseln zum einen ein geometrisches Modell (siehe Abbildung 7.1) erstellt und
zum anderen bereits einfache Merkmale wie mittlere Helligkeit der Voxel sowie mittlere Anzahl
an Voxeln bestimmt.
Schwerpunkt
Als Ortspunkt ~m zur Lokalisation der Segmente im 3D-Raum wurde in Analogie zur Physik der
Schwerpunkt als Bezugspunkt eines Segments berechnet. Dazu wurden die n Voxel als Masse-
punkte m1,m2, ..,mn betrachtet sowie die jeweiligen Ortsvektoren ~r1, ~r2, . . . , ~rn. Der Schwer-
punkt lässt sich somit gemäß 7.16 ermitteln. Als Masse wird in der digitalen Bildverarbeitung






Bei allen weiteren Merkmalen wird der Schwerpunkt als Ursprung des lokalen Kapselkoordi-
natensystems verwendet. Weiterhin wird, ohne Beschränkung der Allgemeinheit, von einer Ver-
schiebung des Schwerpunktes des Objekts in den Ursprung des globalen Koordinatensystems
ausgegangen.
Im Anhang A sind die allgemeinen Translations- und Rotations-Matrizen für homogene Koor-
dinaten angegeben. Weiterhin wird dort die Koordinatentransformation von einem körperfesten
Koordinatensystem in ein beliebiges Koordinatensystem behandelt.
Volumen
Das Volumen Vu ermittelt sich aus der Summe der Voxel v die Teil des Segments Su sind. D. h




vi (x, y, z) (7.17)
Oberfläche
Als Oberflächenvoxel werden analog zu 5.3.5 alle Voxel vu bezeichnet, die mindestens einen
Nachbarn erster Ordnung besitzen, der nicht zum Objekt gehört. Die Summe der Voxel ergibt




vi (x, y, z) (7.18)
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Formfaktor Kompaktheit
Der Formfaktor oder auch als Kompaktheit bezeichnete Parameter, ergibt sich aus dem Quotien-







Das Radienverhältnis wird durch den minimalen und maximalen Kugelradius gebildet. Die Radi-







min (|~o− ~m|) (7.20)
In der vorliegenden Arbeit werden als Erweiterung dieses Merkmals in Anlehnung an [48] Sn-
Kugelschnitte gebildet. Ausgehend von der Bestimmung der kanonischen Lage und Orientierung
mit Hilfe des Hauptachsensystems (siehe unten), werden vom Schwerpunkt aus die Schnittpunk-
te mit der Oberfläche des Körpers berechnet (siehe Abbildung 7.15). Die verwendete Anzahl an
Richtungen legt die Dimension des Merkmals fest.
Abbildung 7.15: Ausgehend vom Schwerpunkt werden Stahlen in unterschiedliche Richtungen
zum Schnitt mit der Hülle des Objekts gebracht. Der Abstand vom Schwerpunkt zum Schnitt-
punkt eines Stahls ergibt zusammen mit dem Winkel eine Komponente des Merkmals. Durch die
Wahl der Anzahl der Richtungswinkel wird die Dimension des Merkmals festgelegt [48].
Hauptachsen Verhältnis Elongation
Zur Ermittlung der Hauptachsen Hi verwendet man die Kahunen-Love-Transformation oder
auch das als Principal-Components-Analyse (PCA) bezeichnete Verfahren.
Ausgehend von der Datenbasis X = {Xi ∈ Rn|i ∈ {1, ..T}} wird diejenige Matrix A gesucht,
die eine Rotationstransformation des Koordinatensystems A auf Hauptachsen des System H
durchführt 7.21.
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Unter den Hauptachsen sind diejenigen Achsen zu verstehen, entlang derer die Varianz der Daten
maximal wird.
H = AX (7.21)
Dabei muss die Bedingung erfüllt sein, dass sie die Kovarianzmatrix K = (kij) ∈ Rn×n, kij =
σiσjrij der mehrdimensionalen Datenverteilung [47] auf ihre Diagonalform transformiert.
D = AKAT (7.22)
Den Zusammenhang der Standardabweichungen σi und σj entlang der Raumrichtungen i bzw. j.
beschreibt die Produktmomentkorrelation rij . Die TransformationsmatrixA = (φ1, φ2, . . . , φn) ∈
Rn×n erfüllt die Bedingung 7.22 genau dann, wenn die Zeilen von A aus den normierten Eigen-
vektoren φi = vi/ |v − i| der Kovarianzmatrix bestehen. Der Eigenvektor (EV) vi zum Eigenwert
(EW) λi genügt der Bedingung:
det(K− λiE)vi = 0 (7.23)
Als Merkmals-Parameter werden die Hauptkomponenten F = Hi√
λi
verwendet. Diese erhält man
durch Normierung der Hauptachsen Hi auf ihrer Varianz. Sie weisen folgende zwei Eigenschaf-
ten auf:
(i) Zwei unterschiedliche Hauptkomponenten Fi und Fj mit i 6= j sind paarweise unkorreliert
(rij = 0).
(ii) Die Varianz σi gibt an, wieviel von der Gesamtvarianz der Datenverteilung im Merkmals-
raum durch die jeweilige Hauptkomponente Fi erfaßt wird. Für die Varianzen in Haupt-
achsenrichtung gilt: λ1 ≥ λ2 ≥ . . . ≥ λn
Anhand des Punktes (i) als charakteristisches Merkmal kann die physikalische Dimension des
Objektes bestimmt werden. Durch das Verhältnis der Gesamtvarianzen im Punkt (ii) kann auf
die Ausdehnung des Objektes geschlossen werden.
Für eine genaue Beschreibung der Hauptkomponentenanalyse sowie mathematische Beweisfüh-
rungen wird auf [9, 12, 108] verwiesen.
Eine andere Betrachtungsweise der Hauptachsen-Transformation ist eine mechanische Interpre-
tation der Eigenwerte und Eigenvektoren. Dabei werden die Eigenwerte als Hauptträgheitsmo-
mente und die Eigenvektoren als Hauptträgheitsachsen betrachtet.














 y2v + z2v −xvyv −xvzv−yvxv x2v + z2v −yvzv
−zvxv −zvyv x2v + y2v
 =
 Ixx Ixy IxzIxy Iyy Ixz
Ixz Iyz Izz
 (7.25)
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mv (xv + yv) Iyz = −
N∑
v=1
mv (yvzv) Ixz = −
N∑
v=1
mv (xv + zv) (7.27)
Da der Trägheitstensors symmetrisch ist, existiert für jeden Körper ein Koordinatensystem (Haupt-
achsensystem H, für das die Deviationsmomente verschwinden Ixy = Iyz = Ixz = 0.
(λE− I) xˆ = 0 (7.28)
Die Eigenwerte entsprechen den Hauptträgheitsmomenten λi ' K1 K2 K3 und die dazugehöri-
gen Eigenvektoren xi den Hauptträgheitsachsen.
Für eine vereinfachte Berechnung zusammengesetzter Körper wie das Modell der Kapsel aus




















Die Trägheitsradien ergeben einen im Schwerpunkt liegenden Ellipsoid den so genanten Träg-
heitsellipsoid [41].
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7.3.5 Best Match
Um eine Entscheidung treffen zu können, ob die gefundenen Objekte G eine Kapsel darstellen
oder nicht, werden die im vorangegangenen Absatz beschriebenen Merkmale berechnet. Fasst
man die einzelnen Merkmale in einem Vektor zusammen, so erhält man den so genannten Merk-
malsvektor ~P . In der Tabelle 7.4 ist eine Auflistung der verwendeten Merkmale dargestellt sowie
die sich anhand des Modells der Kapsel ergebenden Werte.
~P = [p0 (K) , p1 (K) ...pn (K)] (7.31)
Dieser Vektor wird nun mit dem anhand des Modells berechneten Prototypen-Vektor verglichen.
Dazu wird die euklidische Distanz zwischen den beiden Merkmalsvektoren bestimmt.
Liegen die Vektoren im n-dimensionalen Merkmalsraum nahe bei einander, d. h. ist der Abstand
d < DSchelle, handelt es sich um eine Kapsel, im anderen Fall nicht.
Bei der Verwendung von unterschiedlichen Kapseln mit unterschiedlichen Formmerkmalen wird
eine Nächste-Nachbar-Suche in der Prototypen-Datenbank durchgeführt.
Mittler Voxel Intensität ca.120
Volumen [1844.2mm3]
Oberfläche [295.01mm2]
Begrenzungsvolumen (x, y, z)− 3.0...3.0/− 3.0...3.0/− 15.48...15.48
Trägheitsmomente (x, y, z) 3/3/1










Hüllen Schnittpunkte 2, 1g
Tabelle 7.4: Mathematische und pysikalische Kenngrößen der Polypropylen Kapseln
7.3.6 Positionsbestimmung
Ausgehend von den gefundenen Kapseln muss dann eine Zuteilung der Kapseln zu den unter-
schiedlichen Segmenten getroffen werden. Dazu muss anhand der DICOM-Daten die Schicht-
richtung berechnet werden.
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Name Gruppen-Tag Element-Tag
Patient Position 0018 5100
Image Orientation 0020 0037
Tabelle 7.5: DICOM-Schlüssel für Patienten Lage und Bild Orientierung
Um die Schnittrichtung identifizieren zu können, werden die in der Tabelle 7.5 angegebenen
DICOM-Einträge ausgewertet. Der erste Parameter bezieht sich auf die Lage des Patienten im
MRT-Gerät. Man unterscheidet dabei, ob der Patient kopf- oder fußwärts, auf dem Bauch, dem
Rücken oder der Seite liegend aufgenommen wird. Die Kodierungen sowie deren Bedeutung
sind in der folgenden Tabelle 7.6 angegeben. Um die Aufnahmerichtung zu ermitteln wird der
HFP = Head First-Prone HFS = Head First-Supine
HFDR = Head First-Decubitus Right HFDL = Head First-Decubitus Left
FFDR = Feet First-Decubitus Right FFDL = Feet First-Decubitus Left
FFP = Feet First-Prone FFS = Feet First-Supine
Tabelle 7.6: Erläuterung der DICOM-Attribute des Patient Position Feldes
DICOM-Eintrag Image Orientation ausgewertet. Zu berücksichtigen ist, daß das MRT-Koordinatensystem
sich am Patienten orientiert, d. h. die x-Achse verläuft von der rechten zur linken Seite des Pa-
tienten, die y-Achse ersteckt sich vom Bauch zum Rücken, die z-Achse veläuft von den Füßen
zum Kopf.
Die zwei in dem Eintrag codierten Vektoren ~a, ~b geben den Richtungskosinus zwischen den
beiden Achsen der aufgenommen Schicht und den zugehörigen Achsen des MRT-spezifischen
Koordinatensystems an. Bildet man das Kreuzprodukt ~c = ~a ×~b, so erhält man das ortogonale
Aufnahme-Koordinatensystem.
Als Ortsvektor ri für die Position der Kapseln wird der Schwerpunkt des Segments verwendet.
Mit der zusätzlichen Information der Lage der manuell eingezeichneten Aufteilung des Abdo-
mens (siehe Kapitel 7.2.2) kann eine Zuteilung der Kapsel zu einem der Segmente durchgeführt
werden.
7.4 Ergebnisse und Diskussion
7.4.1 Computersimulation
Zur differenzierten Analyse der Qualität der unterschiedlichen Merkmale zur Detektion der Kap-
seln wurde eine Computersimulation durchgeführt.
Dazu wurden 10 Datensätze mit jeweils einem Fragment generiert. Von den zehn Fragmenten
stellten jeweils fünf Fragmente eine Kapsel dar. Die ersten fünf Fragmente wurden durch Addi-
tion von 3% weißem Gausschem Rauschen zum Modell der Kapsel generiert. Die andern fünf
Fragmente wurden durch Addition von 100% Rauschen zum Modell der Kapsel gebildet.
In Abbildung 7.16(a) ist eine mit 3% und in Abbildung 7.16(b) eine mit 100% Rauschen belegte
7.4 Ergebnisse und Diskussion 91
Kapsel dargestellt.
(a) Mit 3% Rauschen belegte Kapsel (b) Mit 100% Rauschen belegte Kapsel
Abbildung 7.16: Kapseln aus dem Computersimulations-Datensatz
Die dargelegten Daten wurden mit Hilfe des in der vorliegenden Arbeit implementierten Mo-
duls zur Detektion von Kapseln untersucht.
Die Qualität der Ergebnisse wird einer ROC (Receiver Operating Characteristic)-Analyse er-
mittelt. Sie erlaubt eine Aussage über die Validität des betrachteten Verfahrens. Unter Validität
versteht man den Grad der Genauigkeit, mit dem ein Verfahren das, was man erkennen will, auch
wirklich erkennt. Für die hier durchgeführte Detektion bedeutet das die Klärung der Frage, wie
gut die einzelnen Merkmale die zu detektierenden Kapseln beschreiben.
Es wird für jedes Verfahren, welches aus einer bestimmten Kombination K von Merkmalen be-
steht, überprüft, ob die euklidische Distanz unterhalb der Schwelle DSchwelle liegt oder nicht. In
Abhängigkeit davon wird ein Fragment entweder der Klasse der „Kapseln“ oder der Klasse der
„nicht Kapseln“ zugeordnet. In der Vierfeldertafel 7.7 ist beispielhaft die Kategorisierung eines
Verfahrens dargestellt.




keine Kapsel c d
Tabelle 7.7: Beispielhafte Darstellung einer Vierfeldertafel
Dabei wird in das Feld a (oben rechts) die Anzahl der Kapseln, die durch das Verfahren mit der
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Merkmalskombination K als Kapseln erkannt wurden (Testpositiven) eingetragen. Die Anzahl
der durch das Verfahren als „nicht Kapseln“ kategorisierten Kapseln werden (Testnegativen) in
das Feld d (unten links) eingetragen.
In die Felder b und c (unten rechts und oben links) werden die falsch-positiven und falsch-
negativen Werte eingetragen. Dabei werden unter den falsch-positiven diejenigen Entscheidun-
gen zusammengefasst, bei denen das Verfahren ein Fragment der Kategorie „keine Kapsel“ zu-
ordnet, es sich jedoch aufgrund des Goldstandards um eine Kapsel handelt. Der Wert der kom-
plementären Aussage (falsch-negative Werte) wird in das Feld b eingetragen.
Zur Berechnung der Stützstellen der ROC-Kurve werden anhand der Tabellen Sensitivität sowie
Spezifität berechnet.
Die Sensitivität, d.h. der Anteil der testpositiven unter den detektierten Kapseln ( a
a+c
) und die
Spezifität, d.h. der Anteil der testnegativen detektierten Kapseln ( d
b+d
), dienen als Gütekriterien
des Verfahrens.
Spezifität und Sensitivität hängen von der Wahl der Anzahl an verwendeten Merkmale ab. Durch
Antragen der Werte für Spezifität und Sensitivität in ein Diagramm ergibt sich die in der Abbil-
dung 7.17 dargestellte ROC-Kurve.
Je größer die Fläche unter dieser Kurve (AUC) ist, desto besser repräsentieren die verwendeten
Abbildung 7.17: ROC des Detektions-Moduls
Merkmale die Kapseln. D. h. einfache Merkmale wie Volumen, Oberfläche und Intensitäten rei-
chen im Algemeinen für eine sicher Detektion der Kapseln nicht aus. Sie eignen sich jedoch um
die Datenmenge in weiteren Vorverarbeitungsschritten zu reduzieren. Durch diese Reduktion ist
es möglich einen Geschwindigkeitsvorteil zu erzielt, da zur Berechnung der komplexeren Merk-
male ein höheren Rechenaufwand nötig ist.
Durch die Kombination von verschieden spezifischer Merkmalen lassen sich die Kapseln gegen-
über anderen Objekten unterscheiden.
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7.4.2 Experimentelle Studie
Im Rahmen einer experimentellen Studie wurden das in den vorliegenden Arbeit entwickelte
Verfahren der automatischen Dedektion (AUD) sowie zwei manuelle Verfahren (3D-Maximum-
Intensitäts-Projektion (3D-MIP) und das 2D-Auswertungsverfahren (2D-AU)) auf #6 Bilddaten-
sätze angewendet.
In der Tabelle 7.8 sind die Ergebnisse der durch die verwendeten Darstellungsformen und die
durch die automatische Detektions-Methode ermittelten Daten dargestellt.
Die verwendeten Datensätze bestehen jeweils aus einer T1-gewichteten und einer T2-gewichteten
MRT-Sequenz. Die Sequenzen wurden jeweils zu den sechs Zeitpunkten 3, 6, 12, 24, 36 und 60
Stunden nach der Einnahme von fünf Kapseln durchgeführt.
In Abbildung 7.18 ist die mit den verschiedenen Verfahren ermittelte zeitliche Zusammensetzung
der Verteilung der Marker eines Datensatzes beispielhaft dargestellt.
Um die mit den eingesetzten Verfahren ermittelten Ergebnisse zu vergleichen, wurde die manu-
Abbildung 7.18: Die Abbildung zeigt die ermittelten Verteilungen der Marker bei 2D-, 3D-MIP
sowie bei der automatischen Detektions-Methode eines Datensatzes.
elle 2D-Auswertung der Daten als Goldstandard verwendet.
Als Vergleichskriterium wurden die Korrelationskoeffizienten zwischen den zu den einzelnen
Zeitpunkten gezählten Kapseln berechnet (siehe Tabelle 7.9).
Dabei ergab sich eine mittlere Korrelation der Ergebnisse von 0.6840 mit einer Standardabwei-
chung von ±0.2356 zwischen der Auswertung mit Hilfe der MIP-Darstellung und dem Gold-
standard.
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Der Vergleich der Ergebnisse der Methode der automatischen Detektion der Marker mit den Da-
ten der 2D-Auswertungsmethode (Goldstandard) ergab eine mittlere Korrelation von 0.4531 ±
0.2277.
Aufgrund der hohen Korrelation der Ergebnisse der 3D-MIP gegenüber dem Goldstandard lässt
sich diese Darstellungsform als zusätzliche Informationsquelle von hoher Güte neben der 2D-
AU nutzen. Die automatische Dedektion weisst einen Korrelationswert von 0.4531 ± 0.2277
auf, trotz einer hohen Sepezifität der AUD-Methode 7.17. Da die Klassifzierung einer Kapsel
auch anhand von geometrischen Merkmalen durchgeführt wird, kommt es aufgrund von „Über-
segmentierung“ einzelner Fragmente zu einer falschen Klassifikation. Ein derartiges Beispiel ist
in Abbildung 7.19 dargestellt. Eine „Untersegmentierung“ kann durch eine inhomogene Dar-
Abbildung 7.19: In der Abbildung ist ein zu klassifizierendes Segment dargestellt. Aufgrund der
Lage der Kapsel am Rand des Kolons werden Teile des Kolons zum Segment gerechnet. Durch
die Berührung der Kapsel mit der Kolonwand kommt es bei der Klassifikation des Segments
anhand der vorgegebenen Merkmale zu einer Fehlentscheidung.
stellung des Kontrastmittels verursacht werden, z. B. durch eine zu geringe Konzentration an
Gadolinium in den Kapseln. Diese Untersegmentierung kann aufgrund der Vorgehensweise des
Verfahrens 7.3 zum Ausschluss des Fragments für die weiteren Berechnungen führen.
7.4 Ergebnisse und Diskussion 95
Methode und Datensatz Nr. Zeitpunkte
2D 1. 3h 6h 12h 24h 36h 60h
2D 1. 5 4 4 2 1 0
2D 2. 5 4 5 5 0 0
2D 3. 5 4 3 5 0 0
2D 4. 5 3 5 2 0 0
2D 5. 3 5 3 3 2 0
2D 6. 4 4 4 0 0 0
MIP 1. 4 4 1 1 0 0
MIP 2. 4 3 3 1 0 0
MIP 3. 2 3 3 2 0 0
MIP 4. 1 2 0 1 0 0
MIP 5. 0 4 1 1 1 0
MIP 6. 1 4 5 5 0 0
AU 1. 3 3 2 0 0 0
AU 2. 4 4 4 2 0 0
AU 3. 1 1 2 1 0 0
AU 4. 1 1 0 0 0 0
AU 5. 0 4 1 1 1 0
AU 6. 0 3 3 3 0 0
Tabelle 7.8: In der Tabelle sind die mit den einzelnen Verfahren ermittelten Anzahlen an Kapseln
zu den unterschiedlichen Messzeitpunkten dargestellt.
Verfahren 1 2 3 4 5 6 Mittelwert
AUD 0.8376 0.8027 0.8004 0.3254 0.7766 0.3758 0.6531
3D-MIP 0.9233 0.8874 0.6690 0.5145 0.7766 0.3333 0.6840
Tabelle 7.9: In der Tabelle sind die Korrelationskoeffizienten die sich zwischen zu den Daten der
verschiedenen Methoden gegenüber der 2D-Auswertung ergeben.
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Kapitel 8
Explorative Datenanalyse
In vielen technischen und naturwissenschaftlichen Aufgabestellungen kommt es heute durch den
Einsatz moderner digitaler Methoden und Verfahren schnell zu erheblichen Datenmengen, die
nur noch durch computergestützte, intelligente Analysewerkzeugs bearbeitet werden können.
Insbesondere im Bereich der medizinischen Forschung und Diagnostik ist ein großer Anstieg der
Datenmengen zu erwarten. Allein in der Radiologie entstehen durch konventionelle sowie durch
moderne Schnittbildverfahren im Durchschnitt ca. 50MByte an Bilddaten pro Patient. Weitere
Daten kommen durch verschiedene andere Disziplinen, wie z. B. molekularbiologische Diagno-
stik und Gen-Analyse hinzu.
Aufgrund der großen Anzahl und die Unterschiedlichkeit der Informationen pro Patient ist es ei-
ner einzelnen Person oder Disziplin in komplizierten Fällen meist nicht mehr möglich, eine aus-
sagekräftige und umfassende Diagnose alleine durchzuführen und zu stellen. Für eine schnelle
und präzise ist die Zusammenarbeit mehrerer Disziplinen erforderlich, damit alle Informationen
verwertet werden könnenist es möglich, eine schnelle und präzise Diagnose zu erstellen.
Betrachtet man diesen Komplex aus der Sicht der Informationsverarbeitung, so kann man dieses
Zusammenspiel der einzelnen Einheiten und den Prozess der Entscheidungsfindung durch eine
explorative Datenanalyse oder Data Mining modellieren.
Dabei extrahiert jede Einheit oder jeder Agent, d. h. die verschiedenen Disziplinen bzw. Fachärz-
te, die relevanten Daten für ihr jeweiliges Fachgebiet. Anschließend wird durch die Zusammen-
führung aller extrahierten und relevanten Informationen eine Diagnose erstellt. Eine computerge-
stützte Vorgehensweise dieses Komplexes ist in Abbildung 8.1 in Anlehnung an [62] dargestellt.
Data Mining kann wird im Englischen wie folgt definiert gegeben werden.:
Data Mining is a step in the „Knowledge Discovery in Databases“ (KDD) process consi-
sting of applying data analysis and discovery algorithms that, under acceptable computatio-
nal efficiency limitations, produce a particular enumeration of patterns over the data [36].
Algorithmen oder Methoden, die in der Lage sind, diese Aufgabe zu erfüllen, können wie in [44]
dargestellt, in folgende Gruppen unterteilt werden.
(i) Assoziationsanalyse: Entdecken von Assoziationsregeln, die oft in einem Datensatz vor-
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Abbildung 8.1: Data Mining Process
kommende Attribut-Wert-Konditionen anzeigen.
(ii) Klassifikation und Prädiktion: Erlernen einer Abbildungsfunktion, die Daten auf vorde-
finierte Cluster abbildet.
(iii) Clustern: Identifizieren eines Kategorien- oder Cluster-Satzes zur Beschreibung der Da-
ten.
(iv) Charakterisierung und Unterscheidung: Finden einer kompakten Beschreibung einer
Daten-Untermenge oder Vergleichen einer bestimmten Daten-Untermenge mit Vergleichs-
untermengen.
(v) Outlier Erkennung: Finden von outliers, d. h. von Datenobjekten, die nicht dem allge-
meinen Verhalten oder dem Modell der Daten entsprechen.
(vi) Evolutionsanalyse: Beschreiben und Modellieren von Regelmäßigkeiten oder Trends für
Objekte, deren Verhalten sich über die Zeit verändert.
Die hier beschriebenen Prinzipien der selbstorganisierende Karten (Self-Organizing Maps, SOM)
und der Explorativen Morphogenese (XOM) sind in der Lage, die durch die Definitionen be-
schriebenen Aufgaben zu leisten. Die dabei verwendeten theoretischen Mechanismen werden im
Folgenden beschrieben.
Das Augenmerk wird hier jedoch auf den neuen Ansatz der Explorativen Morphogenese gelegt,
da die selbstorganisierende Karten bereits hinreichend in der Literatur [68, 67, 69] beschrie-
ben worden sind. Die selbstorganisierende Karten werden hier nur zum besseren Verständnis der
XOM-Methode aufgeführt, da es sich bei dem XOM-Algorithmus um eine Art der „Umkehrung“
der selbstorganisierende Karten handelt.
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8.1 Selbstorganisation und selbstorganisierende Karten
Eine Definition der Selbstorganisation in Kontext der Informationsverarbeitung wird in [16] ge-
geben:
Selbstorganisation ist das spontane Auftreten neuer Strukturen und neuer Verhaltensweisen in of-
fenen Systemen fern vom Gleichgewicht, die durch innere Rückkopplungsschleifen charakterisiert
sind und mathematisch durch nichtlineare Gleichungen beschrieben werden.
Diese Selbstorganisation wurde in den letzten Jahren verschiedenen Computersystemen bzw. Al-
gorithmen zugesprochen [74, 58]. Die hier beschriebenen Mechanismen der Selbstorganisation
basieren auf den von Kohonen [66] beschriebenen selbstorganisierende Karten.
Die selbstorganisierende Karten gehören zu den Algorithmen der Klasse der Neuronalen Netze.
Bei dieser Art von Algorithmen wird der Versuch unternommen, Eigenschaften von biologischen
Neuronen bzw. Neuronenstrukturen durch Modelle und Simulationen zu beschreiben. Ausge-
hend von diesen Beschreibungen und Beobachtungen wurden Algorithmen entworfen, bei denen
vor allem Aspekte wie Selbstorganisation sowie maschinelles Lernen im Vordergrund stehen.
Eine spezielle Form dieser Neuronalen Netze, bei der die Fähigkeit der Selbstorganisation im
Mittelpunkt steht, wurde 1982 von Kohonen [66] beschrieben. Mathematisch betrachtet gene-
rieren die selbstorganisierende Karten eine nichtlineare Projektion einer Wahrscheinlichkeits-
dichtefunktion eines in der Regel hochdimensionalen Datensatzes auf den zwei-dimensionalen
Gitterraum [69].
Eine Besonderheit, die sich bei dieser Projektion von Datensätzen ergibt, ist die Erhaltung der
„Topologie“ [87].
Prinzipiell werden bei diesem Algorithmus zwei Räume unterschieden. Der eine Raum wird als
Eingaberaum bezeichnet X = {xi ∈ Rp|i ∈ {1, . . . , N}}. In ihm werden die zu verarbeitenden
Daten eingebracht. In der Literatur wird dieser Raum oft auch als Merkmalsraum bezeichnet.
Der zweite Raum kann ebenso durch verschiedene Namen beschrieben werden, wie zum Bsp.
Gitterraum, Modelkortex oder Indexraum 1. In ihm sind die informationsverarbeitenden Einhei-
ten oder Neuronen untergebracht. In den meisten Anwendungen werden die Neuronen auf einem
regulären Gitter des Rq angeordnet (siehe Abbildung 8.2). Im Allgemeinen weist dieser Raum
eine niedrigere Dimension q = 2, 3 als der Eingaberaum auf. Ausgehend von der in Abbildung
8.2 dargestellten Topologie, wird nun jedem Neuron j des Gitterraums G ein Vektor ~wr zuge-
ordnet. Diese Vektoren werden als Codebuchvektoren bezeichnet. Sie bilden in ihrer Gesamtheit
das so genannte Codebuch W = { ~wj ∈ Rp| j ∈ {1, . . . , D}}.
Vor dem Beginn der Iterationsschritte des Algorithmus muss das Codebuch initialisiert werden.
Falls keine a-priori-Informationen über die zu verarbeitenden Daten vorhanden sind, werden die
Vektoren des Codebuchs mit Zufallswerten initialisiert.
Im Falle, dass Vorabinformationen zu den zu partitionierenden Daten vorhanden sind, ist es
zweckmäßig, das initiale Codebuch entsprechend diesem Wissen zu initialisieren bzw. die Co-
1Im Folgenden wird die Termologie Eingaberaum sowie Gitterraum für die unterschiedlichen Räume beibe-
halten, um zum einen eine einheitliche Darstellung zu erzielen und zum anderen ein besseres Verständnis für den
Übergang zum Algorithmus der Explorativen Morphogenese zu erreichen
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Abbildung 8.2: Schematische Darstellung der Topologie der selbstorganisierenden Karten aus
[37]
debuchvektoren entsprechend im Raum anzuordnen.
Durch das Einbringen dieses a-priori-Wissens, ergeben sich Vorteile bezüglich der durchzufüh-
renden Berechnungen. Im Folgenden werden zwei der wesentlichen Vorteile dargelegt.
Anzahl der Gitterraum Neuronen: Bei bekannter Anzahl der unterschiedlichen Klassen, in
die ein Datensatz aufgeteilt werden kann, ist es möglich, die Anzahl der Gitterneuronen
entsprechend zu wählen.
Topologie des Gitterraums: Ist eine „grobe“ Partitionierung der Daten bekannt, kann durch
eine entsprechende Anordnung der Gitterneuronen eine schnellere Konvergenz sowie eine
feinere Differenzierung bzw. Aufteilung der Daten erzielt werden.
Der Ablauf der Methode lässt sich nun formal wie folgt beschreiben:
Bei jedem Iterationsschritt i ∈ {1..I} des Algorithmus wird zufällig ein Datenpunkt ~x(t) aus
dem Eingaberaum ausgewählt und mit den Codebuchvektoren ~wr verglichen.
‖x(t)− ~ws‖ = min
r
‖x(t)− ~wr‖ (8.1)
Als Gewinnerneuron des Iterationsschritts t wird das Neuron s bezeichnet, welches die Glei-
chung 8.1 erfüllt.
Ausgehend von diesem Gewinnerneuron und dessen geometrischen Lage im Neuronengitter des
Gitterraums werden die Codebuchvektoren mit Hilfe der Lernregel 8.2 aktualisiert.
~wr(t+ 1) = ~wr(t) + (t)hr,s(x(t))(x(t)− ~wr(t)) (8.2)
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Als Kooperationsfunktion oder Nachbarschaftsfunktion hr,s(x(t)) der Lernregel, wurden in der
Literatur verschiedene Funktionen diskutiert [68, 67]. Kohonen selbst schlägt zwei rotationssy-








und zum anderen eine charakteristische Funktion einer q-dimensionalen Kugel um s(x(t)):
hr,s(x(t)) :=
{
1 : ‖r − s(x(t))‖ ≤ σ(t)
0 : ‖r − s(x(t))‖ > σ(t) (8.4)
Zusätzlich zu dem Kooperationsfunktionsparameter σ(t), der die Ausdehnung in die Nachbar-
schaft der Neuronen steuert, ist in der Lernregel eine Funktion (t) enthalten. Sie dient dazu,
ein so genanntes Abkühlen (Annealing) des Prozesses mit fortschreitender Anzahl an Iterations-
schritten durchzuführen. Dadurch wird die Berechnung in einen stabilen Endzustand geführt. In








Nach dem Ablauf der vorgegebenen Anzahl an Iterationen I erhält man als Ergebnis eine von
den trainierten Codebuchvektoren abhägnige Abbildung ΦV : X→ G.
Diese Abbildung ΦV lässt sich durch die Gleichung 8.6 charakterisieren, wodurch die Eigen-
schaft, dass benachbarte Punkte im Eingaberaum auf benachbarte Punkte im Gitterraum abge-
bildet werden begründet wird. ∥∥vΦV(x) − x∥∥ = min
r∈G
‖vr − x‖ (8.6)
Die folgende Aufzählung fasst die einzelnen zur Berechnung benötigten Schritte noch einmal
zusammen.
(i) Initialisierung: Die Codebuchvektoren ~wj werden mit Zufallszahlen oder durch eventuell
vorhandenes a-priori-Wissen über die zu verarbeitenden Daten initialisiert.
(ii) Stimuluswahl: Durch einen Zufallsprozess wird ein Vektor x(t) aus dem Eingaberaum
ausgewählt.
(iii) Response: Gemäß der Gleichung 8.1 wird das Gewinnerneuron bestimmt.
(iv) Adaptationsschritt: Die Codebuchvektoren ~wj werden anhand der Vorschrift 8.2 aktuali-
siert.
(v) Iteration: Die Schritte (ii) – (iv) werden iterativ abgearbeitet, bis ein geeignetes Abbruch-
kriterium erfüllt wird.
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8.2 Explorative Morphogenese
Unter der Methode der Explorativen Morphogenese und im speziellen dem XOM-Algorithmus,
der durch Wismüller A. in [139, 140] eingeführt wurde, ist ein „Framework“ zur Analyse und
Visualisierung von Daten zu verstehen. Wie bereits durch den Begriff „explorativ“ vermittelt
werden soll, wird beim Einsatz dieses Verfahrens keinerlei Wissen über das zu untersuchende
Objekt bzw. über die zu analysierenden Daten vorausgesetzt.
Die ersten Ansätze der Explorativen Datenanalyse (EDA) wurden 1977 von Tukey J. W. [127]
beschrieben und 1982 durch Velleman P. und Hoaglin D. [128] technisch umgesetzt. Dabei wur-
den vorwiegend graphische sowie semigraphische Methoden verwendet [130], um Kriterien für
weiterführende Analysen in den Daten zu finden.
Die im folgenden Abschnitt 8.2.1 aufgeführten theoretischen Aspekte der Explorativen Mor-
phogenese zum XOM-Algorithmus dienen ebenfalls zur Generierung einer Visualisierung von
Daten.
Weiterhin wird darauf hingewiesen, dass das folgende Verfahren nur ein Beispiel für die Anwen-
dung des XOM-Prinzips darstellt. Weitere Anwendungsmöglichkeiten des XOM-Prinzips auf
andere Verfahren werden in [140] gegeben.
8.2.1 Prinzip der Explorativen Morphogenese
Um den Zusammenhang zu dem in Kapitel 8.1 vorgestellten SOM-Algorithmus aufzuzeigen,
sind im Folgenden die durch Wismüller A. in [139, 140] eingeführten Begriffe für die Bezeich-
nung der beim XOM-Algorithmus verwendeten Räume, näher erläutert 2.
Erkundungsraum (Exploration Space): Der Erkundungsraum beinhaltet die Datenobjekte, die
für das Training der strukturerhaltenden Abbildung verwendet werde. Das Äquivalent bei
den SOM ist der Merkmalsraum.
Anordnungsraum (Ordering Space): Der Anordnungsraum ist analog zum Gitterraum beim
SOM Algorithmus zu sehen. In ihm werden die topologieerhaltenden Zusammenhänge
der Datenobjekte definiert. Diese Definitionen werden zur Berechnung der topologieerhal-
tenden Abbildung verwendet.
Ergebnisraum (Outcome Space): Der Ergebnisraum entspricht dem Raum der Codebuchob-
jekte von z. B. einer selbstorganisierenden Karte. Er stellt das Ergebnis der Verarbeitung
der Eingabedaten dar.
Nach der Einführung der Bezeichnungen der Räume des XOM-Algorithmus ist in Abbildung
8.3 die angepasste Topologie des Netzes dargestellt. Der grundlegende Unterschied besteht in der
„Vertauschung der Räume“, was durch die wechselseitigen Pfeile in der Abbildung angedeutet
wird.
2Um eine Verwechslung der Räume auszuschließen, werden für XOM nur die hier neu eingeführten Bezeich-
nungen verwendet.
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Abbildung 8.3: Schematische Darstellung der Topologie von XOM aus [37]
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Fasst man die Berechnungsschritte wie bei den selbstorganisierenden Karten in fünf Schritte
zusammen, so können diese wie folgt dargestellt werden:
(i) Initialisierung: Die Codebuchvektoren ~wj werden mit Zufallszahlen oder durch eventuell
vorhandenes a-priori-Wissen über die zu verarbeitenden Daten initialisiert.
(ii) Stimuluswahl: Durch ein Zufallsprozess wird ein Vektor x(t) aus dem Erkundungsraum
ausgewählt.
(iii) Response: Suche das Neuron, daß die Gleichung ‖x(t)− ~ws‖ = min
j
‖x(t)− ~wj‖ erfüllt.
(iv) Adaptationsschritt: Aktualisiert das Gewichtsvektoren mit Hilfe der Lernregel ~wj(t +
1) = ~wj(t) + (t)hr,s(x(t))(x(t)− ~wj(t)).
(v) Iteration: Die Schritte (ii) – (iv) werden iterativ abgearbeitet, bis ein geeignetes Abbruch-
kriterium erfüllt wird.
Durch die Vertauschung der Räume ergeben sich einige bemerkenswerte Unterschiede gegen-
über den selbstorganisierende Karten, die durch Wismüller A. bereits in [141] diskutiert wurden.
Eine erhebliche Reduktion der Komplexität O ergibt sich dadurch, daß die Nächste-Nachbar-
Suche im Schritt (iii) in einem Raum stattfindet, der im Allgemeinen eine niedrigere Dimension
hat als der Raum der Eingabedaten. Hierdurch ergibt sich ein wesentlicher Geschwindigkeitsvor-
teil gegenüber SOM.
Die Parameter des XOM-Algorithmus
Die Parameter des XOM-Algorithmus ergeben sich im wesentlichen durch die Wahl der Ko-
operationsfunktion, abgesehen von der Anzahl der Iterationsschritte I . In der hier verwendeten








Mit dem in der Funktion enthaltenden Parameter σ wird die Ausbreitung der Kooperations-
funktion im Neuronengitter, ausgehend von dem „Gewinnerneuron“ xr, gesteuert. Um zu Beginn
eine grobe Strukturierung zu erzielen, ist eine globale Aktualisierung aller Neuronen erwünscht.
Im Laufe der Iterationen jedoch soll eine Feinstrukturierung erzielt werden, d. h. es sollen nur
noch die unmittelbaren Nachbarn des Gewinnerneurons bei der Aktualisierung berücksichtigt
werden.
Um dieses Verhalten zu erzielen, wird zur Verringerung des Kooperationsparameters σ in vie-
len Fällen eine exponentiell abklingende Funktion verwendet. Diese wird wiederum durch die
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Der Parameter σ(T ) sollte anhand der zu verarbeitenden Daten bestimmt werden. Eine in vielen
Fällen geeignete Wahl ist der mittlere Nächste-Nachbar-Abstand der Datenpunkte des Eingabe-
raumes, d. h. der mittlere Nächste-Nachbar-Abstand der Neuronen im Anordnungsraum. Es hat
sich in der Praxis bewährt, σ(1) größer als 2/3 der maximalen Distanz der Eingabedaten zu wäh-
len.
Analog zur Gleichung 8.8 kann auch der Lernparameter  gemäß einer Abkühlstrategie im Sinne
der Gleichung 8.8 reduziert werden. Die Parametrisierung von  kann unabhängig von den Ein-
gabedaten gewählt werden. Für viele Anwendungen eignet sich (1) = 0.9 und (T ) = 0.05.
Der Einfluss der Parameter auf den Verlauf der Berechnungen bzw. den Abkühlvorgang kann
anhand des XOM-Applet gut beobachtet werden. In der Abbildung 8.4 sind beispielhaft unter-
schiedlichen Phasen der Berechnung dargestellt.
Er ist ebenfalls an der Steuerung des Abkühlvorgangs beteiligt. Die Parametrisierung dieser
Parameters ist jedoch unabhängig von den Eingabedaten. Eine geeigneter Wahl für die meisten
Anwendungen stellen (1) = 0.9 und (T ) = 0.05 dar.
Der Einfluss der Parameter im Verlauf der Berechnungen bzw. der Abkühlvorgang, kann anhand
des XOM-Applet gut beobachtet werden. In der Abbildung 8.4 sind beispielhaft die unterschied-
lichen Phasen der Berechnung dargestellt.
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8.2.2 Berechung großer Datensätze
Ausgehend von den in Abschnitt 8.2.1 beschriebenen Schritten des XOM-Algorithmus, wird im
Folgenden eine Möglichkeit zur effizienten Berechnung der Distanzvektoren diskutiert.
Als Eingabedaten werden beim XOM-Algorithmus im Allgemeinen die Distanzen zwischen den
einzelnen Datenpunkten in einem beliebigen Distanzmaß benötigt.
Da die Eingabedaten X = {xi ∈ Rp} meist eine hohe Anzahl an Dimensionen p >> 1 aufwei-
sen, ergeben sich zwei Probleme.
Zum einen benötigt man zur Berechnung der Distanzmatrix DN×N bei einer Dimension der Da-
ten von d, O (pN2) Berechnungsschritte. Zum anderen benötigt man N2 Speichereinheiten, um
die Distanzmatrix zu speichern3.
Aus diesen zwei Gründen kommt es bei großen Datensätzen, die nicht bereits in Form einer Di-
stanzmatrix vorliegen, zu einer langen Vorverarbeitung sowie zu einem langsamen Ablaufen des
Algorithmus, da eventuell Daten aus dem Hauptspeicher auf nichtflüchtigen Speicher ausgela-
gert werden muss („Swappen“).
Ausgehend von diesen Punkten wurde versucht, eine Optimierung für die Berechnung zu finden,
insbesondere im Hinblick auf große Datenmengen.
Eine Möglichkeit, um große Datensätze zu Berechnen, besteht sicherlich im „Ausdünnen“ (Spar-
sing) der Distanzmatrix. Dabei werden nur diejenigen Distanzen zur Berechnung herangezogen
die unterhalb eines zuvor festgelegten Schwellenwertes S liegen dist (~xi, ~xj) < S. Dadurch
lässt sich die Anzahl von Einträgen in der Distanzmatrix reduzieren. Dieses Vorgehen hat jedoch
Auswirkungen auf den Mechanismus der Strukturerhaltung, d. h. es werden lokale Strukturen
gegenüber globalen Strukturen bevorzugt.
Ein andere Möglichkeit beseht darin, die Distanzberechnung nicht in einem initialen Schritt
durchzuführen, sondern die Berechnung der benötigten Distanz als Berechnungsschritt in den
Algorithmus einzubinden. Dadurch ist es nicht erforderlich die Distanzmatrix im Speicher zu
halten, sondern es werden nur die Eingabedaten benötigt.
Ein Vorteil kann bei dieser Berechnungsmethode allerdings nur bei einfachen Distanzmaßen er-
zielt werden. Bei komplexeren Metriken, wie z. B. der Levenstein-Metrik (auch bekannt als Edit-
Distance) [77] kann sich die Online-Berechung nachteilig auf die Laufzeit auswirken, da durch
die Verlagerung der Distanzberechnung in die Arbeitsschritte des Algorithmus die Komplexität
steigt. Die ursprüngliche Komplexität der XOM-Methode O(dN2) ist quadratisch abhängig von
der Anzahl der Eingabevektoren N und der Dimension d des Anordnungsraum [141]. Durch das
Einbringen der Distanzberechnung steigt diese.
8.3 Implementierung
Im Rahmen der vorliegenden Arbeit wurde ein C/C++ Programm zur effizienten Berechnung des
XOM-Algorithmus entwickelt. Dabei wurde auch die in Abschnitt 8.2.2 beschriebene Möglich-
keit der Online-Berechnung des Distanzvektors implementiert.
3Da es sich bei Verwendung einer Metrik im mathematischen Sinne aufgrund der symetrieeigenschaft um eine
symetrische Matrix handelt, ist nahezu eine Halbierung des Speicherbedarfs auf n(n+1)2 möglich.
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(a) 3D-Ansicht der Tori (b) 2D-Gleichverteilung als Struk-
turhypothese
(c) Zwischenergebnis nach 1000 Be-
rechnungsschritten
(d) Zwischenergebnis nach 2000 Be-
rechnungsschritten
(e) Zwischenergebnis nach 3500 Be-
rechnungsschritten
(f) Ergebnis der Einbettung
Abbildung 8.4: In der Abbildung sind die verschiedenen Phasen der Berechnung des „twisted
rings“ Datensatzes aus [139] dargestellt. Es Handelt sich dabei um zwei im rechten Winkel zu-
einander angeordnete, ineinander verschlungene Tori. Jeder der Ringe besteht aus 1000 Daten-
punkten. Durch die Einbettung in eine 2D-Gleichverteilung (oben rechts) entsteht eine struktur-
erhaltende Abbildung der Ringe auf einer 2D-Ebene (unten rechts).
108 8. Explorative Datenanalyse
Die im nächsten Absatz besprochenen Beispiele wurden mit Hilfe dieser Software berechnet.
Die Parametrisierung ist in Tabelle C.1 im Anhang C angegeben.
Weiterhin wurde zur Demonstration des XOM-Algorithmus ein Java-Applet entwickelt und im-
plementiert. Dieses Applet visualisiert die Berechnung des XOM-Prinzips anhand eines 3D-
Datensatzes, der bereits durch Wismüller A. in [141] vorgestellt wurde (siehe Abbildung 8.4).
Ausgehend von der 3D-Darstellung (siehe Abbildung 8.4(a)) wird nach dem Starten der Anwen-
dung jeweils nach einer festen Anzahl von Iterationsschritten I die Ausgabematrix Wij visuali-
siert (siehe Abbildung 8.4(c-e)), d. h. das Fenster des Applets aktualisiert.
Durch diese schrittweise Darstellung wird es möglich, die unterschiedlichen Phasen der Berech-
nung der Einbettung zu verfolgen. Es ist sehr gut ersichtlich, daß zu Beginn der Berechnung
das System eine sehr große Dynamik aufweist, da die Berechnungen große sprunghafte Verän-
derungen in der Abbildung verursachen. Weiterhin kann man beobachten, daß die Verteilung
der Datenpunkte anfangs kompakt nahe beieinander liegen und erst im Verlauf der Berechnung,
durch das Sinken der Energie des Systems eine Relaxation einsetzt.
Eine ausführliche Beschreibung des XOM-Algorithmus sowie des Java-Applets sind auf der
Website http://www.self-organization.info verfügbar.
8.4 Anwendungsbeispiele und Ergebnisse
Abschließend werden zwei Beispiele für die Anwendung des XOM-Algorithmus gegeben. Das
erste Beispiel wurde gewählt, um die in dieser Arbeit beschriebene Methode der Online Bere-
chung der Distanzvektoren des Algorithmus zu verdeutlichen. Dazu wurde der Datensatz aus der
Veröffentlichung [141] über XOM von Wismueller A. verwendet.
Das zweite Beispiel wurde aus dem Bereich der medizinischen Forschung gewählt. Anhand die-
ses „Real-World-Datensatzes“ soll der Mechanismus der Dimensionsreduktion als Möglichkeit
zur Explorativen Datenanalyse (EDA) durch XOM aufgezeigt werden. Die Datenbasis dieses
Beispiels stammt aus der Habilitationsschrift [82] von A. Linemann.
8.4.1 Sierpinski- und Koch-Fraktal
Bei diesem Datensatz handelt es sich um eine Computersimulation, die sich durch eine „künst-
liche“ Generierung der Daten auszeichnet. Zu diesem Zweck wurden bei diesem Beispiel zwei
Fraktale mit einer jeweils sehr großen Anzahl von Datenpunkten verwendet, um die Vorteile der
Online-Berechnung des Distanzvektors darstellen zu können.
In [141] konnte anhand dieses Beispiels gezeigt werden, das zum Einen die Dimensionsreduktion
sowie zum Anderen die Strukturerhaltung mit diesem Datensatz beispielhaft dargestellt werden
kann.
Bei dem ersten Fraktal handelt es sich um eine sog. Kochkurve. Sie wurde von dem schwedi-
schen Mathematiker Helge von Koch bereits 1906 beschrieben [65, 96].
Die Konstruktion ist in der Abbildung 8.5 dargestellt. Durch die Unterteilung der Grundlinie




sowie durch das Aufbringen zweier Schenkeln(
CD,DE
)
an den Unterteilungspunkten (C) und (E) die ein Dreieck (CDE) bilden, erzeugt
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man die Grundform. Durch fortwährende rekursive Durchführung dieser simplen geometrischen
Operationen entsteht ein komplexer Kurvenverlauf 4.
Für die Computersimulation wurden aus der im Anhang C dargestellten Abbildung C.1 N =
8000 Datenpunkte zufällig entnommen. Das zweite Fraktal wird als Sierpinski Teppich bezeich-
Abbildung 8.5: Konstruktionsschema eines Koch Fraktals
Abbildung 8.6: Konstruktionsschema eines Sierpinski Fraktals
net, es wurde vom polnischen Mathematiker Waclaw Sierpinski 1916 [121, 96] beschrieben.
Auch diesem Fraktal liegt ein einfacher geometrische Konstruktionsplan zugrunde (siehe Abbil-
dung 8.6). Die Hausdorff-Dimension beträgt bei diesem Fraktal 1.89.
Das Ergebnisbild im Anhang C zeigt, wie durch XOM die beiden fraktalen Formen topologie-
erhaltend aufeinander abgebildet werden. Berechnet man die fraktale Dimension der Abbildung
des Sierpinski Fraktals auf die Koch Kurve so kommt man in diesem Fall auf einen Wert von
1.70 was einer fraktalen Dimesionsreduktion von 0.19 entspricht. In [141] konnte anhand syste-
matischer Computersimulationen demonstriert werden, daß XOM in dem Beispiel über Dimen-
sionsreduktion durch simple Verzerrung des Sierpinski-Datensatzes entlang seiner Hauptachsen
bezüglich der Strukturerhaltung überlegen ist, d. h. daß bei gegebenen Dimensionsreduktion die
Methodenbedingte Verzerrung bei XOM kleiner ist als bei der PCA.
8.4.2 Beckenboden-Datensatz
Bei diesem Beispiel stehen die Visualisierung von hochdimensionalen Daten sowie die explora-
tive Datenanalyse durch Dimensionsreduktion im Vordergrund.
Bei dem hier im Folgenden als Beckenboden-Datensatz bezeichneten Daten handelt es sich, wie
in 8.4 bereits erwähnt, um einen Datensatz aus der Habilitationsschrift von A. Lienemann [82].
Hierbei handelt es sich um Messwerte der Untersuchnung von postpartalen Veränderungen am
weiblichen Beckenboden.
Dazu wurden anhand von MRT-Bildern und der Befragung von 172 Probandinnen je ein Vektor
mit 88 Parametern ermittelt.
4Im speziellen wurde in der Computersimulation wurde die alternative Koch-Kurve verwendet.
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Hier ergab sich die Fragestellung ob durch ein Verfahren der strukturerhaltenden Dimensionsre-
duktion es möglich sei, zum einen eine Visualisierung dieser hochdimensionalen Daten und zum
anderen eine Aufteilung in verschiedene Klassen durchzuführen.
Eine Aufteilung in verschiedene Klassen sollte dabei hinsichtlich der Geburtsmodalität erfol-
gen.In der Tabelle 8.1 sind die verschiedenen Modalitäten sowie die jeweilige Anzahl der Pati-
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Von den 88 Parametern5 wurden in einem Vorverarbeitungsschritt der Daten 40 Parameter
ausgeschossen, da es sich nicht um kontinuierliche Merkmale handelte.
Die restlichen 48 Parameter wurden aufgrund ihrer zum Teil, großen Streubreite und dem großen
Wertebereich normiert, um den numerischen Dynamikbereich bei der Berechnung der Abbildung
zu stabilisieren.
In der Abbildung 8.7 ist eine Einbettung der Daten auf eine zweidimensionale Gleichverteilung
q T σ(1) σ(T ) (1) (T )
2 4000 10 0.1 0.9 0.05
Tabelle 8.2: Parameter des XOM-Algorithmus für den Beckenboden-Datensatz
dargestellt. Die zur Berechnung verwendeten Parameter des XOM-Algorithmus sind in Tabelle
8.2 dargestellt.
Ergebnisse
Verwendet man alle 48-dimensionalen Vektoren der 172 Datensätze um eine 2D-Projektion zu
erstellen, so lassen sich die acht definierten Klassen visuell nur schwer erkennen, bzw. vonein-
ander trennen (siehe Abbildung 8.7).
5Die gesamte Liste der Parameter, die Wertebereiche sowie die Einheiten der einzelnen Parameter sind in der
Habilitationsschrift von Lienemann A. [82] angegeben.
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Konzentriert man sich jedoch auf eine visuelle Darstellung einzelner Klassen in der 2D-Projektion,
so lassen sich qualitativ unterschiedliche Vergleichsergebnisse erzielen.
Ermittelt man beispielsweise den Vergleich der Datensätze der Klassen Primipara Vacuum und
Nullipara, wie in Abbildung 8.8 ersichtlich, lässt sich eine relativ einfache Trennung durchfüh-
ren.
Bei der Gegenüberstellung der Klassen Nullipara und Primipara spontan ist sogar eine lineare
Trennung möglich (siehe Abbildung 8.9).
Aufgrund des explorativen Vorgehens der Methode sowie der Komplexität der Daten, kann es
jedoch auch dazu führen, dass die 2D-Projektion nur schwer, bzw. kaum eine Trennung der Da-
tenpunkte in zwei Klassen erlaubt (siehe Abbildung 8.10).
Abschließend ist festzustellen, daß die ermittelten Parameter adäquate Messwerte für die Be-
urteilung der verschiedenen Geburtsmodalitäten sind. Jedoch muß in den Daten eine inhärente
Redundanz enthalten sein, da sonst eine strukturerhaltende Dimensionsreduktion als Methode
der explorativen Datenanalyse nicht aussagekräftig angewendet werden kann.
Abbildung 8.7: Einbettung des Beckenbodendatensatzes (Nullipara, Primipara spontan, Primipa-
ra Vacuum, Primipara Forceps, Primipara 1 Sectio, Primipara 2 Sectio, Drittpara spontan, Viert-
para spontan) aus ([82])
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Abbildung 8.8: Einbettung des Beckenbodendatensatzes (Nullipara vs. Primipara Vacuum) aus
([82])
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Abbildung 8.9: Einbettung des Beckenbodendatensatzes ((Nullipara vs. Primipara spontan) aus
([82])
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Die in der vorliegenden Arbeit erzielten Ergebnisse repräsentieren Teilaspekte des Forschungs-
projekts mit dem Thema „Evaluation der MRT im Hinblick auf deren diagnostisches Potential
zur Darstellung von Kolonmotilität und gastrointestinaler Transitzeit“ der interdisziplinären Ar-
beitsgruppe.
Als übergeordnetes Ziel der Arbeit wurde eine grundsätzliche Evaluation der MRT im Hinblick
auf deren diagnostisches Potential zur Darstellung von Kolonmotilität und gastrointestinaler
Transitzeit unter Verwendung funktioneller Segmentierungsverfahren festgelegt. Zu beiden For-
schungsbereichen wurden daher im Rahmen dieser Arbeit unter zur Hilfenahme der schnellen
bildgebenden Verfahren der MRT experimentelle Probandenstudien durchgeführt. Nach Erhe-
bung der Datenbasis wurden die folgenden Arbeitsgebiete definiert:
• Entwicklung und Evaluierung von Algorithmen und Verfahren zur semi-automatischen
Vermessung von Kolon-Haustrierungen.
• Entwicklung und Evaluierung von Methoden zur automatischen Detektion von Markern
zur Messung der Transitzeit in 3D-MRT-Daten.
Bei der Entwicklung der Methoden zur semi-automatischen Vermessung wurden durch systema-
tisches Vorgehen drei wesentliche grundlegende Fragestellungen erörtert:
• In Abschnitt 5.2.2 wurde anhand eines Experiments nachgewiesen, dass eine Messung
von Durchmessern von Untersuchungsobjekten anhand von MRT-Aufnahmen qualitativ
möglich ist.
• In Abschnitt 5.2.1 wurde durch ein weiteres Experiment die Möglichkeit der Dokumentati-
on von sich dynamisch, periodisch verändernden Vorgängen anhand von MRT-Aufnahmen
ermittelt. Die ermittelten MRT-Daten wurden durch eine Frequenzanalyse qualitativ aus-
gewertet.
• Im Abschnitt 5.3 wurde ein erster Ansatz zur semi-automatischen Emittlung von Kolon-
Haustrieungsdurchmessern entwickelt. Dabei wurden zwei Verfahren zur Segmentierung
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der Haustrierungen anhand aus einer experimentellen Studie gewonnen Daten qualitativ
gegeneinander verglichen.
Im Hinblick auf die klinische Anwendung der Verfahren wurden erste Software-Prototypen der
Methoden entwickelt. Dabei standen die Benutzerfreundlichkeit und leichte Bedienbarkeit der
Vermessungswerkzeugs einerseits sowie die konzeptionelle Integrationsfähigkeit der Methoden
in Hinsicht auf eine klinische Anwendbarkeit andererseits im Vordergrund.
Als Ergebnis konnte gezeigt werden, dass durch den Einsatz des semi-automatischen Vermes-
sungswerkzeugs eine erhebliche Zeitersparnis gegenüber einer rein manuellen Vermessung er-
reicht wird.
Der Algorithmus zur semi-automatischen Vermessung des Kolons arbeitet bei homogenen Ko-
lonfüllungen sehr robust und erzeugt originalgetreue Durchmesserwerte der Haustren. Die kom-
plizierten Verformungen der Haustren können durch einfach durchzuführende manuelle Korrek-
turen präzise verbessert und erfasst werden.
Für weiterführende zukünftige Forschungsprojekte lässt sich festsellen, dass die mit dem Ver-
fahren erhobenen Messwerte als Grundlage für dynamische Formmodelle wie z. B. Spline-
Funktionen bzw. Spline-Gitter verwendet werden können. Durch Anwendung dieser Interpo-
lationsverfahren können aus 2D-Daten rotationssymmetrische 3D-Modelle berechnet werden.
Weiterhin können die gewonnenen Daten als Grundlage für eine Simulationen mit Hilfe z. B: der
Lattice-Boltzmann-Methode, von Misch- und Transport-Vorgängen verwendet werden.
Zur Messung der Transitzeit wurden bei der Entwicklung der Methoden zur automatischen De-
tektion von Markern/Kapseln folgenden Aspekte untersucht:
• In Abschnitt 7.4.1 wurde durch eine Computersimulation die Güte der in Abschnitt 7.3.4
vorgestellten Merkmale untersucht.
• In Abschnitt 7.4.2 wurde das Modul zur automatischen Detektion auf Daten einer ersten
experimentellen Studie angewand und gegenüber einer manuellen Auswertung der Daten
verglichen.
Es konnte gezeigt werden, dass eine automatische Detektion von Kapseln mit Hilfe des ent-
wickelten Algorithmus möglich ist. Somit konnte das grundlegende Ziel der Lokalisation der
Kapseln als Voraussetzung zur Berechnung der gastrointestinalen Transitzeit erreicht werden.
Aufgrund der aufgetretenden Probleme wie z. B. Feldinhomogenitäten, Partial-Volumen-Effekte
sowie eine daraus resultierende Über-und Untersegmentierung ist eine vollständig automatische
Detektion aller Kapsel derzeit aber noch nicht möglich.
Als eine Weiterentwicklung des Verfahrens der automatischen Detektion lässt sich daher fol-
gende Vorgehensweise vorstellen: Das Verfahren kann auf ein zweistufiges semi-automatisches
Verfahren erweitert werden. In einem ersten Schritt wird eine automatischen Dedektion der Kap-
seln mit hoher Genauigkeit 7.4.1 durchgeführt und die so identifzierten Kapseln markiert. In
einem zweiten interaktiven Schritt werden die nicht eindeutig identifizierbaren Fragmente durch
das Verfahren als potentielle Kapseln markiert und durch einen erfahrenen Radiologen entspre-
chend klassifiziert.
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Die vorgestellte Weiterentwicklung hätte gegenüber einem rein manuellen Verfahren den Vorteil
einer Zeitersparnis durch die vorab durchgeführte automatische Deteketion.




Die homogenen Koordinaten A.1 sind eine gebräuchliche Art der Darstellung von dreidimen-
sionalen Objekten und Szenen [38, 135, 136, 32]. Aufgrund ihrer guten Handhabbarkeit in der
Form der Darstellung anhand von Matrizen, finden sie nahezu in allen Bereichen der Computer
Vision Anwendung.
Durch die Erweiterung von kartesischen Koordinaten auf homogene Koordinaten sowie die dazu
gehörigen homogenen Transformationen A.2 ist eine schnelle Manipulation von 3D Objekten
möglich.
Die im Folgenden angegebenen allgemeinen Matrixen ermöglichen sämtliche räumlichen, geo-
metrischen Manipulationen.
A.1 Homogene Koordinaten
Durch Anfügen eines Skalierungsfaktors w werden die kartesischen 3D Koordinaten auf homo-
gene Koordinaten erweitert.
(x, y, z)T 7−→ [xh, yh, zh, w]T (A.1)
mit
xh = xw, yh = yw, zh = zw (A.2)
Punkte im Raum werden durch einen Faktor w 6= 0 dargestellt. Im Allgemeinen wird bei der
Überführung der Koordinaten w = 1 angenommen.
Durch unterschiedliche Manipulationen kann sich der Skalierungsfaktor w ändern. Bei einer
Rücktransformation auf Bildkoordinaten muss in diesem Fall durch w dividiert werden.
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A.2 Homogene Transformationen
Um mit homogenen Koordinaten arbeiten zu können, müssen die Transformationsmatrizen ent-
sprechend angepasst werden. Dazu werden die 3 × 3 Matrizen zu 4 × 4 Matrizen erweitert, die
erweiterten Matrizen werden im Folgenden angegeben.










= [x,y, z, s]

1 0 0 0
0 cos(α) sin(α) 0
0 − sin(α) cos(α) 0
0 0 0 1
 (A.3)










= [x,y, z, s]

cos(β) 0 − sin(β) 0
0 1 0 0
sin(β) 0 cos(β) 0
0 0 0 1
 (A.4)










= [x,y, z, s]

cos(γ) sin(γ) 0 0
− sin(γ) cos(γ) 0 0
0 0 0 0
0 0 0 1
 (A.5)
Ein wesentlicher Vorteil, der sich durch die homogenen Koordinaten ergibt, ist, das eine Trans-










= [x,y, z, s]

1 0 0 0
0 1 0 0
0 0 1 0
vx vy vz 1
 (A.6)
Durch die Translationsmatrix um den Vektor ~v wird die Position eines Objektes im Raum defi-
niert, weiterhin wird durch die Angabe eines Satzes von drei Winkeln α, β, γ seine Orientierung
definiert.
Durch die Kombination dieser, sich ergebenden drei Rotationsmatrizen R sowie der Translati-








Bei der Rotation R ist die Ausführungsreihenfolge zu beachten. Es können zwölf unterschiedli-
che Reihenfolgen oder Kombinationen auftreten: xyz, xzy, yxz, yzx, zxy, zyx, xyx, xzx, yxy,
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yzy, zxz, zyz.










= [x,y, z, s]

Sx 0 0 0
0 Sy 0 0
0 0 Sz 0
0 0 0 1
 (A.8)
Durch die Wahl der Skalierungs-Parameter Sx, Sy, Sz ist auch eine Spiegelung oder Scherung
des Objektes durchführbar.








= [x,y, z, s]

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (A.9)
Bei der Perspektivischen Projektion in die y − z Ebene wird der Brennpunkt der Abbildung in








= [x,y, z, s]

0 0 0 1
f
0 1 0 0
0 0 1 0
0 0 0 1
 (A.10)
A.3 Koordinatentransformation
Bei einer Koordinatentransformation wird ein Wechsel der Basis a auf die Basis b vollzogen.
Dazu ist die Transformationsmatrix B gesucht. Diese lässt sich durch drei Rotationen und einer
Translation darstellen. Im speziellen Fall der homogenen Koordinaten ergibt sich die allgemeine
Transformationsmatrix zu T = RxRyRzTv
x = Bx´+ p (A.11)
x = B+ px´ = B−1 (x− p) (A.12)




Für den Vergleich der manuellen Messung der Haustrierungen und der semi-automatischen Me-
thode werden die Koordinaten der manuell eingezeichneten Messlinien benötigt.
Die Messlinien wurden an einer Befundungs-Workstation (Software: Numaris 4; Version Syngo
MR 2002 B) in die Bilder eingetragen. Die Koordinaten der Messlinien sind in dem wahlfreien
DICOM-Tag mit der Gruppe und Nummer (0029,1210) in Form einer grafischen Skriptsprache
gespeichert. Um die Koordinaten zu dekodieren, wurde ein Interpreter implementiert. Die fol-
genden Fragmente sind Programmzeilen dieser spezifischen grafischen Skriptsprache. Die erste
Zeile enthält eine Kodierung einer Messlinie. Die Koordinaten dieser Linie werden in der durch
die Referenz #11903 referenzierten Programmzeile gegeben.
@11902=CsaGraphicLine( /.../ #11903, /.../ );
In der referenzierten Programmzeile ist ein Vektor, der die Koordinaten enthält, angegeben.
@11903=CsaGraDoubleVec3DArray(0,(115.0,281.5,0.0,87.1,279.3,0.0001));
Zur Erstellung des Pasers wurden Lex&Yacc [78] verwendet.
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Anhang C
Explorative Datenanalyse-XOM
C.1 Ergebnis der Einbettung der Fraktale
q T σ(1) σ(T ) (1) (T )
2 20000 10 0.1 0.9 0.05
Tabelle C.1: Parameter des XOM-Algorithmus für den Fraktal-Datensatz
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Abbildung C.1: Darstellung des Einbettungsergebnises der beiden Fraktale. Die Einbettung wur-
de mit der in der vorliegenden Arbeit vorgestellten „online“ Berechnungsmethode berechnet.
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