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The Hofstadter model is a popular choice for theorists investigating the fractional quantum Hall effect on
lattices, due to its simplicity, infinite selection of topological flat bands, and increasing applicability to real
materials. In particular, fractional Chern insulators in bands with Chern number |C| > 1 can demonstrate
richer physical properties than continuum Landau level states and have recently been detected in experiments.
Motivated by this, we examine the stability of fractional Chern insulators with higher Chern number in the
Hofstadter model, using large-scale infinite density matrix renormalization group (iDMRG) simulations on a
thin cylinder. We confirm the existence of fractional states in bands with Chern numbers C = 1, 2, 3, 4, 5 at the
filling fractions predicted by the generalized Jain series [Phys. Rev. Lett. 115, 126401 (2015)]. Moreover, we
discuss their metal-to-insulator phase transitions, as well as the subtleties in distinguishing between physical and
numerical stability. Finally, we comment on the relative suitability of fractional Chern insulators in higher Chern
number bands for proposed modern applications.
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I. INTRODUCTION
Lattice generalizations of the fractional quantum Hall ef-
fect, also known as fractional Chern insulators (FCIs) [1],
have received substantial interest in the past decade, primarily
due to their low magnetic field [2]/high-temperature real-
izations [3], shorter characteristic length scales, and richer
physical phenomena, compared to their continuum counter-
parts [4,5]. In early works, the analog of the Laughlin state
was demonstrated [6], and extensions to the Jain hierarchy
of states and more general fractional Chern insulators were
found in Hofstadter-type models [7,8], based on small-scale
exact diagonalization (ED) calculations. Since then our un-
derstanding of FCIs has been deepened with respect to: the
adiabatic continuity to fractional quantum Hall states [9,10],
the role of band geometry [11–13], as well as optimal methods
for band engineering [14]. In particular, research efforts have
focused on FCIs in bands with Chern number |C| > 1, which
cannot be continuously connected to the Landau level con-
tinuum limit and therefore can host lattice-specific fractional
states [8,15–20], which have potential applications to topo-
logical quantum computing [21–23]. Consequently, such FCIs
have been the focus for a large proportion of numerical stud-
ies [20] covering quasicharge excitations [24], non-Abelian
states [25,26], non-Abelian twist defects [27], and the bosonic
integer quantum Hall effect [8,20,28–30]. Most significantly,
|C| > 1 FCIs have now been realized experimentally in van
der Waals heterostructures with an external magnetic field
[31] and, in the case of |C| > 1 CIs, also without a magnetic
field [32], which provides strong motivation to revisit the
topic.
Building on the theoretical foundation of Refs. [8,19] and
inspired by recent experimental advances, we compare the
stability of |C| > 1 FCIs in the Hofstadter model in order
to identify promising candidates for imminent experimental
investigations. To this end, we employ large-scale infinite den-
sity matrix renormalization group (iDMRG) simulations on a
thin cylinder geometry. We present a direct follow-up to the
ED study on a torus by Andrews and Möller [20] and leverage
the DMRG algorithm on an infinite cylinder to stabilize a
larger set of FCIs predicted by the generalized Jain series
[19]. Furthermore, through the application of a modern tensor
network method, we are able to access larger (semi-infinite)
system sizes, Hamiltonians without a band projection, and
illuminating entanglement properties, which we use in con-
junction with the previous study to more precisely analyze the
physical stability of |C| > 1 FCIs in the Hofstadter model,
as well as the numerical stability of the two methods em-
ployed. In this paper, we diagnose FCIs based on their charge
pumping and two-point correlation functions and quantify
stability with respect to the interaction strength and single-
particle gap-to-width ratio. We confirm the existence of FCIs
in bands with Chern number C = 1, 2, 3, 4, 5 in accordance
to the generalized Jain series [19], going beyond our previous
ED results [20], and we present case studies of metal-to-FCI
phase transitions, showing their relation to the single-particle
band structure. Moreover, we expose the inherent limitations
of theoretical studies, including misleading numerical break-
downs in charge pumping computations due to an insufficient
system size. In all cases, we analyze our results in light of cur-
rent experiments on moiré superstructures [31–33], as well as
potential realizations in optical flux lattices [34–36], Floquet
systems [37], and quantum spin liquids [38–40].
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The structure of the paper is as follows. In Sec. II, we intro-
duce the Hofstadter model and the many-body Hamiltonian.
In Sec. III, we outline our method, including an explanation
of our lattice configurations and an overview of the iDMRG
algorithm. In Sec. IV, we present our numerical results, show-
ing stabilized FCIs as well as their metal-to-FCI transitions.
Finally, in Sec. V, we discuss the implications of our findings
and outline avenues for future research.
II. MODEL
We consider spinless fermions hopping on a square lattice
with lattice constant a, taken to lie in the xy plane, in the
presence of a perpendicular magnetic field B = Bêz. We select
a square lattice since it yields comparable FCI stability to
general single-component lattices [41], such as the triangular
lattice [42,43], and it is applicable to leading cold-atom ex-
periments [35,44,45]. The particles interact with each other
via nearest-neighbor density-density interactions, such that








where eiθi j is the Peierls phase factor, c†i /ci are the fermionic
creation/annihilation operators, V is the interaction strength
and ρi = c
†
i ci is the density operator. Unless specified oth-
erwise, we use V = 10, and all energy scales are measured
in the nearest-neighbor hopping strength, which we have set
to unity. The perpendicular magnetic field is incorporated
via the Peierls substitution, such that the Peierls phase is
defined as θi j = (2π/φ0)
∫ j
i
A · dl, where φ0 = h/e is the flux
quantum, A is the vector potential, and dl is the infinitesimal
line element connecting sites i and j [46]. The effect of this
substitution is to accommodate the larger magnetic translation
group [47]. In this paper we use the Landau gauge with a
conserved ky momentum, choosing A = Bxêy, which corre-
sponds to enlarging the unit cell in the x direction. We define
p′ as the magnetic flux passing though each magnetic unit cell,
yielding the flux density nφ ≡ BAUC/φ0 ≡ p′/q per lattice
plaquette, where AUC = a2 is the area of the unit cell, and
p′, q are coprime integers. In the selected Landau gauge for
the square-lattice Hofstadter model, the unit cell is enlarged
from 1 × 1 → q × 1, known as the magnetic unit cell in the
presence of a perpendicular magnetic field, and so q directly
corresponds to the number of bands in the single-particle
energy spectrum [48]. The frustration between the magnetic
unit-cell area and the irreducible area occupied by one flux
quantum results in the famous Hofstadter butterfly—a fractal
spectrum of eigenenergies E as a function of nφ [49]. The
interactions between the particles are modeled using a nearest-
neighbor density-density term, which has been shown to be
favorable for stabilizing composite fermion states [41,50,51],
experimentally relevant due to screening lengths in common
electronic devices [52–54], and also computationally tractable
[1,8,19,20,25,55–57].
III. METHOD
In this section we describe the method employed to com-
pare the stability of FCIs in higher Chern bands. In Sec. III A
FIG. 1. Band flatness in the Hofstadter model. (a) Single-particle
band structure for the Hofstadter model at nφ = 3/5, as a function
of momentum k. The Chern number of each band C, as well as the
width W and gap  of the lowest band are labeled. (b) Band gaps,
widths, and gap-to-width ratios against p < 10 for the first five Chern
numbers. (c) Standard deviation of the Berry curvature for the lowest
band σB in units of the mean Berry curvature B̄.
we outline the selection of lattice geometries and in Sec. III B
we summarize the iDMRG algorithm.
A. Lattice geometries
In order to accurately compare the stability of FCIs in
higher Chern bands, we first need to systematically gener-
ate topological flat bands of arbitrary Chern number. To this
end, we employ the Hofstadter model, as introduced in the
previous section, due to its simplicity, versatility, and exper-
imental relevance [35,58–64]. Here, we build on work by
Möller and Cooper [8,19], who showed evidence for novel
fractional Chern insulators in higher Chern bands of the Hof-
stadter model [8] and later recast this result in the language
of composite fermions [19], showing how the Jain series [65]
generalizes to higher Chern bands.
Following Ref. [19], we will exploit their insight that a








has a lowest band of Chern number C with a significant
single-particle gap, provided that p is large enough such that
the lowest band is distinct. Hence, these flux densities are
particularly appropriate for stabilizing Chern insulator states,
as well as facilitating numerical studies [19]. We note that, due
to the symmetry of the Hofstadter butterfly, we define the flux
density modulo 1 [66]. For example, if we require a distinct
lowest band with Chern number C = 2, this is first achieved
at p = 3, as illustrated in Fig. 1(a). As we increase the value
of p, the bands in the Hofstadter model become exponentially
flatter while there is a polynomial decrease of the band gaps
[67]. Hence, the gap-to-width ratio exponentially increases,
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whereas the fluctuations of the Berry curvature exponentially
decrease, as shown in Figs. 1(b) and 1(c) (cf. Supplemental
Material in Ref. [19]). We note that we require p  4 to
obtain a distant lowest band with C = 1, whereas for C > 1
this is achieved with p  3. For a systematic comparison, we
consider all distinct lowest bands with p < 10 for each Chern
number. For Chern number |C| = 1, increasing p corresponds
to taking the continuum limit nφ → 0, whereas for |C| > 1,
this corresponds to the effective continuum limit nφ → 1/|C|
[20].
Once we have tuned to the appropriate flux density to
obtain a topological flat band of the required Chern number,
the next step is to fractionally fill this lowest band. According
to Möller and Cooper [19], building on the notion of flux
attachment [8,15], FCIs are predicted to be stabilized at filling








which provides a framework to explain observations of FCI
states in higher-|C| bands [16,25,68]. Here r ∈ Z is the num-
ber of filled composite fermion bands, s corresponds to the
ground-state degeneracy, k ∈ Z is the number of flux attached
per composite fermion, and hence k = 1 for bosons and k = 2
for fermions. When filling the Chern band, however, the ge-
ometry of the lattice is restricted by a number of constraints.
For example, the flux density fixes the size of the magnetic
unit cell to q × 1 and the desired filling fraction, together with
the numerical cost of large system sizes and the need for an
integer number of particles, limits the numerically accessible
finite-size lattice configurations, which may stabilize a given
FCI. As a result of these constraints, and the more fragile
nature of higher-order fractional quantum Hall plateaus, the
number of FCIs that we are able to stabilize decreases with
Chern number.
In the limit of |C| = 1 and r ∈ Z+, we see that
Eq. (3) reproduces the celebrated Haldane hierarchy ν =
1/3, 2/5, 3/7, . . . [69], whereas for |C| = 1 and r ∈ Z, we
reproduce the Jain series ν = r/(|k|r + 1) [65] with either
positive or negative flux attachment. Consequently, we refer
to FCIs with |r| = 1 as primary composite fermion states,
FCIs with |r| = 2 as secondary composite fermion states, and
so on [20]. The cases where r = +1 are also referred to as
“Laughlin-like”. For a systematic comparison of FCIs in this
paper, we consider filling fractions with increasing |r| for each
Chern number.
B. iDMRG algorithm
In order to find and analyze the ground state of this 2D
many-body problem, we employ the iDMRG algorithm on
a thin cylinder [70–72]. This is a well-established method
that can be formulated in the tensor-network framework and
has been used to successfully model fractional quantum Hall
states in recent years [56,57,73–76]. The method is defined
by transcribing the Hamiltonian to a matrix product operator
(MPO) and serves to optimize an ansatz wave function in
the form of a matrix product state (MPS). In this paper, the
MPO and MPS refer to a 1D chain that zig-zags to cover the
cylinder, and the MPS is defined in canonical form, such that a
bipartition at any bond on the chain corresponds to a Schmidt
decomposition. Specifically, we consider the bipartition at a
bond such that the system is spatially split into two semi-
infinite cylinders (denoted “left” and “right” by convention),




i |ψi〉L ⊗ |ψi〉R,
where χ is the bond dimension, λi > 0 are the Schmidt val-
ues, and |ψi〉L/R are the left/right Schmidt states. We start
with a finite MPS unit cell, minimize the energy using a
Lanczos algorithm, and then perform the Schmidt decom-
position up to a given bond dimension. Subsequently, we
symmetrically enlarge the MPS unit cell and iterate the pro-
cess until we reach a convergence of the relevant observables.
Crucially, the Schmidt eigenbasis is directly related to the
reduced density matrix eigenbasis, which allows us to con-
veniently extract entanglement properties, such as the von







entanglement spectrum {ǫi}, defined through λ2i = e
−ǫi . More-
over, since the U (1) symmetry of the Hamiltonian is also a
symmetry of the reduced density matrix, we can label the
Schmidt states according to their U (1) charges QL/R,i ∈ Z
[73,75].
For the systems considered in this paper we define an MPS
unit cell composed of Lx × Ly magnetic unit cells, where x is
the direction of the cylinder axis. Since our MPS unit cell is
translationally invariant in the x direction due to the infinite
cylinder ansatz of the iDMRG algorithm, we set Lx = 1 and
tile magnetic unit cells in the y direction. Hence, the number
of lattice sites in our simulation cell is q × Ly, which defines
the finite-size simulation cell for our calculations.
Compared to the more traditional ED studies on a torus
[1], iDMRG on an infinite cylinder offers a number of ad-
vantages. First, since iDMRG operates with a real-space
representation and a truncated Hamiltonian corresponding to
the dominant χ Schmidt values, no band projection needs to
be taken. Typically in ED computations, the interaction term
is projected to the lowest band to make the problem com-
putationally tractable in cases where Landau level mixing is
not expected to play a significant role (W ≪ V ≪ ) [20,77].
Conversely, iDMRG does not require such a band projection,
since the many-body problem is instead made tractable via a
bond dimension truncation. Second, iDMRG can model larger
(semi-infinite) system sizes, which are competitive with ED
even in their finite Ly dimension [75]. Although ED simula-
tions are limited combinatorially by the number of particles
and sites (or the number of magnetic unit cells, if a projec-
tion to the lowest band is used), in iDMRG simulations the
number of sites does not play a direct role. Instead, iDMRG
simulations scale exponentially with the chosen cylinder cir-
cumference, which typically translates to an improved, albeit
sharp, system size cut-off. Furthermore, it was demonstrated
that the relevant circumference for quantum Hall states should
be measured in terms of the magnetic length lB [76,78]. Fi-
nally, the geometry of the infinite cylinder DMRG lends itself
to a complementary set of numerical tests. Compared to ED,
which focuses primarily on the many-body energy spectrum,
DMRG focuses on the ground states [79]. Coupled with the
infinite cylinder geometry, this enables alternative ways to
analyze these states, e.g., via the correlation length, which is
related to the many-body gap through ξ ∼ 1/m.b..
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FIG. 2. FCIs in C = 1 bands. Expectation value of charge
pumped on the left half of the cylinder 〈QL〉 as a function of adiabatic
flux insertion through the cylinder x . All of the computations are
performed with cylinder circumference Ly = 2s, interaction strength
V = 10, bond dimension χ = 250, and flux interval x/2π = 0.1.
The flux densities corresponding to p < 10 are considered, where the
lowest band is gapped.
IV. RESULTS
In this section we present the results of our many-body
numerics. In Sec. IV A we stabilize FCIs with higher Chern
number and in Sec. IV B we analyze their metal-to-FCI phase
transitions.
A. FCIs in higher Chern bands
In order to comment on the relative stability of FCIs,
we first need a reliable way to demonstrate their existence.
One of the original, most common, and numerically cheapest
methods to diagnose fractional quantum Hall states is via
Laughlin’s charge pumping argument [80]. In our system,
this corresponds to adiabatically inserting a flux x through
the center of the cylinder and measuring the expected charge





[73,75,81]. This expected charge is directly related to the Hall
conductivity, σH = (e/h2)Cν, and therefore is proportional to
the product of the Chern number of the band and the filling
fraction. Provided the numerics are reliable, this is sufficient
to show the existence of a fractional quantum Hall state. How-
ever, since it is often a subtle issue as to whether the charge
pumping is accurate (discussed later), we also provide an
analysis of the corresponding two-point correlation functions
in Appendix A.
We start our investigation by examining the charge pump-
ing for FCIs in bands with C = 1, as shown in Fig. 2. As stated
before, we systematically consider all distinct C = 1 bands
generated with p < 10, by setting the flux density accord-
ing to Eq. (2), and we consider all computationally tractable
filling fractions by incrementing |r| in Eq. (3). With these
constraints, we are able to demonstrate FCIs for the first four
values of |r| with our DMRG parameters. The charge pumping
for the first three hierarchy states (r = 1, 2, 3) in Figs. 2(a),
2(c), and 2(e) have been demonstrated previously (with certain
values of nφ) [56,57,75,76], and so these results may be used
to benchmark our numerics. In contrast, the charge pumping
for the fourth-order hierarchy state (r = 4) in Fig. 2(g), as
well as the states with negative r in Figs. 2(b), 2(d), 2(f),
and 2(h), have not been previously demonstrated and therefore
represent our first set of original results.
There are several important points that can be learned
already from the examination of C = 1 FCIs. First, we note
that FCIs are not demonstrated for every value of nφ that
generates an isolated band [as per Eq. (2)]. For example,
for the Laughlin state in Fig. 2(a), we observe that an FCI
is stabilized for every value of p < 10 that generates a dis-
tinct lowest band, whereas for its particle-hole conjugate in
Fig. 2(b), FCIs are not found for nφ = 1/3 (/W ≈ 1.73)
and nφ = 1/4 (/W ≈ 3.57). Since the interaction strength
is much larger than the scale of the band structure, this is
likely due to the increasing gap-to-width ratio with decreasing
nφ , coupled with the fact that some fractional quantum Hall
plateaus are more difficult to stabilize. It is known that the
ν = 2/3 state, for example, is more difficult to stabilize than
the ν = 1/3 state in numerical simulations due to the higher
density of particles exacerbating finite-size effects. Moreover,
as we increase the flatness ratio, the conditions for physically
stabilizing FCIs improve. This effect is also reflected in the
fact that higher-order states generally require a smaller nφ to
be demonstrated. For example, for the states with |r| = 4 in
Figs. 2(g) and 2(h), we were only able to demonstrate FCIs
with nφ = 1/8 (/W ≈ 741). Second, we observe the exis-
tence of FCIs with an interaction strength that far exceeds the
band gap. This is an effect that has been noted before in other
FCIs [1,8,82] and we confirm it here, since  ≪ 10 in all
cases. Finally, we note that the dependency of charge pumping
on inserted flux can take drastically different forms for a given
filling fraction, however the direction of the respective curves
always corresponds to sign(C), which is best illustrated in
Fig. 2(a). Generally, we find that discontinuities in the charge
pumping curve, such as the nφ = 1/4 curve for ν = 2/3 in
Fig. 2(b), are a hint of a numerical instability. However, in this
figure we present all of our results with the same bond dimen-
sion (χ = 250) and relative cylinder circumference (Ly = 2s,
where s is the denominator of ν) for a fair comparison of states
that is readily reproducible.
In order to select the C = 1 FCIs presented in Fig. 2,
we systematically computed the charge pumping for |r| ∈
[1, 2, 3, 4, 5], p ∈ [4, 5, 6, 7, 8, 9], χ ∈ [50, 100, . . . , 500],
and Ly ∈ [s, 2s], which is a total of 1200 computations. In
the process, we noticed a couple of numerical instabilities
that may be useful to know for practitioners of the algorithm.
Most importantly, we emphasize that the two widely held
assumptions that (i) a smaller nφ will improve the stability
of an FCI and (ii) a larger χ will improve the precision of a
numerical result for a legitimate FCI configuration, both come
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FIG. 3. FCIs in C = 2, 3 bands. Charge pumping for FCIs in
[(a)–(e)] C = 2 and [(f)–(h)] C = 3 bands. All of the computations
are performed with interaction strength V = 10 and flux interval
x/2π = 0.1. The flux densities corresponding to p < 10 are con-
sidered, where the lowest band is gapped.
with the caveat that the system size Ly is large enough. This
can be particularly misleading in the case of charge pumping
computations, since we found several examples where an
accurate charge pumping result breaks down when the flux
density is decreased or the bond dimension is increased, due
to an insufficient system size. We discuss these examples
in further detail in Appendix B. In summary, for numerical
computations, statements (i) and (ii) hold only if the system
size is sufficiently large. We consequently confirm that all of
the claimed states are indeed FCIs by additionally analyzing
their two-point correlation functions in Appendix A.
Applying the lessons learned from C = 1 FCIs allows us
to efficiently explore the parameter space for FCIs with higher
Chern number. In Fig. 3, we present the corresponding charge
pumping results from a study of FCIs in C = 2 and 3 bands.
The computational expense of the higher Chern number FCIs
precluded a systematic comparison with respect to flux den-
sity and bond dimension, as in Fig. 2, and so instead, we show
only the verified C > 1 FCIs. We notice both of the previously
discussed numerical instabilities at play, whereby a decrease
in nφ , as well as an increase in χ , are capable of numeri-
cally destabilizing the charge pumping. This is particularly
FIG. 4. FCIs in C = 4, 5 bands. Charge pumping for FCIs in
[(a), (b)] C = 4 bands with (a) nφ = 6/23, (b) nφ = 4/15, and
[(c), (d)] C = 5 bands with (c) nφ = 5/24, and (d) nφ = 4/19. The
bond dimension coloring is the same as in Fig. 3. All of the com-
putations are performed with interaction strength V = 10 and flux
interval x/2π = 0.1. The flux densities corresponding to p < 10
are considered, where the lowest band is gapped. Note that, unlike in
Figs. 2 and 3, both columns correspond to negative r.
apparent for ν = 1/3 in Fig. 3(b), where the bond dimension
had to be reduced drastically to achieve the charge pumping
result, albeit with noisy, nonmonotonic curves. Moreover, the
corresponding charge pumping is unsuccessful with smaller
values of nφ < 6/11, i.e., closer to the corresponding flat band
limit nφ → 1/2. As previously mentioned, these effects are
indicative of the fact that the computations are restricted by
system size, which unfortunately cannot be further increased
here due to the computational expense. We note that a lack of
charge pumping results due to numerical limitations does not
exclude the possibility of stabilizing FCIs with those param-
eters, since we can only verify the existence of FCIs and not
the converse. Furthermore, we observe that as we increase the
Chern number, the number of accessible r values decreases:
where we can verify FCIs with five different r values for
C = 2 but only three different r values for C = 3. This is
due to the decreasing physical stability of these higher-order
fractional quantum Hall plateaus, coupled with the increasing
numerical expense due to more demanding system size re-
quirements. Interestingly, we find that FCIs with negative r are
easier to verify, likely due to their smaller values of s, which is
physically associated to more robust fractional quantum Hall
states and results in more numerically-favorable system sizes.
Finally, we extend our analysis to FCIs in Chern bands
with C = 4, 5, as shown in Fig. 4. For these values of the
Chern number, it is a considerable computational effort to
verify the existence of any FCIs, and so we present simply the
specific configurations for which we were able to demonstrate
flux pumping. In accordance with the previously noted trends,
we are able to verify FCIs for a further reduced set of r
and, specifically in this case, only for the negative values
r = −1,−2. As with the most challenging ν = 1/3 state in
Fig. 3(b), we have to reduce the bond dimension in order to
obtain the charge pumping results in most cases. This shows
that the system size is strongly restricting the numerics and
125107-5
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should be increased. However, as discussed in Appendix B,
increasing the system size typically requires a corresponding
increase in q and χ and so comes at a compound numerical
cost. Since the fact that charge pumping can be seen at all
is due to its robust topological nature that can persist at such
low bond dimensions, this type of scaling analysis may be
adapted in the future as a technique to quantify the suitability
of a given system size to stabilize an FCI.
B. Metal-to-FCI phase transitions
Now that we have detected a selection of FCIs in higher
Chern bands of the Hofstadter model, we proceed to quantify
their stability. A common method for quantifying the stability
of fractional quantum Hall states is with respect to their band
flatness and interaction strength. Historically, it was conjec-
tured that W ≪ V ≪  is required for FCI phases, so that the
interaction strength is larger than the band width, such that
particles are strongly interacting, but smaller than the band
gap, such that band-mixing remains small. It is now known
that this is not a necessary condition, since many FCIs have
been demonstrated with these inequalities relaxed [1,8,82]
(including the FCIs in this paper). Moreover, the flat-band
criterion has since been extended in terms of quantum geome-
try, where it was demonstrated that it is, in fact, a suppression
of Berry curvature fluctuations that improves FCI conditions
[12,13,41,55], as long as interactions are suitably tied by
locality to the lattice geometry [83,84]. For the Hofstadter
model, these two criteria directly coincide and are governed
by the flux density, as shown in Figs. 1(b) and 1(c). In this
section, we use the robustness of an FCI with respect to its
interaction strength as a quantifier of stability. To this end,
we tune the verified FCIs from Sec. IV A from V = 0 to
10, such that they undergo a phase transition. Since  ≪ 10
in all cases, we focus on the metal-to-FCI phase transitions
and compare values of Vcrit [85]. In the interests of brevity,
we present two illustrative case studies: one for C = 1 and
another for C = 2.
In Fig. 5, we demonstrate the metal-to-FCI phase transi-
tions for two C = 1, ν = 1/3 states, with nφ = 1/4 and 1/6,
corresponding to the states shown in Fig. 2(a). We plot the
correlation length ξ and von Neumann entanglement entropy
SvN as a function of V , which are both expected to diverge
at the transition. Moreover, we examine the interaction energy
〈V̂ 〉 [86] and entanglement spectrum {ǫi} for further hallmarks
of metallic and FCI phases. For the nφ = 1/4 configuration in
Fig. 5(a), we observe a metallic phase at V  0.2 and an FCI
at all larger values considered. Although ξ and SvN diverge
with bond dimension over a finite V interval, precluding a
precise identification of Vcrit, the interaction energy has a
clear point of inflection at Vcrit = 0.2 ± 0.025, after which the
gradient ∂ ln 〈V̂ 〉 /∂V is constant [87]. This is characteristic
of the transition point, since in the compressible phase the
liquid can react to changes in the interaction strength by
reconfiguring itself, which leads to a nonlinear dependence
on V , whereas in the incompressible phase the liquid can-
not, and so the 〈V̂ 〉 matrix elements are simply scaled by
the interaction strength. From the entanglement spectrum, it
can also be seen that in the metallic phase the energies are
highly sensitive to changes in V , whereas in the FCI phase
FIG. 5. Metal-to-FCI phase transitions in C = 1 bands. (Top
panels) Correlation length ξ , von Neumann entanglement entropy
SvN, interaction energy 〈V̂ 〉, and entanglement spectrum {ǫi}, as a
function of interaction strength V , for ν = 1/3, Ly = 6 FCIs in C = 1
bands with (a) nφ = 1/4 and (b) nφ = 1/6. The band widths (W ) and
gaps () are marked with blue- and red-dotted lines, respectively.
The entanglement energies are additionally colored corresponding
to their U (1) charge eigenvalues QL,i. (Bottom panel) Momentum-
resolved entanglement spectrum at V = 0.6. We select the energy
scale and rotate the momentum eigenvalues, such that K̃ = (K +
c) mod Ly where c is a constant, to emphasize the edge states. The
counting of the edge states in the zeroth charge sector is also labeled.
they converge continuously to fixed values. Moreover, since
|	〉 is invariant under rotations about the cylinder axis, the
Schmidt states simply acquire a phase factor e−i2πK/Ly under
such a transformation and therefore, may be labeled by their
momentum quantum number K = 0, 1, . . . , Ly − 1 [73,81].
The momentum-resolved entanglement spectrum at V = 0.6
shows one branch for the edge states with a 1, 1, 2, (3), . . .
counting, consistent with the ν = 1/3 FCI state [88,89]. This
agrees with analogous studies of the Laughlin state in the
Haldane model [75], albeit now also with V ≫ . In this
example, we can see from the top panel of Fig. 5(a) that
the phase transition roughly accords with the energy scale of
the band width (blue-dotted line). As the interaction strength
surpasses the band width, we stabilize an FCI, which persists
even as V exceeds the band gap (red-dotted line). We notice
a similar picture for the nφ = 1/6 flux density in Fig. 5(b).
We observe the same divergence of ξ and SvN with χ over a
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FIG. 6. Metal-to-FCI phase transitions in C = 2 bands. (Top
panels) Correlation length ξ , von Neumann entanglement entropy
SvN, interaction energy 〈V̂ 〉, and entanglement spectrum {ǫi}, as a
function of interaction strength V , for FCIs in C = 2 bands with (a)
ν = 1/5, Ly = 10, nφ = 6/11, and (b) ν = 2/9, Ly = 9, nφ = 5/9.
The band widths (W ) and gaps () are marked with blue- and red-
dotted lines, respectively. The entanglement energies are additionally
colored corresponding to their U (1) charge eigenvalues QL,i. (Bot-
tom panel) Momentum-resolved entanglement spectrum at V = 3.
We select the energy scale and rotate the momentum eigenvalues,
such that K̃ = (K + c) mod Ly where c is a constant, to emphasize
the edge states.
finite V interval, as well as a point of inflection of 〈V̂ 〉 directly
preceding a steady growth in the FCI phase and following a
hallmark weakly-correlated metallic energy spectrum. From
this, we deduce that there is a metallic phase at V  0.15 and
an FCI at all greater values. Moreover, the edge states from the
momentum-resolved entanglement spectrum at V = 0.6 are
structured in a single branch with a counting of 1, 1, 2, . . . ,
again confirming the expected FCI state. However, in contrast
to nφ = 1/4, we notice that the transition occurs at Vcrit =
0.15 ± 0.025, which is significantly above the band gap. This
means that the ν = 1/3 state at nφ = 1/6 is less stable than at
nφ = 1/4 in the relative sense that we require a larger V/W ,
but more stable than at nφ = 1/4 in the absolute sense that we
require a smaller V .
In Fig. 6, we demonstrate the metal-to-FCI phase transi-
tions for two C = 2 states, with ν = 1/5, nφ = 1/4 and ν =
2/9, nφ = 1/6, corresponding to the states shown in Figs. 3(a)
and 3(c). Perhaps the most striking difference compared to the
C = 1 states in Fig. 5, is the significantly larger interaction
strength required to stabilize the FCI phases. In Fig. 6(a), we
examine the primary composite fermion state ν = 1/5 with
FIG. 7. Scaling of Vcrit in C = 1, 2 bands. Critical interaction
strength Vcrit in units of (a) band width W and (b) band gap  as
a function of p. Values are shown for the C = 1 FCIs from Fig. 2 in
the main plots and for the C = 2 FCIs from Fig. 3 in the insets.
nφ = 6/11. Here we observe a metallic phase at V  1 and an
FCI at all larger values. Interestingly in this case, we note that
Vcrit is closer to the energy scale of the band gap (red-dotted
line) than the band width (blue-dotted line). This means that
not only does the FCI phase persist with V >  for this
configuration, but this is actually a required condition. This
behavior has parallels with the secondary composite fermion
state ν = 2/9 with nφ = 5/9, shown in Fig. 6(b). As before,
we record a metallic phase at V  1 and an FCI phase at
all greater values. Naively, a similar value of Vcrit may be
expected since the flux densities of the two configurations,
and hence also the values of the band flatness, are of the same
order of magnitude. However, in general, the values of Vcrit
can vary significantly as a function of nφ (discussed later).
Again, we observe that the transition point is closer to the
value of the band gap than the band width in this case. In
both examples, the momentum-resolved entanglement spectra
at V = 3 show a two-branch structure for C = 2 [90]. We
note that for Hofstadter bands with increasing Chern number,
the band gaps and band widths decrease at different rates, as
shown in Fig. 1(b), and so the comparisons drawn to W and 
are specific to these case studies.
In order to develop a broader understanding of the Vcrit
scaling, we present the transition points for a variety of states
and flux densities in C = 1, 2 bands in Fig. 7. In Fig. 7(a),
we show the dependence of Vcrit/W on the flux density. Here,
we can see that the value of Vcrit can vary significantly, even
for different states with the same flux density or different
flux-density configurations of the same state. There is also
no general trend that Vcrit ∼ W , as our case studies in Fig. 5
and the original theory may suggest. Instead, we observe from
the C = 1 data that Vcrit/W is, on average, approximately
independent of changes to flux density. Since the band width
decreases exponentially with p [as shown in Fig. 1(b)], the
error and imprecision of our Vcrit estimates is prohibitively am-
plified for p > 8. However, outside of this region, we see that
the values of Vcrit/W within an r series, as well as the values
of Vcrit/W among different r series, are of a comparable order
of magnitude 〈Vcrit/W 〉 ∼ 10. From the C = 2 data we see a
similar picture, albeit with fewer points, larger error bars, and
an increased average order of magnitude 〈Vcrit/W 〉 ∼ 102. For
comparison, in Fig. 7(b) we show the dependence of Vcrit/
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TABLE I. Summary of stabilized FCIs. List of FCIs presented in
this paper with respect to r and C. FCIs that have been demonstrated
using ED calculations are colored red [20], FCIs that have been
demonstrated in this paper (using iDMRG) are colored green, and the
intersection is colored black. Note that the r = −1 state is excluded
for C = 1, since this corresponds to integer filling.
on the flux density. In this case, since the band gap is ap-
proximately constant with flux density and not exponentially
dependent like the band width, the Vcrit/ values rapidly ap-
proach zero with increasing p. From the band structure scaling
in Fig. 1(b), we expect the convergence to be asymptotic. This
rapid decay is also reflected for the C = 2 data. Note that there
is no general relationship Vcrit ∼ , which our case studies in
Fig. 6 may suggest. The analysis shows that Vcrit/W is the
relevant quantity to compare the stability of FCIs. Although
it is roughly constant with flux density for FCIs in bands
of the same Chern number, there are significant fluctuations
present, which prevents a simple universal scaling relation
being established. Generally, it is important to be aware that
FCIs may be stabilized via different mechanisms and hence,
should be studied on a case-by-case basis.
V. DISCUSSION AND CONCLUSIONS
In this paper, we have analyzed the stability of FCIs in
higher Chern bands of the Hofstadter model. Using a com-
bination of charge pumping and correlation function analysis,
we have numerically demonstrated the existence of FCIs in
Chern number C = 1, 2, 3, 4, 5 bands at the filling fractions
predicted by the generalized Jain series [19], summarized
in Table I. Moreover, we studied their metal-to-FCI phase
transitions with respect to interaction strength. We found that
Vcrit/W is the relevant quantity to compare the stability of
FCIs and showed that it is, on average, of the same order
of magnitude for FCIs in bands of the same Chern number,
as a function of flux density, despite appreciable fluctuations
among different configurations. Moreover, we showed that the
values of Vcrit/W for C = 2 FCIs are typically an order of
magnitude larger than for C = 1. We did not observe any FCI
breakdown transitions with increasing interaction strength in
the interval V ∈ [0, 10].
In order to comment on the stability of FCIs in such a
theoretical study, it is crucial to distinguish between numer-
ical and physical stability. In terms of numerical stability, we
found that, just like for ED computations [20], FCIs in higher
Chern bands are more challenging to stabilize. In iDMRG
studies, this is due to the more demanding lattice geometries
resulting in larger required system sizes and a greater flux
insertion needed to demonstrate charge pumping. Moreover,
FCIs with smaller and/or negative r are easier to stabilize, for
analogous reasons. Although charge pumping is often used
to demonstrate FCIs because it can persist at extremely low
bond dimensions, it also comes with its own notable disad-
vantages. In particular, it is difficult to maintain an adiabatic
flux insertion at insufficient system sizes, which can result
in misleading breakdowns with decreasing flux density or
increasing bond dimension.
In terms of physical stability, our results accord with, and
extend, the findings of Andrews and Möller [20]. We find
that FCIs in C = 1 bands are more stable than C > 1 FCIs,
since they require a smaller Vcrit/W value for the metal-to-FCI
transition, and hence are stable for a larger range of V in
units of the band width. Out of the FCIs that we stabilized
numerically, we found that physical stability decreases with
increasing |r|, with only a few exceptions. For example, the
state at ν = 1/3 for C = 2 is significantly more fragile than
the corresponding r = 1 filling, and the ν = 2/19 state for
C = 5 is more robust. These outliers are potentially due to
competing states of similar energy detracting from the sta-
bility of the overall ground states [20]. In our previous ED
study, we concluded that C = 2 FCIs with ν = 1/5 and 3/11
are particularly stable owing to their large gaps in the particle
entanglement spectra [20]. Using iDMRG, we can support this
claim and also add the ν = 1/7 and ν = 1/5 FCIs with C = 3
as prime candidates for future investigations of FCIs in higher
Chern bands.
There are several promising experimental realizations and
applications that motivate this paper. For example, CIs with
C = 2 have recently been demonstrated in van der Waals
heterostructures without a magnetic field [32], which naturally
leads investigations in the direction of fractional quantum
Hall states under similar conditions. Moreover, twisted double
bilayer graphene has been shown to be a suitable candidate to
host FCIs in C = 2 bands with the application of an external
electric field [91], and it is known that such FCIs can also be
demonstrated using small-scale cold-atom experiments with
existing detection methods [92]. Coupled with these experi-
mental advancements, there are already a number of proposed
applications. Most saliently, FCIs with |C| > 1 can be mapped
to |C|-layer fractional quantum Hall systems, up to boundary
conditions [93–96]. Aside from the potential insights this can
bring to multi-layer fractional quantum Hall research, this
also implies that lattice dislocations in a |C| > 1 FCI can be
mapped to layer permutations, which can increase the genus
of the ground-state manifold [22,27]. Convenient methods for
manipulating the genus in this way open the door to a new type
of topological quantum computing utilizing extrinsic defects
[22,23,97].
Since FCIs are stabilized via different mechanisms, some
of which are still unknown [74,98], it is unwise to make
sweeping generalizations about their stability with respect
to particular parameters. Instead, the priority in the short
term is to establish a few robust candidates for |C| > 1
FCIs to guide experiments. Future work in this area may
involve, for example, an analysis of the role of interaction
range. There is currently a wealth of numerical evidence to
suggest that Abelian Jain states favor short-range interac-
tions [41,50,51,57], whereas exotic fractional quantum Hall
states may be stabilized exclusively via long-range interac-
tions [99,100]. It is important to establish where |C| > 1 FCIs
fall on this spectrum to facilitate reliable device engineering.
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Computationally, this is challenging using iDMRG due to the
growth of the Hamiltonian MPO dimension, the scaling of
2D interaction range in a 1D MPS representation, and the
larger system sizes required to alleviate finite-size effects.
Other avenues for future investigation include: a re-evaluation
of these states using complementary computational methods,
such as projected entangled pair states [101]; a direct compar-
ison between the stability of |C| > 1 FCIs and C-component
fractional quantum Hall states; as well as a tailored analysis
for the FCIs recently observed in moiré materials, such as
magic-angle twisted bilayer graphene [33]. We hope that this
paper will help focus research efforts to promote the widely-
accessible realization of this promising phase of matter.
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APPENDIX A: CORRELATION FUNCTION ANALYSIS
To complement our charge pumping computations, we
additionally diagnose our quantum Hall states using a
correlation-function-based approach [20,30,57,105]. To this
end, we study the connected two-point density correlation
functions g(x) = 〈:ρ0,0ρx,0:〉 − 〈ρ0,0ρ∞,0〉 for each of the FCIs
presented in Sec. IV A. This quantity represents the proba-
bility of finding two fermions at a certain separation relative
to a uniform uncorrelated gas. One fermion is kept fixed at
the origin (0,0), whereas the other fermion is at a position
(x, 0), in units of lattice sites, which corresponds to positions
on a straight line along the (infinite) cylinder axis. Due to the
radial symmetry of the correlation function (at short distances
x ≪ Ly/2), analogous results can also be obtained along the
circumference. However, we choose to study a path along the
cylinder axis, so that we are able to analyze the correlation
functions at the correlation length scale.
One of the defining features of a quantum Hall state are its
gapped bulk and gapless edge, which give rise to exponential
(∼e−x/ξ ) and algebraic (∼x−α) correlation functions at long
distances, respectively [30]. By studying a path along the
cylinder axis, we are probing the bulk and therefore expect
to record an exponential convergence for an FCI ground state.
Specifically, we anticipate the microscopic physics to be re-
flected at short distances, with potential fluctuations, followed
by an exponential decay in the asymptotic x → ∞ limit. Since
this exponential decay is absent in competing phases, such as
superfluid phases and charge density waves, it is often used as
a hallmark of a quantum Hall state [30].
Before we analyze the correlation functions in depth, it is
important to review the numerical scaling of this observable.
FIG. 8. Scaling of correlation functions with bond dimension and
system size. Scaling of density-density correlation functions g(x) =
〈:ρ0,0ρx,0:〉 − 〈ρ0,0ρ∞,0〉, as a function of x, the number of sites in the
x direction, for the case studies analyzed in (left) Fig. 5(a) and (right)
Fig. 6(a), with respect to (a) bond dimension and (b) system size.
The x = 0 point has been excluded since trivially 〈:ρ0,0ρ0,0:〉 = 0
by the Pauli exclusion principle. The corresponding correlation
lengths are marked with dashed lines
Since many of the FCIs demonstrated via charge pumping in
Sec. IV A used minimal values for the bond dimension and
system size, it is crucial to understand the effect that this can
have on the correlation functions, in order to accurately inter-
pret the results. In Fig. 8, we present the scaling of correlation
functions with bond dimension χ and system size Ly, for the
case studies shown in Figs. 5(a) and 6(a). From the scaling
with bond dimension, shown in Fig. 8(a), it can be seen that χ
has a negligible impact on the correlation functions, above a
certain threshold. In these examples, the threshold is χ  100,
however for larger cylinder circumferences this can be higher.
In both cases, the correlation length converges to a fixed value
with χ , at values of χ well above the threshold required to
obtain the converged form of the correlation function. In the
C = 1 example, ξ smoothly converges from below, whereas in
the C = 2 example, it undergoes an oscillatory convergence.
From the scaling with system size, shown in Fig. 8(b), it is
clear that Ly has a drastic impact on the form of the correlation
functions. In both cases, it can be seen that the high-frequency
oscillations of the correlation function are an artifact of the
quasi-1D nature of the system. Once the value of Ly is in-
creased, these oscillations diminish. In the C = 1 example,
we see that for Ly  9 the correlation functions take the
quintessential form for a Laughlin state: smooth oscillations
exponentially decaying to a fixed value [106]. In the C = 2
example, we observe that the high-frequency oscillations are
again filtered out; however, on this occasion a slight low-
frequency undulation remains. On average, we still observe a
smooth exponential decay to a finite value. However, it should
be noted that owing to the reduced particle density in the
C = 2 example, the scale on the plot is more than an order of
magnitude smaller than for C = 1. Moreover, minor oscilla-
tions corresponding to competing charge density wave phases
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FIG. 9. Connected two-point correlation functions for FCIs in
C = 1 bands. Density-density correlation functions for the FCIs in
Fig. 2, presented as in Fig. 8. The parameters are the same as those
used for the charge pumping. In this case, χ = 250 and Ly = 2s. The
corresponding correlation lengths are marked with dashed lines.
have been shown to be more prevalent in higher-|C| FCIs [20].
For these example configurations, ξ converges from below in
both cases. This analysis shows that the correlation functions
in this section are predominantly restricted by the system size.
Above a modest χ threshold, high-frequency oscillations are
removed in the limit of large Ly.
With this in mind, we now examine the correlation func-
tions for the C = 1 FCIs, in Fig. 9. In all cases, the x = 0
point is omitted since 〈:ρ0,0ρ0,0:〉 = 0 as demanded by the
Pauli exclusion principle. There are several points to note
here, which highlight both the numerical and physical features
of our simulations. With respect to the numerics, we see that
the correlation functions appear to start from their maximum
values and fluctuate at short distances before exhibiting a
steady high-frequency oscillation in the x → ∞ limit. In fact,
the correlation functions converge to their maximum values
at small x < a before decaying rapidly (cf., Supplemental
Material of Ref. [20]), which is not resolved on the lattice
scale. Moreover, the high-frequency oscillations in the large-x
limit are directly akin to the C = 1 example in Fig. 8(b) and
likewise diminish as the system size is increased. With respect
to the physics, we observe the typical irregular fluctuations
at short distances, which reflects the microscopic details of
the Hamiltonian, followed by an exponential decay to a fixed
value, on average, in the asymptotic limit, which confirms the
quantum Hall state. The simplest examples of this are the first
three hierarchy states ν = 1/3, 2/5, 3/7 together with their
first two particle-hole conjugates ν = 2/3, 3/5, particularly at
larger nφ . In these cases, the oscillations induced by the 1D
nature of the system are pronounced with a single-frequency
FIG. 10. Connected two-point correlation functions for FCIs in
C = 2, 3 bands. Density-density correlation functions for the FCIs in
Fig. 3, presented as in Fig. 8. The parameters are the same as those
used for the charge pumping. In this case, (a) Ly = 10, (b) Ly = 6,
(c) Ly = 9, (d) Ly = 14, (e) Ly = 11, (f) Ly = 14, (g) Ly = 10, and
(h) Ly = 11. The corresponding correlation lengths are marked with
dashed lines.
component and so are easy to identify. For the other config-
urations, with smaller nφ and higher-order ν, the systems are
less one-dimensional and so the oscillations are smaller, cf.,
the diminishing oscillations with decreasing nφ in the ν = 1/3
example. Moreover, they are occasionally composed of more
than one frequency component, such as for ν = 4/9, which in-
dicates the potential influence of a minor charge density wave
contribution. Overall, however, the correlation functions for
the C = 1 FCIs clearly support their identification as quantum
Hall states, once the numerical artifacts have been taken into
account.
We progress by examining the correlation functions for
the C = 2, 3 FCIs, in Fig. 10. As before, we omit the
〈:ρ0,0ρ0,0:〉 = 0 point in all cases, and present the correlations
functions that directly correspond to the FCIs identified via
charge pumping in Sec. IV A. In this case, there are a num-
ber of notable differences between the C = 1 examples in
Fig. 9 from the numerical perspective. In particular, we now
consistently observe oscillations in the asymptotic limit that
consist of multiple frequency components, akin to the C = 2
example in Fig. 8(b). We have identified three reasons for this
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FIG. 11. Connected two-point correlation functions for FCIs in
C = 4, 5 bands. Density-density correlation functions for the FCIs in
Fig. 4, presented as in Fig. 8. The parameters are the same as those
used for the charge pumping. In this case, (a) Ly = 14, (b) Ly = 15,
(c) Ly = 18, and (d) Ly = 19. The bond dimensions and p values are
presented as in Fig. 10. The corresponding correlation lengths are
marked with dashed lines.
discrepancy. First, the smaller particle density in these sys-
tems reduces the scale of the correlation functions and makes
the oscillations more visible; second, the larger Chern number
makes charge density wave competition more prevalent [20];
and finally, the severe numerical constraints of these systems
exacerbates any finite-size effects. In addition to this, since
some configurations for C = 2, 3 are shown for various bond
dimensions, we can now comment on their scaling. Comple-
menting Fig. 8(a), where we showed that the bond dimension
has negligible effect on the correlation functions above a cer-
tain threshold, here we identify a couple of cases where, for
small χ , the scaling does have an appreciable effect, e.g., for
ν = 2/7 at nφ = 8/15 and ν = 2/11 at nφ = 4/11. In both
examples, an increasing bond dimension works similarly to
an increasing system size, in that it diminishes high-frequency
oscillations. This observation accords with Fig. 8(a) in that the
effect is only seen for comparatively small bond dimensions,
which are determined by the cylinder circumference. From
the physical perspective, we can take the average of these
oscillations and recover an exponential decay in the asymp-
totic limit, as before. However, in many cases, low-frequency
undulations remain in the x → ∞ limit signaling a charge
density wave competition of physical origin. Notwithstanding
the significant numerical effects that partially obscure the
underlying structure, the correlation functions for the C = 2, 3
FCIs support their identification as quantum Hall states, albeit
with a clear charge-density wave contribution in several cases.
Finally, we examine the correlation functions for the C =
4, 5 FCIs, in Fig. 11. We again omit the 〈:ρ0,0ρ0,0:〉 = 0 points
and present the correlation functions for exactly the same set
of parameters as the FCIs demonstrated in Sec. IV A. Here,
we notice a continuation of the trends established in Figs. 9
and 10. In particular, the particle density of the systems is
further decreased, e.g., in Fig. 11(a), which reduces the scale
of the plots and exposes spurious fluctuations, and the long-
distance oscillations have yet more frequency components,
FIG. 12. Numerical instability with decreasing flux density.
Comparison of the charge pumping for the C = 1 FCIs from
Figs. 2(e)–2(h) at the first two allowed cylinder circumferences. The
charge pumping is shown for (a) ν = 3/7, Ly = 7, 14, (b) ν = 4/7,
Ly = 7, 14, (c) ν = 4/9, Ly = 9, 18, and (d) ν = 5/9, Ly = 9, 18.
e.g., in Fig. 11(b), for the reasons outlined above. Moreover,
we can see that for the ν = 2/15 state at nφ = 4/15, the high-
frequency oscillations are diminished with increasing bond
dimension for these small values of χ , which indicates that
the configurations are restricted by bond dimension as well as
system size. Even after taking the distance average for these
correlation functions, it is difficult to definitively confirm the
exponential decay in the asymptotic limit due to large and
persistent low-frequency oscillations. In this case, the corre-
lation functions for the C = 4, 5 FCIs may accord with their
identification as quantum Hall states, however it is not clear
from these example configurations due to the fluctuations at
large x, which may be physical or numerical. In all cases,
the correlation functions shown in this section are a testament
to the robustness of charge pumping as an indicator of the
quantum Hall effect. In the majority of cases, the correlation
functions corroborate the charge pumping data in Sec. IV A.
For FCIs in higher Chern number bands, however, the identifi-
cation from correlation functions alone is often obstructed by
persistent oscillations of a physical and/or numerical origin.
APPENDIX B: EFFECT OF SYSTEM SIZE
ON NUMERICAL STABILITY
In this section, we discuss two counter-intuitive examples
where (i) an decrease in flux density, and (ii) an increase in
bond dimension, may lead to numerical instabilities of an FCI.
In Fig. 12, we demonstrate a numerical instability caused
by a decrease in flux density. For this example, we study
the |r| = 3, 4 FCIs in Figs. 2(e)–2(h) at two different sys-
tem sizes, Ly = s and Ly = 2s, which are the two smallest
possible values of Ly. For the ν = 3/7 state with Ly = 7 in
Fig. 12(a), we observe a continuous, monotonic, and correct
charge pumping result for nφ = 1/3 and 1/4, whereas when
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the flux density is decreased, such that nφ < 1/4, the charge
pumping curve diverges and exhibits discontinuities, non-
monotonicity, and nonquantized 〈QL〉, which are all signs of a
numerical instability. Conversely, when we examine identical
configurations with Ly = 14, we no longer observe charge
pumping for nφ = 1/3 and 1/4, however a decrease in flux
density improves the response, such that we obtain continu-
ous, monotonic, and correct values for nφ < 1/4. Moreover,
the charge pumping for the larger system size does not show
signs of discontinuities, nonmonotonicity, or nonquantized
values of 〈QL〉, for any value of nφ shown. We note that
this does not rule out the existence of FCIs at ν = 3/7 with
nφ = 1/3, 1/4, rather it shows that with Ly = 14, configura-
tions with larger flux densities are more difficult to stabilize
and configurations with smaller flux densities are no longer
numerically constrained. Similar behavior is also observed at
ν = 4/7, 4/9, and 5/9, shown in Figs. 12(b)–12(d).
To better understand this phenomenon, we examine the
implications of decreasing the flux density. One of the most
apparent consequences is an increase in band flatness, as il-
lustrated in Fig. 1(b). Since an increased gap-to-width ratio is
typically associated with more favorable FCI conditions, and
nφ → 0 corresponds to the Landau level limit, a breakdown
in this regime is unexpected on physical grounds. However,
there are also important numerical side effects of tuning the
flux density, owing to the finite system size. For example,
a decrease in the flux density corresponds to an increase in
the magnetic length, the relevant length scale in the prob-
lem (nφ ∼ l
−1/2
B ). Hence, for the infinite-cylinder geometry,
decreasing nφ will exacerbate finite-size effects at fixed Ly
by making the system more one-dimensional. Moreover, by
incrementing p, we are also increasing q: the width of the
MPS unit cell. This means that a decreasing nφ implies an
increasing system size (Lx/a ∝ q) and decreasing many-body
gap (m.b. ∝ q−2) [55], which can have a detrimental impact
on charge pumping at fixed χ . Since, in this example, the
corresponding charge pumping works for configurations with
a larger Ly, which has an exponentially larger impact on the
numerical cost and a comparable many-body gap, we attribute
this numerical breakdown to an increased magnetic length.
For practitioners of the algorithm, we recommend choosing
a system size, such that any discontinuities, nonmonotonicity,
and nonquantized values of 〈QL〉 are mitigated, as in Fig. 2.
However, for more demanding systems, such as in Figs. 3 and
4, we recognize that this is not always possible and so we
advise caution.
In Fig. 13, we demonstrate a numerical instability caused
by an increase in the bond dimension. For this example, we
study the flux densities nφ = 1/3, 1/4, 1/5, and 1/6, for the
ν = 3/7 state presented in Fig. 12(a). Here, we see many
similar features to the numerical instabilities with increasing
flux density. In Fig. 13(a), we show the charge pumping
for the nφ = 1/3 configuration for varying values of χ ∈
[50, 100, . . . , 500]. We notice that for Ly = 7, we observe
the correct charge pumping for χ > 50, whereas for Ly = 14,
〈QL〉 = 0 for all values of χ . This reiterates the previous point,
that smaller system sizes are more likely to stabilize configu-
rations with a larger nφ . This is also reflected for nφ = 1/4
in Fig. 13(b). Note that the charge pumping in Fig. 12 was
performed at χ = 250. As we move to smaller values of nφ ,
FIG. 13. Numerical instability with increasing bond dimension.
Comparison of the charge pumping for the ν = 3/7 FCI from
Fig. 12(a) as a function of bond dimension. The charge pumping is
shown for the flux densities (a) nφ = 1/3, (b) nφ = 1/4, (c) nφ =
1/5, and (d) nφ = 1/6.
however, we observe a more unusual phenomenon. For exam-
ple, for the nφ = 1/5 configuration with Ly = 7 in Fig. 13(c),
we observe the correct charge pumping up to χ = 150, above
which the curve becomes discontinuous at χ = 200, and non-
quantized at χ  250. Similar behavior is observed for the
nφ = 1/6 configuration with Ly = 7 in Fig. 13(d). In both
cases, this pathology is remedied by increasing the system
size to Ly = 14. We verified that this behavior is not a result
of poorly-converged DMRG by drastically: increasing the
number of sweeps without bond optimization to update the
environment (update_env in TENPY [102]), increasing the
number of sweeps to decrease the norm error of the wave func-
tion below the defined threshold (norm_tol_iter [102]),
decreasing the flux interval (x), and decreasing the norm
error threshold (norm_tol [102]). This shows that, when the
system size is insufficient, there may be both lower and upper
bounds on the bond dimensions that yield the correct charge
pumping.
To gain insight into this effect, we examine the implications
of increasing the bond dimension. By increasing χ , we are
effectively increasing the dimension of the matrices in our
MPS representation of the ground state, and so this is expected
to improve the precision and accuracy of the result. However,
as before, there may be undesired side effects of increas-
ing the bond dimension at finite-system sizes. For example,
over-parameterizing the MPS at an insufficient system size
can increase the probability of converging to spurious com-
peting ground states. Moreover, since the correlation length
increases with bond dimension in the vicinity of a transition
(ξ ∼ ln χ ), and elsewhere for unconverged numerics, this can
exacerbate finite-size effects for strongly-correlated ground
states, such as FCIs. In this example, the correlation length
increase is marginal across the breakdown, and so we attribute
this numerical instability to competing ground states due to an
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over-parameterization at inadequate system sizes. The con-
sequence of these two numerical instabilities is that, when
simulating a demanding FCI, there is a window of optimal
nφ and χ to observe valid charge pumping. For extremely
demanding states, where the system size is especially inad-
equate, the optimal χ is likely to be low.
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(2019).
[101] J.-Y. Chen, S. Capponi, A. Wietek, M. Mambrini, N. Schuch,
and D. Poilblanc, Phys. Rev. Lett. 125, 017201 (2020).
[102] J. Hauschild and F. Pollmann, SciPost Phys. Lect. Notes, 5
(2018), code available from https://github.com/tenpy/tenpy.
[103] O. Tange, GNU Parallel, Ole Tange, 2018.
[104] www.s3it.uzh.ch.
[105] S. Pu, Y.-H. Wu, and J. K. Jain, Phys. Rev. B 96, 195302
(2017).
[106] T. Chakraborty and P. Pietiläinen, The Quantum Hall Ef-
fects, 2nd ed., Springer Series in Solid-State Sciences, Vol. 85
(Springer, Heidelberg, 1995).
[107] V. Khemani, F. Pollmann, and S. L. Sondhi, Phys. Rev. Lett.
116, 247204 (2016).
[108] D. Varjas, A. Abouelkomsan, K. Yang, and E. J. Bergholtz,
arXiv:2107.06902.
[109] B. Mera and T. Ozawa, arXiv:2107.09039.
125107-14
