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ABSTRACT
Type Ia Supernovae (SNe Ia) are powerful standardizable candles for constraining cosmological
models and provided the first evidence of the accelerated expansion of the universe. Their precision
derives from empirical correlations, now measured from > 1000 SNe Ia, between their luminosities,
light-curve shapes, colors and most recently with the stellar mass of their host galaxy. As mass
correlates with other galaxy properties, alternative parameters have been investigated to improve SN Ia
standardization though none have been shown to significantly alter the determination of cosmological
parameters. We re-examine a recent claim, based on 34 SN Ia in nearby passive host galaxies, of a 0.05
mag/Gyr dependence of standardized SN Ia luminosity on host age which if extrapolated to higher
redshifts, would be a bias up to 0.25 mag, challenging the inference of dark energy. We reanalyze this
sample of hosts using both the original method and a Bayesian hierarchical model and find after a
fuller accounting of the uncertainties the significance of a dependence on age to be ≤ 2σ and ∼ 1σ
after the removal of a single poorly-sampled SN Ia. To test the claim that a trend seen in old stellar
populations can be applied to younger ages, we extend our analysis to a larger sample which includes
young hosts. We find the residual dependence of host age (after all standardization typically employed
for cosmological measurements) to be consistent with zero for 254 SNe Ia from the Pantheon sample,
ruling out the large but low significance trend seen in passive hosts.
Keywords: dark energy, distance scale, supernovae: general, supernovae: individual (SN2003ic)
1. INTRODUCTION
Type Ia supernovae (SNe Ia), the thermonuclear ex-
plosion of carbon-oxygen white dwarfs, are precise cos-
mic distance indicators (Kowal 1968; Pskovskii 1969).
Their observed variation in brightness can be empir-
ically corrected (Rust 1974; Pskovskii 1977; Phillips
1993; Hamuy et al. 1996; Riess et al. 1996; Perlmutter
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et al. 1997). This allows their luminosity distances to be
used to measure the expansion history of the universe
and led to the discovery of cosmic acceleration caused
by an unknown force, dark energy (Riess et al. 1998;
Garnavich et al. 1998; Perlmutter et al. 1999). Since
then, standardization methods have improved (Jha et al.
2007; Guy et al. 2010; Burns et al. 2011; Mosher et al.
2014) as have the resulting cosmological measurements
(Suzuki et al. 2012; Betoule et al. 2014; Riess et al. 2018;
Scolnic et al. 2018; DES Collaboration et al. 2019; Jones
et al. 2019; Freedman et al. 2019).
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As the number of SNe Ia at cosmological distances now
exceed 1000, the selection criteria have become more
stringent. Of all the SNe Ia observed, roughly 75% (Scol-
nic et al. 2018) are used for cosmology. Cosmologically
useful SNe Ia are required to have sufficient data: ade-
quate sampling in order to constrain the light curve and
the decline rate. They must also pass “quality cuts” i.e.
their parameters should be nearest the centers of the
population distributions and thus can be standardized
through empirical correlations. Even after standardiza-
tion, outliers exist, resulting in outlier rejection tools
(Kunz et al. 2007; Rubin et al. 2015) and even the clas-
sification of a new class of transients (Foley et al. 2013).
The accuracy of SN Ia cosmological measurements re-
quire the absence of a redshift dependence of the stan-
dardized luminosity, which we refer to as luminosity evo-
lution. The variation in peak luminosity of SNe Ia may
be due to unknown properties of the progenitors. These
could have three effects that concern cosmological mea-
surements. First, these variations in progenitor proper-
ties can affect the population demographics. This results
in a type of bias discussed in Scolnic & Kessler (2016).
In addition, many progenitor properties that affect the
peak luminosity are already corrected for by the em-
pirical standardization process. Ultimately, luminosity
evolution comes from a change in the progenitor system
and peak luminosity that is not accounted for in our
SN Ia models.
As a proxy for a change in redshift or cosmic time,
luminosity evolution can be constrained locally (.
400 Mpc) by measuring differences in standardized SN Ia
luminosity between galaxy types. Over the last decade
large samples with strict quality control have revealed
correlations between host galaxy properties and stan-
dardized peak luminosity at a modest level (e.g. Gal-
lagher et al. 2008; Kelly et al. 2010; Sullivan et al. 2010;
Lampeitl et al. 2010; Gupta et al. 2011; Rigault et al.
2013; Jones et al. 2015; Moreno-Raya et al. 2016; Uddin
et al. 2017; Kim et al. 2018; Rigault et al. 2018; Jones
et al. 2018; Rose et al. 2019). Each of these measure-
ments agree in the direction of the host galaxy effect;
it is clear that these do not agree by chance. Since the
average galaxy changes with redshift and sample selec-
tion, it has become necessary to include such correla-
tions in the standardization process to limit biases to
the 1% level in distance (Rigault et al. 2013). The first
recognized and most commonly used host property for
such standardization is stellar mass (Kelly et al. 2010;
Sullivan et al. 2010; Lampeitl et al. 2010). This stan-
dardization is referred to as the “mass step” because
of the ∼ 0.06 mag change in average Hubble-Lemaˆıtre
residual at ∼ 1010 M. Hubble-Lemaˆıtre residuals are
the difference between the measured luminosity distance
and the expected distance from the best-fit cosmology.
Kang et al. (2020) (hereafter K20) claim to have
found a correlation between the ages of 34 early-type
host galaxies — derived from spectral features — and
SN Ia peak luminosity. If extrapolated to younger ages
and higher redshifts, by convolving look-back time and
SN Ia progenitor models, this correlation could cause a
redshift dependent luminosity evolution, ∆mag/∆z >
0.2 mag. The original discovery of accelerating cosmic
expansion using SNe Ia (Riess et al. 1998; Perlmutter
et al. 1999) ruled out such a large evolution in stan-
dardized luminosity by demonstrating consistency be-
tween SN Ia in early-type hosts and those in young,
star-forming hosts.
K20’s use of high signal-to-noise spectra to measure
metalicities and ages of the host galaxies is impressive,
however we have serious concerns about the cosmological
interpretation. K20’s finding of a correlation does not
seem to be robust against different sample selections,
or different assumptions about uncertainties. In addi-
tion, the application of the mass step correction drasti-
cally reduces the observed effect in external data. The
motivation of the K20 work is well justified – correla-
tions between SN Ia properties and their hosts exist,
and these will need to be better characterized to sig-
nificantly improve upon present cosmological measure-
ments. However, in this work, we show that these corre-
lations are not significantly limiting our current ability
to use SNe Ia to measure the cosmological parameters
of our universe.
2. DATA & TECHNIQUES
Altogether Kang et al. (2016) and K20 observed 51
early-type, low redshift SN Ia host galaxies, obtaining
high signal-to-noise galactic spectra (S/N ∼ 175, Kang
et al. 2016). The high quality spectra allow for precise
measurements of the SN Ia host galaxy properties. Most
SN Ia host galaxy studies use photometry (e.g. Gupta
et al. 2011; Jones et al. 2018; Rose et al. 2019) though
some studies use lower signal-to-noise integral field unit
spectra (Rigault et al. 2013, 2018). The SN Ia analyzed
by K20 are archival, taking place from 1990 to 2010, and
reanalyzed uniformly in the YONSEI SN catalog (Kim
et al. 2019). The age measurement techniques used by
K20 are well established (Faber et al. 1992; Worthey
et al. 1994), and built on previous SN Ia research, such
as Gallagher et al. (2008).
2.1. SN Ia Data Quality
K20 observed 51 SN Ia host galaxies. Via various cuts
described in their paper, the fiducial analysis was per-
formed with 34 SN Ia and their host galaxies. Using
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Figure 1. The light curve of SN2003ic. With no pre-
maximum data points, it would commonly be removed from
cosmological samples due to difficulties constraining the peak
luminosity. However this SN Ia alone takes the correlation
seen in K20 from a 1.8σ to a 2.3σ significance. Original
photometry from Hicken et al. (2009).
several definitions of SN Ia quality, we find 10 of the
final 34 SNe Ia fail at least one quality cut. Using just
the Joint Light-Curve Analysis (JLA) cosmology cuts
(Betoule et al. 2014, Table 7), nearly 12% (4 out of 34
objects) of the final sample are not of cosmological qual-
ity.
The precision and accuracy of SN Ia distances depends
on the quality of the light-curves of the SN Ia. There
are several SN Ia in the K20 sample with poorly sam-
pled light-curves, and light-curve fits for these SNe Ia
will be problematic. The light curves for SN2007ap and
SN2008af have no data prior to five days past maxi-
mum. SN2003iv and SN2007cp have fewer than four
nights of observations, and SN2003ch and SN2003ic have
fewer than seven. As an example, SN2003ic is shown in
Figure 1. Finally both SN1993ac and SN2001ie have
no data prior to five days post-maximum and fewer
than seven nights of observations. Of these eight SN Ia
with poorly sampled light curves, only SN2003ch and
SN2007cp were removed from the final data set of 34
SN Ia used in K20.
To test assumptions used in cosmological analyses, it
is not necessary to use a fully representative sub-sample,
but they should at least all pass the typical quality
cuts. Using JLA as an example, we see that 4 of the
final 34 SN Ia do not pass quality cuts. SN2002do and
SN2007au are best fit with the light-curves shape param-
eter x1 < −3. These fast decliners are outside the valid
range of the SALT2 model (Guy et al. 2007, 2010) re-
quiring alternative standardization methods (e.g., Gar-
navich et al. 2004). In addition, SN2002do, SN2006kf,
and SN2008ia all have high Milky Way dust extinction,
with E(B−V )MW ≥ 0.15. The more dimming and red-
dening from Milky Way dust, the less accurate the SN Ia
peak luminosity can be. For this reason, cosmological
analyses typically use SNe Ia that are out of the plane
of the Milky Way. Pantheon and Union perform very
similar quality cuts (Scolnic et al. 2018; Suzuki et al.
2012, respectively). Other analyses include additional
cuts on the phase coverage of the light curves, expressed
in terms of rest-frame days from maximum brightness.
For example, Rest et al. (2014) required at least one
observation between −10 and +5 days, at least one ob-
servation between +5 and +20 days, and at least 5 total
observations between −10 and +35 days. There are 4
SNe Ia (SN1993ac, SN2001ie, SN2007ap, SN2008af) in
the final sample of K20 that fail the first cut, and an-
other SN Ia (SN2003ic) fails the second.
A summary of which SN Ia fails what cut can be seen
in Table 1.
2.2. Standardization and Uncertainties
For SN Ia at low redshift (the K20 sample is at
z < 0.04) there are several important uncertainties to
consider: the uncertainty in the local peculiar motion
(σv) and the unexplained scatter seen in SN Ia post stan-
dardization (σunexplained).
1 If one accounts for expected
flows using maps of large-scale structure on a SN Ia-by-
SN Ia basis as undertaken by K20, a peculiar velocity
uncertainty floor remains due to the unpredictable mo-
tions local to each host galaxy. Pantheon (Scolnic et al.
2018), calculated this to be σv = 250 km s
−1. The to-
tal distance uncertainty of a SN Ia is comprised of many
individual uncertainties. A relevant example, based on
the Pantheon analysis of Scolnic et al. (2018), is
σ2total = σ
2
N + σ
2
z + σ
2
v + σ
2
unexplained (1)
where σ2N is the photometric error of the SN Ia distance
and σ2z is the uncertainty from the redshift. In K20,
σunexplained was misunderstood and σv was absent.
When looking for a trend between Hubble-Lemaˆıtre
residuals and a host galaxy property one can acciden-
tally ignore cross correlations with the SN Ia standard-
ization terms (Hamuy et al. 1995, 2000; Smith et al.
2020). Therefore, to further test the observed trend in
K20, we sampled a simple standardization equation in
the Bayesian hierarchical model UNITY2 (Rubin et al.
2015; Rose et al. 2020). We used a typical Tripp-like
1 K20 uses a common alternative name, intrinsic dispersion (σint).
2 https://github.com/rubind/host unity
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Table 1. K20 SN Ia that do not pass typical “quality cuts”
Light Curves Quality JLA Cuts Rest et al. (2014)
≥ 1 obs. Total num obs. ≥ 1 obs. ≥ 1 obs.
t < +5 days > 7 |x1| < −3 E(B − V )MW ≥ 0.15 −10 < t < +5 days +5 < t < +25 days
SN1993acac X X X
SN2001ieac X X X
SN2002dob X X
SN2003icac X X
SN2003iva X
SN2006kfb X
SN2007apac X X
SN2007aub X
SN2008afac X X
SN2008iab X
aHas a poorly sampled light curve.
bFails JLA quality cuts, defined in Betoule et al. (2014).
cFails phase coverage cuts, defined in Rest et al. (2014).
Note—From the final 34 SN Ia in the K20 sample, 6 SN Ia have poorly sampled light curves, 4 would not pass the JLA cuts,
and 5 would not pass the Rest et al. (2014) phase coverage cuts.
linear standardization (Tripp 1998):
µ = mB −
(
MB + αx1 + βc+ γa
)
(2)
where µ, mB , MB are the distance modulus, apparent
and absolute magnitude respectively. The α, β, and
γ parameters are the linear standardization coefficients
corresponding to the SALT2 (Guy et al. 2007, 2010)
light-curve shape (x1) and color (c), along with the host
galaxy age in gigayears (a). The parameters mB , x1, c,
and a are unique for each SN Ia, whereas MB , α, β, and
γ are fit for simultaneously along with any cosmologi-
cal parameters of interest. UNITY also simultaneously
fits for the remaining unexplained scatter (σunexplained)
allowing for the additional term, γa, to explain more
of the observed SN Ia variability but still tracking all
uncertainties.
3. RE-EXAMINING THE SN Ia-AGE
CORRELATION
3.1. The Impact of SN2003ic
The measured Hubble-Lemaˆıtre residual-age trend
(K20, Figure 13) visually appears to be dominated by
SN2003ic, the SN Ia with the oldest host. As seen in
Figure 1 and addressed in Section 2.1, the light curve of
SN2003ic is poorly sampled, including no pre-maximum
measurements and only two epochs closely spaced in
time to sample the the first 15 days of decline, the most
valuable span of time for calibrating the light curve de-
cline rate. If SN2003ic was removed, the trend shifts
from −0.051 ± 0.022 mag/Gyr (2.3σ) to a less signifi-
cant −0.045 ± 0.024 mag/Gyr (1.8σ) using the original
K20 data. Removing other poorly sampled SN Ia do
not affect the trend as much as SN2003ic. A summary
of each Hubble-Lemaˆıtre residual stellar age correlation
discussed in this paper, can be found in Table 2.
3.2. Underestimating Uncertainties
K20 states that they fit their correlations using
LINMIX (Kelly 2007). This methodology contains an “in-
trinsic random scatter,” counter to the claim that K20
uses no intrinsic scatter. Our reproduction of their work
was performed using the linmix err package in IDL.
We conclude that σunexplained was calculated by LINMIX
and was ∼ 0.10 mag, as seen in other works. Adding
in the peculiar velocity uncertainty, σv, we calculate the
significance of the age trend becomes 1.9σ — or 1.5σ
when removing SN2003ic.
When re-analyzing the original data with UNITY,
the significance of the K20 trend with age (γ) is re-
duced to 1.5σ. This suggests that the significance of
any Hubble-Lemaˆıtre residual-host galaxy correlation is
typically over estimated compared to when all param-
eters are simultaneously fit. As is necessary for an ac-
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Table 2. Summary of discussed correlations between Hubble-Lemaˆıtre residual and stellar
age
Method Correlation Significance Num. SN Ia
[mag/Gyr]
K20 fiducial analysis −0.051± 0.022 2.3σ 34
K20 reproduction −0.051± 0.023 2.3σ 34
K20 reproduction w/o SN2003ic −0.045± 0.024 1.8σ 33
K20 plus 250 km/sec velocity uncertainty −0.047± 0.022 2.1σ 34
above plus 0.10 mag floor on σunexplained −0.046± 0.024 1.9σ 34
above w/o SN2003ic −0.037± 0.025 1.5σ 33
UNITY −0.035± 0.023 1.5σ 34
UNITY w/o SN2003ic −0.013± 0.022 0.6σ 33
Spearman correlation coefficient · · · 2.0σ 34
Pantheon Hubble-Lemaˆıtre residuals −0.016± 0.031 0.5σ 27
Pantheon w/o SN2003ic +0.008± 0.030 0.3σ 26
curate error estimation, we included the non-diagonal
covariance terms from the light-curve fitting; K20 only
reported diagonal covariance terms. Due to this miss-
ing data and some inconsistencies between the values
reported in K20 and the original YONSEI SN catalog
(i.e. the x1 value of SN2002G), we used the results from
our own light-curve fits.
However, we are able to ignore the disputed uncer-
tainties (σv and σunexplained) and measure a correlation’s
significance directly from the scatter in the data. This
is done via correlation coefficients. The Pearson corre-
lation coefficient is the most common, but assumes both
that the trend is linear and that each data set is nor-
mally distributed. Since the age values have been found
to not be normally distributed (Childress et al. 2014;
Rose et al. 2019), we use the Spearman rank-order cor-
relation which does not have this requirement. When
using the final data set of K20, the Spearman correlation
coefficient is rs = −0.35, a 2.0σ non-zero result. This
result is statistically consistent with the larger data set
of Rose et al. (2019). Bypassing any question about the
accuracy of the uncertainties, this trend appears only
marginally significant.
Via several alternative analysis methods — both ac-
counting for additional known uncertainties and bypass-
ing them — we have seen the correlation is at most 2σ,
but likely less. We conclude that there is no statistically
significant trend with age in the K20 data.
3.3. Extrapolation to Constraints on Cosmological
Parameters
Our next set of concerns are based around how K20
extrapolates a correlation with age to a bias in cosmol-
ogy. As discussed previously, the correlations between
Hubble-Lemaˆıtre residual and host galaxy age is depen-
dent on a unique data set of K20 that is not typical of
cosmological samples.
Recent SN Ia cosmology analyses (Suzuki et al. 2012;
Betoule et al. 2014; Rubin et al. 2015; Scolnic et al.
2018; DES Collaboration et al. 2019), all of which
have demonstrated strong evidence for cosmic acceler-
ation, account for the well-established change in aver-
age Hubble-Lemaˆıtre residual across a division in host
stellar mass. This procedure reduces the effect of any
new correlation with age, due to galaxy scaling relation-
ships. However, the K20 sample uniquely isolates age
from stellar mass and morphology. Many comological
analyses include a parameter to marginalize over the un-
certainty that this change in Hubble-Lemaˆıtre residual
could be caused by another host galaxy property, such
as age. This marginalization would further reduce the
effect of a trend with age. In Rubin et al. (2015), this
marginalization was done with a the redshift dependent
mass step, and the resulting best fit cosmology slightly
favored an age-like redshift dependence over a pure stel-
lar mass effect. This drastically reduces the maximal
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Table 3. Hubble-Lemaˆıtre residuals and
ages for 254 low redshift Pantheon SN Ia.
SN Ia HR uncertainty Age
[mag] [mag] [Gyr]
2001ah −0.04 0.13 1.714
2001az 0.14 0.12 1.041
2001bf −0.10 0.17 1.261
2001da −0.04 0.14 1.261
2001eh −0.01 0.16 1.924
Note— Hubble-Lemaˆıtre residuals are
from Jones et al. (2018). Ages (light-
weighted) are estimated using ZPEG.
We used a fixed 15% uncertainty in this
analysis. Table 3 is published in its en-
tirety online in a machine-readable for-
mat. A portion is shown here for guid-
ance regarding its form and content.
bias on cosmological parameters possible from the cor-
relation reported by K20.
To further investigate if a standard cosmological anal-
ysis that accounts for both host and selection effects
may mitigate the effect of K20’s trend on cosmologi-
cal parameters, we replaced the Hubble-Lemaˆıtre resid-
ual with those calculated during the Pantheon analy-
sis (Scolnic et al. 2018). There are 27 SNe Ia with
both Pantheon Hubble-Lemaˆıtre residuals and YEPS
host galaxy ages. We present the Hubble-Lemaˆıtre
residuals and ages for the entire low redshift Pantheon
sample in Table 3. Using the standard cosmological
correction for the host mass step and a new obser-
vational bias correction framework (BBC, Kessler &
Scolnic 2017), the trend with Hubble-Lemaˆıtre resid-
ual becomes −0.016±0.031 mag/Gyr or consistent with
zero. Without SN2003ic, the trend with the Pantheon’s
Hubble-Lemaˆıtre residuals reverses direction (+0.008±
0.030 mag/Gyr). This is also true for the two other
age methods used in K20: going from K20 to Pantheon
Hubble-Lemaˆıtre residuals the trend becomes consistent
with zero. We conclude that using Hubble-Lemaˆıtre
residuals that are standardized with the mass step re-
sults in an insignificant trend and therefore does not
propagate to a bias in cosmological estimates.
3.4. Consistency with Other Data Sets
K20 ultimately applied their trend to cosmological dis-
tances by assuming it could be extrapolated to SNe Ia
from younger stellar populations. This interpretation
assumes that the physical mechanism is a smoothly
has a low 2.1σ correlation, as defined by the Spearman’s value
of −0.23. In addition, the distribution in Hubble residual-age
space appears to show a distinctive “step” between 7 and 8 Gyr.
6.2. Local Environments
Finally, we compare the Hubble residuals versus average
local environment age for the data set derived from C13
(Table 1). These results are presented in Figure 6. Using an age
derived from the local environment only slightly changes the
Spearman’s correlation between these two parameters, But this
correlation, −0.21, only has a 1.8σ significance. The overall
age distribution and apparent “step” at ∼8 Gyr are not
significantly changed by switching to a local environment
analysis. At first glance, the local age does not appear to
Figure 4. Comparison between the age estimated by the method described in
this paper and the results presented in G11. They agree with a ∼2 Gyr scatter,
except for the six hosts that our method estimated to be 2 Gyr but G11
estimated to be up to ∼4 Gyr. For the youngest populations (4 Gyr), our
method systematically estimates a lower age. This is expected because our
method’s chosen star formation history is better at modeling young stellar
populations. The 3σ significance critical value for N=76 is a Spearman’s
correlation of ±0.35, so it is very unlikely for this distribution, with a
correlation coefficient of 0.81, to arise if these two methods were not
correlated.
Figure 6. Comparing Hubble residuals of SN Ia vs. the average age of the local
stellar environment for the sample derived from C13 (see Table 1). The data are
presented the same way as Figure 5. The Spearman’s coefficient (−0.21) is
only slightly different than the one seen in Figure 5 but is insignificant only
have a 1.8σ significance. The data also have a stronger “step” at ∼8 Gyr to the
global analysis. There seems to be significantly fewer SN Ia with a Hubble
residual at 0.0 mag with an age 8 Gyr.
Figure 5. 2D density plot (darker colors indicate a higher density) depicting the
probability of finding a SN Ia at a given Hubble residual and average age of its
host galaxy (global age, Table 3). The presented data are a representative
sampling of the underline probability distributions for these two parameters for
each SN Ia in our data set. A linear fit of the data is shown as a orange line. The
orange dots represent the mean of six evenly filled bins of the underlying data.
The observed correlation, with a Spearman’s correlation of −0.23, is only a
2.1σ significance. The data shows a possible transition or “step” around 8 Gyr.
Figure 7. Difference in ages derived from global and local photometry as a
function of local age. The size of the marker indicates the stellar mass of the
host where the smallest circles show log(M/Me)=7.5 and the largest circles
indicates log(M/Me)=11.5. The marker color represents the u −i color
index at the location of the supernova.
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Figure 2. 2D density plot (darker colors indicate a higher
density) depictin the probability of fin ing a SN Ia at a
given Hubble-Lemaˆıtre residual and average stellar age. The
global age is the mass-weighted average age from the galaxy
SED. Analysis details can be found in Rose et al. (2019). A
linear fit to the da ( range line) is sh wn, along with six
evenly filled bins (orange points). The extrapolated trend of
K20 is shown as a red dashed line. The predicted average
Hubble-Lemaˆıtre residual for young hosts is shown as the
red circle. This prediction (red circle) is inconsistent with
the measured average (orange point). Th origi al data and
figure are from Rose et al. (2019). We note that like K20,
the Hubble-Lemaˆıtre residuals in Rose et al. (2019) do not
include the mass step correction.
varying process rather than discrete sub-populations as
seen in Rigault et al. (2013) and Cikota et al. (2019). In-
deed, it is quite possible that at all redshifts most SNe Ia
are from young progenitors as SNe Ia in early-type hosts
galaxies (typically dominated by old stars) make up only
a small fraction of cosmological samples (Childress et al.
2014).
The interpretation in K20 implies that SN Ia in young
hosts will have an average Hubble-Lemaˆıtre residual of
∼ 0.25 mag. This biased average Hubble-Lemaˆıtre resid-
ual is ruled out by the analyses of both Gupta et al.
(2011) and Rose et al. (2019) who independently looked
at data from the Sloan Digital Sky Survey (Sako et al.
2008; Campbell et al. 2013; Sako et al. 2018) using two
distinct age estimators. An example of this discrepancy
between external data and K20’s predication can be
seen in Figure 2. Measurements of the Hubble-Lemaˆıtre
residuals for SNe Ia from young host galaxies place the
prediction of K20 in the tail of the distribution.
The mass-weighted ages derived from the optical spec-
tral energy distribution (SED) fitting of Rose et al.
(2019) are not as precise for any one individual host
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Figure 3. The relationship between the cosmological Pan-
theon sample’s Hubble-Lemaˆıtre residuals and host galaxy
age (light-weighted) for the low redshift SNe Ia (black) of
Jones et al. (2018). Blue points are bins of 25 SN Ia. Light-
weighted ages are biased by bright young stars, reducing the
range of observed ages and increasing the measured slope.
The red dashed line is the trend seen in K20. The mass
step that is applied to the Pantheon Hubble-Lemaˆıtre resid-
uals would not drastically shift the trend from K20 because it
was derived using only massive early-type galaxies. However,
one can easily imagine concluding a low-significance trend if
one only used hosts with ages > 2.5 Gyr (the last two bins),
as expected in a passive only sample. There appears to be
no systemic nor statistical bias in ages values where the K20
regression line would go through this external cosmological
data set.
galaxy as the K20’s YEPS (Yonsei Evolutionary Popu-
lation Synthesis, Chung et al. 2013) ages derived from
spectral features. However, when aggregated, SED
based ages are statistically powerful, until they reach the
systematic limits of the stellar population models. Just
like photometric redshifts, SED based ages can catas-
trophically fail for any one object, but in population
studies they are a powerful tool.
For a more direct and empirical test of the average
Hubble-Lemaˆıtre residual of SNe Ia with young progen-
itors we analyzed the full sample of low redshift SNe Ia
in the Pantheon sample with host galaxy properties
derived by Jones et al. (2018) (N = 254). We mea-
sured the correlation between Hubble-Lemaˆıtre residual
and host age as in K20. The Pantheon sample used
light-weighted ages derived from SED fitting via ZPEG
(Le Borgne & Rocca-Volmerange 2002), as described in
Jones et al. (2018). ZPEG uses 15 star formation histo-
ries, the Salpeter initial mass function (Salpeter 1955),
200 stellar age bins, 6 metallicity bins, and marginalizes
over E(B − V ) in order to fit the observed photome-
try. Figure 3 shows the expected result that the ma-
jority of low redshift SNe Ia are seen in young hosts.
The Hubble-Lemaˆıtre residuals seen in these hosts are
strongly inconsistent with the +0.25 mag average resid-
ual predicted by extrapolating the trend proposed by
K20. Indeed, only a small number of all SNe Ia (at any
age) show residuals of & 0.25 mag, contrary to the pre-
diction that this is the average Hubble-Lemaˆıtre residual
for SNe Ia in young hosts. No bias in age or uncertainty
(Gaussian, log-normal, or otherwise) would make the
predicted trend match the data.
The age trend seen in the Pantheon sample is con-
sistent with no trend. Light-weighted ages are biased
young by bright stars, reducing the range of observed
ages and increasing the measured slope. It is difficult to
quantify this bias into an uncertainty on age. As such,
these should only be treated as very crude estimates.
Not surprisingly, by excluding the mass step correction
the size of a trend with age more than doubles due to
the aforementioned correlation between host mass and
age, though this trend is still only significant at the 1.4σ
level, similar to what was seen by Rose et al. (2019) for
the SDSS data. When using the same light-curve stan-
dardization parameters (α = 0.15, β = 3.69) as K20,
but including the mass step and BBC corrections, the
correlation only has a 0.6σ significance. If we restrict
ourselves to early-type galazies, as is the sample in K20,
a very weak trend is found (1.2σ). No method of examin-
ing the Pantheon data set, was able to find a significant
uncorrected trend with age.
We conclude that the linear extrapolation to young
ages is inconsistent with external data. Seeing no sig-
nificant trend in a cosmological data set, we find no evi-
dence for a significant unaccounted for bias in the cosmic
acceleration signal from SN Ia.
4. CONCLUSIONS
Kang et al. (2020) claim that an empirically-
determined dependence of SN Ia host age and luminosity
derived from a small sample of early-type host galaxies
can be extrapolated to large samples and young ages to
account for the majority of the cosmic acceleration sig-
nal. However, we find that this trend is not robust to
reanalysis. The first issue is that 12% of the final sam-
ple, would not pass the JLA cosmological quality cuts,
meaning that a large fraction of the data does not have
reliable Hubble-Lemaˆıtre residuals.
The inclusion of standard error sources, clearly present
in SN Ia residuals, reduces the significance of the depen-
dence to < 2σ. Bypassing any need for formal uncer-
tainty accounting, the Spearman rank-order coefficient
only sees a correlation at 2σ. Further, the removal of the
single SN Ia with the oldest host and a poorly sampled
light curve, SN2003ic, reduces the significance to 1.5σ.
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Finally, by doing a full re-fit and Bayesian hierarchical
analysis that also marginalizes over the correlations in
the standardization coefficients, we find the trend falls
to a 1.5σ or 0.6σ significance with and without SN2003ic
respectively.
If this correlation exists, the propagation to a bias in
cosmological parameters is not direct or simple. When
replacing the Hubble-Lemaˆıtre residuals from K20 with
those used in the Pantheon analysis, we see that the
standard practice of applying a host galaxy mass cor-
rection leaves only a very weak and insignificant relation
between Hubble-Lemaˆıtre residuals and inferred age.
Finally, comparing the claimed trend against large,
recent cosmological samples, which include young hosts,
the trend is strongly ruled out.
The recent results of K20, upon re-examination, do
not justify calling into question the presence of dark en-
ergy. However, we do concur with their closing remarks:
the redshift dependence of SN Ia remains an important
challenge for future precision dark energy measurements
and requires ongoing studies.
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