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EXTENSIONS OF VEECH GROUPS ARE HIERARCHICALLY
HYPERBOLIC
SPENCER DOWDALL, MATTHEW G. DURHAM, CHRISTOPHER J. LEININGER,
AND ALESSANDRO SISTO
Abstract. We show that for any lattice Veech group in the mapping class
group ModpSq of a closed surface S, the associated pi1S–extension group is a
hierarchically hyperbolic space.
1. Introduction
Let S be a closed, connected, oriented surface of genus at least 2. For any group
G, a pi1S–extension of G is a group Γ fitting into a short exact sequence:
1 Ñ pi1S Ñ Γ Ñ GÑ 1.
Such groups are precisely the fundamental groups of S–bundles. Each such ex-
tension induces, and is in fact determined up to isomorphism by, an associated
monodromy homomorphism GÑ Mod˘pSq – Outppi1Sq to the extended mapping
class group of S. An important, intriguing problem is to decide how geometric
properties of Γ (or the bundle) are reflected by properties of the monodromy.
Thurston’s geometrization (see [Ota98]) provides a very strong connection, prov-
ing that when G – Z the associated surface bundle over the circle admits a hy-
perbolic structure if and only if the image of the monodromy is generated by a
pseudo-Anosov mapping class. A generalization of this to the world of coarse ge-
ometry states that a pi1S–extension of any group G is word-hyperbolic if and only
if the monodromy has finite kernel and its image in ModpSq is convex cocompact in
the sense of Farb and Mosher (see [FM02a, Ham, MS12]).
In the classical setting of Kleinian groups, convex cocompactness is a special
case of the much more general notion of geometric finiteness. However, there is
currently no precise analogue of geometric finiteness in the context of mapping
class groups; nor is there a proposal for how such a notion should relate, as in
the case of convex cocompactness, to the (coarse) geometry of associated extension
groups. Nevertheless, it is evident that a lattice Veech group G ă ModpSq should
qualify as geometrically finite with respect to any definition (c.f. Mosher [Mos06,
§6]). This paper explores this vein by providing the first analysis of the coarse
geometry of these extension groups. Our main theorem is the following.
Theorem 1.1. For any lattice Veech group G ă ModpSq, the pi1S–extension group
Γ of G admits the structure of a hierarchically hyperbolic space.
The hope is that any reasonable definition of geometric finiteness in mapping
class group should have some “hyperbolic” implications for surface group exten-
sions. Theorem 1.1 provides precisely this sort of result in the prototypical case of
lattice Veech groups and thus hints at a possible theory of geometric finiteness in
general. This possibility is expounded upon in §1.3 below.
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The notion of hierarchical hyperbolicity was defined by Behrstock, Hagen, and
Sisto [BHS17c] and motivated by the seminal work of Masur and Minsky [MM00].
In short, it provides a framework and toolkit for understanding the coarse geom-
etry of a space/group in terms of interrelated hyperbolic pieces. More precisely, a
hierarchically hyperbolic space (HHS) structure on a metric space X is a collection
of hyperbolic spaces tCpW quWPS, together with additional data, that is meant to
capture the coarse geometry of X. The only piece of data that we need for the dis-
cussion below is that there is a maximal hyperbolic space (technically, Ď–maximal).
See §6 for details or [BHS17c, BHS19, Sis19] for more examples and discussion.
Showing that a space/group is a hierarchically hyperbolic space gives access to
several results regarding, for example, quadratic isoperimetric function [Bow18],
asymptotic dimension [BHS17b], stable and quasiconvex subsets and subgroups
[ABD17, RST18], quasiflats [BHS17a], bordifications and automorphisms [DHS17],
and quasi-isometric embeddings of nilpotent groups [BHS17c].
In order to describe the HHS structure constructed in Theorem 1.1 and discuss
its consequences, we must first recall some of the structure of Veech groups and
their extensions.
1.1. Extensions of Veech groups. Let G ă ModpSq be a lattice Veech group
and Γ “ ΓG the associated extension group. The HHS structure that we will build
on Γ is motivated by certain natural subgroups. First note that (up to finite index)
Γ is naturally the fundamental group of an S–bundle E¯{Γ over a compact surface
with boundary (see §3.2 for details and notation). Each boundary component of
E¯{Γ is the mapping torus of a multi-twist on S, and is thus a graph manifold: the
tori in the JSJ decomposition are suspensions of the multi-twist curves. Graph
manifolds admit HHS structures [BHS19] where the maximal hyperbolic space is
the Bass–Serre tree dual to the JSJ decomposition, and all other hyperbolic spaces
are either quasi-lines or quasi-trees (obtained by coning off the universal covers of
the base orbifolds of the Seifert pieces). The stabilizers of the vertices of the Bass–
Serre tree are called vertex subgroups, and are precisely the fundamental groups of
the Seifert pieces of the JSJ decomposition.
We summarize the main results of this paper (Theorem 4.1, Corollary 4.5, Propo-
sition 4.17, Theorem 6.16, Lemmas 6.17–6.20) in the following theorem. To state
it, we let V be the disjoint union of the vertices of all Bass–Serre trees associated
to the boundary components of the universal cover E¯ of the S–bundle above.
Theorem 1.2. Suppose G ă ModpSq is a lattice Veech group with extension group
Γ and let Υ1, . . . ,Υk ă Γ be representatives of the conjugacy classes of vertex
subgroups. Then Γ admits an HHS structure for which the maximal hyperbolic
space Eˆ is quasi-isometric to the Cayley graph of Γ coned off along the cosets of
Υ1, . . . ,Υk. Each non-maximal hyperbolic space is a quasi-tree (including quasi-
lines and bounded spaces). Furthermore, Γ acts isometrically on Eˆ and every el-
ement not conjugate into one of Υ1, . . . ,Υk acts loxodromically, i.e. with positive
(asymptotic) translation length.
The space Eˆ actually contains a copy of each Bass–Serre tree from the peripheral
graph manifolds. However, these are all distorted inside of Eˆ.
Remark 1.3. While Γ acts on Eˆ and the vertex groups come with associated
quasi-trees that they act on, the vertex groups also come with certain quasi-lines
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that they do not act on. (This is similar to the case of graph manifolds.) Thus the
theorem does not make Γ into a hierarchically hyperbolic group.
There are several consequences of Theorem 1.2 and the more detailed description
of the HHS structure arising from Theorem 6.16; we highlight two of them here.
First, hierarchically hyperbolic spaces are coarse median [Bow18], and therefore
have quadratic isoperimetric function [Bow13], so that:
Corollary 1.4. The extension group Γ has a quadratic Dehn function.
Moreover, one can readily check that the maximal number of pairwise orthog-
onal domains having unbounded associated hyperbolic space is 2 (this uses the
description of orthogonality from Definition 6.9). Therefore, in view of [BHS17c]
and [BHS17a], we get the following:
Corollary 1.5. Each top-dimensional quasi-flats in Γ has dimension 2 and is con-
tained in a finite-radius neighborhood of finitely many cosets of vertex subgroups.
We note that the corollary could be stated more precisely in terms of standard
orthants, and we remark that the analogous statement for graph manifolds is due
to Kapovich–Leeb [KL97].
1.2. Outline and proofs. Let us briefly outline the paper and comment on the
main structure of the proofs. See the beginning of each section for more discussion.
In §2 we review necessary background material. Then in §3 we introduce all the
objects and notation that will be used in the rest of the paper. In particular, we
define the space E¯, which is a quasi-isometric model for the Veech group extension
Γ. Here we also introduce the space Eˆ, roughly a coned-off version of E¯, that will
ultimately serve as the maximal hyperbolic space for the HHS structure of Γ.
In §4 we prove the space Eˆ is hyperbolic, a major part of the proof of Theo-
rem 1.2, and classify the elements of Γ acting loxodromically. Roughly, Eˆ is some-
thing like a bundle over a coned-off Teichmu¨ller disk, where all fibers are objects
related to flat geometry on surfaces. More precisely, each fiber is either the univer-
sal cover of S with a flat metric, or a tree (in fact the Bass–Serre tree mentioned
above) dual to a certain foliation. To prove hyperbolicity, we exploit features of
flat geometry to construct explicit paths that form thin triangles, and then use the
“Guessing geodesics” criterion (Proposition 2.2) due to Masur–Schleimer [MS13]
and Bowditch [Bow14]. The proofs involve a careful analysis of various types of
triangles in the universal cover of a flat surface (which can be more complicated
than one might expect).
In §§5–6 we prove that the extension group Γ is hierarchically hyperbolic by
utilizing a combinatorial criterion from [BHMS20]. Besides hyperbolicity of Eˆ, the
other hard part of the criterion is an analogue of Bowditch’s fineness condition from
the context of relative hyperbolicity. Its geometric interpretation is roughly that
two cosets of vertex subgroups as above have bounded coarse intersection, aside
from the “obvious” exception when the cosets correspond to vertices of the same
Bass–Serre tree within distance 2 of each other. To this end, in §5 we construct and
study certain “projection” maps and prove that various pairs of subspaces of E¯ have
bounded projection onto each other. Here we also construct the hyperbolic spaces
that will comprise the rest of the HHS structure on Γ. With these geometric tools
in hand, we have all the input needed to apply the criterion from [BHMS20]. This is
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carried out in §6, where the proofs mostly consist of combinatorial considerations,
and this will conclude the proof that Γ is an HHS.
1.3. Motivation: Geometric finiteness and convex cocompactness. We
conclude the introduction with some speculative discussion. For Kleinian groups—
that is, discrete groups of isometries of hyperbolic 3–space—the notion of geometric
finiteness is important in the deformation theory of hyperbolic 3–manifolds by the
work of Ahlfors [Ahl66] and Greenberg [Gre66]. While the definition has many
formulations (see [Mar74, Mas70, Thu86, Bow93]), roughly speaking a group is ge-
ometrically finite if it acts cocompactly on a convex subset of hyperbolic 3–space
minus horoballs invariant by parabolic subgroups. When there are no parabolic
subgroups, geometric finiteness reduces to convex cocompactness: a cocompact
action on a convex subset of hyperbolic 3–space.
There is no deformation theory for subgroups of mapping class groups. How-
ever, Farb and Mosher [FM02a] defined a notion of convex cocompactness for
G ă ModpSq in terms of the action on Teichmu¨ller space T pSq. Their defini-
tion requires that G acts cocompactly on a quasi-convex subset for the Teichmu¨ller
metric, while Kent and Leininger later proved a variety of equivalent formulations
analogous to the Kleinian setting [KL07, KL08a, KL08b]. Farb and Mosher proved
that convex cocompactness is equivalent to hyperbolicity of the associated exten-
sion group ΓG (with monodromy given by inclusion) when G is virtually free. This
equivalence was later proven in general by Hamensta¨dt [Ham] (see also Mj–Sardar
[MS12]), though at the moment the only known examples are virtually free. Convex
cocompact subgroups are also precisely the stable subgroups of ModpSq [DT15].
The coarse nature of Farb and Mosher’s formulation reflects the fact that the
Teichmu¨ller metric is far less well-behaved than that of hyperbolic 3–space. Quasi-
convexity in the definition is meant to help with the lack of nice local behavior of
the Teichmu¨ller metric. It also helps with the global lack of Gromov hyperbolicity
(see Masur–Wolf [MW95]), as cocompactness of the action ensures that the quasi-
convex subset in the definition is Gromov hyperbolic (see Kent–Leininger [KL08a],
Minsky [Min96b], and Rafi [Raf14]).
The inclusion of reducible/parabolic mapping classes in a subgroup G ă ModpSq
brings the thin parts of T pSq into consideration; these subspaces contain higher rank
quasi-flats and even exhibit aspects of positive curvature (see Minsky [Min96a]).
This is a main reason why extending the notion of convex cocompactness to geo-
metric finiteness is complicated. These complications are somewhat mitigated in
the case of lattice Veech groups. Such subgroups are stabilizers of isometrically and
totally geodesically embedded hyperbolic planes, called Teichmu¨ller disks, that have
finite area quotients. Thus, the intrinsic hyperbolic geometry agrees with the ex-
trinsic Teichmu¨ller geometry, and as a group of isometries of the hyperbolic plane,
a lattice Veech group is geometrically finite. This is why these subgroups serve as
a test case for geometric finiteness in the mapping class group.
The action of ModpSq on the curve graph, which is Gromov hyperbolic by work
of Masur–Minsky [MM99], provides an additional model for these considerations.
Specifically, convex cocompactness is equivalent to the orbit map to the curve graph
CpSq being a quasi-isometric embedding with respect to the word metric from a
finite generating set (see Kent–Leininger [KL08a] and Hamensta¨dt [Ham]).
Viewing geometric finiteness as a kind of “relative convex cocompactness” for
Kleinian groups suggests an interesting connection with the the curve complex
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formulation of convex cocompactness. This connection is illustrated by the following
theorem of Tang [Tan19]. If G ă ModpSq is a lattice Veech group stabilizing a
Teichmu¨ller disk D Ă T pSq, then there is a G–invariant choice of horoballs in D
which are precisely where D ventures into the thin parts of T pSq. We write Del for
the path metric space obtained by coning off all horoballs to have diameter 1.
Theorem 1.6 (Tang). For any lattice Veech group G ă ModpSq stabilizing a
Teichmu¨ller disk D Ă T pSq, there is a G–equivariant quasi-isometric embedding
Del Ñ CpSq.
Farb [Far98] showed that non-cocompact lattices in the group of isometries of
hyperbolic space are relatively hyperbolic relative to the parabolic subgroups. For
Veech groups, the space Del is quasi-isometric to the (hyperbolic) coned off Cayley
graph illustrating (part of) the relative hyperbolicity of G. We thus propose a kind
of “qualified” notion of geometric finiteness with this in mind (the reason for the
qualification is explained below).
Definition 1.7. A finitely generated group G ă ModpSq is parabolically geometri-
cally finite if G is relatively hyperbolic, relative to a (possibly trivial) collection of
subgroups H “ tH1, . . . ,Hku and
(1) Hi contains a finite index, abelian subgroup consisting entirely of multi-
twists, for each 1 ď i ď k; and
(2) The coned off Cayley graphG–equivariantly and quasi-isometrically embeds
into CpSq.
When H “ ttiduu, we note that the condition is equivalent to G being convex
cocompact. By Theorem 1.6, lattice Veech groups are parabolically geometrically
finite. In fact, Tang’s result is more general and implies that any finitely generated
Veech group is geometrically finite by this definition. These examples are all virtu-
ally free, but other examples include the combination subgroups of Leininger–Reid
[LR06], which are isomorphic to fundamental groups of closed surfaces of higher
genus, and free products of higher rank abelian groups constructed by Loa [Loa20].
In view of Theorem 1.1, one might formulate the following.
Conjecture 1.8. Let G ă ModpSq be parabolically geometrically finite. Then the
pi1S–extension group Γ of G is a hierarchically hyperbolic space.
The reason for the “qualification” of the definition is that there are subgroups
of ModpSq that are candidates for being geometrically finite in some sense, but are
not even relatively hyperbolic; see the examples below. It is possible that there
are different types of geometric finiteness for subgroups of mapping class groups,
with Definition 1.7 being among the most restrictive. Other notions of geometric
finiteness might include an HHS structure on the subgroup which is compatible
with the ambient one on ModpSq (e.g. hierarchical quasiconvexity [BHS19]).
Here are some candidate examples that may be considered geometrically finite:
‚ The whole group ModpSq.
‚ Multi-curve stabilizers.
‚ The right-angled Artin subgroups of mapping class groups constructed in
[CLM12, Kob12, Run20].
‚ Free and amalgamated products of other examples.
Question 1.9. For each example above, does the extension group admit an HHS
structure?
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We note that for the first example, the answer is ‘yes’, since the extension group
is the mapping class group of the puncture of S.
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2. Definitions and background
We briefly recall some essential background material on coarse geometry, map-
ping class groups, Teichmu¨ller spaces, quadratic differentials and Veech groups. As
we expect that most readers will already be familiar with this material, we largely
defer to other sources for details.
2.1. Basic metric geometry. A path in a metric space pX, dq is a continuous
function γ : ra, bs Ñ X from some (possibly degenerate) compact interval in the
real line. Such a path connects or joins its endpoints γpaq, γpbq and has length
lengthpγq “ sup
#
nÿ
i“1
dpγpti´1q, γptiqq | a “ t0 ď ¨ ¨ ¨ ď tn “ b
+
.
A path is rectifiable its its length is finite, and is a geodesic if its length equals the
distance between its endpoints. The metric space is said to be geodesic if each pair
of points in it are connected by a geodesic. It is customary to denote by rx, ys any
choice of a geodesic connecting x to y. We will often conflate geodesics with their
images, and same for paths.
A subset Z Ă X is rectifiably path connected if any pair of points in Z are
connected by a rectifiable path ra, bs Ñ Z. In this case Z inherits an induced path
metric where the distance between points z1, z2 P Z is defined as the infimum of
the lengths of all paths in Z connecting z1 and z2. We call d a path metric if it
agrees with the induced path metric on X itself; that is, if for all x, y the distance
dpx, yq coincides with the infimum of the lengths of paths connecting x to y.
Given two metrics d and d1 on a set X, we say that d is coarsely bounded by d1 if
there exists a monotone function N : r0,8q Ñ r0,8q so that dpx, yq ď Npd1px, yqq,
for all x, y P X. If d is coarsely bounded by d1 and d1 is coarsely bounded by d, we
say that d and d1 are coarsely equivalent.
To any (set-theoretic) quotient pi : X Ñ Q of the metric space pX, dq, there is an
associated quotient pseudo-metric dQ on Q defined as
dQpp, qq “ inf
nÿ
i“1
dpxi, yiq,
where the infimum is over all chains x1, y1, . . . , xn, yn P X satisfying pipx1q “ p,
pipxnq “ q, and pipyiq “ pipxi`1q for all i “ 1, . . . , n ´ 1; see [BH99, I.5.19]. Call
such a chain tight if yi ‰ xi`1 for each 1 ď i ă n. Observe that if a chain is not
tight because yi “ xi`1, then dpxi, yi`1q ď dpxi, yiq ` dpxi`1, yi`1q and we may
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delete yi, xi`1 to get a new chain with potentially smaller sum. Thus dQpp, qq is in
fact an infimum over tight chains.
2.2. Graph approximation. The C ě 0 neighborhood of a subset A of a metric
space pX, dq will be denoted
NCpAq “ tx P X | dpx, aq ď C for some a P Au.
We say that A is C–dense if X “ NCpAq. A quasi-isometric embedding f : X Ñ Y
is a map of metric spaces for which there exist constants K ě 1, C ě 0 such that
1
K
dY pfpxq, fpyqq ´ C ď dXpx, yq ď KdY pfpxq, fpyqq ` C
for all x, y P X. The map is furthermore a quasi-isometry if it is coarsely surjective,
meaning that fpXq is R–dense in Y for some R ě 0. It is well known that every
quasi-isometry f : X Ñ Y admits a coarse inverse quasi-isometry g : Y Ñ X for
which g˝f and f ˝g are bounded distance from the identities on X and Y . A quasi-
isometric embedding with domain an interval in R or Z is called a quasi-geodesic.
The following well-known fact will be useful in a few places.
Proposition 2.1. Suppose Ω is a path metric space and Υ Ă Ω an R–dense subset,
where R ą 0. Fix R1 ą 3R and consider a graph G with vertex set Υ such that:
‚ all pairs of elements of Υ within distance 3R are joined by an edge in G,
‚ if an edge in G joins points w,w1 P Υ, then dΩpw,w1q ď R1.
Then the inclusion of Υ into Ω extends to a quasi-isometry G Ñ Ω.
Proof. We regard Υ as a subset of both Ω and G, where we denote the respective
metrics by dΩ, dG . Let f : G Ñ Ω be any map that includes the vertex set Υ into Ω
and sends each edge to a constant speed path connecting the endpoints of length
at most R1. The map f is clearly R1–Lipschitz and the image is R–dense.
To prove the remaining inequality, consider now arbitrary vertices w,w1 P Υ of
G. Let α be a path connecting w to w1 in Ω of length Rk ď dΩpw,w1q ` R for
some integer k. Subdividing α into subpaths of length R and considering points of
Ω within distance R of the endpoints of the subpaths, we can find a sequence of
points w “ w0, . . . , wk “ w1 of Υ so that dΩpwi, wi`1q ď 3R. In particular,
dGpw,w1q ď k ď dΩpw,w1q{R` 1,
and the proof is complete. 
2.3. Hyperbolicity. A metric space pX, dq is called Gromov hyperbolic if there is
a constant δ1 ě 0 such that for all x, y, z, w P X one has
px|zqw ě min
 px|yqw, py|zqw(´ δ1,
where pa|bqc denotes pdpa, cq ` dpb, cq ´ dpa, bqq{2. In the case that X is geodesic,
this is equivalent to the existence of a constant δ ě 0 so that for all x, y, z P X and
all choices of geodesics rx, ys, ry, zs, rz, xs we have
rx, ys Ď Nδ
`ry, zs Y rz, xs˘.
When we want to specify the constant δ, we say that the space X is δ–hyperbolic.
We call δ a hyperbolicity constant for X. It is a standard result that the property
of being hyperbolic is preserved by quasi-isometries of path metric spaces; see e.g.,
[Va¨i05]. It is also well-known that the hyperbolic plane H2 is, say, 2–hyperbolic.
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We will need the following criterion for hyperbolicity, which is an easy modi-
fication of one due to Masur–Schleimer [MS13, Theorem 3.11], see also [Bow14,
Proposition 3.1]. For the statement, given a metric space Ω and designated subsets
Lpx, yq Ď Ω for each pair x, y P Ω, we say that the subsets Lpx, yq form δ–slim tri-
angles if for all x, y, z P Ω we have Lpx, yq Ď NδpLpx, zqYLpz, yqq. So, by definition,
a geodesic metric space is hyperbolic if the set of geodesics form slim triangles.
Proposition 2.2 (Guessing geodesics). Suppose Ω is a path metric space, Υ Ă Ω an
R–dense subset for some R ą 0, and δ ě 0 a constant such that for all pairs x, y P Υ
there are rectifiably path-connected sets Lpx, yq Ă Ω containing x, y satisfying the
properties:
(1) the Lpx, yq form δ–slim triangles, and
(2) if x, y P Υ have dpx, yq ď 3R, then the diameter of Lpx, yq is at most δ.
Then Ω is hyperbolic.
Proof. For the special case of a graph G with Υ the 1–dense set of vertices and
the subsets Lpx, yq connected subgraphs, this statement is precisely the criterion of
Bowditch [Bow14, Proposition 3.1]. To translate this criterion for graphs into the
condition we have here, we construct the graph G from Proposition 2.1 and prove
that G is hyperbolic; this suffices since G is quasi-isometric to Ω.
Let g : Ω Ñ Υ be a map fixing Υ and assigning to x P Ω some point of Υ
within distance R of x. Note that we will think of elements of Υ as contained both
in G and in Ω. For x, y P Υ, let L px, yq be the span of gpLpx, yqq; that is, the
largest subgraph whose vertex set is precisely gpLpx, yqq. Since Lpx, yq is rectifiably
path connected, given any two points w,w1 P Lpx, yq, there is a rectifiable path
connecting them. Partition this path into subpaths of length at most R, at points
w “ w0, w1, . . . , wn “ w1. Thus dΩpwi, wi`1q ď R, and so dΩpgpwiq, gpwi`1qq ď 3R,
ensuring that gpwiq and gpwi`1q are adjacent in G. Consequently, w “ w0 is
connected by a path of length n to w1 “ wn in G with all vertices in gpLpx, yqq, and
hence L px, yq is connected.
Notice that g is a quasi-isometry (since it is a coarse inverse of the quasi-isometry
induced by inclusion from Proposition 2.1). Hence, since the Lpw,w1q form δ–slim
triangles, we have that L pw,w1q also form slim triangles (for a possibly larger
constant). Similarly, the bound on the diameter of the sets Lpw,w1q implies a
bound on the diameter of the sets L pw,w1q. By the hyperbolicity criterion for
graphs, it follows that G, and hence Ω, is hyperbolic. 
2.4. Quasi-trees. The following criterion for a graph to be a quasi-tree is well-
known, and an easy consequence of Manning’s bottleneck criterion [Man05]. We
include a proof for completeness.
Proposition 2.3. Let X be a graph, and suppose that there exists a constant B
with the following property. Suppose that for each pair of vertices w,w1 there exists
an edge path γpw,w1q from w to w1 so that for any vertex v on γpw,w1q, any path
from w to w1 intersects the ball of radius B around v. Then X is quasi-isometric
to a tree, with quasi-isometry constants depending on B only.
Proof. We check that [Man05, Theorem 4.6] applies; that is, we check the following
property. For any two vertices w,w1 P X, there is a midpoint mpw,w1q between w
and w1 so that any path from w to w1 passes within distanceB1 “ B1pBq ofmpw,w1q.
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(The uniformity in the quasi-isometry comes from the proof of Manning’s theorem,
see [Man05, page 1170].)
Consider any geodesic α from w to w1, and let m “ mpw,w1q be its midpoint.
We will show that m lies within distance 2B`1 of a vertex of γ “ γpw,w1q, so that
we can take B1 “ 3B ` 1.
Indeed, suppose by contradiction that this is not the case. Let w “ w0, . . . , wn “
w1 be the vertices of γ (in the order in which they appear along γ), and let di “
dpw,wiq, so that |di`1´di| ď 1. Each wi lies within distance B of some point pi on
α which must satisfy dppi,mq ě B`1. In particular, we have that every di satisfies
either di ď dpw,w1q{2´ 1 or di ě dpw,w1q{2` 1. Since d0 “ 0 and dn “ dpw,w1q,
we cannot have |di`1 ´ di| ď 1 for all 0 ď i ď n´ 1, a contradiction. 
2.5. Surfaces and mapping class groups. We next describe a variety of geo-
metric, topological, and analytic objects associated to a closed surface S of genus at
least two. Firstly, we write ModpSq “ pi0pHomeo`pSqq for its mapping class group,
the group of components of its orientation preserving homeomorphisms. Let 9S de-
note the surface S with a marked point and Modp 9Sq its mapping class group (in this
case, all homeomorphisms must preserve the marked point). Birman proved that
by forgetting the marked point, these mapping class groups fit into the following
Birman exact sequence,
1 Ñ pi1S Ñ Modp 9Sq Ñ ModpSq Ñ 1.
Given a subgroup G ă ModpSq, we let ΓG ă Modp 9Sq denote the preimage in
Modp 9Sq, which thus also fits into a short exact sequence
(1) 1 Ñ pi1S Ñ ΓG Ñ GÑ 1
mapping into the one above by inclusion. See e.g. [Bir74, Bir69, FM10].
2.6. Teichmu¨ller spaces. Two complex structures X and Y on S are equivalent
if there is a biholomorphic map pS,Xq Ñ pS, Y q isotopic to the identity on S. The
Teichmu¨ller space of S, denoted T pSq, is the space of equivalence classes of complex
structures on S. Given a complex structure X on S, we also write X P T pSq for
its equivalence class. We equip T pSq with the Teichmu¨ller metric, for which the
distance from X to Y measures the maximal quasiconformal dilatation between
the two complex structures at every point, minimized over all representatives of
the equivalence classes. See e.g. [Gar87, IT92, Ber60].
Any complex structure X on S also determines a point of T p 9Sq, where equiv-
alence is defined via isotopies that fix the marked point. Forgetting the marked
point defines a fibration of Teichmu¨ller spaces called the Bers fibration,
(2) rS Ñ T p 9Sq Ñ T pSq.
Changing the complex structure on 9S by an isotopy that does not fix the base points
gives different points in the fiber over X P T pSq. The isotopy to the identity lifts
to an isotopy to the identity of the universal covering rS, and tracking the location
of a fixed lift of the marked point gives the identification of the fiber with rS. The
fibration is equivariant with respect to the homomorphisms in the Birman exact
sequence. See [Ber73, FM02b].
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2.7. Quadratic differentials. Given a complex structure X on S, by a quadratic
differential for X we mean a nonzero holomorphic section of the square of the
canonical line bundle over pS,Xq. In a local coordinate z for X, this is represented
as qpzqdz2, where q is a holomorphic function. Integrating the square root of a
quadratic differential q for X (away from the zeros) gives a local coordinate ζ for X
called a preferred coordinate for q in which q is represented as dζ2. The transition
functions for overlapping preferred coordinates are locally given by z ÞÑ ˘z ` c for
some c P C. The Euclidean metric, being invariant by such transformations, pulls
back to a metric on the S minus the zeros of q. The metric completion with respect
to this metric is a nonpositively curved Euclidean cone metric, called a flat metric,
obtained by filling the zeros back in, so that there is a cone point of cone angle kpi
at each zero of q of order k ´ 2. We will write q for both the quadratic differential
as well as the associated flat metric. See e.g. [Gar87, Str80].
Remark 2.4. Using the notation q for both the quadratic differential as well as
the flat metric is imprecise because the latter only determines the former up to
multiplication by a unit modulus complex number. When passing back and forth
between the two, a choice of specific quadratic differential will either be irrelevant
or the choice will be clear from the context.
2.8. Flat geodesics, foliations, and directions. Consider a complex structure
X and flat metric q (from a quadratic differential of the same name). The geodesics
for q are Euclidean straight lines away from the cone points. When a geodesic passes
through a cone point, it subtends two angles, one on “each side” of the cone point,
each of which is at least pi. In fact, this characterizes q–geodesics: a path which is
a Euclidean straight line away from the cone points, and makes angle at least pi on
both sides of any cone point it meets is necessarily a geodesic. Geodesic segments
between pairs of cone points of q that contain no cone points in their interior are
called saddle connections.
Because the transition functions for the preferred coordinates defining the flat
metric have the form z ÞÑ ˘z`c, any line in the tangent space of a nonsingular point
can be parallel translated around the surface, in the complement of the cone points,
to produce a parallel line field. Such line fields are in a one-to-one correspondence
with the projective tangent space at any non-cone point, and we denote this space
of directions as P1pqq.
Integrating a parallel line field gives a foliation by geodesics, which extends to a
singular foliation over the entire surface. Thus for every α P P1pq), we have a singu-
lar foliation Fpαq in direction α. An important special case occurs when Fpαq has
all nonsingular leaves being closed geodesics. In this case, S is a union of Euclidean
cylinders, the interior of each foliated by parallel geodesic core curves in direction
α, and with boundary curves a geodesic concatenation of saddle connections (also
in direction α). In this case, we say that Fpαq defines a cylinder decomposition.
Example 2.5. Consider the genus 2 surface S obtained from the polygon shown
below with the sides identified by translations according to the numbering indicated.
This surface is built from three squares and has an obvious 3–fold branched cover
map to the square torus.
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The Euclidean metric on the polygon descends to a flat metric on S determined by
a complex structure X and quadratic differential q. The vertices shown projects to
a single cone point of cone angle 6pi. The horizontal foliation illustrated defines a
cylinder decomposition with core curves isotopic to the dotted and dashed curves
and with boundaries made of the three horizontal saddle connections. In fact, any
direction of rational slope defines a cylinder decomposition, as can be seen from the
projection to the square torus.
The complex structure and quadratic differential can be pulled back to the uni-
versal covering rS, and will be denoted by the same names. The metric on rS is
CAT(0) (since all cone angles are greater than 2pi), and in particular, any two points
are connected by a unique geodesic segment. The characterization of geodesics inrS still holds, and saddle connections are defined similarly (or equivalently, as lifts
of saddle connections). The preimage of a cylinder on S is an infinite strip in rS:
this is an isometric embedding of a strip r0, ws ˆ R of some width w ą 0. The
universal covering determines a canonical identification of the directions for q on rS
with those on S, and we refer to either one as P1pqq.
2.9. Teichmu¨ller disks. Suppose q is any quadratic differential for X with pre-
ferred coordinates tζju covering the complement of the zeros of q. For any matrix
A P SL2pRq, viewed as a real linear transformation of C, we obtain a new atlas
tA ˝ ζju defining a new complex structure and quadratic differential,
A ¨ pX, qq “ pA ¨X,A ¨ qq,
with the same set of zeros of the same orders. (A caveat: the notation A ¨X only
makes sense in the presence of a quadratic differential q for X). In this setting,
the identity map pS,X, qq Ñ pS,A ¨ X,A ¨ qq is affine in the respective preferred
coordinates for q and A ¨ q, and Teichmu¨ller’s theorem states that the distance
between X and A ¨ X in T pSq is precisely the logarithm logp}A}q of the operator
norm
}A} “ maxt}Apvq} | v P C, }v} “ 1u.
We call q and A ¨ q the initial and terminal flat metrics, respectively. We note
that one usually refers to the specific quadratic differentials as initial and terminal,
but this is unimportant for us; compare Remark 2.4. As the identity pS,X, qq Ñ
pS,A ¨X,A ¨ qq is affine, it sends every q–geodesic to an pA ¨ qq–geodesic.
If A P SOp2q, then X and A ¨X are equivalent (since a rotation is holomorphic),
and so the map A ÞÑ A ¨ X defines a homeomorphism from the hyperbolic plane
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H2 “ SL2pRq{SOp2q to the orbit Dq Ă T pSq. By Teichmu¨ller’s theorem, the push-
forward of the Poincare´ metric is the restriction of the Teichmu¨ller metric to Dq; in
particular, Dq is totally geodesic in T pSq. We call Dq the Teichmu¨ller disk of the
quadratic differential q. For any other point pX 1, q1q “ A ¨ pX, qq, we have Dq “ Dq1
and we have a canonical identification P1pqq – P1pq1q from the affine identity map
idS : pS,X, qq Ñ pS,X 1, q1q. See [GL00] for details.
Any geodesic throughX inDq is given by t ÞÑ At¨pX, qq, where tAtutPR ă SL2pRq
is a symmetric, 1–parameter, hyperbolic subgroup. The (orthogonal) eigenlines for
the common eigenvalues of the nontrivial elements give two direction in P1pqq, and
we use this to identify the circle at infinity of Dq with P1pqq. Specifically, we
identify the direction α of the contracting eigenline of At, t ą 0 with the endpoint
of the positive ray. In particular, along this ray, the flat-lengths of any saddle
connection or closed geodesic in direction α contracts exponentially. Furthermore,
the horocycle through X based at the point at infinity associated to α is given
by t ÞÑ Bt ¨ pX, qq, where tBtutPR ă SL2pRq is a 1–parameter parabolic subgroup
with all nontrivial elements having common eigenline α. Consequently, a saddle
connection or closed geodesic in direction α has constant length along this horocycle.
Combining these two properties, we have the following useful fact.
Proposition 2.6. Given a quadratic differential q for some complex structure X
on S, and any saddle connection or simple closed geodesic σ with respect to q in
direction α P P1pqq, the horoballs (respectively, horocycles) based at α in Dq are
sublevel sets (respectively, level sets) of the length of σ. 
2.10. Veech groups. Given a quadratic differential q for X and associated Te-
ichmu¨ller disk Dq Ă T pSq, the stabilizer of Dq, denoted Gq ă ModpSq is called the
Veech group of q (or Dq). This is equivalently the subgroup of ModpSq consisting
of all mapping classes represented by homeomorphisms that are affine in preferred
coordinates for q. The derivative of any such affine homeomorphism in preferred co-
ordinates is well defined, up to sign, and defines a homomorphism Gq Ñ PSL2pRq.
The action of Gq on Dq gives a homomorphism from Gq Ñ Isom`pDqq – PSL2pRq,
and up to conjugation, this is precisely the derivative homomorphism. Since the
action of ModpSq on T pSq is properly discontinuous, so is the action of Gq on Dq,
and hence the image in PSL2pRq is discrete. We say that pS,X, qq is a lattice surface
if Gq is a lattice (i.e. the quotient Dq{Gq has finite area).
An element of Gq is called elliptic, parabolic, or hyperbolic, respectively, if its
image under the derivative map is of that type. Elliptic elements fix a point of Dq,
while parabolic and hyperbolic elements g P Gq fix one or two points, respectively,
in P1pqq. If g is parabolic with fixed point α P P1pqq, then the foliation Fpαq
defines a g–invariant cylinder decomposition, and a power of g is a composition τα
of Dehn twists in the core curves of the cylinders. This power of g is the identity
on the saddle connections in direction α, which form a union of spines for the
complementary components of the core curves of the cylinders. The set of parabolic
directions, denoted Ppqq Ă P1pqq, is the fixed points of parabolic elements in Gq.
Given α P Ppqq, the boundary of every cylinder in direction α consists of saddle
connections. The key result for us in the next theorem is that all saddle connections
arise in this way in the case of interest to us. See [MT02, Thu88] for details.
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Theorem 2.7 (Veech dichotomy). Suppose pS,X, qq is a lattice surface. Then
every saddle connection is contained in the boundary of a cylinder in direction
α P Ppqq. Moreover, for every α R Ppqq, every half leaf of Fpαq is dense in S.
Example 2.8. Consider the Veech group Gq for the surface pS,X, qq of Exam-
ple 2.5. There are two parabolic elements g, h P Gq with derivatives
dg “
ˆ
1 2
0 1
˙
and dh “
ˆ
1 0
2 1
˙
.
The element g preserves the horizontal foliation and is isotopic to a composition of
Dehn twists about the core curves of the corresponding cylinder decomposition. The
element h similarly preserves the vertical foliation and is given by a composition
of Dehn twists. The derivatives of the elements g, h P Gq generate a lattice in
PSL2pRq. It follows that xg, hy ă Gq is a finite index subgroup, and pS,X, qq is
a lattice surface. Since the rational slopes are precisely the directions of cylinder
decompositions, we see from the Veech dichotomy that Ppqq “ P1pQq in this case.
3. Setup and Notation
We now fix a flat metric (i.e. quadratic differential) q for a complex structure X0
in the Teichmu¨ller space T pSq of a closed surface S of genus at least 2, and assume
pS,X0, qq is a lattice surface. Let D “ Dq Ă T pSq be the Teichmu¨ller disk of q and
let ρ be the Poincare´ metric on D. For any X P D, let qX be the terminal flat metric
from the Teichmu¨ller mapping pS,X0, qq Ñ pS,X, qXq. Let G “ Gq ď ModpSq be
the lattice Veech group of q and P “ Ppqq Ă P1pqq be the set of parabolic directions
on q, which are precisely the directions of the saddle connections by Theorem 2.7.
3.1. Horoballs. For each direction α P P, we fix a closed horoball Bα Ă D that
is invariant by the corresponding parabolic subgroup of G. We choose these so
that the family tBαuαPP is G–invariant and 1–separated, meaning that the pairwise
distance between any two horoballs is at least 1. For each α P P, we let cα : D Ñ Bα
be the ρ–closest-point projection map. This map is 1–Lipschitz, as can be seen by
observing that the derivative of cα is norm non-increasing at each point X P D.
Let p : D Ñ Dˆ denote the quotient space obtained by collapsing each Bα to a
point, and give Dˆ the quotient pseudo-metric ρˆ. It is straightforward to see that this
is indeed a metric and in fact, according to [BH99, Lemma I.5.20], a path metric.
The 1–separated assumption implies that Dˆ is quasi-isometric to the electric space
obtained by coning each Bα to a point, and that ppBαq and ppBα1q are at least
ρˆ–distance 1 apart if α ‰ α1.
We also consider the associated truncated Teichmu¨ller disk
D¯ “ Dz
ď
αPP
Bα˝,
whereBα˝ is the interior ofBα. The induced path metric ρ¯ on D¯ is CAT(0) by [BH99,
Theorem II.11.27], and the group G acts cocompactly on D¯. The projections cα
above now restrict to maps cα : D¯ Ñ BBα Ă D¯ that remain 1–Lipschitz.
3.2. Bundles and the total space. Let pi : E Ñ D be the pull-back bundle of
the Bers fibration (2) via the inclusion D Ă T pSq. We identify E Ă T p 9Sq. Let
Γ “ ΓG ă Modp 9Sq be the extension of G as in (1). The group Γ acts on E and the
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quotient E{Γ is a noncompact S–bundle over D{G. To rectify this noncompactness,
we also consider the pull-back bundle over D¯
E¯ “ pi´1pD¯q “ Ez
ď
αPP
Bα˝,
where Bα˝ “ pi´1pBα˝q is the interior of the horoball preimage Bα “ pi´1pBαq for
α P P. The space E¯ is a 4–manifold with boundary
BE¯ “ pi´1
´ ď
αPP
BBα
¯
“
ď
αPP
BBα,
and the group Γ acts on E¯ with quotient E¯{Γ a compact S–bundle over D¯{G:
S Ñ E¯{Γ Ñ D¯{G.
3.3. Moving between fibers. For any X P D let EX “ pi´1pXq Ă E be the fiber
over X, with E0 “ EX0 denoting the fiber over X0. The fiber EX is canonically
identified with the universal cover of S equipped with the (pulled back) complex
structure X and flat metric qX .
Given X,Y P D, let fX,Y : EY Ñ EX be the lift of the Teichmu¨ller mapping to
the universal covering, which is affine with respect to the flat metrics qX and qY
on the domain and range, respectively. We note that fX,Y fY,Z “ fX,Z and that
fX,Y is e
ρpX,Y q–biLipschitz (in preferred Euclidean coordinates, fX,Y is given by
pu, vq ÞÑ peρpX,Y qu, e´ρpX,Y qv). Varying over all Y P D, these determine a map
fX : E Ñ EX , where fX |EY “ fX,Y for any Y P D.
In the case of X0, we simply write f “ fX0 : E Ñ E0. For any X P D and x P EX ,
the fiber Dx “ f´1X pxq is the unique Teichmu¨ller disk in T p 9Sq through x that covers
D via the projection pi. We also consider these objects in E¯ over D¯, as well, writing
D¯x “ Dx X E¯, which is a truncated Teichmu¨ller disk mapping bijectively to D¯.
For any α P P, let fα : E¯ Ñ BBα Ă E¯ be defined by
fαpxq “ fcαppipxqqpxq,
for any x P E¯. In words, fα restricted to any fiber EX is the canonical map fY,X
to the fiber EY , where Y “ cαpXq is the ρ–closest point on BBα to X.
3.4. Cone points. For X P D, let ΣX Ă EX denote the set of cone points of the
flat structure qX on EX . We write Σ0 “ ΣX0 , as a special case, and define
Σ “
ď
XPD
ΣX and Σ¯ “ ΣX E¯.
Note that Σ is the union of all Teichmu¨ller disks through all cone points and Σ¯ the
union of truncated Teichmu¨ller disks through cone points.
3.5. Bundle metrics. We give E a metric d defined as the flat metric in each fiber
EX , and orthogonal Poincare´ metric ρ in each Teichmu¨ller disk Dx. Alternatively,
in E ´ Σ, the metric is Riemannian given by the orthogonal direct sum of the flat
metric in the fiber and Poincare´ metric on Teichmu¨ller disks, and then E can be
identified as the metric completion. This metric is invariant by Γ.
The subspace E¯ Ă E is given the induced path metric which we denote d¯. Since
Γ acts isometrically and cocompactly on pE¯, d¯q, this metric space will serve as our
quasi-isometric model for the extension group Γ.
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We note that Σ¯ is r–dense for some r ą 0, which follows from the compactness
of the quotient metric space E¯{Γ. Using the Arzela`–Ascoli Theorem and the com-
pactness of E¯{Γ, it is easy to see that any sequence of paths joining x and y in E¯
whose lengths converge to d¯px, yq has a subsequential limit that is, necessarily, a
geodesic. Thus pE¯, d¯q is a geodesic metric space.
From the G–invariant quotient p : D Ñ Dˆ we construct a Γ–invariant quotient
P : E Ñ Eˆ as follows. For each α, fix some point Xα P BBα. Let Tα be the
(simplicial) R–tree dual to the foliation of EXα in the direction α (i.e. a weighted
Bass–Serre tree) with metric defined by the transverse measure on the foliation of
EXα in direction α. Then let
tα : E Ñ Tα
be the composition of the projection EXα Ñ Tα with the map fXα : E Ñ EXα .
Note that the map tα is independent of our choice of point Xα P BBα. We also
comment that there is a uniform lower and upper bound of the length of every edge
of every tree Tα since there are only finitely-many Γ–orbits of edges.
Definition 3.1 (Maximal hyperbolic space of the hierarchy). Let P : E Ñ Eˆ denote
the quotient obtained by collapsing each set Bα onto Tα via the map tα|Bα . Equip Eˆ
with the quotient pseudo-metric dˆ obtained from d¯ under the (surjective) restriction
P¯ “ P |E¯ : E¯ Ñ Eˆ.
Lemma 3.2 below shows that dˆ is in fact a path metric. One of the main results
of this paper, Theorem 4.1, is that the metric space Eˆ is hyperbolic.
The map p¯i “ pi|E¯ : E¯ Ñ D¯ descends to a quotient map pˆi : Eˆ Ñ Dˆ that is
1–Lipschitz by construction (as it is the descent of a 1–Lipschitz map). For every
x P E, the image Dˆx of Dx in Eˆ is a obtained by collapsing BαXDx to a point, for
each α P P, and hence pˆi|Dˆx : Dˆx Ñ Dˆ is a bijection. In particular, each Dˆx with its
path metric is isometric to Dˆ, and isometrically embedded in Eˆ. Objects in E, E¯,
and Eˆ are called vertical if they are contained in a fiber of pi, p¯i, or pˆi, respectively,
and horizontal if they are contained in Dx, D¯x, or Dˆx, for some x P E, E¯. The
following commutative diagram summarizes the situation:
E
E¯ Eˆ
D
D¯ Dˆ
P
pi
p¯i
P¯
pˆi
p
p¯
Lemma 3.2. The quotient pseudo-metric dˆ on Eˆ is a path metric. The map
P¯ : E¯ Ñ Eˆ is 1–Lipschitz and is a local isometry at every point x P E¯ ´ BE¯.
Furthermore, for every α P P,
‚ The induced path metric on P pBBαq “ Tα is the R–tree metric determined
by the transverse measure on the foliation of EXα in direction α.
‚ The subspace topology on Tα Ă Eˆ agrees with the R–tree topology on Tα.
Proof. The map P¯ is 1–Lipschitz by definition of dˆ. According to [BH99, Lemma
I.5.20], since d¯ is a path metric, dˆ is necessarily a path metric provided it is a
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metric. Recall that for xˆ, yˆ P Eˆ, the quotient pseudo-metric dˆpxˆ, yˆq is the infimum
of
ř
i d¯pxi, yiq over all tight chains x1, y1, . . . , xn, yn from xˆ to yˆ, meaning that
P¯ px1q “ xˆ, P¯ pynq “ yˆ, and P¯ pyiq “ P¯ pxi`1q for all 1 ď i ă n with yi ‰ xi`1.
First suppose x P E¯zBE¯ and set 3 “ d¯px, BE¯q ą 0. Let U Ă E¯ be the ball of
radius  about x and let z P U be arbitrary. For any y P E¯, consider any tight
chain z1, y1 . . . , zn, yn from zˆ “ P¯ pzq to yˆ “ P¯ pyq. If y1 ‰ y, then tightness implies
y1 P BE¯ (since P¯ is injective on E¯zBE¯) and hence ři d¯pzi, yiq ě d¯pz1, y1q ě 2.
Otherwise we have the trivial chain z “ z1, y1 “ y with sum d¯pz, yq. This proves
d¯pz, yq ě dˆpzˆ, yˆq ě mint2, d¯pz, yqu for all z P U and y P E¯.
In particular, dˆpzˆ, yˆq “ d¯pz, yq for all z, y P U , proving that P¯ is a local isometry
on E¯zBE¯. We also see that dˆpzˆ, yˆq “ 0 forces z “ y and hence zˆ “ yˆ, establishing
the positive definiteness of dˆ in the case that one point lies in P¯ pE¯zBE¯q.
For α P P, let ¯`α be the path metric on BBα Ă E¯, and `α the path pseudo metric
on Tα Ă Eˆ. Also let dα be the R–tree metric on Tα and note that `α ď dα by
construction. For any X P BBα, the restriction of P¯ |BBα “ tα|BBα to EX is just the
projection EX Ñ Tα onto the R–tree dual to the foliation of EX in direction α.
Since the restriction of d¯ to BBα is the orthogonal sum of flat length in fibers and
horocycle length in Teichmu¨ller disks, we see that every path γ in BBα satisfies
¯`
α–lengthpγq ě dα–lengthpP¯ pγqq.
Next suppose x P BE¯, and say x P BBα. Since pˆi : Eˆ Ñ Dˆ is 1–Lipschitz, we
have dˆpP¯ pxq, P¯ pyqq ě ρˆppˆipP¯ pxqq, pˆipP¯ pyqqq ą 0 for any y R BBα. For the purposes
of proving dˆ is a metric, it therefore suffices to fix some 0 ă  ă 12 and consider
a point y P BBα such that dˆpP¯ pxq, P¯ pyqq ă . Take any tight chain x1, . . . , yn
from xˆ “ P¯ pxq to yˆ “ P¯ pyq with ři d¯pxi, yiq ă dˆpxˆ, yˆq `  ă 2. By tightness,
xi, yi P BE¯ for each 1 ď i ď n. If xi and yi lie in distinct components of BE¯,
then d¯pxi, yiq ě ρ¯pp¯ipxq, p¯ipyqq ě 1 by the fact that our horoballs tBαuαPP are
1–separated. As this contradicts the assumption on
ř
i d¯pxi, yiq, we must have
xi, yi P BBα for all 1 ď i ď n. Now let γi be a geodesic joining xi to yi in E¯ of length
d¯pxi, yiq ă 2. Hence γi lies in the –neighborhood of BBα. The map fα : E¯ Ñ BBα
is e–Lipschitz on this neighborhood, as can be seen by noting that this holds in the
fiber direction (since fX,Y is e
ρpX,Y q–Lipschitz) and cα is 1–Lipschitz. Therefore
fαpγiq is a path in BBα of length at most ed¯pxi, yiq. Since P¯ pfαpyiqq “ P¯ pfαpxi`1qq,
the images P¯ pfαpγiqq concatenate to give a path γ in Tα from xˆ to yˆ satisfying
dˆpxˆ, yˆq ď `αpxˆ, yˆq ď dαpxˆ, yˆq ď dα–lengthpγq
“
nÿ
i“1
dα–lengthpP¯ pfαpγiqqq ď e
nÿ
i“1
d¯pxi, yiq.
Since this holds for all tight chains, we conclude that e´dαpxˆ, yˆq is a lower bound
on dˆpxˆ, yˆq whenever xˆ, yˆ P Tα satisfy dˆpxˆ, yˆq ă . This proves dˆ is a metric, since
we now see that dˆpxˆ, yˆq “ 0 implies dαpxˆ, yˆq “ 0 and hence xˆ “ yˆ.
Since any path in Tα may be subdivided into pieces whose successive endpoints
satisfy dˆpxˆi, xˆi`1q ă , this also proves that `α ě e´dα for all small  ą 0. There-
fore `α “ dα as claimed by the lemma. Finally, this argument establishes Lipschitz
inequalities e´dα ď dˆ ď dα for nearby points in Tα and, specifically, proves that
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for each xˆ P Tα and all small  ą 0 we have 
yˆ P Tα | dαpxˆ, yˆq ă 
( Ă  yˆ P Tα | dˆpxˆ, yˆq ă ( Ă  yˆ P Tα | dαpxˆ, yˆq ă e(.
Thus the R–tree and subspace topologies on Tα agree, and the lemma holds. 
Lemma 3.3. The map P : E Ñ Eˆ is 1–Lipschitz.
Proof. Suppose x, y P E are any two points. Given any  ą 0, there is a path γ from
x to y with length p1` qdpx, yq that decomposes as a concatenation γ “ γ1 ¨ ¨ ¨ γk,
with each γi contained in E¯ or in Bα, for some α P P. Since  is arbitrary, it suffices
to prove that the length of P pγq is no greater than the length of γ. If γi is a path
in E¯, then the d–length is equal to the d¯–length (since d¯ is the path metric induced
by d), and since P¯ is 1–Lipschitz, the length of P pγiq is no greater than the length
of γi. On the other hand, if γi is contained in Bα, then it maps by P to the tree Tα.
The restriction of P to each fiber EX , for X P Bα is 1–Lipschitz, and the horizontal
directions collapse completely, and so it is easy to see that the length of P pγiq is
no more than that of γi, thus completing the proof. 
3.6. Tree Vertices. Let V Ă Eˆ be the set of all vertices of all trees Tα over all
α P P. We view V both as a subset of Eˆ and abstractly as an indexing set that will
be used in sections §5–6 to develop an HHS structure on E¯. We write α : V Ñ P
to denote the map that associates to v the direction αpvq P P so that v P Tαpvq.
Given v P V, we will write Bv “ Bαpvq, BBv “ BBαpvq, etc and write cv “ cαpvq for
the ρ–closest point projection D Ñ Bv.
For v, w P V, we write v ‖ w if αpvq “ αpwq. Then define dtreepv, wq P Zě0Yt8u
to be the combinatorial distance in the simplicial tree Tαpvq “ Tαpwq when v ‖ w
(as opposed to the distance from the R–tree metric) and to equal 8 when v ∦ w.
3.7. Spines. For any α P P and X P D, we consider the union of the set of all
saddle connections in direction α in EX . The components of this space are precisely
the preimages of vertices of v P Tα under the map P ˝ fXα,X : EX Ñ Tα. For a
vertex v P T p0qα Ă V and X P D, we write θvX “ pP ˝ fXα,Xq´1pvq Ă EX for this
component, which we call the v–spine in EX . The closure of each component of
EX ´
ď
vPT p0qα
θvX
is an infinite strip covering a Euclidean cylinder in direction α. For each v, let ΘvX
be the union of θvX together with all these infinite strips that meet θ
v
X , which we
call the thickened v–spine in EX . Note that fX,Y maps θ
v
Y and Θ
v
Y , respectively,
to θvX and Θ
v
X , respectively.
The union of the v–spines and thickened v–spines over BBv are denoted
θv “
ď
XPBBv
θvX Θ
v “
ď
XPBBv
ΘvX .
These are bundles over BBv which we call the v–spine bundle and the thickened
v–spine bundle.
Lemma 3.4. There exists a constant M ą 0 such that
(1) For every X P D¯, every saddle connection in EX has length at least 1M .
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(2) For each v P V and X P BBv, every saddle connection in θvX has length at
most M and every strip in ΘvX has width at most M . In particular, for
points X P BBα, the saddle connections and strips of EX in direction α P P
have, respectively, uniformly bounded lengths and widths.
(3) For every X P D¯, there is a triangulation of EX by saddle connections so
that the triangles have diameters at most M and interior angles at least 1M .
Proof. For each X P D, the fiber EX is canonically identified with the universal
cover of the closed surface S equipped with the flat metric for the quadratic differen-
tial qX . The existence of a (finite) triangulation of pS,X, qXq by saddle connections
follows from [MS91], and we lift this to a triangulation of EX .
Since pS,X, qXq has finitely many cone points, there is a lower bound on the flat
distance between any two cone points and hence a lower bound on the length of any
saddle connection on EX . For each α P P, the flat surface pS,X, qXq decomposes
into finitely many cylinders in direction α whose boundary curves are geodesic
concatenations of saddle connections in direction α. In particular, pS,X, qXq has
only finitely many saddle connections in the α direction. Since the strips and saddle
connections in the α direction on EX are precisely the preimages of these finitely
many cylinders and saddle connections on pS, qXq, there is a maximal width/length
of any strip/saddle connection on EX in the α direction.
Items (1) and (3) follow from compactness of D¯{G. Item (2) follows from the
facts that widths/lengths of strips/saddle connections in direction α over a BBα are
constant (Proposition 2.6) and that there are only finitely many G–orbits in P. 
3.8. A useful diagram. Figure 1 collects many of the main pieces of the setup
for the paper. The truncated Teichmu¨ller disk D¯ is the base of the H2–bundle E¯.
The rest of the pieces include:
(a) Three 1–separated horoballs.
(b) A horoball in the direction β with the chosen basepoint Xβ . Twisting via
the multitwist τβ P G moves Xβ along the horocycle.
(c) Two fibers in the universal cover, BBβ , of the graph manifold which is the
bundle over the horocycle in direction β. The fibers EXβ and EτβpXβq are
above Xβ and τβpXβq, respectively. The multitwist τβ induces shearing in
the fibers.
(d) A horoball in the direction α, with the chosen basepoint Xα and its horo-
cycle BBα.
(e) The fiber E0 over the basepoint X0. A flat geodesic γ between cone points
in the fiber E0 is a concatenation of saddle connections. The fiber E0 maps
to the fiber EXα by the lift fXα of the Teichmu¨ller mapping between X0
and Xα.
(f) The fiber EXα over the horocyclic point Xα. The spine θ
v
Xα
in direction α
is in red, with the thickened spine neighborhood ΘvXα indicated in lavender.
Other spines stick off from and form the boundary of ΘXα .
(g) The Bass–Serre tree Tα for the direction α with the map tα : EXα Ñ Tα.
The various spines are collapsed to the vertices and two spines are connected
by an edge in Tα if their neighborhoods meet.
3.9. Combinatorial paths and distances. In studying E¯ and Eˆ, it will be help-
ful to utilize certain well-behaved paths that, in particular, allow us to understand
when pairs of points are bounded distance apart.
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Figure 1. The general setup for the paper.
Lemma 3.5. There exists R ą 0 so that any two points x, y P Σ¯ are connected in E¯
by a path of length at most Rd¯px, yq that is a concatenation of at most Rd¯px, yq` 1
pieces, each of which is either a saddle connection of length at most R in a vertical
vertical fiber, or a horizontal geodesic segment in E¯.
Proof. Take a geodesic γ1 in E¯ joining x, y P Σ¯. Let L ď d¯px, yq be the length of
the projected path p¯ipγ1q in D¯, and choose an integer n so that n ´ 1 ď L ă n.
Divide γ1 into n subpaths γ1 “ γ11 ¨ ¨ ¨ γ1n such that p¯ipγ1iq has length L{n ď 1. Let
x1i´1, x1i be the endpoints of γ1i and set Xi “ pipx1iq P D¯. For each 0 ă i ă n, the
diameter bound for a triangulation as in Lemma 3.4 allows us to connect x1i P EXi
to some cone point xi P ΣXi by a vertical path of length at most M . Append these
to the endpoints of γ1i to obtain a path γi from xi´1 to xi with p¯ipγiq “ p¯ipγ1iq. These
concatenate to give a path γ “ γ1 ¨ ¨ ¨ γn in E¯ joining x to y of total length
lengthpγq ď d¯px, yq ` 2Mpn´ 1q ď d¯px, yq ` 2ML ď p2M ` 1qd¯px, yq.
For each 0 ă i ď n, set yi “ fXi,Xi´1pxi´1q and connect xi´1 to yi by a horizontal
geodesic hi. Note that hi has length at most that of p¯ipγ1iq. Since ρ¯pXi´1, Xiq ď 1
by construction, fXi,Xi´1 is e–Lipschitz. Therefore µ
1
i “ fXi,Xi´1pγiq a path in EXi
whose length is at most e times the length of γi. Pushing µ
1
i into the 1–skeleton of
the triangulation of EXi produces a new path µi, whose length grows by another
fixed factor, that connects yi to xi via sequence of vertical saddle connections of
length at most M .
Putting it all together, we have a path h1µ1 ¨ ¨ ¨hnµn from x to y consisting of
horizontal geodesics hi and vertical saddle connections of length at most M . The
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horizontal pieces contribute total length
nÿ
i“1
d¯–lengthphiq ď
nÿ
i“1
ρ¯–lengthpp¯ipγ1iqq ď d¯–lengthpγ1q “ d¯px, yq.
Similarly, the vertical pieces contribute total length at most a fixed multiple of
d¯–lengthpγq ď p2M ` 1qd¯px, yq. Hence the length of h1µ1 ¨ ¨ ¨hnµn is bounded as
desired. Since each saddle connection has length bounded below (Lemma 3.4), the
number of saddle connections in this concatenation is linearly bounded by d¯px, yq,
and the number of horizontal pieces is n ď L` 1 ď d¯px, yq ` 1. 
Lemma 3.6. There exists R0 ą 0 so that V is R0–dense in Eˆ.
Proof. This follows from the fact that V is Γ–invariant and that Eˆ{Γ is compact,
being the continuous image of E¯{Γ under the descent of P¯ : E¯ Ñ Eˆ. 
Definition 3.7. A horizontal jump in Eˆ is the image under P¯ of a geodesic in D¯z,
for some z P Σ¯, that connects two components of BD¯z and whose interior is disjoint
from BD¯z. A combinatorial path in Eˆ is a concatenation of horizontal jumps.
Note that every horizontal jump in Eˆ connects points of V, by construction,
and has length at least 1. Indeed, for distinct α, α1 P P, the points pˆipP pBαqq and
pˆipP pBα1qq have distance at least 1. Since pˆi is 1–Lipschitz, any path joining BBα
to BBα1 in E¯ thus projects to a path of length at least 1 in Eˆ. In particular, the
number of jumps in a combinatorial path is bounded by the path’s total length.
Lemma 3.8. There is constant C ą 0 such that any pair of points x, y P V may
be connected by a combinatorial path of length at most Cdˆpx, yq that, in particular,
consists of at most Cdˆpx, yq horizontal jumps.
Proof. For α P P, let ¯`α be the path metric on BBα Ă E¯. Also let `α be the path
metric on Tα Ă Eˆ which, recall from Lemma 3.2, is the R–tree metric dual to the
foliation of EXα . Finally, let Σ¯α “ Σ¯XBBα and note that there exists some K ě 30,
independent of α P P, such that each z P BBα satisfies d¯pz, wq ď K{30 for some
w P Σ¯α; indeed by Lemma 3.4(3) we may take K “ 30M . As a first step towards
the lemma, we show how to jump between points of P¯ pΣ¯αq:
Claim 3.9. There exists R1 ą 0 such that any pair of points v1, v2 P P¯ pΣ¯αq Ă V
may be connected by a combinatorial path of length at most R1`αpv1, v2q.
Proof of Claim 3.9. By decomposing a Tα–geodesic from v1 to v2 into its edges, it
suffices to suppose v1 and v2 are adjacent vertices of Tα. Pick any point X P BBα
and consider the restriction P¯ |EX : EX Ñ Tα. The preimage of v1, v2 under this map
are adjacent spines θv1X , θ
v2
X which are separated by a strip whose width is bounded
by Lemma 3.4. Therefore we may pick a bounded-length saddle connection σ Ă EX
joining cone points y1 P θv1X to y2 P θv2X .
Let β P P be the direction of σ. Since σ has bounded length, X is bounded
distance in D from some point Y in the horocycle BBβ . Let zi “ fY,Xpyiq and let
hi be the horizontal geodesic in Dyi from yi to zi. By definition, the P¯–image of
each component of hi X D¯yi is a horizontal jump in Eˆ. Each of these jumps has
length at most ρpX,Y q which itself is uniformly bounded. The saddle connection
fY,Xpσq in EY is collapsed to a point by P¯ . Hence taking the jumps from h1 and
then coming back along the jumps from h2 gives a bounded length combinatorial
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path in Eˆ from v1 to v2. Since `αpv1, v2q is uniformly bounded below (by the
minimal length of an edge in Tα) the claim follows. 
We now prove the lemma in general. Fix x, y P V. If x “ y the claim is vacuous,
so assume r “ dˆpx, yq ą 0. Let x1, y1, . . . , xn, yn P E¯ be any tight chain from P¯ pxq
to P¯ pyq, as in Lemma 3.2, with řni“1 d¯pxi, yiq ď 2r. By tightness, and the fact
P¯ px1q, P¯ pynq P V, we have xi, yi P BE¯ for all 1 ď i ď n. We note, moreover, that
yi, xi`1 lie in a common boundary component BBα for each 1 ď i ă n.
We call a pair xi, yi along this chain a skip (in contrast to a jump) if xi P BBα
and yi P BBβ for distinct directions α, β P P. Observe that in this case d¯pxi, yiq ě 1
since the horoballs Bα, Bβ are 1–separated. Choose nearby points wi P Σ¯α and
zi P Σ¯β so that d¯pxi, wiq, d¯pzi, wiq ď K{30. Therefore
d¯pxi, wiq ` d¯pwi, ziq ` d¯pzi, yiq ď 4K
30
` d¯pxi, yiq ď K
6
d¯pxi, yiq.
Now insert copies of wi, zi to get a new chain . . . , xi, wi, wi, zi, zi, yi, . . . (of 2pn`2q
elements) where the skip wi, zi is between points of Σ¯XBE¯. Making an insertion for
each skip and relabeling, as necessary, we henceforth assume our chain x1, . . . , yn
has
řn
i“1 d¯pxi, yiq ď Kr{3, lies in BE¯, and only skips between points of Σ¯.
Consider again a skip xi, yi of our improved chain, say with xi P Σ¯α. Let Zi P D¯
be the closest point on BBα to p¯ipyiq, and let zi P BBα X D¯yi Ă Σ¯α be its lift to the
Teichmu¨ller disk D¯yi . By construction of d¯, the ρ¯–geodesic from p¯ipyiq to Zi “ p¯ipziq
lifts to a path from yi to zi in E¯ with the same length. Since any path γ
1 from yi
to BBα has
lengthpγ1q ě lengthpp¯ipγ1qq ě ρ¯pp¯ipziqq, p¯ipyiqq “ d¯pyi, ziq,
we see that d¯pzi, yiq ď d¯pxi, yiq. Therefore, by the triangle inequality, we have
d¯pxi, ziq ` d¯pzi, yiq ď d¯pxi, yiq ` 2d¯pyi, ziq ď 3d¯pxi, yiq.
This means we may insert zi to get a new chain . . . , xi, zi, zi, yi, . . . whose dis-
tance sum is at most Kr. Making such an adjustment for each skip and relabel-
ing if necessary, we may now assume that our chain x1, . . . , yn lies in BE¯, thatřn
i“1 d¯pxi, yiq ď Kr, and that each skip is horizontal and between points of Σ¯,
meaning that xi, yi P Σ¯ lie in the same Teichmu¨ller disk D¯xi “ D¯yi whenever they
lie in distinct components of BE¯.
Now suppose that α P P and 1 ď j ď k ď n are such that the points
xj , yj , . . . , xk, yk all lie in BBα. For each j ď i ď k, the pair xi, yi may be joined
by a path γi in E¯ of length at most 2d¯pxi, yiq ď 2Kr. Hence γi is contained in
the Kr–neighborhood of BBα in E¯. Since the map fα : E¯ Ñ BBα is eKr–Lipschitz
on this set and restricts to the identity of BBα, we conclude fαpγiq has length at
most 2eKrd¯pxi, yiq. Since P¯ is 1–Lipschitz, the images of the paths fαpγiq under P¯
therefore concatenate to yield a path in Tα from P¯ pxjq to P¯ pxkq of length at most
kÿ
i“j
lengthpfαpγiqq ď 2eKr
kÿ
i“j
d¯pxi, yiq.
Since P¯ pxkq, P¯ pxjq P P¯ pΣ¯αq, we may now use Claim 3.9 to construct a combinato-
rial path from P¯ pxjq to P¯ pxkq of length at most 2R1eKrřji“k d¯pxi, yiq.
On the other hand, for each skip xi, yi in our chain the horizontal geodesic in
D¯xi “ D¯yi from xi to yi projects to a combinatorial path from P¯ pxiq to P¯ pyiq
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of length at most d¯pxi, yiq. Concatenating these with the paths produced above
for each maximal subchain xj , yj , . . . , xk, yj in some common component BB¯α, we
finally produce a combinatorial path from x “ P¯ px1q to y “ P¯ pynq of length at
most 2R1eKr
řn
i“1 d¯pxi, yiq ď 4R1eKrr.
We now show lemma holds for C “ 36R1e3KR0 , where R0 is the density constant
from Lemma 3.6. If r “ dˆpx, yq ď 3R0, then the above produces a combinatorial
path from x to y of length at most C9 dˆpx, yq, as desired. If r ą 3R0, then we may
join x to y by a path γ of length at most 2r. Subdivide γ into n “ rlengthpγq{R0s
subsegments of equal length at most R0. By Lemma 3.6, each subdivision point is
within distance R0 of V. In this way, we obtain a sequence x “ x0, . . . , xn “ y in V
with dˆpxi, xi`1q ď 3R0 for each i. Connecting each xi to xi`1 by a combinatorial
path of length at most C3 R0, we obtain a combinatorial path from x to y of length
at most C3 R0n. Since R0n ă lengthpγq `R0 ď 3dˆpx, yq, we are done. 
4. Hyperbolicity of Eˆ
The goal of this section is to prove the following.
Theorem 4.1. The space Eˆ is hyperbolic.
This is achieved by applying the hyperbolicity criterion given by Proposition 2.2
(Guessing geodesics) to the collection of (collapsed) preferred paths—a special type
of combinatorial path as in Definition 3.7—which we now describe.
4.1. Preferred paths. For any two points x, y P Σ, our next goal is to construct
a particular path ςpx, yq from x to y. Recall from §3.5 that for each α P P we
have fixed a point Xα P Bα. To begin, we connect the points fpxq, fpyq P E0
by a geodesic segment rfpxq, fpyqs in the flat metric q of E0. This geodesic is a
concatenation of saddle connections in E0,
rfpxq, fpyqs “ σ1σ2 ¨ ¨ ¨σk,
where the saddle connection σi has direction αi P P. For each 1 ď i ď k, let zi´1, zi
be the initial and terminal endpoints, respectively, of σi.
Roughly speaking, ςpx, yq is the path that starts at x, follows a horizontal geo-
desic in E to the fiber EXα1 Ă BBα1 where saddle connections in direction α1 are
short. The path then traverses the saddle connection σ1 in EXα1 , then continues
on along a horizontal geodesic to the fiber EXα2 Ă BBα2 and traverses the next sad-
dle connection σ2. The path continues in this way traversing horizontal geodesic
segments followed by short saddle connections, as dictated by rfpxq, fpyqs, until all
of the saddle connections σi have been traversed and the path can go to y along a
horizontal geodesic.
More formally, we let ςpx, yq be the concatenation of segments
ςpx, yq “ h0γ1h1γ2h2 ¨ ¨ ¨ γkhk
defined as follows. For each i “ 1, . . . , k, γi is the saddle connection
γi “ fXαi pσiq Ă EXαi .
The paths hi are horizontal geodesic segments making ςpx, yq into a path. More
precisely, let γ´i , γ
`
i denote the initial and terminal endpoints of γi, respectively,
and observe that for i “ 1, . . . , k ´ 1, we have
γ`i , γ
´
i`1 P Dzi , x, γ´0 P Dz0 , and y, γ`k P Dzk .
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Then for i “ 1, . . . , k ´ 1, hi is the geodesic from γ`i to γ´i in Dzi , and h0 and hk
are the geodesic segments from x to γ´0 and γ
`
k to y in Dz0 and Dzk , respectively.
We call the segments γi the saddle pieces and the hi the horizontal pieces. We
note that when γi and γi`1 are in the same direction, then hi is degenerate. Also
observe that the construction is symmetric: ςpx, yq and ςpy, xq are the same paths
with opposite orientations.
We call ςpx, yq the preferred path from x to y. We can push preferred paths
forward via the 1–Lipschitz map P : E Ñ E¯ (Lemma 3.3) and thus consider the
image ςˆpx, yq “ P pςpx, yqq. We will call ςˆpx, yq a collapsed preferred path. Note that
collapsed preferred paths are combinatorial paths. The key fact about these paths
needed to prove that Eˆ is hyperbolic is the following.
Theorem 4.2. There exists δ ą 0 so that collapsed preferred paths form δ–slim
triangles. That is, for any x, y, z P Σ, we have
ςˆpx, yq Ă Nδpςˆpx, zq Y ςˆpy, zqq.
We divide the proof of this theorem into a sequence of lemmas, which requires
some further setup and notation, and occupies the bulk of this section. Before we
do that, however, we assume Theorem 4.2 and use it to prove Theorem 4.1.
4.2. Hyperbolicity. Given u, v P V, define
Lpu, vq “
ď
ςˆpx, yq,
where the union is taken over all x P θuXΣ and y P θv XΣ. Since ςpx, yq is a finite
length path connecting x and y and P is Lipschitz, it follows that Lpu, vq is path
connected, rectifiable set containing both u and v.
Lemma 4.3. Suppose u, v P V. For any x P θu X Σ and y P θv X Σ we have
(3) Lpu, vq Ă N2δpςˆpx, yqq
where δ ą 0 is the constant from Theorem 4.2.
Proof. Let x1 P θu X Σ and y1 P θv X Σ be any points. Since rfpxq, fpx1qs is a
concatenation of saddle connections all in direction αpuq and since x, x1 P Bαpuq, we
have ςˆpx, x1q “ tuu. Similarly, ςˆpy, y1q “ tvu. Now by Theorem 4.2, we have
ςˆpx1, yq Ă Nδpςˆpx, yq Y ςˆpx, x1qq “ Nδpςˆpx, yqq,
and
ςˆpx1, y1q Ă Nδpςˆpx1, yq Y ςˆpy, y1qq “ Nδpςˆpx1, yqq Ă N2δpςˆpx, yqq.
Since x1, y1 were arbitrary, the result follows. 
Recall from Lemma 3.6 that V is R0 dense in Eˆ.
Lemma 4.4. There exists a constant C ą 0 so that if u, v P V with dˆpu, vq ď 3R0,
then diampLpu, vqq ď C.
Proof. Let x P θu X Σ and y P θv X Σ. By Lemma 3.8, there is a bounded length
combinatorial path connecting P pxq “ u to P pyq “ v which is a concatenation of n
horizontal jumps, where the bound on the length and the number n depends only
on R0. Each such horizontal jump is a collapsed preferred path.
By iterated application of Theorem 4.2 one can show that ςˆpx, yq is contained in
the nδ–neighborhood of this combinatorial path, and hence has uniformly bounded
diameter. 
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The proof of Theorem 4.1 is now an easy consequence:
Proof of Theorem 4.1. Since V Ă Eˆ is R0 dense by Lemma 3.6, we need only verify
the sets Lpu, vq satisfy the two conditions of Proposition 2.2. Theorem 4.2 and
Lemma 4.3 immediately imply the sets Lpu, vq form 3δ–slim triangles, verifying
condition (1), and Lemma 4.4 precisely gives condition (2). 
We now record a corollary of Theorem 4.1:
Corollary 4.5. Let Υ1, . . . ,Υk ă Γ be representatives of the conjugacy classes of
vertex subgroups, and let S be any finite generating set for Γ. Then the Cayley
graph CaypΓ, S YŤΥiq is Γ–equivariantly quasi-isometric to Eˆ, and in particular
it is hyperbolic.
Proof. This follows from Theorem 4.1 and the fact that the Cayley graph described
in the statement is quasi-isometric to Eˆ by the version of the Schwartz-Milnor
Lemma given by [CC07, Theorem 5.1].
In fact, the action of Γ on Eˆ is cocompact since the action of Γ on E¯ is, and
the natural map from E¯ to Eˆ is continuous. Point-stabilizers for the action on Eˆ
are either trivial or conjugate into one of the subgroups described in the statement.
Finally, discreteness of orbits follows considering separately points outside of the
Tα (which have neighborhoods isometric to open sets of E¯), vertices of the Tα, and
points along edges of the Tα, in the latter two cases appealing to Lemma 3.2. 
We now move on to the analysis of triangles of collapsed preferred paths necessary
to prove Theorem 4.2.
4.3. (Non)degenerate triangles. The proof of Theorem 4.1 relies on an analysis
of geodesic triangles in the base fiber E0 with cone point vertices. Given any
x, y, z P Σ, write
∆px, y, zq “ ∆pfpxq, fpyq, fpzqq “ rfpxq, fpyqs Y rfpyq, fpzqs Y rfpzq, fpxqs
for the associated geodesic reference triangle in E0. Such a triangle may have some
degenerate corners where the initial geodesic segments emanating from a vertex
share a number of saddle connections. See Figure 2. As illustrated in the figure,
there is a subtriangle ∆1 Ă ∆, any two distinct edges of which intersect in exactly
one point (an endpoint). The fact that geodesic triangles in E0 actually fit this
description is easily deduced from the fact that the flat metric on E0 is uniquely
geodesic, as it is CAT(0). If ∆ “ ∆1, then we say that ∆ is nondegenerate, and
otherwise it is degenerate.
Let ∆ςpx, y, zq Ă E be the triangle of preferred paths and ∆ςˆpx, y, zq Ă Eˆ
its image in the collapsed space. We say that these triangles are degenerate or
nondegenerate according to whether ∆px, y, zq is.
Lemma 4.6. If there exists δ ą 0 so that every nondegenerate triangle ∆ςˆpx, y, zq
is δ–slim, then the same is true for degenerate triangles of collapsed preferred paths.
In particular, to prove Theorem 4.2, it suffices to prove that nondegenerate
triangles of collapsed preferred paths are δ–slim.
Proof. Assume all nondegenerate triangles of collapsed preferred paths are δ–slim
for some δ, and let x, y, z P Σ be any points. If rfpxq, fpyqsXrfpxq, fpzqs “ σ1 ¨ ¨ ¨σr,
where σi is a saddle connection, then the preferred paths from x to y and from x to z
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Figure 2. A general triangle ∆ in E0. The nondegenerate sub-
triangle ∆1 Ă ∆ is shown in bold.
agree on the first r horizontal pieces and r saddle pieces. Likewise for the segments
starting at y and z. Points along the common paths are within distance 0 of another
side. After excising these common paths, we are left with a nondegenerate triangle
of preferred paths, which is δ–slim by assumption. In particular, the distance from
any point on one side of the original triangle either has distance 0 or distance at
most δ from some point on one of the other sides, thus the original (arbitrary)
triangle is δ–slim. 
4.4. Decomposing triangles. To prove Theorem 4.2, we can restrict our atten-
tion to points x, y, z for which the reference triangle ∆px, y, zq in the base fiber
E0 is nondegenerate, by Lemma 4.6. Our analysis of the collapsed preferred paths
of nondegenerate triangles is then carried out in steps by analyzing increasingly
complicated reference triangles. We now prove two lemmas which will be useful for
decomposing more complicated triangles in the base fiber into simpler pieces.
Lemma 4.7. Given cone points x, y, z P Σ0, if ∆px, y, zq is nondegenerate, then it
bounds a topological 2–simplex (also denoted ∆px, y, zq) which is convex and has no
cone points in its interior.
Proof. To see that ∆px, y, zq bounds a convex topological 2-simplex, we notice that
we can obtain the simplex by prolonging the sides to geodesic lines, and intersecting
half-spaces bounded by these lines.
Let N ě 0 denote the number of cone points in the interior of ∆ “ ∆px, y, zq,
each of which has cone angle at least 3pi. The double ∆1 of ∆ along its boundary is
a topological sphere. If a, b, c ą 0 are the interior angles of the vertices of ∆px, y, zq,
then ∆1 has cone angles 2a, 2b, 2c at these points. Every other point of ∆1 has cone
angle at least 2pi; this is because all interior points of ∆px, y, zq have angle at least
2pi and all non-vertex points on the boundary of ∆ have interior angle at least pi
since the sides are geodesics. The curvature at a point is 2pi minus the cone angle
at that point, and each of the 2N cone points in ∆1 coming from the N cone points
in the interior of ∆ have curvature ď ´pi. The Gauss–Bonnet theorem implies
the total curvature of ∆1 (the sum of the curvatures over all the cone points) is
2piχp∆1q “ 4pi, and therefore
4pi ďp2pi ´ 2aq`p2pi ´ 2bq`p2pi ´ 2cq ´ 2Npi ă 6pi ´ 2Npi.
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Thus 2Npi ă 2pi, which is only possible if N “ 0. 
The next lemma will be our main tool for decomposing triangles in the base
fiber.
Lemma 4.8. Let x, y, z P Σ0 Ă E0 be cone points defining a nondegenerate triangle
∆px, y, zq. Let γ be the flat geodesic from x to a cone point w in the interior of the
opposite side ry, zs in ∆px, y, zq. Then γ is the union of a proper subsegment ν of
either rx, ys or rx, zs and a single saddle µ in the interior of ∆px, y, zq ending at w.
y
x
zw y
x
zw y
x
zw
µ
µ µ
ν ν
Figure 3. Possible configurations of geodesic segments from x to a
cone point w in the interior of ry, zs (shown as thickened lines). The
portion in the interior of ∆px, y, zq is a single saddle connection.
In the left-most picture ν is just the point x.
Proof. The geodesic γ must lie in ∆px, y, zq by convexity (Lemma 4.7). Starting
from x, if γ does not immediately enter the interior of ∆px, y, zq, then it must run
along one of the edges for some time, then leave that edge. Note that once it leaves
the edge it cannot return to it as this would produce two geodesic segments between
a pair of points, contradicting the CAT(0) condition. The segment cannot follow
that edge all the way to one of the other vertices, for then it can be continued
beyond w to the third vertex, giving two distinct geodesics between x and the
third vertex, a contradiction again (because ∆px, y, zq is nondegenerate). It must
therefore leave the edge it is following before reaching the vertex. By a similar
reasoning, the segment cannot run along the side opposite x for any of its length,
for we could then again continue to another vertex of the triangle and produce two
distinct geodesics between a pair of points, a contradiction once again. Finally, the
fact that the part in the interior of ∆px, y, zq is a single saddle connection comes
from the fact that there are no cone points in the interior by Lemma 4.7. 
4.5. Euclidean triangles. We now begin by analyzing the simplest type of non-
degenerate triangles. Given x, y, z P Σ0, the triangle ∆px, y, zq is called Euclidean,
if it is nondegenerate, and each side consists of a single saddle connection.
Lemma 4.9. For any Euclidean triangle ∆px, y, zq, there exists a unique point
X P D such that fXp∆px, y, zqq is an equilateral triangle.
We call the point X in this lemma the balance point of ∆px, y, zq.
Proof. Recall that the points of D parameterize all affine deformations of the flat
metric q. Since ∆px, y, zq bounds a 2–simplex with no cone points in its interior
(Lemma 4.7), we may develop the entire 2–simplex into C via preferred coordinates
for q. The image is a triangle in C, and we choose any A P SL2pRq so that the
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associated real linear transformation sends the triangle to an equilateral triangle.
Setting pX, qXq “ A¨pX0, qq, we have fXp∆px, y, zqq is equilateral since the preferred
coordinates for A ¨q differ from those for q by composing with A; see §2.9. If Y P D
and fY p∆px, y, zqq is equilateral, then the affine map fY,X maps the equilateral
triangle fXp∆px, y, zqq to the equilateral triangle fY p∆px, y, zqq. Therefore fX,Y is
conformal, and hence X “ Y . 
Lemma 4.10. There exists A ą 0 so that the area of any Euclidean triangle
∆px, y, zq is at most A. Consequently, if X is the balance point of ∆px, y, zq, then
each side of fXp∆px, y, zqq has length at most 2
?
A. In particular, the balance point
lies uniformly close to all 3 horoballs corresponding to the directions of the sides of
∆px, y, zq.
Proof. Let ∆px, y, zq be any Euclidean triangle, where x, y, z P Σ0, and let X be its
balance point. Since fX : E0 Ñ EX is area-preserving, it suffices to bound the area
of the equilateral triangle ∆X “ fXp∆px, y, zqq. First suppose that X P Bα for
some α P P. The flat metric EX decomposes as a union of strips in the direction
α, each of which separates EX and has no cone points in its interior. Thus we
may choose adjacent saddle connection edges of ∆X that both traverse the interior
of the same strip W and meet, with an angle of pi{3, at the boundary of W ; see
Figure 4. The intersection of ∆X with the opposite boundary of W then has length
at least 2w{?3, where w is the width of the strip W . On the other hand, since
∆X contains no cone points in its interior (Lemma 4.7), it intersects at most one
saddle connection on the opposite boundary of W . As this saddle connection has
bounded length, since it has direction α and X P Bα (see Proposition 2.6 and
Lemma 3.4), we obtain a uniform bound on the width w of W . Therefore X can
be only uniformly deep in Bα.
W
∆X
Figure 4. Adjacent sides of ∆X traversing a strip W
The argument above proves that X is in some uniformly thick part of D. Thus
there is a uniform bound r on the diameter of EX{pi1S. Then the diameter of ∆X
must be at most 4r, as otherwise it would contain a ball of radius r in its interior,
and this would cover EX{pi1S, proving that the image contains no cone points, a
contradiction. Therefore the equilateral triangle ∆X has area at most 4r
2
?
3. 
4.6. Fans. The next simplest type of nondegenerate triangles are those built from
Euclidean triangles in the pattern of a “fan”. The analysis of the associated col-
lapsed preferred paths of triangles in this case is the key technical result behind the
proof of Theorem 4.2. We now proceed to the precise description of these triangles
and their analysis.
Given x, y, z P Σ, the triangle ∆px, y, zq in E0 is called a fan if it is nondegenerate
and at least two sides consist of a single saddle connection. By Lemma 4.8, each
geodesic between a cone point in the interior of the third side to the vertex opposite
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that side is a single saddle connection. It follows that fans decompose into unions
of Euclidean triangles, all of which have a common vertex. See Figure 5.
We say that two saddle connections in a fiber EX span a triangle if they share
an endpoint and the flat geodesic joining their other endpoints is a single (possibly
degenerate) saddle connection. Given a saddle connection σ in some fiber EX , let
us write Ppσq Ă P for the set of directions of all saddle connections that span a
triangle with σ. Notice that the direction of σ is contained in Ppσq since σ spans
a (degenerate) triangle with itself. Denote
Bpσq “
ď
αPPpσq
Bα
for the union of horoballs at these directions. Similarly, taking horoball preimages,
we denote Bpσq “ ŤαPPpσq Bα.
The utility of this notion comes from the following corollary of Lemma 4.10.
Corollary 4.11. There exists A1 ą 0 so that for each saddle connection σ in the
direction α the following holds. For any β P Ppσq we have dpBα, Bβq ă A1 in D.
We now show that fans give rise to slim triangles of collapsed preferred paths,
and we moreover give a criterion, in terms of the notions that we just defined, for
the triangle to be coarsely degenerate.
Lemma 4.12 (Fan lemma). There exists a constant δ1 ą 0 such that if the geodesic
triangle ∆px, y, zq in E0 is a fan, where x, y, z P Σ, then the triangle ∆ςˆpx, y, zq
of collapsed preferred paths is δ1–slim. If, furthermore, rfpxq, fpyqs “ σz and
rfpyq, fpzqs “ σx are each a single saddle connection and y lies on a geodesic
in Dy with respective endpoints in Bpσzq and Bpσxq, then the collapsed preferred
paths satisfy
ςˆpx, yq, ςˆpy, zq Ă Nδ1 pςˆpx, zqq and ςˆpx, zq Ă Nδ1pςˆpx, yq Y ςˆpy, zqq.
We will make frequent (sometimes implicit) use of the following fact about the
geometry of the hyperbolic plane; see e.g. [GM08, Lemma 4.5].
Lemma 4.13. If points v, w P D respectively lie within bounded distance of horoballs
Bα, Bβ, for α, β P P, then the geodesic joining v to w lies within a uniform neigh-
borhood of Bα YBβ and the shortest geodesic joining these horoballs. 
Hence, if h1, h2 are horizontal geodesics in some Teichmu¨ller disc Dx whose
endpoints lie within bounded distance of the same horoball preimages Bα and Bβ ,
then P ph1q and P ph2q have bounded Hausdorff distance in Eˆ.
Proof of Lemma 4.12. In what follows, we will often lift objects (points, paths,
etc) from D to a horizontal disk Dw, through a point w P E. When we can do so
without confusion, we will use the same name for the object in D and in Dw, to
avoid introducing even more notation than is already necessary.
As depicted in Figure 5, we can express the three sides of ∆px, y, zq Ă E0 as
concatenations of saddle connections:
rfpxq, fpyqs “ σz, rfpyq, fpzqs “ σx, and rfpxq, fpzqs “ σ1σ2 ¨ ¨ ¨σk.
For each index ˚ P tz, x, 1, . . . , ku, write α˚ P P for the direction of the saddle
connection σ˚ and set γ˚ “ fXα˚ pσ˚q. We may then write
ςpx, yq “ hzγzh1z and ςpy, zq “ h1xγxhx,
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fpyq
fpxq fpzq
Ti
τ´i τ
`
i
σz
σx
σ1
σi
σk
λ1
ρ1
λi ρi λk
ρk
Figure 5. A fan ∆px, y, zq Ă E0, in which rfpxq, fpyqs and
rfpyq, fpzqs are both a single saddle connection.
where hz is the horizontal geodesic from x to Xαz in Dx, h
1
z the geodesic from Xαz
to y in Dy, h
1
x the geodesic from y to Xαx in Dy, and hx the geodesic from Xαx to
z in Dz. We also have
ςpx, zq “ h0γ1h1γ2h2 ¨ ¨ ¨ γkhk
where h0 is is the geodesic from x to Xα1 in Dx, hk the geodesic from Xαk to z in
Dz, and hi the geodesic from Xαi to Xαi`1 in Dγ`i
“ Dγ´i`1 for each 1 ď i ă k.
Let h1y be the horizontal geodesic from Xαz to Xαx in Dy. The three paths h1z,
h1y, h1x form a geodesic triangle in the 2–hyperbolic space Dy; thus we have
h1z Ă N2ph1x Y h1yq, h1x Ă N2ph1z Y h1yq, and h1y Ă N2ph1z Y h1xq.
Since P : E Ñ Eˆ is 1–Lipschitz; the collapsed horizontal segments P ph1zq, P ph1xq,
and P ph1yq also form a 2–slim triangle. Therefore, the first conclusion of the lemma
follows from the following claim, which we prove below.
Claim 4.14. The collapsed paths P phzγzh1yγxhxq and P ph0γ1h1γ2h2 . . . γkhkq “
P pςpx, zqq have uniformly bounded Hausdorff distance.
Now we argue that the claim also implies the ‘furthermore’ conclusion of the
lemma. Assume that y lies on a geodesic g in Dy with endpoints in Bpσzq and
Bpσxq. This means that there are saddle connections σ1z and σ1x spanning triangles
Tz and Tx with σz and σx, respectively, such that the endpoints of g lie over
the horoballs B1z and B1x for the directions of σ1z and σ1x (meaning that pi of the
endpoints lie on the prescribed horoballs). By Corollary 4.11, the endpoints of h1y
lie over horoballs close to B1z and B1x, respectively. In particular, P pgq and P ph1yq
lie within uniformly bounded Hausdorff distance (Lemma 4.13).
We now see that the sets
P ph1zq Y P ph1xq and P ph1yq
have uniformly bounded Hausdorff distance, since h1z is a geodesic sharing an end-
point with h1y, while the P–image of the other endpoint is close to P ph1yq, and
30 DOWDALL, DURHAM, LEININGER, AND SISTO
similarly for h1x. Therefore, the ‘furthermore’ conclusion of the lemma follows from
Claim 4.14 as well. 
To prove Claim 4.14, let Ti Ă E0 be the Euclidean triangle determined by fpyq
and the saddle connection σi, that is, with vertices fpyq, σ´i , and σ`i . We call σi the
base of Ti and τ
˘
i “ rσ˘i , fpyqs the sides of Ti. Let λi and ρi denote the angles of
Ti between σi and the sides τ
´
i and τ
`
i , respectively; see Figure 5. For any X P D,
we write TipXq, σipXq, λipXq, etc., for the corresponding pieces of the image fan
∆X “ fXp∆px, y, zqq in the fiber EX . Let bi P D denote the balance point for the
Euclidean triangle Ti, and h the geodesic in D from b1 to bk.
The next claim is the key to proving Claim 4.14 (and is perhaps the biggest
miracles in the proof of hyperbolicity of Eˆ). Roughly, it says that as we traverse h
from b1 to bk in D, each of the saddle connections σ1, . . . , σk become bounded in
length when viewed in the fibers over h, and that the times when they are bounded
occur in order.
Claim 4.15. There are points t1, . . . , tk appearing in order along the geodesic h
that respectively lie within uniformly bounded distance of the horoballs Bα1 , . . . Bαk .
Proof of Claim 4.15. We find points ti as in the statement with lenpσiptiqq uni-
formly bounded for each i “ 1, . . . , k. By Lemma 4.10, we may take t1 “ b1 and
tk “ bk.
First observe that for any X P D we have
λ1pXq ă λ2pXq ă . . . ă λkpXq and ρ1pXq ą ρ2pXq ą ¨ ¨ ¨ ą ρkpXq.
Indeed, λipXq ` ρipXq ă pi by the fact that these are two angles of the Euclidean
triangle TipXq, whereas ρipXq ` λi`1pXq ě pi by the fact that σ1pXq ¨ ¨ ¨σkpXq is
a geodesic in EX . Thus λipXq ă λi`1pXq, proving the claimed inequalities for the
λi; the ones for the ρi can be proven similarly.
Since T1pb1q and Tkpbkq are equilateral, for each 1 ă i ă k we thus have
ρipb1q ă ρ1pb1q “ pi
3
“ λkpbkq ą λipbkq.
On the other hand, since σ1pXq ¨ ¨ ¨σkpXq forms a geodesic in any fiber EX , we also
have that ρk´1pbkq ` λkpbkq ě pi and ρ1pb1q ` λ2pb1q ě pi. Hence, again for each
1 ă i ă k, we have
ρipbkq ě ρk´1pbkq ě 2pi
3
ď λ2pb1q ď λipb1q.
Using the intermediate value theorem, for each 1 ă i ă k we define li, ri P D to be
the first points along the geodesic h such that λipliq “ pi{2 and ρipriq “ pi{2.
Let us use ď to denote the natural order along h (oriented from b1 to bk). Notice
that λipriq ă pi{2 (since ρipriq ` λipriq ă pi). As we also have λipb1q ą pi{2, the
definition of li implies that li ď ri. The fact ρipli`1q ` λi`1pli`1q ě pi further
implies ρipli`1q ě pi{2. Since ρipb1q ă pi{2, the definition of ri gives ri ď li`1. Thus
our points along the geodesic h “ rb1, bks are ordered as
b1 “ t1 ď l2 ď r2 ď . . . ď lk´1 ď rk´1 ď tk “ bk.
To complete the proof, it now suffices to show, for each 1 ă i ă k, that there is
a point ti P rli, ris with σiptiq of uniformly bounded length. By Lemma 4.10, we
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have
lenpτ´i pliqq ¨ lenpσipliqq “ 2areapTipliqq ď 2A, and
lenpτ`i priqq ¨ lenpσipriqq “ 2areapTipriqq ď 2A.
If lenpσipliqq ď 2
?
A or lenpσipriqq ď 2
?
A we are done. Otherwise lenpτ´i pliqq ď?
A and lenpτ`i priqq ď
?
A. Thus li lies within bounded distance of the horoball for
the direction τ´i , and ri lies within bounded distance of the horoball for the direction
τ`i . Since the balance point bi for Ti lies lies close to both of these horoballs by
Lemma 4.10, the balance point lies near the shortest geodesic joining the horoballs.
It follows from Lemma 4.13 that the geodesic rli, ris passes near bi, at which point
σi has bounded length, again by Lemma 4.10. 
We now commence with the proof of Claim 4.14.
Proof of Claim 4.14. Let hy denote the horizontal geodesic inDy from b1 to bk, that
is, hy is the horizontal lift of h to Dy. By Lemma 4.10, b1 and bk respectively lie
within bounded distance of the horoballs Bz and Bx. Since h
1
y runs between these
horoballs as well, we see that P ph1yq and P phyq have bounded Hausdorff distance.
The horizontal paths hz and h0 in Dx go from x to the respective horoballs Bαz
and Bα1 which lie bounded distance from each other (they are near the balance
point b1 for T1). Thus we similarly conclude that P phzq and P ph0q have bounded
Hausdorff distance. Symmetrically, the same holds for P phxq and P phkq.
By the above remarks, and using the facts that P is Lipschitz and the vertical
paths γz, γx, γ1, . . . , γk each have uniformly bounded length once projected to Eˆ by
P , it suffices to show that the sets
P phyq and P ph1 Y ¨ ¨ ¨ Y hk´1q
have bounded Hausdorff distance.
For 1 ď i ă k, let gi denote the horizontal geodesic in Dy between the balance
points bi and bi`1 of the triangles Ti and Ti`1. Similarly, let h1i be the horizontal
geodesic between these points bi and bi`1 in the disc Dγ`i “ Dγ´i`1 . Since the saddle
connection τ`i “ τ´i`1 from γ`i “ γ´i`1 to fpyq is common to both triangles Ti and
Ti`1, Lemma 4.10 implies that bi and bi`1 both lie within bounded distance of the
horoball for the direction of τ`i . Thus the saddle connection τ
`
i has bounded length
over the whole geodesic rbi, bi`1s, and we conclude that the paths gi and h1i have
bounded Hausdorff distance in E.
Using Claim 4.15, let si denote the lift of ti P h to hy. This gives a decomposition
hy “ h1y ¨ ¨ ¨hk´1y of hy into segments
hiy “ rsi, si`1s, for i “ 1, . . . , k ´ 1.
By construction of ti, we see that h
i
y begins and ends near the horoballs Bαi and
Bαi`1 in Dγ`i
. The balance points bi and bi`1 lie near these horoballs as well. Since
P phiyq and P ph1iq are at bounded Hausdorff distance, it follows that P phiyq and P pgiq
are at bounded Hausdorff distance. Combining with the previous paragraph, this
implies P phyq and P ph11 Y ¨ ¨ ¨h1k´1q have bounded Hausdorff distance.
To complete the proof of Claim 4.14, it now suffices to show that
P ph1iq and P phiq
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have uniformly bounded Hausdorff distance for each 1 ď i ă k. But this is clear:
The endpoints bi and bi`1 of h1i lie uniformly close to the horoballs Bαi and Bαi`1
containing the endpoints Xαi and Xαi`1 of hi. Since both paths h
1
i and hi lie
in the same disc Dγ`i
“ Dγ´i`1 , it follows that P ph1iq and P phiq have uniformly
bounded Hausdorff distance. This establishes Claim 4.14 and concludes the proof
of Lemma 4.12. 
4.7. Decomposing triangles into fans. We next consider the case that ∆px, y, zq
is a triangle where one side is a single saddle connection. The main idea is that
such triangles decompose into an alternating union of fans at certain “pivot” cone
points along the sides with more than one saddle connection, as in Figure 6.
Lemma 4.16. There exists δ2 ą 0 so that if x, y, z P Σ and ∆px, y, zq is a nonde-
generate triangle so that one side is a saddle connection, then ∆ςˆpx, y, zq is δ2–slim.
Proof. Let δ1 ą 0 be the constant provided by Lemma 4.12. We may assume that
the side rfpxq, fpyqs consists of a single saddle, which we denote η. To economize
notation, set x1 “ y. Write rfpxq, fpzqs “ σ1 ¨ ¨ ¨σm as a concatenation of saddle
connections, and let fpxq “ a0, a1, . . . , am “ fpzq be the sequence of endpoints
of these saddle connections. Similarly write rfpx1q, fpzqs “ σ11 ¨ ¨ ¨σ1n with fpx1q “
a10, a11, . . . , a1n “ fpzq the corresponding sequence of cone points.
Letting α, αi, α
1
j P P be the directions of η, σi and σ1j , respectively, we then have
(4) ςpx, zq “ h0γ1h1γ2 ¨ ¨ ¨ γmhm and ςpx1, zq “ h10γ11h11γ12 ¨ ¨ ¨ γ1nh1n,
where γi “ fXαi pσiq and each hi Ă Dai is a horizontal geodesic making the con-
catenation into a path, and similarly for γ1j “ fXα1
j
pσ1jq and h1j Ă Da1j .
We now explain how to decompose ∆px, y, zq into a union of fans as in Figure 6,
where the base points (called pivots) of the fans alternate sides of the triangle.
First, we claim that there is a single saddle connection joining fpxq “ a0 to a11
or else there is a single saddle connection joining fpx1q “ a10 to a1 (or both). If not,
then the geodesics ra0, a11s and ra10, a1s are both nontrivial concatenations of saddle
connections joining cone points in ∆px, x1, zq Ă E0.
Since ra0, a10s is a single saddle connection, Lemma 4.8 implies that σ1 “ ra0, a1s
is the first saddle connection in the geodesic ra0, a11s. In particular, ra1, a11s is a
subpath of ra0, a11s. Similarly, σ11 “ ra10, a11s is the first saddle connection of the
geodesic ra10, a1s, which contains ra11, a1s as a subpath. These observations imply
that σ1ra1, a11sσ11 is a concatenation of saddle connections making angle at least pi
on both sides of each cone point encountered. Therefore it is the geodesic in E0
connecting fpxq to fpx1q. But we are assuming that this geodesic consists of a
single saddle connection, a contradiction.
By the previous paragraph, we may without loss of generality assume that ra0, a11s
is a single saddle connection. Let j1 P t1, . . . , nu be the largest index such that
ra0, a1j1s is a single saddle connection.
If j1 “ n, then ∆px, x1, zq is evidently a fan and the conclusion follows from
Lemma 4.12. We may therefore assume j1 ă n, in which case the cone points
a0, a
1
j1
, fpzq span a nondegenerate geodesic triangle with the side ra0, a1j1s consisting
of a single saddle connection. The above observations now imply that ra1j1 , a1s is
a single saddle connection, and we are justified in letting i1 P t1, . . . ,mu be the
largest index such that ra1j1 , ai1s is a single saddle connection.
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Continuing in this manner, we recursively choose indices j1, i1, j2, i2, . . . , termi-
nating when some jk “ n or some ik “ m, with the defining property that jk`1
is the largest index in tjk ` 1, . . . , nu such that raik , a1jk`1s is a single saddle con-
nection and ik`1 is the largest index in tik ` 1, . . . ,mu such that ra1jk`1 , aik`1s is
a single saddle connection. In this way, we decompose the triangle ∆px, x1, zq into
fans based at the pivot vertices a0, a
1
j1
, ai1 , . . . . For the sake of argument, we may
assume some ik “ n so that the situation is as depicted in Figure 6.
a1j4
ai3
a1j3
ai2
a1j2
ai1
a1j1
fpxq “ a0 “ fpx0q
fpx1q “ a10
aik “ fpzq
Figure 6. Decomposing a triangle into fans based at pivot vertices.
For each of the pivot vertices, a0, a
1
j1
, ai1 , . . . , aik´1 , a
1
jk
, we choose a point in the
corresponding Teichmu¨ller disk as follows: Recall our notation (4) for the preferred
paths ςpx, zq and ςpx1, zq. Let x0 P Da0 be the terminal endpoint of the initial
horizontal segment h0 of ςpx, zq. That is, x0 is the intersection of h0 and γ1, and
thus lies in the designated fiber EXα1 over the the boundary of the horoball BBα1 for
the direction α1 of the saddle connection σ1. For each s P t1, . . . , ku, let x1s P Dαj1s
be any point on the horizontal segment h1js of ςpx1, zq corresponding to the vertex
a1js . Similarly, for any r P t1, . . . , k´1u, let xr P Dαir be any point on the horizontal
segment hir of ςpx, zq corresponding to the vertex air . To round out the notation,
we also set xk “ z. Notice that these choices decompose the preferred paths ςpx, zq
and ςpx1, zq into concatenations of preferred paths:
ςpx, zq “ ςpx, x0qςpx0, x1qςpx1, x2q ¨ ¨ ¨ ςpxk´1, zq, and
ςpx1, zq “ ςpx1, x11qςpx11, x12q ¨ ¨ ¨ ςpx1k, zq.
Now, for each r P t1, . . . , k ´ 1u, the three points x1r, xr, x1r`1 P Σ satisfy all of
the hypotheses of the Fan Lemma 4.12, including the furthermore hypothesis on
the location of the pivot vertex with respect to the horoballs for the adjacent saddle
connections. Therefore, Lemma 4.12 implies the sets
ςˆpx1r, xrq Y ςˆpxr, x1r`1q and ςˆpx1r, x1r`1q
have Hausdorff distance at most δ1. Similarly, for each s P t1, . . . , ku, we may apply
Lemma 4.12 to the points xs´1, x1s, xs P Σ to bound the Hausdorff distance between
ςˆpxs´1, x1sq Y ςˆpx1s, xsq and ςˆpxs´1, xsq
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by δ1. The same reasoning applied to x1, x0, x11 gives that
ςˆpx1, x0q Y ςˆpx0, x11q and ςˆpx1, x11q
have Hausdorff distance at most δ1 as well. Furthermore, the triangle ∆ςpx, x1, x0q
is 2–slim, whence so is ∆ςˆpx, x1, x0q, since x and x0 lie in the same Teichmu¨ller
disc (after removing the common initial segments of ςpx1, xq and ςpx1, x0q from
∆ςpx1, x, x0q one is left with a geodesic triangle in the 2–hyperbolic space Da0).
We now show that the triangle ∆ςˆpx, x1, zq is p2δ1 ` 2q–slim. The above shows
that the projected path ςˆpx1, zq “ ςˆpx1, x11q Y ¨ ¨ ¨ Y ςˆpx1k, zq is contained in the δ1–
neighborhood of the set´
ςˆpx1, x0q
¯
Y
´
ςˆpx0, x11q Y ςˆpx11, x1q Y . . .Y ςˆpxk´1, x1kq Y ςˆpx1k, zq
¯
,
which is in turn contained in the 2` δ1 neighborhood of´
ςˆpx1, xq Y ςˆpx, x0q
¯
Y
´
ςˆpx0, x1q Y ¨ ¨ ¨ Y ςˆpxk´1, zq
¯
“ ςˆpx1, xq Y ςˆpx, zq.
On the other hand, the above also shows that the projected preferred path
ςˆpx, zq “
´
ςˆpx, x0q
¯
Y
´
ςˆpx0, x1q Y ¨ ¨ ¨ Y ςˆpxk´1, zq
¯
is contained in the p2` δ1q–neighborhood of´
ςˆpx, x1q Y ςˆpx1, x0q
¯
Y
´
ςˆpx0, x11q Y ςˆpx11, x1q Y ¨ ¨ ¨ Y ςˆpxk´1, x1kq Y ςˆpx1k, zq
¯
“ςˆpx, x1q Y
´
ςˆpx1, x0q Y ςˆpx0, x11q Y ςˆpx11, x1q Y ¨ ¨ ¨ Y ςˆpxk´1, x1kq Y ςˆpx1k, zq
¯
which is in turn contained in the δ1–neighborhood of
ςˆpx, x1q Y
´
ςˆpx1, x11q Y ςˆpx11, x12q Y ¨ ¨ ¨ Y ςˆpx1k, zq
¯
“ ςˆpx, x1q Y ςˆpx1, zq.
Finally, we see that ςˆpx, x1q is contained in the 2–neighborhood of
ςˆpx, x0q Y ςˆpx0, x1q
which itself is contained in the δ1–neighborhood of
ςˆpx, x0q Y ςˆpx1, x11q Ă ςˆpx, zq Y ςˆpx1, zq.
Thus each side of ∆ςˆpx, x1, zq “ ∆ςˆpx, y, zq is contained in the p2δ1`2q–neighborhood
of the union of the other two, which proves the Lemma. 
4.8. Proving that general triangles are thin. We are now ready to prove The-
orem 4.2, which again we do by decomposing a general triangle into simpler ones,
this time of the previous type where one side of the reference triangle in the base
fiber is a single saddle connection.
Proof of Theorem 4.2. Let δ2 ą 0 be as provided by Lemma 4.16 and set δ “ 3δ2.
Let x, y, z P Σ be any three points, and we must prove that ∆ςˆpx, y, zq is δ–slim.
By Lemma 4.6, we may assume that ∆px, y, zq is nondegenerate. We show that
ςˆpx, yq is in Nδpςˆpx, zq Y ςˆpy, zqq. If any side of ∆px, y, zq is a saddle connection,
this follows from Lemma 4.16, so we suppose that all sides have a least two saddle
connections.
We appeal to Lemma 4.8 to decompose ∆ςˆpx, y, zq into two or three triangles,
depending on the configuration of geodesics from fpxq to points in rfpyq, fpzqs. To
describe the decomposition, recall that for each cone point w on the side rfpyq, fpzqs
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of ∆px, y, zq “ ∆pfpxq, fpyq, fpzqq, other than fpyq and fpzq, the geodesic segment
from fpxq to w is the concatenation of two geodesic segments νµ, where:
(1) ν is a geodesic subsegment of either rfpxq, fpyqs or rfpxq, fpzqs, possibly a
single point, and
(2) µ is a single saddle connection with interior contained in the interior of
∆px, y, zq.
See Figure 3 above.
If for some cone point w in the interior of rfpyq, fpzqs, ν degenerates to the
point fpxq (as in the left-most picture in Figure 3), we subdivide ∆px, y, zq into
two triangles along the segment rfpxq, ws. We use this to subdivide ∆ςˆpx, y, zq into
two triangles by choosing some point w˜ along the horizontal piece of the preferred
path ςpy, zq with fpw˜q “ w, and subdividing into ∆ςˆpx, y, w˜q and ∆ςˆpx, z, w˜q. Since
w˜ lies on the preferred path ςpy, zq, we note that ςpy, zq “ ςpy, w˜qY ςpw˜, zq. Noting
also that the two triangles ∆px, y, w˜q “ ∆pfpxq, fpyq, wq and ∆pfpxq, fpzq, wq in
the subdivision of ∆px, y, zq are both nondegenerate with one side consisting of a
single saddle connection, Lemma 4.16 implies that ∆ςˆpx, y, w˜q and ∆ςˆpx, z, w˜q are
δ2–slim. Thus two applications of Lemma 4.16 give the desired containment:
ςˆpx, yq Ă Nδ2
`
ςˆpy, w˜q Y ςˆpw˜, xq˘
Ă Nδ2
`
ςˆpy, w˜q˘YN2δ2`ςˆpw˜, zq Y ςˆpz, xq˘
Ă N2δ2
`
ςˆpy, zq Y ςˆpz, xq˘.
It remains to consider the case that for every cone point w in the interior of
rfpyq, fpzqs, the geodesic does not consist of a single saddle connection as in the left-
most picture of Figure 3. Let fpyq “ w0, w1, . . . , wk “ fpzq be the sequence of cone
points along the rfpyq, fpzqs. By hypothesis, for each i P t0, . . . , ku, the geodesic
rfpxq, wis has nondegenerate intersection ν with either rfpxq, fpyqs or rfpxq, fpzqs.
We may thus partition the index set
t0, . . . , ku “ Y \ Z
according to whether this initial segment ν of rfpxq, wis lies in rfpxq, fpyqs (for
i P Y ) or in rfpxq, fpzqs (for i P Z). Notice 0 P Y and k P Z by construction.
Furthermore, if i P Y then j P Y for all j ď i; indeed, this follows from the
fact that the geodesic rfpxq, wjs must lie in the convex subset ∆pfpxq, fpyq, wiq of
∆pfpxq, fpyq, fpzqq. Therefore, there exists an index 0 ď i ă k such that Y “
t0, . . . , iu and Z “ ti` 1, . . . , ku.
There are three cases to consider: Firstly, if 0 ă i ă k ´ 1, we choose points
w˜i, w˜i`1 P ςpy, zq along the corresponding horizontal pieces of the preferred path
so that fpw˜iq “ wi and fpw˜i`1q “ wi`1. The preferred paths ςpx, yq and ςpx, w˜iq
then share a degenerate initial segment, and we let v˜i be the endpoint of this com-
mon initial segment; that is, ςpx, yq X ςpx, w˜iq “ ςpx, v˜iq. Similarly choose v˜i`1 so
that ςpx, zq X ςpx, w˜i`1q “ ςpx, v˜i`1q. This decomposes ∆px, y, zq into three nonde-
generate triangles ∆pv˜i, y, w˜iq, ∆px, w˜i, w˜i`1q, and ∆pv˜i`1, w˜i`1, zq, each of which
having one side a single saddle connection. Therefore we may apply Lemma 4.16
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three times to conclude the containment
ςˆpy, xq “ ςˆpy, , v˜iq Y ςˆpv˜i, xq
Ă Nδ2
`
ςˆpy, w˜iq Y ςˆpw˜i, v˜iq
˘Y ςˆpv˜i, xq
Ă Nδ2
`
ςˆpy, w˜iq Y ςˆpw˜i, xq
˘
Ă N2δ2
`
ςˆpy, w˜iq Y ςˆpw˜i, w˜i`1q Y ςˆpw˜i`1, xq
˘
“ N2δ2
`
ςˆpy, w˜i`1q Y ςˆpw˜i`1, v˜i`1q Y ςˆpv˜i`1, xq
˘
Ă N3δ2
`
ςˆpy, w˜i`1q Y ςˆpw˜i`1, zq Y ςˆpz, v˜i`1q Y ςˆpv˜i`1, xq
˘
“ N3δ2
`
ςˆpy, zq Y ςˆpz, xq˘.
Secondly, if i “ 0, we similarly choose a point w˜1 P ςpy, zq along a horizontal piece
such that fpw˜1q “ w1. Since 1 P Z by hypothesis, the paths ςpx, zq and ςpx, w˜1q
share an initial segment and we again choose v˜1 P ςpx, zq so that ςpx, zqXςpx, w˜1q “
ςpx, v˜1q. This decomposes ∆px, y, zq into two nondegenerate triangles ∆px, y, w˜1q
and ∆pv˜1, w˜1, zq which each have a side consisting of a single saddle connection.
Thus we may apply Lemma 4.16 twice, as above, to obtain
ςˆpy, zq Ă Nδ2
`
ςˆpy, w˜1q Y ςˆpw˜1, xq
˘
“ Nδ2
`
ςˆpy, w˜1q Y ςˆpw˜1, v˜1q Y ςˆpv˜1, xq
˘
Ă N2δ2
`
ςˆpy, w˜1q Y ςˆpw˜1, zq Y ςˆpz, v˜1q Y ςˆpv˜1, xq
˘
“ N2δ1
`
ςˆpy, zq Y ςˆpz, xq˘,
showing that ∆ςˆpx, y, zq is 2δ2–slim. The remaining case i “ k ´ 1 is handled
symmetrically by choosing w˜k´1 P ςpy, zq with fpw˜k´1q “ wk´1, and choosing
v˜k´1 so that ςpx, yq X ςpx, w˜k´1q “ ςpx, ˜vk´1q. This decomposes ∆px, y, zq into two
triangles ∆py, v˜k´1, w˜k´1q and ∆px, w˜k´1, zq to which we may apply Lemma 4.16
and conclude ςˆpx, yq Ă N2δ2
`
ςˆpy, zq Y ςˆpz, xq˘ as above. This covers all the cases
and completes the proof of Theorem 4.2. 
4.9. Loxodromic elements. Recall that an isometry φ of a hyperbolic space Y
is loxodromic if its translation length
tpφq “ lim
nÑ8
dpy, φnpyqq
n
for any y P Y
is positive. Now that we know Eˆ is hyperbolic, we can characterize which elements
of Γ act loxodromically on Eˆ. The characterization is quite simple:
Proposition 4.17. An element γ P Γ acts loxodromically on Eˆ if and only if γ
does not stabilize any vertex v P V.
Proof. Obviously γ cannot be loxodromic if it fixes a point. Conversely, suppose γ
does not fix any point of V and let g P G be the image of γ in the quotient. If g is a
pseudo-Anosov element of G ď ModpSq, then g acts with positive translation length
on Dˆ and therefore γ acts with positive translation length on Eˆ (since pˆi : Eˆ Ñ Dˆ
is Lipschitz). Hence, after passing to a power if necessary, we may assume that g is
parabolic or trivial in G. Either way, we may choose some α P P that is fixed by g.
It follows that γ preserves the subsets BBα Ă E¯ and Tα Ă Eˆ. Since γ does not
stabilize any vertex of Tα, it restricts to a loxodromic isometry of the tree Tα. Let
ω “ ¨ ¨ ¨ω´2ω´1ω0ω1ω2 ¨ ¨ ¨
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be the bi-infinite axis of γ in Tα, viewed as an edge path in which each ωi denotes
an edge of Tα between, say, vertices vi´1, vi P T p0qα Ă V.
For any X P BBα and i P Z, let ΩiX Ă EX be the closure of the preimage of the
interior of the edge ωi under P |EX . Thus ΩiX is a closed strip in direction α that
is foliated by lines in direction α and separates EX into two pieces. Also let
ΩX “
ď
i
ΩiX
be the union of these strips. Each component of ΩX is a totally convex subset of
EX whose boundary components are each contained in a spine θ
vi
X for some i P Z.
Let r : BBα Ñ ω be the composition of P |BBα : BBα Ñ Tα with the closest-point-
projection Tα Ñ ω. Since P is Γ–equivariant and γ is an ω–preserving isometry
of Tα, this map r is equivariant with respect to the action of the cyclic group xγy;
that is, rpγxq “ γrpxq. We note that r|EX “ r ˝ fX,Y for any X,Y P BBα, which
follows from the fact that in this case P |EY “ P ˝ fX,Y . Next define a map
rω : V Ñ Ppωq given by rωpvq “ rpθvXq Ă ω for any X P BBα,
which is well-defined since θvX “ fX,Y pθvY q. Furthermore, since γθvX “ θγvgX , we have
γrωpvq “ γrpθvXq “ rpγθvXq “ rpθγvgXq “ rωpγvq.
That is, rω is equivariant with respect to the actions of γ on V and ω.
The heart of the proposition is captured in the following claim:
Claim 4.18. There exists M ą 0 such that diamTαprωpvqq ďM for all v P V.
Assuming the claim, let us deduce the proposition. For u, v P V, define
dωpu, vq “ diamTαprωpuq Y rωpvqq.
If u, v are connected by a horizontal jump in Eˆ, then the spines θuX and θ
v
X intersect
for any X P D. Thus by the claim dωpu, vq ď 2M . By Lemma 3.8, there is some
C such that any two vertices u, v P V may be connected by a combinatorial path
consisting of at most Cdˆpu, vq jumps. Therefore
dωpu, vq ď 2MCdˆpu, vq for all u, v P V.
Finally, if tpγq ą 0 denotes the translation length of γ acting on Tα, then by
definition for all v P V and n ě 0 the equivariance rωpγnvq “ γnrωpvq implies that
2MCdˆpv, γnvq ě dωpv, γnvq “ diamTαprωpvq Y γnrωpvqq ě ntpγq.
Thus γ indeed acts loxodromically on Eˆ as claimed.
It remains to prove Claim 4.18. Let us first describe the restriction of r to EX
for X P BBα. Since P maps ΩX to ω, we see that r agrees with P on ΩX . For
each component U of EXzΩX , there exist some i P Z such that rpUq “ tviu with
BU Ă θviX . From this it follows that if rωpvq is not a single point, then θvXXΩX ‰ H
and moreover that rpθvX X Uq “ rpθvX X BUq for every such component U . Since
BU Ă ΩX , we conclude rωpvq “ rpθvX X ΩXq in this case. Hence, in Claim 4.18 it
suffices to bound diamprpθvX X ΩXqq.
We also note that when rωpvq is not a singleton, θvX X ΩX is contained in a
convex component of ΩX . Indeed, the convex set pP |EX q´1pωq is the union of ΩX
with YiPZθviX . Thus if θvX were to intersect distinct components of ΩX , then θvX
must intersect some θviX in a saddle connection. But that implies αpvq “ αpviq “ α
and therefore that P pθvXq is a single point, contrary to our assumption on v.
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We now complete the proposition by proving Claim 4.18 in two cases: 
Proof of Claim 4.18 when g “ 1. Fix any X P BBα. In this case γΩX “ ΩgX “
ΩX , so that γ gives an isometry of EX that preserves the convex set ΩX .
The strips ΩiX limit, as i Ñ ˘8, on two points in the CATp0q boundary of
EX . Let ` denote the unique geodesic joining these boundary points, which is a
γ–invariant, bi-infinite geodesic that crosses each strip ΩiX . Note that ` cannot lie
in any spine θvX , since then γ would fix v P V. Therefore the saddle connections
comprising ` do not all have the same direction. Write
` “ . . . σ´2σ´1σ0σ1σ2 . . .
where each σi is a maximal concatenation of saddle connections in a single direction.
There exists µ ą pi so that σi and σi`1 form an angle of least µ on both sides.
Consider any vertex v P V. By the above discussion, it suffices to take any points
y, z P θvX XΩX with rpyq ‰ rpzq. Let U be the convex component of ΩX containing
θvX X ΩX . Choose i P Z so that y P ΩiX , and let y1 be the unique point of ` X ΩiX
with rpy1q “ y. That is, y1 is the intersection of ` with the leaf Fy through y of the
foliation of ΩiX in direction α (note that `XΩiX is a segment in a direction distinct
from α). Choose z1 P ` and Fz similarly. Finally, let η Ă θvX be the geodesic from
y to z and `0 Ă ` the geodesic from y1 to z1.
If `0 and η are disjoint, then the geodesics Fy, η,Fz, `0 form a geodesic quadri-
lateral in U with no cone points in its interior (since there are no cone points in
the interior of ΩX). Otherwise `0 and η intersect and we get two geodesic triangles
connected by the (possibly degenerate) segment `0Xη. By Gauss–Bonnet, doubling
this picture produces an object W that is either a sphere with total curvature 4pi (in
the quadrilateral case) or two spheres (when `0 X η ‰ H) with total curvature 8pi.
The only points of positive curvature come from the four corners y, y1, z, z1 and the
two endpoints of `0 X η (when it exists). Further, each of these points contributes
positive curvature at most 2pi. On the other hand, each cone point juncture σjσj`1
in the interior of `0zη contributes negative curvature at most 2ppi ´ µq ă 0 to W .
Note also that `0Xη is necessarily contained in a single segment σj by construction,
since all of η lies in the single direction αpvq. Therefore, if m denotes the number
of segments σj that have nondegenerate intersection with `0 we conclude that
4pi ď 2piχpW q ď 6p2piq ` 2ppi ´ µqpm´ 3q ùñ m ď 4pi
µ´ pi ` 3.
Since ` is γ–invariant, there is some maximum number N of strips crossed by any
segment σi. Thus `0 crosses at most 3N`4Npi{pµ´piq strips, and we are done. 
Proof of Claim 4.18 when g ‰ 1. In this case g is a parabolic element of the Veech
group G “ Gq fixing the direction α P P1pqq. Moreover, the iterates gm converge
uniformly on compact subsets of P1pqqztαu to the constant map P1pqqztαu ÞÑ tαu.
Note that any geodesic connecting the two boundary components of a strip ΩiX
is a straight segment in a single direction with no cone points in its interior. Thus
for i P Z we are justified in defining AiX Ă P1pqq to be the set of directions of all
segments of the form `X ΩiX , where ` is any geodesic segment from Ωi´1X to Ωi`1X .
Note that such a segment `X ΩiX has it endpoints in the closest-point-projections
of Ωi˘1X to ΩiX . Since such a closest-point-projection is equal to a saddle connection
or cone point in BΩiX , we see that AiX is a compact subset of P1pqqztαu.
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Let k P N be such that γωi “ ωi`k for all i P Z. Thus for any X P BBα we have
γΩiX “ Ωi`kgX . By definition, it follows that gAiX “ Ai`kgX . Since the affine maps
fY,Z : EZ Ñ EY fix the directions of lines (viewed in P1pqq), we conclude that
Ai`kX “ fX,gXpAi`kgX q “ gAiX .
By this and the uniform convergence of the maps tgmu on P1pqqztαu, we may choose
m ě 1 such that Ai`kmX “ gmAiX and AiX are disjoint for all i P Z.
To prove the claim, consider any v P V. Note that all saddle connections of θvX
lie in one fixed direction αpvq. Suppose θvX intersects strips Ωi´1X and Ωi`km`1X . It
follows that θvX intersects every strip Ω
j
X with i ď j ď i ` km, since these each
separate Ωi´1X from Ω
i`km`1
X . Therefore the direction αpvq lies in both AiX and
Ai`kmX , contradicting our choice of m. This proves that θvX can intersect at most
km` 2 strips and bounds diamTαprωpvqq. 
5. Projections and vertex spaces
An HHS structure on a metric space consists of certain additional data, most
importantly a collection of hyperbolic spaces together with projection maps to
each space. For the HHS structure that we will build on (Cayley graphs of) Γ,
the hyperbolic spaces will (up to quasi-isometry) be Eˆ and the spaces Kv and Ξv
introduced in this section, where v varies over all vertices of the trees Tα. Morally,
the projections will be given by the maps Λv and ξv that we study below. However,
to prove hierarchical hyperbolicity we will use a criterion from [BHMS20] which does
not require actually defining projections, but nevertheless provides them. Still, the
maps Λv and ξv will play a crucial role in proving this criterion applies.
We will establish properties of Λv and ξv that are reminiscent of subsurface
projections or of closest-point projections to peripheral sets in relatively hyperbolic
spaces/groups; these are summarized in Proposition 5.16. Essentially, these same
properties would be needed if we wanted to construct an HHS structure on Γ directly
without using [BHMS20].
From a technical point of view, we would like to draw attention to Lemma 5.10,
which is the crucial lemma that ensures the projections behave as desired and
that various subspaces have bounded projections. Roughly, the lemma says that
closest-point projections to a spine does not vary much under affine deformations.
5.1. Notation reminders. Before we begin, it is useful to recall the definition of
the vertex set V and associated notation α : V Ñ P, dtree, etc. from §3.6, as well
as the spines θvX , thickened spines Θ
v
X , and the various associated bundles
θv Ă Θv Ă BBv “ BBαpvq
over BBv “ BBαpvq from §3.7. We will write dΘv and dBBα for the induced path
metrics on Θv and BBα from d¯. Using the map fα : E¯ Ñ BBα, it is straightforward
to see that dBBα is uniformly coarsely equivalent to the subspace metric from d¯: in
fact, d¯ ď dBBα ď ed¯d¯. The same is true for dΘv , which follows from the fact that
the inclusion of Θv into BBα is a quasi-isometric embedding with respect to the
path metrics (see below).
Associated to each v P V we will be considering two types of projections. These
projections are related by a single projection Πv : Σ¯ Ñ Θv. It is convenient to
analyze Πv via an auxiliary map which serves as a kind of fiberwise closest point
40 DOWDALL, DURHAM, LEININGER, AND SISTO
projection that survives affine deformations, and which we call the window map.
We begin by describing the two types of projections restricted to Θv, and explain
some of their basic features. Next we define the window map and prove what is
needed from it. Finally, we define Πv and prove the key properties of the associated
projections.
5.2. Kapovich-Leeb distances. For each v P V, we will use the work of Kapovich
and Leeb [KL98] (specifically, Theorem 5.2 below) to define a level map
λv : Θv Ñ Kv,
where Kv is a discrete set isometric to Z with the standard metric |x´y|. Roughly,
for each v, from Theorem 5.2, one obtains a coarse product structure on Θv as
the product ΘvX ˆ R, and λv is the integer part of the projection to the R–factor.
The relevant properties of λv are given by the next proposition. We note that the
proposition and Lemma 5.4 can be used as black-boxes (in particular, the definitions
of λv and Kv are never used after we prove those results).
Proposition 5.1. There exist K1 ą 0 such that for each v P T p0qα Ă V, there exists
a map λv : Θv Ñ Kv satisfying the following properties:
(1) λv is K1–coarsely Lipschitz with respect to the path metric on Θ
v;
(2) For any x P BΘv, if `x,α “ Dx X BBα then λvp`x,αq is a singe point.
(3) For any v, w P V with dtreepv, wq “ 1, λv ˆ λw : Θv XΘw Ñ Kv ˆKw is a
surjective pK1,K1q–quasi-isometry with respect to the induced path metric
on the domain.
To explain the proof it is useful to review some background on graph manifolds,
which we do now.
Coarse geometry of graph manifolds. Recall that a graph manifold is a 3–
manifold that contains a finite union of tori, so that cutting along the tori produces a
disjoint union of Seifert fibered 3–manifolds, called the Seifert pieces. Seifert fibered
3–manifolds are compact 3–manifolds foliated by circle leaves. For Theorem 5.2
below, we exclude Seifert manifolds and Sol-manifolds in the definition of graph
manifold. A flip manifold is a graph manifold so that every Seifert piece is a
product of a circle and a compact surface, with the property that if two Seifert
pieces share a common torus boundary component, the circle leaves of one match
with the boundaries of surface fibers of the other along that boundary component,
and vice versa. That is, all identifications of boundary tori interchange the foliations
by circle leaves with the foliations by boundaries of surface fibers. Any flip manifold
admits a nonpositively curved Riemannian metric for which each product Seifert
piece is given a product metric with totally geodesic boundary, and each of which is
locally isometrically embedded with respect to those metrics. We call such a metric
on a flip manifold a standard nonpositively curved metric.
The universal cover of a graph manifold decomposes into a union of universal
covers of the Seifert pieces glued together along 2–planes (covering the tori). The
decomposition is dual to a tree, and the universal covers of the Seifert pieces are
the vertex spaces. For any Seifert fibered space, its universal cover is foliated by
lines, the lift of the foliation by circles, and we refer to the leaves simply as lines in
the universal cover. The next result describes the key coarse geometry feature of
the universal cover of a graph manifold we will need; see [JS79] and [KL98].
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Theorem 5.2 (Kapovich–Leeb). The universal covering of any graph manifold,
equipped with the lift of any geodesic metric, admits a quasi-isometric homeomor-
phism to the universal covering of a flip manifold with the lift of a standard non-
positively curved metric. Moreover, this quasi-isometry preserves the decomposition
into vertex spaces, and sends lines to lines on each vertex space.
Horocycles and bundles. Next we describe the specific graph manifolds that are
relevant for our purposes.
Let Gα ă G denote the stabilizer of Bα, for each α P P. This has a finite index
cyclic subgroup generated by a multitwist, xταy ăf.i. Gα; see §2.10. The preimage
of Gα in Γ is the pi1S–extension group Γα of Gα. The action of Γα on BBα is
cocompact, and the quotient is the graph manifold mentioned in the introduction.
Since we are interested in the geometry of BBα (and not so much the specific
compact quotient), we pass to a finite index subgroup and assume Gα “ xταy for
simplicity. The manifold BBα{Γα is the mapping torus of τα, and we describe its
graph manifold structure in more detail.
Consider the surface S with the flat metric qXα , so that pS,Xα, qXαq “ EXα{pi1S.
The multitwist τα is an affine map that preserves the cylinders in direction α, acting
as a power of a Dehn twist in each cylinder and as the identity on their boundaries.
The union of the boundaries of the cylinders are spines (deformation retracts) for
the subsurfaces that are the complements of the twisting curves (core curves of the
cylinders). Consequently, τα is the identity on these spines. The homeomorphism
τα induces a homeomorphism on the subsurface obtained by cutting open S along
a core curve of each cylinder. Each such induced homeomorphism is the identity on
the corresponding spine, and is thus isotopic to the identity relative to the spine.
The mapping tori of each subsurface is a product of the subsurface times a circle,
and embeds in the the mapping torus BBα{Γα of τα. These sub-mapping tori are
the Seifert pieces for the graph manifold structure on BBα{Γα.
The lifted graph manifold decomposition of BBα corresponds to Tα. That is, for
each v P T p0qα , there is a vertex space contained in Θv and containing θv. In fact,
with respect to the covering group, Θv is an invariant bounded neighborhood of
the vertex space and θv is an equivariant deformation retraction of that space. The
suspension flow on the mapping torus BBα{Γα restricted to each spine defines circle
leaves of the corresponding Seifert piece; that is, flow lines through any point on
the spine are precisely the circle leaves. In the universal covering BBα, the lifted
flowline through a point x P BBα is a lifted horocycle, `x,α “ Dx X BBα. Thus, for
any vertex v and any x P θv, `x,α is a line for the vertex space corresponding to v.
Remark 5.3. One caveat about the lines for the vertex spaces: flowlines through
points not on a spine are not lines of any vertex space. In fact, they are not even
uniformly close to lines for any vertex space.
The level map. We are now ready to define the level map and prove the main
properties we will need about it.
Proof of Proposition 5.1. First, let F : BBα Ñ Z be a quasi-isometric homeomor-
phism, as given by Theorem 5.2, from BBα (with its induced path metric) to the
universal cover Z of a flip manifold. The space Θv is a uniformly bounded neighbor-
hood of a vertex space of BBα corresponding to v, and so maps by F to (a uniformly
bounded neighborhood of) the corresponding vertex space of Z, which is a product
Zv ˆ R, where Zv is the universal cover of a compact surface with boundary. We
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can define λv to be the composition of F |Θv , the closest point projection to ZvˆR,
and the integer part of the map to the R-factor. In particular, λv is a composition
of coarsely Lipschitz maps, so it is coarsely Lipschitz, proving item (1).
For item (2), note that since x P BΘv, there exists a vertex w P T p0qα with
dtreepv, wq “ 1 so that x P θw. Therefore, `x,α “ Dx X BBα is a line for the vertex
space for w, and consequently, F p`x,αq is a line for the vertex space Zw ˆ R in Z.
The projection to ZvˆR is just the closest point projection to the flat of intersection
Φ “ pZw ˆ Rq X pZv ˆ Rq, which is a boundary flat of Zw ˆ R. Since Zw ˆ R is
endowed with a product metric, the image of `x,α by the closest point projection
to this flat is another line tx1uˆR. Since Z is a flip manifold, this is the boundary
of a surface factor of Zv ˆ R, and hence projects to a point in Kv, as required.
Regarding item (3), note that Θv XΘw is a bounded neighborhood of the flat
covering the torus between the Seifert pieces corresponding to v and w. Therefore
F pΘv XΘwq is a bounded neighborhood of the flat Φ “ pZv ˆRq X pZw ˆRq. The
map λv ˆ λw is coarsely the composition of the restriction of F with the map to
the factors of a product structure Φ – Rˆ R, yielding item (3). 
The following technical lemma will be needed in §6, but we prove it here since
we have now established the setup for its proof. For any s P Kv we write
Mpsq “ pλvq´1psq Ă Θv.
Lemma 5.4. There is a function N “ NK : r0,8q Ñ r0,8q with the following
property. Suppose that v, v1, v2 P V are so that dtreepv, viq “ 1. Then for each
s P Kv and ti P Kvi we have
d¯pMpsq XMpt1q,Mpsq XMpt2qq ď Npd¯pMpt1q,Mpt2qqq.
Proof. It suffices to prove the lemma with d¯ replaced by the path metric dBBα on
BBα, since they are uniformly coarsely equivalent. Next, observe that the quasi-
isometric homeomorphism F : BBα Ñ Z to the flip manifold Z from the proof of
Proposition 5.1 (given by Theorem 5.2) mapsMpsq andMptiq to uniformly bounded
neighborhoods of the surface factors Zpsq “ Zv ˆ tsu and Zptiq “ Zvi ˆ ttiu in the
vertex spaces Zv ˆ R and Zvi ˆ R, respectively, for i “ 1, 2. Moreover, F maps
the intersection Mpsq XMptiq to a uniformly bounded neighborhood of the point
Zpsq X Zptiq, for i “ 1, 2, so it suffices to prove the analogous statements for these
intersections in Z. In fact, we will prove
dZpZpsq X Zpt1q, Zpsq X Zpt2qq “ dZpZpt1q, Zpt2qq,
which immediately implies the lemma.
For this, we recall that Z is equipped with a CAT(0) metric so that each ver-
tex space Zw ˆ R isometrically embeds as a product metric. The closest point
projection r : Z Ñ Zv ˆR is a 1–Lipschitz retraction, and because Z is a flip man-
ifold, rpZptiqq has the form tpiu ˆ R for some pi P BZv, for each i. Indeed, for
each i we have rpZptiqq “ Zptiq X pZv ˆ Rq. It follows that dZpZpt1q, Zpt2qq “
dZprpZpt1qq, rpZpt2qqq, and since Zpsq Ă Zv ˆ R is a surface factor, we have that
dZpZpsq X Zpt1q, Zpsq X Zpt2qq “ dZprpZpt1qq, rpZpt2qq,
which completes the proof. 
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5.3. Coned-off surfaces. For v P V, we define Ξv to be the graph whose vertices
are all w P V so that dtreepv, wq “ 1, and with edges connecting the pairs w,w1
whenever Θw XΘw1 ‰ H. As such vertices w P V are in bijective correspondence
with the boundary components of Θv, there is an “inclusion” map
iv : BΘv Ñ Ξv
that sends any point x P BΘv to the vertex w for which x P Θw. In light of the
following lemma, we note that we could alternately define the edges of Ξv in terms
of subspaces lying within bounded distance of each other, and produce a space
quasi-isometric to Ξv.
Lemma 5.5. There is a function N “ NΞ : r0,8q Ñ r0,8q so that whenever
v, w1, w2 P V satisfy d¯pΘw1XΘv,Θw2XΘvq ď r, the sets Θw1XΘv and ΘvXΘw2
may be connected via a concatenation of at most Nprq paths, each of which is
contained in a set of the form Θv XΘw.
Proof. If d¯pΘw1 XΘv,Θw2 XΘvq ď r, then there are cone points pi P Θwi X θv
within distance r ` 3M , where M is the bound on the width of a strip and length
of a saddle connection from Lemma 3.4. Since the path metric dθv on θ
v is coarsely
equivalent to the subspace metric, dθv pp1, p2q is bounded in terms of r. The path
metric on θv is biLipschitz equivalent to the `1–metric on the product θvXv ˆ R.
Since each edge of θvXv has definite length, there is a path from p1 to p2 in θ
v
obtained by concatenating boundedly many (in terms of r) paths αi with fXv pαiq a
saddle connection in θvXv . Since each αi is contained in some Θ
w, we are done. 
Corollary 5.6. For any x, y P BΘv, we have dΞv pivpxq, ivpyqq ď NpdΘv px, yqq` 1.
Proof. Let w “ ivpxq and w1 “ ivpyq. Since dΘv and d¯ are path metrics, we have
d¯px, yq ď dΘv px, yq. By Lemma 5.5, x and y may be joined by a concatenation
α1 ¨ ¨ ¨αk of k ď NpdΘv px, yqq`2 paths αj each of which lies in some ΘvXΘwj , and
where w “ w1 and w1 “ wk. For successive paths αj , αj`1, the vertices wj , wj`1 are
adjacent in Ξv by definition. Therefore dΞv pw,w1q ď k´1 ď NpdΘv px, yqq`1. 
Lemma 5.7. Each Ξv is uniformly quasi-isometric to a tree. In particular, there
exists δ ą 0 so that each Ξv is δ–hyperbolic
Proof. We appeal to Proposition 2.3 and show that for any vertices w,w1 of Ξv
there exist a path γpw,w1q so that any path from w to w1 passes within distance 3
of each vertex of γpw,w1q.
First, note that Ξv is isomorphic to the intersection graph of the collection of
strips in Θv0. For each strip we have a vertex, and for each saddle connection of
the spine θv0 , there is an edge of Ξ
v that connects the vertices corresponding to
the strips that contain the saddle connection. For each cone point in the spine θv0 ,
there is also a complete graph on the vertices corresponding to strips that contain
this cone point. This accounts for all edges (because intersections of strips either
arise along saddle connections or single cone points), and we note that the closure
of each edge of the first type separates Ξv into two components.
Suppose w,w1 P Ξv are two vertices, and let x, x1 P θv0 be points in the (bound-
aries of the) strips corresponding to w and w1, respectively, that are closest in Θv0,
and consider the geodesic in θv0 connecting these points, which is a concatenation
of saddle connections σ1σ2 ¨ ¨ ¨σn. For each 1 ď i ď n, let w˘i be the vertices corre-
sponding to the two strips A˘i that intersect in the saddle connection σi. We can
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form an edge path γpw,w1q in Ξv, containing w,w1, and the w`i as vertices, since
A`i XA`i`1 ‰ H. Observe that any path from x to x1 must pass through the union
A`i Y A´i , for each i, since x and x1 lie in the closures of distinct components of
Θv0 r pA`i YA´i q.
Now let w “ w0, w1, . . . , wk “ w1 be the vertices of an edge path connecting w
to w1 in Ξv. For any points in the strips corresponding to w and w1, respectively,
it is easy to construct a path in Θv0 between these points that decomposes as a
concatenation ν1ν2 ¨ ¨ ¨ νk so that νj is contained entirely in the strip corresponding
to wj . From the previous paragraph, this path must pass through A
`
i Y A´i , for
each i “ 1, . . . , n. It follows that for each 1 ď i ď n, the edge path must meet the
union of the stars starpw`i qY starpw´i q. Since these stars intersect, their union has
diameter at most 3, and we are done. 
5.4. Windows and bridges. For v P V, consider the set Σ¯v of points in Σ¯ that
are inside some v–spine, as well as those points Σ¯Rv that are outside every v–spine:
Σ¯v “
ď
XPD¯
pθvX X Σq and Σ¯Rv “ Σ¯zΣ¯v.
For each Y P D¯ we now define a window map ΠvY : Σ¯ Ñ PpBΘvY q from cone
points to the set of subsets of the boundary BΘvY Ă ΘvY . There are two cases.
Firstly,
for x P Σ¯Rv, ΠvY pxq “
 
z P BΘvY | rfY pxq, zs XΘvY “ tzu
(
.
In words, ΠvY pxq is the union of entrance points in ΘvY of any flat geodesic in EY
from fY pxq to ΘvY (basically the closest point projection in EY ), and we call it
the window for x in ΘvY . Observe that for any X,Y P D¯ we have fX,Y pΠvY pxqq “
ΠvXpxq. The second case, that of Σ¯v, is handled slightly differently:
for x P Σ¯v, ΠvY pxq “ fY,XpΠvXpxqq, where X “ cvppipxqq P BBv
and ΠvXpxq “
 
z P BΘvX | z is a closest cone point to fXpxq P θvX
(
.
Thus affine invariance ΠvZpxq “ fZ,Y pΠvY pxqq is built directly into the definition.
Now for any Y P D¯ and x, y P Σ¯, we define
dvY px, yq “ diampΠvY pxq YΠvY pyqq,
where the distance is computed in the path metric on EY (or equivalently on Θ
v
Y ).
Finally, we extend window maps to arbitrary subsets by declaring
for U Ă E¯, ΠvY pUq “ ΠvY pU X Σ¯q “
ď
xPΣ¯XU
ΠvY pxq
which has the same effect as defining ΠvY pxq “ H Ă BΘvY for x R Σ¯.
Lemma 5.8. If x, y P Σ¯Rv satisfy fpxq “ fpyq, then ΠvY pxq “ ΠvY pyq for all Y P D¯.
Proof. This is immediate since ΠvY pxq is defined just in terms of fY pxq “ fY pyq. 
The following gives a counterpoint to Lemma 5.8 for points in Σ¯v.
Lemma 5.9. There exists K2 ą 0 such that for any v P V the following holds: If
x, y P Σ¯v satisfy fpxq “ fpyq and either
(1) x and y are connected by a horizontal geodesic of length ď 1, or
(2) x and y are contained in BBw for some w P V with αpwq ‰ αpvq,
then dvXpx, yq ď K2, where X “ cvppipxqq.
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Figure 7. A window
Proof. Set X “ cvppipxqq and Y “ cvppipyqq. Since cv : D Ñ BBv is 1–Lipschitz
and diampcvpBBwqq is uniformly bounded for all such w, either condition (1) or
(2) gives a uniform bound K ą 0 on the distance between X and Y . Hence fX,Y
is eK–biLipschitz. The distance between fY pyq P θvY and its closest cone points
ΠvY pyq in BΘvY is also uniformly bounded by 2M , by Lemma 3.4. The same holds
for the distance between fXpxq and ΠvXpxq. It follows that ΠvXpyq “ fX,Y pΠvY pyqq
lies within distance 2eKM of fXpxq “ fX,Y pfY pyqq and hence within distance
2eKM ` 2M of ΠvXpxq. 
The next lemma explains that the image of ΠvY is not so far from being a point.
Lemma 5.10 (Window lemma). For any v P V, Y P D¯, and x P Σ¯Rv, the window
ΠvY pxq Ă BΘvY is either a cone point or a single saddle connection.
Proof. If fY pxq P BΘvY then clearly ΠvY pxq is the cone point fY pxq itself. So suppose
fY pxq R Θvy and let ` be the component of BΘvY separating fY pxq from θvY in EY ,
so that ΠvY pxq Ă `. Take any flat geodesic rfY pxq, zs in EY from fY pxq to a cone
point z P `. The geodesic rfY pxq, zs first meets ` in some cone point p. Since the
total cone angle at p is at least 3pi and the angle at p along the side of ` containing
Θv is exactly pi, the last saddle connection δ in the geodesic rfY pxq, ps Ă rfY pxq, zs
must make an angle of at least pi with ` on one side. Hence any geodesic from fY pxq
to a cone point on that side of p must pass through p.
If both angles between δ and ` at p are at least pi, then any geodesic from fY pxq
to ` passes through p. Hence p is the unique point in BΘvY closest to fY pxq and
ΠvY pxq “ tpu is a cone point as required. Otherwise, consider the flat geodesic from
fY pxq to the adjacent cone point p1 on the other side of p along `. The last saddle
connection of this geodesic must also make an angle with ` of at least pi on one side.
This cannot be the side containing p, or else the geodesic from fY pxq to p would
pass through p1 contradicting our choice of p. Hence any geodesic from fY pxq to a
cone point on the opposite side of p1 must pass through p1. Therefore ΠvY pxq is the
saddle connection between p and p1, and we are done. See Figure 7. 
46 DOWDALL, DURHAM, LEININGER, AND SISTO
The following lemma gives us partial control over the window for points in ad-
jacent vertex spaces in the same Bass–Serre tree.
Lemma 5.11 (Bridge lemma). For any v, w P V with dtreepv, wq “ 1, any Y P
D¯, and any component U Ă EY r θwY not containing θvY , there exists a (possibly
degenerate) saddle connection δU Ă BΘvY with the following property: Every x P Σ¯
with fY pxq P U satisfies ΠvY pxq Ă δU .
We call δU the bridge for U in EY . It is clear from the construction in the proof
below that fZ,Y pδU q is the bridge for fZ,Y pUq, for any Z P D¯.
Proof. Let U be as in the statement and W be the component of EY rθwY containing
θvY . Let γU “ U X θwY and γW “ W X θwY Ă BΘvY , which are both bi-infinite flat
geodesics in θwY .
If γUXγW “ H, then there is a unique geodesic between them in θwY , and we take
δU to be the endpoint of this geodesic which lies along γW . On the other hand, if
γU X γW ‰ H, then their intersection is contained in the boundary of a strip along
θvY and another along θ
w
Y . Two distinct strips in the same direction that intersect
do so in either a single point or a single saddle connection, and hence γU X γW is
a point or single saddle connection, and we call δU . See Figure 8.
U 1
U
δU 1
δU
θwY
θvY
Figure 8. Bridges, and the proof of Lemma 5.11.
Now consider any point x P Σ¯ with fY pxq P U . Observe that x P Σ¯Rv so that
ΠvY pxq falls under the first case of the window definition. Further, any flat geodesic
from fY pxq to ΘvY must pass through both γU and γW , and hence must pass through
δU Ă BΘvY . It follows that ΠvY pxq Ă δU , as required. 
The following is an easy consequence of the previous lemma.
Corollary 5.12. For any v, w P V with 2 ď dtreepv, wq ă 8 and Y P D¯, there
exists a (possibly degenerate) saddle connection δvY pwq Ă BΘvY so that if x P Σ¯ has
fY pxq P ΘwY , then ΠvY pxq Ă δvY pwq. In particular, ΠvY pΘwq Ă δvY pwq.
Proof. There exists u P T p0qαpvq between v and w with dtreepu, vq “ 1, and a compo-
nent U Ă EY zθuY whose closure contains ΘwY . Setting δvY pwq “ δU and applying
Lemma 5.11 completes the proof. 
The next corollary is similar.
Corollary 5.13. If v, w P V satisfy dtreepv, wq “ 8 and θw0 Xθv0 “ H, then for each
Y P D¯ there is a connected union δvY pwq Ă BΘvY of at most two saddle connections
such that ΠvY pxq Ă δvY pwq for all x P Σ¯w. In particular ΠvY pθwq Ă δvY pwq.
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Proof. From the hypotheses, θwY is contained in some component W Ă EY r θvY .
Let u P V be such that dtreepv, uq “ 1 and θuY ĂW . Since αpuq “ αpvq ‰ αpwq, θuY
and θwY can intersect in at most one point. If θ
u
Y X θwY “ H, then θwY is contained in
a component U of EY zθuY disjoint from θvY ; thus ΠvY pθwY q is contained in the bridge
δU for U by Lemma 5.11. Otherwise θ
u
Y X θwY ‰ H, and we claim there is a cone
point p P θuY such that p P U for every component U of EY zθuY that intersects θwY .
Indeed, if θuY XθwY is a cone point, we take p to be this intersection point, and if not
θuY X θwY is an interior point of a saddle connection of θuY and we may take p to be
either of its endpoints. For each component U Ă EY zθuY that intersects θwY we then
have ΠvY ppq Ă δU , where δU is the bridge for U . Since fY pΣ¯wq Ă θwY is contained
in the union of the closures of such U , it follows that ΠvY pΣ¯wq is contained in a
union of saddle connections along BΘvY , all of which contain ΠvY ppq, and hence is a
connected union of at most two saddle connections. This completes the proof. 
The final case to consider is that of spines in different directions that intersect:
Lemma 5.14. There exists K3 ą 0 such that if v, w P V with dtreepv, wq “ 8 and
θw0 X θv0 ‰ H, then diampΠvY pθwqq ă K3 for all Y P cvpBBwq.
θwY
W0
ΘvY
Figure 9. The proof of Lemma 5.14
Proof. Let x0 “ θvY X θwY be the unique intersection point of the spines. Let W0
be the smallest subgraph of θwY containing θ
w
Y X ΘvY and let W1, . . . ,Wk be the
closures of the components of θwY zW0, so that θwY “ W0 Y ¨ ¨ ¨ YWk. See Figure 9.
For 1 ď i ď k, let xi PWi be the closest (cone) point to x0. Then define pi to be the
intersection of the geodesic rx0, xis Ă θwY with BΘvY and let δi Ă BΘvY be the segment
consisting of the (1 or 2) saddle connections along BΘvY that contain pi. Define
δvY pwq “ δ1Y¨ ¨ ¨Y δk, and note that δvXpwq “ fX,Y pδvY pwqq and θwY XBΘvY Ă δvY pwq
by construction.
For any x P Σ¯ with fY pxq P Wi, where i “ 1, . . . , k, the flat geodesic from
fY pxq to x0 first intersects ΘvY at pi; therefore pi P ΠvY pxq by definition of the
window. By Lemma 5.10, it follows that ΠvY pxq Ă δi. The union Yki“1Wi contains
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every cone point of θwY except possibly x0. Thus we have proven Π
v
Y pθw X Σ¯Rvq “
ΠvY pθwY X Σ¯Rvq Ă δvY pwq.
Let Z P D be the closest point on BBv to BBw, thus Z P BBv lies on the unique
hyperbolic geodesic that intersects BBv and BBw orthogonally. In EZ the directions
αpvq and αpwq are perpendicular. Therefore the cone points of BΘvZ that are closest
to θvZXθwZ all lie in δvZpwq, since they must be endpoints of saddle connections alongBΘvZ that intersect θwZ . More generally, for any Y P cvpBBwq, the directions αpvq
and αpwq are nearly perpendicular and thus we have
ΠvY pθw X Σ¯Rvq Ă δvY pwq Ă BKpθvY X θwY q.
for some uniform constant K ą 0 that depends only on the length of cvpBBwq and
the maximum over BBv of the length/width of any saddle connection/strip in the
αpvq direction (Lemma 3.4). Now, for any x P θw X Σ¯v, the point X “ cvppipxqq
lies in cvpBBwq and we have that fXpxq “ θvX X θwX . The above equation shows
there are cone points of BΘvX within K of fXpxq; hence ΠvXpxq “ ΠvXpfXpxqq lies in
BKpθvX X θwXq by definition. Using the fact that the length of cvpBBwq is uniformly
bounded, we see that the map fY,X is uniformly biLipschitz and therefore that
ΠvY pxq “ fY,XpΠvXpxqq lies within bounded distance of θvY X θwY “ fY,XpθvX X θwXq.
Combining this the above finding that ΠvY pθw X Σ¯Rvq lies within bounded distance
of θvY X θwY , we finally conclude that diampΠvY pθwqq is uniformly bounded. 
5.5. Projections. Here we define projections Λv : Σ¯ Ñ PpKvq and ξv : Σ¯ Ñ PpΞvq.
In preparation, we first define Πv : Σ¯ Ñ PpBΘvq by
Πvpxq “
ď
Y PBBv
ΠvY pxq, for any v P V and x P Σ¯.
In words, Πvpxq is consists of the v–windows of x in all fibers over BBv. As before,
we extend to arbitrary subsets U Ă E¯ by setting ΠvpUq “ ΠvpU X Σ¯q.
Now, for each v P V our projections are defined as the compositions
Λv “ λv ˝Πv and ξvpxq “ iv ˝Πv.
A useful observation is that for any two vertices v, w P V with dtreepv, wq “ 1 and
X P D¯, we have
(5) ξvpθwXq “ ξvpθwq “ w P Ξv.
Mirroring the notation dvY px, yq above, for x, y P Σ¯ we define
dKv px, yq “ diampΛvpxq Y Λvpyqq and dΞv px, yq “ diampξvpxq Y ξvpyqq.
Lemma 5.15. There is a function N 1 : r0,8q Ñ r0,8q such that for all v P V, X P
BBv, and x, y P Σ¯ the quantities dKv px, yq and dΞv px, yq are at most N 1pdvXpx, yqq.
Proof. For Y P BBv, let us compare the images of some subset U Ă BΘvY and
SmearpUq “
ď
ZPBBv
fZ,Y pUq Ă BΘv
under the maps λv, iv. Since the boundary components of Θv are preserved by the
maps fZ,Y , the images i
vpUq “ ivpSmearpUqq are exactly the same. Moreover, for
each x P BΘvY we have λvpSmearptxuqq “ λvp`x,αpvqq, and so by Proposition 5.1(2)
this is a single point. Therefore λvpUq “ λvpSmearpUqq.
EXTENSIONS OF VEECH GROUPS ARE HIERARCHICALLY HYPERBOLIC 49
Now, let x, y P Σ¯ and X P BBv be as in the statement. Set U “ ΠvXpxq YΠvXpyq
so that diampUq “ dvXpx, yq. Since Πvpxq “ SmearpΠvXpxqq and similarly for Πvpyq,
we see that
dKv px, yq “ diampλvpSmearpUqqq and dΞv px, yq “ diampivpSmearpUqqq.
Since λv is coarsely Lipschitz by Proposition 5.1, the preceding paragraph shows
that dKv px, yq “ diampλvpUqq ď K1dvXpx, yq. Similarly, by Corollary 5.6 we have
that diamΞv px, yq “ diampivpUqq ď NpdvXpx, yqq ` 1. 
Proposition 5.16. There exists K4 ą 0 so that for any v P V:
(1) Λv and ξv are K4–coarsely Lipschitz;
(2) For any w P V, we have
(a) diam pΛvpΘwqq ă K4, unless dtreepv, wq ď 1;
(b) diam pξvpΘwqq ă K4 unless w “ v.
Proof. By Lemma 3.5, any pair of points x, y P Σ¯ may be connected by a path of
length at most Rd¯px, yq that is a concatenation of at most Rd¯px, yq`1 pieces, each
of which is either a saddle connection of length at most R in a vertical vertical fiber,
or a horizontal geodesic segment in E¯. By the triangle inequality, it thus suffices to
assume that x and y are the endpoints of either a horizontal geodesic or a vertical
saddle connection of length at most R. Appealing to Lemma 5.15, it further suffices
to show that dvXpx, yq is linearly bounded by d¯px, yq for some X P BBv. Lemmas
5.8 and 5.9(1) handle the horizontal segment case, since we are free to subdivide
such a path into rd¯px, yqs segments of length at most 1.
For the vertical segment case we assume x and y lie in the same fiber EY and
differ by a saddle connection δ of length at most R. Let θwY , where w P V, be the
spine containing δ. The fact that δ is bounded means that Y “ pipxq “ pipyq is
bounded distance from the horocycle BBw. Let X “ cwpY q P BBw and let δ1 “
fX,Y pδq be the saddle connection in θwX connecting x1 “ fX,Y pxq and y1 “ fX,Y pyq.
By the triangle inequality and the first part above about bounded length horizontal
segments, it suffices to work with the points x1, y1 P θw. There are three cases to
consider: Firstly, if v “ w, then x1, y1 P θvX so that ΠvXpx1q and, ΠvXpy1q choose the
closest cone points in BΘvX to x1 and y1, respectively. Since x1 and y1 are close, so
are ΠvXpx1q and ΠvXpy1q. Secondly, if dtreepv, wq ą 1, then Corollaries 5.12 and 5.13,
and Lemma 5.14 give a uniform bound on dvZpx1, y1q ď diampΠvZpθwqq for any point
Z P cvpBBwq. Finally, if dtreepv, wq “ 1 then θwX and θvX are adjacent non-crossing
spines in EX . Since θ
w
X is totally geodesic, if follows that Π
v
Xpx1q and ΠvXpy1q are
either equal or connected by a single edge of BΘvX . But this saddle connection has
uniformly bounded length, since X P BBv, which completes the proof of (1).
For (2), first recall that strips/saddle connections in the αpwq direction have
uniformly bounded width/length over BBw (Lemma 3.4). Therefore Θw X Σ¯ is
contained in a bounded neighborhood of θw X Σ¯. By part (1) it thus suffices to
bound diampΛvpθwqq and diampξvpθwqq. When dtreepv, wq ě 2, Corollaries 5.12
and 5.13, and Lemma 5.14, imply that there exists X P BBv so that ΠvXpθwq has
bounded diameter in ΘvX . Appealing to Lemma 5.15 now bounds diampΛvpθwqq
and diampξvpθwqq in these cases. For the remaining case dtreepv, wq “ 1 of 2(b), we
note that ξvpθwq is a single point by (5) and 2(b) follows. 
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6. Hierarchical hyperbolicity of Γ
In this section we complete the proof that Γ is hierarchically hyperbolic. We
will use a criterion from [BHMS20], which we now briefly discuss. For further
information and heuristic discussion of this approach to hierarchical hyperbolicity,
we refer the reader to [BHMS20, §1.5, “User’s guide and a simple example”].
Consider a simplicial complex X and a graph W whose vertex set is the set
of maximal simplices of X . The pair pX ,Wq is called a combinatorial HHS if it
satisfies the requirements listed in Definition 6.8 below, and [BHMS20, Theorem
1.18] guarantees that in this case W is an HHS. The main requirement is along the
lines of: X is hyperbolic, and links of simplices of X are also hyperbolic. However,
this is rarely the case because co-dimension–1 faces of maximal simplices have
discrete links. To rectify this, additional edges (coming from W) should be added
to X and its links as detailed in Definition 6.2. In our case, after adding these
edges, X will be quasi-isometric to Eˆ, and each other link will be quasi-isometric
to either a point or to one of the spaces Kv or Ξv introduced in §5.
There are two natural situations where such pairs arise that the reader might
want to keep in mind. First, consider a group H acting on a simplicial complex X
so that there is one orbit of maximal simplices, and those have trivial stabilizers.
In this case, we take W to be (a graph isomorphic to) a Cayley graph of H. (More
generally, if the action is cocompact with finite stabilizers of maximal simplices,
then the appropriate W is quasi-isometric to a Cayley graph.) For the second
situation, X is the curve graph of a surface; then maximal simplices are pants
decompositions of the surface and W can be taken to be the pants graph. We will
use this as a working example below, when we get into the details.
Most of the work carried out in §5 will be used (as a black-box) to prove that,
roughly, links are quasi-isometrically embedded in a space obtained by removing all
the “obvious” vertices that provide shortcuts between vertices of the link. This can
be seen as an analogue of Bowditch’s fineness condition in the context of relative
hyperbolicity.
This section is organized as follows. In §6.1 we list all the relevant definitions
and results from [BHMS20], and we illustrate them using pants graphs. In §6.2 we
construct the relevant combinatorial HHS for our purposes. In §6.3 we analyze all
the various links and related combinatorial objects; we note that most of the work
done in §5 is used here to prove Lemma 6.22. At that point, essentially only one
property of combinatorial HHSs will be left to be checked, and we do so in §6.4.
6.1. Basic definitions. We start by recalling some basic combinatorial definitions
and constructions. Let X be a flag simplicial complex.
Definition 6.1 (Join, link, star). Given disjoint simplices ∆,∆1 of X, the join
is denoted ∆ ‹ ∆1 and is the simplex spanned by ∆p0q Y ∆1p0q, if it exists. More
generally, if K,L are disjoint induced subcomplexes of X such that every vertex of
K is adjacent to every vertex of L, then the join K ‹ L is the induced subcomplex
with vertex set Kp0q Y Lp0q.
For each simplex ∆, the link Lkp∆q is the union of all simplices ∆1 of X such that
∆1X∆ “ H and ∆1 ‹∆ is a simplex of X. The star of ∆ is Starp∆q “ Lkp∆q ‹∆,
i.e. the union of all simplices of X that contain ∆.
We emphasize that H is a simplex of X, whose link is all of X and whose star
is all of X.
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Definition 6.2 (X–graph, W–augmented dual complex). AnX–graph is any graph
W whose vertex set is the set of maximal simplices of X (those not contained in
any larger simplex).
For a flag complex X and an X–graph W , the W–augmented dual graph X`W
is the graph defined as follows:
‚ the 0–skeleton of X`W is Xp0q;
‚ if v, w P Xp0q are adjacent in X, then they are adjacent in X`W ;
‚ if two vertices in W are adjacent, then we consider σ, ρ, the associated
maximal simplices of X, and in X`W we connect each vertex of σ to each
vertex of ρ.
We equip W with the usual path-metric, in which each edge has unit length, and do
the same for X`W . Observe that the 1–skeleton of X is a subgraph Xp1q Ă X`W .
We provide a running example to illustrate the various definitions in a familiar
situation. This example will not be used in the sequel.
Example 6.3. If X is the curve complex of the surface S, then an example of the
an X–graph, W , is the pants graph, since a maximal simplex is precisely a pants
decomposition. The W–augmented dual graph can be thought of as adding to the
curve graph, Xp0q and edge between any two curves that fill a one-holed torus or
four-holed sphere and intersect once or twice, respectively: indeed, these subsur-
faces are precisely those where an elementary move happens as in the definition of
adjacency in the pants graph.
Definition 6.4 (Equivalent simplices, saturation). For ∆,∆1 simplices of X, we
write ∆ „ ∆1 to mean Lkp∆q “ Lkp∆1q. We denote by r∆s the equivalence class of
∆. Let Satp∆q denote the set of vertices v P X for which there exists a simplex ∆1
of X such that v P ∆1 and ∆1 „ ∆, i.e.
Satp∆q “
¨˝ ď
∆1Pr∆s
∆1‚˛p0q .
We denote by S the set of „–classes of non-maximal simplices in X.
Definition 6.5 (Complement, link subgraph). Let W be an X–graph. For each
simplex ∆ of X, let Y∆ be the subgraph of X
`W induced by the set of vertices
pX`W qp0q ´ Satp∆q.
Let Cp∆q be the full subgraph of Y∆ spanned by Lkp∆qp0q. Note that Cp∆q “
Cp∆1q whenever ∆ „ ∆1. (We emphasize that we are taking links in X, not in
X`W , and then considering the subgraphs of Y∆ induced by those links.)
We now pause and continue with the illustrative example.
Example 6.6. Let X and W be as in Example 6.3. A simplex ∆ is a multicurve
which determines two (open) subsurfaces U “ Up∆q, U 1 “ U 1p∆q Ă S, where U is
the union of the complementary components of the multicurve that are not a pair
of pants, and U 1 “ S´U . Note that BU Ă ∆ is a submulticurve and that ∆´BU is
a pants decomposition of U 1. A simplex ∆1 is equivalent to ∆ if it defines the same
subsurfaces. Thus Satp∆q consists of BUp∆q together with all essential curves in
U 1p∆q, while Cp∆q is the join of the curve graphs of the components of Up∆q. We
note that this is true even when some components are one-holed tori or four-holed
spheres (because of the extra edges in X`W ).
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Definition 6.7 (Nesting). Let X be a simplicial complex. Let ∆,∆1 be non-
maximal simplices of X. Then we write r∆s Ď r∆1s if Lkp∆q Ď Lkp∆1q.
We note that if ∆1 Ă ∆, then r∆s Ď r∆1s. Also, for Example 6.3,6.6, r∆s Ď r∆1s
if and only if Up∆q Ă Up∆1q.
Finally, we are ready for the main definition:
Definition 6.8 (Combinatorial HHS). A combinatorial HHS pX,W q consists of a
flag simplicial complex X and an X–graph W satisfying the following conditions
for some n P N and δ ě 1:
(1) any chain r∆1s Ĺ r∆2s Ĺ . . . has length at most n;
(2) for each non-maximal simplex ∆, the subgraph Cp∆q is δ–hyperbolic and
pδ, δq–quasi-isometrically embedded in Y∆;
(3) Whenever ∆ and ∆1 are non-maximal simplices for which there exists a non-
maximal simplex Γ such that rΓs Ď r∆s, rΓs Ď r∆1s, and diampCpΓqq ě δ,
then there exists a simplex Π in the link of ∆1 such that r∆1 ‹Πs Ď r∆s and
all rΓs as above satisfy rΓs Ď r∆1 ‹Πs;
(4) if v, w are distinct non-adjacent vertices of Lkp∆q, for some simplex ∆ of
X, contained in W–adjacent maximal simplices, then they are contained in
W–adjacent simplices of the form ∆ ‹∆1.
We will see below that combinatorial HHS give HHSs. The reader not inter-
ested in the explicit description of the HHS structure can skip the following two
definitions.
Definition 6.9 (Orthogonality, transversality). Let X be a simplicial complex.
Let ∆,∆1 be non-maximal simplices of X. Then we write r∆sKr∆1s if Lkp∆1q Ď
LkpLkp∆qq. If r∆s and r∆1s are not K–related or Ď–related, we write r∆s&r∆1s.
Definition 6.10 (Projections). Let pX,W q be a combinatorial HHS.
Fix r∆s P S and define a map pir∆s : W Ñ PpCpr∆sqq as follows. First let
p : Y∆ Ñ PpCpr∆sqq be the coarse closest-point projection, i.e.
ppxq “  y P Cpr∆sq | dY∆px, yq ď dY∆px, Cpr∆sqq ` 1(.
Suppose that w PW p0q, so w corresponds to a unique simplex ∆w of X. Define
pir∆spwq “ pp∆w X Y∆q.
We have thus defined pir∆s : W p0q Ñ PpCpr∆sqq. If v, w P W p0q are joined by
an edge e of W , then ∆v,∆w are joined by edges in X
`W , and we let pir∆speq “
pir∆spvq Y pir∆spwq.
Now let r∆s, r∆1s P S satisfy r∆s&r∆1s or r∆1s Ĺ r∆s. Let
ρ
r∆1s
r∆s “ ppSatp∆1q X Y∆q.
Let r∆s Ĺ r∆1s. Let ρr∆1sr∆s : Cpr∆1sq Ñ Cpr∆sq be the restriction of p to Cpr∆1sq X
Y∆, and H otherwise.
The next theorem from [BHMS20] provides the criteria we will use to prove that
E¯ has an HHS structure.
Theorem 6.11. [BHMS20, Theorem 1.18] Let pX,W q be a combinatorial HHS. Let
S be as in Definition 6.4, define nesting and orthogonality relations on S as in Def-
initions 6.7 and 6.9, let the associated hyperbolic spaces be as in Definition 6.8, and
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define projections as in Definition 6.10. Then pW,Sq is a hierarchically hyperbolic
space, and the HHS constants only depend on n, δ as in Definition 6.8.
6.2. Combinatorial HHS structure. We now define a flag simplicial complex
X . The vertex set is X p0q “ V \K, where
K “
ğ
vPV
Kv.
Given a vertex s P K, let vpsq P V be the unique vertex with s P Kv. We also write
αpsq “ αpvpsqq.
There are 3 types of edges (see Figure 10):
(1) v, w P V are connected by an edge if and only if dtreepv, wq “ 1.
(2) s, t P K are connected by an edge if and only if dtreepvpsq, vptqq “ 1.
(3) s P K and w P V are connected by an edge if and only if dtreepvpsq, wq ď 1.
We declare X to be the flag simplicial complex with the 1-skeleton defined above.
v1
t1
t2
t3
v2
s1
s2
s3
v3 v4
v1
v2
v3 v4
vpsiq “
vptiq “
Z
Figure 10. The simplicial map Z restricted to a part of X (on
the left) to a part of the union of trees Tα (on the right).
The map K Ñ V given by s ÞÑ vpsq and the identity V Ñ V extends to a
surjective simplicial map
Z : X Ñ
ğ
αPP
Tα.
We note that we may view the union
Ů
Tα on the right as a subgraph of X p1q,
making Z a retraction.
For any vertex v in any tree Tα, Z
´1pvq is the join of tvu and the set Kv:
(6) Z´1pvq “ tvu ‹Kv.
For any pair of adjacent vertices v, w P Tα (so dtreepv, wq “ 1), the preimage of the
edge rv, ws Ă Tα is also a join:
(7) Z´1prv, wsq “ Z´1pvq ‹ Z´1pwq “ ptvu ‹Kvq ‹ ptwu ‹Kwq.
Lemma 6.12. The maximal simplices of X are exactly the 3–simplices with vertex
set ts, vpsq, t, vptqu where s, t P K and dtreepvpsq, vptqq “ 1. In this case, we say that
ps, tq defines a maximal simplex, denoted σps, tq.
Proof. Because the map Z is simplicial, any simplex of X is contained in Z´1pvq
or Z´1prv, wsq for some vertex v in some Tα or some edge rv, ws in some Tα. The
lemma thus follows from (6) and (7). 
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Given a vertex s P K, recall from §5.2 that Mpsq “ pλvpsqq´1psq Ă Θvpsq. Given
a pair of vertices ps, tq in K that define a maximal simplex σps, tq, we will write
Mps, tq “Mpsq XMptq.
Lemma 6.13. There exists R ą 0 with the following properties.
(1) For any pair of adjacent vertices s, t P K (i.e., defining a maximal simplex
σps, tq), Mps, tq is a non-empty subset of diameter at most R.
(2) Given v P V, we have
Θv “
ď
vpsq“v,dtreepvpsq,vptqq“1
Mps, tq.
(3) Fixing s, we have
Mpsq “
ď
dtreepvpsq,vptqq“1
Mps, tq.
(4) The collection of all Mps, tq is R–dense in E¯.
Proof. Item (1) follows from Proposition 5.1(3). More precisely, the fact that
Mps, tq is non-empty follows from surjectivity of λvpsq ˆ λvptq, while boundedness
follows from the fact that said map is a quasi-isometry.
In order to show item (2), notice that
Θv “
ď
dtreepv,wq“1
Θv XΘw.
That is, every point of Θv is also in Θw for some w adjacent to v. In view of this,
we conclude by noticing that if x P Θv XΘw, then x P p´1pλvpxq, λwpxqq. Item (3)
follows similarly.
Finally, item (4) follows from item (2) and the fact that the collection of all Θv
is coarsely dense in E¯. 
Next we define a graph W whose vertex set is the set of maximal simplices
of X . We would like to just connect maximal simplices when the corresponding
subsets Mps, tq are close in E¯ (first bullet below); however, in order to arrange
item (4) of the definition of combinatorial HHS (and only for that reason) we need
different closeness constants for different situations. We fix R as in Lemma 6.13,
and moreover we require R ą K21 `K1, for K1 as in Proposition 5.1.
Given maximal simplices σps1, t1q and σps2, t2q, we declare them to be connected
by an edge in W if one of the following holds:
(8)
‚ d¯pMps1, t1q,Mps2, t2qq ď 10R
‚ s1 “ s2 and d¯pMpt1q,Mpt2qq ď 10R
Here the the d¯–distances are the infimal distances between the sets in E¯ (as opposed
to the diameter of the union). Note that since Mps, tq “ Mpt, sq, the second case
also implicitly describe a “symmetric case” with si and ti interchanged.
The following is immediate from Lemma 5.4, setting R1 “ maxt10R,NKp10Rqu.
Lemma 6.14. There exists R1 ě 10R so then the following holds. If s, t1, t2 P K
are vertices with s connected to both ti in X and d¯pMpt1q,Mpt2qq ď 10R, then
d¯pMps, t1q,Mps, t2qq ď R1. In particular, whenever σps1, t1q and σps2, t2q are con-
nected in W, we have d¯pMps1, t1q,Mps2, t2qq ď R1.
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Lemma 6.15. W is quasi-isometric to E¯, by mapping each σps, tq to (any point
in) Mps, tq.
Proof. In view of Lemma 6.14, the lemma follows by combining Lemma 6.13(4) and
Proposition 2.1 (applied to any choice of a point in each Mps, tq). 
The goal for the remainder of this section is to prove the following.
Theorem 6.16. The pair pX ,Wq is a combinatorial HHS.
6.3. Simplices, links, and saturations. Before giving the proof of Theorem 6.16,
we begin by describing explicitly the kinds of simplices of X that there are, explain
what their links and saturations are, and observe some useful properties.
Lemma 6.17 (Empty simplex). For the empty simplex, CpHq “ X`W is quasi-
isometric to Eˆ.
Proof. We define a map Z 1 : X`W Ñ Eˆ that extends the (restricted) simplicial
map Z : X p1q Ñ ŮTα already constructed above. To do that, we must extend
over each edge e “ rx, ys of X`W coming from the edge of W connecting σps1, t1q
and σps2, t2q. Since Zpxq, Zpyq P V, and d¯pMps1, t1q,Mps2, t2qq ď R1 (for R1 as
in Lemma 6.14), we see that dEˆpv, wq ď R1. We can then define Z 1 on e to be a
constant speed parameterization of a uniformly bounded length path from Zpxq to
Zpyq. It follows that Z 1 is Lipschitz.
The union of the trees
Ů
Tα is R0–dense (Lemma 3.6), so it suffices to find a
one-sided inverse to Z 1, from
Ů
Tα to X`W and show that with respect to the
subspace metric from Eˆ, it is coarsely Lipschitz. As already noted, Z restricts
to a retraction of X p1q onto ŮTα Ă X p1q Ă X`W , which is thus the required
one-sided inverse. All that remains is to show that it is coarsely Lipschitz. In
view of Lemma 3.8, any v P Tα, w P Tβ are connected by a combinatorial path
(see Definition 3.7) of length comparable to dˆpv, wq, and consisting of a number of
horizontal jumps, each of uniformly bounded length, and with total length bounded
in terms of dˆpv, wq. Therefore, we can reduce to the case that v, w are joined by
a single horizontal jump of bounded length. Such a horizontal jump can also be
regarded as a path in E¯ connecting Θv to Θw. Hence, in view of Lemma 6.13(2),
there are Mps1, t1q Ď Θv and Mps2, t2q Ď Θw within uniformly bounded distance
of each other in E¯. Lemma 6.15 implies that there exists a path in W of uniformly
bounded length from σps1, t1q to σps2, t2q, which can be easily turned into a path
of uniformly bounded length from v to w in X`W , as required. 
There is an important type of 1–dimensional simplex, which we call this a Ξ–type
simplex, due to the following lemma. See Figure 11. Given w P V, set
(9) LkΞpwq “
ď
dtreepu,wq“1
Z´1puq “
ď
dtreepu,wq“1
tuu ‹Ku.
Lemma 6.18 (Ξ–type simplex). Let ∆ be a 1–simplex of X with vertices s, vpsq,
for s P K. Then
Lkp∆q “ LkΞpvpsqq and Satp∆q “ tvpsqu YKvpsq.
Moreover, Cp∆q is quasi-isometric to Ξvpsq, via a quasi-isometry which is the iden-
tity on V X Cp∆q and maps t to vptq for t P K X Cp∆q.
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v s v
s1
s2
s3
Satp∆qLkp∆q “ LkΞpvq
Figure 11. Ξ–type simplex: Part of the link and saturation of a
1–simplex ∆ with vertices s, v “ vpsq.
Proof. It is clear from the definitions that the link of ∆ is as described. Also, any
simplex with vertex set of the form tvpsq, tu for some t P Kvpsq has the same link
as ∆. Therefore, to prove that the saturation is as described we are left to show
if a simplex ∆1 has the same link as ∆, then its vertex set is contained in the set
we described. If w P V is a vertex of ∆1, then dtreepv, wq “ 1 for all neighbors v
of vpsq in Tαpvq. This implies w “ vpsq. Similarly, if t P K is a vertex of ∆1, then
vptq “ vpsq, and we are done.
Let us show that the map given in the statement is coarsely Lipschitz. To do so,
it suffices to consider w ‰ w1 with dtreepw, vpsqq “ dtreepw1, vpsqq “ 1 and connected
by an edge in X`W , and show that they are connected by a bounded-length path
in Ξv. We argue below that d¯pΘw XΘvpsq,Θw1 XΘvpsqq ď R1. Once we do that,
the existence of the required bounded-length path follows directly from Lemma 5.5.
Let us now prove the desired inequality. Notice that w,w1 cannot be connected by
an edge of X since they are both distance 1 from vpsq in the tree Tαpvq. Hence, w and
w1 are contained respectively in maximal simplices σpt, uq and σpt1, u1q connected
by an edge in W. Say, up to swapping t with u and/or t1 with u1, that vptq “
w and vpt1q “ w1. In either case of the definition of the edges of W we have
d¯pMptq,Mpt1qq ď 10R. Since Mpt, sq Ď Θw XΘvpsq and Mpt1, sq Ď Θw1 XΘvpsq,
using Lemma 6.14 we get
d¯pΘw XΘvpsq,Θw1 XΘvpsqq ď d¯pMpt, sq,Mpt1, sqq ď R1,
as we wanted.
Conversely, if w,w1 as above are joined by an edge in Ξvpsq we will now show
that they are also connected by an edge in Cp∆q. By definition of Ξvpsq, we have
Θw X Θw1 ‰ H. By Lemma 6.13(2), There exists t, u, t1, u1 with vptq “ w and
vpt1q “ w1, so that Mpt, uq XMpt1, u1q ‰ H. In particular, d¯pMpt, uq,Mpt1, u1qq ď
10R. This says that σpt, uq and σpt1, u1q are connected in W, and hence that w and
w1 are connected in X`W , as required. 
There is also an important type of 2–dimensional simplex, which we call this a
K–type simplex, due to the next lemma. See Figure 12.
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Lemma 6.19 (K–type simplex). Let ∆ be a 2–simplex of X with vertices s, vpsq, w,
for s P K and w P V with dtreepw, vpsqq “ 1. Then
Lkp∆q “ Kw and Satp∆q “ twu Y LkΞpwqp0q.
Moreover, Cp∆q is quasi-isometric to Kw, the quasi-isometry being the identity at
the level of vertices.
v s
w
Satp∆qLkp∆q “ Kw
Figure 12. K–type simplex: Part of the link and saturation of a
2–simplex ∆ with vertices s, v “ vpsq, w.
Proof. It is clear from the definitions that the link of ∆ is as described. Also, any
simplex with vertex set of the form tt, vptq, wu for some t P K with dtreepvptq, wq “ 1
has the same link as ∆. Therefore, to prove that the saturation is as described we
are left to show if a simplex ∆1 has the same link as ∆, then its vertex set is
contained in the set we described. Given any vertex u P V of ∆1, it has to be
connected to all t P K with vptq “ w, implying that either u “ w or dtreepu,wq “ 1,
as required for vertices in V. Similarly, any vertex u P K of ∆1 has to be connected
to all t P K with vptq “ w, implying dtreepvpuq, wq “ 1, and we are done.
To prove that Cp∆q is naturally quasi-isometric to Kw, it suffices to show that if
s, t P Cp∆q are connected by an edge in X`W , then they are uniformly close in Kw
and that, vice versa, if dKwps, tq “ 1, then s, t are connected by an edge in Cp∆q.
First, if s, t P Cp∆q are connected by an edge in X`W , then there exist s1, t1 so
that d¯pMps, t1q,Mps1, tqq ď R1 (see Lemma 6.14). In particular, d¯pMpsq,Mptqq ď
R1, which in turn gives a uniform bound on the distance in the path metric of
Θw between Mpsq and Mptq because the metrics d¯ and the path metric on θw are
coarsely equivalent. By Proposition 5.1(1) we must also have a uniform bound on
dKwps, tq.
Now suppose that dKwps, tq “ 1. We can then deduce from Proposition 5.1(3)
that implies that d¯pMps1, sq,Mps1, tqq ď K21 ` K1 ď 10R for any fixed s1 P Kvpsq
(the proposition yields the analogous upper bound in the path metric of Θw, which
is a stronger statement). Therefore s, t are connected by an edge in X`W , whence
in Cp∆q, as required. 
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The remaining simplices are not particularly interesting as their links are joins
(or points), and hence have diameter at most 3, but we will still need to verify
properties for them. We describe each type and its link and saturation in the next
lemma. We also add to the lemma another property that we need later. Recall the
definition of LkΞpwq in (9).
Lemma 6.20. The following is a list of all types of non-empty, nonmaximal, sim-
plices ∆ of X that are not of Ξ–type or K–type, together with their links. In each
case, the link is a nontrivial join (or a point), and Cp∆q has diameter at most 3.
In the table below the simplices ∆ have vertices u,w P V with dtreepu,wq “ 1 and
s, t P K with dtreepvpsq, vptqq “ 1 and dtreepvpsq, uq “ 1.
∆ Lkp∆q
tuu Ku ‹ LkΞpuq
tsu tvpsqu ‹ LkΞpvpsqq
tu,wu Ku ‹Kw
ts, tu tvpsq, vptqu
ts, uu tvpsqu ‹Ku
ts, t, vpsqu tvptqu
Proof. This is straightforward given the definition of X and we leave its verification
to the reader. Referring to Figure 10, and comparing with Figures 11 and 12, may
be helpful. 
The next lemma collects a few additional properties we will need. By the type
of a simplex in X , we mean its orbit by the action of the simplicial automorphism
group of X . There are 9 types of nonempty simplices: maximal, Ξ–type, K–type,
and the six types listed in Lemma 6.20.
Lemma 6.21. The following hold in X .
paq The link of a simplex with a given type cannot be strictly contained in the link
of a simplex with the same type.
pbq For every non-maximal simplices ∆ and ∆1 so that there is a simplex Γ with
LkpΓq Ď Lkp∆1q X Lkp∆q and diampCpΓqq ą 3, there exists a simplex Π in
the link of ∆1 with Lkp∆1 ˚ Πq Ď Lkp∆q so that for any Γ as above we have
LkpΓq Ď Lkp∆1 ˚Πq.
Proof. Part paq follows directly from the descriptions of the simplices given in Lem-
mas 6.18, 6.19, and 6.20, and we leave this to the reader.
Before we prove pbq, we suppose Lkp∆1q X Lkp∆q ‰ H, and make a few observa-
tions. First, ∆1 and ∆ must project by Z to the same tree: Zp∆1q, Zp∆q Ă Tα for
some α P P. Next, note that ZpLkp∆1q XLkp∆qq is contained in the intersection of
the stars in Tα of Zp∆1q and Zp∆q. Moreover, (as in any tree) the intersection of
these two stars is contained in a single edge, or else Zp∆1q “ Zp∆q “ twu P T p0qα Ă V
is a single point. In this latter case, by (6), we have
∆,∆1 Ă twu ‹Kw.
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Next, note that for any K–type simplex Γ “ ts, vpsq, wu, LkpΓq “ Kw by
Lemma 6.19, and if LkpΓq Ă Lkp∆1q X Lkp∆q, then w is in the intersection of the
stars of Zp∆1q and Zp∆q. For a Ξ–type simplex Γ “ ts, vpsqu, LkpΓq “ LkΞpvpsqq
by Lemma 6.18, and together with Lemma 6.20 and the previous paragraph, we see
that LkpΓq Ă Lkp∆1q X Lkp∆q if and only if Zp∆1q “ Zp∆q “ tvpsqu in Tα.
With these observations in hand, we proceed to the proof of pbq, which divides
into two cases.
Case 1. There is a Ξ–type simplex Γ “ ts, vpsqu with LkpΓq Ă Lkp∆1q X Lkp∆q.
In this situation, Zp∆1q “ Zp∆q “ tvpsqu, and thus ∆,∆1 Ă tvpsqu‹Kvpsq. From
Lemmas 6.18 and 6.20, we see that Lkp∆1qXLkp∆q must be equal to one of LkpΓq,
Lkptsuq, or Lkptvpsquq. Inspection of these links shows that LkpΓq is the only link
of a Ξ–type simplex contained in it. First suppose that Lkp∆1q X Lkp∆q has the
form LkpΓq or Lkptsuq. In this situation, we easily find Π Ă Lkp∆1q so that LkpΓq “
Lkp∆1 ‹ Πq. Furthermore, for any K–type simplex link Kw in the intersection, we
must have Kw Ă LkpΓq “ Lkp∆1 ‹ Πq. Therefore, the link of any Ξ–or K–type
simplex contained in Lkp∆1q XLkp∆q must be contained in LkpΓq “ Lkp∆1 ‹Πq, as
required. Now suppose instead that Lkp∆1qXLkp∆q “ Lkptvpsquq. By Lemma 6.20,
we see that ∆ “ ∆1 “ tvpsqu. In this case, setting Π “ H trivially completes the
proof since then Lkp∆1q X Lkp∆q “ Lkp∆1q “ Lkp∆1 ‹Πq.
Case 2. No link of a Ξ–type simplex is contained in Lkp∆1q X Lkp∆q.
From the observations above, Zp∆q and Zp∆1q do not consist of the same single
point, and hence the stars of Zp∆q and Zp∆1q intersect in either a point or an edge
in Tα. Since ZpLkp∆1qXLkp∆qq is contained in the intersection of these stars, there
are at most two K–type simplices whose links are contained in Lkp∆1q X Lkp∆q. If
there are two K–type simplices Γ,Γ1 with Kw “ LkpΓq and Ku “ LkpΓ1q contained
in Lkp∆1q X Lkp∆q, then observe that
Ku,Kw Ă Lkptu,wuq “ Ku ‹Kw Ă Lkp∆1q X Lkp∆q.
By inspection of the possible links in Lemmas 6.18, 6.19, and 6.20, it must be that
∆1 is either tuu, twu, or tu,wu, and so setting Π to be twu, tuu, or H, respectively,
we are done. On the other hand, if there is exactly one K–type simplex Γ with
Kw “ LkpΓq Ă Lkp∆1q X Lkp∆q, then again inspecting all possible situations, we
can find Π Ă Lkp∆1q with Kw “ LkpΓq “ Lkp∆1 ‹ Πq, and again we are done with
this case. This completes the proof. 
Lemma 6.22. There exists L ě 1 so that for every non-maximal simplex, there is
an pL,Lq–coarsely Lipschitz retraction r∆ : Y∆ Ñ PpCp∆qq. In particular, Cp∆q is
uniformly quasi-isometrically embedded in Y∆.
Proof. By Lemma 6.20, we only have to consider simplices of Ξ–and K–type.
Consider ∆ “ ts, vu with v “ vpsq of Ξ–type first. Recall from Lemma 6.18
that Ξv naturally includes into Cp∆q by a quasi-isometry. Here we will use make
use of the map ξv, whose relevant properties for our current purpose are stated in
Proposition 5.16. For a vertex u P VrSatp∆q (so, u ‰ v) we define r∆puq “ ξvpΘuq.
For t P K r Satp∆q we define r∆ptq “ ξvpΘvptqq. Notice that the sets r∆puq are
uniformly bounded by Proposition 5.16 (and Lemma 6.18). Also, r∆ is coarsely the
identity on the vertices of Lkp∆q in V by Equation (5) and Proposition 5.16(2b).
To check that r∆ is coarsely Lipschitz it suffices to consider X`W–adjacent vertices
of V. Notice that vertices w,w1 P V that are adjacent in X`W have corresponding
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Θw,Θw
1
within 10R of each other in E¯. Indeed, Θv and Θw actually intersect if
w,w1 are adjacent in X , and they contain subsets Mp¨q within 10R of each other
if w,w1 are contained in W–adjacent maximal simplices (this is true regardless of
which case of the definition (8) for the edges of W applies). The fact that r∆
is coarsely Lipschitz now follows from, Proposition 5.16(1), which says that ξv is
coarsely Lipschitz on E¯.
Next, consider ∆ “ ts, vpsq, wu of K–type. For a vertex u P V r Satp∆q (so,
dtreepu,wq ě 2), define r∆puq “ ΛwpΘuq. For a vertex t P K r Satp∆q, define
r∆ptq “ ΛwpMptqq. Notice that, by definition, if t P Kw, then r∆ptq “ t. Also,
since dtreepu,wq ě 2, Proposition 5.16(2a) ensures that the diameter of ΛwpΘuq
is bounded. Since Mptq Ď Θvptq, we see that all the sets in the image of r∆ are
bounded, and also we see that in order to prove that r∆ is Lipschitz it suffices
to consider vertices of K. But vertices s, t P K that are adjacent in X`W have
corresponding Mpsq,Mptq within 10R of each other in E¯, so the conclusion follows
from Proposition 5.16(1), which states that Λw is coarsely Lipschitz on E¯. 
6.4. Final proof. We now have all the tools necessary for the:
Proof of Theorem 6.16. We must verify each of the conditions from Definition 6.8.
Item (1) (bound on length of Ď–chains) follows from Lemma 6.21(a), which
implies that any chain Lkp∆1q Ĺ . . . has length bounded by the number of possible
types, which is 9.
Let us now discuss item (2) of the definition. The descriptions of the Cp∆q from
Lemmas 6.17, 6.18, 6.19, 6.20 yields that all Cp∆q are hyperbolic, since each of them
is either bounded or uniformly quasi-isometric to one of Eˆ (which is hyperbolic by
Theorem 4.1), some Ξv (which is hyperbolic by Lemma 5.7), or R. Moreover, any
Cp∆q is (uniformly) quasi-isometrically embedded in Y∆ by Lemma 6.22.
Item (3) of the definition (common nesting) is precisely Lemma 6.21(b).
Finally, we show item (4) of the definition (fullness of links), which we recall for
the convenience of the reader:
‚ If v, w are distinct non-adjacent vertices of Lkp∆q, for some simplex ∆ of
X , contained in W–adjacent maximal simplices, then they are contained in
W–adjacent simplices of the form ∆ ‹∆1.
It suffices to consider simplices ∆ of Ξ–and K–type. Indeed, in all other cases
(see Lemma 6.20), the vertices v, w under consideration are contained in the link of
a simplex ∆1 containing ∆ where ∆1 is of Ξ–or K–type (as can be seen by enlarging
∆ until its link is no longer a join; v and w are not X–adjacent so they are contained
in the same “side” of any join structure). Hence, once we deal with those cases,
we know that there are suitable maximal simplices containing the larger simplex,
whence ∆.
Consider first a simplex ∆ of K–type with vertices s, vpsq, w. Consider distinct
vertices t1, t2 (necessarily in K) of Lkp∆q, and suppose that there are vertices
s1, s2 P K so that the maximal simplices σps1, t1q and σps2, t2q are connected in
W. There are two possibilities:
‚ d¯pMps1, t1q,Mps2, t2qq ď 10R. In this case, we have d¯pMpt1q,Mpt2qq ď
10R. In particular, in view of the second bullet in the definition of the edges
of W, we have that t1, t2 are contained, respectively, in the W–connected
maximal simplices ∆ ˚ t1 “ σps, t1q and ∆ ˚ t2 “ σps, t2q.
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‚ s1 “ s2 and d¯pMpt1q,Mpt2qq ď 10R (notice that t1 ‰ t2 so that the
“symmetric” case cannot occur). Again, we reach the same conclusion as
above.
We can now consider a simplex ∆ of Ξ–type with vertices s, vpsq. Consider
vertices x1, x2 of Lkp∆q that are not X–adjacent but are contained in W–adjacent
maximal simplices. Furthermore, we can assume that x1, x2 are not in the link
of a simplex of K–type (the case we just dealt with) which contains ∆, since in
that case we already know that there are suitable maximal simplices containing the
larger simplex, whence ∆. Then, using the structure of Lkp∆q, we see that there
are vertices si, ti P K so that:
‚ xi P tti, vptiqu,
‚ ti and vptiq all belong to Lkp∆q, and
‚ σps1, t1q and σps2, t2q are connected in W.
In turn, the last bullet splits into two cases:
‚ d¯pMps1, t1q,Mps2, t2qq ď 10R. In this we have d¯pMpt1q,Mpt2qq ď 10R,
so that x1, x2 are contained, respectively, in the W–connected maximal
simplices ∆ ˚ tt1, vpt1qu “ σps, t1q and ∆˚ tt2, vpt2qu “ σps, t2q, so this case
is fine.
‚ s1 “ s2 and d¯pMpt1q,Mpt2qq ď 10R. But again we reach the same conclu-
sion as before.

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