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AN ANALOGUE OF THE GIBBONS–HAWKING ANSATZ FOR
QUATERNIONIC KA¨HLER SPACES
RADU A. IONAS¸
Abstract. We show that the geometry of 4n-dimensional quaternionic Ka¨hler spaces
with a locally free Rn+1-action admits a Gibbons–Hawking-like description based on the
Galicki–Lawson notion of quaternionic Ka¨hler moment map. This generalizes to higher
dimensions a four-dimensional construction, due to Calderbank and Pedersen, of self-dual
Einstein manifolds with two linearly independent commuting Killing vector fields. As
an application, we use this new Ansatz to give an explicit equivariant completion of the
twistor space construction of the local c-map proposed by Rocˇek, Vafa and Vandoren.
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0. Introduction
The Gibbons–Hawking Ansatz [27] is a method of constructing four-dimensional hy-
perka¨hler spaces with a tri-Hamiltonian locally free R-action in terms of the solutions of
a Bogomolny-type differential equation whose consistency condition is a Laplace equation.
It is one of the fundamental constructions in hyperka¨hler geometry, with vast applications
ranging from the construction of gravitational instantons to serving as an asymptotic model
or some other type of limit for various geometries and moduli spaces. The original method
of Gibbons and Hawking was generalized in [41] by Pedersen and Poon to 4n-dimensional
hyperka¨hler spaces with a tri-Hamiltonian locally free Rn-action; in what follows we will
refer to such spaces as extended Gibbons–Hawking spaces. A key feature of these con-
structions is the fact that the rank of the action is such that the n orbit parameters of the
action together with the 3n components of its associated hyperka¨hler moment map provide
a complete set of coordinates for the hyperka¨hler space. Geometrically, the hyperka¨hler
structure is defined on the total space of an Rn-bundle over an open subset of the space
Rn⊗R3, where it is given explicitly in terms of a Higgs field and Rn-connection 1-form
satisfying a generalized form of the Bogomolny equation. This construction is general:
any 4n-dimensional hyperka¨hler space with a locally free tri-Hamiltonian Rn-action can be
proven to arise locally in this way.
In this paper we show that a close analogue of this Ansatz exists as well in quater-
nionic Ka¨hler setting. Recall that hyperka¨hler and quaternionic Ka¨hler manifolds are
4n-dimensional Riemannian manifolds with the holonomy groups of their Levi-Civita con-
nections given by Sp(n) and Sp(n)×Z2Sp(1), respectively, or subgroups thereof (here, we
extend these definitions to include the pseudo-Riemannian variants of these geometries
resulting from replacing the unitary quaternionic group Sp(n) with any one of its non-
compact versions; also, for n = 1, the holonomy definition is rather too unrestrictive in
the quaternionic Ka¨hler case, and one usually discards it: the natural analogues of quater-
nionic Ka¨hler manifolds in four dimensions are self-dual Einstein manifolds). Both types of
geometries are Einstein. Hyperka¨hler geometry, however, is essentially distinguished from
more general quaternionic Ka¨hler one by having zero scalar curvature. This distinction
notwithstanding, in specific circumstances it is nonetheless useful to think of the former
as the zero scalar curvature limit of the latter. Another, less obvious way in which the
two geometries are related was discovered by Swann, who showed in [46] that over any
quaternionic Ka¨hler manifold one can construct a quaternionic bundle with fiber H×/Z2,
where H× denotes the multiplicative group of non-zero quaternions, the total space of which
carries a natural hyperka¨hler structure as well as a homothetic vector field: that is to say,
a hyperka¨hler cone structure. The power of Swann’s result resides in its transformative
potential: it gives a canonical way to radically reformulate a quaternionic Ka¨hler geometry
problem as a hyperka¨hler geometry one.
And this is precisely the path that we take in our search for a quaternionic Ka¨hler
analogue of the extended Gibbons–Hawking Ansatz: rather than ask the question directly
about quaternionic Ka¨hler spaces, we ask instead the corresponding question about hy-
perka¨hler cones. Namely, we ask under what conditions an extended Gibbons–Hawking
space possesses a hyperka¨hler cone structure. For any extended Gibbons–Hawking space
of real dimension 4n + 4 (this dimension is chosen for later convenience), the base of its
R
n+1-fibration is, as we have stated above, an open subset of the space Rn+1⊗ R3, which
can be viewed as the space of configurations of n+ 1 distinguishable points in R3. On this
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space, one can always define a natural quaternionic action by considering the rigid rotations
and simultaneous scalings of such configurations which leave a given point, say, the origin,
fixed. These transformations form indeed a quaternionic group since SO(3)⊗ R+∼= H×/Z2.
So then, a more specific interrogation would be when can this H×/Z2-action on the base of
the Rn+1-fibration be lifted to a genuine hyperka¨hler cone structure on the total space, that
is, on the extended Gibbons–Hawking space? This question is answered in Proposition 14,
which states that a necessary and sufficient condition for that to happen is for the Higgs
field of the extended Gibbons–Hawking space to be invariant at rigid rotations and scale
with a certain weight under simultaneous scalings of the configurations. What remains now
is to match this description of the hyperka¨hler cone, in which the Rn+1-bundle structure is
manifest, to the Swann description, centered instead on the H×/Z2-bundle structure. This
is facilitated by a certain condensed quaternionic reformulation of the extended Gibbons–
Hawking formulas that we introduce in § 3.1.3. It ultimately yields an explicit description
of the geometry of the base of the Swann bundle, which is in this case a 4n-dimensional
quaternionic Ka¨hler geometry with an inherited locally free isometric Rn+1-action.
The emerging picture is summarized in intrinsic terms in subsection 3.5. Its main fea-
tures are as follows: The quaternionic Ka¨hler structure is defined on the total space of an
R
n+1-bundle over the space of inequivalent (with respect to rigid rotations and simulta-
neous scalings) non-degenerate configurations of distinguishable n+ 1 points in R3, which
we denote by ImHPn (and define precisely in subsection 3.3). A natural set of coordinates
is given by the orbit parameters of the Rn+1-action together with this action’s associated
Galicki–Lawson-type moment maps, multiplied by a scale. The latter can also be under-
stood as inhomogeneous local coordinates on ImHPn. The quaternionic Ka¨hler metric,
2-forms and SO(3) connection 1-forms are given explicitly in these coordinates in terms
of a reduced Higgs field and Rn+1-connection 1-form satisfying a set of partial differential
equations on ImHPn similar to the Bogomolny equations from the hyperka¨hler case. These
field equations admit also a dual formulation, a remarkable consequence of which is that
the local quaternionic Ka¨hler structure turns out to be completely determined by a single
real-valued function on ImHPn satisfying a set of linear partial differential constraints.
This function is closely related to the hyperka¨hler potential of the Swann bundle. (Swann
bundles have the distinctive feature among hyperka¨hler spaces that all three elements
of a defining triplet of 2-forms—see e.g. Theorem 2—can be derived, as Ka¨hler forms
with respect to their corresponding complex structures, from the same Ka¨hler potential.)
Very importantly, like in the hyperka¨hler case, this picture is general: any 4n-dimensional
quaternionic Ka¨hler space with a locally free isometric Rn+1-action arises locally in this
way.
The main body of the paper is organized into five sections. In section 1 we give a non-
Riemannian characterization of both hyperka¨hler and quaternionic Ka¨hler manifolds, in a
spirit similar to that of exterior differential systems [12]. That is, in each case we formulate
a criterion in which the metric is not among the fundamental objects defining the geometry
but, rather, is a derived, composite object. The building blocks of either geometry may
be considered instead to be triplets of non-degenerate and pointwise linearly independent
2-forms: globally defined in the hyperka¨hler case, and locally defined in the quaternionic
Ka¨hler one. Such a triplet is required to satisfy two conditions: an algebraic condition, and
an exterior differential one (Theorems 2 and 3). In the hyperka¨hler case the latter condition
is due to Hitchin [30] and requires that the three 2-forms be symplectic. In the quaternionic
Ka¨hler case a corresponding condition was found by Alekseevsky, Bonan and Marchiafava
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[2]. These conditions do not constrain the triplets uniquely. In the hyperka¨hler case one
has in fact a half 3-sphere’s worth of equivalent triplets to choose from (the triplets can be
rotated by SO(3) transformations, whose group manifold is topologically S3/Z2). In the
quaternionic Ka¨hler case, on the other hand, one regards the triplets as local frames for an
SO(3)-bundle. The proofs we give to these criterions are new; we base them in both cases on
the successive application of two key identities, which we collect together in Lemma 1. We
show also that Alekseevsky et al.’s condition can be equivalently replaced by a Hermitian–
Einstein-type condition for the curvature 2-form of the associated principal SO(3)-bundle,
which takes as well the form of an exterior differential condition. This gives us the very
useful equivalent quaternionic Ka¨hler criterion of Theorem 4. In the remainder of the
section we describe how certain symmetry conditions—namely, the Killing condition and
what we call the homothetic Euler condition, which is the basic symmetry of hyperka¨hler
cones—fit into this framework. In spite of the perhaps unusual point of view, the material
discussed in this preliminary section is for the most part known, and readers accustomed
to the basic concepts of hyperka¨hler and quaternionic Ka¨hler geometry and interested
mainly in the headline subject of the paper can safely skip ahead, to return maybe only
for occasional references.
In section 2 we review in detail Swann’s quaternionic bundle construction. We clarify
among other things the role of the hypercomplex structures on the quaternionic fiber, and
review how Killing symmetries fit into this picture as well.
In section 3, after many preparations, we finally address in full force the issue of finding
a quaternionic Ka¨hler analogue of the extended Gibbons–Hawking Ansatz, following the
strategy exposed above. In the last part of the section we then specialize to four dimensions
(i.e. n = 1). The space ImHP1 is isomorphic to the complex upper half-plane, and we
find that our formulas yield in this case precisely the description given by Calderbank
and Pedersen in [13] to the four-dimensional avatars of the quaternionic Ka¨hler spaces
we consider, which are self-dual Einstein spaces with two linearly independent commuting
Killing vector fields. In this sense, therefore, our results can be thought of as a natural
higher-dimensional generalization of those of Calderbank and Pedersen.
In section 4 we translate the description of hyperka¨hler cones from the Gibbons–
Hawking-type framework used up until now to the language of the Legendre transform
approach of Lindstro¨m and Rocˇek [38, 32]. This is useful particularly when one wants to
solve the field equations by means of twistor methods.
In section 5, as an application of our newfound Ansatz, we give a thorough and explicit
account of the twistor construction of a quaternionic Ka¨hler metric found in [23] by Ferrara
and Sabharwal, in connection with the so-called local c-map construction from string theory
and supergravity. The twistor approach to this metric was initiated in [43, 44] by Rocˇek,
Vafa and Vandoren, and developed further in [40]. The idea is that, if one goes from
the Ferrara–Sabharwal space six dimensions higher to the twistor space (in the sense of
[32]) of its Swann bundle, there the quaternionic Ka¨hler metric information is encoded in a
single—and simple—holomorphic symplectic gluing function. The challenge becomes then
to show that the quaternionic Ka¨hler metric can be retrieved from this holomorphic data.
In a first stage, by making use of the general methods associated to the Legendre transform
approach, one can come down two dimensions from the twistor space and determine from
this function the geometry of the Swann bundle. This step has been generally already
understood in the literature. The new results of section 3 can then be used to descend a
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further four dimensions to retrieve explicitly and in an equivariant manner the Ferrara–
Sabharwal metric. This exercise clarifies a number of issues and cements the basis of the
twistor-theoretic understanding of this important construction.
1. Hyperka¨hler vs. quaternionic Ka¨hler geometry
1.1. General aspects.
1.1.1. In Berger’s list of special holonomy manifolds, hyperka¨hler and quaternionic Ka¨hler
manifolds are 4n-dimensional Riemannian manifolds with the holonomy group of their
Levi-Civita connection a subgroup of the unitary quaternionic group Sp(n), respectively
the group Sp(n)×Z2Sp(1).1 Here we will distinguish between the two notions and assume,
moreover, that hyperka¨hler manifolds are not subsummed to the quaternionic Ka¨hler ones.
There exist also pseudo-Riemannian versions of these manifolds which are obtained by
replacing the group Sp(n) with one of its non-compact versions Sp(p, q) with p + q = n.
In these notes we will assume that the notions of hyperka¨hler and quaternionic Ka¨hler
manifolds include these variations as well. In four dimensions (that is, for n = 1), due
to the isomorphism Sp(1)×Z2 Sp(1) ∼= SO(4) the above definition of quaternionic Ka¨hler
manifolds is rather unrestrictive as it encompasses all orientable four-manifolds. In this case
the holonomy condition is usually replaced by a curvature condition, and the natural four-
dimensional analogues of quaternionic Ka¨hler manifolds are considered to be the self-dual
Einstein manifolds. In fact, one can show that quaternionic Ka¨hler manifolds are always
Einstein [1], while hyperka¨hler ones are Einstein with vanishing scalar curvature—that is,
Ricci-flat.
The holonomy definition can be shown to be equivalent in the quaternionic Ka¨hler case
to the existence of a three-dimensional subbundle of the bundle of endomorphisms of the
tangent bundle End(TM) which is locally spanned by three almost complex structures
I1, I2, I3, forming the algebra of imaginary quaternions (I
2
1 = I
2
2 = I
2
3 = I1I2I3 = −1), and
is preserved by the Levi-Civita connection ∇. That is to say, there exist locally defined
1-forms θ1, θ2, θ3 ∈ T ∗M such that
(1) ∇XIi = −2εijk θj(X)Ik
for any vector field X ∈ TM , where the indices i, j, k run over the values 1, 2, 3, εijk denotes
the anti-symmetric Levi-Civita symbol and the numerical factor is conventional. In four
dimensions, the θi can be viewed as the self-dual part of the spin connection.
In the hyperka¨hler case, on the other hand, the holonomy definition is equivalent to the
existence of a globally defined triplet of almost complex structures I1, I2, I3 forming the
algebra of imaginary quaternions, each element of which is individually preserved by the
Levi-Civita connection:
(2) ∇XIi = 0
1An explicit embedding of Sp(n)×Z2Sp(1) as a Lie subgroup of SO(4n), the holonomy group of a general
orientable 4n-dimensional Riemannian manifold, is given as follows: regard R4n as Hn and consider the
linear endomorphisms on the latter given by the simultaneous left and right actions xI 7→ AIJxJu
−1 for
any (xI)I=1,...,n ∈ H
n, quaternionic unitary matrix (AIJ)I,J=1,...,n, and unit quaternion u; the summation
convention over repeated indices is understood. This preserves the quaternionic norm on Hn, and so the
corresponding Euclidean norm on R4n, which thus exhibits it as an element of O(4n), and in fact of SO(4n).
The Z2-quotient comes from the invariance under a simultaneous change of sign of both AIJ and u. Note
also that for n > 1, Sp(n)×Z2Sp(1) is a maximal subgroup of SO(4n) [29].
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for any vector field X ∈ TM . In contrast to the quaternionic Ka¨hler setting, one can now
show that the almost complex structures are in fact integrable and thus give rise to genuine
complex structures.
In either case, the metric g can always be chosen to be simultaneously Hermitian
with respect to each Ii, and by combining it with them one can form three 2-forms
ωi(X,Y ) = g(X, IiY ), for any X,Y ∈ TM , which are defined locally in the quaternionic
Ka¨hler setting and globally in the hyperka¨hler one. In four dimensions, these form a frame
of the bundle of self-dual 2-forms. The above covariant differentiation properties readily
translate for the 2-forms into
(3) ∇Xωi = −2εijk θj(X)ωk
in the quaternionic Ka¨hler case and
(4) ∇Xωi = 0
in the hyperka¨hler one, for an arbitrary vector field X ∈ TM . Since the Levi-Civita con-
nection is symmetric, these formulas imply further that
(5) dωi = −2εijk θj ∧ ωk
in the first case and
(6) dωi = 0
in the second, where we now view ωi and θi as differential forms. Note, however, that the
reverse implication does not trivially hold.
Assuming the dimension n to be finite and the metric non-degenerate, since each Ii is in-
vertible (with inverse −Ii), it follows that each ωi, viewed as an element of Hom(T ∗M,TM),
is also invertible, with inverse ω−1i ∈ Hom(TM,T ∗M). A simple argument based on the
quaternionic algebra shows then that we can write
(7) I1 = ω
−1
3 ω2 I2 = ω
−1
1 ω3 I3 = ω
−1
2 ω1.
1.1.2. In this approach, the three 2-forms are composite objects constructed from the
metric and the almost complex structures. In what follows we will present an alternative
approach in which this relationship is reversed, and they rather than the latter are regarded
as the fundamental building objects of the geometry. Our discussion will emphasize in
particular the fact that the two geometries inform each other and can be treated in parallel,
and that, although we have made a special point of distinguishing between them, it is often
convenient in practice to think of hyperka¨hler geometry as a limit case of quaternionic
Ka¨hler geometry, when the hallmark three-dimensional subbundle of the latter becomes
trivial and the scalar curvature vanishes.
The proofs of the subsequent two theorems rely crucially on the following technical
lemma:
Lemma 1. Let M be a manifold with an almost complex structure I—that is, an endo-
morphism of the tangent bundle TM such that I2 = −1—and let
NI(X,Y ) = −I2[X,Y ] + I([IX, Y ] + [X, IY ])− [IX, IY ]
for arbitrary vector fields X,Y ∈ TM be the associated Nijenhuis tensor. A real-valued
2-form ω on M is
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a) of (1, 1) type with respect to I if and only if
ω(X, IY ) = ω(Y, IX)
def
= −g(X,Y )
for any X,Y ∈ TM . In this case the following identity holds:
(8) ω(NI(X,Y ), Z) = dω(IX, IY, Z) − dω(X,Y,Z) + 2∇Zω(X,Y )
where ∇ is the Levi-Civita connection corresponding to the compatible metric g.
b) of mixed (2, 0) + (0, 2) type with respect to I if and only if
ω(X, IY ) = −ω(Y, IX) def= −ω˜(X,Y )
for any X,Y ∈ TM . (The complex-valued 2-forms ω + iω˜ and ω − iω˜ are then of
pure (2, 0) and (0, 2) type with respect to I, respectively.) In this case we have the
identity
(9) ω(NI(X,Y ), Z) = dω(IX, IY, Z) − dω(X,Y,Z) + dω˜(IX, Y, Z) + dω˜(X, IY,Z).
Proof. Part (a) is essentially Proposition 4.6 from ch. IX, sec. 4 of reference [36] (the nu-
merical factors differ due to differing normalization conventions for differential forms). Let
us reproduce here the proof briefly. On one hand, we transform the last term on the
right-hand side of the identity we want to prove as follows
∇Zω(X,Y ) = − g((∇ZI)X,Y )(10)
= − g(∇Z(IX), Y ) + g(I∇ZX,Y )
= − g(∇Z(IX), Y )− g(∇ZX, IY )
and then apply for each resulting term the Koszul formula for the Levi-Civita connection
2g(∇XY,Z) = X(g(Y,Z)) + Y (g(X,Z)) − Z(g(X,Y ))(11)
− g([Y,Z],X) − g([X,Z], Y ) + g([X,Y ], Z).
On the other hand, for the remaining two terms on the right-hand side we use the identity
dω(X,Y,Z) = X(ω(Y,Z)) − Y (ω(X,Z)) + Z(ω(X,Y ))(12)
− ω([Y,Z],X) + ω([X,Z], Y )− ω([X,Y ], Z).
The result follows then by isolating the expression on the left-hand side and then cancelling
the remaining terms by making use of the relationship between ω and g, and the properties
which follow from it.
The formula at part (b) can be verified in a relatively more straightforward manner
by applying the identity (12) to both the dω and the dω˜ terms, and then systematically
replacing in the resulting expression ω˜ with ω by using some version of the defining relation
for the former. 
With this lemma in hand we can now return to our initial discussion. On the hyperka¨hler
side we have the following criterion, which is in essence a version of Lemma 6.8 of reference
[30]:
Theorem 2. A finite-dimensional manifold M is hyperka¨hler if and only if it possesses a
triplet of non-degenerate and pointwise linearly independent 2-forms ω1, ω2, ω3 satisfying
simultaneously:
8 RADU A. IONAS¸
• an algebraic condition: if we define
(13) I1 = ω
−1
3 ω2, I2 = ω
−1
1 ω3, I3 = ω
−1
2 ω1 ∈ End(TM)
then we have I21 = I
2
2 = I
2
3 = −1.
• an exterior differential condition: the 2-forms are symplectic, i.e.,
(14) dω1 = dω2 = dω3 = 0.
Proof. Observe that although the algebraic condition formally requires only that I1, I2, I3
be almost complex structures, it fully implies in fact that they satisfy the entire imaginary
quaternionic algebra. Indeed, since they square to minus the identity we have
I1 = ω
−1
3 ω2 = −ω−12 ω3(15)
I2 = ω
−1
1 ω3 = −ω−13 ω1
I3 = ω
−1
2 ω1 = −ω−11 ω2
from which we get immediately that I1I2I3 = (−ω−12 ω3)(−ω−13 ω1)(−ω−11 ω2) = −1.
Let us define now the following sections of Hom(T ∗M,TM) or, equivalently, rank-2
contravariant tensors:
g1 = −ω1I1 = −ω1ω−13 ω2 = ω1ω−12 ω3(16)
g2 = −ω2I2 = −ω2ω−11 ω3 = ω2ω−13 ω1
g3 = −ω3I3 = −ω3ω−12 ω1 = ω3ω−11 ω2.
Since the ωi’s are all antisymmetric, by comparing for example the third expression for g1
with the fourth one for g2 we see that g
T
1 = g2, where the superscript T denotes transposi-
tion. Similarly, gT2 = g3 and g
T
3 = g1, from which it follows immediately that g1 = g2 = g3 =
a symmetric rank-2 contravariant tensor. In other words, the algebraic condition also im-
plies that we can define a metric on M by
(17) g(X,Y ) = −ω1(X, I1Y ) = −ω2(X, I2Y ) = −ω3(X, I3Y )
for any X,Y ∈ TM . The minus signs have been chosen in order to ensure compatibility
with our original definition of the 2-forms ωi. Such a metric is automatically Hermitian with
respect to each Ii (this is possible only when dimM = 4n), and its signature is in general of
type (4n+, 4n−), with n++ n− = n, so the manifold M is in general pseudo-Riemannian.
Remark now that in order to prove that the manifold M carries a hyperka¨hler structure
it suffices to prove that each ωi is covariantly constant with respect to the Levi-Civita
connection of the metric g. The covariant constancy of the Ii follows then right away.
This can be shown in two steps. First, note that based on the quaternionic algebra
we can write successively ω2(X, I1Y ) = g(X, I2I1Y ) = −g(X, I3Y ) = −ω3(X,Y ), and since
the last expression is antisymmetric at the exchange of X and Y it follows that ω2 is of
mixed (2, 0) + (0, 2) type with respect to I1. By part (b) of Lemma 1 we then have
ω2(NI1(X,Y ), Z) = dω2(I1X, I1Y,Z)− dω2(X,Y,Z)(18)
+ dω3(I1X,Y,Z) + dω3(X, I1Y,Z).
As ω2 and ω3 are by assumption closed, the right-hand side of this equation vanishes, and
since moreover ω2 is non-degenerate it follows that the Nijenhuis tensor of I1 vanishes. By
the Newlander–Nirenberg theorem, I1 is then an integrable complex structure.
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Second, as ω1(X, I1Y ) = −g(X,Y ) is symmetric at the exchange of X and Y , ω1 is of
type (1, 1) with respect to I1. By part (a) of Lemma 1 we can then write
(19) 2∇Zω1(X,Y ) = ω1(NI1(X,Y ), Z)− dω1(I1X, I1Y,Z) + dω1(X,Y,Z).
The vanishing of the Nijenhuis tensor for I1 together with the closure of ω1 imply then
that ω1 is covariantly constant with respect to the Levi-Civita connection. The covariant
constancy of ω2 and ω3, as well as the integrability of I2 and I3, follow by cyclically
permuting the indices in the argument. 
Remark. The triplets of 2-forms defining a given hyperka¨hler metric are not unique. To be
more precise, the conditions of the theorem are invariant under the following two types of
constant linear transformations:
1) ωi 7→ λωi for any non-vanishing constant λ ∈ R×. The corresponding hyperka¨hler
metric rescales then from g to λg.
2) ωi 7→ Rijωj for any constant rotation matrix Rij ∈ SO(3). These transformations
leave the metric unchanged. Thus, for any triplet of 2-forms ωi satisfying the con-
ditions of the theorem one automatically has a half 3-sphere’s worth of such triplets
giving the same hyperka¨hler metric (recall that, topologically, SO(3) ∼= S3/Z2).
Out of these, the only invariance which is perhaps not immediately obvious is that of
the algebraic condition at SO(3) rotations. The considerations in the first part of the
proof make it clear that the algebraic condition is equivalent to the existence of a triplet
Ii ∈ End(TM) and a metric g such that ωiIj = εijkωk − δijg. Then, since SO(3) transfor-
mations preserve both the ε-symbol and the δ-symbol (the S and O in SO(3), respectively),
this relation is invariant under simultaneous rotations ωi 7→ Rijωj and Ii 7→ RijIj while g
stays unchanged. That is to say, for each rotated set of ωi’s there exists a rotated set of
Ii’s satisfying the same algebraic condition and determining the same metric.
On the quaternionic Ka¨hler side, on the other hand, we have the following version of
Proposition 3 from reference [2]:
Theorem 3. A finite-dimensional manifold M is quaternionic Ka¨hler if and only if it
possesses a rank-3 SO(3)-subbundle Q of the bundle of non-degenerate 2-forms on M and
an open covering C of M on each element U of which one can pick a local frame ω1, ω2, ω3
for Q|U satisfying simultaneously
• an algebraic condition: if we define
(20) I1 = ω
−1
3 ω2, I2 = ω
−1
1 ω3, I3 = ω
−1
2 ω1 ∈ End(TM)
then we have I21 = I
2
2 = I
2
3 = −1.
• an exterior differential condition: there exist locally defined 1-forms θ1, θ2, θ3 such
that
(21) dωi = −2εijk θj ∧ ωk.
Proof. The structure of the proof mirrors closely that of the previous theorem. In partic-
ular, by virtually the same arguments as before the algebraic condition implies that the
almost complex structures I1, I2, I3 satisfy the imaginary quaternionic algebra, and that,
moreover, a tri-Hermitian metric g can be defined by means of the same equation (17).
The essential difference with respect to the hyperka¨hler case is that these quantities are
now defined locally, and we need to check in addition that they give rise to the requisite
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global structures. For that, let us consider two arbitrary overlapping open sets U, V ∈ C.
The two corresponding local frames ωiU and ωiV of the vector bundle Q are related on
the intersection U ∩ V by means of a transition function Rij which is a local SO(3) rota-
tion: ωiV = RijωjU . Adjoining to the symbol of each locally defined quantity its domain
of definition we have then by essentially the same argument as in the Remark following
the previous theorem (RimωmU )(RjnInU ) = εijk(RklωlU )− δij gU . By considering the off-
diagonal terms in this relation we can see immediately that we must have IiV = RijIjU ,
that is, the almost complex structures are local sections—and in fact, frames—of an as-
sociated SO(3)-subbundle of End(TM). On the other had, from the diagonal terms we get
that gV = gU , that is, the metric is globally defined.
To prove that the manifold M carries a quaternionic Ka¨her structure it suffices to show
that the action of the Levi-Civita covariant derivative with respect to the metric g on the
2-forms ωi is of the form (3). The corresponding covariant differentiation property (1) of
the almost complex structures Ii follows then immediately.
By the same reasoning as in the hyperka¨hler case, ω2 and ω1 are of mixed (2, 0) + (0, 2)
respectively pure (1, 1) type with respect to I1. So then by parts (b) and (a) of Lemma 1
the same identities (18) and (19) hold now, too. From the first one, by inserting the
expressions for dω2 and dω3 given by the current exterior differential condition we retrieve,
after a purely algebraic computation, the following form for the Nijenhuis tensor of I1:
NI1(X,Y ) = 2(θ2(X) − θ3(I1X))I2Y + 2(θ2(I1X) + θ3(X))I3Y(22)
− 2(θ2(Y ) − θ3(I1Y ))I2X − 2(θ2(I1Y ) + θ3(Y ))I3X.
Plugging then this into the second identity together with the remaining expression for dω1
gives us after another series of algebraic manipulations that
(23) ∇Zω1(X,Y ) = −2θ2(Z)ω3(X,Y ) + 2θ3(Z)ω2(X,Y ).
Permuting the indices cyclically in this argument yields the rest of the components of the
desired property (3). 
Remark. Quaternionic Ka¨her manifolds are particular examples of quaternionic manifolds
(for a detailed review see e.g. [5]). These are manifolds M which carry a three-dimensional
subbundle of End(TM) with fibers spanned at each point by a basis {I1, I2, I3} whose
elements satisfy the algebra of imaginary quaternions, and which, in addition, admit a
torsion-free connection preserving this structure. If it exists, such a connection, called an
Oproiu connection, is not unique. Their so-called structure tensor takes the form
(24)
1
6
3∑
i=1
NIi(X,Y ) =
3∑
i=1
(θi
Op(X)IiY − θiOp(Y )IiX)
where the triplet of 1-forms θOpi are the Oproiu connection 1-forms.
From the above formula for the Nijenuis tensor for I1 and its cyclic permutations one
can verify that in the quaternionic Ka¨hler case the structure tensor is indeed of this form,
with
(25) θi
Op =
2
3
θi − 1
3
εijkθjIk.
(Here we use the convention that the Ii act on vector fields from the left and dually, on
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1-forms, from the right.) Note that these can be rewritten as
(26) θi
Op = θi + ξIi with ξ =
1
3
(θ1I1 + θ2I2 + θ3I3)
which essentially means (see e.g. [9]) that in the quaternionic Ka¨hler case the Oproiu
connection is equivalent to the Levi-Civita one.
The following alternative version of the criterion enunciated in Theorem 3 also holds:
Theorem 4. The exterior differential condition of Theorem 3 can be replaced with the
following condition:
• The principal SO(3)-bundle Q associated to the bundle Q admits a connection with
curvature 2-form equal, up to a non-vanishing constant, to ωi. That is, there exist
locally defined connection 1-forms θi and a constant s 6= 0 such that
(27) dθi + εijk θj ∧ θk = s ωi.
Proof. The fact that this condition implies the second condition of Theorem 3 is straight-
forward: the latter is a Bianchi-type consistency condition for the former. The converse
implication follows, for n > 1, from a result first shown by Alekseevsky, see e.g. part (iii)
of Theorem 5.7 in [5]. For n = 1, the condition above is equivalent to the Einstein equation.
In either case, one can identify
(28) s =
Rg
8n(n+ 2)
where Rg is the scalar curvature of the metric g. (s is called reduced scalar curvature, and
the extra 1/2 factor with respect to the definition in [5] is a matter of convention stemming
from our unusual normalization of the SO(3) connection 1-forms.) 
1.2. Killing vector fields. Next, we want to explore how symmetry conditions, and in
particular the Killing condition, translate in the framework in which triplets of 2-forms
rather than the metric and the (almost) complex structures play the fundamental role. In
order to address this question, we need to recall first some background material culminating
with a general theorem due to B. Kostant concerning Killing vector fields on Riemannian
manifolds with special holonomy.
1.2.1. Let M be a Riemannian manifold with metric g. By definition, we call an endo-
morphism Ω ∈ End(TM) skew-symmetric if
(29) g(X,ΩY ) = −g(Y,ΩX) def= ω(X,Y ).
for any pair X,Y ∈ TM . Skew-symmetric endomorphisms from End(TM) are in one-to-
one correspondence with 2-forms on M by way of the metric. On the space SkewEnd(TM)
of such endomorphisms one can define a natural inner product by
(30) 〈Ω1,Ω2〉 = − 1
dimM
trace(Ω1Ω2).
This is in general non-degenerate and, in Riemannian signature, positive definite. More-
over, a choice of orthonormal basis on the tangent space TpM at a point p ∈M gives a
vector space isometry TpM −→ RdimM , with the latter space endowed with the standard
Euclidean metric. This determines in turn an isomorphism between SkewEnd(TpM) and
so(dimM), the Lie algebra of skew-symmetric endomorphisms of RdimM .
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1.2.2. For any vector field X ∈ TM let us define the operator AX = LX −∇X measuring
the difference between the Lie derivative and the Levi-Civita covariant derivative along X.
Also, for any two vector fields X,Y ∈ TM , let RX,Y = [∇X ,∇Y ]−∇[X,Y ] be the usual Rie-
mannian curvature operator of the Levi-Civita connection. As derivations acting linearly
on any tensor field on M and vanishing on functions, both of these operators are linear
algebraic rather than differential in nature and are represented by tensors. The tensors are
in either case endomorphisms of the tangent bundle TM . For AX , this is ∇X, the covariant
derivative of X, which one may view as the endomorphism of TM defined by ∇XZ = ∇ZX
for any Z ∈ TM . For RX,Y , it is the Riemann curvature endomorphism R(X,Y ). So for
example, on functions, vector fields and endomorphisms of the tangent bundle we have,
respectively,
AXf = 0 RX,Y f = 0 ∀ f ∈ C∞(M)(31)
AXZ = −∇XZ RX,Y Z = R(X,Y )Z ∀ Z ∈ TM
AXΩ = −[∇X,Ω] RX,YΩ = [R(X,Y ),Ω] ∀ Ω ∈ End(TM)
where the square brackets denote commutators. What is more, R(X,Y ) ∈ SkewEnd(TM)
for all X,Y ∈ TM , whereas ∇X ∈ SkewEnd(TM) if and only if X is a Killing vector field.
In fact, in regard to Killing vector fields we have, moreover, the following properties (see
e.g. Proposition 2.6 in ch.VI, sec. 2 of [35]):
Lemma 5. Let M be a Riemannian manifold.
1) If X is a Killing vector field on M then
(32) [∇Y , AX ] = RX,Y
for any vector field Y ∈ TM .
2) If both X and Y are Killing vector fields on M then we have
(33) RX,Y = [AX , AY ]−A[X,Y ].
Proof. The relations follow immediately from the definitions upon using the fact that the
Lie derivative with respect to a Killing vector field commutes with the Levi-Civita con-
nection. Formally, this can be expressed as follows: if X is a Killing vector field, then
[LX ,∇Y ] = ∇[X,Y ] for any vector field Y . 
Note that in terms of the associated skew-symmetric endomorphisms the operatorial rela-
tion (32) can be equivalently written as
(34) ∇Y (∇X) = R(Y,X).
This is sometimes known as Kostant’s formula.
1.2.3. The isometries of a Riemannian manifold form a Lie group (Myers–Steenrod). On
another hand, we have the notion of holonomy group. Given a connected Riemannian
manifold M , its holonomy group at a point p ∈M is by definition the set of linear en-
domorphisms of the tangent space TpM obtained by parallel transporting tangent vectors
with respect to the Levi-Civita connection around piecewise smooth loops based at p. This
set has naturally the structure of a group. The restricted holonomy group at p is the sub-
group coming from contractible loops. The latter is a connected Lie subgroup of the group
of orthogonal transformations of TpM . By choosing an orthonormal basis for TpM we may
identify it with a Lie subgroup of SO(dimM). This subgroup depends on both the choice
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of basis and of base point p, but its conjugacy class depends on neither. The possible ho-
lonomy groups of simply-connected irreducible Riemannian manifolds have been classified
by M. Berger.
The relation between the holonomy group and the (continuous part of the) isometry
group of a Riemannian manifold is described by the following result:
Theorem 6 (Kostant [37]). Let M be a Riemannian manifold and h be the Lie algebra of
the restricted holonomy group at a point p ∈M . If X is a Killing vector field on M , then
the skew-symmetric endomorphism of the tangent space TpM determined by ∇X belongs
to the normalizer of h in so(dimM). Moreover, if M is orientable and compact then this
belongs simply to h.
Proof. As a skew-symmetric endomorphism of the tangent bundle, ∇X can be decomposed
uniquely into two orthogonal components with respect to the inner product (30), one
belonging to h and the other to its orthogonal complement in so(dimM):
(35) ∇X = ∇X h +∇X h⊥.
Suppose then we act with ∇Y for some vector field Y simultaneously on both sides of this
equation. One the left-hand side we obtain, by way of the property (34), R(Y,X), which,
by the Ambrose-Singer theorem, belongs to h. On the other hand, since the inner product
is preserved by parallel transport, one can argue that ∇Y (∇X h) ∈ h and ∇Y (∇X h⊥) ∈ h⊥
for all Y . The inner product being non-degenerate, the intersection h ∩ h⊥ is trivial, and
so it follows that one must have ∇Y (∇X h⊥) = 0. This means in particular that ∇X h⊥ is
invariant at parallel transport around a closed loop and thus belongs to the centralizer of
h in so(dimM). The first part of the theorem follows then immediately.
For further details as well as the proof of the fact that whenM is orientable and compact
∇X h⊥ vanishes we direct the interested reader to the original paper [37], or the review in
ch. VI of [35]. 
1.2.4. Let us return now to the particular case of quaternionic Ka¨hler and hyperka¨hler ma-
nifolds, for which dimM = 4n. Remark that we have now at our disposal three more skew-
symmetric endomorphisms of the tangent bundle, namely I1, I2, I3. Since SkewEnd(TpM)
is isomorphic in either case, for any point p ∈M , to the fundamental representation of
the Lie algebra so(4n), it inherits this one’s structure. Thus, it naturally splits into three
subspaces isomorphic to the sp(n) and sp(1) Lie subalgebras of so(4n), and their comple-
ment in so(4n), respectively. The second subspace is spanned by I1, I2, I3 and, moreover,
any element from the first subspace commutes with any element from the second. What is
more, the three subspaces are mutually orthogonal with respect to the inner product (30).
These algebraic properties can be seen explicitly for instance within the so-called E–H
formalism of [45]. Let us recall briefly its main aspects. For quaternionic Ka¨hler manifolds
one can associate in principle a locally defined vector bundle to each representation of the
holonomy group Sp(n)×Z2Sp(1). In particular, the complexified cotangent bundle T ∗CM
splits locally into a tensor product E ⊗H of two such vector bundles corresponding to the
standard complex representations of rank 2n and 2 of Sp(n) and Sp(1), respectively. For
n = 1, in four dimensions, where the holonomy definition is side-stepped, one takes instead
E and H to be the two spinor bundles of M . The bundles E and H come equipped with
natural symplectic forms—constant anti-symmetric sections εE ∈ Λ2E and εH ∈ Λ2H. In
the hyperka¨hler case, which in this context is most profitably viewed as a quaternionic
Ka¨hler limit case, the same split structure exists, except that the bundle H is now trivial.
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Any SO(4n)-module decomposes into direct sums of irreducible Sp(n)×Z2Sp(1)-mo-
dules, which are tensor products of even total number of Sp(n) and Sp(1)-modules. In
particular, this is the case for the bundle Λ2T ∗M . Any 2-form ω thus decomposes as
(36) ω = ω sp(n) + ω sp(1) + ωcpl
where, in a local E–H frame, we have
ω sp(n)= ωE ⊗ εH , with ωE ∈ S2E ∼= sp(n)(37)
ω sp(1) = εE ⊗ ωH , with ωH ∈ S2H ∼= sp(1)
ωcpl ∈ Λ20E ⊗ S2H.
Here, S and Λ denote symmetric respectively anti-symmetric tensor products, and Λ20E
denotes the kernel of the contraction of Λ2E with the inverse of the symplectic form εE
(this kernel is trivial for n = 1). Note that the quaternionic Ka¨hler/hyperka¨hler 2-forms ωi
are of pure sp(1) type, and they provide a frame for the respective subbundle of Λ2T ∗M .
On another hand, in the same E–H frame the metric factorizes locally as g = εE ⊗ εH .
Recalling then that any skew-symmetric endomorphism Ω of TM is related to a corre-
sponding 2-form ω by Ω = g−1ω, the statements above, and in particular the orthogonality
claim, can be verified directly through simple algebraic calculations.
1.2.5. The curvature tensor also admits an irreducible E–H decomposition [45, Theorem
3.1]. In what follows, though, we will only need the fact that the curvature endomorphism
of a quaternionic Ka¨hler manifold satisfies the commutation property
(38) [Ii, R(X,Y )] = 2s εijk ωj(X,Y )Ik.
For hyperka¨hler manifolds the right-hand side vanishes, consistent with taking the limit
to s = 0. In the quaternionic Ka¨hler case this is essentially the consistency condition for
the differential equation (1), with the Einstein condition (27) taken into account. In the
hyperka¨hler case it is simply the consistency condition for the corresponding equation (2).
In either case its structure can be easily understood by purely algebraic arguments from
the Ambrose–Singer theorem.
Note in particular that if we multiply this equality from either side with an Il and then
take the trace of the result we obtain—using successively the cyclicity property of the trace,
the quaternionic algebra, and the fact that the trace of any element from SkewEnd(TM)
vanishes— the following consequence:
(39) 〈Ii, R(X,Y )〉 = s ωi(X,Y ).
1.2.6. For the remainder of this section we will assume that the manifolds are irreducible,
by which we mean that their holonomy groups are assumed to be equal to rather than
included in Sp(n)×Z2Sp(1) in the quaternionic Ka¨hler case (for n > 1), and Sp(n) in the
hyperka¨hler one.
If the quaternionic Ka¨hler or hyperka¨hler manifold M possesses a Killing vector field
X, then by Theorem 6 its covariant derivative ∇X belongs to the normalizer of the Lie
subalgebra sp(n)⊕ sp(1) respectively sp(n) in so(4n), which one can easily see is in both
cases sp(n)⊕ sp(1). With the notations above, this means that ∇Xcpl = 0, and so
(40) ∇X = ∇Xsp(n) +∇Xsp(1)
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with the two remaining components both orthogonal and commuting. In four dimensions
this decomposition is automatic for any skew-symmetric endomorphism of TM , so in this
case one need not resort to holonomy arguments. The second component, in particular, is
a linear superposition
(41) ∇Xsp(1) = −
3∑
i=1
νXiIi
with coefficients νXi, where the minus sign is conventionally chosen for later convenience.
The generators Ii satisfy the orthogonality relations 〈Ii, Ij〉 = δij and 〈Ii,∇Xsp(n)〉 = 0,
and thus we may identify
(42) νXi = −〈Ii,∇X〉.
1.2.7. These coefficients play an important role in the description of Killing symmetries.
In the quaternionic Ka¨hler case, switching to an R3-vector notation, we have:
Theorem 7 (Galicki, Lawson [25, 26]). Consider a quaternionic Ka¨hler manifold M with
associated principal SO(3)-bundle Q, and assume that M has a continuous group of isome-
tries G, with Lie algebra g. Then a vector field X ∈ g, that is X is Killing, if and only if
there exists a local section ~νX of the tensor product bundle g
∗ ⊗Q over M such that 2
(43) LX~ω = −2(ιX~θ + ~νX)×~ω
or, equivalently, such that
(44) d~νX + 2~θ×~νX = s ιX~ω.
Explicitly, this section is given by the formula ~νX = −〈~I,∇X〉 for any X ∈ g and it is
◦ nowhere vanishing
◦ the unique solution to the quaternionic-Ka¨hler moment map equation (44)
◦ G-equivariant
◦ and, for any X,Y ∈ g, we have
(45) 2~ν[X,Y ] = 2~νX×2~νY − 2s ~ω(X,Y ).
Proof. Suppose X is a Killing vector field on M . Then by the rules laid out in the list (31)
we have
(46) AXIi = [Ii,∇X ] = [Ii,∇Xsp(1)] = −2εijk νXjIk.
The sp(n) component of ∇X drops out because it commutes with the sp(1) generators,
and for the remaining sp(1) component we use the representation (41). Converting then
the almost complex structures into 2-forms by means of the metric, which is preserved by
the action of AX , gives us promptly the rotation property (43).
Conversely, let us assume that we have a vector field X whose Lie action rotates the
quaternionic Ka¨hler 2-forms, that is LXωi = −2εijkrjωk for some locally defined triplet
of functions rj. Using then any one of the expressions (16) of the metric in terms of
the quaternionic Ka¨hler 2-forms one can easily check that this implies that X is Killing,
regardless of the particular form of the functions rj .
Suppose now again that X is Killing. If we act with ∇Y for some arbitrary Y ∈ TM on
the expression (42) for νXi we obtain, by applying the Leibniz rule and then the properties
2The symbol × denotes the usual R3-vector cross product.
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(1), (34) and (39), that ∇Y νXi + 2εijk θj(Y )νXk = s ωi(X,Y ). The quaternionic Ka¨hler
moment map equation (44) is simply a rewriting of this equation in the language of differ-
ential forms.
Conversely, let us assume that there exists a vector field X satisfying the quaternionic
Ka¨hler moment map equation for some locally defined functions νXi. Then by acting on
this equation with an exterior differential and making use of the Einstein property (27) one
can show that the rotation property (43) is implied. By the argument above, this implies
further that X must be Killing.
The non-vanishing of the section νXi follows directly from the quaternionic Ka¨hler mo-
ment map equation. Should it vanish at some point, the equation would imply that X
would be a null vector for the 2-forms ωi at that point, which would contradict their
non-degeneracy.
For an argument that the solution to the quaternionic Ka¨hler moment map equation is
unique we refer the reader to reference [26].
Remark. Note that, unlike the rest of the arguments in the proof, each of the arguments
in the last three paragraphs fails in the limit when s = 0 and thus cannot be extended to
the hyperka¨hler case.
Assume now that we have two Killing vector fields X,Y ∈ g. Using the representation
(33) for the curvature operator, and then the formulas (46) and (38), we can write
(47) A[X,Y ]Ii = [AX , AY ]Ii − [R(X,Y ), Ii ] = −2εijk ν[X,Y ]jIk
with ν[X,Y ]j defined as in the theorem.
Finally, since LY acts on scalars as ιY d, from the quaternionic Ka¨hler moment map
equation it follows that LY νXi = ν[X,Y ]i − 2εijk (ιY θj + νY j)νXk, showing that the sections
νXi transform indeed equivariantly under the infinitesimal action of G. 
1.2.8. In the hyperka¨hler limit the coefficients ~νX lose the moment map interpretation
and become constant.
Theorem 8. Let M be a hyperka¨hler manifold having a continuous group of isometries
G, with Lie algebra g. Then a vector field X ∈ g, that is X is Killing, if and only if there
exists a constant map ν :M −→ g∗ ⊗ R3 such that
(48) LX~ω = −2~νX×~ω.
Explicitly, the map is given by the formula ~νX = −〈~I,∇X〉 and, for any X,Y ∈ g, we have
(49) 2~ν[X,Y ] = 2~νX×2~νY .
Moreover, if M is compact, ν vanishes entirely.
Proof. The proof in the quaternionic Ka¨hler case carries over in the limit when s and ~θ
vanish, apart from the three instances identified in the intermediary Remark. In particular,
equation (44) now reads simply d~νX = 0, implying that the functions ~νX are constant in
hyperka¨hler setting (note also that rather than being local sections, they are now globally
defined). This equation no longer has the form of a moment map condition, nor does it
imply anymore the rotation property. As for the remaining equations, (43) and (45), they
take in this limit, with less dramatic consequences, the forms (48) and (49), respectively.
Finally, the last statement of Theorem 6 implies that, whenM is compact, ∇Xsp(1) = 0 for
any X ∈ g. 
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Killing vector fields X for which ~νX vanishes are known as tri-Hamiltonian (or tri-
holomorphic), and the ones for which this is not the case as rotational (or permuting).
(Note that the two notions do not depend on the particular frame chosen in the space
of hyperka¨hler symplectic 2-forms.) So the theorem states that Killing vector fields on
hyperka¨hler manifolds can only be either of tri-Hamiltonian or of rotational type. This
generalizes a result proved by other means in four dimensions by Boyer and Finley [11].
In particular, when the manifold is compact, Killing vector fields, should they exist, are
necessarily tri-Hamiltonian.
1.3. Homothetic Euler vector fields. We end this section with an examination of a
different type of symmetry, conformal in nature rather than Killing, which plays a central
role in Swann’s celebrated quaternionic bundle construction, reviewed in the next section.
Consider a Riemannian or pseudo-Riemannian manifold M with Levi-Civita connection
∇. We call a vector field X on M homothetic Euler if
(50) ∇YX = Y
for any vector field Y ∈ TM . In the notation of subsection 1.2 this is equivalent to requiring
that ∇X be equal to the identity endomorphism of TM . The terminology is justified by
the fact that a manifold M possessing such a vector field is automatically a metric cone
[28], in which context the vector field is known as an Euler vector field.
A vector field is homothetic Euler if and only if it is homothetic and hypersurface-ortho-
gonal. In fact, we have the following list of equivalent characterizations:
Proposition 9. Let M be a Riemannian or pseudo-Riemannian manifold with metric g
and corresponding Levi-Civita connection ∇. Then the following conditions are equivalent:
a) M possesses a homothetic Euler vector field X.
b) There exists a function κ on M such that g = ∇2κ.
c) There exists a function κ on M such that its gradient vector field with respect to
the metric, ιXg = dκ, satisfies the homothetic property LXg = 2g.
If M is assumed in addition to be hyperka¨hler, then we can add to this list the conditions
d) There exists a function κ on M which is simultaneously a Ka¨hler potential for every
hyperka¨hler Ka¨hler 2-form with respect to its corresponding complex structure, i.e.
(51) ωi =
1
2
d(dκIi).
e) There exist four vector fields X,X1,X2,X3 ∈ TM and a function κ on M such that
(52) ιXiωj = εijkιXωk − δijdκ and LXωk = 2ωk.
Remark. A hyperka¨hler manifold M with this structure is known as a hyperka¨hler cone.
Due to the property (d) the function κ is called in this context a hyperka¨hler potential.
Homothetic Euler vector fields were first introduced in a physical setting in relation to the-
ories ofN = 2 hypermultiplets in four spacetime dimensions invariant under superconformal
symmetries by de Wit, Kleijn and Vandoren in [19] (see also [20]). The characterizations
(b) and (d) precede this definition and are due to Swann [46]. Through the property (e),
involving exterior algebra conditions on the hyperka¨hler symplectic 2-forms, we add to this
collection of characterizations one which is closest in spirit to the approach that we have
developed in these notes.
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Proof. We begin with the case when M is simply Riemannian or pseudo-Riemannian, with
metric g and Levi-Civita connection ∇. Let us recall, first, that for any X,Y,Z ∈ TM
we have the identity (LXg)(Y,Z) = g(∇YX,Z) + g(∇ZX,Y ). And, second, that for any
function κ, its Hessian tensor is given by ∇2Y,Zκ = g(∇YX,Z) for any Y,Z ∈ TM , where
X represents now the gradient vector field of κ with respect to the metric; this formula
holds in fact for any metric-preserving affine connection.
a)⇒ b), c) Assuming the condition (a) holds, define the function
(53) κ =
1
2
g(X,X).
Then, for any vector field Y ∈ TM we have ∇Y κ = g(X,∇YX) = g(X,Y ), which is to say,
X is the gradient of κ with respect to the metric. The first and second identities above
imply then immediately the conditions (c) and (b), respectively.
b)⇒ a) Let in this case X be, by definition, the gradient vector field of the function
κ with respect to the metric. The implication follows then promptly from the Hessian
formula above.
c)⇒ a) The homothetic condition LXg = 2g implies on one hand, by way of the first
Levi-Civita identity above, that g(∇YX,Z) + g(∇ZX,Y ) = 2g(Y,Z) for any Y,Z ∈ TM .
On another hand, from the symmetry of the Hessian tensor it follows, by way of the second
identity, that g(∇YX,Z) = g(∇ZX,Y ). One gets then that g(∇YX,Z) = g(Y,Z) for any
Y,Z ∈ TM , which then by the fact that the metric g is non-degenerate implies the condition
(a).
Let us assume now that the manifold M is, moreover, hyperka¨hler.
b)⇒ d) We have in this case ωi(Y,Z) = g(Y, IiZ) = ∇2Y,IiZκ = ∇Y∇Zκ−∇∇Y (IiZ)κ, for
any Y,Z ∈ TM . Since the hyperka¨hler complex structures are preserved individually by
the Levi-Civita connection we can replace the last term (ignoring the sign) with ∇Ii∇Y Zκ.
In differential form language, the result can be written rather more nicely in the form
ωi =
1
2d∇(dκIi). As the Levi-Civita connection is torsion-free, which translates into an
index symmetry for the Christoffel symbols, we can eventually replace in this expression
d∇ with the usual exterior derivative, d.
d)⇒ e) Given the potential function κ on M , define the vector fields X,X1,X2,X3 as
the gradients of κ with respect to the metric respectively the three hyperka¨hler symplectic
forms, as follows:
(54) ιX1ω1 = ιX2ω2 = ιX3ω3 = −ιXg = −dκ.
By using the quaternionic properties of the hyperka¨hler complex structures we get then that
ιX1ω2 = −ιX1ω1I3 = ιXgI3 = ιXω3. Cyclically permuting the indices in this last argument
yields a set of formulas which, together with the definitions of the four vector fields, can be
assembled in the form of the first condition (52). To obtain the second condition (52), on the
other hand, note that we have ιXωi = ιXgIi = dκIi. Then LXωi = dιXωi = d(dκIi) = 2ωi.
e)⇒ c) Consider, say, the following off-diagonal component of the first condition (52):
ιX1ω2 = ιXω3. From this it follows that X1 = ιXω3ω2
−1 = ω2
−1ω3X = −I1X , where in the
last step we made use of the second expression for I1 in (15). Cyclically permuting the
indices in this argument gives us
(55) Xi = −IiX.
Substituting this back into the condition we get then from the diagonal components that
ιXg = dκ. On another hand, the second condition (52) implies immediately by way of any
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one of the expressions (16) for the metric that LXg = 2g. This concludes the proof of the
chain of equivalences. 
Hyperka¨hler cones are naturally foliated by four-dimensional leaves. More precisely, we
have:
Proposition 10. Let M be a hyperka¨hler cone. Then the four vector fields X, X1,X2,X3
at point (e) of Proposition 9 generate the R⊕ sp(1) algebra
(56) [Xi,Xj ] = 2εijkXk [Xi,X ] = 0
with X homothetic Euler and X1,X2,X3 Killing vector fields of rotating type.
Proof. Acting with an exterior derivative on the first condition (52) and using the closure
of the ωi to pass to Lie derivatives by way of Cartan’s homotopy formula we get that
(57) LXiωj = 2εijkωk.
This means that each one of the vector fields X1,X2,X3 generates a rotational action on
M and is therefore Killing. We then have
ι[Xi,Xj ]ωl = (ιXiLXj − ιXjLXi + [d, ιXi ιXj ])ωl(58)
= 2εjlk ιXiωk − 2εilk ιXjωk − 2εijldκ
where we used that ωl(Xi,Xj) = g(IiX, IlIjX) = −g(X, IiIlIjX) = εiljg(X,X) = −2εijlκ,
as well as the closure of ωl; resorting again to the first condition (52) and the Jacobi property
of the ε-symbol returns in the end
= 2εijk ιXkωl.
Since the ωl are non-degenerate, this is equivalent to the first algebraic condition (56). The
remaining condition (56) can be derived by a similar argument. 
2. Swann bundles
In [46] Swann introduced a powerful tool for the study of quaternionic Ka¨hler manifolds
by showing that over each such manifold one can construct a quaternionic bundle whose
total space carries a hyperka¨hler cone structure encoding the quaternionic Ka¨hler geometry
of the base. This allows one to describe the geometry of manifolds which in general have
no integrable complex structures, apart perhaps from accidental ones inessential to their
quaternionic Ka¨hler structure, in terms of the hyperka¨hler geometry of a space of four real
dimensions higher possessing a wealth of integrable complex structures. Before we proceed
to review the details of Swann’s construction it is useful to recall a few facts about (a Z2
quotient of) the multiplicative group of non-zero quaternions, H×, which plays a key role
in this story.
2.1. Two structures on the group H×/Z2.
2.1.1. Consider an embedding of the group Sp(1) of unitary quaternions into H×. Clearly,
every non-zero quaternion can be uniquely represented as a positive real number, its abso-
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lute value, times a unit quaternion; this gives a natural isomorphism
(59) H× ∼= R+⊗ Sp(1).
Thus, H× has the structure of a Lie group, with Lie algebra generated by the standard
quaternionic basis 1, i, j, k. In what follows we will denote the elements of this basis
uniformly with u0, u1, u2, u3, respectively—or, simply, ua. The indices a, b, . . . will be
assumed to run from 0 to 3 while the indices i, j, k, . . . to run, as until now, from 1 to 3,
and the summation convention over repeated indices will continue to be implied.
The adjoint representation of H× is four-dimensional and defined by q−1ua q = Rab(q)ub,
for any q ∈ H×. It satisfies the properties
1. Rab(λq) = Rab(q) for any λ ∈ R×(60)
2. Rab(q
−1) = Rba(q).
The first one follows immediately from the definition. Taking in it in particular λ = 1/|q|
and λ = −1, one can see that the adjoint representation descends to a representation of
the rotation group SO(3), whose double cover is Sp(1). This is reducible: one can write
it in block-diagonal form as the direct sum of the one-dimensional trivial representation
and the three-dimensional irreducible representation Rij(q) of SO(3). On the other hand,
by the associativity of quaternionic multiplication and the multiplicative property of the
norm, |ua| = |q−1uaq| = |Rab(q)ub|, which is to say, adjoint transformations preserve the
quaternionic norm. They preserve hence also the associated inner product, and the second
relation is the expression of this orthogonality property.
The Lie algebra (i.e. quaternion)-valued left and right-invariant Cartan–Maurer 1-forms
of H× are given by
σL = q−1dq = σa
Lua σ
R = qdq−1= σa
Rua(61)
for any element q ∈ H×. Thus defined, each of these satisfy the same set of Cartan–Maurer
equations, which in components read
dσi
L + εijkσj
L∧σkL = 0 dσiR + εijkσjR∧σkR = 0(62)
dσL0 = 0 dσ
R
0 = 0.
The left and right-invariant Cartan–Maurer 1-forms are related to each other by an adjoint
transformation up to a minus sign: σa
L = −Rab(q−1)σbR. Note that in particular we have
(63) σL0 = −σR0 =
d|q|2
2|q|2 .
Dual to the Cartan–Maurer 1-forms one has the left and right-invariant vector fields
of the Lie group H×. The duality requirement with respect to the corresponding set of
invariant 1-forms determines them completely. They form two commuting copies of the Lie
algebra R⊕ sp(1), i.e.
[ℓi
L, ℓj
L ] = 2εijk ℓk
L [ℓi
R, ℓj
R ] = 2εijk ℓk
R(64)
[ℓi
L, ℓL0 ] = 0 [ℓi
R, ℓR0 ] = 0
which one may think of as the dual Cartan–Maurer equations, and the two sets of vector
fields are related by ℓa
L = −Rab(q−1)ℓbR. In particular, we have
(65) ℓL0 = −ℓR0 = q0
∂
∂q0
+ q1
∂
∂q1
+ q2
∂
∂q2
+ q3
∂
∂q3
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where q0, q1, q2, q3 are the components of the quaternion q.
2.1.2. In addition to the Lie group structure, H× carries also two hypercomplex structures.
That is, its tangent bundle is equipped with two natural actions of the algebra of imaginary
quaternions, with the three generators defining integrable complex structures. Viewing
complex structures in their dual guise as endomorphisms of the cotangent bundle, and in
accordance with our convention that complex structures act from the right on 1-forms,
these actions are induced by right and left quaternionic multiplication on a quaternionic
coframe of T ∗H× as follows:
(66) dqIiL = dqui dqIiR = −uidq.
They are respectively left and right-invariant, and the two sets of hypercomplex generators
commute with each other.
Let 〈x, y〉 = 12(|x+ y|2 − |x|2 − |y|2) for any x, y ∈ H be the inner product induced on the
space of quaternions by the quaternionic norm. Observe that in the standard quaternionic
basis this takes the Euclidean form 〈ua, ub〉 = δab and, moreover, that in terms of it the
alternating quaternionic products of any two quaternions x, y ∈ H admit the representations
(67) x¯y = 〈xua, y〉ua xy¯ = 〈x, uay〉ua
where the overhead bar indicates the operation of quaternionic conjugation. One can then
verify that in the alternative coframes provided by the Cartan–Maurer 1-forms and their
respective dual vector frames the generators of the two hypercomplex structures may be
expressed as
(68) IiL = 〈uaui, ub〉 ℓaL ⊗ σbL IiR = 〈ua, uiub〉 ℓaR ⊗ σbR.
By resorting to the orthogonality property of the adjoint representation and the left-right
transition formulas one can also recast these in the form
(69) IiL = Rij(q−1)〈uauj , ub〉 ℓaR ⊗ σbR IiR = Rij(q)〈ua, ujub〉 ℓaL ⊗ σbL.
2.1.3. Finally, note that both the Lie group structure and the two hypercomplex structures
of H× considered above descend on the quotient of H× with respect to the Z2-action
generated by q 7→ −q. In this case we have
(70) H×/Z2 ∼= R+⊗ SO(3).
This is the conformal special orthogonal group in three dimensions.
2.2. The Swann bundle of a quaternion Ka¨hler manifold.
2.2.1. Let M be a quaternionic Ka¨hler manifold, with a choice of local frame ω1, ω2, ω3
for its SO(3)-bundle of 2-forms Q and a principal connection with local connection 1-forms
θ1, θ2, θ3 on the associated principal bundle Q. For the considerations which follow it will
be convenient to regard these two triplets as the components of two imaginary quaternion-
valued differential forms, ω = ωiui and θ = θiui. In this quaternionic formalism then the
Einstein condition (27) of Theorem 4 can be cast in the form
(71) dθ + θ ∧ θ = sω
where the wedge symbol denotes here the natural extension of the operation of exterior
product to quaternion-valued differential forms.
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By definition, the Swann bundle over the quaternion Ka¨hler manifoldM is the associated
bundle
(72) U(M) = Q×SO(3) (H×/Z2) −→M.
On its total space one assembles the following ImH-valued 2-form:
(73) Ω = s q¯ωq + (dq + θq)∧ (dq + θq).
Although this is made up of local quantities, it is globally defined. Indeed, consider
an open covering C of M and two overlapping open sets U, V ∈ C. On the intersection
U ∩ V the corresponding local frames of Q are related by an SO(3) transition function,
that is, ωiV = Rij(uV U )ωjU , with uV U ∈ Sp(1) being either one of the two opposite-sign
unit quaternions which determine the rotation matrix through the double cover map
Sp(1)→ SO(3) (recall that Rij(uV U ) = Rij(−uV U )). In quaternionic notation this tran-
sition relation reads ωV = uV U ωUuV U
−1 . On another hand, the transition relation for the
connection 1-form is θV = uV U θUuV U
−1 + uV U duV U
−1 . Thus, if the quaternionic fiber coor-
dinates patch up according either to the rule qV = uV UqU or to qV = −uV UqU , then we
have ΩV = ΩU , which then by the arbitrariness in the choice of U and V implies that Ω is
globally defined on U(M). Note also that in either case |qV | = |qU |, so the function |q| is
globally defined on U(M) as well.
In fact, there are more globally defined quantities one can consider. To see that, let
σaU
L and σaU
R for any U ∈ C be the pull-backs by the local trivialization map of the left and
right-invariant Cartan–Maurer 1-forms from H×/Z2 to the fibers above U—and then let
ℓaU
L and ℓaU
R be their respective dual vector fields. Using the above patching rules for the
quaternionic fiber coordinates one can then check that on any intersection U ∩ V we have
ℓaV
L = ℓaU
L and ℓaV
R = Rab(uV U )ℓbU
R . Thus, in particular, the left-invariant vertical vector
fields are also globally defined, as one would expect to be the case for a bundle associated
to a right principal bundle.
Let Ω1, Ω2, Ω3 be the real components of Ω. The rationale behind the above definition
is provided by the following result:
Theorem 11 (Swann [46]). Let M be a quaternionic Ka¨hler manifold. The bundle U(M)
endowed with the 2-forms Ω1, Ω2, Ω3 constructed as above is a hyperka¨hler cone with ho-
mothetic Euler vector field ℓL0 and hyperka¨hler potential |q|2.
Proof. The fact that the three 2-forms determine a hyperka¨hler structure on U(M) can
be seen fairly quickly by checking that they satisfy the conditions of Theorem 4. Thus,
one one hand, the verification of the differential condition of the theorem is considerably
facilitated if one observes that Swann’s formula (73) can be equivalently rearranged in the
form
(74) Ω = q¯(s ω − dθ − θ ∧ θ)q − d[q¯(σR− θ)q ].
By virtue of the Einstein condition (71) Ω is then clearly locally exact and hence closed.
On the other hand, for the algebraic condition, note that the same formula (73) can also
be equivalently rewritten as
(75) Ω = q¯[s ω + (σR− θ)∧ (σR− θ)]q
or, in components, with notations introduced in the previous subsection,
(76) Ωi = |q|2Rij(q−1)[s ωj + 〈uauj , ub〉(σaR− θa)∧ (σbR− θb)]
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where it is understood that θ0 = 0. The last expression, in particular, displays the Ωi as
block-diagonally split along the horizontal and vertical subspaces determined locally by
the fiber structure. So then, in order to show that they satisfy the algebraic condition
of Theorem 4, it suffices to verify that their horizontal and vertical components satisfy it
separately. (It is worth noting also that the twisting prefactor can can be safely ignored
since the algebraic condition is preserved by simultaneous rescalings and SO(3) rotations,
see the Remark following Theorem 2.) This is indeed ensured, on the horizontal side, by
the fact that the quaternionic Ka¨hler 2-forms ωi satisfy themselves the algebraic condition,
and on the vertical side, by the fact that the map ui 7→ 〈uaui, ub〉 gives a four-dimensional
real matrix representation of the standard imaginary quaternions.
Regarding the cone structure, note that Swann bundles possess a natural H×/Z2-action
induced by right quaternionic multiplication in the fiber: taking q 7→ qv with v ∈ H× con-
stant results in Ω 7→ v¯Ωv and G 7→ |v|2G. The Z2-quotient reflects the invariance of these
transformations under v 7→ −v. The infinitesimal generators of this action are the left-
invariant vertical vector fields, and we have
(77) ιℓLi
Ωj = εijk ιℓL
0
Ωk − δij d|q|2 and LℓL
0
Ωk = 2Ωk
which then by part (e) of Proposition 9 means that the bundle U(M) has a hyperka¨hler
cone structure with hyperka¨hler potential |q|2 and homothetic Euler vector field ℓL0 . 
Observe moreover, in line with our stance of regarding the metric as a composite object,
that from the formulas (73) and (75) for the hyperka¨hler symplectic forms one can work
out for the hyperka¨hler metric on U(M) the expressions
G = sg|q|2 + |dq + θq|2(78)
and
G = |q|2 (sg + |σR− θ|2)(79)
respectively. From either one of these it is clear that if the signature of the quaternionic
Ka¨hler metric g is (4n+, 4n−), then the signature of Swann’s hyperka¨hler metric G is either
(4n++ 4, 4n−) if s > 0, or (4n−+ 4, 4n+) if s < 0.
Likewise, one can also work out the corresponding hyperka¨hler complex structures on
U(M) to obtain
(80) Ii = Rij(q
−1)[Ij
H + 〈uauj , ub〉 ℓaR ⊗ (σbR− θb)]
where the Ii
H represent the horizontal lifts to U(M) of the almost complex structures Ii
associated to the triplet of 2-forms ωi on M . (One-forms on M can be lifted to U(M)
by pullback, while the horizontal lift of a vector field X on M to U(M) is given by
X H = X + (ιX θi)ℓi
R; elements of End(M) ∼= TM ⊗ Λ1M such as the Ii are then lifted
in accordance with the tensor product rule.) This shows that the complex structures Ii,
too, split block-diagonally along the local fibration structure into horizontal and vertical
components, with the first ones induced by the quaternionic structure on the quaternionic
Ka¨her base and twisted by a fiber coordinate-dependent SO(3) rotation, and the second
ones induced by the left-invariant hypercomplex structure on the H×/Z2 fiber (see in partic-
ular the first formula (69)). This is reminiscent of the way in which the integrable complex
structure on the twistor space of a hyperka¨hler manifold was constructed in [32].
The previous theorem admits the following converse, which we give here without proof
and refer the reader to Theorem 5.9 in [46]:
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Theorem 12 (Swann [46]). Any hyperka¨hler cone with positive hyperka¨hler potential,
whose four canonical vector fields generate a locally free H×/Z2-action is locally homo-
thetic to a Swann bundle.
Note that when the metric of a hyperka¨hler cone is positive definite, the formula (53)
makes it clear that its hyperka¨hler potential can always be chosen to be strictly positive.
In indefinite signature, on the other hand, the hyperka¨hler potential can always be made
at least locally positive, if it is not already so, by flipping the signature of the metric.
2.2.2. Let us consider now how Killing symmetries fit into this construction. The main
result in this regard is the following:
Theorem 13. Let M be a quaternionic Ka¨hler manifold with Swann bundle U(M). Then
any Killing vector field X on M can be lifted to a tri-Hamiltonian vector field X on U(M)
which commutes with the H×/Z2-action, and conversely, any tri-Hamiltonian vector field
X on U(M) which commutes with the H×/Z2-action descends to a Killing vector field X
on M . If νX i is the quaternionic Ka¨hler moment map of X , we have
(81) X = X H+ νX i ℓi
R.
Moreover, there exists a choice of hyperka¨hler moment map µXi for X such that the two
moment maps are related by
(82) ~µX = q¯~νX q.
Both the descent and the lift maps preserve the Lie bracket.
Remark. In equation (82) we have deliberately blurred the line between R3-vectors and
imaginary quaternions in view of the isomorphism ImH ∼= R3. That is, despite employing
the traditional R3-vector notation, we clearly regard the two moment maps as ImH-valued
functions. In what follows we will institutionalize this practice and often resort to this
notational ambivalence when the context allows for an unequivocal interpretation.
Proof. In what follows we denote, for conciseness, the H-valued vertical 1-form σR− θ by
α, with α0 and ~α designating its real and quaternionic imaginary components, respectively.
Let us begin then by stating the following lemma: for any vector field X on U(M) preserv-
ing the hyperka¨hler potential— that is, such that X(|q|2) = 0, or equivalently, such that
ιXα0 = 0—we have
(83) ιX~Ω = q¯[s ιX~ω − d(ιX~α)− 2~θ × (ιX~α)]q + d[ q¯(ιX~α)q ].
This follows by writing the formula (75) in the form ~Ω = q¯(s ~ω + 2α0 ∧ ~α− ~α ∧ ~α )q and
using the identity
(84) d(q¯ ~ρ q) = q¯(d~ρ− 2σR0 ~ρ+ 2~σR×~ρ )q
valid for any triplet of functions ~ρ.
Assume now that X is some Killing vector field on M . Let ~νX be its quaternionic
Ka¨hler moment map and define on U(M) the vector field X to be the sum of the horizontal
lift of X to U(M) and a vertical component as in equation (81). Observe then on one hand
that X, thus defined, commutes automatically with the generators ℓLa of the H
×/Z2-action
on U(M). On another hand we have ιXα0 = 0 and ιX~α = ~νX , and so the formula (83)
applies and gives us immediately
(85) ιX~Ω = q¯(s ιX ~ω − d~νX − 2~θ ×~νX )q + d(q¯ ~νX q ).
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The first term on the right-hand side vanishes by the Galicki–Lawson moment map equation
for X , leaving behind a hyperka¨hler moment map equation for X, which is thus also tri-
Hamiltonian, with hyperka¨hler moment map (82).
Conversely, let us consider on U(M) a tri-Hamiltonian vector fieldX commuting with the
canonical H×/Z2-action. Like any vector field on U(M), locally this can be decomposed
with respect to the Swann fibration structure into horizontal and vertical components,
X = X H + νaℓa
R, with X H the horizontal lift of a vector X ∈ TM and the coefficients
νa locally defined functions on U(M). The requirement that X commute with the gen-
erators ℓLa of the H
×/Z2-action forces the coefficients νa to be independent of the fiber
coordinates. Moreover, the condition that X be tri-Hamiltonian implies that it must pre-
serve the hyperka¨hler potential |q|2 up to a constant additive shift (for this, note that
tri-Hamiltonian vector fields are automatically tri-holomorphic; the result then follows by
applying Lemma 20 for each hyperka¨hler complex structure). Since X(|q|2) = −2ν0 |q|2,
to avoid contradiction we must have ν0 = 0. If we rename the non-vanishing coefficients
νi = νX i, then X is formally of the form (81). The formula (83) gives us again just as
above the equation (85), from which we now conclude that
(86) LX~Ω = d [ q¯(s ιX ~ω − d~νX − 2~θ ×~νX )q ].
By assumption this must vanish, which implies that ~νX must satisfy the Galicki–Lawson
equation and is thus a quaternionic Ka¨hler moment map for X . By Theorem 7, X is then
necessarily a Killing vector field.
Finally, given two pairs of vector fields X ,X and Y , Y each of which satisfy the con-
ditions of the theorem, one can verify explicitly that [X,Y ] = [X ,Y ]H + ν[X ,Y ]i ℓi
R. This
proves the last statement of the theorem. 
Remark. Similarly to the hyperka¨hler quotient construction [32], the Galicki–Lawson gen-
eralized moment map can be used to define a quaternionic Ka¨hler quotient construction
by which a quaternionic Ka¨hler space with continuous isometries is reduced to another
quaternionic Ka¨hler space in which the isometries are divided out [25, 26]. These quotient
constructions are compatible with Swann bundles in the sense that the associated Swann
bundle of the quaternionic Ka¨hler quotient of M by an isometric Lie group action is iso-
morphic to the hyperka¨hler quotient at zero moment map level of the Swann bundle of M
by the corresponding lifted action [46, Theorem 4.6].
3. Analogue of the extended Gibbons–Hawking Ansatz for quaternionic
Ka¨hler metrics
3.1. The extended Gibbons–Hawking Ansatz.
3.1.1. The Gibbons–Hawking Ansatz [27] allows one to construct four-dimensional hy-
perka¨hler metrics with a tri-Hamiltonian S1-action out of the solutions of a set of partial
differential monopole equations defined on an open subset of R3. This construction was ex-
tended by Pedersen and Poon in [41] (see also [32]) to 4m-dimensional hyperka¨hler metrics
with a local tri-Hamiltonian Rm-action, and in what follows we will refer to this general-
ization as the extended Gibbons–Hawking Ansatz.
Consider a principal Rm-bundle N over an open subset S ⊂ Rm⊗R3 equipped with a
principal connection with Lie algebra-valued curvature 2-form (FK)K∈I, where I denotes an
index set of cardinality m, and a section (UIJ)I,J∈I of the symmetric second tensor power of
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the associated adjoint bundle, the Higgs field, such that det(UIJ) 6= 0. Regarding Rm⊗ R3
as the space of configurations of m distinguishable points in R3, one may coordinatize it
globally with m R3-vectors ~xK . Let ~∂K denote the corresponding coordinate frame and
assume that the following system of partial differential equations generalizing the abelian
Bogomolny monopole equation in R3 holds on S:
(87) ~∂IUKJ = ~∂JUKI and FK = ⋆
IdUKI .
The action of the linear Hodge-like star operators is defined by ⋆Id~xJ = 12 d~x
I∧ d~xJ , and
summation over the repeated index I is understood. Consistency with the Bianchi identity
for the curvature 2-form requires that the components of the Higgs field satisfy a set of
second-order differential constraints generalizing the Laplace equation in R3.
To a solution (FK , UIJ) of these equations one then associates on the total space of the
R
m-bundle N the triplet of 2-forms
(88) ~Ω = − 1
2
UIJ d~x
I∧ d~xJ − d~xK∧ (dψK +AK)
expressed here in a local trivialization, with ψI coordinates on the fibers and AK a local
connection 1-form on the base S with curvature dAK = FK . The two extended Bogomolny
equations guarantee then that ~Ω, thus defined, is closed. What is more (see an argument
below), its components also satisfy the algebraic condition of Theorem 2. Therefore, by
this theorem, they define on N a hyperka¨hler structure, with hyperka¨hler metric
(89) G =
1
2
UIJ d~x
I · d~xJ + 1
2
U IJ(dψI +AI)(dψJ +AJ)
where U IJ denotes the matrix inverse of UIJ . The vertical vector fields ∂ψK generate a tri-
Hamiltonian Rm-action with hyperka¨hler moment maps ~xK . It is a signature characteristic
of the Gibbons–Hawking setup and its higher-dimensional extensions that the rank of the
action is just large enough for the group orbit parameters together with the moment map
functions to provide a complete parametrization of the space.
3.1.2. Conversely, any 4m-dimensional hyperka¨hler manifold with a free local tri-Hamil-
tonian Rm-action arises locally in this way. This follows immediately from Proposition 2.1
in [10].
3.1.3. These formulas admit an equivalent formulation which brings to the fore their
quaternionic rather than their Rm-bundle structure. Consider the local coframe of the
cotangent bundle of N given by the 4m real components of the quaternionic-valued 1-forms
(90) HI = U IJ(dψJ +AJ) + d~x
I
where in accordance with our established practice we regard R3-vectors as imaginary
quaternions. Assuming the same natural definitions as before for the exterior and ten-
sor products of quaternion-valued forms, we can then recast the above formulas for the
triplet of 2-forms and metric in the following compact form:
Ω =
1
2
UIJH¯
I∧HJ(91)
G =
1
2
UIJH¯
IHJ .
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Here we view again Ω as an imaginary quaternion-valued 2-form. Note by the way that this
formula for Ω yields immediately, with the notations from § 2.1.2, the further expression
(92) Ωi =
1
2
UIJ〈uaui, ub〉HaI ∧HbJ .
In this coframe the algebraic condition of Theorem 2 is straightforward to check if one recalls
that the map ui 7→ 〈uaui, ub〉 gives a four-dimensional representation of the standard basis
of imaginary quaternions.
The second extended Bogomolny equation can be replaced in this framework by the
differential condition
(93) dHI = − 1
2
U IL∂xK
k
ULJ(H
K∧ H¯J)k.
Another, more interesting, reformulation of the extended Bogomolny equations emerges
if one considers instead the dual frame to the above quaternionic coframe of T ∗N . This
is given explicitly by the vertical vector fields EI0 = UKI∂ψK together with the horizon-
tal lifts EIi to N of the coordinate frame ∂xIi
on the base S (the horizontal lift map is
X 7→ X − (ιXAK)∂ψK for any X ∈ TS). Then the two extended Bogomolny equations
(87) are respectively equivalent to the following two sets of commutator relations
(94) [EI0, EJk] = [EJ0, EIk] and [EIi, EJj ] = εijk [EI0, EJk]
with a structure reminiscent of that of the self-dual Yang-Mills (SDYM) equations. For
m = 1 it is indeed well known that the Bogomolny equations emerge via reduction of the
SDYM equations from four to three dimensions, and this formulation makes that origin
transparent.
3.2. Extended Gibbons–Hawking spaces with a hyperka¨hler cone structure.
3.2.1. Let us investigate now under what conditions an extended Gibbons–Hawking hy-
perka¨hler space possesses a hyperka¨hler cone structure compatible with its Rm-bundle
structure. The first thing to observe in this regard is that on the base of any extended
Gibbons–Hawking fibration one has a natural action of the group H×/Z2, namely the one
generated by the vector fields
(95) ~L = − ~xK× ~∂K and L0 = ~xK · ~∂K
satisfying the algebra
(96) [Li, Lj ] = εijkLk [Li, L0] = 0.
Remark. The so(3) structure constants here differ from the ones we have encountered so
far, such as the ones in equations (56) or (64), by a factor of 2. This discrepancy can
be removed by a simple rescaling of the definitions of the generators and is a matter of
convention and convenience rather than of any profound significance. In practice, one needs
to be alert to this normalization issue when using here the results of section 1.3 and scale
accordingly.
In the three-dimensional configuration-of-points picture for Rm⊗ R3, ~L and L0 are the gen-
erators of rigid rotations respectively simultaneous scalings of configurations. Borrowing a
term from the classical mechanics of rigid bodies we will refer to such transformations as
collective transformations.
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Inserting the generating vector fields of collective transformations into the second Bogo-
molny equation (87) and then using the first one to manipulate the result, we get that
(97) ιLaFI = d(UIJ xa
J) + cIa
where the index a runs as usual from 0 to 3, xa
J are the components of the imaginary
quaternions associated to the R3-vectors ~xJ (with, therefore, xJ0 = 0), and cIa denote the
components of the 1-forms
(98) cI0 = ~LUIJ · d~xJ and ~cI = − ~LUIJ×d~xJ− (L0UIJ + UIJ)d~xJ .
Note, incidentally—and the relevance of this observation will soon become apparent—that
by resorting further to the first Bogomolny equation we can show that
(99) ~xI·~cI = 1
2
UIJd(~x
I · ~xJ)− d(UIJ ~xI· ~xJ)
and then that
(100) ⋆I cI0 = d(~x
I·~cI).
Formula (97) suggests that, when approaching the question of whether the above H×/Z2-
action on the base can be lifted to a full hyperka¨hler cone structure onN , we should consider
not just the horizontal lifts of the generators La but rather the lifts
(101) Xa = La − (ιLaAI + UIJ xaJ )∂ψI
containing additional vertical components. Using nothing but the definitions of the quanti-
ties involved and no field equations—yet, one can then show by a rather long but otherwise
straightforward calculation that these vector fields satisfy the identities
ιXiΩj = εijk ιX0Ωk −
1
2
δijUIJ d(~x
I· ~xJ)(102)
LX0Ωk = Ωk −
1
2
(L0UIJ + UIJ)(d~x
I∧ d~xJ)k + (ιL0FI)∧dxkI .
Note in particular that any other choice of lifting prescription would spoil the very conve-
nient and simple tensorial structure of the right-hand side of the first equality. By deploying
now in the first identity the relation (99) and in the second one the a = 0 component of
the relation (97), both consequences of the field equations, we can eventually cast them in
the form
(103) ιXiΩj = εijk ιX0Ωk − δij [d(UIJ ~xI· ~xJ) + ~xI·~cI ] and LX0Ωk = Ωk + ⋆IcIk
with the same triplets of 1-forms ~cI that we have encountered above. These two formulas
should be understood as expressing the obstructions to the criterion (e) of Proposition 9
(with the normalization adjustments stipulated in the Remark above) being satisfied by the
lifts Xa of the collective transformations generators La. We stress that all the equations
that we have written down so far hold in full generality for any extended Gibbons–Hawking
space.
We are now ready to prove the following criterion:
Proposition 14. The collective H×/Z2-action on the base of an extended Gibbons–Hawking
hyperka¨hler space N can be lifted to a hyperka¨hler cone structure on N if and only if the
Higgs field satisfies the linear differential constraints
(104) ~LUIJ = ~0 and L0UIJ = −UIJ
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that is, if and only if it is invariant at rigid rotations and homogeneous of degree −1 in the
~xI variables. In this case the hyperka¨hler potential is given by
(105) U = 2UIJ ~x
I· ~xJ .
Proof. By the criterion criterion (e) of Proposition 9, the lifts Xa generate a hyperka¨hler
cone structure on N if and only if there exists a function U such that
(106) ιXiΩj = εijk ιX0Ωk −
1
2
δij dU and LX0Ωk = Ωk.
When the constraints (104) hold, the 1-forms ~cI vanish, and then the formulas (103)
make it readily clear that this is indeed the case, with U defined as above. This proves the
converse implication.
For the direct implication, note that if the vector fields Xa do generate a hyperka¨hler
cone structure then 1) the coefficient of δij on the right-hand side of the first equation
(103) must be exact, and therefore closed, and 2) the last term on the right-hand side
of the second equation (103) must vanish. The first condition entails that ~xI·~cI must be
closed, which then by the formula (100) requires that ⋆IcI0 must vanish. In view of the
definition of cI0, this immediately implies the first constraint (104). Together with this, the
second condition implies then right away the remaining constraint (104), which concludes
the proof. 
When the constraints (104) are satisfied, cIa = 0, and from the relation (97) we have
(107) LXaAI = LLaAI = d(ιLaAI + UIJ xJa).
That is, under the Lie action of the generators of the hyperka¨hler cone structure the 1-forms
AI shift by exact terms. But as connection 1-forms these are defined only up to exact terms,
so in principle the shifts can be absorbed into their definitions. Equivalently put, one can
always choose representative elements of their gauge equivalence classes which satisfy the
gauge-fixing conditions
(108) ιLaAI = −UIJ xJa
and are thus fully invariant under the action of the generators. Note that these conditions
do not fix the representative elements completely but only up to exact differentials of
rotation and scaling-invariant functions. In this gauge we have simply Xa = La, that is, the
generators of the hyperka¨hler cone structure coincide with the generators of the collective
H
×/Z2-action on the base. From now on we will assume this to always be the case.
3.2.2. Remarkably, the conditions of Proposition 14 entail that the corresponding hy-
perka¨hler metrics are determined by a single function, which is not so surprisingly the
hyperka¨hler potential. In particular, the differential conditions on the Higgs field can be
exchanged in this case with a dual set of differential conditions on the hyperka¨hler potential.
Proposition 15. Consider the following two assumptions holding on a open subset S of
Rm ⊗ R3:
a) There exists an m×m symmetric matrix-valued function UIJ on S whose elements
satisfy
◦ the first-order differential equations ~∂IUKJ = ~∂JUKI
◦ the symmetry constraints ~LUIJ = ~0 and L0UIJ = −UIJ .
b) There exists a function U on S satisfying
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◦ the second-order differential equations ~∂I× ~∂JU = ~0
◦ the symmetry constraints ~LU = ~0 and L0U = U .
Then the two assumptions are equivalent, with the direct and reverse implication maps
given respectively by
(109) U = 2UIJ ~x
I· ~xJ and UIJ = 1
4
~∂I · ~∂JU.
Proof. The proof is an exercise in three-dimensional differential vector calculus. Consider
first the implication (a)⇒ (b). Acting with the operatorial identity
(110) ~xI× (~xJ× ~∂K) = ~xJ(~xI· ~∂K)− (~xI· ~xJ)~∂K
on UIJ and summing over the indices I, J , using the first-order differential equations to
permute indices and then the symmetry constraints to simplify or eliminate terms, we
obtain that
(111) ~∂IU = 2UIJ ~x
J
with the first equation (109) taken as the definition of U . This relation implies immediately
the symmetry constraints on U , and by a more circuitous route involving similar manip-
ulations as above, the second equation (109) and the second-order differential constraints
on U .
The reverse implication (b)⇒ (a) follows rather more straightforwardly by acting on the
function U with the operatorial identities
~∂K× (~∂I× ~∂J) = ~∂I (~∂K · ~∂J)− ~∂J (~∂K · ~∂I)(112)
(~xI · ~xJ)(~∂I · ~∂J) + (~xI× ~xJ) · (~∂I× ~∂J) = ~L2 + L20 + L0
and taking the second equation (109) as the definition of UIJ . These yield respectively
the first-order differential equation for UIJ and the first equation (109). The remaining
symmetry constraints on UIJ are fairly easy then to verify directly. 
3.2.3. Theorem 12 tells us that, assuming that the H×/Z2-action is locally free, such a
spaceN as defined by the conditions of Proposition 14 is, modulo a possible sign redefinition
of the metric, at least locally homothetic to a Swann bundle. Our main objective in what
follows is to determine explicitly, in intrinsic terms, the quaternionic Ka¨hler metric on
the base of this Swann bundle, including the differential constraints on its building blocks
induced by the Bogomolny equations. Notice that the base has quaternionic dimension one
less than the quaternionic dimensionm of N , and that, on another hand, by Theorem 13 the
R
m-action on N descends to it with no alteration in rank. Thus, if we take m = n+ 1 ≥ 2,
then the quaternionic Ka¨hler metric we end up with will be a 4n-dimensional one with a
locally free isometric Rn+1-action.
It is natural to assume in these circumstances that the subset S of Rm⊗ R3 is closed
under the action generated by ~L and L0. On N , the corresponding induced action can be
represented by means of quaternions as follows:
(113) (ψI , ~x
I) (ψI , q¯ ~x
Iq).
q∈H×
The invariance of the ψI coordinates is predicated on the gauge-fixing conditions (108)
being enforced. In accordance with the above choice for the dimension m the index I will
be assumed to run from 0 to n.
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Simply formulated, our strategy will be to match the symmetry-centered extended
Gibbons–Hawking description of N against the quaternionic structure-centered Swann bun-
dle one, and to extract in the process the quaternionic Ka¨hler metric. For this, these trans-
formation rules will be key. A nice geometrical interpretation is afforded if we introduce
a certain auxiliary space ImHPn which will play for the quaternionic Ka¨hler space a role
similar to the one that Rm⊗ R3 plays in the extended Gibbons–Hawking hyperka¨hler case.
This and some other useful related concepts will be defined first in the next subsection,
before we embark in a more head-on derivation of what in effect will be a quaternionic
Ka¨hler analogue of the extended Gibbons–Hawking Ansatz.
3.3. The space ImHPn.
3.3.1. As we have remarked before, a point in Rn+1⊗ R3 can be viewed as a configuration
of n+ 1 distinguishable points in R3 with position vectors ~xI . On this space one can define
a natural action of the group H×/Z2 ∼= R+⊗ SO(3) generated by the vector fields L0 and
~L defined above, which acts on configurations either by simultaneously rescaling all their
position vectors by a common factor or by rigidly rotating them around the origin of R3.
Quaternions allow us to express these two actions together concisely as
(114) ~xI q¯ ~xIq.
q∈H×
We shall call a configuration degenerate if its stabilizer under the H×/Z2-action is non-
trivial. The set Cdeg of degenerate configurations comprises the null configuration (that
is, the configuration will all vectors vanishing), which is a fixed point for the action and is
thus stabilized by the whole group, and all the configurations for which all non-vanishing
position vectors are collinear (we include in this category also the configurations with a
single non-vanishing position vector), which are stabilized by an S1 subgroup of the SO(3)
subgroup of H×/Z2. On the set of non-degenerate configurations, the complement of Cdeg
in Rn+1⊗ R3, the H×/Z2-action acts freely. In analogy with the classical projective spaces
we define the quotient space
(115) ImHPn = (Rn+1⊗ R3 r Cdeg)/(H×/Z2).
This has dim ImHPn = 3(n+ 1)− 4 = 3n− 1.
As in the case of projective spaces, on it we can define open atlases consisting of a finite
number of inhomogeneous coordinate charts. In practice, to build such an atlas one needs
to cut a number of open slices across the H×/Z2-orbits in the space of non-degenerate
configurations in such a way that their projections onto ImHPn form an open covering.
Each slice is in essence a uniform prescription giving us a representative configuration for
every orbit intersecting it.
Concretely, the data required to define an inhomogeneous coordinate atlas on ImHPn
consists of a choice of half-plane in R3 with boundary line passing through the origin,
together with a choice of orientation. Note that the condition that a configuration be non-
degenerate can be equivalently stated as the requirement that the configuration have at least
one pair of non-vanishing and non-collinear position vectors. To define a slice, choose two
position vectors ~xI1 , ~xI2 with I1 < I2, and consider the subset CI1I2 ⊂ Rn+1⊗ R3 r Cdeg of
all the non-degenerate configurations for which these two position vectors are non-vanishing
and non-collinear. Observe that this is closed under the H×/Z2-action. Any configuration
from CI1I2 can be transformed through a rigid rotation around the origin of R
3 into a
configuration with the first position vector lying on the boundary line and the second
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position vector lying in the interior of the chosen half-plane. A little consideration reveals
that there are actually two ways in which this can be achieved, related by a 180◦ rotation,
and we select between them by requiring that the cross product of the two vectors— taken
in the given order—be parallel, as opposed to anti-parallel, to the normal vector to the
half-plane (hence the need for orientation data). Furthermore, through a simultaneous
rescaling, the length of the first vector can always be adjusted to have a given fixed value.
Example (part I). If we fix in R3 the half-plane bounded by the i-axis and containing the
vector j, with normal vector k, and single out the pair of vectors ~x0, ~x1, then any config-
uration with these two vectors non-vanishing and non-collinear— that is, in our notation,
from C01—can be transformed as above into a configuration of the form
~ρ 0 = i(116)
~ρ 1 = ρ11 i+ ρ
1
2 j
~ρ I = ρI1 i+ ρ
I
2 j+ ρ
I
3k for I = 2, . . . , n
with ρ12 > 0. Clearly, the vector product ~ρ
0×~ρ 1 = ρ12k points in the preferred normal
direction.
The restricted configurations constructed in this way have, in kinematic terms, four frozen
degrees of freedom and, crucially, are in one-to-one correspondence with the H×/Z2 orbits
contained in CI1I2 , for which they can be thus considered to be representative configu-
rations. Together they define an open slice transversal to these orbits, and their position
vectors, which depend on 3(n + 1)− 4 = 3n− 1 parameters, provide a local inhomogeneous
coordinate chart on the projection of CI1I2 to ImHP
n.
The position vectors ~xI of any configuration from CI1I2 can be uniquely represented as
(117) ~xI = q¯ ~ρ Iq
for some q ∈ H×/Z2 and position vectors ~ρ I of a restricted configuration. Following the
projective space analogy one may think of ~xI and ~ρ I as global homogeneous respectively
local inhomogeneous coordinates on ImHPn.
Example (part II). In the example above one can show that, in agreement with uniqueness,
this relation can indeed be inverted to yield
(118) ~ρ I =
~x0 · ~xI
|~x0|2 i+
(~x0×~x1) · (~x0×~xI)
|~x0×~x1| |~x0|2 j+
~x0 · [(~x0×~x1)× (~x0×~xI)]
|~x0×~x1| |~x0|3 k.
The components are manifestly invariant under rigid rotations and simultaneous scalings,
which reinforces the argument that they are, when they are not constant, natural candidates
for the role of coordinates on (the projection of C01 to) the quotient space ImHP
n.
Finally, by considering all the possible choices of two position vectors we can construct
in this way, using each time the same oriented half-plane, an entire open atlas on ImHPn
with n(n+ 1)/2 inhomogeneous coordinate charts.
3.3.2. The extended Bogomolny field equations (87) are formulated in terms of the deriva-
tives ~∂I , which, for our next purpose, it is useful to think of as defining a flat, torsion-free
affine connection on the tangent bundle of Rn+1⊗R3. There exists a notion of Lie deriv-
ative of an affine connection with respect to a vector field, see e.g. the definition (1.16)
in [8]; in particular, a vector field whose Lie derivative preserves the connection is called
an affine vector field. In our case one can show, for instance by applying the criterion
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of Proposition 1.18 in op. cit., that the generating vector fields La of the H
×/Z2-action
on Rn+1⊗ R3 are affine vector fields with respect to this trivial affine connection. As we
shall see later on, Bogomolny equations associated to hyperka¨hler cones can be reduced
from an open subset of Rn+1⊗ R3 to one of ImHPn, which in practice is achieved, in the
terminology that we have introduced earlier, by expressing them in inhomogeneous coordi-
nates. The formulation of the reduced equations involves sections of certain vector bundles
associated to the natural principal H×/Z2-bundle over ImHP
n and covariant derivatives
of these sections induced by this flat, torsion-free affine connection on Rn+1⊗R3. In the
remainder of this subsection we want to show through a few examples what properties
such sections have, and how to construct these induced covariant derivatives explicitly for
a generic choice of inhomogeneous coordinates.
Consider the two coordinate systems that we have defined on the space Rn+1⊗ R3 r Cdeg
in the course of § 3.3.1: the homogeneous global coordinates {~xI}, and the H×/Z2-adapted
local coordinates {~ρI, q}. Recalling the differential identity (84), the relation (117) between
them yields
d~xI = q¯(d~ρ I − 2σR0 ~ρ I + 2~σR×~ρ I)q.(119)
Denoting La,j
I = 〈uauj , ρI〉, this can be equivalently re-expressed as
dxi
I = |q|2Rij(q−1)(dρjI − 2σRa La,jI ).(120)
Dually, we have
∂xI
i
= |q|−2Rij(q−1)(DIj − 1
2
AIj,a ℓa
R )(121)
where the local vector fields DIi and quaternionic-valued coefficients AIi depend exclusively
on the homogeneous coordinates ~ρI and are completely fixed by their choice. Concretely, by
matching for instance the expressions of the exterior derivative on Rn+1⊗ R3 rCdeg in the
two coordinate systems we obtain the following set of conditions which these must satisfy,
and which suffice to determine them:
dρi
IAIi,a = 0 La,i
IAIi,b = δab(122)
dρi
IDIi = dImHPn La,i
IDIi = 0.
Summation over repeated indices is as usual understood.
Example (part III). Let us see explicitly how this works for the particular choice of
inhomogeneous coordinates considered above. The coefficients AIi,a, on one hand, are
determined by the two conditions on the first line: the first condition implies that AIi,a = 0
for all pairs of indices I, i such that ρIi 6= constant; this leaves us with 4× 4 = 16 unknown
components, which are then fixed by the 16 linear equations of the second condition. Thus,
for the choice (116) of inhomogeneous coordinates the solution for these is
A01 = 1 A02 = −k A03 = ρ
1
1
ρ12
i+ j(123)
A13 = − 1
ρ12
i.
The second line of constraints, on the other hand, can be solved in terms of the first one
to yield
(124) DIi = ∂ρIi
−AIi,aLa,jJ∂ρJj
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where we assume the convention that only the terms for which the derivatives ∂ρIi
are well
defined are considered.
3.3.3. Note now that in the {~ρI, q} coordinate system the generators of the H×/Z2-action
act strictly on the q-coordinates and take the form
(125) La =
1
2
ℓa
L.
3.3.4. In order to formulate our results later on we will need to consider two basic types
of vector bundles over ImHPn or subsets thereof: on one hand, an Rn+1-bundle, and on
the other, vector bundles associated to the natural principal H×/Z2-bundle.
(126)
M E (rep)
ImHPn
Rn+1 H×/Z2
The latter bundles can be classified in accordance with the finite-dimensional representa-
tions of their structure group H×/Z2. Since this is isomorphic to R
+⊗ SO(3), specifying
its representations means specifying the representations of its two simple factors. The
representations of R+, the multiplicative group of strictly positive real numbers, are char-
acterized by their scaling weight w, an integer number. On the other hand, the only
representations of the group SO(3) that we will be concerned with here will be the trivial
and the vector representations, which we denote with reference to their dimensions by 1
and 3 respectively.
3.3.5. To develop a sense of the properties that sections of such bundles have, it is useful
to consider two basic examples corresponding to representations with one factor trivial and
one not.
Thus, suppose we have a section F of the bundle E (w,1) locally defined on the open set
of ImHPn coordinatized by the inhomogeneous coordinates ~ρI . We can lift this section to
a function
(127) F = |q|2wF
on (an open subset of) Rn+1⊗ R3 rCdeg, and then using the expression (125) for the H×/Z2
generators verify that this satisfies
(128) ~LF = ~0 L0F = wF.
That is, sections of E (w,1) correspond to functions on Rn+1⊗ R3 r Cdeg invariant at rigid
rotations and homogeneous of degree w in the homogeneous coordinates. Conversely, such
functions always descend to sections of E (w,1). On another hand, by resorting to the
relation (121) we get that
(129) ∂xIi
F = |q|2w−2Rij(q−1)∇IjF
where by definition
(130) ∇IiF = DIiF + wAIi,0F .
This is the connection induced on the bundle E (w,1) over ImHPn by the flat connection
on Rn+1⊗ R3. It maps sections of E (w,1) to sections of M ⊗ E (w−1,3). A simple counting
argument shows that its components cannot be all be independent since there are four
more of them than the dimension of ImHPn. One has to have therefore four constraints,
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which we shall call section type constraints. This follows indeed from the two conditions
on the right in (122). However, an easier way to arrive at them is to use equivariance to
strip off the q-dependence from the symmetry properties (128), a process we will refer to
as reduction. We obtain in this way
(131) − ~ρ I× ~∇IF = ~0 ~ρ I · ~∇IF = wF .
Suppose now that we have instead a section Fi of the bundle E
(0,3), again, locally
defined on the open set of ImHPn coordinatized by the inhomogeneous coordinates ~ρI . We
lift this to a triplet of functions
(132) Fi = Rij(q
−1)Fj
or in quaternionic notation, ~F = q−1 ~F q, on a corresponding subset of Rn+1⊗ R3 r Cdeg.
Proceeding in a similar manner as above one can check that these satisfy
(133) LiFj = εijkFk L0Fj = 0.
Conversely, functions on Rn+1⊗R3 r Cdeg with these transformation properties under rigid
rotations and simultaneous rescalings give rise to sections of E (0,3) over ImHPn. Using the
derivative formula (121) we then get
(134) ∂xIi
Fj = |q|−2Rik(q−1)Rjl(q−1)∇IkFl
with
(135) ∇IiFj = DIiFj − εjklAIi,kFl.
This connection, mapping sections of E (0,3) to sections of M ⊗ E (−1,3⊗3), satisfies as well
section type constraints, which can be argued as before to be given by the reduction of the
symmetry properties (133) and thus read
(136) − (~ρ I× ~∇I)iFj = εijkFk ~ρ I · ~∇IFj = 0.
This discussion extends naturally to sections of more general vector bundles over ImHPn
constructed out of these two basic types in accordance with the rules of the tensor product.
On each of these bundles the trivial connection on Rn+1⊗ R3 induces a connection ~∇I ,
which takes its sections to sections of the bundle obtained by tensoring with M ⊗ E (−1,3).
Having at face count four more components than the dimension of ImHPn, the ~∇I form
an overcomplete set: while the two conditions on the left in (122) ensure that they al-
ways satisfy the completeness relation d~ρ I · ~∇I = dImHPn , the ones on the right duly imply
the requisite number of what we have called section type constraints, whose precise form
depends on the bundle in question. Moreover, it is easy to see that the flatness of the
inducing connection implies that the commutators [∇Ii,∇Jj ] vanish. Note also that the in-
homogeneous coordinates ρIi on ImHP
n themselves can be regarded as local sections of the
bundleM∗⊗ E (1,3), their natural lifts to Rn+1⊗ R3 r Cdeg being the homogeneous coordi-
nates xi
I = |q|2Rij(q−1)ρjI , and we have ∇IiρjJ = δij δJI . An upshot of these considerations
is that the covariant calculus on ImHPn emulates formally the regular differential vector
calculus on Rn+1⊗ R3, with the added feature that one can now make use of section type
constraints.
3.4. The reduction.
3.4.1. This technical detour complete, let us now return to pick up and continue the
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The subset S of Rn+1⊗ R3, which we are assuming to be closed under the collec-
tive H×/Z2-action on the latter space, can also be assumed to be in fact a subset of
Rn+1⊗ R3 r Cdeg, in concordance with the requirement that the corresponding action on
N be locally free. Let S be the projection of S to ImHPn through the quotient map. The
structure of the action (113) implies then that the Rn+1-bundle N over S descends to an
Rn+1-bundle M over S , the total space of which is locally isomorphic to the base of N ,
viewed now as a Swann bundle. This is expressed by the commutative diagram
N S ⊂ Rn+1⊗ R3 rCdeg
M S ⊂ ImHPn
Rn+1
H×/Z2 H×/Z2
Rn+1
To each of the two fibration structures on N we can associate an adapted system of
coordinates. For the Rn+1-fibration this is of course the extended Gibbons–Hawking one,
given by ψI and ~x
I . If, however, in this coordinate set we replace what we have called in the
previous subsection the homogeneous coordinates ~xI with the inhomogeneous ones ~ρI and
the quaternionic coordinates q, both of which are now only locally defined, we obtain an
alternative system of coordinates which is adapted to the H×/Z2-fibration structure, with
ψI and ~ρ
I coordinatizing the base M and q the quaternionic fiber. The two coordinate
systems and their component counts are summarized in Table 1.
Rn+1-bundle structure H×/Z2-bundle structure
adapted coordinates adapted coordinates
fiber ψI n+ 1 base
ψI n+ 1
base ~xI 3n+ 3 ~ρ I 3n − 1
fiber q 4
4n+ 4 4n + 4
Table 1. Coordinate systems on N .
Our goal in what follows will be to re-express the hyperka¨hler 2-forms and metric on N
as well as the extended Bogomolny field equations in terms of the H×/Z2-fibration-adapted
coordinates. Let us begin with the last ones.
3.4.2. The reduction of the first set of extended Bogomolny equations.
The symmetry constraints (104) of Proposition 14 mean that the Higgs field UIJ deter-
mines, in the language coined above, a section UIJ of the bundle Sym(M ⊗M)⊗ E (−1,1)
over S such that in H×/Z2-fibration-adapted coordinates we have
(137) UIJ =
UIJ
|q|2 .
By the considerations in § 3.3.5 it is straightforward to see then that the reduction of the
first set of extended Bogomolny equations (87) yields the conditions
(138) ~∇IUKJ = ~∇JUKI .
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One should not forget also that, as a section of the bundle E (−1,1), the reduced Higgs field
automatically satisfies the section type constraints
(139) ~ρ I× ~∇IUKJ = ~0 ~ρ I · ~∇IUKJ = −UKJ .
3.4.3. The reduction of the second set of extended Bogomolny equations.
In H×/Z2-fibration-adapted coordinates the generators of the H
×/Z2-action on N act
along the fibers and take the form (125). Exploiting this fact, one can argue that in these
coordinates connection 1-forms satisfying the gauge-fixing conditions (108) must be of the
form
(140) AK = AK + 2(UKJ~ρ
J) · ~σR
with the components AK supported in S , although still allowed in principle— for now—to
depend on the q-coordinates.
On another hand, from the decomposition relations (119) and (137), by way of the
formula (129), we get that
(141) ⋆I dUKI =
1
2
~∇IUKJ · (d~ρ I− 2σR0 ~ρ I + 2~σR×~ρ I)∧ (d~ρ J− 2σR0 ~ρ J + 2~σR×~ρ J).
If we distribute the wedge product, then use the reduced Bogomolny equation (138) in tan-
dem with the section type constraints (139) to eliminate or simplify terms, and eventually
the Cartan–Maurer equation for ~σR to consolidate the result, this becomes
(142) ⋆I dUKI =
1
2
~∇IUKJ · (d~ρ I∧ d~ρ J) + d(2UKJ~ρ J· ~σR).
Recalling that FK = dAK , the second set of extended Bogomolny equations (87) implies
then the conditions
(143) dAK =
1
2
~∇IUKJ · (d~ρ I∧ d~ρ J).
This shows in particular that the 1-forms AK can be chosen in fact so as not to depend on
the q-coordinates at all, and can be thus thought of as bona fide connection 1-forms on the
R
n+1-bundle M → S induced by the connection 1-forms AK on the Rn+1-bundle N → S.
3.4.4. The reduction of the hyperka¨hler 2-forms and metric.
At this point, it is opportune to switch temporarily to a quaternionic formalism. The op-
erative observation here is that the key decomposition relations (117) (or, rather, its differ-
ential version (119)), (137) and (140) can be pieced together into the following quaternionic
decomposition formula for the quaternionic-valued coframe elements (90) of T ∗N :
(144) HI = q¯ (hI− 2ρIσR)q
where ρI are the imaginary quaternionic avatars of the vectors ~ρ I and, by definition,
(145) hI = U IJ(dψJ + AJ) + d~ρ
I .
Note that these form in turn a complete set of quaternionic-valued coframe elements for
T ∗M .
Substituting then this expression for the elements HI together with the formula (137)
for the Higgs field UIJ into the quaternionic formulas (91) for the hyperka¨hler 2-forms and
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metric on N gives us after a series of rather straightforward algebraic manipulations the
Swann-like expressions
Ω = U q¯[s ω + (σR− θ)∧ (σR− θ)]q(146)
G = U |q|2(sg + |σR− θ|2)
where we have denoted U = 2UIJ ρ¯
IρJ = 2UIJ ~ρ
I· ~ρ J , which we assume to be non-vanishing,
(147) θ =
UIJ ρ¯
IhJ
2UMN ρ¯MρN
and
s ω =
(UKLρ¯
KρL)(UIJ h¯
I∧ hJ)− (UILh¯IρL)∧ (UKJ ρ¯KhJ)
(2UMN ρ¯MρN)2
(148)
sg =
(UKLρ¯
KρL)(UIJ h¯
IhJ)− (UILh¯IρL)(UKJ ρ¯KhJ)
(2UMN ρ¯MρN)2
.
The two formulas (146) differ from the standard Swann bundle ones (75) and (79) in
two respects: first, by the presence of the overall factor U , and second, and perhaps less
obviously, since obscured by the notation, by the fact that θ is not an imaginary quaternion-
valued 1-form but rather a full quaternion-valued one; in other words, by the fact that its
real part is non-vanishing. However, notice that this can be cast in the form
(149) θ0 =
1
U
UIJ~ρ
J· d~ρ I = dU
2U
.
The first expression follows directly from the definition. To arrive at the second one, let
us observe first that U can be viewed as originating from the reduction of the hyperka¨hler
potential U , more precisely, that we have U = |q|2U . The symmetry constraints of part (b)
of Proposition 15 which the latter satisfies imply then that U is a section of the line bundle
E (1,1). This means in particular that the covariant derivatives ~∇IU are well-defined. In
light of these facts the relation (111) can be easily reduced to yield
(150) ~∇IU = 2UIJ~ρ J .
From this, the second expression for θ0 follows then immediately. Let us record also while
at this that for the remaining imaginary/vectorial part of θ we obtain directly, without any
further argument,
(151) ~θ = − 1
U
[UIJ ~ρ
J×d~ρ I + ~ρ I(dψI + AI)].
The final expression (149) for θ0 shows that the departure from the Swann canonical forms
is rectifiable: the overall U -factor and the real component of θ in the formulas (146) can
both be removed simultaneously through a rescaling
(152) q 7−→ q|U |1/2
of the fiber coordinates. When U < 0 this must be supplemented by a sign redefinition
Ω 7→ −Ω, and consequently G 7→ −G. None of these maneuvers, however, affects the ex-
pressions for s ω, sg or the imaginary part of θ, which can now be legitimately interpreted
as quaternionic Ka¨hler 2-forms, metric and SO(3) connection 1-forms, respectively.
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3.4.5. A direct check.
In fact, since we are now in possession of explicit intrinsic expressions for these, we can
verify directly that they satisfy the requisite quaternionic Ka¨hler properties without resort-
ing to the extrinsic device of the Swann bundle. For this, let us observe first that similarly
to the extended Gibbons–Hawking hyperka¨hler case (see § 3.1.3), the reduced Bogomolny
equation (143) can be replaced in the quaternionic formalism with the equivalent condition
(153) dhI = − 1
2
U
IL∇KkULJ(hK∧ h¯J)k.
Using this along with the other reduced Bogomolny equation (138) and the section type
constraints (139), we can then show through a somewhat involved and rather technical
exercise in differential form-valued vector calculus that the following two differentiation
formulas
d(UIJ ρ¯
IρJ) =
1
2
UIJ(h¯
IρJ + ρ¯JhI)(154)
d(UIJ ρ¯
IhJ) =
1
2
UIJ h¯
I∧ hJ
hold. From these and the above definition of θ we eventually infer that
(155) dθ + θ ∧ θ = s ω.
Note that the real component of θ drops out identically from this equality leaving behind
only its imaginary quaternionic part, and so this is precisely the Einstein condition (27) of
the quaternionic Ka¨hler criterion laid out in Theorem 4.
3.4.6. Alternative expressions.
Let us return now to the quaternionic formulas (148) for the quaternionic Ka¨hler 2-forms
and metric, and observe that they can be alternatively recast through a purely algebraic
effort in the—also quaternionic— form
s ω =
1
2U
UIJ(hI− 2ρIθ)∧ (hJ− 2ρJθ)(156)
sg =
1
2U
UIJ(hI− 2ρIθ)(hJ − 2ρJθ)
with θ given by the expression (147). These are essentially the quaternionic Ka¨hler ana-
logues of the hyperka¨hler formulas (91).
From them, we can transition back to a vectorial formalism by writing
(157) hI− 2ρIθ = U IJ(dψJ +AJ + 2UJK ~ρK· ~θ ) + d~ρ I− 2θ0 ~ρ I + 2~θ×~ρ I
which then, upon substitution into the two formulas above, gives us the equivalent—and
also most explicit—expressions
s ~ω =− 1
2U
UIJ(d~ρ
I− 2θ0 ~ρ I + 2~θ×~ρ I)∧ (d~ρ J− 2θ0 ~ρ J + 2~θ×~ρ J)(158)
− 1
U
(d~ρ I− 2θ0 ~ρ I + 2~θ×~ρ I)∧ (dψI + AI + 2UIK ~ρK· ~θ )
sg =
1
2U
UIJ(d~ρ
I− 2θ0 ~ρ I + 2~θ×~ρ I) · (d~ρ J− 2θ0 ~ρ J + 2~θ×~ρ J)(159)
+
1
2U
U
IJ(dψI + AI + 2UIK~ρ
K· ~θ )(dψJ + AJ + 2UJL~ρL· ~θ ).
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The 1-forms θ0 and ~θ are given in turn by the formulas (149) and (151). In this formulation,
in particular, it is straightforward to see that the vector fields ∂ψI generate an isometric
R
n+1-action with Galicki–Lawson moment map
(160) ∂ψI 7−→ ~ν I =
~ρ I
U
.
In the next subsection we compile for easy reference and present in an intrinsic geometric
language the quaternionic Ka¨hler construction which emerged from these considerations,
in a form mirroring our earlier presentation of the extended Gibbons–Hawking hyperka¨hler
construction.
3.5. The quaternionic Ka¨hler Ansatz.
Consider a principal Rn+1-bundle M over an open subset S of ImHPn and, alongside
it, the restrictions to S of the associated H×/Z2 -bundles E
(rep) over ImHPn defined in
subsection 3.3, which we denote with the same symbols.
(161)
M E (rep)
S ⊂ ImHPn
Rn+1 H×/Z2
Let ~∇I denote the connections induced on the latter bundles by the trivial connection ~∂I
on Rn+1⊗ R3.
In this setup we want to formulate two sets of field equations. For the first one let us
assume that we have either
Ia. a section UIJ of the bundle Sym(M ⊗M)⊗ E (−1,1) over S satisfying the first-
order differential constraints
(162) ~∇IUKJ = ~∇JUKI
or, alternatively,
Ib. a section U of the line bundle E (+1,1) over S satisfying the second-order differen-
tial constraints
(163) ~∇I× ~∇JU = ~0.
For which one of these conditions we opt is immaterial because
Lemma 16. The two conditions are equivalent, with the maps between them given, respec-
tively, by
(164) U = 2UIJ ~ρ
I· ~ρ J and UIJ = 1
4
~∇I · ~∇JU .
This follows immediately from Proposition 15 by reduction. One can in fact give a com-
pletely intrinsic proof of this result simply by mimicking the proof of Proposition 15 in
covariant calculus language and noticing that the symmetry constraints there show up
here in the guise of section type constraints.
On the other hand, for the second set of field equations let us assume that we have, in
addition,
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II. a principal connection on M with curvature 2-form (FK)K=0,...,n determined by the
Higgs field through the following Bogomolny-like condition:
(165) FK =
1
2
~∇IUKJ · (d~ρ I∧ d~ρ J).
Based on the previous considerations we can now state the following
Theorem 17. Let (UIJ ,FK) or, equivalently, (U ,FK) be a set of solutions to the above
field equations, and assume that we can adjust the open subset S of ImHPn on which they
are defined in such a way as to have both det(UIJ) 6= 0 and U 6= 0 everywhere on it. On
the total space of the Rn+1-bundle M we associate to this solution the triplet of 1-forms
(166) ~θ = −WIJ~ν J×d~ν I − ~ν I(dψI + AI)
and triplet of 2-forms
s ~ω =− 1
2
WIJ(d~ν
I + 2~θ×~ν I)∧ (d~ν J + 2~θ×~ν J)(167)
− (d~ν I + 2~θ×~ν I)∧ (dψI + AI + 2WIK~νK· ~θ )
expressed here in a local coordinate trivialization, with ψI coordinates on the fibers and ~ρ
I
inhomogeneous coordinates on the base; by definition, s is a non-vanishing real constant,
AK is a local connection 1-form with curvature dAK = FK,
WIJ = U UIJ and ~ν
I =
~ρI
U
.
These then form a quaternionic Ka¨hler structure on M , with quaternionic Ka¨hler metric
sg =
1
2
WIJ(d~ν
I + 2~θ×~ν I) · (d~ν J + 2~θ×~ν J)(168)
+
1
2
W
IJ(dψI + AI + 2WIK~ν
K· ~θ )(dψJ + AJ + 2WJL~ν L· ~θ )
possessing an isometric locally free Rn+1-action generated by the vector fields ∂ψI , with
corresponding Galicki–Lawson moment map images ~ν I.
Conversely, any 4n-dimensional quaternionic Ka¨hler manifold with an isometric locally
free Rn+1-action arises locally in this way.
The direct claim encapsulates the results of the previous subsection. Our arguments
there have yielded in fact three more equivalent sets of formulas for the quaternionic Ka¨hler
connection 1-forms, 2-forms and metric, which we list by reference number in Table 2.
θ s ω sg Formalism
1. eq. (147) eq. (148) eq. (148) quaternionic
2. eq. (147) eq. (156) eq. (156) quaternionic
3. eqs. (149) & (151) eq. (158) eq. (159) vectorial
Table 2. Alternative expressions for the quaternionic Ka¨hler connection
1-forms, 2-forms and metric.
For the converse statement, if we assume that we have a 4n-dimensional quaternionic
Ka¨hler space M with an isometric locally free Rn+1-action, then by Theorem 13 this ac-
tion lifts to an Rn+1-action on the 4(n + 1)-dimensional Swann bundle U(M). Bielawski’s
Proposition 2.1 from [10] guarantees then that the hyperka¨hler structure on U(M) is given
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locally by an extended Gibbons–Hawking construction. In particular, corresponding to
these actions, the quaternionic Ka¨hler moment maps are lifted to hyperka¨hler moment
maps in accordance with the rule (82), and so we conclude that the canonical H×/Z2-action
on U(M) acts on the base of the extended Gibbons–Hawking fibration by what we have
called collective transformations. We find ourselves therefore within the bounds of Proposi-
tion 14, which means that we can repeat ad litteram the reduction procedure of subsection
§ 3.4 to obtain an explicit local description of the quaternionic Ka¨hler structure on M in
the precise same category as the one above, proving thus the generality of this construction.
The theorem encompasses the range of both definite and indefinite signature metrics.
The construction it describes is in a very clear sense a quaternionic Ka¨hler analogue of the
extended Gibbons–Hawking hyperka¨hler Ansatz. The role of hyperka¨hler moment map is
played here by Galicki and Lawson’s concept of quaternionic Ka¨hler moment map; however,
unlike in the Gibbons–Hawking case, the moment map images do not define coordinates
(for which purpose they would be too many) but, rather, they are related to these through
a scaling factor. Another, more surprising departure from the extended Gibbons–Hawking
case is the existence of a dual description implying that the quaternionic Ka¨hler structure
is, quite remarkably, completely determined locally in all dimensions by a single real-
valued potential U satisfying a set of linear differential constraints. The linearity, in
particular, means that in a very definite sense one can superpose two such quaternionic
Ka¨hler structures to obtain a third.
3.6. The case of four dimensions.
We end this section with a closer look at the four-dimensional (i.e. n = 1) specialization
of this construction. In this case, M is the four-dimensional avatar of a quaternionic
Ka¨hler space—namely, a self-dual Einstein space with non-vanishing scalar curvature—
possessing two linearly independent commuting Killing vector fields. The local geometry
of this class of spaces was described explicitly by Calderbank and Pedersen in [13] in terms
of an eigenfunction of the Laplacian on the Poincare´ half-plane, following an intrinsic,
four-dimensional analysis based on previous work by Joyce [34], Ward [48] and Tod [47],
among others. We will now show that our results reproduce theirs in this dimension,
while also offering a few additional bonuses. In this sense, therefore, the construction
of Theorem 17 may be viewed as a higher-dimensional generalization of the Calderbank–
Pedersen construction—similarly, although much less trivially, to the way in which, in
hyperka¨hler context, the extended Gibbons–Hawking construction of [32, 41] can be viewed
as a higher-dimensional generalization of the original four-dimensional Gibbons–Hawking
one.
First, let us observe that for n = 1 the space ImHP1 is isomorphic to the upper-half
plane H 2 and can be covered by a single inhomogeneous coordinate chart. We choose the
inhomogeneous coordinates as in the Example in § 3.3.1 to be given by
~ρ 0 = i(169)
~ρ 1 = ρ1 i+ ρ2 j
with ρ2 > 0, where, for simplicity, we drop the now inessential upper index 1 from the
notation of the components of the second vector. As argued subsequently in § 3.3.2, a
choice of inhomogeneous coordinates fixes completely the form of the covariant connections
induced on bundles E (rep) → ImHP1 by the trivial connection on, in this case, R2⊗R3. To
AN ANALOGUE OF THE GIBBONS–HAWKING ANSATZ FOR QUATERNIONIC KA¨HLER SPACES 43
determine these, we need both the connection coefficients (AIi)I=0,1, which are already
listed in (123), and the operators (DIi)I=0,1, which in this case can be worked out to be
~D0 = −i(ρ1∂ρ1 + ρ2∂ρ2) + j(ρ2∂ρ1 − ρ1∂ρ2)(170)
~D1 = i∂ρ1 + j∂ρ2 .
Note that for this choice of inhomogeneous coordinates the only non-vanishing contribu-
tion on the right-hand side of the second reduced Bogomolny equation (165) comes possibly
from the term ∇13UK1dρ1∧ dρ2. However, this covariant derivative vanishes, too, and the
equation becomes simply
(171) FK = 0.
This means that in four dimensions we can consistently set in the formulas, which are
locally defined, AK = 0.
In fact, a simple inspection shows that for this choice of inhomogeneous coordinates any
covariant derivative ∇Ii with i = 3 of no matter what section vanishes. The second-order
differential constraints (163) reduce therefore to a single one, which reads
(172) ρ2(Uρ1ρ1 +Uρ2ρ2) = Uρ2
with the indices indicating derivatives. To obtain this result it is important to recall that
U is a section of the bundle E (1,1), and so ∇IiU is a section of the bundle M∗⊗ E (0,3).
The calculation of covariant derivatives of both such sections has been described in detail
in § 3.3.5. The constraint can be equivalently recast in the form
(173) ∆H 2
(
U√
ρ2
)
=
3
4
U√
ρ2
where ∆H 2 = ρ
2
2 (∂
2
ρ1 + ∂
2
ρ2) is the Laplacian corresponding to the Poincare´ metric
(174) gH 2 =
dρ21 + dρ
2
2
4ρ22
on the upper half-plane. We retrieve thus a first key result of Calderbank and Pedersen.
Let us define now the following 1-forms supported on the R2-fibers
(175) λi = 2ρ
I
i dψI = 2

dψ0 + ρ1dψ1ρ2dψ1
0


and similarly fiberwise acting commuting vector fields
(176) vi = ∇IiU ∂ψI =

(U − ρ1Uρ1 − ρ2Uρ2)∂ψ0 + Uρ1∂ψ1(ρ2Uρ1 − ρ1Uρ2)∂ψ0 + Uρ2∂ψ1
0

.
The third component vanishes in each case. The remaining components, λ1, λ2 and v1, v2,
form a local coframe and frame, respectively, for the R2-fibers. By resorting to the relation
(150), we obtain then that
(177) UIJρ
I
i ρ
J
j =
1
4
ιvjλi =
1
2

U − ρ2Uρ2 ρ2Uρ1 0ρ2Uρ1 ρ2Uρ2 0
0 0 0

.
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Again, all components along the third direction vanish, leaving a two-dimensional non-
vanishing square block. Since in this case the Higgs field matrix (UIJ)I,J=0,1 is also two-
dimensional, this relation can be used to determine it explicitly through a straightforward
exercise in linear algebra. One obtains the same result, although at a greater expense of
calculational effort, from the second relation (164), upon use of the constraint (172), which
serves to eliminate the second derivatives of U .
Knowledge of the Higgs field and principal R2-connection allows us now to work out
explicitly the geometric structure on M given by Theorem 17. Upon substitution, the
formula (151) yields, on one hand,
(178) ~θ = − 1
2U
[λ1i+ λ2 j+ (Uρ1dρ2 −Uρ2dρ1)k ].
To formulate the remaining results it is useful to define the quaternionic-valued 1-form
(179) ξ =
dρ1i+ dρ2 j
2ρ2
+
ε(v1, dψ) + ε(v2, dψ)k
ε(v1, v2)
where ε = dψ0 ∧ dψ1 is the standard symplectic form on the R2-fibers and ε(vi, dψ) are the
same thing as ιviε. The formulas (158) and (159) reduce then, on the other hand, following
an extended calculation, to the simple expressions
s ω =
ρ2ε(v1, v2)
U 2
ξ¯ ∧ ξ(180)
sg =
ρ2ε(v1, v2)
U 2
|ξ|2.
One can easily verify that this metric coincides indeed, up to a function redefinition, with
the one found by Calderbank and Pedersen in [13] or, rather, with the version given by
formula (2.4) from [14]. The structure it describes is that of an R2-fibration over the
Poincare´ upper half-plane, conformally rescaled. In particular, this form makes it clear
that, as observed in [13], if we assume that g is positive definite, the sign of the scalar
curvature is dictated by the sign of the factor ε(v1, v2) = U Uρ2 − ρ2(U 2ρ1 + U 2ρ2).
4. Hyperka¨hler cones via the Legendre transform construction
4.1. The Legendre transform construction.
Translating into geometric terms insights derived from a supersymmetric quantum field-
theoretic problem [38], Hitchin, Karlhede, Lindstro¨m and Rocˇek introduced in [32] a
method of constructing hyperka¨hler metrics of extended Gibbons–Hawking type known
as the Legendre transform construction. In this approach, the metric information is stored
in a single real-valued function L defined on some open subset S of Rm⊗ R3, satisfying the
linear second-order differential constraints
(181) ~∂I · ~∂JL = 0 and ~∂I× ~∂JL = ~0.
This function is associated to a choice of direction in R3, which we take here to be the
direction of the i-axis. Accordingly, it is convenient to view the space Rm⊗ R3 as Cm×Rm
and work with the complex linear combinations zI = 12(x
I
2 + ix
I
3), x
I = xI1, z¯
I = 12(x
I
2 − ixI3)
of the real coordinates xIi . In terms of these, the differential constraints take the form
(182) LxIxJ = −LzI z¯J and LxIzJ = LxJzI .
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The hyperka¨hler geometric structure is then extracted from L based on the following two
properties:
1) The (flipped-sign) Legendre transform
(183) κ(z, z¯, u, u¯) = 〈L(z, z¯, x)− 2ImuIxI 〉x
of the function L with respect to the xI-variables, where one assumes that the
Legendre constraints LxI = 2ImuI can be implicitly solved to give unequivocally
xI = xI(z, z¯, u, u¯), yields a Ka¨hler potential for the hyperka¨hler symplectic form Ω1
along the chosen direction, together with a complete set of coordinates zI and uI
holomorphic with respect to the corresponding complex structure I1.
2) These coordinates are, simultaneously, complex Darboux coordinates for the trans-
versal complex symplectic form, that is,
(184) Ω+ ≡ 1
2
(Ω2 + iΩ3) = duI∧ dzI .
The two conditions suffice to determine all three hyperka¨hler symplectic forms Ω1, Ω2, Ω3,
and hence also the hyperka¨hler metric G. And indeed, one can verify that these are of
extended Gibbons–Hawking type, with
UIJ = −1
2
LxIxJ(185)
AI = Im(LxIzJdz
J) + dφI(186)
and also ψI = ReuI − φI , where φI is an arbitrary real shift. The last relation can be
combined with the Legendre constraints to give
uI = ψI + φI +
i
2
LxI .(187)
The differential constraints (182) guarantee moreover that these connection 1-forms and
Higgs field satisfy as required the extended Bogomolny field equations.
This construction is general, in the sense that any hyperka¨hler manifold of extended
Gibbons–Hawking type is locally given by such a Legendre transform construction for
some potential L (see Proposition 2.1 in [10]).
4.2. Hyperka¨hler cone structure conditions.
4.2.1. Let us work out now how hyperka¨hler cone structures are described in this approach,
or, in other words, how the conditions of subsection 3.2 translate in terms of the potential
L.
Consider the following two complex linear combinations of the generators of the collective
H
×/Z2-action on the space R
m⊗ R3:
L1 + iL0 = i(2z¯
I∂z¯I + x
I∂xI )(188)
L2 + iL3 = i(2z
I∂xI − xI∂z¯I ).
On the domain of definition of L, the differential constraints (182) imply the relations
(L1 + iL0)(LxI ) = −(L2 − iL3)(Lz¯I )(189)
(L2 + iL3)(LxI ) = (L1 − iL0)(Lz¯I ).
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Observe now, on one hand, that from the expression (185) for the Higgs field we have
that
(L1 + iL0)UIJ = − 1
2
∂xI∂xJ [(L1 + iL0)(L)− iL ]− iUIJ(190)
(L2 − iL3)UIJ = − 1
2
∂zI ∂xJ [(L1 + iL0)(L)− iL ].
The first equality is simply an identity. To obtain the second one we have made use of the
differential constraints of L as follows:
(L2 − iL3)UIJ = − 1
2
(L2 − iL3)LxIxJ
=
−LzI z¯J
=
1
2
∂zI (L2 − iL3)(Lz¯J )
=
−(L1 + iL0)(LxJ )
(191)
= − 1
2
∂zI∂xJ [(L1 + iL0)(L)− iL ]
where in the last step we have used the commutation property [L1 + iL0, ∂xJ ] = −i∂xJ .
Note that both equalities hold in full generality, for any hyperka¨hler space of extended
Gibbons–Hawking type. In view of these considerations the criterion of Proposition 14 can
then be equivalently rephrased as follows:
Proposition 18. The collective H×/Z2-action on the base of an extended Gibbons–Hawking
hyperka¨hler space N with potential L can be lifted to a hyperka¨hler cone structure on N if
and only if L satisfies the condition
(192) L1(L) + i(L0(L)− L) ∈
⋂
I,J
[ker(∂xI∂xJ ) ∩ ker(∂zI∂xJ )].
An immediate corollary is then that a sufficient set of constraints for that to happen is
given by [33]
(193) L1(L) = 0 and L0(L) = L.
On another hand, from the Legendre transform approach expression for the connection
1-forms AI we obtain the following identities
ιL1+iL0AI + UIJ(x
J
1 + ix
J
0) = (L1 + iL0)(φI +
i
2
LxI )(194)
ιL2+iL3AI + UIJ(x
J
2 + ix
J
3) = (L2 + iL3)(φI +
i
2
LxI )
where, of course, xJ0 = 0. We stress that these are indeed identities, with no constraints
whatsoever being needed for their derivation. In the light of formula (187) it is clear then
that
Lemma 19. The connection 1-forms (186) satisfy the gauge-fixing condition (108) if and
only if there exist shifts φI such that
(195) uI ∈ ker(L1 + iL0) ∩ ker(L2 + iL3)
for all values of I.
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4.2.2. Let us assume now that the function L satisfies the linear differential constraints
(193). One can then check that with these conditions its Legendre transform is both
invariant at collective rotations and scales with weight 1 under the action of L0. That is
to say, the Legendre transform gives us in this case not just a Ka¨hler potential, but in fact
a hyperka¨hler potential. Accordingly, we write
(196) κ = U.
As we have discussed at the end of § 3.2.1, when the gauge-fixing condition (108) holds,
the collective H×/Z2-action on S lifts trivially to the hyperka¨hler cone as its standard
quaternionic action. In our case it can be shown that its (complexified) generators assume
in holomorphic coordinates the form
L1 + iL0 = 2iz¯
I
∂
∂z¯I
(197)
L2 + iL3 =
∂U
∂u¯I
∂
∂z¯I
− ∂U
∂z¯I
∂
∂u¯I
.
4.2.3. So far, what we have done was simply to rephrase the description of a hyperka¨hler
cone structure on an extended Gibbons–Hawking space in the language of the Legendre
transform approach. Ultimately, though, we are interested in determining the quaternionic
Ka¨hler metric on the base of the hyperka¨hler cone. To achieve that, we combine the results
of this and the previous section into the following procedure:
1. Given a function L satisfying the differential conditions (182), usually although not
necessarily in the form of a contour integral, one should first test whether it satisfies
also the conditions of Proposition 18. In case it does, one is then guaranteed that the
ensuing metric through the Legendre transform construction will be of hyperka¨hler
cone type.
2. The second partial derivatives of L with respect to the xI-variables give the Higgs
field UIJ via the formula (185).
3. More challengingly, one must also solve the differential conditions of Lemma 19
to find shift functions φI for which the connection 1-forms AI satisfy the gauge-
fixing condition (108). As we shall see in the next example, depending on the
particularities of the case, additional symmetry considerations might need to be
taken into account as well.
4. Once the Higgs field and the appropriately gauge-fixed connection 1-forms on the
hyperka¨hler cone are determined, one should then substitute in them the change of
variables (117) for some choice of restricted configuration ~ρ I . The outcomes should
be amenable to the form (137) and (140), respectively, from which one can then
read off the reduced Higgs field UIJ and induced connection 1-forms AI . This is
effectively a quotienting procedure which takes us from the hyperka¨hler cone down
to its base.
5. The Ansatz of Theorem 17, or any one of the equivalent Ansa¨tze listed in Table 2,
gives us eventually the quaternionic Ka¨hler metric and structure on the base.
5. An example: the local c-map
As an application of this procedure and, more generally, of the ideas that we have
developed in this article, we present an explicit construction of a quaternionic Ka¨hler
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metric known as the Ferrara–Sabharwal metric [23]. This metric emerged in physics from
the construction known as the local c-map (or, sometimes, the projective or supergravity
c-map) [15], a map derived from a duality of the moduli spaces of type IIA and type
IIB string theories, which yields a quaternionic Ka¨hler manifold of real dimension 4n for
each projective special Ka¨hler manifold of real dimension 2n− 2. The approach we pursue
was initiated by Rocˇek, Vafa and Vandoren in [43, 44]. The idea is as follows: the 4n-
dimensional quaternionic Ka¨hler manifold has an associated 4n + 4-dimensional Swann
bundle which, in turn, as a hyperka¨hler space, has a 4n + 6-dimensional twistor space.
The twistor space, these authors posit, is characterized as a complex space by a certain
holomorphic gluing function (in physics terms, this is related to a projective superspace
lagrangian density). The challenge is then to extract the metric from this holomorphic
function by coming down first two real dimensions, to describe the geometry of the Swann
bundle, and then another four real dimensions, to the quaternionic Ka¨hler base. Here we fill
in a number of critical details in the arguments of [43, 44], which were further developed
in [40], and use our previous considerations to perform what these papers refer to as a
superconformal quotient— i.e. the descent from the hyperka¨hler cone to the quaternionic
Ka¨hler base—explicitly as well as equivariantly.
5.0.1. In close analogy with the Legendre transform construction of the rigid c-map metric
(also known as the affine c-map or semi-flat metric), the L-potential of the Swann bundle
Nc over the quaternionic Ka¨hler image of the local c-map was shown in [43, 44] to be given
by the following contour integral:
(198) L =
1
2π
∮
dζ
ζ
(
F (η(ζ))
η0(ζ)
− F¯ (η(ζ))
η0(ζ)
)
where
• the ηI(ζ) variables are so-called tropical components of sections of an O(2) line
bundle over the twistor space of the Swann bundle, that is,
ηI(ζ) =
zI
ζ
+ xI − z¯Iζ;
• F (η(ζ)) ≡ F (η1(ζ), . . . , ηn(ζ)) is a holomorphic function called prepotential, as-
sumed to be homogeneous of degree two in its variables;
• the integration contour wraps around the two roots of η0(ζ): anti-clockwise around
ζ0+ for the first term, and clockwise around ζ
0
− for the second one, where
ζ0± =
x0 ∓ r0
2z¯0
= − 2z
0
x0 ± r0 ,
with r0 = |~x0|, correspond to antipodally opposite points on the twistor Riemann
sphere.
The integrand can be understood as a twistor space holomorphic symplectic gluing function
[32]. Its holomorphic dependence on O(2) sections guarantees that the contour integral
satisfies automatically the generalized Laplace equations (182). Moreover, the specific
manner in which it depends on these—namely, the fact that it only depends on ζ implicitly
through the variables ηI(ζ) and the fact that it scales with weight 1 at a scaling of the
ηI(ζ)’s— implies that the integral satisfies the two constraints (193), and it is thus indeed,
as claimed, the L-potential of a hyperka¨hler cone.
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The contour integral can be computed explicitly with Cauchy’s residue theorem. Using
the homogeneity property of the prepotential we obtain
(199) L = 2r0 ImF (χ)
where, by definition,
(200) χA =
ηA(ζ0+)
r0
and χ¯A =
ηA(ζ0−)
r0
.
Note that the twistor sections ζ 7→ ηA(ζ) take antipodally conjugated variables to complex
conjugated ones. Here and throughout this section we use the following index notation
conventions:
(201)
Indices Range
I, J , . . . 0, . . . , n
A,B, . . . 1, . . . , n
5.0.2. Before we continue, we pause for a moment to list for future reference a number of
properties that these variables satisfy. First, direct evaluation gives us the expression
(202) χA =
xA
r0
− x
0
r0
Re
zA
z0
− iIm z
A
z0
.
This can be equivalently recast in the vectorial form
χA =
(~x0×~xA) · (~x0× i)− i |~x0| ~x0 · (~xA× i)
|~x0||~x0× i |2 .(203)
Proceeding in the same vein, we can then show that the following two properties hold:
χAχ¯B =
(~x0×~xA) · (~x0×~xB)− i |~x0| ~x0 · (~xA×~xB)
|~x0× i |2(204)
χA
χB
=
(~x0×~xA) · (~x0×~xB)− i |~x0| ~x0 · (~xA×~xB)
|~x0×~xB|2 .(205)
The last one, in particular, makes it clear that ratios of χA’s are invariant under collective
transformations and thus descend naturally to functions on the base of the hyperka¨hler
cone.
In order to present the next property in a concise manner it will be convenient to intro-
duce a number of temporarily notations. Thus, if we denote the parameters of the O(2)-
bundle sections by ηI+1 = z
I , ηI0 = x
I , ηI−1 = − z¯I such that we have ηI(ζ) =
∑1
m=−1 η
I
mζ
−m
(this is sometimes called the complex spherical basis), then in terms of these the various
derivatives of χA can be summarized in the formula
(206) dχA =
1
r0
1∑
m=−1
(ζ0+)
−m
[
dηAm +
(
mχA − ~x
0 · ~xA
~x0 · ~x0
)
dη0m
]
.
In view of the imminent application of Lemma 19 it would be useful to have a list of
elementary functions belonging to the intersection of kernels from the condition (195). And
indeed, such a list exists and reads as follows:
(207)
{
ψ0, ψA,
zA
z0
,
x0 + r0
2r0
χA,
x0 − r0
2r0
χ¯A
}
⊂ ker(L1 + iL0) ∩ ker(L2 + iL3).
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For the first three elements membership in the list follows immediately from a cursory
survey of the formulas (188). For the last two, however, this is a little less obvious. One
can verify it directly, which is rather tedious, or by observing successively that
(L1 + iL0)(ζ
0
±) = −iζ0± (L2 + iL3)(ζ0±) = i(ζ0±)2(208)
and, using these facts in the definitions (200), that
(L1 + iL0)(χ
A) = 0 (L2 + iL3)(χ
A) = iζ0+χ
A(209)
(L1 + iL0)(χ¯
A) = 0 (L2 + iL3)(χ¯
A) = iζ0− χ¯
A.
The remaining gap in the verification can then be bridged by a very simple calculation.
Lastly, let us also make a note of the following identity:
(210)
zA
z0
+
x0 + r0
2r0
χA +
x0 − r0
2r0
χ¯A =
~x0 · ~xA
~x0 · ~x0 .
The manifestly invariant expression on the right-hand side, the same one which shows up
in the differentiation formula (206), will play an important role in the considerations to
come.
5.0.3. In order to compute the Legendre transform of L one needs to compute first its
partial derivatives with respect to the variables xI . The components with m = 0 of the
differentiation formula (206) give us promptly, on one hand,
LxA = 2ImFA(χ)(211)
and on the other,
(~x0 · ~xI)LxI = x0L.(212)
This last relation can be used to determine Lx0 . With the help of these formulas one can
then show that the Legendre transform of L yields the hyperka¨hler potential
U = −4|z
0|2
r0
Im[χ¯AFA(χ)].(213)
In addition, by using the homogeneity property of the prepotential to replace FA(χ) with
FAB(χ)χ
B, and then the formula (204), we get also the alternative expression
U = −(~x
0×~xA) · (~x0×~xB)
|~x0|3 ImFAB(214)
where it is understood that FAB refers to FAB(χ).
One calls dualization the result of replacing the prepotential function F in the definition
of L with (minus) its Legendre transform. In the ensuing formulas, this operation results
in the replacement of F (χ) with F (χ)− χAFA(χ), of χA with FA(χ), and of the latter with
−χA; similar statements hold also for the complex conjugated quantities. On the other
hand, the zero-indexed variables such as x0, z0, z¯0 are inert under dualization.
The first expression above for the hyperka¨hler potential is the one best suited for an
analysis of its dualization properties. From it, one can see immediately that the hyperka¨hler
potential is self-dual. This strongly suggests that one might be able to lift dualization to a
symmetry of the metric, which, we shall see, will indeed be the case.
The second expression of the hyperka¨hler potential brings instead to the fore its collective
transformation properties. Note that since the function FAB(χ) is homogeneous of degree
zero, and since ratios of χA’s are invariant under collective transformations, it follows that
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so is the Hessian FAB(χ). It is then evident that the hyperka¨hler potential is, as required,
invariant under collective rotations and scales with weight 1 under the action of L0.
5.0.4. Following [40], let us consider on Nc the vector fields
QA =
∂
∂uA
+ c.c. I =
∂
∂u0
+ c.c.(215)
PA = z
0 ∂
∂zA
− uA ∂
∂u0
+ c.c.
W = 2z0
∂
∂z0
+ zA
∂
∂zA
− 2u0 ∂
∂u0
− uA ∂
∂uA
+ c.c.
where c.c. means the complex conjugate of the preceding expression. They are manifestly
real-holomorphic with respect to the hyperka¨hler complex structure I1 and, moreover,
satisfy the following graded Heisenberg algebra:
[PA, Q
B] = δBAI(216)
[PA, PB ] = 0 [Q
A, QB] = 0
[W,PA] = PA [W,Q
A] = QA [W, I ] = 2I.
Observe now that, out of these, the vector fields QA and I are entirely vertical with
respect to the Rn+1-fibration structure. On the other hand, the vector fields PA and W
have non-trivial horizontal components given by the horizontal lifts of the vector fields
PA = ~x0 · ∂
∂~xA
and W = 2~x0 · ∂
∂~x0
+ ~xA · ∂
∂~xA
(217)
living on the base of the Rn+1-fibration. Note incidentally that by resorting to the contour-
integral representation of L one can easily see that we have
PA(L) = 0 and W(L) = 0.(218)
Furthermore, from the definition of the χA-variables we get successively:
PA(χ
B) = PA(χB) =
PA(ηB(ζ0+))
r0
=
δB
A
η0(ζ0+)
r0
= 0(219)
W (χA) =W(χA) = −χA.
Corresponding statements hold for the complex conjugated variables as well.
In light of these facts one can then readily infer using the expression (213) for the
hyperka¨hler potential that this is preserved by all of the generators of the graded Heisenberg
algebra:
(220) QA(U) = 0 I(U) = 0 PA(U) = 0 W (U) = 0.
Let us recall now the following general result:
Lemma 20. A real-holomorphic vector field on a Ka¨hler manifold preserves the Ka¨hler
form if and only if it preserves locally Ka¨hler potentials up to pluriharmonic functions.
A hyperka¨hler manifold can be viewed as a Ka¨hler manifold with respect to any one of its
hyperka¨hler complex structures. In our case, each one of the vector fields QA, PA, I and
W satisfies the conditions of this Lemma when one regards the hyperka¨hler space Nc as a
Ka¨hler space with respect to the complex structure I1, with Ka¨hler form Ω1. Indeed, they
are real-holomorphic with respect to I1 and, as we have shown, preserve the hyperka¨hler
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potential, which is in particular a Ka¨hler potential for Ω1. By the Lemma, they all must
then preserve as well the Ka¨hler form Ω1. Moreover, a straightforward check using their
defining formulas shows that they preserve also both the transversal symplectic form (184)
and its complex conjugate. We are then entitled to conclude that QA, PA, I and W are all
tri-Hamiltonian vector fields.
What is more, they also commute with the generators of the standard quaternionic action
on the hyperka¨hler cone. This can be seen using the holomorphic coordinate expressions
(215) and (197), while taking also into account, once again, the invariance properties (220)
of the hyperka¨hler potential function U . By Theorem 13 they descend therefore to the
quaternionic Ka¨hler base.
These considerations suggest that in holomorphic coordinates the dualization map takes
the form
u˜A =
zA
z0
z˜A = −z0uA(221)
u˜0 = u0 +
zA
z0
uA z˜
0 = z0.
Indeed, this represents a holomorphic symplectomorphism with respect to the complex
symplectic form Ω+, which preserves moreover the graded Heisenberg algebra by mapping
QA to PA and the latter to −QA while keeping I and W unchanged. Notice also that the
double dual of a non-zero-indexed coordinate returns minus that coordinate, whereas the
double dual of a zero-indexed one returns it trivially, without any sign change.
5.0.5. In order to be able to compute explicitly the connection 1-forms AI we need to
choose a set of shift functions φI for which the conditions of Lemma 19 are satisfied. This
is perhaps the most difficult step in the construction of a hyperka¨hler cone in the Legendre
transform approach. Fortunately, in our case we can use the duality symmetry as a guide.
In other words, rather than solve these conditions directly, in what follows we shall exploit
duality to find a convenient set of such functions, and then verify a posteriori that they
provide indeed a solution to the required conditions.
Note to begin with, that in view of the expression (211), the Legendre transform con-
struction formula (187) takes in this case for non-zero values of the index the form
(222) uA = ψA + φA + iImFA(χ).
Dualization then yields
(223) ψ˜A + φ˜A = Re
zA
z0
=
~x0 · ~xA
~x0 · ~x0 −
x0
r0
ReχA
where the second equality is the real part of the identity (210). This shows that if we take
(224) φA =
x0
r0
ReFA(χ) such that φ˜
A = −x
0
r0
ReχA
then we get [40]
(225) ψ˜A =
~x0 · ~xA
~x0 · ~x0
which is manifestly invariant under collective transformations, in agreement with the ex-
pectation that dualization should commute with the hyperka¨hler cone quaternionic action.
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For this choice the initial formula becomes
(226) uA = ψA +
x0 + r0
2r0
FA(χ) +
x0 − r0
2r0
F¯A(χ¯)
that is, precisely the dual of the identity (210). Since the functions FA are holomorphic
and homogeneous of degree 1, then in light of the list (207) it is clear that these uA’s satisfy
the condition of Lemma 19. This check validates the above choice of shift functions φA.
On another hand, let us observe that the relation (212) can be equivalently stated as
(227) Im(u0 + ψ˜
AuA) =
x0
2(r0)2
L.
By noticing then that the function L is anti-self-dual, i.e. that L˜ = −L, we can infer from
this that Im(u0 + u˜0 + ψ˜
AuA − ψAu˜A) = 0. This suggests that we choose a shift φ0 by
setting
(228) ψ0 =
1
2
(u0 + u˜0 + ψ˜
AuA − ψAu˜A)
which is thus real and, moreover, explicitly self-dual. This is the same as having [40]
(229) u0 = ψ0 +
1
2
(ψAu˜
A − ψ˜AuA)− 1
2
uAu˜
A.
Each elementary component of the expression on the right-hand side belongs to the set
ker(L1 + iL0) ∩ ker(L2 + iL3), which then by way of the Leibniz rule implies that the same
is true for u0. From this formula one can read off the shift φ0, which can then be shown to
satisfy
(230) φ0 + ψ˜
AφA =
1
2
(
x0
r0
)2
ReχAReFA(χ)− 1
2
ImχA ImFA(χ)− 1
2
ψ˜AψA.
A rather unusual feature of this choice of shift, imposed on us by the requirements of
manifest duality, is that it has an explicit linear dependence on the ψA-variables.
5.0.6. So far we have used two coordinate systems on Nc: the extended Gibbons–Hawking
coordinates ψI and ~x
I (with a closely related complexified variant given by ψI , x
I , zI , z¯I),
and the Legendre transform-related holomorphic coordinates uI and z
I . The first system
is adapted to the Rn+1-fibration structure. The second one is adapted to the transversal
complex symplectic structure which is holomorphic with respect to I1. For the current
construction, however, it is useful to introduce yet a third system of coordinates, adapted
to its duality symmetry this time, given by
(231) {ψ0, x0, z0, z¯0, ψA, ψ˜A, χA, χ¯A}.
The generators of the Heisenberg algebra take in these coordinates the form
QA =
∂
∂ψA
+
1
2
ψ˜A
∂
∂ψ0
PA =
∂
∂ψ˜A
− 1
2
ψA
∂
∂ψ0
(232)
I =
∂
∂ψ0
and, moreover, the grading generator W scales the non-zero-indexed coordinates with
weight −1 and the zero-indexed ones with weight 2, except for ψ0, which it scales with
weight −2.
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The advantage of this coordinate system becomes apparent when one tries to compute
the connection 1-forms AI . For the shift choices (224) and (230), from the Legendre
transform formula (186) we obtain following a rather laborious computation the relatively
simple expressions
AA = ReFABdψ˜
B − ImFAB
[
ImχBdx0⋄ + 4Reχ
B Im(z¯0⋄dz
0
⋄)
]
(233)
A0 + ψ˜
AAA = 2ImFAB
[ |z0⋄|2 Im(χ¯AdχB) + χ¯AχBx0⋄ Im(z¯0⋄dz0⋄)]− 12d(ψ˜AψA)
where, for simplicity, we have used the notations x0⋄ = x
0/r0 and z0⋄ = z
0/r0.
5.0.7. The Higgs field, on the other hand, can be computed with significantly less ef-
fort. By taking derivatives with respect to xA and x0 of the equation (212) we obtain,
respectively,
(~x0 · ~xI)LxIxA = 0(234)
(~x0 · ~xI)LxIx0 = U
(recall the index notation convention (201)!). Moreover, from the preceding expression for
the derivative LxA we can easily compute the second derivative LxAxB . Together with the
relations above this gives us
(235) UIJ = − 1
r0

 R+ ψ˜
C ImFCDψ˜
D −ψ˜C ImFCB
− ImFADψ˜D ImFAB


where, by definition,
(236) R =
U
2r0
.
5.0.8. We are now ready to perform the reduction and descend from the hyperka¨hler cone
down to its quaternionic Ka¨hler base. In practice, this step consists of substituting into the
formulas for the Higgs field UIJ and connection 1-forms AI the change of variables (117)
for some choice of restricted configuration with position vectors ~ρ I , and then reading off
from the result the reduced Higgs field UIJ and reduced connection 1-forms AI .
In the case of the Higgs field, this is rather straightforward. Recall, on one hand, that
the variables ψ˜A and, as argued before, the functions FAB(χ) are invariant at collective
transformations, and hence at the particular collective transformation represented by the
equation (117). On another hand, from the multiplicative property of the quaternionic
norm we have r0 = |~x0| = |q|2|~ρ 0|, and from the representation (214) for the hyperka¨hler
potential, U = |q|2U . These last two properties entail in particular that R is also invariant
at collective transformations, and so, like ψ˜A and FAB(χ), descends naturally on the base
of the hyperka¨hler cone. It is obvious then that if we substitute into the above Higgs field
matrix the relation (117) we find as expected from general arguments that this is of the
form (137), with the reduced Higgs field matrix given by
(237) UIJ = − 1|~ρ 0|

 R+ ψ˜Nψ˜ −(ψ˜N)B
−(Nψ˜)A NAB

.
Aside from the overall factor, this matrix is precisely the same as the one in the equa-
tion (235); however, here we have introduced the shorthand notations NAB = ImFAB,
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(Nψ˜)A = NABψ˜
B, a.s.o. Let us also record here for subsequent use that the inverse of
this matrix is
(238) U IJ = −|~ρ
0|
R

 1 ψ˜
B
ψ˜A ψ˜Aψ˜B +RNAB


with NAB representing the matrix inverse of NAB.
In the case of the connection 1-forms AI , if we consider a restricted configuration with
(239) ~ρ 0 = constant
then the change of variables (117) yields, after a rather more strenuous calculation, a result
of the form (140), with the reduced connection 1-forms given by
AA = ReFAB dψ˜
B(240)
A0 + ψ˜
A
AA =
1
2
ImFAB
~ρ 0 · (~ρA×d~ρB)
(ρ0)3
− 1
2
d(ψ˜AψA).
5.0.9. Let us specialize now further to the particular choice of restricted configuration
considered in (116). For this we then have, via the formulas (225) and (205),
(241) ψ˜A = ρA1 and
χA
χB
=
ρA2 + iρ
A
3
ρB2 + iρ
B
3
suggesting we should define also the variables
(242) XA = 1
2
(ρA2 + iρ
A
3 ).
These are all complex, with the exception of X 1, which is real and positive. The reality
condition is important for the coordinate count: in what follows we will coordinatize the
quaternionic Ka¨hler space by means of the variables ψ0, ψA, ψ˜
A and XA, which would not
be possible if the total number of their real components were not equal to 4n.
Note that since the function FAB is homogeneous of degree zero, one can argue that
FAB(χ) = FAB(X ), which then allows us to pass from the variables χA to the XA ones.
With obvious notations, the hyperka¨hler potential formula (214) gives us in this case
(243) R = −2(X¯NX ) = −2Im[X¯AFA(X )].
This satisfies, incidentally, the differential identity
(244) (θ0 =)
dR
2R
=
Im(X¯NdX )
(X¯NX )
a consequence of the holomorphicity property of the prepotential.
5.0.10. Knowledge of the reduced Higgs field and connection 1-forms allows us to finally
compute the quaternionic Ka¨hler metric explicitly. To this end, observe first that from
the expression (151) for the SO(3) connection 1-forms and with the above definitions we
obtain in this case
θ1 = − 1
2R
[α+ Re(X¯AdFA(X )− FA(X )dX¯A)](245)
1
2
(θ2 + iθ3) = − 1
2R
[XAdψA + FA(X )dψ˜A]
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where we have used the notation
α = dψ0 +
1
2
(ψ˜AdψA − ψAdψ˜A).(246)
The metric itself can be most conveniently worked out from the version (148) of the metric
Ansatz, in which one can make use of the above formulas for the SO(3) connection 1-forms.
In the end, using among other things the identity (244), we arrive as predicted in [43, 44]
at the Ferrara–Sabharwal metric [23]
(247) 2sg = gPSK −
(
dR
2R
)2
− gT
R
− α
2
R2
where
gPSK =
(X¯NX )(dX¯NdX )− (dX¯NX )(X¯NdX )
(X¯NX )2(248)
is the so-called projective special Ka¨hler metric and
gT =
1
2
(Imτ)−1AB(dψA + τACdψ˜
C)(dψB + τ¯BDdψ˜
D)(249)
is a complex n-torus metric with period matrix [21]
τAB = FAB(X )− 2i (N X¯ )A(N X¯ )B
(X¯N X¯ ) .(250)
Under a duality transformation this undergoes the modular transformation τAB 7→−(τ−1)AB
and, furthermore, we have
(Imτ)−1AB = NAB − X¯
AXB + XAX¯B
(X¯NX ) .(251)
5.0.11. To make the junction with the usual formulation found in the literature we need
to perform one final change of coordinates. Letting
(252) ZA =
XA
X 1
we replace the subset of coordinates {XA}A=1,...,n with the complex inhomogeneous coordi-
nates {ZA′}A′=2,...,n plus R. The projective special Ka¨hler metric gPSK can be understood
then as the Ka¨hler metric corresponding to the Ka¨hler potential
(253) K = ln Im[Z¯AFA(Z)] = ln(Z¯NZ)
with ZA
′
as complex holomorphic coordinates. (A more geometric definition of projective
special Ka¨hler metrics can be found in [24, 3].) The formulas are straightforward to re-
express in the new coordinates due to their homogeneity properties. We leave the details
to the reader as an exercise.
The 4n-dimensional Ferrara–Sabharwal metric has 2n + 2 isometries descending from
the corresponding tri-Hamiltonian isometries on the hyperka¨hler cone and satisfying the
same graded Heisenberg algebra (216). In the above inhomogeneous coordinate frame their
generating vector fields take the form [22]
Q
A =
∂
∂ψA
+
1
2
ψ˜A
∂
∂ψ0
PA =
∂
∂ψ˜A
− 1
2
ψA
∂
∂ψ0
(254)
I =
∂
∂ψ0
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W = −ψA ∂
∂ψA
− ψ˜A ∂
∂ψ˜A
− 2ψ0 ∂
∂ψ0
− 2R ∂
∂R
.
Finally, let us also mention for the sake of completeness the well-known fact that if the
prepotential function F is such that NAB = ImFAB has Lorentzian signature (1, n − 1),
then on the open complex domain given by the condition (Z¯NZ) > 0, where we have
R < 0, both gPSK and gT are negative definite (the first statement is straightforward, the
second one was shown in [18] by an ingenious argument based on the so-called inverse
Cauchy-Schwarz inequality), and therefore sg is negative definite. In other words, in this
case one can choose the metric to be positive definite, and this metric will have a negative
scalar curvature.
5.0.12. The local c-map has been studied extensively in both the physics and mathematics
literature. In particular, a different and very interesting geometric construction, starting
from the rigid c-map and based on the so-called hyperka¨hler/quaternionic Ka¨hler corre-
spondence, has been given in [4] (see also the preceding work of [31] and [6]). Global aspects
of the Ferrara–Sabharwal metric have been considered in [17, 39], and completeness issues
have been discussed in [16, 17]. Further considerations such as quantum perturbative and
instanton corrections have been explored in [7, 42, 6].
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