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I. INTRODUCTION
There have been a number of studies attempting to
determine income and price elasticities of demand
for petroleum products. These studies vary great
ly in terms of model specification and in the type
of data used. The immediate purpose of this paper
is to formally investigate the time distribution
of the income and price variables on the demand
for gasoline in the United States during the time
period 1949-1973. Gasoline was selected because
it is the principal refined petroleum product and
is important in its own right. However, the more
fundamental purpose is to contribute to the metho
dological literature and to suggest statistical
procedures to more nearly approximate the true lag
structure of selected independent variables.
The paper is organized along the following lines:
Section II briefly surveys the model specifications
used in some recent and important gasoline demand
studies. It will become apparent that the analy
sis of lag distributions is not very highly deve
loped at present. Section III outlines some dis
tributed lag models and develops the rationale for
the model used in this study. Section IV presents
the empirical analysis and Section V is the con
clusion. The net result of this analysis is that
income and price elasticities are estimated within
the framework of time.
II. A SURVEY OF GASOLINE DEMAND ESTIMATION
This section outlines several models which have
been employed to estimate the demand for gasoline;
it is not our intent to present a comprehensive
survey of gasoline demand estimates. Rather, the
purpose is to provide a background for the distri
buted lag model which will be developed in the
following section.
A basic procedure in analyses of gasoline demand is
to posit the demand for gasoline (g+-) in time
period "t" as a linear or log linear function of
per capita income (yt) and own-price (pt). The
most convenient functional form from the standpoint
of estimation and interpretation is the double
logarithmic equation:
log gt = a + 6 log yt +

y

log pt + et, (1)
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since 3 and y are simply income and own-price
elasticities of demand. The dynamic "flow adjust
ment" model employed by Houthakker, Verleger and
Sheehan (MVS, 1975) uses equation (1) to account
for short-run variations in gasoline demand and
simply lags the dependent variable one period to
account for adjustments m the stock of motor vehi
cles. Pooling time series and cross-section data
for individual states they estimated short-term
price and income elasticities of -0.075 and 0.30
respectively and corresponding long-run elastici
ties of -0.70 and 1.15. Kennedy (1974) employed
precisely the same model using cross-sectional data
for OECD countries. A principal extension of this
approach is to add more independent variables
(e.g., prices of substitute fuels, prices of com
plementary goods such as automobiles, and degree of
urbanization), and to examine demand by sector or
even by vehicle type.
The Federal Energy Administration's gasoline demand
model, which is a part of a larger transportation
sector model, illustrates an ambitious effort in
this direction. In all there are twenty equations
linked together in a linear programming framework.
In this model the demand for..."automobile gaso
line is determined by separately modeling vehicle
miles and fleet average miles per gallon (mpg) for
automobiles. Vehicle miles (VM) is specified to
be function of per capita income, the cost of vehi
cle operation (both time and fuel cost), and the
unemployment rate. Automobile use of gasoline is
determined as the ratio of automobile vehicle miles
to the average fleet efficiency. Efficiency (i.e.,
mpg) of the existing stock of automobiles is deter
mined as a weighted average of efficiencies of
automobiles from various vintages (years produc
ed)." (FEA, 1976). The main emphasis is upon longrun elasticities and the generation of scenarios
to provide a basis for evaluating alternative poli
cies. The price and income elasticities employed
for automobiles in 1976 were -0.480 and 0.976 re
spectively.
Other models, more competitive than complementary
to the double logarithmic stock adjustment model,
have specified functional forms which ensure that
the absolute value of the price elasticity of de
mand increases with rising prices and that the

income elasticity of demand decreases with rising
income. As an example,
log qt = a' + 3' 1_ + YPt + E't'
Yt

(2)

[Ramsey, et.al., (1975)]. This specification is
far more acceptable on theoretical grounds than the
constant elasticities imposed by a double logarith
mic specification. However, in all these models the
underlying assumptions regarding the lagged re
sponse to changes in income and price appear to be
inadequate.
III.

THE DISTRIBUTED LAG MODEL
A.

bution which will impose the desired "inverted V"
distribution but which is still very flexible.
Finally, there is the general polynomial lag pro
posed by Almon (1965). This method is more flexi
ble than either the geometric or Pascal lag proce
dures as the parameters can be made to fall upon
a polynomial of any desired degree, given some
finite lag period.
B.

Specified Model and Hypotheses About Lag
Distribution Shape and Lag Length

The model employed in this paper Is the general
polynomial lag structure described by
n
m
(3)
log g* a + l 6+ log yt-i+1 + ®

General Comments
log Pt-j+1 + et>

Exploration along the lines outlined above is
necessary but the assumption that current values of
the dependent variable are solely a function of
current values of a set of independent variables
appears unsatisfactory. Lagging the dependent vari
able is perhaps a reasonable first approximation_
but it does place an inordinate burden on that sin
gle variable. We assume that the demand for gaso
line adjusts dynamically to underlying economic
factors (such as price and income) so that their
effects are spread out over time. This procedure
is intuitively more appealing than the stock ad
justment model since the effects of income and
price over time are taken more explicity (and sepa
rately) into account.

where g, y, and p have been previously defined,
the unknown lag lengths are n and m. This model
was selected rather than the geometric or Pascal
lag structures for quite specific reasons. The
geometric lag structure has several advantages and
is in wide use, but it presumes a continuously de
clining weight structure. We wish to explore the
possibility that the peak of the lag distribution
occurs during some time period after the given
change in income or price. Substantive changes in
price or income may not be immediately recogniza
ble as such or consumers may feel that changes in
consumption habits are not warranted until some
time has passed. Either of these possibilities
suggest that a continuously declining lag distri
However, one incurs certain costs when lagged values bution is too restrictive.
of the independent variables are included in the
The Pascal distribution was also rejected even
analysis. First, if the lag length is large, there
though it allows for a delayed response. The
may not be enough observations to estimate all the
Pascal distribution allows only a single peak,
parameters. Second, even if enough observations
whereas we wished to allow for a lag distribution
are available multicollinearity is likely to be
with twin peaks. Given a change in price or income
severe and its well known detrimental effects pre
there may be more than one distinct reaction.
sent. Rarely are distributed lag models posited
While there may be an initial short-run response
and estimated directly. Instead, restrictions are
there may also be a long-run response (such as a
placed on the coefficients of the lagged indepen
change in fleet characteristics or in fundamental
dent variables. The primary purpose of the re
patterns of usage) which is completely separable,
strictions is to substantially reduce the number
but equally well defined; and which takes a longer
of parameters to be estimated and thus ameliorate
time to mature. The flexibility of the polynomial
the ill-effects of multicollinearity. Asecond
lag structure in allowing all of these lag shapes
purpose, however, is to impose an intuitively
makes its selection appropriate.
appealing degree of smoothness to the relationship
between the distributed lag parameters.
The polynomial lag hypothesis involves the deter
mination of two parameters, the length of the lag
There are several types of lag restrictions widely
and the degree of the polynomial structure, which
used in the estimation of distributed lags. One
cannot be estimated concurrently with the other
such restriction is that parameters on sequentially
parameters. While reasonably satisfactory statis
lagged values of the independent variable should
tical procedures exist for selecting the appropri
decline geometrically. The popularity of this
ate polynomial degree given the selection of the
technique can be attributed to several factors,
lag length, there is not yet a widely accepted
not the least of which is the wide availability of
method of determining the appropriate lag length.
computer programs to perform the necessary compu
Furthermore, there is little evidence concerning
tations. In addition, the technique is "economi
the correct lag length.
cal" in terms of the number of parameters which
must be estimated.
Thus, we consider lag lengths of up to twentyfour months and select the "best" lag length by
An alternative presumption is that the lag para
inspection of the goodness of fit, "t" statistics
meters should at first increase and then decrease.
and
parameter signs. Conditional on this choice
While such shapes way be generated in many ways a
the optimal polynomial degree is selected on the
common technique is to employ a Pascal lag distri
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basis of a mean square error loss function. The
appropriateness of this criterion can best be
shown in section V, after the estimation has been
explained more fully.
IV.
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SPECIFIC ESTIMATION PROCEDURE

In this section the Almon polynomial lag hypothesis
is made more precise, the implied restrictions
identified, and an evaluation procedure suggested.
For simplicity the presentation is general and for
one lagged independent variable. These results
are directly and easily extended however to situa
tions involving more than one lagged independent
variable.
Lagged models to which the Almon hypothesis is
applied are of the form:
y = Xw + e

:L l(in).... •

V+l^n1

0 0 0

!.. i w(n)

Note that adding either tail or head constraints on
the lag distribution simply amounts to adding one
more row to the restriction matrix with a one in
the appropriate column and zeroes elsewhere. We
chose not to use such contraints because of the
severe structural restrictions imposed.
In matrix terms, with L = [Ifl+p...Iu] 311 aPPr o Pr i~
ately constructed matrix of Cagrangrian coeffici
ents, the Almon estimator as conventionally
expressed is

(4)

where y is a (T-n+1) vector of observations on the
dependent variable, X is a [(T-n+1) x n] matrix of
appropriately lagged values of the nonstochastic,
independent or explanatory variable, w is the
(n x 1) vector of lag weights, and £ is a (T-n+1)
x 1 vector of error terms assumed to normally and
independently distributed with mean zero and finite
variance a2. The Almon method presumes that the
true lag weights are ordinates of a real valued
function f which can be approximated by a poly
nomial in a closed interval. In particular, let
the approximating polynomial of degree q (< n) be
q
•
w(i) = E a-jiJ. The Almon method proceeds by
j=0
selecting q+1 points in the domain of w(i) and
estimating corresponding points on the polynomial,
i.e., w(ik) for k=l,..., q+1, which are also taken
as estimates of points on the true lag function f
evaluated at ip through iq+p. With these q+1 esti
mated values, the distributed lag weights are cal
culated from the expression,
q+1
w(i) = E Lk(i) w(ik), i=l, ..., in
(5)
k=l
where Lk(i) are the Lagrangian interpolation coef
ficients (See Almon, (1965) for their definition).
For ip, ..., in+p equation (5) indicates that the
distributed lag weights are equal to their esti
mated values, as Lk'(ik') equals one if k=k' but
zero otherwise. At the points iq+2 , iq+3 ....
ijj, however, the lag weights are linear combina
tions of the q+1 estimated values. Accordingly,
the expressions in equation (5) can be written
more informatively as
q+1
w(i) - E Lk (i) w(ik) = 0.
(6)
k=l

w = L' (LX'XL1)"1 LX'y

(8)

where according to equation (2) w = (w(l), w(2),
..., w(n)'. It is straight-forward to show that
the estimator expressed in equation (8) can be
equivalently obtained in a more standard restricted
least squares (RLS) format. Specifically, the
RLS estimators obtained by minimizing the sum of
squares for the model as expressed in equation (4)
subject to the n-q-1 linear homogeneous restric
tions in equation (7) are equivalent to those esti
mated using the Almon approach. This claim is
easily verified by substituting the restrictions
directly into equation (4) and making the algebraic
simplifications necessary to show that the expres
sion is identical to the one used to estimate the
function points via the Almon method. Writing the
matrix on the left hand side of equation (7) as
[ : l r : ..

written

In-q-i],
the equation in (5) can be re+n-q
I

w = L'wp

(9)

LRwhere wi is a vector made up of the first q+1 ele
ments of w. Furthermore, the restrictions in equa
tion (7) Become
Rw = -Lr
or

Wp

+ In_q_p

W2

=

0 ,

w~ = LR wq.

(10)

On the basis of (10) then the Almon problem can be
written
X. = Xx wi + X2 W2 + y
[Xp ;x2]

*q+l Wp + e

L lR-I

(

11 )

XL' wp + e
The n-q-1 homogeneous equations in (6)
valently expressed as L = 0_ where R
[(n-q-1) x n] matrix antr w and 0_ are n
Specifically the homogeneous equations
parameter restrictions are

can be equi
is a
x 1 vectors.
giving the

502

where X has been partitioned to conform to the
partitioning of w. The least squares estimate of
wq, w,, is wq = /LX'XL')'1 LX'y. Using equation
‘(1°) , w2 =aLr (LX’XL')'1 LX'y. Combining the re
sults for Wp, and (Jp gives the Almon estimator in
equation (Fj.

For purposes of applications, the equivalent RLS
formulation for estimating the lag coefficients has
several important aspects. First, for each lag
length, polynomial-degree pair (n, q) there is a
different but identifiable set of restrictions.
These restrictions are clearly not dependent upon
the sample data. Secondly, for fixed lag length n,
the restrictions can be shown to be nested (using
an associated argument in terms of orthogonal poly
nomials) so that a reduction in the order of the
approximating polynomial simply adds on additional
independent restriction on the parameters w. This
latter property suggests the possibility oT testing
the appropriateness of lowering the polynomial de
gree by a test of the corresponding restrictions.

ing a restricted, say w, to an unrestricted esti
mator, say w*, of w in equation (1), w is said to
be "better" than w*" if for every m x 1 vector d/0
(where m is the number of parameters),
MSE (d'w) < - MSE (d'w*)

(12)

where the MSE equals the variance plus squared
bias. The well known statistic
u = TSSE (w)

- SSE(w1!)] + SSE (w*)_, (13)
J
T-K
where SSE (•) is the sum of squared residuals for
the indicated estimator, J is the number of inde
pendent restrictions and T-K is the number of de
grees of freedom, has a noncentrality F distribu
Tests of restrictions in the standard RLS framework
tion with J and T-K degrees of freedom, and a non
require the identification of a norm.
The appro
centrality parameter has been shown that the
priate statistic with which to evaluate the restric inequality in equation (12) is equivalent to the
tion (s) depends upon the purpose to which the esti
inequality A< h and thus a uniformly most powerful
mators are to be put and/or the chosen norm. For
test of the Bypothesis Ho: MSE (d'wj <_ MSE (d'w*),
example, if a structural norm is to be applied a
for every d^O, can be based on tBe critical points
number of useful options exist. These range from
in the distribution F(J,T-K,Jj). These points have
the simple F statistic calculated from the resi
been conveniently tabled by Wallace and Toroduals of restricted and un-(or less) restricted
Vizcarrondo (1969). The critical value for
models to various forms of the tests based on the
F(9,400,y, which applies for the maximum number
mean square error criterion. For RLS problems of
of restrictions and nearest number of observations,
the type implied by the Almon method such tests
at the .05 level of significance is 2.109. None
and test statistics are well developed [Toroof the calculated values of the statistic is great
Vizcarrondo and Wallace (1968), Wallace (1972) and
er than this critical value so all the polynomial
Yancy, Judge and Bock (1973)]. For predictive pur
structures provide estimates which are MSE superior
poses, the design implicit norm suggested by
to the unrestricted estimates. The effect of
Wallace (1972) and the bias of predictign norm
applying the restrictions sequentially was also
developed by Spj0tvoll (1972) are useful and readi
tested on this MSE criterion and the application of
ly available options for testing competing orders
each individual restriction was found to be accept
of polynomials.
able based on the above test. Given this situation
the best choice is that acceptable model which is
One purpose is to investigate the structural co
most restricted, which, in this case is the model
efficients of distributed lag models relating the
imposing a second degree polynomial to coefficients
consumption of gasoline to income and price. As
of the lagged income variable.
a result, we adopt a mean square error measure of
goodness and the appropriate hypothesis tests of
A more stringent test of restrictions (hypotheses)
Toro-Vizcarrondo and Wallace (1968). Selecting
is that provided by the Classical F test, which
such a norm and applying a well known test, to aid
hypothesizes the truth the restrictions. It does
identification of the appropriate lag structure is
not allow trade-off's between the estimator's vari
a clear improvement on many earlier attempts to use
ance and bias. Under this norm the hypotheses are
the data to help with such specification. Schmidt
rejected if it appears bias is induced into the
and Waud (1973) illustrate problems of earlier
estimates by their application. This test is equi
researchers, Andersen and Jordon (1968) and
valent to testing that the statistic listed above
Corrigan (1970), who do not search over a fairly
is distributed as a central F distribution with J
wide range of lag lengths and polynomial degrees.
and T-K degrees of freedom. Even using this more
Schmidt and Waud suggest a criterion of maximum
demanding test the applicability of the restriction
R2 (or minimum standard error of regression) for
can not be rejected at the .05 level of signifi
the selection of the "best" lag length and poly
cance [F(9,400) = 1.89]. Thus we are free to choose
nomial degree. We too feel that it is necessary
the most restricted model, providing us with the
to systematically consider alternative lag lengthmost precise estimates, knowing that the induced
polynomial degree pairs, but while ad hoc proce
bias is "not too" severe.
dures, such as the ones they suggest, are still
necessary to select the lag length under struc
IV. EMPIRICAL ANALYSIS
tural norms, casting the Almon problem into a RLS
format indicates that standard statistical litera
A. The Data
ture is more useful in determining the parameters
of the lag polynomial than has apparently to now
This study is based on the data from the Survey of
been obvious.
Current Business and covers the period 1949-74.
The gasoline quantity and price variables are ex
The particular norm we use is the "strong" mean
pressed in gallons per capita and dollars per
square error (MSE) criterion as defined by
gallon respectively; the income variable is in
Toro-Vizcorrondo and Wallace (1968). When compar
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dollars per capita; and price and income are de
flated by the Consumer Price Index (1967 = 1U0).
Since monthly data are employed seasonal influences
become very important as does the adjustment proce
dure. The month in which the price or income
change occurs may affect the intercept of the de
mand equation but it also may affect the rapidity
with which the peak response occurs. A consumer's
response to a price or income change may be more
elastic during some time periods than at others,
implying a skewing of the lag distribution. For
example, gasoline consumption peaks in the summer
when individual demand may be more elastic than
during the winter when less driving occurs but when
it is oriented toward work. Capturing the inter
action between seasonality and the lag distribu
tion is a fascinating problem, but unfortunately
it is beyond the scope of our current work. As a
result, we seasonally adjusted the quantity vari
able using the XI1 variant the Census Method II
Seasonal Adjustment Program and used seasonally
adjusted income. This should be regarded as a
first approximation.

[Johnston (1972, p. 264)]
C. The Empirical Results
The summary statistics were carefully examined to
determine the appropriate lag length but they were
not helpful in the selection process. To illus
trate the selection process, Table 1 reports re
gression results when alternative polynomial struc
tures are specified for m=n=12. The lag structure
on income is very consistent regardless of the
polynomial degree specified. The distribution has
a single peak at the sixth lag coefficient and has
beginning and ending lag parameters not signifi
cantly different from zero. No turning points
occur as the polynomial degree permitted is raised
from two to six. The sums of the lag weights for
all polynomial specifications are very similar and
take a value of approximately .30, implying that a
one percent rise in real income which is sustained
for twelve months will result in an increase of
about three-tenths of one percent in per capita
gasoline consumption within that time period.

Ideally one would also consider external shocks
which periodically affect the supply of petroleum
The lag structure on the logarithm of deflated
products. However, until at least the 1967 Arabprice is, however, much less satisfactory. The
Israeli war, and, indeed, until early 1973, no sin shape of the lag distribution is highly variable
gle event had a very profound effect on the availa and for even the most restricted model (second
bility of gasoline at the pump. Thus, we feel
degree polynomial), which provides the maximal
fairly confident in assuming an infinite elastic
reduction in the variance of the parameter esti
supply curve and in ignoring the events which in
mates, hypotheses that the parameters are not
terrupted international petroleum movement prior
significantly different from zero cannot be re
to October 1973. However, those of a less sanguine jected. Only the estimated coefficient of the
disposition may wish to experiment with dummy vari current value of the price variable is consistently
ables to account for Iranian nationalization,
significant and with the proper sign.
closing of the Suez Canal, etc. At least for now
we consider such an investigation beyond the scope
The value of m and n finally selected were twelve
of this paper.
and one respectively. That is, the current and
eleven lagged values of the logarithm of real per
B. The Empirical Model
capita income and the logarithm of the current
value of the deflated price of gasoline are used
The form of the model under consideration is
as explanatory variables for the logarithm of per
n
capita consumption of gasoline.
log gt = a + X 3q log yt-i+l +
i=l
The results of this specification are presented in
m
(12)
Table II. Neither the shape of the lag distribu
Z Yj log pt_j+1 + et
tion on income nor the magnitudes of the parameter
j=l
estimates are altered substantially by removing
the lagged values of the price variable from con
Polynomials of degrees two through six were used
sideration. Such a result appears counter intui
to constrain the lag parameters Bq and 7j and were
tive when one considers that if a price change
fit for lag lengths ranging from eight to twentyseems permanent individuals may very well alter
four months with increments of four months. Only
their gasoline consumption habits substantially.
for the case when the lag length was eight was
It should be recalled however that such effects
autocorrelation deemed insignificant. As a resultare the result of changes in price expectations
final estimates for all other cases were obtained
and thus shift the demand function. The coeffi
by taking general differences (usually with p=.65). cients of the price variables however measure
movements along the demand curve for gasoline,
This procedure is equivalent to a two step
ceteris paribus, and thus do not reflect such
Cochrane-Orcutt procedure for the correction of
changes m consumptions.
autocorrelation, b is computed from the OLS resi
duals and the parameters are then estimated by
Conclusion
applying OLS to the transformed data, yq - p yq.q,
ykq,-- p yk, t-1. This equivalent to a generalized
Based upon our findings the best estimates of
least squares estimation procedure for a model
demand elasticity are -0.118 for price, all of
with first order autocorrelation where p is used
which occurs during the month in which the price
in place of the true, but unknown, value of p.
change occurs, and 0.298 for income, which is dis
50 4

tributed over twelve months. The peak effect comes
four to seven months after the change in income.
These effects are summarized in Figure 1 and label
ed ("2nd degree"). The "OLS" results are also
plotted for comparative purposes.
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TABLE 1

TABLE 1 (C o n t.)

R egression R esu lts o f a 12 P e rio d Polynom ial
Ldg on P r ic e and Income and A lt e r n a t iv e Degrees ( f t - . 65)

C o e f fic ie n t s on P ric e
(t- s ta t is t ic s )

C o e ffic ie n t s on Income
(t - s t a t is t ic s )

i/Degree

5

6

- .14176
(-1 .4 6 )

- .15076
(-1 .4 7 )

- .15855
(-1 .5 4 )

-.15223
(-1 .4 5 )

.00979
(0 .1 3 )

.05983
(0 .6 2 )

.04364
(0 .4 1 )

OLS

.01459
(0 .37 )

.01470
(0 .3 6 )

.01432
(0 .3 5 )

0.1406
(0 .3 4 )

.01609
(0 .3 9 )

.01188
(0 .2 8 )

2

-.02930
(-0 .7 9 )

-.02718
(-0 .7 3 )

-.00592
(-0 .1 2 )

2

.2603
(0 .9 7 )

.02500
(0 .7 8 )

.02202
(0 .5 8 )

.01076
(0 .2 5 )

.02175
(0 .4 8 )

.01318
(0 .2 8 )

3

-.01686
(-0 .7 6 )

.02133
(0 .5 6 )

.04798
(0 .8 4 )

3
4

.03461
(1 .8 4 )
.04034
(2 .7 4 )

3

.03294
(0 .9 8 )
.03844
(1 .1 9 )

4

.03013
(0 .7 9 )
.03723
(1 .1 5 )

5

.02952
(0 .7 8 )
.04753
(1 .3 1 )

6

.02554
(0 .6 4 )
.03898
(0 .9 8 )

.03669
(0 .7 8 )

4

-.00678
(-0 .3 1 )

.03998
(0 .9 2 )

.05073
(1 .0 7 )

.03718
(0 .8 0 )

5

.00093
(0 .0 3 )

.03664
(0 .9 1 )

.02739
(0 .6 3 )

.03147
(0 .4 8 )

. 0866S
(0 .7 9 )

.04067
(0 .7 4 )

-.00216
( - .03)

- .06578
(-0 .5 8 )

.01393
(0 .2 2 )

.00655
(0 .1 0 )

- .02196
(- 0 .1 9 )

.02414
(0 .3 7 )

.10929
(0 .9 7 )

.05236
(0 .8 6 )

5

.04323
(2 .5 2 )

.04144
(1 .5 8 )

.4224
(1 .3 8 )

.05468
(1 .5 0 )

.05342
(1 .46 )

.05696
. (1 .2 4 )

6

.00628
(0 .2 0 )

.01916
(0 .5 7 )

-.00276
(-0 .0 6 )

-.00777
(-0 .1 5 )

6

.04327
(2 .3 8 )

.04187
(2 .1 3 )

.04433
(1 .3 7 )

!05006
(1 .4 9 )

.05714
(1 .5 5 )

.02874
(0 .6 4 )

7

.00926
(0 .2 9 )

-.00457
(-0 .1 3 )

- .02616
(-0 .5 4 )

- .01812
(-0 .3 4 )

7

.04046
(2 .2 4 )

.03967
(2 .0 5 )

.04295
(1 .3 5 )

.03833
(1 .1 6 )

.04565.
(1 .2 5 )

.08773
(1 .9 6 )

8
9

OLS

4

-.11344
(-1 .3 5 )

2

1

2

.

3

-.04411
(-0 .7 1 )

1

i/Degree

.01283
(0 .7 0 )

.01104
(0 .1 0 ) .

- .02861
(-0 .4 6 )

- .09828
(-0 .8 7 )

.00987
(0 .3 5 )

-.02668
(-0 .6 6 )

-.03502
(-0 .8 2 )

- .01922
(-0 .3 1 )

.00813
(0 .3 3 )

-.03931
(-0 .8 7 )

-.02727
(-0 .5 5 )

-.01620
(-0 .2 8 )

-.05998
(-0 .7 8 )

-.04355
(- 0 .3 8 )

8

.03480
(2 .08 )

.03478
(1 .3 5 )

.03784
(1 .2 8 )

.02625
(0 .7 3 )

.02522
(0 .7 1 )

.02580
(0 .5 7 )

9

.02629
(1 .6 6 )

.02713
(0 .8 6 )

.02902
(0 .9 0 )

.01910
(0 .5 3 )

.00962
(0 .2 4 )

-.02040
(-0 .4 4 )

10

.00401
(0 .1 3 )

-.03459
(-0 .8 1 )

-.00661
(-0 .1 1 )

-.01189
(-0 .1 8 )

-.03070
(-0 .4 4 )

.01180
(0 .1 0 )

10

.01494
(0 .8 0 )

.01665
(0 .5 0 )

.01679
(0 .4 3 )

.01714
(0 .4 4 )

.01001
(0 .2 5 )

.03220
(0 .6 8 )

11

-.00247
(-0 .0 5 )

-00464
(-0 .1 0 )

.01747
(0 .2 9 )

-.00139
(-0 .0 1 )

.05319
(0 .5 2 )

.03920
(0 .3 4 )

11

.00074
(0 .0 3 )

.00328
(0 .1 0 )

.00173
(0 .0 4 )

.01205
(0 .2 7 )

.01813
(0 .3 9 )

.01260
(0 .2 6 )

12

- .01131
(-0 .1 5 )

05841
(0 .6 3 )

.02983
(0 .2 8 )

.03324
(0 .3 0 )

.02603
(0 .2 3 )

.01176
(0 .1 0 )

.01631
( -0 .40 )

-01305
(-0 .3 1 )

-.01529
(-0 .3 7 )

-.01657
(-0 .3 9 )

-.01741
(-0 .4 1 )

-.01886
(-0 .4 4 )

Const

1.08177
(3 2 .3 7 )

1.08132
(3 2 .3 2 )

1.08098
(3 2 .2 1 )

1.08105
(3 2 .1 2 )

1.08084
(3 2 .0 6 )

1.08121
(3 1 .8 2 )

Sum o f Lag
.30301
Weight

.30285

.30332

.30291

.30414

.30370

Sum o f
Weight
Lag

-.07235

- .07489

-.07210

-.07536

-.06596

-.06842

K2

0.71

0.71

0.72

0.72

0.72

0.72

DW

1.95

1.95

1.95

1.95

1.95

1.93

a2

.00094

.00094

.00094

.00095

.00095

.00096

•u

0.50

0.47

0.51

0.56

0.58

12

0.06

0.04

0.02

—0.02

—0.04

Coefficients on Price (t-Statistics)
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TABLE 2

R egression R esu lts fo r a 12 P e rio d Polynomial
on Income o f A lt e r n a t iv e Degrees and Unlaggcd P ric e (p = .6 5 )
C o e ffic ie n t s on Income
(t- s t a t is t ic s )
1

.111272
(0 .3 2 )

.01226
(0 .3 0 )

.01260
(0 .3 1 )

. 0 1361
(0 .3 4 )

.01352
(0 .3 3 )

.01208
(0 .3 0 )

2

.02420
(0 .9 1 )

.02525
(0 .8 0 )

.02297
(0 .6 1 )

.01035
(0 .2 5 ) •

.00793
(0 .1 8 )

.01378
(0 .3 0 )

3

.03290
(1 .7 8 )

.03461
(1 .0 5 )

.03270
(0 .8 8 )

.03132
(0 .8 3 )

.03606
(0 .8 8 )

.03610
(0 .7 9 )

4

.03881
(2 .4 5 )

.04051
(1 .2 8 )

.04032
(1 .2 7 )

.05086
(1 .4 4 )

. 0S166
(1 .4 5 )

.03923
(0 .8 7 )

5

.04194
(2 .5 1 )

.04315
(1 .6 8 )

.04478
(1 .52 )

.05772
(1 .6 4 )

.05.337
(1 .3 9 )

.06021
(1 .3 6 )

b

.04228
(2 .3 7 )

.04272
(2 .2 2 )

.04545
(1 .46 )

.05105
(1 .5 9 )

.04829
(1 .4 4 )

. 026.36
(0 .6 1 )

7

.03983
(2 .2 4 )

.03941
(2 .0 7 )

.01212
(1 .3 7 )

.03648
(1 .1 5 )

. 0.3924
(1 .1 8 )

.08574
(1 .94 )

8

.03461
(2 .0 9 )

.03341
(1 .3 2 )

.03496
(1 .2 1 )

.02200
(0 .6 3 )

.0 26.34
10.70)

.02345
(0 .5 3 )

9

.02659
(1 .7 0 )

.02491
(0 .7 9 )

.024611
(0 .7 8 )

.01404
(0 .4 0 )

.01324
(0 .3 8 )

- . 02523
(-0 .5 6 )

in

.01579
(0 .8 5 )

.01409
(0 .4 3 )

.01205
(0 .3 2 )

.01343
(0 .3 5 )

.00869
(0 .2 1 )

- .0 2699
(0 .5 9 )

11

.00221
(0 .0 8 )

.00115
(0 .0 4 )

- .00126
(-0 .0 3 )

.01139
(0 .2 7 )

.01381
(0 .3 2 )

.01472
(0 .3 2 )

12

-.01417
(-0 .3 5 )

-.01373
(-0 .3 4 )

-.01346
(-0 .3 3 )

-.01449
( -0 .35 )

- .014.35
(-0 .3 5 )

-.01351
(- 0 .3 2 )

P ric e

- .11762
(-1 .4 7 )

-.11707
(-1 .4 5 )

-.11612
(-1 .4 3 )

-.11659
( - 1.44)

-. 11657
( - 1.43)

-.11570
(-1 .4 2 )

Const

1.08024
(3 2 .4 2 )

1.08032
(3 3 .3 3 )

1.08037
(3 3 .2 8 )

1.08032
(3 3 .2 5 )

1.08032
(3 3 .1 7 )

1.08029
(3.3.17)

Sum o f Lag
.29771
Weight

.29774

.31583

.29781

.29780

.23153

R2

0.73

0.73

0.73

0.7 3

0.73

0.73

DW

1.94
.00092
0.56

1.94
.00093
0.64

i .95
.00093
0.73

1.95
.00093
0.77

1.95
.00094
0.91

1.93
.00094

Regression Results for a 12 Period Polynomial Lag on Income of
Alternative Degrees and Unlagged Prlce[p-.«6] Coefficients on Income ( t-Statlstlcs)
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