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SUMMARY 
The robustness nature of the score tests for the null hypothesis of 
no covariate-effect is further explored in the context of the regression 
analysis. It is shown that the resulting test statistics share the 
common quadratic form in terms of projection which do not depend on the 
form of the effect specified under the alternative hypothesis. 
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1. INTRODUCTION 
The score tests, which use the "efficient scores" as the test 
criteria, were first introduced by Rao (1948) for testing the homogeneity 
of parallel samples. They also appear in the LaGrange forms (Aitchinson 
and Silvey, 1958), and are optimal c(a) -tests of Neyman (1959). The score 
tests are locally asymptotically most powerful (cf. BUhler and Puri, 1966; 
Moran, 1970), and, as homogeneity tests, 11 robust11 ·in the sense that their 
optimality remains true whenever the form of the compounded distribution 
assumed for the data under the alternative hypothesis, provided that its 
third moment is zero (Moran, 1973)--a property termed as "robustness of 
optimality" by Neyman and Scott (1966). 
Recently, this robustness nature of the score tests for testing 
either trends in means or heteroscedasticity in variances in the regression 
context has attracted increasing attention in statistical literature (e.g., 
Tarone and Gart, 1980; Tarone, 1982; Breusch and Pagan, 1979; and Cook and 
Weisberg, 1983). In his general approach, Chen (1983) shows that the 
score tests for the null model of constant mean response remain the same, 
regardless of the functional form chosen for the effect of covariates (or, 
explanatory variables) under the alternativ.e. 
The purpose of the present note is to broaden the scope of applications 
of the score tests and their robustness nature discussed by Chen (1983) for 
the simple null model to more intermediate problems focusing primarily on 
the effect of a certain given subset of covariates, say,!, on the mean 
µ of the response variable y. The regression model considered here is 
e = 8(µ) = something else+ f(~1!') , 
where e is a given transformation ofµ, and f, which represents the functional 
form of the Z-effect one, is monotonic and twice differentiable. For 
N 
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instance, f may be (a) linear: f(t) = t, (b) multiplicative or exponential: 
f(t) = cet, or (c) logistic: f(t) = et/(l+et). As in the null model case, 
we show that the score test for the null hypothesis of no !-effect, i.e., 
H0: ~l =~,remains unchanged whenever the form chosen for funder the 
alternative H1: ~l 1 ~- This unique feature of the score tests is not 
shared by their asymptotically equivalent counterparts, the likelihood ratio 
tests and the tests based op the maximum likelihood estimates; for both the 
form off under H1 is crucial and indispensable. Therefore, the score 
tests should be favored as the asymptotic optimal tests for checking whether 
a set of covariates! should be included in the regression whenever the 
precise knowledge of how~ might affect the mean response under H1 is lacking. 
Due to their common quadratic form in terms of projection, the resulting 
test statistics can be easily understood through the notion of least 
squares fitting. 
2. THE SCORE TESTS 
,.. ,.. 
Let L(~) be the loglikelihood function of~= (~0,~1) and~= (~0, ~) 
be the maximum likelihood·estimate (MLE) of~ under the null hypothesis 
H0: ~l = ~- The score-test statistic S for H0 then can be expressed as 
( 2 .1) 
where V and C, the total score and the expected Fisher information matrix of 
,.. 
Bat B=a, respectively, are defined as 
N N ,v 
; 
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V = [al/a~] a 
-
= (~,vl) t 
and 
Note that the form (2.1) is unchanged even if some nuisance parameter 
or parameters! of finite dimension, such as the scale parameter of the 
exponential family, which satisfy E(a2L/a~· at)= o, are introduced to the 
problem. In this case, the unknown~ appearing in Swill be replaced by 
A. 
the corresponding MLE ! under H0• 
For various applications of score tests in the context of regression 
analysis, see, e.g., references cited by the recent papers such as Breusch 
and Pagan (1980), Pregibon (1982), Chen (1983) and Weisberg (1983). 
3. THE GENERAL RESULTS 
Let h(ylµ) be the probability density (distribution for the discrete 
case) function of a response variable y given its meanµ, and 
s{µ) = a.e.nh/aµ (3.1) 
the score function ofµ. It is assumed that h satisfies the following 
regularity conditions: 
(i) E(s(µ)Iµ) = O, 
(11) d2(µ) = -E(a2Rn.h/au2) = E(a.enh/aµ • aRnh/aµ) = Var(s(µ}). 
tet X = (W ,Z}, W: 1 x R. and Z: 1 x k, be the vector of R.+k covariates 
~ ~ ~ ~ ~ 
or explanatory variables. The first component of~ is the constant one. 
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Denote (y' ,X) = (y' ,W,Z): n x (l+R.+k) the data matrix of n (n > R.+k) 
- . -
1 ndependent observations, (y i '~i '!;), 1 =1 , ••• ,n, with rank (X) = R.+k; 
that is, Xis of full rank. For each given (~i'~i), Y; is assumed to 
arise from h(ylµi), where µi takes this form 
(3.2) 
where g, f e; F = {mon·otonic and twice differentiable functions on R}. Here 
the function g, whose inverse is referred to as the "link function" in the 
generalized linear models (Nelder and Wedderburn, 1972), relates the mean 
to covariates (~,-~) via e = g-l {µ). The function f represents the form of 
the effect of Zone. (For simplicity, the effect of Wis assumed linear.) 
N N 
Then, the null hypothesis of no Z-effect is equivalent to 
-
Ha: ~1 = E ; 
that is, f(~1~•) = constant for all~- Without loss of generality, we 
shall assume f(a) = a in the following discussion. 
A A 
Let~= (~0,~) be the MLE of~ under Ha, and 
A A 
µ1 = gC~o~P , 
the resulting estimate of µ1• With the loglikelihood function of~ being 
L(~) = I: ln h(y1 1µ1), where µ1 is given by (3.2), one can easily verify 
that, under the regularity conditions (i) and (ii), V and C of (2.1) 
become, respectively, 
V = s G(W, aZ) 
#y 
and 
• 
• 
; 
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C = (W, aZ)' GD2G(W,aZ) , 
where 
A A ! = (s(µ1), ••• ,s(µ0 ) , 
A A 
G = diag(g(~1~1), ... ,g(fl~~) , (3.3) 
2 • 2 A 2 A D = d1ag(d (µ1), ••• ,d (µn)) , 
and 
a= f(O) Io. 
For any matrix A of full rank, denote R{A) the range space of A and 
PA= A(A'A)-1A1 , the projection matrix on R{A). Then the score-test 
statistics of (2.1) for H0 becomes 
where 
and 
S = sG(W,aZ){(W,aZ)'GD2G(W,aZ}}-1(W,aZ)'Gs' 
- -
= e P· e' , 
- X* -
X* = (W* ,Z*) = DG{W ,Z) 
e = s 0-1 
.... -
(3.4) 
(3.5) 
(3.6) 
Js the standardized score vector evaluated at H0• That is, Scan be 
expressed in terms of the square length of the projection of the standardized 
• 
score vector ! on the range space R(X*) of X*. The only quantity, a= f( 0), 
in V and C, which depends on f, disappears in the final form of S because 
" R(aZ) = R(Z). Further note that, since~ is the MLE off under H0, 
, 
6 
e W* = s GW = [aL/as ]A= o. ~ - _a a -
Hence, s of (3.4) can be re-expressed in terms of the projection on 
R(Z*/W*) as 
S =: Pz*/W* :• (3. 7) 
with the matrix Z*/W* = (I - PW*)Z*. 
A 
Assume that ~0 is a consistent estimate of ~o· Then, based on (3.7), 
one can verify that Sis asymptotically distributed as x2 with k degrees 
of freedom under H0, provided that, when dealing with nonnormal cases, 
Eicker's necessary and sufficient condition (Eicker, 1965, Theorem 3.1, 
Condition (I)) for asymptotic normality of the least squares estimates 
ho 1 d s ; that i s , 
where (~Z*/W*)ii is the ith diagonal element of Pz*/W*" 
The resulting score test based on sis asymptotically most powerful 
in the local sense as ~l approaching~ at the rate n-\ under H1 (Buhler 
and Puri, 1966, Theorem 3). Since S does not depend on f, this asymptotic 
optimality 1s 11 robust11 with respect td the class of forms, F, for the 
!-effect under H1. 
By the fact that the score vector Vis the first derivative of the 
A 
loglikelihood L(a} evaluated at a= a, the robustness nature of scan be 
- - -
alternatively understood through the first-order Tayor expansion of 
f(~1t) around ~l = ~ , 
• 
• 
With the constant terms :f(O) and f(O) being absorbed into ~0 and ~1, 
respectively, the model (3.2) forµ in the small neighborhood of the 
; 
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null hypothesis H0 can be approximated by the generalized linear 
model 
µ = g(f3 W' + f3 Z') , (3.8) 
... 0... -1-
regardless of the fonn for f. Conversely, the score-test statistic for 
H0: ~l = ~ based on (3.8) can be used not only for testing against the 
linear effect of Z on e = g-l (i.1) but any other monotonic effects, e.g., 
... 
f(~1~1 ) = c e~l~' for some unknown c. 
4. EXAMPLES 
The following examples illustrate how the probability density function 
h and the inverse 11 1ink11 function g .. affect the score-test statistic s of 
(3.4) through s, D and G given by (3.3) under various situations. 
-
Example 1. The Location Family. Let Y; = µ1 + ei' i=l, ••• ,n, 
where e1•s are 1.1.d. with E(e1) = O and a known p.d.f. h(e). Then, 
o2 = d2I, where d2 = E{-a2tnh/ae2}is the intrinsic accuracy of h(•). If 
g(t) = t, i.e., G= I, R(X*) = R(X), so S becomes 
withs(µ)= H(y-µ), H(e) = -alnh/ae. For instance, for the student t 
distribution with f degrees of freedom, H(E) =weight• e, where the 
weight= (f+l)/(f+e2) tends to become small as E becomes large. 
Example 2. The Exponential Family. Let h(ylµ) be of the exponential 
family, 
h(ylµ) = exp{A(µ)y + B(µ) + D(y)}. 
2 2 I 2 Then, by the fact thats(µ)= (y-µ)/ay' where cry= Var(y µ) = 1/d (µ), 
the standardized score vector: of (3.6) becomes 
8 
-1 ,.. "'-\ 
e = s D = (y-µ)r , ( 4. i) 
..., - ... 
A A A 
the standardized residual vector, where ~ = (µ1, ••• ,µn) and 
"' "'2 "'2 -2 I:= diag{ay
1 
, ••• ,aYn) = D • With the natural parameter e = A{µ) modelled 
as e=~o~' + f(~1tJ, g=A-1 and G=E. In this case, X*=E\ X. 
"' 2 "'2 2 2 Note that, from (4.1 J, : :' = I:{Y;-µ;) /oYi = X is the Pearson X 
test statistic for the goodness-of-fit test for the model µ = g ( ~0~'). 
Hence S of l3.7) can be interpreted as the portion of x2 due to the 
~-effect under H1• Such tests an~ their biostatistical applications under 
the generalized linear models have been discussed by Pregibon (1982), 
along with the use of the GLIM system for computing S statistics. 
Example 3. The F-test. Consider the normal case, yi..., N(µ1,a
2), 
i=l, ••• ,n, with µi = ~O~i + f{~1~1). The resulting score-test statistic 
for H0 then is 
A ~ A 2 
where ~ = Pwt and a = r(y1-µi) /n. In this case, an equivalently robust 
test statistic, obtained by substituting ks2, where s2 = !{I-P-x)f /{n-.e.-k), 
"2 for a in S, is the commonly used F statistic in the linear regression 
model, 
which has the exact null distribution, F distribution with (k, n-t-k) 
degrees of freedom under H0• 
• 
; 
• 
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5. FURTHER REMARKS 
Remark 1. The immediate extension of the robustness nature of the 
score tests in the regression context is as follows. Suppose ~ = (!(l), ••. ,~(p)) 
with the !-effect on a= g· 1 ( µ) modelled as f1 (~ l 1) ') + ••• + f pC ~p!(p)') 
under Hl' where fj's e: F. Then the score-test statistic for the null 
hypothesis of no !-effect, i.e., H0: ~j = O, j=l , ••• ,p, remains the same 
regardless of the forms chosen for f.'s. Thus, for instance, the score 
J Cl) 2(2) test for H0: a1 =a2 = o for the model µ = a0w + c1e612 + c2e82 , where 
c1 and c2 unknown, is the same as that for the linear model µ = a0w + a, Z(l) + a2z( 
2). 
Remark 2. If µ = g( a0 + f(~1 t)), where ~ = 1, the resulting score test 
for H0: ~l = 2 depends neither on f nor on g, and it reduces to the one for 
the null model considered by Chen {1983). 
Remark 3. The reason that the expected Fisher information C is pre-
ferred over the observed one, [-a2L/a~·a~J8, ins of (2.1) is mainly 
,.. 
because the latter depends on the form off through its second derivative, 
which makes it less desirable with regard to the robustness of the test 
statistic. 
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