Abstract-The BaBar experiment's computing resources are geographically spread out. A direct consequence of this is that a large amount of data is transferred between sites. Providing easy management and access to these data is a challenging task. To accomplish this task we are employing the storage resource broker (SRB), developed at the San Diego Super Computing Center, to manage the BaBar data files and to replicate them between Tier-A centers.
I. INTRODUCTION
T HE BaBar experiment [1] at the asymmetric B-Factory PEP-II at the Stanford Linear Accelerator Center (SLAC) has been collecting data since 1999. Its main goal is the measurement of the asymmetry between matter and antimatter observed in the decay of B mesons. It is a high luminosity experiment and about two billion events have been recorded so far.
The raw data recorded by the detector are processed by dedicated reconstruction farms and the new data objects are stored in a persistent data store. So far Objectivity/DB [3] , an object oriented database management system, has been used as the event-store. However, the BaBar collaboration revised their computing model and decided to use a persistent data-store comprised of ROOT [4] files. This event-store is in production since Fall 2003. Besides the event-store data, conditions and configuration data are needed to perform a physics analysis. These data are still stored in Objectivity/DB [3] The reconstructed events are grouped into collections and all objects that belong to these events are stored in one or more ROOT files. These event-collections are the basic units that are used by the BaBar users to perform physics analysis.
The computing resources that are required for analysis exceed the resources that any single BaBar computing Tier-A site could provide. A Tier-A center is a site that can provide significant cpu and disk resources for analysis or production. There are currently five of these sites, SLAC (USA), CC-IN2P3 Lyon (Fr), Rutherford Appleton Laboratory (UK), INFN-Padova (I) and GridKA in Karlsruhe (D). In order to make use of these sites efficiently the BaBar data have to be replicated to these sites. In addition to the data distribution between Tier-A sites, physicists would like to transfer smaller sets of data to local sites. These Tier-C sites (there are no Tier-B sites in BaBar) could be small computing farms at a University or a laptop of a BaBar user.
As the volume of data grows, managing the distribution and access to the data becomes more and more challenging. For the current set of recorded data the total amount of ROOT files will be in the order of a million, and these files will be disk or tape resident. The total size of these data is in the order of a few hundred Tera Bytes.
An equally challenging task for a physicist is to find the data of interest. BaBar is building a new bookkeeping catalog that will allow physicists to perform flexible queries to select the event-collections of interest. Fig. 1 shows a logical view of the catalogs that store attributes about collections and files. The bookkeeping catalog contains information about the BaBar event-collections and is the main source of information. The file catalog contains file attributes, for example checksum, size of a file, and also what type of components are stored in the file. The mapping between collection name and files is also stored in this catalog.
The next section describes the storage resource broker (SRB) that has been deployed for data distribution.
II. SRB
The SRB [2] developed by the San Diego Super Computing Center (SDSC). It is a client server middleware that provides uniform access to heterogeneous data resources distributed across a network. It consists of three components, a metadata catalog (MCAT), SRB servers that provide access to the storage resources, and SRB clients. A simple example illustrates the working of the SRB. A user that wants to get a file connects as a client to an SRB server. The server contacts the MCAT in order to find the requested file and redirects the client to an SRB server that can provide access to the resource that holds the file. This SRB server then reads the file (physical file path is obtained from the MCAT) and transfers the data file to the client. Server to server, in addition to server to client, data transfers are also possible.
The MCAT is implemented in relational data base technology (Oracle, Postgres, DB2 etc.). It is used to store the meta-data associated with: data files, users and resources managed by the SRB. For each file a logical name is stored in the MCAT as well as the physical file name and the set of attributes that provide information on how to access the file (such as host and type of storage device the file is stored on). The logical name resembles a UNIX-like name space consisting of the directories, sub-directories and files. The directory part of the logical name is termed a collection in SRB (not to be confused with the BaBar event-collection). The MCAT also provides information on replication of a file (one logical name maps to different physical names) and aggregation (many logical files are stored in the same physical file). User access is managed using encrypted passwords or Grid Security Infrastructure (GSI) certificates. Only users registered in the MCAT can use the SRB.
The SRB-servers provide access to the physical resources (disks, tape and also relational database tables). The server connects to the MCAT to retrieve the information needed to access a file that is handled by that server.
The SRB comes with a set of command line utilities (called S-commands). These tools provide UNIX like directory commands (Sls, Smkdir, Scat), programs to access and modify metadata of files stored in the SRB and programs to get a file from the SRB or put it into the SRB. The SRB also provides an API implemented in the C and Java languages that allows users to write customized tools.
Another important feature of the SRB is file transfer using multiple streams. Transfer rates over a wide area network improve significantly if the bytes of a file are transmitted in parallel using multiple streams.
The latest version of SRB introduced the federation of multiple SRB systems. An individual SRB system, called a SRB zone, consists of a single MCAT and a set of SRB servers and resources that use this MCAT. Federation of zones means that multiple zones can interact with each other and allows a user to access files across these zones. This would allow two sites to maintain their own zones, but from the users perspective it would just look like one system. 
III. SRB IN BABAR
We are using the SRB to distribute data between Tier-A sites and to provide user access to files. Only those physical resources (disk, tape) that are used for data distribution are managed by SRB. Disks that are used to store files for user jobs are not managed by the SRB. Currently both event data and conditions data are managed by the SRB. The event data consist of ROOT files and the conditions data are Objectivity/DB database files.
The current setup of the BaBar-SRB is shown in Fig. 2 . The three Tier-A sites, SLAC, CC-IN2P3, and GridKA participate in the BaBar-SRB. Instead of using one single MCAT we decided to have two independent catalogs, one at SLAC and one at CC-IN2P3. Using two MCATs allows SLAC and CC-IN2P3 to manage their data independently. However, the drawback of this setup is that moving data between the two MCATs is not provided by the SRB and a user has to query both catalogs in order to find the locations of a file. These issues are addressed in the latest SRB version [2] which allows to federate MCATs. The MCAT is implemented in ORACLE at SLAC and CC-IN2P3.
The data at SLAC and CC-IN2P3 are stored in HPSS [5] , a high performance mass storage system. A dedicated set of import/export machines are used for the data transfer. The data files are registered in SRB as being in HPSS. Currently we don't transfer files directly from tape (HPSS) to a remote disk, but first stage the files to one of the import/export hosts which act as buffer disks for HPSS. The buffer is needed because the transfer rate from HPSS is faster than the transfer over the wide area network. The disk resident files are registered as replicas in the SRB and a client transfers the replicas to the remote site.
The disk resources at GridKA are registered in the SLAC SRB and files needed at GridKA are replicated to it, which means that the SRB registers the replica that resides at GridKA. This has the advantage of allowing bookkeeping of the files replicated to GridKA as well as providing, if future bandwidth permits, the ability for a user at a different site to copy a file from GridKA.
The logical names of the ROOT files are unique in the SRB, and partly resemble the BaBar event-collection a file belongs to. With each file we store additional metadata which are the BaBar collection name, the checksum and universal unique IDentifier (UUID) of the file. It is a 128-bit number that when generated is guaranteed to be unique. For every ROOT file a UUID is generated and stored within the file. This allows to identify a file even if the filename has changed. The SRB provides a mechanism to add these user defined metadata to the MCAT.
There are two methods to find data of interest. The first uses only the SRB and performs queries on the file attributes. Typical queries are as follows.
• Find all files added after a certain date.
• Find all files that belong to a BaBar-collection.
• Find all files that are stored in a particular resource.
• Find a file with a particular UUID. These types of queries are used mostly by a data distribution administrator in order to transfer a large number of files. Physicists are typically more interested in event collections that contain physics process of interest. In this case a physicist would first query the BaBar bookkeeping system to discover collections or set of collections of interest. These collections would then mapped to the corresponding data files. This list would subsequently be used to transfer the files using the SRB. A script invoked by the physicist performs the task of querying the bookkeeping and passing the file information to the SRB.
IV. EXPERIENCE
The first tests were done with Objectivity/DB data stored in the SRB. The data transfer between SLAC and CC-IN2P3 was tested extensively and the transfers were performed using parallel streams. For short distance transfers only a few streams provide optimal transfer rates, but for long distance, for example between SLAC and CC-IN2P3 and SLAC and GridKA, a large number of streams improve the transfer rates significantly. For large files (larger than 100 MB) we use typically 16 streams, which is the maximum currently allowed by the SRB. With 16 streams the typical transfer rate to IN2P3 is in the order of 5 MB/s. However, transferring a few files at the same time, the integrated rate is about twice as high, 10 MB/s.
The MCAT performance was measured creating many SRBcollections. Up to 200 k collections were added, and we found that the time to create a collections increased. For creation of single collections the loading time grew linearly: 1 collection took O(1 s), 2 collections took O(2 s) and 1000 collections took O(1000 s), the dominant time being the time taken to connect and disconnect from the database. A simple modification to the code to make collections dramatically reduced this time to O(60 s) for 1000 collections. Querying the MCAT was reasonably fast O(2 s) even after 200 k collection were added to the MCAT.
In addition to the scaling tests the reliability of the MCAT was tested as the scaling tests were performed continuously over a period of two weeks. We found no problems using the SRB during this period. However, the SRB log file grew considerably, O(25 MB), as a result of the test. This didn't pose any problem but increased the time it takes to parse the log file for errors. We are currently working on a simple parser to extract warning or error messages.
V. OUTLOOK
We have performed tests of the SRB and have started to use it in production to distribute BaBar files. Currently the BaBar conditions files are registered in the SRB and CC-IN2P3 and GridKA use the SRB to down load the data. We are starting to put the new ROOT event data into the SRB as they are produced.
We are pursuing two further developments: making use of the federation of MCATs and the integration of the SRB with other grid tools.
The federation of MCATs would make the copying of data from SLAC to CC-IN2P3 more transparent. In addition a user would need to only connect to one MCAT to access data from another zone belonging to that federation.
The second development is the integration with other grid tools. Integration of the SRB with the Replica Location service (RLS) [6] , [7] developed by the Globus group and by the european data grid (EDG) [8] would permit the SRB to be used by tools using the Globus toolkit or EDG. The RLS manages the mapping between a logical data name to target names which could be the physical location of a files or another logical name that is resolved later. Some grids are using the RLS to find the location of files. We would like to integrate the RLS and the SRB so that logical names in the RLS are mapped to objects in the SRB.
