Introduction
Musielak-Orlicz spaces are similar to Orlicz spaces but are defined by a more general function with two variables φ (x, t) . In these spaces, the norm is given by virtue of the integral
where T := [−π, π]. We know that in an Orlicz space, φ would be independent of x, φ (|f (x)|) . The special cases φ (t) = t p and φ (x, t) = t p (x) give the Lebesgue spaces L p and the variable exponent Lebesgue spaces L p(x) , respectively. In addition to being a natural generalization that covers results from both variable exponent and Orlicz spaces, the study of Musielak-Orlicz spaces can be motivated by applications to differential equations [13, 28] , fluid dynamics [15, 23] , and image processing [5, 10, 16] . Detailed information on Musielak-Orlicz spaces can be found in the book by Musielak [26] .
Polynomial approximation problems in Musielak-Orlicz spaces have a long history. Orlicz spaces, which satisfy the translation invariance property, are a particular case of Musielak-Orlicz spaces. In these spaces, polynomial approximation problems were investigated by several mathematicians in [3, 11, 12, 20-25, 29, 35] .
In some weighted Banach function spaces, similar problems were studied in [6, 7, 9, 17, 18, 30, 34, 36, 37] . In general, Musielak-Orlicz spaces may not attain the translation invariance property, as can be seen in the case of variable exponent Lebesgue spaces L p (x) . Several inequalities of trigonometric polynomial approximation in L p(x) were obtained in [2, 4, 14, 19, 31, 33] . Note that, under the translation invariance hypothesis on Musielak-Orlicz space, Musielak obtained some trigonometric approximation inequalities in [27] . The main aim of this work is to obtain solutions to some central problems of trigonometric approximation in Musielak-Orlicz spaces that may not have the translation invariance property. In this work, we prove some direct and inverse theorems of approximation theory in Musielak-Orlicz spaces.
The rest of the work is organized as follows. In Section 2, we give the definition and some properties of Musielak-Orlicz spaces. In Section 3, we prove the boundedness of the Steklov operator in Musielak-Orlicz spaces and define the modulus of smoothness by means of this operator. Section 4 formulates our main results. In Section 5, we investigate the boundedness of De la Vallée Poussin and Cesaro means of the Fourier series of the functions in Musielak-Orlicz spaces. Furthermore, we prove the Bernstein inequality and the equivalence of the modulus of smoothness to the K -functional in these spaces. Section 6 contains the proofs of our main results.
We will use the following notations:
Preliminaries
if φ is convex and left-continuous and
A Φ-function φ is said to be an N -function if it is continuous and positive and satisfies
Let Φ (T ) be the collection of functions φ :
, the set of measurable functions, for every u ≥ 0.
A function φ (·, u) ∈ Φ (T ) is said to satisfy the ∆ 2 condition ( φ ∈ ∆ 2 ) with respect to parameter u if
Two functions φ and φ 1 are said to be equivalent (we shall write φ ∼ φ 1 ) if there is c > 0 such that
for all x and u. For φ ∈ Φ (N ) we set
Musielak-Orlicz space L φ (or generalized Orlicz space) is the class of Lebesgue measurable functions f : T → R satisfying the condition
normed space with the Orlicz norm
and with the Luxemburg norm
is the complementary function (with respect to variable v ) of φ in the sense of Young. These two norms are equivalent:
Young's inequality,
holds for complementary functions φ, ψ ∈ Φ (N ) where u, s ≥ 0 and x ∈ T.
From Young's inequality (1) we have
holds for complementary functions φ, ψ ∈ Φ (N ). The Jensen integral inequality can be formulated as follows.
If φ is an N -function and r (x) is a nonnegative measurable function, then
Everywhere in this work we will assume that there exists a constant A > 0 such that for all x, y ∈ T with
there exist some constants c 1 , c 2 > 0 such that
and 
with a constant c > 0 . Then the following functions belong to Φ (T ) and satisfy conditions (4) , (5) , and (6) :
A function φ ∈ Φ (N ) is in the class Φ (N, DL) if conditions (4), (5), and (6) are fulfilled.
Modulus of smoothness
For f ∈ L φ we define the Steklov operator A h by
The operator A h can be written as a convolution integral [9, p. 33] :
where
The kernel ℜ h satisfies the following conditions [9, p. 33]:
, then there exists a constant, independent of n and f, such that the inequality
Note that [8, p. 156, Lemma 6.1] is like Lemma 2. A necessary and sufficient condition for the translation operator in Musielak-Orlicz spaces to be continuous is well known. It was established first in [22] .
Proof of Lemma 2 Let
It is necessary to show that
with a constant c > 0 independent of f and h. From the convexity of φ we get
When x ∈ T and t ∈ E x , then
and using (2), (5), and (6) we get
and therefore
We set
for some larger set Ξ k ⊃ U k , which will be chosen later with the property
for some j > 1 . On the other hand,
Now we prove the uniform estimateĀ k (x, h) ⪯ 1 for x ∈ U k where c > 0 is independent of x, k , and h. Indeed, since
Without loss of generality we may assume that µ h > 0 . Using Jensen's integral inequality, we have
We take as Ξ k the set (11) . Clearly
Then (8) is satisfied with j = 3 . Since each point x ∈ T belongs simultaneously to not more than a finite number n 0 of the sets U k , taking the maximum with respect to all the sets U k containing x we obtain
we have
This gives
and the result follows.
where I is the identity operator.
Main results
By E n (f ) φ we denote the best approximation of L φ by polynomials in T n , i.e.
where T n is the set of trigonometric polynomials of degree ≤ n. Our main results are the following.
Theorem 3 For every
holds with some constant depending only on φ and r.
Then we have the following estimate:
with some constant depending only on φ and r.
holds with some constant depending only on φ and r. From Theorems 4 and 5, we get the following Marchaud-type inequality:
for r ∈ N.
Theorems 4 and 5 imply also the following estimate:
for some α > 0, then, for a given r ∈ N, we have the estimations
Hence, if we define the Lipschitz class Lip (α, L φ ) for α > 0 and r := ⌊α/2⌋+1, ⌊x⌋ := max {n ∈ Z : n ≤ x} as
then, from Theorem 4 and Corollary 7, we get the following constructive characterization of the class Lip (α, L φ ) .
, n ∈ N, and α > 0. The following assertions are equivalent:
Auxiliary estimates
be the Fourier series of f ∈ W 1 φ and
be the partial sum of the Fourier series (9) . In this case, for f ∈ W 1 φ , we have
We define the De la Vallée Poussin mean of series (9) as
Let n ∈ N . From [32, Lemmas 3, 4, 5] we have, for m = n − 1 or m = n,
and max
Lemma 9 If f ∈ L φ with φ ∈ Φ (N, DL), then there exist some constants, independent of n and f, such that the inequalities
f (·) − V n n−1 (f, ·) φ ⪯ 1 n ∥f ′ ∥ φ , ∥f (·) − V n n (f, ·)∥ φ ⪯ 1 n ∥f ′ ∥ φ hold for any T n ∈ T n .
Proof of Lemma 9
Let the set E x be defined as in (7) with h = 1/⌊n
and ∥F ∥ φ ≤ 1. We need to show that
with c > 0 independent of f and n . Then convexity of φ implies
and using Hölder's inequality (2), (5), and (6), we obtain
and hence
where , m, n) ) .
We prove the uniform estimate A k (x, m, n) ⪯ 1 for x ∈ U k where c > 0 is independent of x, k and m, n. Indeed, since
Without loss of generality we may assume that µ m,n > 0. By Jensen's integral inequality (3),
We take as Ξ k the set ∪ t∈ (−πh,πh) {x :
Clearly (10) is satisfied with j = 3 . Since each point x ∈ T belongs simultaneously to not more than a finite number n 0 of the sets U k , taking the maximum with respect to all the sets U k containing x we obtain
we get
These give the estimates
and the result follows. 2
It is known that for the partial sums of the Fourier series (9) the integral representation
cos mt is the Dirichlet kernel. Consider the sequence {σ n (·, f )} of the Cesaro means of the partial sums of the Fourier series (9) , that is,
cos mt is the Fejer kernel of order n . The Fejer kernel satisfies the following conditions [38] :
Taking into account these conditions (12) , the following lemma is proved similarly to the previous lemma.
Lemma 10
If f ∈ L φ with φ ∈ Φ (N, DL) , then there exists a constant, independent of n and f, such that the inequality
Bernstein's inequality in the space L φ is proved in the following lemma.
Lemma 11
If f ∈ L φ with φ ∈ Φ (N, DL) , then for every T n ∈ T n the inequality
holds with a constant independent of n .
Proof of Lemma 11
It is sufficient to prove the lemma for k = 1. Since
by differentiation we obtain
Taking into account ∫
Since K n−1 is nonnegative we have
The last inequality and the boundedness of the operator σ n in L φ yield the required inequality. 2
with some constant independent of δ.
Proof of Lemma 12
Setting
Therefore,
Hence,
where the supremum is taken over all v ∈ L ψ (T ) with ϱ ψ (v) ≤ 1. Since
For an f ∈ L φ and r ∈ N, Peetre's K -functional is defined as 
Proofs of main results

Proof of Theorem 3
It is enough to prove E n (f ) φ ⪯ 1 n E n (f ′ ) φ . For this we need
with j ∈ N. If j = 2n , then
If j = 2n − 1 , then
We obtained (15) . Now suppose that E n (f
Then ∈ T n and ′ (x) = Θ n (f ′ ) (x) . Thus,
2
Corollary 15
For every f ∈ W r φ , φ ∈ Φ (N, DL) , n ∈ N , the inequality
Proof of Theorem 4 Let h ∈ W 2r
φ . From (16) and Theorem 14
) .
2
Proof of Theorem 5 Let f ∈ L φ , δ := 1/n and let T n ∈ T n be the best approximating polynomial to f. We
