Abstract
Introduction
Hand gesture recognition is important in automated surveillance and human monitoring applications, where they can be yield valuable clues into human activities and intentions [1] [2] . An ideal gesture recognizer should be robust for spatiotemporal variations over a wide range, especially in the temporal domain. We suggest a gesture recognition model that can process a three-dimensional data representation. The model is based on a hybrid neural network which is a composition of a convolutional neural network (CNN) [3] and a fuzzy min-max (FMM) neural network [4] . The original CNN model minimizes the influence which may be caused by the spatial variation of feature location in the raw patterns. In this study, we utilize a modified CNN model with a receptive field extended to a three-dimensional structure. The three-dimensional processing element makes the model invariant to local affine distortion also along the time dimension.
Gabrys et al., have proposed a general fuzzy min-max neural network which is a generalization and extension of the original FMM neural network-based clustering and classification algorithm [5] . In our previous work, a weighted fuzzy min-max neural network has been proposed [6] . The model employs a new activation function which has the factors of feature value distribution and the weight value for each feature in a hyperbox. In this paper, we introduce a feature saliency measures and a rule extraction method using the relevance factors between feature values and pattern classes.
Data Representation and Feature Extraction
As shown in Figure 1 , our gesture recognition system consists of four modules: preprocessor, feature extractor, pattern classifier and rule extractor. The illuminationcompensation process and the noise reduction process cooperate to improve the system efficiency by reducing the number of candidates. The feature extractor is implemented by a convolutional neural network(CNN) with three-dimensional receptive field. The pattern classifier is based on a fuzzy min-max neural network which is a hyperbox-based pattern classification model. An improved structure of the weighted FMM neural network is used for the pattern classifier. A feature saliency analysis technique is employed for the rule extractor.
Figure 1. The Underlying Gesture Recognition System Model
In this study, we consider six types of hand gestures which include a dynamic factor as shown in Figure 2 . The figure shows examples of the predefined signal patterns which are used for the experiments in the later section. For each frame in the hand gesture sequence, the hand region is cut out by a pixel-based skin color detection method. After the background segmentation is done, the motion factor is extracted from the frame and added to the spatiotemporal volume. By stacking the motion information along the time dimension, we obtain a spatiotemporal volume data referred as the motion history volume. Since motion is to occur near the boundary of the object region, the template provides a certain degree of shape information as well as the direction of the object movement. Figure 3 shows examples of the motion history volume and the motion energy data. As shown in the figure, we have considered 27 motion history features which are named as M = {m1, m2, ...., m27} and 9 motion energy features named as E = {e1, e2, ...., e9}. Each motion history feature has the meaning related with its spatio-temporal location in the motion history volume. For example, the feature m4 means 'left-center-early motion' and similarly the feature e3 means 'right-upper motion'. 
Rule Extraction from the FMM Model
We propose a method for rule extraction for pattern classification. We have defined a modified membership function of hyperbox in FMM neural networks as follows:
In the equation,
is the h-th input pattern which consists of n features. ji I is the feature value interval of the i-th dimension in the j-th hyperbox. 
where the parameter γ controls the slope of the fuzzy membership function at the boundaries of the feature range. The learning process of the model consists of two 
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We have defined new adjustment schemes from the new definition of hyperbox for the four cases. The frequency value and the mean point value as well as the min and max points are updated for the four cases. Consequently the frequency factor is increased in proportion to the relative size of the feature range, and the mean point value is adjusted by considering the expanded feature range.
From the trained FMM neural network, the relevance factor between features and pattern classes can be calculated as
where the function has a positive value m, and ji I = 0.15, the following rule is generated.
IF ( i X is small) THEN pattern k with (cf = m)
where the cf means 'confidence factor' which is defined as the absolute value of the relevance value. 
Experimental Results
The first experiment is to compare the learning capability of the modified FMM model with the original FMM model. The primary problem of the original algorithm is that the classification results for the same test data can differ greatly by the order of training sequence. 
Conclusions
The weighted FMM neural network model is capable of utilizing the feature distribution and the weight factor in the learning process as well as the classification process. Since the weight factor effectively reflects the relationship between feature range and its distribution, we can classify the excitatory feature and inhibitory features from the factors.
We have conducted the rule extraction experiments using the motion history data. For the performance improvement, the additional features such as the motion energy data have been considered in the learning process. The modified CNN model achieves some degree of shift and deformation invariance using spatiotemporal 3D receptive fields. The proposed rule extraction method provides a set of IF-THEN rules for the action recognition problem. Therefore it can be utilized as a weakness finding process for the trained FMM neural networks.
