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Abstract 
Butkovic, P. and R.A. Cuninghame-Green, An O(n2) algorithm for the maximum cycle mean 
of an n x n bivalent matrix, Discrete Applied Mathematics 35 (1992) 157-162. 
For a general n x n real matrix (au), standard O(n 3, algorithms exist to find its maximum cycle 
mean, i.e., to find A(A) = max(ai,i, + aiZiJ + a.- + aiki,) \ k over all cyclic permutations (il, . . . , ik) of 
subsets of the set { 1,2, . . . , n}. We consider the case when all the elements ati take values in a 
binary set {a,b} and construct an algoritha of complexity 0(n2) which then suffices to find 
A(A). 
Keywords. Matrices, graph theory, maximum cycle means. 
1. Introduction 
Let n be a positive integer and M, denote the set of real square matrices of order 
n., The symbol C stands for the set of cyclic permutations of subsets of IV= 
(1 2 , . . . , n} (elements of C will be called briefly cycles). Given any A = (au) EM,, 
anh 0~22, O= (i ], . . . . ik), define u,&), the weight of 6, as 
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The number k, the length of ci, will be denoted by I(a). Furthermore, define ye&), 
the mean weight of G, by 
and L(A), the maximum cycle mearl (MCM) of A, as 
(3) 
The MCM has several practical interpretations, e.g. in an industrial scheduling 
problem [2] or a ship-routing problem [4]. Methods for computing ii(A) are presented 
in e.g. iS, 6, S]. The least worst-case computational complexity of any known 
algorithm for finding the MCM is O(n’), cf. [5], but of course it is possible to 
develop algorithms of a smaller complexity in special cases. One such case cor- 
responds to matrices in which the elements of at least one cycle aI equal the max- 
imum element of the matrix, e.g. if some diagonal element is maximal or if there 
are moie than $n(n- 1) maximal elements. This property can be recognized in 
0(n2) operations via an algorithm for checking the existence of a cycle in a digraph 
[6]. Notice that this procedure is linear in terms of the input length, which is also 
O(n’). Another special case arises if the matrix is separable, i.e., is defined as 
aij=Ui+Vj (i, j= l,...,n) 
for suitable uI, . . . , u,, vl, . . . , v,~ E IR. Clearly, if 0 = (il, . . . , ik), then 
WA(b)=Uil + Vi.,+ Ui,+ Vi,+ l ** + Ui,,,+ Vi, 
where mi, = Ui, + Vi, (t = 1, . . . , k). Hence 
and thus 
L(A) = max Wi = max aii 
ieN iEN 
which can be found in O(n) operations. Since now the input length is just 2n = O(n), 
the procedure is again linear. 
The aim of the present paper is to derive a linear procedure for a further special 
case, namely where A is a bivalent matrix (its elements take at most two distinct 
values). In fact, it is easily seen that if t EC maximizes &t(o), then t also maximizes 
~~(a) for any matrix B obtained by applying a positive linear transformation to the 
elements of A. It follows that there is no loss of generality in taking the elements 
of A to lie in the set (0, 1}, and we assume this from now on. 
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2. MCM for zero-one matrices 
In what follows M,, will now denote the set of zero-one matrices of order n. 
Clearly, OS A(A) I 1 for all A EM,,; and A(A) = 0 if and only if A is a zero matrix. 
By taking N as node set and letting aO denote the weight of the directed arc (i, j) 
we may in the obvious way associate a complete arc-weighted igraph with A. We 
shall denote this graph as DA. Evidently, each o EC corresponds naturally to a 
graph-theoretical cycle (which may be a one-arc seaf_Zoop) in DA and it wili be con- 
venient o understand the notation and terminology of cycles in either sense, accord- 
ing to context. We shail make free use of the properties of paths in DA, occasionally 
referring to them as running from or running to particular nodes, with self-evident 
meaning. The length of a path or cycle is the number of arcs it contains. All paths 
and cycles will be elementary, i.e., containing no proper subcycle, so there will be 
only finitely many. Thus maximum values of weight and length will be attained. For 
convenience, arcs in DA of weight zero (respectively unity) will be called zero arcs 
(respectively unity arcs). For A = (ati) EM,, we denote by GA the digraph with node 
set N in which j or if and only if au - 1, where r denotes the usual successor 
map on the nodes of a digraph, i.e., jE T(i) if and only if there is an arc directed 
from i to j. Evidently GA is a subgraph of DA, so if II is any path in GA we may 
regard n also as a path in DA. 
One can easily see that A(A) c 1 if and only if GA is acyclic (in this case we say 
also that A is acyclic). Hence any algorithm for checking the acyclicity of a digraph 
(see e.g. [6]) can be used in order to decide whether A(A) = 1 or n(A) C 1. We show 
that a slight modification can be used for a fast computation of the actual value of 
A(A). The algorithm is based on the evident property that in every acyclic digraph 
at least one node without a successor exists. Its basic version (for checking the 
acyclicity) consists in successive removals of such nodes whereas our modification 
removes all such nodes at once. More precisely, define inductively 
N,={iEN: T(i)=O} 
and for k > 1 for which Nk_ 1 is defined and UT:,’ Nj +N define 
(4) 
Nk= 
I 
k-l 
iEN- U Nj: I’(iJGkulNj . 
j=l -h. j=l 
Clearly 
I 
N= u Nj for some 111 
j=l 
and if l>l 
Nif7Nj-0 for 1 &<j&. (6) 
The number 1, which we also denote by l(A), will be called the decomposition 
number of the acyclic matrix A. Clearly, l(A) = 1 if and only if A = 0 or, equivalently, 
GA has no arcs. 
We now introduce the algorithm. 
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Algorithm DECOMPOSITION 
Input: A = (a$ E M,, . 
Output: Sets N,, . . . . NI. 
(Initialization) 
N:=(1,2, . . . . n}, I:=O, k:=l, zi:=C,,-,au(i=l,..., n) 
Nk := {ie N- I: zi=O}. 
If Nk = 0 then stop @(A) = 1; A is -lot acyclic) 
I := IuNk; 
If I= N then stop (A is acyclic; l(A) =k) 
FOP all iEN- do 
zi := Zi- CjENk au; 
k:=k+l; 
go to 2‘ / 
Proposition 2.1. Algorithm DECOMPOSITION is correct and terminates after 
O(n ‘) operations. 
Proof. The correctness follows from the fact that zi is set to the number of nonzero 
elements in row i for all ie N in the initialization step and updated in step 5 so that 
this property is preserved and thus step 2 corresponds exactly to formula (5). 
We omit the time bound derivation, which follows classical ines. 
Proposition 2.2. Let A E M, be acyclic and nonzero and let k E ( 1, . . . ,I - 1). Then 
r(i)ON@0 for all iENk+,. 
Proof. r(i) c UT=, Nj by (5). If r(i)n Nk =0 we have f’(i) E U,“:,’ Nj and hence 
iE Nk, contradicting (6). q 
Proposition 2.3. Let A E Mn be acyclic and nonzero. Then 
(i) the greatest path length attained in GA is l(A) - 1; 
(ii) at least one path of the maximum length l(A) - 1 runs from each node in A!, 
and each such path runs to a node in WI. 
Nl . . . Nk Nk+l . . . 4 
Fig. 1. 
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Proof. Let !=I(&. The construction of ~.he sets N 1, ..* , IV/ together with Proposi- 
tion 2.2 characterizes the structure of G,, ibr A: each arc is directed from a higher- 
to a lower-indexed Nk and each node JR ~~xh :VkA 1 has at least one arc directed 
from it to a node in Nk (see Fig. 1). 2 
Theorem 2.4. If A EM,, is acyclic, then /;(A ) = (I- 1)/l where I= l(A). 
Pmof. The case of zero matrices is trivial, so suppose A ~0, i.e., I> 1. Any cycle 
o in D,, contains at least one zero arc beLaaase A is acyclic. We can decompose Q 
into I (say) disjoint paths each of which contains a zero arc as the first arc followed 
by ul, unity arcs (u,, being possibly zero for k;r = 1, . . . , t) and hence 
cm = CL=, uh xi=, (uh+l) - 
Proposition 2.3 implies that 
(7) 
u,,~l- 1, for all h=l,..., t. (8) 
Is is easy to show that (8) determines the %rac:Eion in (7) to be less than or equal to 
(I- 1)4/. 
Now take arbitrary in N,. It follows from Proposition 2.3 that a path IC of 
length I- 1 running from i to some jeNl &sts in GA. By the definition of N, , 
aji=O. I-Ience the path II completed by the arc (j, i) forms a cycle Q in DA with 
qn(a) = (I- l)N, hichieving the upper bound. Z 
Co~oIIary. For every A E M,, we have 
BE I 
12 n-l ? 0, 2’ p..’ -3 1 . 
n I 
This corollary was proved (by another approach) in [7]. 
We conclude with an example using the foilowing matrix A : 
A= 
‘0 0 0 0 1 0 6 
QOlOllO 
1000000 
1100101 
0003000 
0000100 
-1 0 1 0 0 1 o_ 
Algorithm DECOMPOSITlON produces succ kvely the following results: 
N, = (51, 
lv,={lA), 
162 
N,=(3), 
N4=(W), 
NS = (4). 
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Hence we conclude that A is acyclic and I(A) = 5, A(A) = f . 
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