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Abstract
In the first part of this thesis, it is demonstrated that frequency-swept
pulses can be used for the purposes of exciting and transferring spin polarization
between dipolar-coupled protons and half-integer quadrupolar nuclei using the
broadband adiabatic inversion cross polarization (BRAIN-CP) pulse sequence.
With the aid of numerical simulations and experimental tests, it is shown that
significant increases in the S/N ratio of UW NMR powder patterns are possible.
Additionally, strategies are discussed for collecting high-quality UW NMR spectra
with applications to a wide range of materials.
In the second part, new methods are described for resolving individual UW
NMR spectra associated with magnetically distinct nuclei by exploiting their
different relaxation characteristics using 2D relaxation-assisted separation (RAS)
experiments. These experiments use a Tikhonov fitting algorithm to produce
high-quality T1 and T2 relaxation datasets, which in turn yield high-resolution, 2D
spin-relaxation correlation spectra for both spin-1/2 and quadrupolar nuclei.
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Chapter 1
1.1 Preface
Since the discovery of nuclear magnetic resonance (NMR) by the
research groups of Bloch and Purcell, NMR has become quintessential in all
areas of chemistry, biology, materials science, and medicine. In particular, solidstate NMR (SSNMR) spectroscopy has developed into a powerful technique for
providing detailed information regarding chemical structure and molecular-level
dynamics. This results from the extreme sensitivity of the anisotropic (i.e.,
orientation-dependent) NMR interactions to the local electronic environments
around each nucleus. However, the anisotropy of these interactions, primarily
those arising from the quadrupolar and chemical shift interactions, lead to
inhomogeneously broadened powder patterns that can span hundreds of kHz
and sometimes many MHz. To paraphrase the work of Fernandez and Pruski,1
the inhomogeneous broadening of SSNMR spectra constitutes a mixed blessing
for the NMR spectroscopist: on the one hand, it hinders the observation of
individual chemical sites, but on the other hand provides a measure of the
strength and geometry of the NMR interaction tensors, which are valuable
reporters on the local chemical and electronic structure surrounding the observed
nuclei.
Collecting inhomogeneously broadened NMR powder patterns using
conventional SSNMR acquisition techniques and strategies is often very
difficult.2,3 The reasons for these experimental difficulties arise from three central
problems that are often encountered when collecting these broad NMR powder
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patterns: (i) The dispersion of integrated signal intensity over broad frequency
regions drastically reduces the total signal-to-noise (S/N) ratio. (ii) The NMR
powder patterns that originate from multiple magnetically distinct nuclei often
overlap, thereby obscuring key spectral features. (iii) Using standard,
monochromatic (i.e., single carrier frequency) radio-frequency (rf) pulses, which
have a constant amplitude and a constant phase, are insufficient for achieving
the necessary broad excitation bandwidths required for efficient and uniform
excitation over the entire NMR powder pattern.
Therefore, specialized acquisition methodologies are required to collect
high-quality NMR spectra (i.e., high S/N, high-resolution NMR spectra, which
allow for the unambiguous identification of all distinct chemical sites). The broad
NMR patterns that are collected within reasonable experimental time frames
using specialized acquisition methodologies are often referred to as ultrawideline (UW) NMR powder patterns.
In this thesis, I discuss recently developed techniques that effectively
address all three of the points mentioned above. In Chapter 1, I introduce and
discuss the mathematics that describes the origins of the anisotropy of the NMR
interactions. I derive the mathematical forms of the Hamiltonians describing the
relevant NMR interactions using the irreducible spherical tensor (IST) formalism.
In Chapter 2, I introduce and discuss the specialized acquisition techniques that
are routinely used for collecting high-quality SSNMR spectra, most of which are
used to collect high-quality UW NMR spectra. In Chapter 3, I describe how
frequency-swept radio-frequency pulses can be used to collect high-quality
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SSNMR spectra having high S/N ratios. In Chapter 4, I introduce how
specialized numerical routines can be used to process high-quality relaxation
datasets, which are afforded by the techniques discussed in Chapters 2 and 3,
for the purposes of separating and deconvoluting overlapping UW NMR spectra.

1.2 Hamiltonians and Rotations in Solid-State NMR
In this section, only the Hamiltonians that describe the NMR interactions
that are relevant to this thesis will be described in full. For a more complete
description, the reader is referred to the literature. For instance, the work of
Duer8 is an excellent resource that covers in full, a wide range of theoretical and
experimental topics in solid-state NMR. This book is ideal for students who are
unfamiliar with solid-state NMR. The works of Sakurai4 and Zare22 are excellent
texts, which describe in detail the necessary mathematical and quantum
mechanical tools required for reading and understanding this thesis. For a
general introduction on the theory of NMR, the texts of Levitt11 and Keeler12 are
useful. The review articles by Schurko2,3 provide a coherent and recent overview
of ultra-wideline NMR spectroscopy. The review articles of Garwood et al.,48 and
O’dell49 are great sources for the enthusiast student wishing to learn more about
frequency-swept pulses.

3

1.2.1 Comments on Notation
In this section, the notation used throughout this thesis is briefly described.
Quantities that are mathematically represented by matrices, such as vectors,
tensors, and operators are in boldface. Vectors are represented with a single!
headed arrow (e.g., n ), tensors are represented with a double-headed arrow

!
(e.g., T ), and operators are represented with a carat (e.g., Ô ). Elements of
!" F
vectors and tensors are italicized (e.g., N z and TI,m ). A tilde (e.g., ⎡ A λ ⎤ ) is used
⎣ ⎦

to differentiate a Cartesian tensor from an irreducible spherical tensor. The
matrix elements of operators are represented as O j,k , which is the element in row
j and column k of the matrix representing the operator Ô in some basis.
Equivalently, the O j,k element is given by the expectation value j Ô k using the
Dirac “bra-ket” formalism, where j and k are the bra and ket eigenvectors
belonging to some Hilbert space, respectively.4–6
There are multiple frames of reference used in the theoretical description
of NMR experiments. To differentiate between different reference frames,
superscripts and brackets are used to denote the frame in which an object is

!
represented, following the notation of Edén.7 For instance, a tensor T defined in
! F
a reference frame F (e.g., F can be the laboratory frame) is written as ⎡⎣ T ⎤⎦ .

4

1.2.2 The General Form of an NMR Hamiltonian
The Hamiltonian operator, which is denoted as Ĥ , is the quantum
mechanical operator for determining the energy of a given physical system.4–6
One function of the NMR Hamiltonian operator is to provide the NMR transition
frequencies, from which direct information on the shape and form of the resulting
NMR spectrum is obtained. This in turn provides detailed information on
chemical structure and molecular-level dynamics. If the full NMR Hamiltonian
operator (vide infra) is known, then the time evolution (i.e., the spin dynamics) of
the nuclear spin system can be predicted.4–6
There are several NMR Hamiltonians that describe the interaction of the
nuclear spin angular momentum with external and internal magnetic and electric
fields. These NMR Hamiltonians can be added together to form the total NMR
Hamiltonian for a diamagnetic system:

Ĥ total = Ĥ Z + Ĥ RF + ĤCS + ĤQ + Ĥ DD + Ĥ J + ...

(1.2.2.1)

where Ĥ Z represents the Zeeman interaction, ĤCS represents the chemical shift
(CS) interaction, ĤQ represents the quadrupolar interaction (QI), Ĥ DD represents
the dipolar interaction (DD), Ĥ J represents the J-coupling or scalar coupling
interaction (J), and Ĥ RF represents radiofrequency (RF) interaction. Ĥ Z and Ĥ RF
describe the interaction between nuclear spins and magnetic fields that are
external to the sample, with the former describing the coupling between nuclear
!
spins and the static magnetic field (i.e., B 0 ) and the latter describing the coupling
!
between nuclear spins and the oscillating applied RF field (i.e., B1 (t) ). The other
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terms in Eq. (1.2.2.1) describe the interaction between the nuclear spins and
magnetic and electric fields internal to the sample. Some of the Hamiltonians in
Eq. (1.2.2.1) that are relevant to this thesis are developed and discussed in
greater detail in the following sections.
Every term in Eq. (1.2.2.1), with the exception of Ĥ Z and Ĥ RF , is
anisotropic (i.e., orientation-dependent), resulting in a total NMR Hamiltonian that
is also anisotropic, which gives rise to NMR spectra that depend on both the local
molecular structure, as well as the orientation of the molecule with respect to the
static magnetic field.8–10 These effects are clearly manifested in solid-state NMR
spectra, where the nuclear spins in crystallites having distinct orientations with
!
respect to B 0 have different resonance frequencies. When conducting NMR

experiments upon polycrystalline samples (i.e., all crystallite orientations are
present) a characteristic powder pattern is observed, which is the sum of the
NMR spectra that result from each spin in every crystallite orientation (vide infra).
An NMR Hamiltonian can be conveniently factored into two components:
one component describing its dependence on molecular orientation and the other
component describing the coupling between nuclear spins and magnetic and
electric fields. The former is mathematically represented by second-rank
Cartesian tensors and the latter is represented by the nuclear spin angular
momentum operators. These two components are referred to as the spatial and
spin parts of the NMR Hamiltonian, respectively, and their scalar product forms
the complete NMR Hamiltonian for a particular interaction (i.e., for any term in
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Eq. (1.2.2.1)).5,8-10 Mathematically, the general form of an NMR Hamiltonian for
an interaction λ is:
! " F !
#
Ĥ λ = cλ Iˆ ⋅ ⎡ A λ ⎤ ⋅ Sˆ λ
⎣ ⎦

(1.2.2.2)

where λ = Q, CS, DD, J, etc., cλ is a characteristic constant for the interaction λ,

!
!
ˆ
and I and Sˆ λ are the spin angular momentum vector operators. Depending on
!
!
!" F
ˆ
I
λ, and Sˆ λ can be the same or they can different. ⎡ A λ ⎤ is a second-rank
⎣ ⎦
Cartesian tensor, which is a molecular-level property that describes the
orientation-dependence of Ĥ λ , and is expressed in an arbitrary reference frame
F. The tilde is used to differentiate a Cartesian tensor from an irreducible
spherical tensor (IST, vide infra). Each of the terms in Eq. (1.2.2.2) can be
expanded and written in their explicit forms:
⎛
⎜
Ĥ λ = cλ I x , I y , I z ⎜
⎜
⎜⎝

(

)

= cλ

A! xx

A! xy

A! yx

A! yy

A! zx

A! zy

A! xz ⎞ ⎛ S x
⎟⎜
A! yz ⎟ ⎜ S y
⎟⎜
A! zz ⎟⎠ ⎜⎝ S z

⎞
⎟
⎟
⎟
⎟⎠

! F
⎡ A" ⎤ S
I
∑ ∑ i ⎣ ij ⎦ j
i=x,y,z j=x,y,z

(1.2.2.3)

(1.2.2.4)

Even though Eq. (1.2.2.4) is the definition of an arbitrary NMR Hamiltonian, the
expressions in Eqs. (1.2.2.2)-(1.2.2.4) are rarely used in the theoretical
description of NMR experiments and are never used in numerical simulation
!"
software programs.14–19 The reason for this is that the Aij elements of the

!"
!" F
Cartesian tensor ⎡ A λ ⎤ transform differently under rotations (i.e., A λ is
⎣ ⎦
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reducible), and since rotations of Cartesian tensors and angular momentum
vector operators are fundamental to both the theoretical description of NMR and
to the routines of numerical simulation programs, a more appropriate definition of
Eq. (1.2.2.2) is often used. In particular, it is rewritten using the IST formalism, in
which the second-rank Cartesian tensor is first decomposed into its
corresponding ISTs of rank-0, -1 and -2. These ISTs are then individually rotated
and can be “reassembled” to give back the Cartesian tensor in its newly rotated
form. The advantage for performing this decomposition operation and rotating
the resulting IST components is that distinct ISTs of the same rank transform
similarly under rotations and do not mix with ISTs of different ranks. The works
of Duer8 and Sakurai4 are two sources providing necessary background
information on the IST formalism.
The procedure for decomposing any second-rank Cartesian tensor into its
corresponding IST components has been described by Mueller, and is not
repeated here.20 Instead, using ISTs, Eq. (1.2.2.2) is rewritten as:
R
! L ! L
Ĥ λ = cλ ⎡⎣ A λ ⎤⎦ ⋅ ⎡⎣ T λ ⎤⎦ = cλ ∑

I

∑ ( −1)

I =0 m=− I

m

L

⎡ AIλ,m ⎤ ⎡ T̂Iλ,− m ⎤
⎣
⎦ ⎣
⎦

L

(1.2.2.5)

! L
! L
where the ISTs ⎡⎣ A λ ⎤⎦ and ⎡⎣ T λ ⎤⎦ describe the spatial and spin parts of Ĥ λ ,

respectively, and both are represented in the laboratory frame, L. Note, the ~
has been dropped from the spatial tensor because it is no longer represented in
Cartesian form. Irreducible tensors can be represented in any reference frame,
but when forming their scalar product, they must all be represented in the same
reference frame.4,7,11 It may be convenient to choose one reference frame over
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another in order to simplify calculations of the spin dynamics (vide infra). It’s also
worth noting that since both the spin and spatial tensors are represented in the
laboratory frame, Ĥ λ is also represented in the laboratory frame. R is the rank of
the interaction and in most cases is equal to two (i.e., when only considering firstorder NMR interactions, vide infra). The indices I and m refer to the rank and
component of the IST, respectively.

1.2.3 Rotations of Irreducible Spherical Tensors
Knowledge of how the spin and spatial components of the NMR
Hamiltonian transform under rotation is crucial for designing new NMR
experiments, and can provide insight in the underlying spin physics.
Understanding how ISTs transform under rotation is extremely beneficial when
performing numerical simulations, especially when simulating the complex spin
dynamics that result under periodic sample rotation and from multiple-pulse RF
irradiation. In these cases, performing several frame transformations of both the
spatial components (i.e., the spatial tensors) and the spin components (i.e., the
spin tensors) for each of the terms in Eq. (1.2.2.1) is key for accurately and
efficiently simulating the spin dynamics. For an arbitrary NMR Hamiltonian, we
first demonstrate how to rotate the corresponding spin tensor, and then discuss
the procedure for rotating the corresponding spatial tensor.

9

Rotations of Spin Tensors
It is important to specify whether a particular rotation is positive or
negative. Counterclockwise rotations are taken to be positive and clockwise
rotations are taken to be negative, by definition. The quantum mechanical
!
operator for rotating some state α through an angle φ about the axis n to

produce the rotated state α

rot

, is given by the rotation operator R̂ n! (φ) , which is

!
produced by taking the complex exponential of the scalar product between n and

!
the total angular momentum operator, Iˆ :4–6

(

! !
R̂ n! (φ) = exp −iφ Iˆ ⋅ n

)

(1.2.3.1)

!
R̂ n! (φ) is a unitary operator, since the components of Iˆ are Hermitian operators

(i.e., R̂ n! (φ)† = R̂ n! (φ)−1 = R̂ n! (−φ) where † is the adjoint operation).
! F
It is important to note that the spin tensors, ⎡⎣ T λ ⎤⎦ , are in many cases

themselves operators (i.e., tensor operators), which in turn can be represented in
terms of the angular momentum operators, Î i , where i = x, y, and z. In order to
determine how the angular momentum operators rotate, it suffices to know how
R̂ n! (φ) acts on an arbitrary state α , which is mathematically described as:

R̂ n! (φ) α

(1.2.3.2)

where α is the state to be rotated. One of the simplest methods for evaluating
the above expression is that of Sakurai, where the expectation value of Î x is
calculated for rotating the state α through an angle φ about the +z axis of some
10

reference frame F, and then generalizing the result for the other two angular
momentum operators:4
rot

rot

(1.2.3.3)

= α R̂ †z (φ)Î x R̂ z (φ) α

(1.2.3.4)

Î x

=

(

rot

α Î x α

)

(

†

)

= α exp −iφÎ z Î x exp −iφÎ z α

( )

(

)

= α exp iφÎ z Î x exp −iφÎ z α
Eq. (1.2.3.6) shows that evaluating Î x

( )

(

rot

(1.2.3.5)
(1.2.3.6)

amounts to determining

)

exp iφÎ z Î x exp −iφÎ z , which is commonly referred to as an operator sandwich.11
Again, there are several procedures for evaluating this expression, such as (1)
determining the explicit matrix representations for both the complex exponentials
and the Î x operator in the angular momentum basis

{ I,m } , and then

performing the matrix multiplication, or (2) using the Baker-Campbell-Hausdorff
(BCH) relation, or (3) representing the Î x operator in terms of the projection
operators in the

{ I,m } basis and evaluating the resulting eigenvalue

equations.4,11,21 All of these methods yield the following result:

( )

(

)

exp iφÎ z Î x exp −iφÎ z = Î x cos(φ) − Î y sin(φ)

(1.2.3.7)

which corresponds to a vector initially collinear with the +x axis of some frame F
that then undergoes a negative rotation (i.e., clockwise rotation) around the +z
axis through an angle φ (Figure 1.1a). The rotated vector has both x and y
components with contributions weighted by cos(φ) and sin(φ) , respectively, with
11

φ being the angle with respect to the +x axis. Similarly, exchanging the minus
signs in the complex exponentials in Eq. (1.2.3.7) represents a positive rotation

Figure 1.1. Schematic representation of a (a) negative and a (b) positive rotation of a vector
(denoted by the red arrow) about the +z axis through an angle φ.

about the +z axis through an angle φ for a vector initially collinear with the +x axis
(Figure 1.1b):

(

)

( )

exp −iφÎ z Î x exp iφÎ z = Î x cos(φ) + Î y sin(φ)

(1.2.3.8)

Figure 1.1 pictorially represents the rotation of the Î x angular momentum
operator in so-called spin space. Eq. (1.2.3.7) and Eq. (1.2.3.8) can be
generalized as follows:

( ) ( )
exp ( iφÎ ) Î exp ( −iφÎ ) = Î cos(φ) + i ⎡⎣Î , Î ⎤⎦ sin(φ)
exp −iφÎ i Î j exp iφÎ i = Î j cos(φ) − i ⎡⎣Î i , Î j ⎤⎦ sin(φ)
i

j

i

j
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j

i

(1.2.3.9)

These unitary transformations of the angular momentum operators have an
important role when considering the spin dynamics in different reference frames.
For instance, many NMR experiments are described in the so-called rotating
frame, rather than the laboratory frame. Since the time dependencies of certain
NMR Hamiltonians can be safely neglected, the overall interaction Hamiltonian
takes on a simplified and condensed form (these ideas will be expanded upon in
the following sections).
Eq. (1.2.3.9) is a key component of the product operator formalism and
the majority of one- and two-dimensional solution-state NMR experiments are
easily described using this equation. The spatial tensors do not have any secular
effects on solution NMR spectra, since their effects are averaged by random
molecular tumbling; hence, they are safely neglected.11,13,21 However, these
spatial tensors often influence the non-secular nuclear relaxation properties, and
in this regard, their effects on solution-state NMR spectra must be considered.
The spatial tensors influence the appearance of SSNMR spectra, since they are
not averaged to zero by isotropic tumbling. A discussion on the transformational
properties of these spatial tensors under rotation is provided below.

Rotations of Spatial Tensors
F

An object ⎡⎣ A ⎤⎦ , represented in frame F can be described in some new
frame G in one of two ways: (1) The basis vectors defining the coordinate
system in frame F can be rotated into the orientation of the basis vectors defining
F

the new frame G, while keeping A fixed, or (2) the object ⎡⎣ A ⎤⎦ can be rotated
13

into the new frame G, while keeping the coordinate axes fixed. The former
operation is defined as a passive rotation and the latter is defined as an active
rotation.4,7,22
In this thesis, passive rotations are employed to rotate ISTs of rank I
between different reference frames. For instance, an IST expressed in frame F,
!
!
F
G
⎡⎣ A ( I ) ⎤⎦ , is rotated into frame G, ⎡⎣ A ( I ) ⎤⎦ , by performing three consecutive single-

axis rotations through three rotation angles, which are known as the Euler angles
and are denoted as Ω ( α,β, γ ) (i.e., F is usually taken to be the principal axis
frame, PAF, of the IST, and G can be any other references frame, such as the
laboratory frame, vide infra). The procedure for rotating the basis vectors
defining frame F into the orientation of the basis vectors defining frame G is as
follows: (1) rotate F counterclockwise around its +z axis through an angle α,
then (2) rotate this new frame F′ counterclockwise about its new +y′ axis through
an angle β, and finally (3) rotate this new frame F′′ counterclockwise about its
new +z′′ axis through an angle γ to give the frame in its final orientation, G,
(Figure 1.2). The problem with this sequence of Euler rotations is the need to
define the components of the angular momentum operators in each of the
corresponding intermediate frames, F′ and F′′, which are different from one
another.4,8,22 A convenient solution to this problem is to perform a series of
consecutive single-axis rotations of the frame F about its original set of axes, in
which case the components of the angular momentum operators are already
defined. It’s easy to show that the following sequence of rotations is equivalent
to the aforementioned procedure: (1) rotate F counterclockwise about its +z axis
14

through an angle γ, then (2) rotate this new frame F′ counterclockwise about the
original +y axis through an angle β, and finally (3) rotate this new frame F′′
counterclockwise about the original +z axis through an angle α.

Figure 1.2. Schematic representation of the Euler angles and how they relate the electric
field gradient tensor and the chemical shift tensor in their principal axis systems.

Using the rotation operator R̂ n! (φ) , these 3 consecutive single-axis
rotations are mathematically described as:

(

)

D̂ Ω ( α,β, γ ) = R̂ z (α)R̂ y (β)R̂ z (γ )

(1.2.3.10)

Notice the placement of the rotation operators on the right hand side in the above
equation. The rotation operator representing the γ-rotation about the +z axis
appears to the far right with the rotation operator representing the following βrotation about the +y axis appearing in the middle and finally the rotation operator
representing the last α-rotation is to the far left (i.e., successive rotations appear
further to the left). Rewriting Eq. (1.2.3.10) in terms of the explicit forms for the
rotation operators gives the Wigner rotation operator:4,7,22
15

(

)

) (

(

) (

D̂ Ω ( α,β, γ ) = exp −iÎ z α exp −iÎ yβ exp −iÎ z γ

(

)

(1.2.3.11)

)

The matrix representation of D̂ Ω ( α,β, γ ) is commonly defined in the angular
momentum basis

{ I,m } , where the D ( Ω (α,β, γ )) matrix elements are
(I)
m' ,m

calculated as:

(

)

(

)

)
Dm'( I ,m
Ω ( α,β, γ ) = I,m' D̂ Ω ( α,β, γ ) I,m

(

) (

) (

(1.2.3.12)

)

= I,m' exp −iÎ z α exp −iÎ yβ exp −iÎ z γ I,m

(

(1.2.3.13)

)

The dimension of D̂ Ω ( α,β, γ ) is dependent on the value of I, which is referred
to as the rank. Since m and m′ take on values between −I,…, I in integer steps,

(

)

the size of D̂ Ω ( α,β, γ ) is therefore ( 2I + 1) × ( 2I + 1) .
The advantage of using the angular momentum basis

(

{ I,m } to define

)

the matrix representation of D̂ Ω ( α,β, γ ) is the fact that this basis is a mutual
!
eigenbasis for Iˆ 2 , Î z , and any function of these operators, namely exp −iφÎ z ,

(

)

where φ is an arbitrary angle. Therefore, Eq. (1.2.3.13) can be simplified to:

(

)

(

)

(1.2.3.14)

(

)

(1.2.3.15)

)
Dm'( I ,m
Ω ( α,β, γ ) = I,m' exp ( −im'α ) exp −iÎ yβ exp ( −imγ ) I,m

(

)

= exp −i ( m'α + mγ ) I,m' exp −iÎ yβ I,m
Since

{ I,m } is not an eigenbasis for the Î

(

y

angular momentum operator, the

)

matrix element I,m' exp −iÎ yβ I,m cannot be easily determined. Therefore,
this matrix element is often denoted as d m'( ),m (β ) for simplicity, and is referred to
I
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as the reduced Wigner element. d m'( ),m (β ) is a real-valued matrix element that
I

depends only on the Euler angle β that must be explicitly evaluated. The explicit
expressions for the d m'( ),m (β ) and the d m'( ),m (β ) reduced Wigner elements are
1

2

provided in many standard texts on angular momentum and NMR.4,8,22,23
In summary, in order to calculate the matrix representation of the Wigner
rotation operator in the

(

{ I,m } basis, all one needs to do is evaluate

)

exp −i ( m'α + mγ ) for a given set of Euler angles α and γ and quantum numbers
m and m′, and then multiply the result with the corresponding reduced Wigner
matrix element, d m'( ),m (β ) . It should also be noted that Eq. (1.2.3.15) can be used
I

! F
to rotate the spin tensor, ⎡⎣ T λ ⎤⎦ .

The Wigner rotation operator is used for rotating a given IST of rank I
! I F
! I G
expressed in frame F, ⎡ A ( ) ⎤ , into some new frame G, ⎡ A ( ) ⎤ . Mathematically,
⎣
⎦
⎣
⎦

(

)

this corresponds to simply multiplying the matrix representation of D̂ Ω ( α,β, γ ) ,
by the matrix representation of the IST:4,7,8,20
! F
! G
⎡ A ( I ) ⎤ = ⎡ A ( I ) ⎤ D̂ Ω ( α,β, γ )
⎣
⎦
⎣
⎦

(

)

(1.2.3.16)

! I F
It’s important to note that ⎡ A ( ) ⎤ and D̂ Ω ( α,β, γ ) must be of the same rank.
⎣
⎦

(

)

Expanding the above equation, we see that the components of the rotated IST in
the new frame G are related to the components of the unrotated IST in the old
frame F, according to:

17

G

(I)
⎡⎣ AI,m
⎤⎦ =

I

∑ ⎡⎣ A

m'=− I

(I)
I,m'

(

(I)
⎤⎦ Dm',m
Ω ( α,β, γ )
F

)

(1.2.3.17)

Eq. (1.2.3.17) demonstrates that the components of the rotated IST in the new
frame G are linear combinations of the components of the unrotated IST
expressed in the old frame F, and the Wigner rotation operator relates these two
frames via a set of Euler angles. Therefore, under rotations, the number of
components of the IST remain fixed (i.e., the rank is conserved),7 but the
magnitude of the components can change. Evaluating Eq. (1.2.3.17) amounts to
performing matrix multiplication between a row vector of size ( 2I + 1) originating
from the IST with the Wigner rotation matrix of size ( 2I + 1) × ( 2I + 1) :

(

(I) ⎛
Dm',m
⎜ Ω α,β,γ

)⎞⎟

!##⎝ "##⎠$
G
F
⎡ (I )⎤
⎡ (I) ⎤
A
A
⎛ . . . … ⎞
⎣⎢ I,m ⎦⎥
⎣⎢ I,m' ⎦⎥
!##
"##$
!##
"##$
⎜
⎟
⎜ . . . … ⎟
. . . …
= . . . …
1×( 2 I +1)
1×( 2 I +1) ⎜ . . . … ⎟
⎜⎝ % % % & ⎟⎠
(2 I +1)×(2 I +1)

(

)

(

)

Eq. (1.2.3.17) offers a convenient and efficient procedure for rotating ISTs
between multiple frames, which is achieved by simply appending the
corresponding Wigner rotation matrix that relates the two consecutive frames to
! I F
one another onto the end of Eq. (1.2.3.16). For instance, rotating ⎡ A ( ) ⎤ into
⎣
⎦
! G
! G
⎡ A ( I ) ⎤ with the Euler angle set Ω ( α,β, γ )F→G and then rotating ⎡ A ( I ) ⎤ into the
⎣
⎦
⎣
⎦
! I H
G→H
final frame ⎡ A ( ) ⎤ with the Euler angle set Ω ( α,β, γ )
is mathematically
⎣
⎦
described as:4,7,8,20
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(

)(

! H
! F
⎡ A ( I ) ⎤ = ⎡ A ( I ) ⎤ D̂ Ω ( α,β, γ )F→G D̂ Ω ( α,β, γ )G→H
⎣
⎦
⎣
⎦

)

(1.2.3.18)

This equation shows the ease with which frame transformations of the spatial
tensors are performed, which is why the IST formalism is preferred when
describing and simulating the spin dynamics.
As mentioned earlier, the ISTs representing the spatial component for a
given NMR Hamiltonian are often represented in the principal axis frame (PAF,
P), in which the components of rank-0, -1, and -2 are then rotated into the same
reference frame (important simplifications can be made under the effects of
Zeeman truncation, in which only certain components of the ISTs expressed in
the laboratory frame need to be considered, vide infra). The other three
reference frames commonly used for defining the components of ISTs are the
molecular frame (M), the rotor frame (R), and the laboratory frame (L). These
frames will be introduced and discussed as they are needed.
P

P

In the PAF, an arbitrary second-rank, symmetric (i.e., ⎡⎣ A! ij ⎤⎦ = ⎡⎣ A! ji ⎤⎦ )
!" P
Cartesian tensor ⎡ A ⎤ , describing the magnitude and anisotropy
⎣ ⎦
P

of some NMR interaction is represented by a diagonal (i.e., ⎡⎣ A! ij ⎤⎦ = 0 , for i ≠ j)
3×3 matrix:
⎛ " P
⎡A ⎤
⎜ ⎣ xx ⎦
!" P ⎜
⎡A
⎤ =
0
⎣ ⎦ ⎜
⎜
⎜
0
⎝

0
⎡ A" yy ⎤
⎣ ⎦
0
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0
P

0
P
⎡⎣ A" zz ⎤⎦

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(1.2.3.19)

where the reference frame P has been explicitly indicated on the matrix
!" P
elements. The corresponding IST components of ⎡ A ⎤ also expressed in the
⎣ ⎦

PAF are:16,20
!

1

P

⎡⎣ A (0 ) ⎤⎦ = −

3
!

( ⎡⎣

P

P
P
A" xx ⎤⎦ + ⎡⎣ A" yy ⎤⎦ + ⎡⎣ A" zz ⎤⎦

)

(1.2.3.20)

⎡⎣ A (1) ⎤⎦ = ( 0, 0, 0 )
! (2)

⎡⎣ A ⎤⎦

P

⎛1
⎝2

=⎜

([

A" xx

] − [ A" ] ) , 0,
P

P

yy

1
6

([

2 A" zz

P

] − [ A" ] − [ A" ] ) , 0,
P

P

P

xx

yy

(1.2.3.21)
1
2

([

A" xx

] − [ A" ] )⎞⎟⎠
P

P

yy

(1.2.3.22)

Eqs. (1.2.3.20)-(1.2.3.22) can be simplified by introducing three new parameters,
P
P
which are known as the isotropic average ⎡⎣ a!iso ⎤⎦ , the anisotropy ⎡⎣δ! ⎤⎦ , and the
P

! ⎤⎦ , and are related to the principal components of the second-rank
asymmetry ⎡⎣ η
Cartesian tensor by:
P
P
P
P
1
⎡⎣ a!iso ⎤⎦ = ⎛ ⎡⎣ A! xx ⎤⎦ + ⎡⎣ A! yy ⎤⎦ + ⎡⎣ A! zz ⎤⎦ ⎞
⎠
3⎝

(1.2.3.23)

P
P
P
P
P
P
1
⎡δ! ⎤ = ⎡⎣ A! zz ⎤⎦ − ⎡⎣ a!iso ⎤⎦ = ⎛ 2 ⎡⎣ A! zz ⎤⎦ − ⎡ A! yy ⎤ − ⎡⎣ A! xx ⎤⎦ ⎞
⎣ ⎦
⎣
⎦
⎝
⎠
3

(1.2.3.24)

⎛ ⎡ A! ⎤ P − ⎡ A! ⎤ P ⎞
P
⎝ ⎣ yy ⎦ ⎣ xx ⎦ ⎠
! ⎤⎦ =
⎡⎣ η
P
⎡δ! ⎤
⎣ ⎦

(1.2.3.25)

with the components of the second-rank Cartesian tensor satisfying:
P

P
P
P
P
P
⎡⎣ A! zz ⎤⎦ − ⎡⎣ a!iso ⎤⎦ ≥ ⎡⎣ A! xx ⎤⎦ − ⎡⎣ a!iso ⎤⎦ ≥ ⎡⎣ A! yy ⎤⎦ − ⎡⎣ a!iso ⎤⎦
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(1.2.3.26)

Now, using these newly defined parameters, the components of the IST can be
represented as:
!
P
P
⎡⎣ A (0) ⎤⎦ = − 3 ⎡⎣ a"iso ⎤⎦
P
P
" ⎤⎦
! (2) P ⎛ ⎡⎣δ" ⎤⎦ ⎡⎣ η
⎡⎣ A ⎤⎦ = ⎜ −
, 0,
2
⎜
⎝

P
P
⎡δ" ⎤ ⎡⎣ η
" ⎤⎦ ⎞
3 " P
⎣
⎦
⎟
⎡δ ⎤ , 0, −
2⎣ ⎦
2
⎟
⎠

(1.2.3.27)

(1.2.3.28)

In summary, Eq. (1.2.3.27) and Eq. (1.2.3.28) show how the IST
components of an arbitrary spatial tensor in its PAF are related to the
components of the same spatial tensor expressed in Cartesian space. Since Eq.
(1.2.3.27) and Eq. (1.2.3.28) were derived for an arbitrary spatial tensor
characterizing an arbitrary NMR interaction, these equations are the starting
point for describing the spin dynamics under the influence of any NMR
interaction. Essentially, all that changes between the second-rank Cartesian
P

tensors that describe the different NMR interactions are the values of ⎡⎣ a!iso ⎤⎦ ,
P

P

⎡δ! ⎤ , and ⎡⎣ η
! ⎤⎦ . For some NMR interactions, different conventions may be used,
⎣ ⎦
in which the variables used to represent these three parameters are defined
differently (e.g., for the chemical shift interaction, the isotropic average, the
anisotropy, and the asymmetry are represented by the variables δiso, Ω, and, κ
respectively when using the so-called Herzfeld-Berger convention, which are
defined differently in terms of the principal components). However, the general
procedure for (1) constructing the complete NMR Hamiltonian for a given NMR
interaction λ using the IST formalism (Eqs. (1.2.2.5), (1.2.3.27), (1.2.3.28)) and
then (2) rotating the spatial tensor (Eq. (1.2.3.17)) from its PAF into another
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reference frame remains the same. In the following sections, the explicit forms
for the NMR Hamiltonians describing the relevant NMR interactions are
presented.

1.2.4 The Zeeman Interaction

!
When a magnetic dipole moment, µ , is placed in a static magnetic field

!
!
B , the magnetic field exerts a torque on µ , which causes the magnetic dipole
!
moment to precess about B . The classical energy of this interaction is given
by:8
! !
E = − µ ⋅ B 0 = −µB0 cosθ

(1.2.4.1)

where θ is the angle between the two vectors and B0 is the scalar magnitude of
the field. Eq. (1.2.4.1) shows that the energy of the magnetic dipole is at a
!
!
!
minimum when µ is parallel to B 0 and is at a maximum when µ is antiparallel
!
!
!
with respect to B 0 . Additionally, µ can adopt any orientation with respect to B 0

for this classical interaction.
Many nuclei across the periodic table have isotopes that possess a nonzero, intrinsic nuclear spin angular momentum, which is denoted as I and results
from both the total orbital angular momentum and the total intrinsic spin angular
momentum of each nucleon within the nucleus.10,24 This intrinsic total spin

!
angular momentum gives rise to a nuclear magnetic dipole moment, µ . The total
spin angular momentum, and the resulting nuclear magnetic dipole moment,
!
!
which are both represented by the vector operators Iˆ and µˆ , respectively, can
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be written such that these two quantities are proportional to one another using
the Wigner-Eckhart theorem:4,10,22

!
!
ˆ
ˆµ = γI"

(1.2.4.2)

The constant of proportionality γ, is known as the gyromagnetic ratio, which
describes the ratio between the total spin angular momentum of a nucleus and
the resulting nuclear magnetic dipole moment (γ is in units of rad T−1 s−1). γ can
be either positive or negative. When γ > 0, the nuclear magnetic dipole moment
is lowest in energy when it is parallel to the total spin angular momentum and
when γ < 0, the nuclear magnetic dipole moment is lowest in energy when it is
antiparallel with respect to the total angular momentum. Nuclides with γ > 0
!
precess in a counter-clockwise direction about B 0 , whereas nuclides with γ < 0
!
precess in a clockwise fashion about B 0 .8,25

The Zeeman Hamiltonian operator, which describes the coupling of a
nuclear magnetic dipole moment with an external static magnetic field, is formed

!
using the correspondence principle4,5 in which µ in Eq. (1.2.4.1) is substituted
with its quantum mechanical vector operator analogue:

! !
!
H Z = − µˆ ⋅ B 0

(1.2.4.3)

!
Using Eq. (1.2.4.2), µˆ can be represented in terms of the total spin angular

momentum operator:

! !
!
H Z = −γIˆ ⋅ B 0

(1.2.4.4)

All NMR Hamiltonians presented from this point on are represented in angular
frequency units (i.e., both sides of the equation have been divided by ! ).8,12,13 By
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!
convention, the direction of the external magnetic field B 0 is taken to be in the +z
!
direction of the laboratory frame. Therefore, only the z component of B 0 needs

to be considered and Eq. (1.2.4.4) simplifies to:

!
!
H z = −γIˆ ⋅ Bz = −γÎ z B0 = ω 0 Î z

(1.2.4.5)

where ω 0 = −γB0 is the Larmor frequency, using the sign convention of Levitt.25
The x and y axes of the laboratory frame must be mutually orthogonal to each
other and to the z axis, but their exact orientation in the xy plane of the laboratory
frame is arbitrary.
Larmor frequencies are typically on the order of tens to hundreds of MHz
and therefore the Zeeman interaction is generally the dominant NMR interaction.
In fact, there are NMR spectrometers currently in operation that are capable of
producing homogeneous magnetic fields that give 1H Larmor frequencies in the
GHz regime (i.e., B0 > 24 T).
It is trivial to show that Ĥ Z and Î z commute. Therefore, these operators
share a mutual eigenbasis (i.e., the generalized angular momentum
eigenbasis).4,8,11 In fact, this eigenbasis is commonly referred to as the Zeeman
eigenbasis and has eigenstates that are labeled

{ I,m } , where I is the nuclear

spin angular momentum quantum number, which can take integer or half-integer
values and m is the magnetic quantum number, which represents the projection
of angular momentum along the quantization axis, namely the +z axis of the
laboratory frame. m takes on values of –I, –I+1, –I+2, …, I. In contrast to Eq.
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(1.2.4.1), the nuclear magnetic dipole moment can only adopt certain fixed, or
!
quantized, orientations with respect to B 0 , which are described by m.
!
Equation (1.2.4.5) shows that in the presence of B 0 , nuclei with non-zero

nuclear spin angular momentum will have their originally degenerate eigenstates

{ I,m } separate into 2I+1 non-degenerate eigenstates (Figure 1.3a).

The

energy eigenvalues associated with each eigenstate can be easily computed:

!
H Z I,m = ω 0 Î z I,m = ω 0 m I,m

(1.2.4.6)

For nuclides with γ > 0, their associated eigenstates with m > 0 have their
!
nuclear magnetic moments parallel to B 0 , and their m < 0 eigenstates have
!
nuclear magnetic moments antiparallel to B 0 (Figure 1.3b). For nuclides with γ

< 0, the ordering of the non-degenerate eigenstates is reversed. Using Eq.
(1.2.4.6), it is trivial to show that the transition energy associated with two
adjacent eigenstates I,m and I,m + 1 is the Larmor frequency, ω 0 . In other
words, under the influence of just the Zeeman interaction, the transition energy
between all adjacent eigenstates is the same and hence, there is only one
observed transition (i.e., corresponding to a single peak in an NMR spectrum).
Up to this point, only a single nuclide or spin has been considered. In
practice, an NMR experiment is conducted on an ensemble of nuclei, with each
nucleus having an associated nuclear magnetic dipole moment that couples to
!
B 0 . For an ensemble of spin-1/2 nuclei with γ > 0, the eigenstates are populated

according to the Boltzmann distribution:
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Nβ

⎛ ΔΕ ⎞
= exp ⎜
Nα
⎝ kT ⎟⎠

(1.2.4.7)

Figure 1.3. (a) Energy-level splitting diagram depicting the Zeeman interaction for a spin-1/2
nuclide with γ > 0 and (b) depiction of the nuclear magnetic moment, in the two possible
eigenstates, precessing about the external magnetic field.

where N α and N β refer to the populations of the lower and higher energy
eigenstates,

1 1
,
2 2

and

1 1
,− , respectively.8,11 ΔΕ , k, and T are the transition
2 2

energy, the Boltzmann constant, and the temperature in degrees Kelvin,
respectively. Eq. (1.4.2.7) shows that at any temperature there is a higher
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population of spins occupying the lower-energy eigenstate (i.e.,

1 1
, , which is
2 2

commonly referred as α ) than the higher-energy eigenstate (i.e.,

1 1
,−
2 2

or

β ) at thermal equilibrium. This net population difference leads to the formation

!
!
of a bulk magnetization vector, M , which is collinear with B 0 at thermal
!
equilibrium. The detection of M (i.e., the NMR signal) is performed in the
transverse (i.e., xy) plane, which is accomplished by first applying a magnetic

!
field perpendicular to the external field in order to rotate M into the transverse
!
plane (vide infra). The intensity of the NMR signal (i.e., the magnitude of M ) is
proportional to the thermal equilibrium magnetization and to the receptivity. Eq.
(1.4.2.7) shows that the population difference between adjacent eigenstates at
room temperature (i.e., T = 298 K) is very small; hence, NMR is an inherently
insensitive spectroscopic technique resulting from the small energy quanta
associated with NMR transitions.13 Increasing the transition energy and/or
lowering the external temperature leads to an increase in the net population
difference between the α and β eigenstates, and a concomitant increase in

!
both M and the receptivity. Additionally, performing NMR experiments on
nuclides that have large values of γ and/or at high magnetic fields also increases

!
the magnitude of M , and therefore the receptivity. In fact, the nuclear receptivity
R, can be written as:

R∝

N γ 3 B02
T
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(1.2.4.8)

where N is the number of spins in the sample. Eq. (1.4.2.8) shows that
performing NMR experiments on nuclides that have a high natural abundance
also leads to an increase in the sensitivity.

Zeeman Truncation
Since the Zeeman interaction is usually the dominant NMR interaction in a
high magnetic field (i.e., ω 0 ≫ ω λ , where λ represents any NMR interaction),
the full nuclear spin Hamiltonian can be accurately represented by a simplified
and condensed Hamiltonian, which is commonly called the secular Hamiltonian
or the Zeeman-truncated Hamiltonian. Under the effects of Zeeman truncation,
the NMR Hamiltonians describing the other NMR interactions are treated as
perturbations on the dominant Zeeman Hamiltonian, in which the energies of the
unperturbed Zeeman eigenstates, I,m , are slightly raised or lowered. For many
of the NMR interactions, the use of first-order perturbation theory is sufficient for
calculating accurate corrections to the Zeeman eigenstates; the quadrupolar
interaction is an important exception (vide infra).26,27 The generic expression for
the secular Hamiltonian expressed in the laboratory frame for any NMR
interaction λ is represented as:8,26,27
L
L
L
L
(0)
(0)
(2)
(2)
⎤ ⎡T0,0
⎤ + ⎡ A2,0
⎤ ⎡T2,0
⎤ ⎞
Ĥ total = ∑ c λ ⎛⎡⎣ A0,0
⎦ ⎣
⎦ ⎣
⎦ ⎣
⎦ ⎠
⎝
λ

(1.2.4.9)

Eq. (1.2.4.9) demonstrates that only the m = 0 component of the I = 0, 2 ISTs for
both the spatial and spin parts need to be computed in the laboratory frame.
This fact will be exploited many times throughout this chapter.
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1.2.5 The Radiofrequency Interaction
In the simplest NMR experiment, alternating current is passed through a
coil that is wrapped around the sample, generating an oscillating, time-dependent
!
magnetic field, B1 (t) , perpendicular to the external magnetic field.

Mathematically, this applied magnetic field is represented as:8,27
!
!
B1 (t) = B1 cos ω RFt + φ p e x

(

)

(1.2.5.1)

where B1 is the magnitude of the magnetic field in units of Tesla, which oscillates
!
at a frequency ωRF, with an initial phase φp. The unit vector e x explicitly indicates
!
that B1 (t) is applied along the x axis of the laboratory frame. The vector
!
representing B1 (t) can be decomposed into two components, which have

identical amplitudes, but equal and opposite frequencies (i.e., ±ωRF, Figure 1.4a).
!
These components rotate about B 0 in opposite directions, with one component

!
rotating in the same direction as µ
µ̂ and the other component rotating in the
!
opposite direction (Figure 1.4b).8 The reader is reminded that µ
µ̂ is rotating about
!
!
B 0 at a frequency ω0. When ωRF ~ ω0, B1 (t) can be represented as a sum of

these two components:27

!
1!
1!
B1 (t) = B1res (t) + B1nonres (t)
2
2

(1.2.5.2)

!
!
where B1res (t) and B1nonres (t) represent the resonant and non-resonant components

of the applied magnetic field, respectively. Since ωRF ~ ω0, the non-resonant
component is rotating at a frequency of ~ −2 ω 0 in the opposite direction of
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!
µ̂ in the rotating frame; therefore, its effects can be safely ignored (N.B., the
µ
!
effects of B1nonres (t) become important in some NMR experiments such as
!
homonuclear proton decoupling experiments, where B1nonres (t) can influence the

proton resonance frequencies, which is known as a Bloch-Siegert shift).8,10,12,28,29

Figure 1.4. (a) Depiction of the time-dependent magnetic field (purple vector) applied along
the x-axis of the laboratory frame and the two resulting resonant and non-resonant
components (blue and green vectors, respectively) that rotate about the z-axis. (b) The
resonant component of the applied magnetic field rotates in the same direction as the nuclear
magnetic moment (red vector) and the non-resonant component of the applied magnetic field
rotates in the opposite direction.

!
The RF interaction is the coupling between a nuclear magnetic moment µ
µ̂
!
or a bulk magnetization vector M , and the resonant component of the oscillating
!
1!
applied magnetic field. Taking the scalar product between µ
µ̂ and B1res (t) , gives
2
the expression for the RF Hamiltonian Ĥ RF , in the laboratory frame:

{ (

) }

!
1 ! ! res
1
µ ⋅ B1 (t) = − γ B1 cos ω RFt + φ p Î x + sin ω RFt + φ p Î y
H RF (t) = − µ̂
2
2

)

(

!
!
!
The precession frequency of µ
µ̂ (or M ) about B1 (t) is given by:
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(1.2.5.3)

ω1 = −

1
γ Β1
2

(1.2.5.4)

where ω1 is called the nutation frequency and is expressed in angular frequency
units. ω1 may also be referred to as the amplitude of the applied magnetic field.
!
!
µ̂ (or M )
The reason for evaluating γ in the above equations is to ensure µ
undergoes a positive rotation about the applied magnetic field.26,27 The effect of

Figure 1.5. Schematic representation of the laboratory frame (denoted by the unprimed axes) and the
rotating reference frame (denoted by the primed axes). The two frames are related by the timedependent angle φ(t) = ωRFt and by the unitary transformation operator

. The

z and z′ axes coincide with one another.

!
B1res (t) on both spin polarization and bulk magnetization is easily examined in a

rotating reference frame that rotates counterclockwise about the +z axis of the
laboratory frame at a frequency equal to ωRF (Figure 1.5).8,11,27 The reason for
performing this frame transformation is two-fold: (1) By transforming the total
NMR Hamiltonian into a frame governed by the strongest NMR interaction, some
terms in the Hamiltonian may be considerably simplified or may even be
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completely removed and (2) time dependencies can be ignored or even
suppressed entirely.
!
Transforming B1res (t) into the rotating frame is accomplished by

transforming the laboratory-frame Hamiltonian into the interaction frame of Ĥ Z ,
which amounts to evaluating the following expression:11,26,27
rot
L
⎛d
⎞
⎡ Ĥ(t) ⎤ = R̂ z ( −ω RFt ) ⎡ Ĥ ⎤ R̂ z ( ω RFt ) + i ⎜ R̂ z ( −ω RFt ) R̂ z ( ω RFt )⎟
⎣
⎦
⎣ ⎦
⎝ dt
⎠

(

{ (

)

) })

(

(1.2.5.5)

= R̂ z ( −ω RFt ) ω 0Î z + ω1 cos ω RFt + φ p Î x + sin ω RFt + φ p Î y R̂ z ( ω RFt )
(1.2.5.6)

⎛d
⎞
+ i ⎜ R̂ z ( −ω RFt ) R̂ z ( ω RFt )⎟
⎝ dt
⎠

( )

(

)

( )

= ω 0 R̂ z ( −ω RFt ) Î z R̂ z ( ω RFt ) + ω1 cos ω RFt + φ p R̂ z ( −ω RFt ) Î x R̂ z ( ω RFt )

(

)

( )

+ ω1 sin ω RFt + φ p R̂ z ( −ω RFt ) Î y R̂ z ( ω RFt ) − ω RFÎ z R̂ z ( −ω RFt ) R̂ z ( ω RFt )

(1.2.5.7)

Expanding and then evaluating the sandwich operators gives the expression
for the time-dependent, rotating-frame Hamiltonian:
rot

(

)

(

)

⎡ Ĥ(t) ⎤ = ΩÎ z + ω1 cos 2 ω RFt + φ p Î x + ω1 sin 2 ω RFt + φ p Î x
⎣
⎦

(1.2.5.8)

where Ω = ω0−ωRF, which is often called the resonance offset. The next step is
to apply zeroth-order average Hamiltonian theory (AHT)1 in order to determine
the time-independent parts of the rotating-frame Hamiltonian. The stroboscopic
1

An in depth discussion regarding AHT is beyond the scope of this current work.
It is noted that AHT is a powerful mathematical technique for treating timedependent phenomena in NMR. AHT is used to derive time-independent,
average Hamiltonians that accurately describe time-dependent spin dynamics.
Two important requirements that must be always satisfied in order to apply AHT
are the following: (1) The time-dependent Hamiltonian must be periodic and (2)
calculation of the dynamics must be stroboscopic (i.e., the dynamics can only be
calculated at times corresponding to the periodicity of the Hamiltonian, which
also satisfy the Nyquist sampling theorem).12,43
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observation of the spin dynamics must correspond to a Larmor period (i.e., T =
2π/ω0) and it is assumed that the rotational frequency of the rotating frame also
coincides with a Larmor period (i.e., ωRFT = n2π, where n is an integer).8,27,30 In
practice, however, these restrictive requirements of the AHT can be relaxed in
this case, since typical Larmor periods are on the order of ~10−8-10−9 s and the
time-dependent terms in Eq. (1.2.5.8) will rapidly average to zero, which allows
the spin dynamics to be calculated at any point in time.26,27,31 Nonetheless, taking
the initial phase of the applied magnetic field to be zero (i.e., the field is applied
along the xʹ axis of the rotating frame, where the primed is used to denote an axis
rot

in the rotating frame), the zeroth-order average Hamiltonian, ⎡ Ĥ(0) ⎤ , for Eq.
⎣
⎦
(1.2.5.8) becomes:

(

)

rot
T
⎡ Ĥ(0) ⎤ = 1
ΩÎ z + ω1 cos 2 ( ω RFt ) Î x + ω1 sin 2 ( ω RFt ) Î x dt
∫
⎣
⎦
T 0

(1.2.5.9)

t=T
t=T
⎧
⎧
⎫
⎫
ω1 ⎪⎛ t sin ( 2ω RFt ) ⎞ ⎪
ω1 ⎪⎛ t sin ( 2ω RFt ) ⎞ ⎪
= ΩÎ z + ⎨⎜ +
⎬ Î + ⎨ −
⎬ Î
T ⎪⎝ 2
4ω RF ⎟⎠ ⎪ x T ⎪⎜⎝ 2
4ω RF ⎟⎠ ⎪ x
t=0 ⎭
t=0 ⎭
⎩
⎩

(1.2.5.10)

rot

⎡ Ĥ(0) ⎤ = ΩÎ + ω Î
z
1 x
⎣
⎦

(1.2.5.11)

Eq. (1.2.5.11) shows that in this rotating reference frame there is a residual
component of the external magnetic field along the +z′ axis, with a magnitude
proportional to the resonance offset, and a component of the applied magnetic
field along the +x′ axis, with a magnitude proportional to the nutation frequency
(Figure 1.6a). It should be noted that magnetic fields are commonly referred to
by variables that represent frequencies (i.e., the external magnetic field is often

33

referred to as ω0 and the applied magnetic field is commonly referred to as ω1)
since the magnitudes of the magnetic field and precession frequency are related
by γ. If the magnetic field has an oscillation frequency equal to the Larmor
frequency (i.e., ωRF = ω0) such that the rotating reference frame rotates at ω0,
then there is no component of the residual external field along the +z′ axis, and
the only field in this frame is the applied magnetic field (Figure 1.6b), which is
collinear with the +x′ axis. This rotating reference frame is known as the rotating
frame and only refers to the frame that rotates at the Larmor frequency of a given
nuclide.

Figure 1.6. (a) Illustration of the magnetic field components arising from the applied magnetic field
and the external, residual magnetic field, which are denoted by ω1 and Ω, respectively, which gives
rise to an effective magnetic field, ωeff (denoted by the green vector). These field components are
represented in a rotating reference frame that rotates about the +z axis of the laboratory frame at a
frequency ωRF ~ ω0. (b) When the rotation frequency of the rotating reference frame is equal to the
Larmor frequency (i.e., ω0 = ωRF), Ω = 0, and the only magnetic field present is the applied magnetic
field, ω1. This frame is referred to as the rotating frame.

!
!
!
In the rotating frame, µ
µ̂ (or M ) will nutate about B1 , since the effects of
!
B 0 have been eliminated. The nutation angle or tip angle, θRF, is the angle the

spin polarization makes with the +z′ axis and is controlled by varying the nutation
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frequency and/or the duration of time the oscillating magnetic field is applied (i.e.,
the pulse width, τp), since θRF is related to these quantities by:

θ RF = ω1τ p = γ B1τ p

(1.2.5.12)

For instance, a B1 field that gives a nutation frequency ω1/2π = 50 kHz will
rotate spin polarization that is initially collinear with the +z′ axis by 90° in a time
frame τp = 5 µs. Since the energy of this interaction is in the radiofrequency (rf)
region of the electromagnetic spectrum, the applied magnetic field is often
!
referred to as a radio-frequency pulse. If the phase of B1 is φp = 0 with respect to

the +x′ axis, then the spin polarization will be rotated onto the –y′ axis, where it
will then precess about the external field after the applied field is turned off
(Figure 1.7). The transverse spin polarization then induces a current in the coil,
which corresponds to the NMR signal or free induction decay (FID) that is then
amplified, digitized, processed, and Fourier transformed in order to yield the
NMR spectrum (Figure 1.8). It is noted that if the rf pulse is applied on
resonance (i.e., ωRF = ω0), then the magnetization induces a constant amplitude
current. If the rf pulse is applied off-resonance (i.e., ωRF ~ ω0), then the
magnetization precesses about an effective magnetic field, ωeff, and induces an
oscillating current. It is clear from Figure 1.6, that if a large resonance offset
exists, such that ωeff is no longer “close” to ω1, then the magnetization is not
rotated into the transverse plane and an NMR signal does not result. This is
important when acquiring very broad NMR spectra, where achieving sufficient
excitation with these rectangular pulses is difficult.
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Figure 1.7. (a) Illustration of the effects of the applied magnetic field on spin polarization (denoted by
the green vector) in the rotating frame (i.e., ω0 = ωRF). The purpose of the applied magnetic field is to
rotate spin polarization, which is initially collinear with the +z′ axis, into the transverse plane for
detection. (b) By varying either the amplitude and/or the timing of the magnetic field, the spin
polarization can be rotated through different angles. A tip angle of θRF = π/2 will give maximum NMR
signal.

Figure 1.8. The three general stages of collecting NMR data after the application of an applied magnetic
field. (a) The spin polarization evolves in time under the effects of the interaction Hamiltonian with a
characteristic frequency ωλ (e.g., under the effects of just the Zeeman interaction, ωλ = ω0), which induces
a (b) time-dependent current (i.e., the NMR signal) in the coil that is encoded with the frequency ωλ. The
NMR signal is then amplified and digitized to give the free induction decay (FID), which is then further
processed and finally Fourier transformed to reveal the encoded frequency ωλ, in the (c) NMR spectrum.
In many instances, additional processing is required in order to obtain absorptive NMR spectra.

Eq. (1.2.5.11) is the starting point for describing the spin dynamics
throughout this thesis. A more thorough discussion on rf pulses and how they
can be combined to form pulse sequences, which are used for the purposes of
exciting, inverting, and detecting spin polarization, is provided in subsequent
chapters.
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1.2.6 Nuclear Magnetic Shielding and the Chemical Shift Interaction
The chemical shift (CS) interaction arises from the small magnetic fields
that are generated by the motion of the electrons that surround NMR-active
!
nuclei, in the presence of an external magnetic field, B 0 . These small secondary
!
magnetic fields either add to or subtract from B 0 . This phenomenon is called of

nuclear magnetic shielding (NMS) and results in the formation of a local effective
!
magnetic field, B loc , which in turn slightly alters the Larmor frequency for a given

spin-active nucleus. This local magnetic field experienced at the nucleus is
mathematically represented as:
!
!
!
B'0 = B 0 + B loc

(1.2.6.1)

!
where the small magnetic field described by B loc , is treated as a small
!
perturbation on the external field. The magnitude of B loc is highly dependent on

both the molecular and electronic structure (vide infra), which makes the CS
interaction diagnostic for identifying, differentiating, and characterizing
magnetically distinct nuclei.
As formalized by the quantum mechanical equations of Ramsey,32–34
which will not be repeated here, the NMS interaction results from both
diamagnetic and paramagnetic contributions (denoted as σd and σp,
respectively), which serve to shield and deshield the nucleus, respectively.
Diamagnetic contributions to the NMS arise from the circulation of electrons (i.e.,
mixing of occupied molecular orbitals in the ground state). Paramagnetic
contributions to the NMS arise from the mixing of low-lying, unoccupied
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molecular orbitals, with ground-state occupied molecular orbitals. Hence, σd and
!
!
σp usually result in the formation of a B loc that is antiparallel or parallel to B 0 ,

respectively (i.e., shield and deshield the nucleus, respectively).
Chemical shifts are used in NMR rather than NMS values because the
latter uses an arbitrary scale in which the NMS value for a bare nucleus (i.e., a
nucleus with no electron density) is set to zero. It is impractical to report NMS
values in NMR spectra, and hence chemical shifts are reported by comparing the
experimental NMR resonance frequency to a known reference frequency using:
σ ref − σ
1− σ ref

δ=

(1.2.6.2)

The magnitude and anisotropy of the CS interaction is described by the
second-rank Cartesian chemical shift tensor, which is represented by an
asymmetric matrix that can be decomposed into a sum involving a symmetric
and an antisymmetric matrix. The antisymmetric matrix has no influence on the
NMR transition frequencies and can therefore be safely neglected.8,35 Expressing
the symmetric part of the CS tensor in its PAF gives:

⎛ ! P
⎡ ⎤
⎜ ⎣δ xx ⎦
⎜
P
⎡ δ! ⎤ = ⎜
0
⎣ ⎦
⎜
⎜
0
⎜⎝

0
⎡δ! yy ⎤
⎣ ⎦

⎞
⎟
⎟
⎟
⎟
⎟
⎟⎠

0
P

0
⎡δ! zz ⎤
⎣ ⎦

0

P

(1.2.6.3)

where the principal components satisfy:
P

P

P

P

P

⎡δ! zz ⎤ − ⎡δ! iso ⎤ ≥ ⎡δ! xx ⎤ − ⎡δ! iso ⎤ ≥ ⎡δ! yy ⎤ − ⎡δ! iso ⎤
⎣ ⎦ ⎣ ⎦
⎣ ⎦ ⎣ ⎦
⎣ ⎦ ⎣ ⎦
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P

(1.2.6.4)

Using the parameters derived for an arbitrary second-rank Cartesian tensor in
section 1.2.3, the isotropic average, anisotropy, and asymmetry are written as:
P
P
P
P
1
⎡δ! iso ⎤ = ⎛ ⎡δ! xx ⎤ + ⎡δ! yy ⎤ + ⎡δ! zz ⎤ ⎞
⎣ ⎦
3⎝ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎠

P

P

⎡δ! ⎤ = ⎡δ! zz ⎤ − ⎡δ! iso ⎤
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

P

⎛ ⎡δ! ⎤ P − ⎡δ! ⎤ P ⎞
P
⎝ ⎣ yy ⎦ ⎣ xx ⎦ ⎠
! ⎤⎦ =
⎡⎣ η
P
⎡δ! ⎤
⎣ ⎦

(1.2.6.5)
(1.2.6.6)

(1.2.6.7)

P

! ⎤⎦ ≤ 1. The isotropic average gives the center of gravity of the
with 0 ≤ ⎣⎡ η
resulting spectrum, whereas the anisotropy describes the largest separation from
the center of gravity. The asymmetry parameter describes the axial symmetry of
P

! ⎤⎦ = 0 represents an axially symmetric CS tensor (i.e.,
the CS tensor, where ⎡⎣ η
P

P

P

⎡δ! yy ⎤ = ⎡δ! xx ⎤ ) and ⎡⎣ η
! ⎤⎦ ≠ 0 represents a chemical shift tensor that deviates
⎣ ⎦ ⎣ ⎦
from axial symmetry. Eqs. (1.2.6.3)-(1.2.6.7) express the CS tensor using the
Haeberlen convention, which is the convention used in several numerical
simulation programs, including SIMPSON.9,16 The Herzfeld-Berger convention is
used for describing the CS tensor components in this thesis, which are ordered
according to:
δ11 ≥ δ 22 ≥ δ 33

(1.2.6.8)

The isotropic chemical shift (δiso), span (Ω), and skew (κ) are defined as:
δ iso =

1
(δ + δ + δ33 )
3 11 22
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(1.2.6.9)

Ω = δ11 − δ 33

κ=

(δ

22

(1.2.6.10)

− δ iso )

(1.2.6.11)

Ω

where Ω describes the total width or breadth of the NMR spectrum, and κ
describes the axial symmetry of the CS tensor (i.e., −1 ≤ κ ≤ 1).
Using the CS tensor parameters defined in the Haeberlen convention,
and Eqs. (1.2.3.27)-(1.2.3.28), it is trivial to form the I = 0 and I = 2 IST
components for the CS tensor expressed in the PAF. Then, using the Wigner
rotation matrix (Eq. (1.2.3.17)) and the Euler angles that relate the PAF of the
chemical shift tensor to the laboratory frame (i.e., Ω ( α,β, γ )

P→L

), each of these

IST components can be rotated into the laboratory frame:
L

(2)
⎡ A2,0
⎤ =
⎣
⎦

2

∑ ⎡⎣ A

m=−2

(2)
2,m

(

(2)
⎤ Dm,0
Ω ( α,β, γ )
⎦
P

P→L

)

(1.2.6.12)

where under Zeeman truncation, only the m = 0 component of the I = 2 IST
expressed in the laboratory frame is required (vide supra). It’s important to note
P

(0)
⎤ IST is invariant under
that the scalar component corresponding to the ⎡⎣ A0,0
⎦

rotations:7,20
L

(0)
(0)
⎡ A0,0
⎤ = ⎡ A0,0
⎤
⎣
⎦
⎣
⎦

P

(1.2.6.13)

This is why only the I = 2 IST needs to be explicitly rotated. The next step is to
use the Wigner rotation operator and evaluate the sum:

=

2

∑ ⎡⎣ A

m=−2

(2)
2,m

(

)

(2)
⎤ exp −i ( mα + (0)γ ) d m,0
(β )
⎦
P
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(1.2.6.14)

=

2

∑ ⎡⎣ A

(2)
2,m

m=−2

(

(

)

(2)
⎤ exp −i ( mα ) d m,0
(β )
⎦
P

)

(

(1.2.6.15)

)

(2)
(2)
(2)
(2)
⎤ exp −i ( −2α ) d−2,0
⎤ exp −i ( −α ) d−1,0
β) +
= ⎡⎣ A2,−2
(β ) + ⎡⎣!A####
($
2,−1 ⎦
⎦
#"#####
P

(

P

)

(

)

0

(2)
(2)
(2)
(2)
⎡ A2,0
⎤ exp −i ( 0 ) d0,0
⎤ exp −i ( α ) d1,0
(β ) + ⎡⎣!A####
(β )
2,1 ⎦
⎣
⎦
"####$
P

(

P

(1.2.6.16)

0

)

(2)
(2)
⎤ exp −i ( 2α ) d2,0
+ ⎡⎣ A2,2
(β )
⎦
P

P

(2)
⎤ tensor components are equal to zero (since the chemical shift
All of the ⎡⎣ A2,±1
⎦

tensor is symmetric), and after substituting in the explicit forms for the reduced
Wigner elements and performing some algebra, the expression describing the
CSA becomes:

(

P
L
P
1
(2)
⎡ A2,0
⎤ = ⎡δ! ⎤ 3cos 2 (β ) − 1+ ⎡⎣ η
!
⎤
sin 2 (β ) cos ( 2α )
⎦
⎣
⎦
⎣
⎦
2

)

(1.2.6.17)

Adding the term corresponding to the isotropic chemical shift to Eq. (1.2.6.17)
and then multiplying the resulting equation by ω0, gives the full form of the spatial
dependence of the CS interaction, expressed in the laboratory frame in angular
frequency units:7,8
P
P
"! P 2
1
⎤ sin (β ) cos ( 2α )⎞
ω ( α,β ) = ω 0 ⎡⎣δ! iso ⎤⎦ + ω 0 ⎡⎣δ! ⎤⎦ ⎛ 3cos 2 (β ) − 1+ ⎡⎣ η
⎦
⎝
⎠
2

ω ( α,β ) = ω iso + ω CSA

(1.2.6.18)
(1.2.6.19)

Notice how the term describing the anisotropy in Eq. (1.2.6.18) is multiplied by
ω0, which in turn depends on the external field strength. This means that the
magnitude of the CSA (i.e., the breadth of the powder pattern) scales linearly

41

P
P
with the magnetic field. It is noted that ⎡⎣δ! iso ⎤⎦ and ⎡⎣δ! ⎤⎦ are commonly expressed

in units of ppm.
Now that the form of the spatial tensor is known in the laboratory frame in
terms of ISTs of rank I = 0 and I = 2 (Eq. (1.2.6.13) and Eq. (1.2.6.17),
respectively), the CS Hamiltonian ĤCS , can be easily constructed using Eq.

!
(1.2.2.5) by first coupling the rank-1 tensor representing B , with the angular
!
momentum vector operator of rank-1, Î , in order to give the required rank-2 spin

!
tensor.7,8,12,24 Only considering the z-component of B , the full chemical shift
Hamiltonian in the laboratory frame can be compactly represented as:

ĤCS = ( ω iso + ω CSA ) Î z

(1.2.6.20)

Eq. (1.2.6.20) is the starting point for describing the chemical shift interaction in
the literature and in this thesis.

1.2.7 The Dipolar Interaction
!
The nuclear magnetic moment, u1 , that results from the intrinsic spin

!
angular momentum, I , for a given spin (denoted as I), produces a magnetic field
that permeates the surrounding space. This magnetic field can interact with a
!
second proximate nuclear magnetic moment, u 2 , which results from the intrinsic

!
!
spin angular momentum, S , for a second spin (denoted as S). In turn, u1
!
experiences the magnetic field of u 2 (Figure 1.9). This mutual, through-space

interaction is called dipolar coupling or the dipolar interaction. Classically, this
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interaction is akin to the interaction between two magnetic dipoles, where the
energy of the interaction is given by:8,12
! ! ! !
! !
u1 ⋅ r12 ) ( u 2 ⋅ r12 ) ⎞
µ 0 ⎛ u1 ⋅ u 2
(
E=
−3
⎟
4π ⎜⎝ r 3
r5
⎠

(1.2.7.1)

where µ 0 is the permittivity of free space, r is the distance between the magnetic
!
!
!
dipoles u1 and u 2 , and r12 is the vector between the magnetic dipoles.

Figure 1.9. Schematic representation of the dipolar interaction for two nuclear
magnetic dipoles,

and

The internuclear vector is
field that results from

(represented by the blue and red vectors, respectively).
(represented by the green vector). Only the magnetic

is shown for simplicity.

One method for deriving the corresponding quantum mechanical
Hamiltonian operator for the dipolar interaction, Ĥ DD , is to (1) promote each of
the nuclear magnetic moment vectors in Eq. (1.2.7.1) to their respective
magnetic moment operators and then (2) change the coordinate system from
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Cartesian coordinates to spherical polar coordinates. After evaluating the
resulting scalar products, Ĥ DD takes on the following form:8,12

(

Ĥ DD = d Â + B̂ + Ĉ + D̂ + Ê + F̂

)

(1.2.7.2)

where

(

)

Â = 3cos 2 ( θ ) − 1 Î z Ŝ z
B̂ = −

(

)(

1
3cos 2 ( θ ) − 1 Î + Ŝ − + Î − Ŝ +
4

)

)(

(

3
sin ( θ ) cos ( θ ) exp ( −iφ ) Î z Ŝ + + Î + Ŝ z
2
3
D̂ = sin ( θ ) cos ( θ ) exp ( iφ ) Î z Ŝ − + Î − Ŝ z
2
3
Ê = sin 2 ( θ ) exp ( −2iφ ) Î + Ŝ +
4
3
F̂ = sin 2 ( θ ) exp ( 2iφ ) Î − Ŝ −
4
Ĉ =

)(

(

(

(

is the dipolar alphabet and d =

)

)

(1.2.7.3)

)

)

µ0γ I γ S
is the dipolar coupling constant. The polar
4πr 3

!
angles (θ,φ) relate the orientation of the internuclear vector with respect to B 0

(Figure 1.10). Another equally valid approach for deriving Ĥ DD is to start with
the second-rank, symmetric, and traceless Cartesian dipolar tensor, which
describes the strength and anisotropy of the dipolar coupling, expressed in its
PAF and using a similar procedure as the one outlined in section 1.2.3 and used
in section 1.2.5, derive both the spin and spatial ISTs in the laboratory frame.
Then, using Eq. (1.2.2.5), evaluate their scalar product to give the complete
dipolar Hamiltonian expressed in the laboratory frame.
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Figure 1.10. Schematic representation of the internuclear vector (denoted by the
green arrow) with respect to the external magnetic field in the laboratory frame.

The dipolar tensor expressed in its PAF is:
⎛ " P
⎡ ⎤
⎜ ⎣ d xx ⎦
!" P ⎜
⎡D
⎤ =
0
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⎜
⎜
0
⎝

0
⎡ d" yy ⎤
⎣ ⎦
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0
P

0
⎡⎣ d"zz ⎤⎦

P

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(1.2.7.4)

with components satisfying the usual relation:
P

P

⎡⎣ d!zz ⎤⎦ ≥ ⎡⎣ d!xx ⎤⎦ = ⎡ d! yy ⎤
⎣ ⎦

P

(1.2.7.5)

!" P
⎤ is traceless, which gives:
As mentioned earlier, ⎡ D
⎣ ⎦
P
P
P
P
1
⎡⎣ d!iso ⎤⎦ = ⎛ ⎡⎣ d!xx ⎤⎦ + ⎡ d! yy ⎤ + ⎡⎣ d!zz ⎤⎦ ⎞ = 0
⎣ ⎦
⎠
3⎝
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(1.2.7.6)

Therefore, the I = 0 IST for the spatial component of the dipolar Hamiltonian is
!" P
P
⎤ is axially symmetric,8,12 the ⎡ A(2) ⎤ components are
zero. Moreover, since ⎡ D
2,±2
⎣
⎦
⎣ ⎦
(2)
⎤
also zero. Hence, the rotation operation for forming the required ⎡⎣ A2,0
⎦

L

component is simply:

(

(2)
(2)
(2)
⎡ A2,0
⎤ = ⎡ A2,0
⎤ D0,0
Ω ( α,β, γ )
⎣
⎦
⎣
⎦
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(1.2.7.7)
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P
1 !
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⎡⎣ daniso ⎤⎦ exp −i ( α(0) + γ(0) ) d0,0
(β )
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(1.2.7.8)

P ⎛ 1
P
⎞
1⎛ ! P
2 ⎡⎣ d zz ⎤⎦ − ⎡⎣ d!xx ⎤⎦ − ⎡⎣ d! yy ⎤⎦ ⎞ ⎜ 3cos 2 (β ) − 1 ⎟
⎠⎝2
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⎠
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)

(1.2.7.9)

Exploiting the fact that the dipolar tensor is traceless gives:
⎛1
⎞
= 6d ⎜ 3cos 2 (β ) − 1 ⎟
⎝2
⎠

(

)

(1.2.7.10)

where d is the dipolar coupling constant defined above. To form the
! (2) L
!
!
⎤ spin component, we simply couple the I and S spin
corresponding ⎡⎣ T2,0
⎦

angular momentum vector operators:8,11,12
! (2) L
" "
1
⎡ T2,0
⎤ =
3Î z Ŝ z − I ⋅ S
⎣
⎦
6

(

)

(1.2.7.11)

Using Eq. (1.2.2.5), the complete dipolar Hamiltonian expressed in the laboratory
frame is:
! (2) L
L
(2)
⎤ ⋅ ⎡ T2,0
⎤
Ĥ DD = ⎡⎣ A2,0
⎦ ⎣
⎦

! !
⎛1
⎞
Ĥ DD = d ⎜ 3cos 2 (β ) − 1 ⎟ 3Î z Ŝ z − I ⋅ S
⎝2
⎠

)(

(
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(1.2.7.12)

)

(1.2.7.13)

Now, when considering two nuclides with different values of γ Eq. (1.2.7.13)
is further simplified to:8,12,24

((

))(Î Ŝ )

IS
= d 3cos 2 (β ) − 1
Ĥ DD

z

z

(1.2.7.14)

where the superscript IS denotes the fact that this is the heteronuclear dipolar

! !
coupling Hamiltonian. Since the I ⋅ S scalar product in Eq. (1.2.7.13) does not
commute with the Zeeman Hamiltonian, we can safely ignore it when considering
a heteronuclear spin pair. However, this term becomes important when
considering a homonuclear spin pair (i.e., I and S are the same). Notice how the
A and B terms of the dipolar alphabet have been recovered in Eq. (1.2.7.14) and
Eq. (1.2.7.13), respectively, and the other terms do not need to be considered
under Zeeman truncation. However, these terms provide a route for dipolarmediated nuclear spin relaxation, which will become important in subsequent
chapters.

1.2.8 The Quadrupolar Interaction
In addition to being influenced by all of the NMR interactions that are
observed in the NMR spectra of spin-1/2 nuclei (e.g., chemical shifts, Jcouplings, dipolar couplings), quadrupolar nuclei are also influenced by the
quadrupolar interaction. Quadrupolar nuclei have a nuclear spin angular
momentum quantum number I > 1/2, which can take on integer values (i.e., I = 1,
2, 3, ...) or half-integer values (i.e., I = 3/2, 5/2, 7/2, 9/2). In general, quadrupolar
nuclei have non-spherical distributions of positive charge in the nucleus, which
can be prolate or oblate (Figure 1.11), and can be described with a multipole
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moment expansion (Figure 1.12) involving terms of electric monopoles, dipoles,
quadrupoles, octapoles, hexadecapoles, etc, each of which is represented by a
unique IST of rank I = 0, 1, 2, 3, and 4, respectively (N.B., it’s important to
distinguish the variable I when it is being used to describe the total spin angular
momentum of a nucleus and when it is being used to describe the rank of an IST,
which should be clear from the context).1,8,24
Not all multipole moments (electric and magnetic) are allowed quantum
mechanically and some have never been experimentally observed.10,24,36 For
instance, all odd-rank (I = 1, 3, 5, …) nuclear electric multipoles and all even-rank

Figure 1.11. Schematic representations of the nucleus for (a) a spin-1/2 nuclide having a spherical
distribution of positive charge and a quadrupolar nucleus with a (b) positive and a (c) negative
quadrupolar moment, Q, giving prolate and oblate distributions of positive charge, respectively.

(I = 0, 2, 4, …) nuclear magnetic multipoles are forbidden because the nuclear
eigenstates satisfy certain parity laws.9,24,36,37 Therefore, the first relevant term in
the multipole moment expansion for the quadrupolar nucleus is the nuclear
electric quadrupole moment (NQM), which is denoted by eQ. The next relevant
term in the series is the hexadecapole moment, but since the series expansion is
dependent on the ratio between the radius of the nucleus and the average
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electron-electron distance (for which the latter is much greater than the former), it
converges rapidly.10,36 Furthermore, the Wigner-Eckhart theorem also restricts
which multipole moments can be observed for a given quadrupolar nucleus with
spin I (i.e., the hexadecapole moment can only be observed for quadrupolar
nuclides having I > 1).10,24,36 Therefore, the quadrupole moment is usually the
only electric multipole moment that needs to be considered for NMR.
The NQM couples with surrounding electric field gradients (EFGs), which
describe how the electric fields resulting from electric charges in chemical bonds,
proximate atoms, etc., change as a function of position. It is this coupling that is

Figure 1.12. Schematic representation of a multipole moment expansion. Adapted from Ref. 5.

termed the quadrupolar interaction (QI), and it is one of the most commonly
encountered NMR interactions in solid-state NMR spectra, since ca. 73% of all
elements on the periodic table have NMR-active isotopes that are
quadrupolar.1,38
The QI is described, in part, by the electric field gradient tensor, which is a
second-rank Cartesian tensor that is both symmetric and traceless and is
represented by the following 3×3 matrix in its PAF:
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(1.2.8.1)

with components satisfying:
P

P

⎡⎣V!xx ⎤⎦ ≤ ⎡⎣V!yy ⎤⎦ ≤ ⎡⎣V!zz ⎤⎦

P

(1.2.8.2)

Since the EFG tensor is symmetric and traceless, only two parameters are
needed to describe it in its PAF:
P

! ⎤ =0
⎡⎣ V
iso ⎦
P

! ⎤ = ⎡V! ⎤
⎡⎣ V
aniso ⎦
⎣ zz ⎦

(1.2.8.3)
P

P

⎡V! ⎤ − ⎡V! ⎤
! ⎤⎦ = ⎣ yy ⎦ ⎣P xx ⎦
⎡⎣ η
⎡⎣V!zz ⎤⎦

(1.2.8.4)
P

P

(1.2.8.5)

The largest component of the EFG tensor describes the magnitude of the EFG
! ⎤ P is not normally used to report on the
experienced at the nucleus. ⎡⎣ V
aniso ⎦

magnitude of the QI interaction, but rather it is combined with the characteristic
constant for the QI (i.e., the quadrupolar frequency):
ωQ =

e2 qQ
4I(2I -1)h

(1.2.8.6)

where eq is the EFG and is equal to the largest component of the EFG tensor
P

⎡⎣V!zz ⎤⎦ , eQ is the nuclear electric quadrupole moment, and I is the nuclear spin

angular momentum quantum number. The numerator in Eq. (1.2.8.6) is defined
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as the quadrupolar coupling constant CQ, and it is this parameter that is used to
report on the magnitude of the QI, which is normally given in frequency units:
P

e2 qQ ⎡⎣V!zz ⎤⎦ eQ
CQ =
=
h
h

(1.2.8.7)

The axial symmetry of the EFG tensor is described by the asymmetry parameter
P

! ⎤⎦ , which is simply relabeled ηQ, and it takes on values of 0 ≤ ηQ ≤ 1 , with ηQ =
⎡⎣ η
0 representing an axially symmetric EFG tensor.
Using these quadrupolar parameters, the quadrupolar Hamiltonian can be
derived following exactly the same procedure as the one employed in the
P

P

(2)
(2)
⎤ and ⎡ A2,±2
⎤ IST components of the
previous three sections: (1) The ⎡⎣ A2,0
⎦
⎣
⎦
L

(2)
⎤ IST component of the
EFG tensor in the PAF are identified. (2) Then, the ⎡⎣ A2,0
⎦

spatial tensor expressed in the laboratory frame is formed by rotating each of the
I = 2 IST components from the PAF into the laboratory frame using the
appropriate Wigner rotation operator. After performing these operations, the
spatial term for the quadrupolar Hamiltonian is:8,36,38
CQ
L
⎧1
⎫
2
2
(2)
⎡ A2,0
⎤ = 6
3cos
β
−
1
+
η
sin
β
cos
2α
(
)
(
)
(
)
⎨
⎬
Q
⎣
⎦
4I(2I -1) ⎩ 2
⎭

(

)

(1.2.8.8)

where the angles (α,β) relate the EFG tensor expressed in the PAF to the
laboratory frame. (3) To form the corresponding spin tensor, two identical
!
angular momentum vector operators Iˆ , are coupled together (since the QI is a
L

(2)
⎤ IST component is
one-spin interaction) and then the appropriate ⎡⎣T2,0
⎦

chosen:8,36,38
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L

(2)
⎡T2,0
⎤ =
⎣
⎦

1
6

(3Î

z

− I ( I + 1)

)

(1.2.8.9)

(4) Lastly, Eq. (1.2.2.5) is used to form the scalar product between the spin and
spatial terms, which gives the expression for the quadrupolar Hamiltonian in the
laboratory frame:
L

(2)
(2)
⎤ ⋅ ⎡T2,0
⎤
ĤQ = ⎡⎣ A2,0
⎦ ⎣
⎦

ĤQ =

CQ

L

(1.2.8.10)

⎧1
⎫ 2
2
2
⎨ 3cos (β ) − 1 + ηQ sin (β ) cos ( 2α ) ⎬ 3Î z − I ( I + 1)
4I(2I -1) ⎩ 2
⎭

(

)

(

)

(1.2.8.11)

After the Zeeman interaction, the QI is normally the next largest NMR
interaction, with energies often on the order of (0.01-0.1)ω0. Therefore, the QI
requires both first- and second-order perturbation theory in order to achieve
accurate corrections to the Zeeman eigenstates. For this reason, Eq. (1.2.8.10)
is called the first-order quadrupolar Hamiltonian, which represents the first-order
quadrupolar interaction (FOQI) and is denoted as Ĥ(1)
. It’s important to point out
Q
that in Eq. (1.2.8.11) Ĥ(1)
is independent of the Larmor frequency and therefore
Q
is an odd
is independent of the external magnetic field strength. Also, Ĥ(1)
Q
function in Î z , which has important implications when calculating the
corresponding transition frequencies to first order (vide infra).24 Deriving an
expression for the second-order quadrupolar Hamiltonian (i.e., Ĥ(2)
) involves a
Q
substantial amount of additional effort, which is why the general procedure, along
with the major conclusions are briefly summarized below.
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There are several methods for deriving an expression for Ĥ(2)
, the most
Q
frequently used involves the combined use of unitary transformations and firstorder average Hamiltonian theory.5,7,35–45 An equally valid, but more elegant
approach is that of Goldman et al.,44 in which the authors use static perturbation
.
theory (SPT) and exploit the properties of ISTs in order to derive Ĥ(2)
Q
Following the procedure of Goldman et al., an expression for the secondorder energy correction for non-degenerate eigenvalues, E(2)
,4 evaluated in the
j
Zeeman eigenbasis is:34,44

E(2)
=∑
j

j ĤQ k k ĤQ j

(1.2.8.12)

E(0)
− E(0)
j
k

j≠k

E (2)
can be represented in terms of ISTs by using Eq. (1.2.2.5):
j

E

(2)
j

=

ω Q2
ω0

∑ ( −1)

m,m'

L

m+m'

⎡A
⎣

(2)
2,− m

L

⎤ ⎡A
⎦ ⎣

(2)
2,− m'

⎤
⎦

L

∑
j≠k

L

(2)
(2)
⎤ k k ⎡T2,m'
⎤ j
j ⎡⎣T2,m
⎦
⎣
⎦
k− j

(1.2.8.13)

According to the selection rule for ISTs, non-zero matrix elements result only
L

(2)
⎤ k .4 Therefore, non-zero
when j = k + m for an arbitrary matrix element j ⎡⎣T2,m
⎦

elements result for Eq. (1.2.8.13) only when,

j = k + m and k = j + m'

(1.2.8.14)

This further restricts the possible values of m and m′, since
m = −m'

(1.2.8.15)

must be satisfied at all times in order for Eq. (1.2.8.14) to hold. Using these
selection rules and substituting m = −m' , E(2)
becomes:
j
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E

(2)
j

L

(2)
⎡ A2,−
⎤ ⎡ A(2) ⎤
m ⎦ ⎣ 2,m ⎦
⎣
=−
∑
ω 0 m≠0
m

ω Q2

L
L

L

(2)
(2)
⎤ j − m j − m ⎡T2,−
⎤
j ⎡⎣T2,m
⎦
⎣ m⎦ j

(1.2.8.16)

Now, using a modified form of the closure relation and Eq. (9) from ref. 42, the
expression for Ĥ(2)
becomes:
Q

Ĥ

(2)
Q

L

L

L

(2)
⎡ A2,−
⎤ ⎡ A(2) ⎤ ⎡T (2) ⎤ ⎡T (2) ⎤
m ⎦ ⎣ 2,m ⎦ ⎣ 2,m ⎦ ⎣ 2,− m ⎦
⎣
=−
∑
ω 0 m≠0
m

ω Q2

L

(1.2.8.17)

Expanding the sum in the above equation and then forming commutators of spin
tensors having the same magnitude of m (i.e., m = ±1, and ±2) gives:36
L
L
L
L
(2)
(2)
⎡ A2,−
⎤ ⎡ A(2) ⎤ ⎡ ⎡T (2) ⎤ , ⎡T2,m
⎤ ⎤
m ⎦ ⎣ 2,m ⎦ ⎢ ⎣ 2,− m ⎦
⎣
⎣
⎦
⎣
⎦⎥
Ĥ(2)
=
∑
Q
ω 0 m>0
m

ω Q2

(1.2.8.18)

Eq. (1.2.8.18) is further simplified by (1) coupling the two spatial ISTs following
the rules of angular momentum addition to form a new set of higher rank ISTs
with I = 4, 2, and 0. (2) The commutator is then evaluated for each value of m
and replaced with:36

(

)

⎡ ⎡T (2) ⎤ L , ⎡T (2) ⎤ L ⎤ = 1 Î 4I(I + 1) − 8Î 2 − 1
z
⎢⎣ ⎣ 2,−1 ⎦ ⎣ 2,1 ⎦ ⎥⎦ 2 z
⎡ ⎡T (2) ⎤ L , ⎡T (2) ⎤ L ⎤ = Î 2I(I + 1) − 2Î 2 − 1
z
⎢⎣ ⎣ 2,−2 ⎦ ⎣ 2,2 ⎦ ⎥⎦ z

(

(1.2.8.19)

)

Evaluating the sum over m and then making the appropriate substitutions, Ĥ(2)
Q
represented in the laboratory frame becomes:36
Ĥ

(2)
Q

=

ω Q2
ω0

{

L

(

)

(

L

)

(0)
(2)
⎡ A0,0
⎤ Î z 3Î 2z − I(I + 1) + ⎡ A2,0
⎤ Î z 8I(I + 1) − 12Î 2z − 3
⎣
⎦
⎣
⎦
L

)}

(

(2)
⎤ Î z 18I(I + 1) − 34Î 2z − 5
+ ⎡⎣ A4,0
⎦
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(1.2.8.20)

The first term in the above equation involves an isotropic IST, which is invariant
under rotations. Therefore, the isotropic shift observed for quadrupolar nuclei
has a contribution from the usual chemical shift as well as a contribution from this
isotropic term, which is called the quadrupolar induced shift (QIS). Differentiating
these two contributions can be possible by using two different external magnetic
have different dependencies on the external
field strengths, since ĤCS and Ĥ(2)
Q
field strength. The second term involves a rank-2 IST, which describes an
orientation dependence that is similar to the orientation dependence of all firstorder NMR interactions. The third term, however, involves a rank-4 IST, which
describes a more complicated orientation-dependence in comparison to other
first-order NMR interactions. This rank-4 IST gives rise to the second-order
quadrupolar powder patterns (SOQPs, Figure 1.13), which have markedly
different features and shapes compared to first-order NMR powder patterns. The
strength of the second-order quadrupolar Hamiltonian is inversely proportional to
the external field strength. Therefore, the effects of the second-order
quadrupolar interaction (SOQI) become less prominent as the value of B0
increases and in general, higher-order terms scale as:

ω Qn
ω 0n−1

(1.2.8.21)

where n represents the nth-order quadrupolar Hamiltonian. For this reason, only
the FOQI and SOQI need to be considered when ωQ ~ (0.01-0.1) ω0. Several
studies have been conducted for cases where either Zeeman truncation cannot
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be applied (i.e., ωQ > ω0) and/or when third-order terms need to be considered,
neither of which will be discussed here.24,46

Figure 1.13. Comparison of the NMR powder patterns that result under (a,b) first- and (c)
second-order NMR interactions. (a) An idealized CSA-broadened powder pattern for a spin-1/2
nuclide having an axially symmetric chemical shift tensor. (b) An idealized powder pattern for a
2
14
spin-1 nuclide (e.g., H and N) having an axially symmetric EFG tensor affected by just the
FOQI. The bottom row shows the overlapping CSA-type powder patterns originating from the
satellite transitions (ST, the eigenstates involved in each transition are indicated on the figure) and
the top row shows the resulting NMR powder pattern. (c) An idealized powder pattern for a spin3/2 nuclide having an axially symmetric EFG tensor under the effects of both the FOQI and the
SOQI. The two overlapping satellite transitions (indicated in blue and red) are affected by both the
FOQI and SOQI (bottom row), and are therefore spread over a large frequency region, whereas
the central transition (CT, indicated in green) is affected by only the SOQI and hence is much
narrower by comparison. The characteristic second-order powder pattern for the CT is shown in
the inset.

Using the expressions for Ĥ(1)
and Ĥ(2)
, the corresponding transition
Q
Q
frequencies for a quadrupolar nucleus having nuclear spin angular momentum I,
between the m ↔ m + 1 eigenstates are:38
ω (1)
=
Q

L
3e2 qQ
(2)
⎤
2m + 1) ⎡⎣ A2,0
(
⎦
4I(2I − 1)
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(1.2.8.22)

2

ω

(2)
Q

⎛ e2 qQ ⎞ 2
=⎜
×
⎝ 4I(2I − 1) ⎟⎠ ω 0

{( I(I + 1) − 9m( m + 1) − 3)} ⎡⎣ A

(0)
0,0

(

⎤
⎦

L

)

(2)
⎤
+ 8I(I + 1) − 36m ( m + 1) − 15 ⎡⎣ A2,0
⎦

(

)

L

(4)
⎤
+ 3 6I(I + 1) − 34m ( m + 1) − 13 ⎡⎣ A4,0
⎦

L

}

(1.2.8.23)

Eq. (1.2.8.22) shows that under the effects of Ĥ(1)
, symmetric (i.e., m ↔ −m )
Q
transitions remain unaffected by the FOQI (e.g., the central transition (i.e.,
1
1
↔ − , CT) for all half-integer quadrupolar nuclei). For this reason,
2
2

collecting CT NMR powder patterns of half-integer quadrupolar nuclei is
preferred since they have higher S/N, smaller spectral breadths, and in many
cases are the only observable transition, since the satellite transitions (e.g.
1
1
3
3
↔
, − ↔ − , ST) are often broadened beyond detection.1,3 Eq.
2
2
2
2

(1.2.8.23) shows that all transitions are affected by the SOQI, including the CT
(Figure 1.14). Quadrupolar nuclei in chemical sites having low spherical (i.e.,
Platonic) symmetry tend to have large magnitudes of CQ, which give rise to
sizeable SOQIs that can broaden the CT patterns by hundreds of kHz or several
MHz (Figure 1.15). Despite the complicated expressions for both Ĥ(1)
and Ĥ(2)
,
Q
Q
understanding the physical origins of the QI, how it is manifested in solid-state
NMR spectra, and ultimately how it relates to chemical structure, molecular-level
dynamics, etc, is fairly straight forward in comparison to the other NMR
interactions. CQ and ηQ are measures of the spherical and axial symmetries of
the ground-state electron density about the quadrupolar nucleus. Methods for
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collecting these SOQPs will be introduced and discussed in subsequent
chapters.

Figure 1.14. Energy-level splitting diagram for a spin-3/2 nuclide showing the perturbing effects of
the FOQI and the SOQI on the Zeeman eigenstates. The perturbing effects of the FOQI and
SOQI are greatly exaggerated for clarity.
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Figure 1.15. Illustration of the simple relationship between the local symmetry at the quadrupolar
nucleus and the magnitude of the quadrupolar coupling constant, CQ. The grey sphere represents
23
−
an arbitrary quadrupolar nucleus (e.g., Na) and the red spheres represent anions (e.g., O ),
which act as negative point charges and generate electric field gradients (EFGs). For coordination
environments having high spherical (i.e., platonic) symmetry (e.g., tetrahedral and octahedral
coordination environments), the EFG experienced at the quadrupolar nucleus is zero (or close to
it) resulting in a value of CQ equal to or close to zero. As the platonic symmetry decreases (going
from left to right), the magnitude of C Q increases. Adapted from Ref 47.
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Chapter 2
2.1 Solid-State NMR Techniques: Improving Resolution and Sensitivity
Acquiring SSNMR spectra is hindered by numerous obstacles; fortunately,
there are many techniques available to improve experimental efficiency and
spectral quality. This is because the NMR Hamiltonians can be manipulated and
controlled with relative ease, owing to the energies of the electromagnetic
radiation that induce NMR transitions and the long lifetimes of the resulting
excited states. Using pulse sequences and mechanical sample rotations, terms
in the total nuclear spin Hamiltonian can be scaled, averaged, and even removed
completely, such as CSA or dipolar coupling, while still retaining information of
use in characterizing structure and dynamics. These techniques also address
the low signal-to-noise ratios and low spectral resolution that are commonly
encountered in SSNMR, which are discussed below.

Improving Sensitivity
Many techniques have been developed to address the limited sensitivity of
NMR experiments, including the use of (i) high magnetic fields, (ii) dynamic
nuclear polarization (DNP),1,2 and (iii) specialized pulse sequences; the latter is
the focus of this work. A pulse sequence is a collection of rf pulses that is
applied during an NMR experiment. Many pulse sequences use elaborate
schemes to manipulate spin polarization, for purposes of (i) enhancing the NMR
signal, (ii) enhancing spectral resolution, and/or (iii) extracting spectral
parameters that can be correlated to molecular structure or dynamics. The pulse
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sequences featured in this work primarily address points (i) and (iii), whereas
numerical spectral processing routines are used to address point (ii). The pulse
sequence used in this can be classified into two categories: direct excitation
(DE) and cross polarization (CP). The former uses pulses on the channel
corresponding to the spin that is ultimately detected (i.e., the observe nucleus).
The latter uses initial pulses applied on a separate channel for the purposes of
transferring spin polarization between dipolar-coupled nuclei. The DE and CP
pulse sequences used in this work are introduced and described below.

2.1.1 The Bloch Decay
The Bloch decay or pulse-acquire experiment is the simplest pulsed-FT
NMR experiment and is commonly employed in solution NMR experiments
(Figure 2.1a). It features a single pulse that has had its length (i.e., pulse width)
and/or power (i.e., amplitude) calibrated in order to rotate thermal spin
polarization that is initially collinear with the +z’ axis into the transverse plane by
90°; such a pulse is termed an excitation pulse (or equivalently, a π/2 pulse).
Once the pulse is turned off, the magnetization in the transverse plane induces
an electrical current in the coil, which is detected by the receiver. A finite amount
of time is allotted (i.e., dead time) between the termination of the pulse and the
detection period. This is crucial, as the dead time allows the residual current in
!
the NMR coil that results from the applied B1 field to dissipate, which would

otherwise obliterate the weak NMR signal, and provides a finite amount of time
for the receiver to turn on. This experiment is not appropriate in a variety of
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situations; other pulse sequences have been designed, which are outlined below.

Figure 2.1. Schematic representations of the (a) Bloch decay, (b) spin echo, and
(c) CPMG pulse sequences.

2.1.2 The Spin Echo
In some SSNMR experiments, the observable transverse spin polarization
may rapidly decay when studying nuclei having short transverse relaxation time
constants. This is particularly problematic during the dead time of the Bloch
decay experiment, since much of the NMR signal can be lost during this short (on
the order of µs) time period. The spin echo experiment (also known as a Hahn
echo)3 effectively addresses this problem with the application of a refocusing
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pulse applied at a time τ after the initial π/2 pulse, which serves to refocus the
spin polarization (Figure 2.1b).3 Such refocusing pulses are calibrated to
produce 180° rotations of the spin polarization about a particular axis in the
rotating frame, which is why refocusing pulses are often termed π pulses. The
effects of the refocusing pulse can be analyzed with the vector model of NMR or
with the use of the product operator formalism; these are well discussed else.4,5
Accordingly, at a time τ after the π pulse, a spin echo forms in the time domain.
The inter-pulse delay (τ) is typically much longer than the dead time, and no
substantial signal loss generally occurs.

2.1.3 The CPMG Pulse Sequence
The Carr/Purcell6-Meiboom/Gill7 (CPMG) experiment is a simple extension
of the spin-echo experiment, in which a series of π pulses are applied to
continually refocus observable transverse spin polarization (Figure 2.1c). CPMG
was originally used for measuring spin-spin relaxation time constants (i.e., T2),
but special processing of the CPMG echo train can provide enhancement of S/N.
A series of full echo FIDs are collected in the time domain, which when
collectively Fourier transformed, yield a series of spikelets in the frequency
domain whose outer manifold traces the overall NMR lineshape (Figure 2.2a).
Alternatively, each of the spin echoes can be co-added in the time domain and
then Fourier transformed to give a more conventional-looking NMR spectrum
(Figure 2.2b). When the times corresponding to the pulses and delays in the
FID are removed, the spectral resolution in the frequency domain is related to the
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Figure 2.2. Schematic representations of the two procedures used to process CPMG
datasets. (a) The entire CPMG echo train can be Fourier transformed, which results in a
spikelet pattern. (b) The spin echoes can be co-added together in the time domain, to give a
single spin echo, which gives a conventional-looking SSNMR spectrum upon Fourier
transformation.

total time of a single spin echo (or equivalently the echo spacing in the time
domain) instead of the dwell time. For SSNMR spectra arising from Fourier
transformation of the entire CPMG echo train (i.e., echo co-addition is not used),
there exists an inverse relationship between S/N and resolution. If highresolution powder patterns are required (i.e., close spikelet separation in the
frequency domain), the echoes are spaced further apart in the time domain (i.e.,
longer echoes are collected), which results in lower S/N. Likewise, if high S/N is
desired (i.e., increased spikelet separation in the frequency domain), the echoes
are spaced closer together in the time domain, which lowers the spectral
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resolution. Maximum gains in S/N occur for nuclei possessing long effective T2
constants (i.e., T2eff), simply because more echoes can be collected in the time
domain. Interestingly, there are techniques that can increase the values of the
T2eff constants, such as heteronuclear decoupling, which involve the application
of rf irradiation on a separate channel corresponding to spins that are dipolar
coupled to the observe nucleus. Decoupling techniques remove, or in most
cases attenuate the effects of the dipolar interaction, which is often a source of
efficient T2 relaxation (i.e., resulting in small T2eff constants). Heteronuclear
decoupling often increases the value of the T2eff constants and leads to longer
CPMG echo trains. Therefore, decoupling is often used in conjunction with
CPMG, which results in SSNMR spectra with very high S/N.

2.1.4 Frequency-Swept Pulses
In many cases, standard rectangular rf pulses that are monochromatic
(i.e., single carrier or rf frequency, ωRF/2π = νRF), and have constant phase and
amplitude, are often insufficient to uniformly excite NMR patterns that span wide
spectral regions. For an anisotropic NMR interaction, the crystallites composing
a polycrystalline sample possess a variety of distinct spatial orientations. The
spin polarization associated with each crystallite orientation nutates at a different
frequency under rf irradiation (this is especially apparent in the CT NMR spectra
of half-integer quadrupolar nuclei). Consequently, it is often extremely
challenging to uniformly excite broad frequency regions with high-power
rectangular pulses due to orientation-dependent nutation frequencies.
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Frequency-swept pulses, which feature modulation of their phase and/or
amplitude, have a time-dependent rf frequency (i.e., ωRF(t)) that sequentially
excites the spins in different crystallite orientations, thereby effectively
addressing the limited excitation bandwidths associated with conventional rf
pulses and the spectral distortions that often result from their use. The
effectiveness of frequency-swept (FS) pulses for uniformly exciting spin
polarization originates from the fact that many of these pulses excite and control
spin polarization adiabatically by means of a time-dependent effective magnetic
field (vide infra). For this reason, FS pulses have extensive use in all areas of
magnetic resonance.8
The effects of frequency-swept pulses for adiabatically exciting spin
polarization over broad frequency regions can be explained in the so-called
frequency-modulated frame (FM). This is a rotating reference frame that rotates
about the +z axis of the laboratory frame at the time-dependent rf frequency,
ωRF(t), and is related to the laboratory frame by the following unitary rotation

(

)

operator R̂ z ( ω RF (t)t ) = exp −iω RF (t)Î z t (Figure 2.3). In this frame, ωRF(t)
generates a time-dependent magnetic field that is oriented along the +z-axis, and
the applied magnetic field, ω1, appears stationary and is oriented along the +xaxis (Figure 2.3a). The vectors representing each of these fields can be added
together to produce a resultant, effective magnetic field ωeff(t). Since ωRF(t)
changes in time, so does ωeff(t).
If the rf frequency covers a total range of Δω, the rf frequency ωRF(t) varies
linearly in time, and the transmitter frequency is applied on resonance (i.e., ωTx =
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ω0), then ωRF(t) varies from –Δω/2 ↔︎ Δω/2, with ωRF(t) = 0 corresponding to the
position of the transmitter frequency (i.e., ωTx is the located in the center of the
frequency sweep). The initial and final frequency values of ωRF(t) depend on the
sweep direction of the FS pulse (i.e., if the rf frequency is swept from low to high
frequency, then its initial and final values are ωRF(t) = –Δω/2 and ωRF(t) = Δω/2,
respectively).

Figure 2.3. Schematic representation of the frequency-modulated (FM) reference frame
showing the components of the effective magnetic field when (a) ωRF(t) ≪ ω0, (b) ωRF(t) = ω0,
and (c) ω0 ≪ ωRF(t). Adapted from Ref. 8.

A single spin, with a resonance frequency of ω0 is considered in the
following analysis, in which its spin polarization is inverted using an FS pulse. It
is assumed that the transmitter frequency is set to ωTx = ω0, with the rf frequency
sweeping linearly from low to high frequency. At the beginning of the FS pulse
(i.e., t = 0), ωRF(t) is far from the resonance frequency of the given spin (i.e.,
ωRF(t) << ω0), and ωeff(t) is essentially collinear with +z (Figure 2.3a). As the
pulse progresses, and ωRF(t) increases, ωeff(t) traces out a semi-circle in the xzplane of the FM frame. Then, when ωRF(t) reaches a frequency such that it is onresonance with the spin (i.e., ωRF(t) = ω0), the spin polarization is excited (Figure
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2.3b). Provided the rate of change of the angle that ωeff(t) makes with respect to
the +z axis is small (i.e., ω eff (t) >>

d
α(t) which is the adiabatic condition), the
dt

excited spin polarization will be locked along ωeff(t) for the duration of the pulse,
where it is stored along the –z axis at the end of the pulse i.e., when performing
an inversion pulse (Figure 2.3c).
When ωeff(t) locks the spin polarization, the FS pulse is adiabatic (i.e.,
there is no loss of spin polarization due to any relaxation processes or
transitions). The adiabatic condition (shown above) must be satisfied at all points
in time during the FS pulse (which is most difficult when ω1 = ωeff(t)). Deriving the
adiabatic condition is straightforward and is accomplished by transforming the
FM frame into the effective magnetic field frame (i.e., the ωeff(t) frame) by
performing a unitary transformation about the +y axis of the FM frame, at the
time-dependent angle α(t).8,9 In this frame, ωeff(t) is always collinear with the z’’axis of the ωeff(t) frame, and the corresponding magnetic field arising from the
fictitious force (originating from the Coriolis term in the interaction frame
transformation operator, see the previous chapter) is along the +y’’ axis, with
magnitude proportional to

d
α(t) (Figure 2.4).8 The vector components of the
dt

magnetic field arising from this fictitious force and ωeff(t) add together to produce
another resultant magnetic field, ωeff(t)′. If the component of the magnetic field
arising from the fictitious force is large, such that there is a significant contribution
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to ωeff(t)′, then the FS pulse is no longer adiabatic.8 However, if

d
α(t) is small,
dt

then ωeff(t)′ and ωeff(t) are essentially collinear, and the FS pulse is adiabatic.8,10,11
One common method for modulating the rf frequency is to modulated the phase
of the pulse (i.e., φp(t), vide infra).

Figure 2.4. Schematic representation of the ωeff(t) frame. Adapted from Ref. 8.

2.1.5 The WURST Pulse and The WCPMG Pulse Sequence
The wideband, uniform-rate, smooth-truncation (WURST) pulse is a
shaped FS pulse that is used extensively in our research group.12,13 The WURST
pulse is capable of exciting broad frequency ranges at a constant transmitter
frequency through the use of quadratic phase modulation (Figure 2.5a). The
WURST pulse features a slow increase and decrease in rf amplitude (i.e., the
amplitude is time dependent, ω1(t)) at the beginning and end of the pulse, and
constant rf amplitude over the center of the pulse (Figure 2.5b). The quadratic
phase modulation is used to produce a linear frequency sweep, which proceeds
at a rate (R), as determined by the pulse width (τp) and the total frequency-sweep
range (Δω) (i.e., R = Δω/ τp in units of kHz/ms, Figure 2.5c).
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The WURST pulse can be used in the framework of a CPMG-type
sequence, which provides a fully broadband pulse sequence (Figure 2.6a),
which is known as the WURST-CPMG (WCPMG for short) pulse sequence.9,14,15

Figure 2.5. Schematic representations of the (a) phase, (b) amplitude, and (c)
frequency profiles of the WURST pulse.

The WURST-B and WURST-C pulses provide broadband excitation and
refocusing, respectively, of spin polarization, leading to the formation of spin
echoes in the time domain. The quadratic phase modulation of the WURST
pulse imparts a frequency-dependent, second-order phase onto the spin
polarization, in which the resulting NMR spectra require zeroth-, first-, and
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second-order phase corrections in order to obtain absorptive lineshapes.
However, by careful setting of the inter-pulse delay between the WURST-B pulse
and the first WURST-C pulse, with the latter having a sweep rate twice as fast as
the former, it is possible to remove this second-order phase accumulation.16 A
magnitude calculation can also be used to obtain absorptive NMR spectra, and is
commonly employed in this work.

2.1.6 Conventional Cross Polarization
In the cross polarization (CP) experiment (Figure 2.6b), spin polarization
is transferred from higher γ nuclei, which are usually protons, to proximate,
dipolar-coupled, lower γ nuclei, resulting in an increase in the NMR signal.17,18
The maximum theoretical enhancement of the NMR signal is given by γI/γS,
where the subscripts I and S represent the high γ nucleus (e.g., 1H) and the low γ
nucleus (e.g., 13C), respectively. Protons generally possess shorter longitudinal
relaxation times (i.e., T1(1H)) than most spin-1/2 nuclei, leading to shorter recycle
delays and subsequent reductions in the experimental times. The only time this
does not benefit the CP experiment is when the T1(1H) is much longer than the T1
of the observe nucleus (this occurs frequently for quadrupolar nuclei in solid-state
NMR experiments).
For an isolated, dipolar-coupled, I-S spin pair (e.g., 1H and 13C,
respectively) in the laboratory frame, the NMR transition energy for 1H is very
different than that of 13C. The transfer of spin polarization only occurs when the
NMR transition energies for both spins are comparable in magnitude. Through
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the use of spin locking pulses (Figure 2.6b), the CP experiment modulates the
proton and carbon nutation frequencies in the so-called doubly-rotating frame,

Figure 2.6. Schematic representations of the (a) WCPMG, (b) CP/CPMG, and (c) BCP pulse
sequences.

such that their NMR transition energies become similar (Figure 2.7). The spinlocking pulses used in conventional CP experiments are rectangular,
monochromatic and have constant phase and amplitude. If the nutation
frequencies of 1H and 13C, ω1(1H) and ω1(13C), are equal, the Hartmann-Hahn
match or CP match condition is obtained.18–20 A CP match condition is achieved
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by adjusting the amplitudes of the rf fields on the 1H and 13C channels. If a CP
match condition is in place, then polarization transfers from 1H to 13C, producing
Figure 2.7. Schematic representation of the energy-level splitting diagrams, which show the
1
13
relative transition energies for H and C in the laboratory and doubly rotating frames. Note,
these diagrams are not to scale.

an NMR signal. 1H decoupling is used during detection of the 13C signal in order
to attenuate 1H-13C dipolar couplings, which increases both the 13C signal
intensity and the spectral resolution. Unfortunately, CP excitation bandwidths are
generally much narrower than DE methods. This means that conventional CP
experiments are often insufficient for exciting broad NMR powder patterns.
Fortunately, there have been several developments over the past few years that
address this issue; one notable technique frequently used in this work is
discussed below.

76

2.1.7 Broadband Adiabatic Inversion Cross Polarization
Using a FS WURST pulse as the S-channel spin-locking pulse effectively
increases the excitation bandwidth of the CP experiment. The BRoadband,
Adiabatic, INversion Cross Polarization (BRAIN-CP) pulse sequence is a
modified CP pulse sequence that uses a FS WURST pulse for S-channel spin
locking (Figure 2.6c).21 As discussed above, this WURST-A pulse generates an
effective magnetic field, ωeff(t). In this case, the purpose of ωeff(t) is to provide
Hartmann-Hahn matching conditions to spins having a larger range of resonance
offsets (recall a resonance offset is simply Ω = ω0−ωRF(t)), which results in a
remarkable increase in the excitation bandwidth. Over the course of the spinlocking period, ωeff(t) traverses from the +z- to the –z-axis of the FM frame.
Depending on the value of the (i) rf nutation frequencies employed, (i.e., ω1(1H)
and ω1A(S), which denote the nutation frequencies applied on the I = 1H and S
channels, respectively), (ii) the extent of the frequency sweep range of the
WURST-A pulse (i.e., ΔωA), and (iii) the I and S resonance offsets (ΩI and ΩS,
respectively), 0, 1, or 2 CP matching conditions can be fulfilled. These timedependent matching conditions are summarized as:21

(

)

ω RF (t) = Ω S ± Ω I + ω1 (1 H) − ( ω1A (S) )
2

2

(2.1.7.1)

Provided conditions are used such that two CP match conditions occur,
and the WURST-A spin-locking pulse is adiabatic, the S-spin polarization that is
generated after the first CP match condition is locked along ωeff(t). Then, after
the second match condition is fulfilled and more S-spin polarization is generated,
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the ωeff(t) field stores the S spin polarization along the –z axis of FM frame. A
broadband conversion pulse, which is the WURST-B pulse in the WCPMG pulse
sequence, is used to rotate the stored S spin polarization into the transverse
plane where it is subsequently detected. The WURST-C pulse then refocus the
transverse magnetization, which gives a fully broadbanded experiment that
provides high-quality NMR spectra of broad NMR powder patterns (Figure 2.6c).

Improving Resolution
2.1.8 Magic-Angle Spinning
All of the NMR Hamiltonians discussed in the previous chapter have
spatial tensors that describe similar orientation dependencies, with the exception
of the second-order quadrupolar Hamiltonian. This orientation dependence that
is common to all first-order NMR interactions can be succinctly represented by
the second-order Legendre polynomial:

P2 ( cosβ ) = 3cos 2 β − 1

(2.1.8.1)

where β is the angle between the largest component of the NMR interaction
tensor (e.g., the chemical shift tensor) and the external magnetic field.
Interestingly, Eq. (2.1.8.1) is zero when β = arctan

( 2 ) ≈ 54.74 ; at this point the
o

anisotropy is completely removed, with only the isotropic component of the
spatial tensor remaining.
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Figure 2.8. (a) Schematic representation of magic-angle spinning showing the rotor oriented at
ca. 54.74° with respect to the external magnetic field. Schematic representations of a CSAbroadened powder pattern that was simulated under (b) static conditions and under MAS at νrot =
(c) 10 kHz, (d) 50 kHz, and (e) ∞.

This fact is exploited in SSNMR spectroscopy when using the magic-angle
spinning (MAS) technique,22 which is routinely used for collecting high-quality
SSNMR spectra. In MAS experiments, the sample (usually a polycrystalline
powder) is packed into a sample holder known as a rotor, which is then placed
into a special component of the NMR probe known as a stator. The stator has
two important functions. (i) It orients the rotor at an angle of 54.74° with respect
to the external magnetic field and (ii) with the use of so-called bearing and drive
gases, the rotor is rapidly spun at this magic angle (Figure 2.8a). The effects of
MAS on the resulting NMR spectra for spin-1/2 nuclei are shown in Figure 2.8b-
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2.8e. Figure 2.8b shows a characteristic SSNMR spectrum, simulated under
static or stationary conditions, for a spin-1/2 nuclide (having an axially symmetric
chemical shift tensor) affected by the chemical shift anisotropy (CSA). Under the
effects of MAS, the CSA-broadened powder pattern breaks up into a series of
sharp and discrete peaks known as spinning sidebands (ssbs), which are
separated by the spinning frequency, νrot (Figure 2.8c). These ssbs result from
the spatial refocusing of transverse spin polarization (vide infra). As the spinning
speed increases, the ssbs are further spread apart (Figure 2.8d), but the net
integrated signal intensity remains the same, which leads to a concomitant
increase in the S/N. When the spinning speed exceeds the magnitude of the
CSA, its effects on the NMR spectra are completely removed (Figure 2.8e),
leaving only the isotropic chemical shift value (δiso = 0 in this case). An in depth
discussion into the origin of the ssb pattern is beyond the scope of this work.
The mathematical procedure for deriving the expressions that describe these
MAS spectra involves the use of similar strategies as those used in Chapter
1.18,20,23
The reason MAS averages the first-order NMR anisotropies is because
the time-dependent sample spinning imparts the following average orientation
dependence onto the largest principal component of the NMR interaction tensor
for all crystallite orientations:

1
3cos 2 θm − 1 3cos 2 β − 1
2

(

)(

where θm is the magic-angle.
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)

(2.1.8.2)

Even though MAS is a routine technique for collecting high-quality NMR
spectra, it is not without difficulties, some of which will be outlined in subsequent
chapters. One notable example is the fact that MAS is incapable of spatially
averaging the inhomogeneous broadening effects arising from the second-order
quadrupolar interaction (SOQI). The reason for this can be traced to its complex
orientation dependence, which is described by rank-2 and rank-4 spatial tensors.
The anisotropy of the rank-2 spatial tensor is represented by a second-order
Legendre polynomial (vide supra) and the anisotropy of the rank-4 spatial tensor
is succinctly represented by a fourth-order Legendre polynomial:24

P4 ( cosβ ) =

1
35cos 4 β − 30cos 2 β + 3
8

(

)

(2.1.8.3)

Eq. (2.1.8.1) and Eq. (2.1.8.3) do not share common roots, and hence, residual
inhomogeneous broadening often results in the MAS spectra of quadrupolar
nuclei. It is possible to narrow the spectral breadth by a factor of ca. three if
sufficiently large spinning speeds are used to average the broadening effects of
the rank-2 tensor. Figure 2.9 shows central-transition (CT) NMR spectra for a
half-integer quadrupolar nucleus (with I = 3/2) under both static and spinning
conditions. When studying half-integer quadrupolar nuclei, it is possible to
completely average the inhomogeneous broadening that arises from the SOQI by
using more complicated sample rotation techniques, such as double rotation
(DOR)25 and dynamic angle spinning (DAS),26 which are described in greater
detail in these references.24,27–30 Interestingly, it is possible to achieve complete
averaging of both the rank-2 and rank-4 spatial tensors describing the SOQI by
combining specialized pulse sequences for exciting multiple-quantum
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coherences (MQCs) and MAS. This technique is known as multiple-quantum
magic-angle spinning (MQMAS),31 and it is briefly discussed in the next section.

35

Figure 2.9. Analytical simulations of a Cl (I = 3/2) CT NMR powder pattern simulated at 9.4 T
with a C Q =4.0 MHz and ηQ =0 under (a) static conditions and (b) magic-angle spinning.

2.1.9 Multiple-Quantum Magic-Angle Spinning
Before the introduction of the MQMAS technique, collecting highresolution SSNMR spectra of half-integer quadrupolar nuclei was possible only
by using complex NMR probes (i.e., DAS and DOR probes), which only a select
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Figure 2.10. Schematic representation of the MQMAS experiment and the associated
coherence transfer pathway diagram.

few research groups had routine access to. MQMAS provides high-resolution
NMR spectra for a variety of half-integer quadrupolar nuclei, using standard MAS
probes, in which complete averaging of both the rank-2 and rank-4 spatial
tensors is performed in spin space and Cartesian space.27,32,33
MQMAS is a two-dimensional (2D) NMR experiment, which separates the
anisotropic interactions from the isotropic interactions by correlating MQCs with
SQCs. The MQMAS pulse sequence is shown in Figure 2.10, along with the
corresponding coherence transfer pathway2 for exciting and detecting triple
2

A coherence transfer pathway is a schematic diagram showing the excitation,
evolution, and detection of coherences. Amazingly, coherences can be
selectively eliminated and detected by simply varying the relative phases of the rf
pulses and the receiver.
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quantum coherence for a quadrupolar nucleus with I = 3/2. An initial high-power
pulse (denoted by p1) excites a forbidden, symmetric triple-quantum (3Q)
coherence (i.e., mI = 3/2 ↔︎ −3/2, Δm3/2,−3/2 = 3), which then evolves for a time t1.
During this time period, the MQC evolves under the effects of only the isotropic
rank-0 spatial tensors and the anisotropic rank-4 spatial tensors, and is devoid of
the broadening effects arising from the first-order quadrupolar interaction
because of the excitation of the symmetric transition. The inhomogeneous
broadening effects of the rank-2 spatial tensor are averaged by the MAS (as are
all other first-order NMR interactions). Then, a second pulse (p2) converts the
MQC into observable SQC (corresponding to the −1 pathway) of the CT, which
evolves for a time kt1+t2, during which the NMR signal is measured. The p2
conversion pulse causes the formation of a spin echo that occurs at a time kt1,
where k is the ratio between the rank-4 spin tensors that are associated with the
rank-4 spatial tensors affecting the evolution of the MQC and the SQC:

⎛ 18I ( I + 1) − 35p 2 − 5 ⎞
k = 4 p⎜
⎟
⎜⎝ 9 3− 4I ( I + 1) ⎟⎠

(

)

(2.1.9.1)

Therefore, the residual broadening effects of the rank-4 spatial tensor that result
during the evolution of the MQC are refocused at a time kt1 during the evolution
of the SQC. The MQMAS experiment is then repeated multiple times, with the
value of t1 incremented each time. The resulting 2D dataset is then Fourier
transformed along the t1 and t2 dimensions to reveal the corresponding isotropic
and anisotropic spectra, respectively. Since, for each value of t1 the spin echo
forms at a different point in time, post processing of the 2D MQMAS dataset (i.e.,
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shearing) is needed in order to extract any useful information. This experiment
wonderfully demonstrates how nuclear spin Hamiltonians can be manipulated for
the purposes of simplifying the resulting NMR spectra.

Figure 2.11. Numerical simulation showing the excitation efficiency of the triple quantum
23
coherence for a Na nucleus. A spinning speed of 7.0 kHz was used in the simulation with a
23
ω1 = ν1/2π rf field strength of 100 kHz. The value of the CQ( Na) employed in the simulation is
indicated in the figure.

Despite its widespread use, MQMAS is not without challenges. The
central problem in this technique lies in its sensitivity. Since an initial forbidden
MQ transition must be excited and then converted into observable SQC, this
technique suffers from very poor S/N and efficiency. Much work has gone into
developing more sophisticated schemes that improve the efficiency of the
MQMAS experiment, which will not be discussed here.24,27,34–36 MQMAS is not
suitable for collecting high-resolution UW NMR spectra for two reasons. (i) Very
fast MAS speeds are required to completely average all first-order NMR
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interactions; otherwise, there is significant overlap between the ssbs, which
makes it extremely challenging to separate overlapping powder patterns. (2) The
efficient excitation of the MQC becomes progressively more difficult to achieve as
the breadth of the powder pattern increases (i.e., as the value of CQ increases,
Figure 2.11). Figure 2.11 shows a numerical simulation of the excitation
efficiency of the 3Q coherence as a function of CQ for 23Na(I =3/2), with the timing
of the excitation pulse on the x-axis and the intensity of the 3Q coherence plotted
on the y-axis. It is clear that as the value of CQ increases, the intensity of the 3Q
coherence decreases. These problems severely limit which kind of systems can
be studied with MQMAS. More information on this important issue will be
provided in subsequent chapters.
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3.1 Introduction
Solid-state NMR (SSNMR) spectroscopy is an excellent technique for
investigating chemical structure and molecular-level dynamics for a diverse
range of systems.1,2 Much of the recent success of SSNMR spectroscopy has
resulted from the development and application of acquisition techniques for
collecting high-quality NMR spectra of quadrupolar nuclei (i.e., nuclei having
nuclear spin quantum numbers S > 1/2), which comprise ca. 73% of all spinactive nuclei on the periodic table.3–5 SSNMR experiments on spin-1/2 nuclei are
generally facile to conduct, and their spectra easy to interpret. SSNMR
experiments on quadrupolar nuclei, by comparison, are generally more complex,
and their spectra are more challenging to collect and interpret, owing to the
anisotropic line-broadening effects of the quadrupolar interaction (QI), which
results from the coupling between the nuclear electric quadrupole moment
(NQM) and surrounding electric field gradients (EFGs).6,7
Severe anisotropic line broadening often results in the NMR spectra of
quadrupolar nuclei that occupy chemical sites having low spherical (i.e., Platonic)
symmetry,8,9 which spreads the integrated signal intensity over large frequency
regions, reducing both the signal-to-noise ratio (S/N) and the spectral resolution.
SSNMR powder patterns of half-integer quadrupolar nuclei (i.e., S = 3/2, 5/2, 7/2,
9/2) affected by large QIs generally span several hundreds of kHz, but spectral
breadths spanning many MHz is not uncommon. For this reason, SSNMR
spectra of half-integer quadrupolar nuclei normally focus in on the central
transition (i.e., CT, m = −1/2 ↔︎ 1/2), which is unaffected by the large first-order
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quadrupolar interaction (FOQI). However, a sizeable second-order quadrupolar
interaction (SOQI) can severely broaden CT NMR spectra, which are also
affected by the other anisotropic NMR interactions (e.g., the chemical shift
anisotropy, dipolar couplings). Routine acquisition techniques such as magicangle spinning (MAS),10 multiple-quantum MAS (MQMAS),11 satellite-transition
MAS (STMAS),12 and other hardware-related methods,13,14 which enhance the
S/N and/or spectral resolution in NMR spectra of half-integer quadrupolar nuclei,
generally work best on nuclides that have small QIs. Therefore, these CT NMR
patterns that are affected by large SOQIs are commonly referred to as ultrawideline NMR (UW NMR) patterns and require specialized acquisition techniques
for their collection, some of which are briefly reviewed below.15,16
The CPMG (Carr/Purcell17-Meiboom/Gill18) pulse sequence (Scheme
3.1a) is routinely used to enhance the inherently low S/N that is commonly
encountered in the UW NMR spectra of quadrupolar nuclei.19–24 A series of short,
high-power radio-frequency (rf) pulses, which have constant phase and
amplitude, are used to excite and then repeatedly refocus dephasing transverse
spin polarization, leading to the formation of multiple spin echoes in the time
domain.3 This so-called CPMG echo train can be processed and Fourier
transformed “as is” to give a series of discrete and sharp spikelets in the
frequency domain, whose outer manifold traces out the total NMR powder
pattern. The CPMG echo train can also be processed by adding the spin echoes
The effective T2 constant (i.e., T2eff), which is the transverse relaxation time
constant that is measured when heteronuclear decoupling is used to partially or
wholly eliminate the contribution of heteronuclear dipolar coupling to transverse
relaxation, and governs how many spin echoes can be collected.

3
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together in the time domain, producing a more traditional-looking NMR spectrum
upon Fourier transformation.25,26

Scheme 3.1. Schematic representations of the (a) CPMG, (b) WURST/CPMG (WCPMG), (c)
CP/CPMG, and (d) BRAIN-CP/WCPMG (BCP) pulse sequences. See Supporting Information
for information regarding the pulse sequence variables and nomenclature (Table A.15).
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In many instances, UW NMR powder patterns of half-integer quadrupolar
nuclei exceed both the excitation bandwidth of conventional rf pulses and the
detection bandwidth of the NMR probe. In these cases, the powder pattern can
be mapped out by collecting multiple sub-spectra at different transmitter
frequencies using the variable offset cumulative spectroscopy (VOCS)
method,27,28 which can then be co-added together or skyline-projected to give the
total NMR pattern. Frequency-swept pulses are commonly used to excite broad
frequency regions, since the excitation bandwidth for these pulses is generally
not governed by their pulse width and the applied rf field strength.29 In particular,
the Wideband, Uniform-Rate, Smooth-Truncation (WURST) pulse,30–32 which
features combined modulation of both its phase and amplitude, is used
extensively for collecting high-quality UW NMR spectra for spin-1/2 and
quadrupolar nuclei in both diamagnetic and paramagnetic materials.33–40 The
quadratic phase modulation of the WURST pulse gives a corresponding linear
sweep of its rf frequency (i.e., νRF(t)), which can be used for the purposes of
exciting, refocusing, and transferring spin polarization (vide infra). The WURST
pulse can be utilized in the framework of a CPMG-sequence (i.e., the WURSTCPMG (or WCPMG) pulse sequence, Scheme 3.1b),33,34 in which the WURST-B
pulse provides broadband excitation of spin polarization and the WURST-C pulse
provides broadband refocusing.
Cross polarization (CP) is extensively employed for enhancing weak NMR
signals, which involves the transfer of abundant spin polarization from spins with
large gyromagnetic ratios (γ) to proximate, dipolar-coupled spins with smaller
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values of γ, which are commonly referred to as I and S, respectively.41
Conventional CP experiments (i.e., those using rectangular and monochromatic
spin-locking rf pulses with constant phase and amplitude, Scheme 3.1c) often
have very narrow excitation bandwidths, which is problematic for efficiently
collecting high-quality UW NMR spectra. The Broadband Adiabatic Inversion
Cross Polarization (BRAIN-CP) pulse sequence (Scheme 3.1d)42 is a modified
CP sequence that uses a WURST pulse as the S-channel spin-locking pulse,
which effectively addresses the limited excitation bandwidth. The WURST pulse
generates an effective magnetic field (i.e., Beff(t)), which over the course of the
spin-locking period, traverses from +z′ to –z′ (i.e., Beff(t) performs an inversion).
In the case of two dipolar-coupled spin-1/2 nuclei (e.g., I and S represent 1H and
13

C, respectively), the time-dependent Hartmann-Hahn matching conditions are

described by:42
ν RF (t) =

ΩS
ΩI
max
±
+ ν1 (1 H)2 − ν1A
(S)2
2π
2π

(3.1.1)

This equation demonstrates that up to two Hartmann-Hahn matching conditions
can be fulfilled for a large range of S-spin isochromats, depending on the values
of the 1H and S spin-locking rf fields used (denoted ν1(1H) and ν1A(S),
respectively), the I- and S-spin resonance offsets (denoted ΩS/2π and ΩI/2π,
respectively), and the time-dependent WURST-A rf frequency. Under the right
conditions for adiabatic passage, the subsequent S-spin polarization follows
Beff(t) towards the –z′ axis, where it is eventually stored as zero-quantum
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coherence. A broadband conversion pulse then excites the stored S-spin
polarization into the transverse plane for detection.
The BRAIN-CP pulse sequence can also be implemented within a CPMG
framework as the BRAIN-CP/WCPMG pulse sequence (or BCP for brevity),
which can substantially increase the S/N in UW NMR spectra through the
combined action of broadband CP and broadband refocusing of spin echoes.
This sequence has been previously used to collect high-quality UW NMR spectra
for both spin-1/2 and spin-1 nuclei, in variety of organic and inorganic
materials.42–45
Herein, we demonstrate that the BCP pulse sequence can be used to
transfer abundant proton spin-polarization to the CT of half-integer quadrupolar
nuclides, resulting in broad and uniform excitation of their CT NMR spectra. Four
organometallic complexes were investigated (Scheme 3.2), with each featuring a
half-integer quadrupolar nuclide having a distinct spin-quantum number. NMR
spectra acquired with the BCP pulse sequence are compared with those
acquired using conventional methods, and the technicalities and performance of
each technique are evaluated in each case. The potential for the broad
application of these techniques to the routine study of quadrupolar nuclei from
across the periodic table is discussed. In addition, detailed discussions are
provided of both the optimization procedures for these UW NMR pulse
sequences, as well as general experimental guidelines, in order to encourage
researchers to use these techniques to obtain chemical information that is
otherwise unattainable using conventional NMR pulse sequences.
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Scheme 3.2. Chemical structures of (a) [Co(NH 3)5Cl]Cl2, (b) CpK, (c) Cp2Mg, and (d)
CpNbCl4.

3.2 Experimental
Samples. Samples of Cp2Mg (Cp = cyclopentadienyl, C5H5−) and
[Co(NH3)5Cl]Cl2 were purchased from Strem Chemicals, Inc. and used without
further purification. The identity of [Co(NH3)5Cl]Cl2 was confirmed with powder Xray diffraction (pXRD). The identities of the other samples were determined by
pXRD in the previous works. CpNbCl4 was purchased from Sigma-Aldrich and
used without further purification. The sample of CpK was synthesized according
to the prescribed procedure in the literature46 and its purity was confirmed by
powder X-ray diffraction and solid-state 1H-13C CP/MAS NMR experiments (νrot =
2.3 and 3.0 kHz).47 The air and moisture sensitive samples, CpNbCl4, Cp2Mg,
and CpK, were ground into fine powders under an inert nitrogen atmosphere and
packed into shortened glass NMR tubes that were sealed using Parafilm and
copious amounts of grease to generate an airtight seal. The sample of
[Co(NH3)5Cl]Cl2 was ground into a fine powder and packed into a shortened
glass NMR tube on the bench top.
Solid-State NMR Spectroscopy.
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Nb and 59Co solid-state NMR

(SSNMR) spectra of the compounds CpNbCl4 and [Co(NH3)5Cl]Cl2 were

96

collected using a Bruker Avance III HD console with an Oxford 9.4 T (ν0(1H) =
400 MHz) wide-bore magnet operating at ν0(93Nb) = 97.831 MHz and ν0(59Co) =
95.815 MHz. A Varian/Chemagnetics 4 mm double-resonance (HX) MAS
wideline probe was used to collect all 93Nb and 59Co SSNMR spectra.
39

25

Mg and

K SSNMR spectra of the compounds Cp2Mg and CpK were collected using a

Varian InfinityPlus NMR console with an Oxford 9.4 T wide-bore magnet
operating at ν0(25Mg) = 24.462 MHz and ν0(39K) = 18.652 MHz. A
Varian/Chemagnetics 5 mm HX static wideline probe was used to collect all 25Mg
and 39K SSNMR spectra. Probe tuning and matching for these low-frequency
25

Mg and 39K NMR experiments were accomplished through the use of a

Varian/Chemagnetics low-gamma tuning box.
Non-selective pulse width calibrations for all nuclides were performed on
their respective solution-state standards.
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Nb (S = 9/2) chemical shifts were

referenced to a 0.4 M solution of NbCl5 dissolved in acetonitrile48 and 59Co (S =
7/2) chemical shifts were referenced to a 1.0 M solution of K3Co(CN)6 (aq) with
δiso = 0 ppm for both.33 25Mg (S = 5/2) and 39K (S = 3/2) chemical shifts were
referenced with respect to saturated solutions of MgCl2 (aq) and KBr (aq),
respectively, with δiso = 0 ppm for each nuclide.47,49
All direct excitation (DE) experiments used radio-frequency (rf) field
strengths (i.e., ν1 = ω1/2π) between ca. 9.0 – 62.5 kHz. The Hahn-echo,
CPMG,17,18 WURST/CPMG33,50, conventional CP/CPMG41, and BRAINCP/WCPMG42 pulse sequences were applied as necessary (Scheme 3.1).
Central-transition (CT) selective pulses were used in all pulse sequences
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employing rectangular and monochromatic rf pulses by scaling the pulse width
calibrated on the solution standard by a factor of S + 1/2, with S being the
nuclear spin quantum number. Spin-locking fields of ca. 9 – 15 kHz and 15 – 55
kHz were employed on the X- and 1H-channels for cross-polarization (CP)
experiments. WURST-80 pulses were used in all experiments on quadrupolar
nuclides and were linearly swept over symmetric offsets with a total sweep range
slightly larger than the total breadth of the powder pattern to be acquired. 15000
or 60000 equally spaced points were used to define the amplitude and phase
modulated waveforms for the WURST-A pulse and 900 equally spaced points
were used to define the amplitude and phase modulated waveforms for the
WURST-B and WURST-C pulses. All NMR spectra were acquired using 1H
continuous-wave (CW) decoupling ranging between 10 – 40 kHz. All spectra
were processed using either the TopSpin 3.2 or Acorn NUTS software programs.
Analytical simulations of NMR spectra were performed with the WSOLIDS51
simulation package and numerical simulations were performed with SIMPSON.52
CPMG datasets where processed two different ways: (i) by co-adding the
CPMG echoes in the time domain into a single spin echo that was then apodized
with Gaussian multiplication (applied at the center of the echo), zero-filled twice,
Fourier transformed and then magnitude processed. (ii) The entire CPMG echo
train was apodized (i.e., no echo co-addition) using 20 – 75 Hz of Lorentzian line
broadening, zero-filled twice, Fourier transformed, and then magnitude
processed. Further experimental details are provided in the Supporting
Information and text.
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3.3 Results and Discussion
In the first part of this section, the numerical simulations used to calculate
and monitor the polarization transfer between the nuclides in an I-S dipolarcoupled spin pair during the spin-locking period of the BCP pulse sequence are
described. In particular, we examined the times at which the Hartmann-Hahn
match conditions are fulfilled, under various experimental conditions (e.g.,
different spin-locking rf fields, S-spin quantum numbers, and resonance offsets).
In each case, the results of simulations were matched against the predictions of
a modified version of Eq. (3.1.1) (vide infra). Then, having theoretically
determined the conditions required for efficient CP transfer, a series of
experimental tests were performed on the four model organometallic compounds
in Scheme 3.2, which have half-integer quadrupolar nuclei having SSNMR
powder patterns affected by large anisotropic interactions. For each sample,
central-transition (CT, m = −1/2 ↔︎ 1/2) NMR spectra of the corresponding metal
nuclide (i.e., 93Nb, 59Co, 25Mg, 39K; relevant NMR parameters are presented in
Table 3.1) were collected under static (i.e., stationary, νrot = 0) conditions, using
the CP/CPMG, WCPMG, BRAIN-CP/WCPMG (BCP for brevity), and in some
cases, Hahn-echo and CPMG pulse sequences (Scheme 3.1).
39
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Nb, 25Mg, and

K SSNMR spectra of the compounds CpNbCl4, Cp2Mg, and CpK, respectively,

have been previously acquired with CPMG and the NMR interaction parameters
have been determined.47–49 Using these spectra, we compare and contrast the
performance of the BCP and WCPMG pulse sequences. A discussion regarding
the optimization procedures for these sequences is also provided.
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Table 3.1. NMR Properties of 93Nb, 59Co, 25Mg, and 39K.
Nuclide Spin (S) N.A. (%) Gyromagnetic Ratio ν0 at 9.4 T
(γ ×107 rad T−1 s−1)
(MHz)
93

NQM1
(millibarn)

Theoretical CP
Enhancement
(γ1H/ γX)
4.1
4.2
16.3
21.4

Table 3.2. Predicted and Simulated Hartmann-Hahn Matching Timesa for Figure 3.2.
Figure
2a
2b
2c
2d
2e
2f
2g
2h
2i
23
15
15
15
15
15
15
15
15
15
ν1A( Na) (kHz)
15
30
40
15
30
40
15
30
40
ν1(1H) (kHz)
1.7
1.7
1.7
1.7
1.7
1.7
1.7
1.7
1.7
ωDD/2π (kHz)
CQ (MHz)
0
0
0
4.5
4.5
4.5
9.0
9.0
9.0
0
0
0
8.9
8.9
8.9
35.9
35.9
35.9
ΩS/2π (kHz)
Simulated CP
5
3.9, 6.1 3.1, 6.6
N/A
5.6
4.2, 6.1
N/A
6.8
5.7, 7.7
Matching Times (ms)
Predicted CP Matching
5
3.7, 6.3 3.1, 6.9
5.4
4.1, 6.7 3.6, 7.3
6.8
5.5, 8.1 4.9, 8.6
Times with Eq. (3.1.1) (ms)
Predicted CP Matching
N/A
5
4.3, 5.7
N/A
5.4
4.8, 6.1
N/A
6.8
6.1, 7.5
Times with Eq. (3.3.1) (ms)
Note: τA = 10 ms, ΔνA = 200 kHz (swept from low to high frequency), and ΩI/2π = 0 for all datasets.
a
A Hartmann-Hahn matching time is the time at which a Hartmann-Hahn match condition is achieved during the
spin-locking period in the BCP experiment, in which abundant proton spin polarization is transferred to the
quadrupolar nucleus.
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Nb
9/2
100
6.5674
97.8
−320
Co
7/2
100
6.332
95.8
420
25
Mg
5/2
10
−1.6388
24.4
199
39
K
3/2
93
1.2500
18.6
58
Note: Information was obtained from www.webelements.com.
1
Nuclear quadrupole moment, which is expressed in millibarn with 1 millibarn = 10−31 m2.
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3.3.1 BCP to Half-Integer Quadrupolar Nuclei: Numerical Simulations
For each simulation, an initial density matrix ρ̂
ρ(t = 0) = Î x (representing the
state that results after applying an ideal 1H excitation pulse) was numerically
propagated in time and the expectation values Ŝ z (t) and Î x (t) were
calculated during the spin-locking period, which gave the magnetization
trajectories for the quadrupolar and 1H spins, respectively, along the z′- and x′axis of the rotating frame. The 1H spin-locking pulse was applied on resonance
for all simulations (i.e., ΩI/2π = 0). The WURST-A pulse was swept over
symmetric offsets, from low to high frequency, covering a total range of 200 kHz
in 10 ms (corresponding to a sweep rate of RA = 20 kHz/ms). Further simulation
details are provided in the figure captions and in the text below.
Figure 3.1 shows the magnetization trajectories of the S = 23Na and I = 1H
spins, which are represented in red and blue, respectively, for a single crystallite
orientation, having Euler angles (α,β) = (0°,90°)d. The magnetization trajectories
were calculated for three different 1H spin-locking rf fields (ν1(1H) = 15, 30, and
40 kHz with ν1A(23Na) = 15 kHz in each case) and for three different values of
CQ(23Na) (0, 4.5, 9 MHz). An axially symmetric EFG tensor was utilized (i.e., ηQ
= 0) for all simulations. Plots occupying the same row were simulated using the
same spin-locking rf fields (i.e., ν1A(23Na) = 15 kHz and ν1(1H) = 15, 30, and 40
kHz for the top, middle, and bottom rows, respectively) and plots occupying the
same column were simulated using the same value of CQ(23Na) (i.e., 0, 4.5, and
d

β represents the angle between the largest principal component of the EFG
tensor and the external magnetic field.
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Figure 3.1. Numerical simulations of the polarization transfers occurring during the spin1
23
locking period of the BCP experiment for an I-S spin pair with I = H and S = Na (S = 3/2),
which occupy a single crystallite orientation with (α,β) = (0°,90°). The polarization transfer is
examined by calculating
respectively (with initial values of
1

and

, represented by the red and blue curves,
and

max 23

). The spin-locking rf fields
1

max 23

are: (a,d,g) ν1( H) = ν1A ( Na) = 15 kHz; (b,e,h) ν1( H) = 30 kHz, ν1A ( Na) = 15 kHz;
max 23
1
23
(c,f,i) ν1( H) = 40 kHz, ν1A ( Na) = 15 kHz. The values of CQ( Na) = (a)-(c) 0 MHz, (d)-(f)
23
4.5 MHz, and (g)-(i) 9.0 MHz, which give Na resonance offsets of ΩS/2π = (a)-(c) 0 kHz, (d)(f) 8.9 kHz, and (g)-(i) 35.9 kHz, while ΩI/2π = 0 for all simulations. A heteronuclear dipolar
coupling constant of ωDD/2π = 1.7 kHz was used for all simulations. It is noted that the relative
spin populations, as determined by the gyromagnetic ratios for these two spins was not taken
into account. Therefore, these plots show a percentage of the total spin polarization
transferred. All simulations were performed using SIMPSON 4.1.1. Ref. 52.

9.0 MHz for the left, middle, and right columns, respectively). For instance, the
plot shown in Figure 3.1a was simulated using 1H and 23Na spin-locking rf fields
of ν1(1H) = 15 kHz and ν1A(23Na) = 15 kHz, respectively, for a CQ(23Na) = 0 MHz.
This plot shows that a Hartmann-Hahn match condition is fulfilled and
polarization is transferred from the proton to the sodium (represented by a
decrease in Î x (t) and an increase in Ŝ z (t) ) when the WURST-A contact time
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(i.e., τA) equals 5.0 ms and the time-dependent WURST-A rf frequency (i.e.,
νRF(t)) matches the sodium resonance offset (i.e., ΩS/2π = 0 kHz). A single
match condition occurring at τA = 5.0 ms and νRF(t) = 0 kHz is predicted by Eq.
(3.1.1), which is in agreement with Figure 3.1a. In fact, Eq. (3.1.1) predicts two
distinct match conditions occurring at times τA = 3.7 ms (νRF(t) = −25.9 kHz) and
τA = 6.3 ms (νRF(t) = +25.9 kHz), when the 1H spin-locking rf field is twice that of
the 23Na spin-locking rf field and ΩS/2π = 0 kHz, which is exactly the behavior
observed in Figure 3.1b. Eq. (3.1.1) also accurately predicts the times at which
the Hartmann-Hahn matching conditions are fulfilled when spin-locking rf fields of
ν1(1H) = 40 kHz and ν1A(23Na) = 15 kHz are employed (Figure 3.1c). Therefore,
we conclude that Eq. (3.1.1) accurately describes the time-dependent HartmannHahn matching conditions for BCP to half-integer quadrupolar nuclei having CQ =
0 MHz. It is noted that multiple spin-locking rf fields were tested for a large range
of S-spin resonance offsets, and in each case, Eq. (3.1.1) accurately predicts the
time-dependent matching conditions, provided that CQ = 0 MHz (see Supporting
Information).
Interestingly, when the spin dynamics are calculated for non-zero values
of CQ(23Na), there is poor agreement between the predicted Hartmann-Hahn
matching times of Eq. (3.1.1) and the matching times observed in the numerical
simulations. For instance, a single matching condition is predicted for ΩS/2π =
8.9 kHz when ν1(1H) = ν1A(23Na) = 15 kHz, which is expected to occur at τA = 5.4
ms (νRF(t) = +8.9 kHz). However, the plot in Figure 3.1d shows Ŝ z (t) = 0 at all
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times during the spin-lock period, which indicates that a match condition is never
fulfilled. Moreover, when ν1(1H) is twice as large as ν1A(23Na) (Figure 3.1e), Eq.
(3.1.1) predicts two match conditions occurring at τA = 4.1 ms (νRF(t) = −17.9
kHz) and τA = 6.7 ms (νRF(t) = +34.9 kHz), which is not observed – only a single
matching condition is fulfilled at τA = 5.4 ms (νRF(t) = +8.9 kHz). In fact,
accurately predicting the matching times for any of the plots simulated with
CQ(23Na) ≠ 0 MHz is not possible with Eq. (3.1.1). We propose the following
modification to Eq. (3.1.1), which accurately predicts the matching times
observed in these plots:
2

ΩS
Ω I ⎛ ν1 (1 H) ⎞
max
ν RF (t) =
±
+⎜
− ν1A
(S)2
⎟
2π
2π ⎝ (S + 1/ 2) ⎠

(3.3.1)

Using this equation, the Hartmann-Hahn match condition is predicted to be
fulfilled when τA = 4.8 ms (νRF(t) = −4.3 kHz) and τA = 6.1 ms (νRF(t) = +22.1 kHz),
for ν1(1H) = 40 kHz and ν1A(23Na) = 15 kHz, which agrees with the plot in Figure
3.1f. The Hartmann-Hahn matching times predicted by Eq. (3.3.1) for the
remainder of the plots shown in Figure 3.1 are tabulated in Table 3.2, and in
each case, they are accurately predicted.
Eq. (3.3.1) accurately predicts the matching times when S = 5/2, 7/2, and
9/2, which is shown in Figure 3.2a, 3.2b, and 3.2c, respectively for an I-S spin
pair, with 27Al(S = 5/2), 59Co(S = 7/2), and 93Nb(S = 9/2). For all cases in Figure
3.2, two matching conditions are predicted, which occur at times that are in good
agreement with all three plots (Table 3.3). The plots shown in the bottom row
were simulated using ν1(1H) = (S + 1/2)×ν1A(S), for which Eq. (3.3.1) also
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3f
Nb
9/2
10
50
0.9
42
46.7
7.2

93

4.9, 9.8
7.3
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Table 3.3. Predicted and Simulated Hartmann-Hahn Matching Times for Figure 3.3.
Figure
3a
3b
3c
3d
3e
27
59
93
27
59
Quadrupolar Nuclide
Al
Co
Nb
Al
Co
Nuclear Spin Number
5/2
7/2
9/2
5/2
7/2
10
7.5
10
10
7.5
ν1A(S) (kHz)
1
40
35
55
30
30
ν1( H) (kHz)
1.0
1.3
0.9
1.0
1.3
ωDD/2π (kHz)
CQ (MHz)
20
30
42
20
30
43.1
45.4
46.7
43.1
45.4
ΩS/2π (kHz)
Simulated CP
6.1, 7.9
6.3, 7.6
6.4, 8
7.1
7.1
Matching Times (ms)
Predicted CP Matching
5.2, 9.1
5.6, 9
4.6, 10
5.7, 8.6
5.8, 8.7
Times with Eq. (3.1.1) (ms)
Predicted CP Matching
6.7, 7.6
7.0, 7.5
7.1, 7.6
7.2
7.3
Times with Eq. (3.3.1) (ms)
Note: τA = 10 ms, ΔνA = 200 kHz (swept from low to high frequency), and ΩI/2π = 0 for all datasets.

accurately predicts the time of the single match condition (Table 3.3). Multiple
spin-locking rf fields and S-spin resonance offsets were again tested, in which
the observed matching times are in excellent agreement with Eq. (3.3.1).

Figure 3.2. Numerical simulations of the polarization transfers occurring during the spin1
27
locking period of the BCP experiment for an I-S spin pair with I = H and S = (a,d) Al, (b,e)
59
93
Co, and (c,f) Nb, which occupy a single crystallite orientation with (α,β) = (0°,90°). The
1
max 27
following spin-locking rf fields were employed: (a) ν1( H) = 40 kHz, ν1A ( Al) = 10 kHz; (d)
1
max 27
1
max 59
1
ν1( H) = 30 kHz, ν1A ( Al) = 10 kHz; (b) ν1( H) = 35 kHz, ν1A ( Co) = 7.5 kHz; (e) ν1( H) =
max 59
1
max 93
1
30 kHz, ν1A ( Co) = 7.5 kHz; (c) ν1( H) = 55 kHz, ν1A ( Nb) = 10 kHz; (f) ν1( H) = 50 kHz,
max 93
27
ν1A ( Nb) = 10 kHz. The following values of CQ were used: CQ( Al) = 20 MHz (ΩS/2π =
59
93
43.1 kHz), C Q( Co) = 30 MHz (ΩS/2π = 45.4 kHz), and CQ( Nb) = 42 MHz (ΩS/2π = 46.7
kHz). The following dipolar coupling constants were used: (a,d) ωDD/2π = 1.0 kHz, (b,e)
ωDD/2π = 1.3 kHz, and (c,f) ωDD/2π = 0.9 kHz.

3.3.2 59Co SSNMR of Pentaamminechlorocobalt(III) Chloride
59

Co (S = 7/2) is 100% naturally abundant and possesses a moderately

sized nuclear quadrupole moment (NQM), which often results in significant
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anisotropic broadening of 59Co CT NMR spectra due to the second-order
quadrupolar interaction (SOQI), especially for cobalt sites having low spherical
(i.e., Platonic) symmetry.8,9,53 However, the high spin serves to drastically reduce
the anisotropic broadening effects of the SOQI on CT NMR powder patterns,
since the total pattern breadth scales inversely with the spin number.54 The
combination of these nuclear properties, along with its high gyromagnetic ratio
(ν0(59Co) = 95.814 MHz at 9.4 T), makes 59Co an ideal candidate for testing
broadband cross polarization methods.
Figure 3.3a and Figure 3.3b show the idealized and experimental 59Co
CT NMR patterns of [Co(NH3)5Cl]Cl2, in which the latter was acquired with the
CPMG pulse sequence employing CT-selective rf pulses (i.e., τexc = 1.0 µs and
τref = 2.0 µs) with an rf field of ν1(59Co) = 62.5 kHz. These short and high-power
monochromatic rf pulses excite the full ca. 260 kHz CT pattern; however, the
excitation is not uniform over this entire range. In this case, multiple transmitter
frequencies are required in order to collect a high-quality 59Co NMR spectrum
having a pattern that matches that of the analytical simulation (Figure 3.3a, N.B.
the transmitter frequency is denoted by the red arrow). Fortunately, the short
59

Co longitudinal relaxation time constant (i.e., T1(59Co)), in combination with the

high receptivity of 59Co, permits the acquisition of multiple sub-spectra using the
variable-offset cumulative spectroscopy (VOCS) method27,28 within reasonable
experimental timeframes (ca. 17 minutes of acquisition time for a single subspectrum).
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Alternatively, the WCPMG pulse sequence, which employs lower-power rf
fields (vide infra), excites the full 59Co CT pattern along with a portion of the
overlapping STs (Figure 3.3c). The WURST-B and WURST-C pulses both
sweep over a total frequency range (i.e., ΔνB and ΔνC, respectively) of 1500 kHz
(from low to high frequency) in 50 µs, which ensures that the central plateau of
the amplitude profiles for both pulses cover the ca. 260 kHz 59Co CT pattern at rf
fields of ν1Bmax(59Co) = ν1C max(59Co) = 10 kHz, as recommended in the literature
(this strategy was implemented for all WCPMG experiments).32 Only the
WURST-B and WURST-C rf fields (i.e., ν1B and ν1C, respectively) required
experimental optimization in order to yield a 59Co SSNMR spectrum having both
a high signal-to-noise ratio (S/N) and a powder pattern shape best matching that
of the ideal pattern. In general, the spectral quality remains fairly insensitive to
the WURST-B and WURST-C frequency-sweep ranges when 50 µs WURST-80
pulses are used.
The high 59Co receptivity (vide supra) permits the collection of both the CT
and ST patterns within a reasonable experimental time frame (ca. 6 hours of total
acquisition time to collect the CT and ~6 MHz ST patterns, Figure A3). Fitting
both the ST and CT patterns allows for the accurate determination of the 59Co CS
and EFG tensor parameters. Rapidly collecting high-resolution WURST-echo
spectra of the CT pattern (Figure A4a) is possible, which also facilitates the
determination of the NMR parameters.
Figure 3.3d shows a ca. 100 kHz portion of the total 59Co CT NMR
powder pattern that was collected with conventional CP/CPMG (Scheme 3.1c).
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59

Figure 3.3. Co central-transition (CT) NMR spectra of [Co(NH 3)5Cl]Cl2 that were collected with the
(b) CPMG, (c) WCPMG, (d) CP/CPMG, and (e) BCP pulse sequences. The red arrows denote the
transmitter frequency. All WURST pulses were swept from low to high frequency. Using (c) and
Figure A3a, the NMR parameters were determined to be: CQ = 44.2(4) MHz, ηQ = 0.1(1), δiso =
9260(20) ppm, Ω = 850(30) ppm, κ = −0.8(1), α = 5(5)°, β = 90(1)°, and γ = 2(2)°.
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The optimization procedure for the CP/CPMG sequence is provided in the
Supporting Information. The 1H and 59Co spin-locking rf fields that satisfy the
Hartmann-Hahn matching condition, and therefore, provide the most efficient CP
were experimentally determined to be ν1(59Co) = 11 kHz and ν1(1H) = 53 kHz,
respectively, which agrees with the theoretical Hartmann-Hahn matching
condition.55 A 6.0 ms contact time provided the largest gains in S/N; however,
this long and low-power 59Co spin-locking pulse drastically reduces the excitation
bandwidth.
The BCP pulse sequence, by comparison, excites the entire 59Co CT
pattern (Figure 3.3e), using virtually the same spin-locking rf fields as those
employed in conventional CP/CPMG (ν1A(59Co) = 13 kHz and ν1(1H) = 55 kHz for
BCP). Once again, the experimental Hartmann-Hahn match condition agrees
with the predicted match condition for S = 7/2. The inefficient T1(1H) relaxation
mandates a substantially longer recycle delay in comparison to DE experiments
(15.0 s vs. 1.0 s), which restricts the amount of signal averaging that can be
performed in order to obtain an acceptable S/N ratio within a reasonable
experimental timeframe. Nevertheless, the 59Co NMR spectra acquired with
WCPMG (Figure 3.3c) and BCP (Figure 3.3e) were collected in similar
experimental times (ca. 17 minutes vs. ca. 24 minutes; 1024 scans vs. 96 scans
for WCPMG and BCP, respectively) and both have similar S/N: 422 and 330 for
WCPMG and BCP, respectively.
Achieving uniform and broad excitation of the CT pattern with BCP
required optimization of the WURST-A pulse width (i.e., the contact time, τA) and
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WURST-A sweep rate (i.e., RA = ΔνA/τA in units of kHz/ms with ΔνA representing
the WURST-A sweep range). The WURST-A pulse has two distinct functions
over the course of the spin-locking period: to provide (i) efficient CP to the spins
that satisfy the time-dependent Hartmann-Hahn match conditions (Eq. (3.3.1))
and then to (ii) subsequently adiabatically invert and store the generated S-spin
polarization as –z′ magnetization at the end of the spin-lock period.42 These are
two independent processes that may depend differently on the values of τA, ΔνA,
RA, and ν1A(S). The interplay between these two processes and their
dependence on the WURST-A pulse parameters will be extensively examined
from a theoretical standpoint in a forthcoming publication; only a strategy for
collecting high-quality 59Co BCP spectra is provided herein.
Figure 3.4 shows Hartmann-Hahn matching profiles at three different RA
values, in which the 59Co spin-locking rf field was varied from ν1A(59Co) = 24 kHz
to 5 kHz in 1 kHz steps (left to right across each row) for a constant 1H spinlocking rf field of ν1(1H) = 55 kHz. RA was changed by varying ΔνA, for a fixed
contact time of τA = 30.0 ms, giving RA values of 16.6 kHz/ms, 33.3 kHz/ms, and
50 kHz/ms for Figure 3.4a, 3.4b, and 3.4c, respectively. For all three of these
sweep rates, distorted powder patterns result at each value of ν1A(59Co). The
inset shows that even the pattern most resembling the ideal simulation and with
the highest S/N, is distorted. In order to obtain a 59Co BCP spectrum having both
a uniformly excited pattern and high S/N, the value of RA was optimized by
finding a combination of τA and ΔνA that resulted in adiabatic inversion of thermal
59

Co spin polarization. This was accomplished using a modified WCPMG pulse
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Figure 3.4. Hartmann-Hahn matching profiles for the BCP pulse sequence at three different
1
1
WURST-A sweep rates, RA. The H spin-locking rf field is kept constant at ν1( H) = 55 kHz
59
59
and the Co spin-locking rf field varies from ν1A( Co) = 24 kHz to 5 kHz in 1 kHz increments
(left to right across each row) for RA = (a) 16.6 kHz/ms (τA = 30 ms and ΔνA = 500 kHz), (b)
33.3 kHz/ms (τA = 30 ms and ΔνA = 1000 kHz), and (c) 50 kHz/ms (τA = 30 ms and Δν A = 1500
kHz).

sequence featuring a WURST-A pulse followed by a WURST-CPMG sequence
(Figure A2). In this case, the function of the WURST-A pulse is to invert thermal
spin-polarization (this is not a CP sequence) at a particular rate (determined by
τA and ΔνA) for a given rf field strength, which is then converted to transverse
spin polarization with WCPMG. A number of different RA values were tested
(vide infra), in which adiabatic inversion5 of the CT pattern is achieved when

5

The patterns appear absorptive because of the magnitude calculation that is
used to process these spectra.
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using RA = 37.5 kHz/ms (τA = 20.0 ms and ΔνA = 750 kHz), which uniformly
inverts the spin polarization over a range of ν1A(59Co) values (Figure 3.5a). This
inversion profile is indicative of an optimized RA, which shows that adiabatic
inversion of the CT pattern remains insensitive to a range of ν1A(59Co). The inset
shows the pattern acquired with ν1A(59Co) = 13 kHz, this pattern has the highest
S/N and the best match with both the analytical simulation and the CT pattern
collected with WCPMG (Figure 3.3a and 3.3c, respectively).
Figures 3.5b-3.5e show the inverted 59Co CT powder patterns that were
collected using different ν1A(59Co) values (varying from 15 kHz to 5 kHz in 1 kHz
increments, left to right across each row) for RA = 25, 50, 150, and 300 kHz/ms,
respectively. For each of these sweep rates, the WURST-A pulse does not
adiabatically invert thermal spin polarization at any rf field. It is noted that many
more Hartmann-Hahn matching and inversion profiles were collected for a variety
of τA and ΔνA values and that the three presented herein are representative of the
overall BCP performance over a large range of RA values.
These optimized WURST-A pulse parameters were then employed in the
BCP pulse sequence, in which a Hartmann-Hahn match condition was then
determined by varying the spin-locking rf field on the 1H channel in order to
match the ν1A(59Co) = 13 kHz spin-locking rf field (Figure 3.6). This match profile
shows that the signal intensity of the pattern increases as ν1(1H) approaches a
value that satisfies a match condition for a larger range of crystallites. Using a 1H
spin-locking rf field of ν1(1H) = 55 kHz and the optimized WURST-A parameters
resulted in the 59Co CT NMR spectra shown in Figure 3.3e and Figure A4b. For
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this sample, there is no perfect match between the experimental 59Co NMR
spectra and the idealized pattern. This suggests that further refinement of the
analytical simulation is required.

59

Figure 3.5. Co inversion profiles that were collected using the pulse sequence shown in
Figure A2, in which a WURST-A pulse precedes the WCPMG sequence and inverts thermal
spin polarization. The inverted powder patterns are absorptive because of the magnitude
59
calculations used in their processing. The value of the WURST-A rf field (i.e., ν1A( Co) varies
59
59
from ν1A( Co) = 15 kHz to 4 kHz in ca. 0.75 kHz increments for (a) and from ν1A( Co) = 15
kHz to 5 kHz in 1 kHz increments for (b)-(e) (left to right across each row). RA is set to (b) 25
kHz/ms (τA = 20 ms and Δν A = 500 kHz), (c) 50 kHz/ms (τA = 10 ms and Δν A = 500 kHz), (d)
150 kHz/ms (τA = 10 ms and Δν A = 1500 kHz), (e) 300 kHz/ms (τA = 10 ms and ΔνA = 3000
kHz), and (a) 37.5 kHz/ms (τA = 20 ms and Δν A = 750 kHz). The inset shows the best looking
59
pattern that results when RA = 37.5 kHz/ms and ν1A( Co) = 13 kHz.

114

Figure 3.6. Hartmann-Hahn matching profile for the BCP pulse sequence using the optimized
WURST-A sweep rate RA = 37.5 kHz/ms (τA = 20 ms and ΔνA = 750 kHz) and optimized
59
1
1
WURST-A rf field ν1A( Co) = 13 kHz. The H spin-locking rf field is varied from ν1( H) = 55
1
kHz to 35 kHz in ca. 0.75 kHz increments (left to right) in order to identify a H spin-locking rf
field satisfying the Hartmann-Hahn match condition for the largest range of crystallites.

3.3.3 39K SSNMR of Potassocene
Potassium possesses three NMR-active isotopes, with 39K (S = 3/2) being
the preferred isotope for NMR experimentation due to its high natural abundance
(93%) and relatively small NQM (Table 3.1). However, 39K has a very low
gyromagnetic ratio (ν0(39K) = 18.642 MHz at 9.4 T), which makes routine 39K
SSNMR experimentation prohibitive at moderate magnetic field strengths. In
many cases, special equipment is required for tuning and matching the probe
circuit to this low Larmor frequency and severe acoustic ringing often obscures
the very weak 39K NMR signals.
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39

Figure 3.7. K CT NMR spectra of CpK that were acquired with the (b) DFS/QCPMG, (c)
39
1
WCPMG and (d),(e) BCP pulse sequences. Higher-power (ν1A( K) = 15 kHz and ν1( H) =
39
1
35 kHz) and lower-power (ν1A( K) = 4 kHz and ν1( H) = 10 kHz) spin-locking rf fields were
39
used in (d) and (e), respectively. All K NMR spectra were collected at the same
transmitter frequency (denoted by the red arrow). (a) The analytical simulation was
generated using the quadrupolar NMR parameters reported in Ref. 43: CQ = 2.55 MHz, ηQ =
0.28, and δiso = −100 ppm.
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Previous SSNMR studies on the organometallic compound CpK used S/Nenhancing variants of the CPMG pulse sequence under static and spinning
conditions.47 The 39K CT NMR spectrum shown in Figure 3.7b was previously
acquired with the double frequency sweep (DFS) QCPMG pulse sequence under
static conditions, in which the preparatory DFS provides enhancement of the CT
NMR spectrum, by transferring spin population from the STs to the CT.22,56,57
Very high-power rf fields (ν1(39K) = 45 kHz) were needed to ensure full excitation
of the ca. 60 kHz CT pattern, which required ca. 85% of the total available power
from the S-channel amplifier. Even with these high-power rf fields, achieving
uniform excitation of the entire 39K CT NMR pattern is challenging. Moreover,
extensive signal averaging was needed in order to achieve adequate S/N (18000
scans with an optimal recycle delay of 5.0 s, which resulted in a ca. 25 hour
acquisition time). It is noted that this time does not include the acquisition time
for collecting a preliminary 39K CPMG NMR spectrum, which was required for
optimizing the DFS/QCPMG sequence.47
The WCPMG pulse sequence does not provide a high-quality 39K NMR
spectrum (Figure 3.7c) when only 128 scans are collected (ca. 11 minutes of
acquisition time). However, it is clear that the low-power WURST pulses
(ν1B(39K) = ν1C(39K) = 14 kHz) excite the full CT pattern. The BCP pulse
sequence, by comparison, employing low-power spin-locking rf fields on both
channels (ν1A(39K) = 15 kHz and ν1(1H) = 35 kHz) uniformly excites the entire 39K
CT pattern, which has comparable signal intensity to the spectrum collected with
DFS/QCPMG (Figure 3.7d). In this case, the BCP pulse sequence affords high-
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quality 39K NMR spectra having substantially higher S/N over DE methods (e.g.,
DFS/QCPMG and WCPMG), in only ca. 11 minutes (representing a ca. 140 fold
reduction in the acquisition time). Interestingly, efficient CP still results when the
spin-locking rf fields on both channels are reduced by a factor of 3 (Figure 3.7e).
In this case, using spin-locking rf fields of ν1A(39K) = 4 kHz and ν1(1H) = 10 kHz
gives a 39K NMR spectrum having similar S/N as the one collected with the
higher-power Hartmann-Hahn match condition (Figure 3.7d). Collecting similar
NMR spectra with conventional CP/CPMG, which employs the same spin-locking
rf fields is difficult, especially when using the lower-power matching condition
(Figure A5).
Since extremely low powers are used during spin locking in BCP, longer
contact times (τA = 50 ms in this case) can be safely used without risking damage
to the probe and/or transmitting electronics. This is useful when studying
nuclides having slow polarization build-up times, which require longer contact
times in order for sufficient polarization transfer (i.e., low-γ nuclides).
Additionally, the efficient CP transfer permits the acquisition of higher-resolution
39

K spectra (Figure A6) in short experimental time frames (ca. 1.5 hours), in

which the spectral discontinuities are clearly discernible, thereby confirming the
accuracy of the previously reported NMR parameters.47 We recommend this
sample as a CP setup-standard due to the very efficient transfer of polarization
and the high-quality spectra that result in short experimental time frames. The
strategy for optimizing the BCP pulse sequence parameters, which enabled the
collection of these high-quality 39K CT NMR spectra, is discussed below.
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First, the Hartmann-Hahn match condition was determined by varying the
1

H spin-locking rf field for a fixed 39K spin-locking rf field (ν1A(39K) = 15 kHz),

using an initial and un-optimized contact time of 15.0 ms with the WURST-A
pulse sweeping over ΔνA = 100 kHz (N.B. the optimal Hartmann-Hahn match
condition is again in agreement with the theoretical match condition). Then, the
contact time was experimentally optimized with ΔνA = 100 kHz. A long contact
time of 35.0 ms provided the highest gains in S/N, which is a consequence of the
frequency-swept CP, during which the polarization transfer to spins in different
crystallite orientations only occurs for a fraction of the time of the total spin-lock
pulse.42 The use of a narrow WURST-A frequency-sweep range also maximizes
the effective polarization-transfer time for each isochromat and also ensures that
the spin-polarization originating from CP is adiabatically inverted, which
ultimately gives a high-quality 39K NMR spectrum. Further optimization of the
WURST-A pulse parameters (e.g., RA) was not required in this case.

3.3.4 25Mg SSNMR of Magnesocene
25

Mg (S = 5/2) is the only naturally occurring NMR-active isotope of

magnesium. It possesses several unfavorable NMR properties (Table 3.1),
which severely hinder routine 25Mg SSNMR investigations when using
conventional pulse sequences and/or moderate magnetic field strengths. The
most problematic of these are its low natural abundance (10%) and low value of
γ, both of which drastically reduce S/N in the broad CT NMR spectra. Many 25Mg
SSNMR studies of magnesium-containing samples have almost exclusively been
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conducted with the use of ultra-high magnetic field spectrometers (e.g., > 18.8 T),
and/or performed on samples at cryogenic temperatures (e.g., < 20 K) in
combination with expensive isotopic labeling.58–62
Previous NMR studies on the organometallic compound Cp2Mg were
conducted at 9.4 T (ν0(25Mg) = 24.462 MHz) and at ambient temperatures using
the CPMG pulse sequence (Figure A7a).49 Again, the very low γ(25Mg) limits the
maximum available rf field, which in turn severely restricts the excitation
bandwidth, especially when using monochromatic rf pulses with constant phase
and amplitude. 39584 scans were required in order to obtain a 25Mg CT NMR
powder pattern of adequate S/N, which in combination with the optimized 2.5 s
recycle delay, resulted in a total experimental time of ca. 27 hours (this does not
include the time required for pulse sequence optimizations).49 However, in this
work, high-power 1H decoupling, which can substantially increase the S/N by
increasing the value of T2eff (leading to the collection of more spin echoes, was
not applied during the acquisition of the CPMG echo train.
Figure 3.8b shows the remarkable improvements in S/N, spectral quality,
and overall efficiency that are possible when (i) using frequency-swept WURST
pulses for excitation and refocusing of spin polarization, which use very lowpower rf fields in comparison to CPMG (ν1B(25Mg) = ν1C(25Mg) = 9 kHz) and (ii)
when using 1H decoupling during acquisition. Using the same 2.5 s recycle
delay, only 5120 scans (ca. 3.5 hours of acquisition time) are needed to achieve
comparable signal intensity between the 25Mg CT NMR patterns collected with
WCPMG and CPMG (Figure 3.8b and Figure A7a, respectively). The low
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25

Figure 3.8. Mg CT NMR spectra of Cp2Mg that were acquired with the (b) WCPMG and (c)
BCP pulse sequences. (a) The analytical simulation was generated using the NMR
parameters reported in Ref. 45: CQ = 5.8 MHz, ηQ = 0.01, and δiso = −91 ppm.

resolution in these spectra increases the overall S/N, given the inverse
relationship between spectral resolution and S/N in CPMG spectra.
The BCP pulse sequence also uniformly excites the entire 25Mg CT
pattern (Figure 3.8c) using low-power spin-locking rf fields on the 25Mg and 1H
channels (ν1A(25Mg) = 13 kHz and ν1(1H) = 36 kHz, respectively). The HartmannHahn matching condition was experimentally optimized by using the predicted
matching condition for S = 5/2 as an initial starting point with a 1H spin-locking rf
field of ν1(1H) = 36 kHz. The S/N and shape of the 25Mg CT pattern were found
to be very sensitive to missets in the spin-locking rf fields, as expected when
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performing CP to low-γ nuclei. A long contact time in combination with a narrow
WURST-A sweep range (τA = 35.0 ms and ΔνA = 80 kHz) ensures efficient
polarization transfer to the spins in every crystallite orientation.
Comparable S/N is obtained between the 25Mg CT NMR spectra acquired
with WCPMG and BCP (Figure 3.8b and 3.8c, respectively), since both spectra
were acquired with 5120 scans. However, the longer T1(1H) constant
necessitates a longer recycle delay (5.0 s) in the BCP experiment, which gives
an acquisition time that is twice as long as compared to WCPMG (ca. 7 hours).
Even when a shorter experimental time (similar to the one used in WCPMG) is
used to collect a 25Mg CT pattern with BCP (Figure A7b), a ca. two-fold
reduction in signal intensity is observed in comparison to the spectrum acquired
with WCPMG (Figure 3.8b). Nevertheless, the BCP pulse sequence uniformly
excites the full 25Mg CT NMR pattern using low-power spin-locking rf fields.

3.3.5 93Nb SSNMR of Niobocene Tetrachloride
93

Nb (S = 9/2) is 100% naturally abundant, and as in the case of 59Co, its

high nuclear spin reduces the anisotropic broadening effects of the SOQI on CT
NMR spectra. Figure 3.9a and Figure 3.9b show the idealized and experimental
93

Nb CPMG CT NMR patterns of CpNbCl4, respectively. The CT-selective rf

pulses (i.e., τexc = 0.92 µs and τref = 1.84 µs with ν1(93Nb) = 55 kHz) excite only a
portion of the ca. 400 kHz 93Nb CT pattern (in ca. 17 minutes of acquisition time
using a 0.5 s recycle delay). Once again, multiple sub-spectra collected at
different transmitter frequencies are needed to obtain a 93Nb powder pattern
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93

Figure 3.9. Nb CT NMR spectra of CpNbCl4 that were collected with the (b) CPMG, (c)
WCPMG, (d) CP/CPMG, and (e) BCP pulse sequences. (a) The analytical simulation was
generated using the NMR parameters reported in Ref. 44: CQ = 54.5 MHz, ηQ = 0.83, and δiso
= −600 ppm. The asterisk denotes interference from local FM radio stations.
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matching that of the ideal pattern, which is the broadest pattern acquired in this
work. It is noted that the CPMG was collected with a different transmitter
frequency than those used in the other niobium experiments, as the best match
with the ideal spectrum was observed at this frequency. Therefore, in instances
of non-uniform excitation, it may be important to collect several preliminary
powder patterns at different transmitter frequencies and examine the spectral
quality (i.e., S/N ratio, excitation efficiency, pattern shape) for each of the
resulting spectra and then use the optimal transmitter frequency to collect a highquality NMR spectrum.
The WCPMG pulse sequence, which has a much larger excitation
bandwidth by comparison, uniformly excites the entire 93Nb CT powder pattern
along with a substantial portion of the overlapping STs (Figure 3.9c). In this
case, the transmitter frequency is located in the center of the pattern with both
WURST pulses sweeping from low- to high-frequency covering a total range of
ΔνB,C = 1500 kHz at an rf field of ν1B,C = 10 kHz. In fact, virtually identical powder
patterns were collected at several different transmitter frequencies with WCPMG,
which further illustrates the robustness of this sequence.
Figure 3.9d shows a ca. 50 kHz portion of the 93Nb CT powder pattern
collected with CP/CPMG, which used 1H and 93Nb spin-locking rf fields of ν1(1H)
= 53 kHz and ν1(93Nb) = 9 kHz, respectively, and a 7.0 ms contact time.
Collecting the entire 93Nb CT powder pattern using the VOCS method is more
challenging and problematic in this case because of the very small excitation
bandwidth and the much longer 10.0 s recycle delay, which leads to ca. 5.5
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hours of acquisition time for a single sub-spectrum. Thus, VOCS acquisition
using the CP/CPMG pulse sequence necessitates the acquisition of many subspectra in order to properly map out the entire CT pattern, resulting in a very
lengthy overall experimental time.
By contrast, the BCP pulse sequence, which employs virtually the same
low- and high-power spin-locking rf fields on the 93Nb (ν1A(93Nb) = 10 kHz) and 1H
(ν1(1H) = 53 kHz) channels, respectively, provides uniform excitation of the full
93

Nb CT powder pattern (Figure 3.9e). In this case, collecting a high-quality 93Nb

powder pattern with BCP required optimization of just the spin-locking rf fields
and the contact time (akin to the strategy in §3.3). Interestingly, the co-addition of
two 93Nb CT NMR spectra, collected with opposite WURST-A sweep directions
(shown in the inset) resulted in a powder pattern best matching the analytical
simulation. These were collected in 512 scans, processed using the same
procedure, and then were added together in the frequency domain to give the
spectrum in Figure 3.9e. Therefore, the spectral quality may be further
improved, when using the BCP and WCPMG pulse sequences, by collecting two
NMR spectra under identical conditions, but with opposite sweep directions of the
pulses and then co-adding the datasets either in the frequency domain or time
domain. This may be necessary when acquiring very broad powder patterns or
when there is interference from ST patterns (normally only observed for
quadrupolar nuclei with high nuclear spins and/or having high values of ηQ). The
origins of these effects are currently being investigated.
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The WCPMG and BCP pulse sequences both uniformly excite the broad
93

Nb CT NMR pattern. However, the more efficient T1(93Nb) relaxation, in

comparison to the less efficient T1(1H) relaxation, allows for the faster recycling of
thermal magnetization in the DE WCPMG experiment (0.5 s vs. 10.0 s for DE vs.
CP experiments, respectively), which gives a high-quality 93Nb NMR spectrum in
a much shorter experimental time as compared to BCP (ca. 17 minutes vs. ca.
5.5 hours for WCPMG vs. BCP, respectively). A so-called flip pulse applied on
the 1H channel after the decoupling period may lead to a reduction in the optimal
recycle delay for samples having large T1(1H) constants;55 however this is
beyond the scope of this work. A maximum theoretical CP enhancement of
γ1H/ γ93Nb = ca. 4 is possible; however, the BCP spectrum has lower S/N than the
WCPMG spectrum (S/N of ca. 152 and 447, respectively). Relaxation processes
that occur during the long contact pulse (i.e., T1ρ(93Nb), T1ρ(1H), and/or T1(93Nb1

H)) could be reducing the CP efficiency. Nevertheless, the BCP pulse sequence

provides broad and uniform excitation of the ca. 400 kHz 93Nb CT powder pattern
under static conditions using low rf fields for the spin locking of 93Nb
magnetization. Hence, though the S/N enhancement is poorer in the BCP
spectrum of this particular sample, BCP experiments may still have use for
spectral editing (e.g., for selective excitation of niobium sites in close proximity to
protons).

126

3.4 Conclusions
The BCP pulse sequence, which uses a frequency-swept WURST pulse
for S-channel spin locking, provides efficient transfer of abundant proton spin
polarization to the central transition of half-integer quadrupolar nuclei. This
results in broad and uniform excitation of their CT NMR powder patterns, even
when using low-power spin-locking rf fields on the S-channel (e.g., ν1A(S) = 10-20
kHz). This is crucial, since these experiments, along with numerical simulations,
show that optimal CP results when the S-channel spin-locking field is (S+1/2)
times smaller than the 1H spin-locking rf field (i.e., ν1A(S) = ν1(1H)/(S+1/2)), which
agrees with the matching condition of conventional CP experiments. This allows
the use of very long contact times in order to ensure the sufficient transfer of spin
polarization to each isochromat, without damaging the NMR probe and
associated electronics. For samples having short T1(1H) constants, significant
reductions in the overall experimental time are observed, with up to an order of
magnitude increase in the S/N ratios. In most cases, the procedures for
optimizing the BCP sequence are similar to those employed in conventional CP
experiments. However, further optimization may be required in order to ensure
the WURST-A pulse adiabatically inverts the S-spin polarization, for which
several strategies are provided herein. Given the ease of use of the BCP and
WCPMG sequences, we hope that this work encourages researchers to use
these techniques to acquire high-quality CT and ST NMR powder patterns of
half-integer quadrupolar nuclei, given the invaluable information these spectra
provide on chemical structure and molecular-level dynamics.
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4.1 Introduction
Many elements that are of great importance in materials science, biology,
and chemistry have isotopes that are unreceptive to the NMR experiment due to
low gyromagnetic ratios (γ), low natural abundances, and/or unfavorable
relaxation characteristics (i.e., long longitudinal and/or short transverse relaxation
time constants, denoted T1 and T2, respectively). For solid-state NMR (SSNMR),
the problem of sensitivity is further exacerbated by the anisotropy (i.e.,
orientation-dependence) of the NMR interactions, which give rise to
inhomogeneously broadened powder patterns that span wide spectral regions.
So-called ultra-wideline NMR (UW NMR) powder patterns are extremely broad,
possess low signal-to-noise ratios (S/N), and have poor resolution. Such spectra
are commonly observed for spin I > 1/2 nuclides possessing large quadrupolar
coupling constants (CQ) and/or species with large chemical shielding anisotropies
(CSAs); however, signal enhancement and poor site resolution remain as prime
challenges in UW NMR spectroscopy.1,2
Several acquisition strategies have been developed to improve the low
S/N ratios commonly observed for UW NMR spectra. Foremost among these
strategies is the use of high magnetic field strengths; also common are
specialized hardware and pulse sequences designed for the study of unreceptive
nuclides. The latter remains the most direct and cost effective way of enhancing
the S/N. For instance, WURST (Wideband, Uniform-Rate, Smooth-Truncation)
pulses3,4 provide uniform excitation of UW NMR powder patterns, through the
combined modulation of their amplitude and phase.5,6 The so-called WURST-
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CPMG (WCPMG) pulse sequence (see Supporting Information, Figure B1a),
which uses a series of WURST refocusing pulses for T2-dependent signal
enhancement, has proven particularly effective for collecting high-quality UW
NMR powder patterns for both spin-1/2 and quadrupolar nuclei.6–13 Crosspolarization (CP) from high-γ to dilute low-γ nuclei is also extensively employed
for enhancing S/N,14 and is particularly useful for studying unreceptive nuclides
with long T1 constants. Conventional CP employing monochromatic, rectangular
spin-locking pulses, can have limited use in the collection of UW NMR spectra
due to its narrow excitation bandwidth. The Broadband Adiabatic-Inversion
Cross-Polarization pulse sequence (BRAIN-CP, Figure B1b), which employs a
frequency-swept WURST pulse on the low-γ nucleus during the spin locking
period, provides the broad excitation bandwidth necessary for rapidly collecting
distortionless high S/N UW NMR spectra. The BRAIN-CP/WURST-CPMG pulse
sequence (BCP for brevity) has been used to collect CSA-broadened UW NMR
spectra for spin-1/2 nuclides in inorganic materials,15 as well as 14N NMR spectra
of organic compounds, both under static conditions (i.e., stationary samples).16,17
More challenging remains the issue of improving site resolution in UW
NMR spectra. Spectral resolution in SSNMR experiments is usually improved by
magic-angle spinning (MAS), which spatially averages all anisotropic NMR
interactions to first order (e.g., the chemical shift and first-order quadrupolar
interactions). Unfortunately, for most UW NMR applications, MAS is insufficient
for efficiently averaging of the anisotropic interactions, given the unrealizable
spinning speeds that are needed for dealing with such MHz-wide powder
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patterns. Moreover, for quadrupolar nuclides, it is not possible to completely
average the inhomogeneous broadening that results from the quadrupolar
interaction by spinning at any fixed rotor angle.18 In fact, it has been
demonstrated for both spin-1/2 and half-integer quadrupolar nuclides with very
broad anisotropic patterns, that to accurately extract reliable tensor information
from MAS spectra there are numerous challenges, including (i) the difficulty of
uniformly exciting the entire spinning sideband (ssb) manifold, (ii) the need for
very stable MAS and an accurately set magic angle, (iii) low S/N due to the wide
spread of spinning sideband frequencies, (iv) the need for multiple spinning
speeds to accurately determine isotropic chemical shift values and (v) residual
inhomogeneous broadening that results from the second-order quadrupolar
interaction, which is encountered even in the narrowest central-transition (CT)
powder patterns of half-integer quadrupolar nuclei.19–21 Techniques like multiplequantum MAS (MQMAS), satellite-transition MAS (STMAS) and hardwarerelated methods (e.g., DOR and DAS) are capable of averaging second-order
quadrupolar anisotropies, but are only effective on quadrupolar nuclides with
small values of CQ.22–28
With these sensitivity and resolution challenges in mind, this work
discusses a technique that can be used for resolving overlapping UW NMR
powder patterns arising from magnetically distinct nuclides in static NMR spectra,
while endowing them with enhanced S/N. As starting point for separating
overlapping powder patterns, we extend the idea proposed by Frydman et al.,29
and exploit the different relaxation characteristics at magnetically inequivalent
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sites to resolve their powder patterns. Non-negative Tikhonov fitting (NNTF)
routines are used to process both T1 inversion recovery (IR) and T2 Carr-Purcell
Meiboom-Gill (CPMG) relaxation datasets. The first part of this paper introduces
the necessary mathematical concepts used in the NNTF routine, and outlines the
strategy for generating the ensuing two-dimensional (2D) relaxation-assisted
separated (RAS) spectra. In the second part of this paper, the application of this
approach is demonstrated for several experimental and simulated relaxation
datasets that were collected for both spin-1/2 and half-integer quadrupolar
nuclides. In particular, it is demonstrated that significant experimental time
savings are afforded by collecting R2 RAS spectra (i.e., by using the NNTF
routine to process one-dimensional T2 CPMG datasets). Additionally, it is shown
that using a regularized multi-exponential fitting procedure in the form of nonnegative Tikhonov regularization to generate R1 and R2 RAS spectra (i.e., by
processing T1 and T2 datasets, respectively) allows for the resolution of
inequivalent chemical sites – even if they have very similar relaxation constants.

4.2 Theory and Numerical Methods
All 2D relaxation and diffusion NMR data can be modeled according to a
2D Fredholm integral equation of the first kind:30
∞∞

g(τ,t) = ∫ ∫ K(s1 ,τ, s2 ,t) f (s1 , s2 )dτdt + e(τ,t)

(4.1.1)

0 0

where g(τ,t) is the 2D NMR signal acquired at times τ and t , K(s1 , τ, s2 ,t) is the
model function known as the kernel that describes the 2D NMR signal, f (s1 , s2 ) is
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the density distribution function representing the distribution of diffusion
coefficients or relaxation time constants and e(τ,t) represents the experimental
noise.
Since the focus of this work involves collecting and processing T1 and T2
datasets for the purposes of separating overlapping powder patterns, the
following discussion will be limited to Fredholm integral equations that describe
these relaxation processes. Therefore, Eq. (4.1.1) can be rewritten to explicitly
model T1 or T2 relaxation behavior:
∞∞

g(τ,t) = ∫ ∫ K(R j ,τ, ν,t) f (R j , ν)dτdt + e(τ,t)

(4.1.2)

0 0

where g(τ,t) is the 2D T1 or T2 relaxation dataset, K(R j , τ, ν,t) is the kernel
function describing the spins’ evolution frequencies and the relaxation rates Rj
(where j = 1, 2 denote T1−1 and T2−1, respectively), and f (R j , ν) describes the
distribution of NMR powder patterns separated on the basis of relaxation rate
and frequency ν.
Separating overlapping powder patterns originating from magnetically
distinct sites according to differences in their R1 and R2 relaxation rates is
achieved by extracting f (R j , ν) from g(τ,t) . This in turn requires: (i) Collecting

g(τ,t) using either inversion/saturation recovery or CPMG in-plane refocusing
pulse sequences, which encode the relaxation behavior in a pseudo-indirect
dimension (F1) and the spins’ evolution frequencies (chemical shifts, anisotropic
patterns, etc.) in the direct dimension (F2), as functions of τ and t , respectively.

τ corresponds either to the relaxation delay time that is incremented in an
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inversion/saturation recovery experiment or the times at which transverse
magnetization forms coherent spin-echoes during a CPMG experiment. (ii)
Fourier transforming g(τ,t) along F2 for every value of τ to extract the frequency
distributions for each inequivalent site, giving the new dataset, P(τ, ν) . (iii)
Subjecting P(τ, ν) to a multi-exponential fit for each frequency point to obtain the
desired f (R j , ν) dataset, which represents a preliminary 2D RAS spectrum. This
is accomplished by defining an appropriate kernel function that specifically
describes the relaxation process encoded in F1; e.g.,

(

(

)

)

K(R1 , τ, ν,t) = exp ( iνt ) 1− 2exp ( −τR1 ) and K(R2 , τ, ν,t) = exp ( iνt ) exp ( −τR2 ) for T1
IR and T2 CPMG datasets, respectively. Fitting the distributions contained within
this kernel to the measured data for each value of ν, can be formalized by the
following Fredholm integral equation of the first kind:
∞∞

P(τ, ν) = ∫ ∫ K(R j , τ, ν,t) f (R j , ν)dτdt + e(τ,t)

(4.1.3)

0 0

This step is the most challenging in this kind of analyses, as it amounts to solving
an ill-posed inverse problem. These problems – which are more formally
described below – may in general fail to produce accurate and unique solutions,
especially for datasets contaminated with noise (vide infra). (iv) Assuming that
Eq. (4.1.3) has been solved, the last step in the RAS procedure involves postprocessing the RAS spectrum to correct for numerical artifacts and/or the effects
of anisotropic relaxation; details on how this is accomplished are provided below.
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4.2.1 Discrete Ill-Posed Inverse Problems
An inverse problem involves calculating a set of unknown input
parameters, for a given set of known output data, according to a model function
that describes some physical system or process.31,32 Inverse problems are
classified as ill-posed if their solutions are either not unique or exhibit extreme
sensitivity to noise (i.e., if a small perturbation to the data can cause a large
fluctuation in the solution). To appreciate the ill-posed nature of RAS, Eq. (4.1.3)
is rewritten in the discretized form that reflects the experimental way in which
these 2D NMR data are collected:
Pi = Kfi + e i

(4.1.4)

where Pi ∈! m×1 , K ∈! m×n , fi ∈! n×1 and e i ∈! m×1 represent the discrete forms of
the functions described in Eq. (4.1.3), and i ∈ ⎡⎣1, N ⎤⎦ with N representing the
total number of frequency points acquired in F2. Notice that fi and Pi in Eq.
(4.1.4) are expressed as 1D vectors even though their functional analogues in
Eq. (4.1.3) are two-dimensional. This discretized representation is valid because
Eq. (4.1.4) is minimized for each column belonging to P(τ, ν) (i.e., for each
frequency point, which is denoted with the index i). The resulting solution vectors
fi are then assembled to form the preliminary 2D RAS spectrum. Within this

formalism, it is convenient to define a new vector, P̂i , representing the sum of the
unadulterated noiseless data ( Pi ) and the experimental noise ( e i ). Solutions to
Eq. (4.1.4) can then be determined by a least-squares (LS) analysis
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min Kf̂i − P̂i

2

f̂ i

where i

2

(4.1.5)

denotes the Euclidean norm, l2 . A singular value decomposition

(SVD) of the kernel matrix, K , is a matrix factorization procedure that lends
considerable insight into the nature of discrete ill-posed inverse problems. The
SVD of the kernel matrix, K , appearing in Eqs. (4.1.4) and (4.1.5), is defined by
the factorization:
r

K = U ΣV T = ∑ u j σ j v Tj

(4.1.6)

j=1

(

)

(

)

m×m
n×n
Here, U = u1 ,…, u m ∈!
and V = v1 ,…, v n ∈! are orthogonal matrices

whose columns are the left and right singular vectors of K ,

Σ = diag ( σ1 ,…,σ n ) ∈! m×n is a diagonal matrix whose non-negative entries are the
singular values of K arranged in decreasing magnitude as the index j
increases, and r = rank(K) . Two characteristic features of ill-posed inverse
problems are: (i) the singular values of K gradually decay to zero and (ii) the
right singular vectors v Tj become more oscillatory as j → r . Both of these
features amplify the noise in the experimental data, thereby complicating the
determination of an accurate solution. This can be visualized by considering a
generic solution to Eq. (4.1.4), which can be determined by using the MoorePenrose pseudoinverse31,33
r

v j uTj

j=1

σj

K† = ∑
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(4.1.7)

The resulting solution possessing the smallest l2 norm can be represented as a
sum of two components: one originating from the pure unadulterated data and
the other originating from the noise. The latter can be represented as:31
r

v j uTj

j=1

σj

K ei = ∑
†

ei

(4.1.8)

As j → r , the magnitude of σ −1j increases, v j becomes more oscillatory, and the
contributions of the noise vector e i become amplified, leading to solutions that
are ultimately meaningless.

4.2.2 Stabilizing the Solutions of Discrete, Ill-posed Inverse Problems
Finding suitable solutions to inverse problems possessing ill-posed
characteristics requires imposing additional constraints on the desired solution.
Regularization refers to a variety of numerical methods that stabilize the solutions
of ill-posed inverse problems primarily by filtering out the high-frequency
oscillations of the singular vectors associated with small singular values. This
filtering process can take on many different forms of varying sophistication.34–39
The key to a successful numerical regularization scheme is to choose constraints
that (i) effectively suppress the high-frequency components of the kernel matrix
that amplify the noise, and (ii) return regularized solutions that are close
approximations to the desired solution.
One of the most basic regularization schemes is the non-negative least
squares (NNLS) algorithm,30,34 which was used to solve Eq. (4.1.5) and generate
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R1 RAS spectra in Ref. 29. This algorithm imposes the regularized solution f̂ireg
to be non-negative according to:

f̂ireg = min Kf̂i − P̂i

2

(4.1.9)

f̂ i ≥0

This non-negativity constraint is valid in this case because the desired solution
represents a distribution of non-negative relaxation rates/times. However, the
NNLS algorithm fails to address the problematic small singular values; therefore,
f̂ireg remains sensitive to the noise.

Tikhonov regularization32,40 is perhaps the most popular method for
stabilizing the solutions of such ill-posed inverse problems. This involves
minimizing an ancillary constraint L( f̂i − f̂i0 )

2

with respect to the minimization of

2

Kf̂i − P̂i , which are commonly referred to as the solution semi-norm and
residual norm, respectively, to give:

{

2

f̂ireg = min Kf̂i − P̂i − λ 2 L( f̂i − f̂i0 )
f̂ i

2

}

(4.1.10)

Here, L is either the identity matrix I n or a discrete approximation to a derivative
operator, f̂i0 is an initial guess of the solution, and λ is a unitless positive variable
known as the regularization parameter, which scales the magnitude of the
stabilizing solution semi-norm with respect to the residual norm.
It is convenient to examine the filtering effects of Tikhonov regularization
when Eq. (4.1.10) is in standard form (i.e., when L = I n and f̂i0 = 0 ). The
regularized solution can then be written as:31,41,42
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f̂

reg
i

r

=∑
j=1

σ 2j

v j uTj

λ 2 + σ 2j σ j

2

P̂i

(4.1.11)

Tikhonov regularization adds λ to each of the σ so that as j → r ,
2
j

σ 2j
λ 2 + σ 2j

→0,

thereby effectively dampening the contributions of both the small σ j and
oscillatory v j on f̂ireg . Moreover, the addition of the weighted side constraint,
2

λ 2 L( f̂i − f̂i0 ) , produces regularized solutions possessing smaller l2 norms.
Choosing an optimal value of λ is crucial and can be achieved in a number of
ways; in the present study, this was done by using the L-curve routine.43

4.2.3 Non-Negative Tikhonov Fitting Routine
Multi-exponential fits of T1 and T2 datasets were performed using a
numerical algorithm combining Tikhonov regularization with non-negativity
constraints. This non-negative Tikhonov fitting (NNTF) routine uses the built-in
NNLS function within the MATLAB 8.1.0 environment to evaluate

f̂ireg

⎛ P̂ ⎞
⎛ K ⎞
i
f̂
= min ⎜
−
⎟
⎟ i ⎜
f̂ i ≥0 ⎝ λL ⎠
⎝ 0 ⎠

2

(4.1.12)

where L is the discrete second-order derivative operator that was calculated
using the regularization toolbox for MATLAB41 and f̂i0 = 0 . The processing
procedure used to generate R1 RAS spectra is similar to the method discussed in
Ref. 29; therefore, only the processing procedure used to generate R2 RAS
spectra is discussed herein (Figure 4.1). As mentioned above, WCPMG or BCP
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pulse sequences were used to collect a 1D CPMG echo train, which was
rearranged into a 2D data matrix by sequentially placing each echo along the
rows of the matrix with the points comprising each echo occupying the columns
of the matrix (Figure 4.1a). These individual echoes were then apodized, zerofilled, Fourier transformed with respect to t, and magnitude processed (Figure
4.1b). The NNTF algorithm was then used to evaluate Eq. (4.1.12) for each
frequency point using the optimal λ value6 determined from the L-curve routine41
and 10007 R2 constants logarithmically spaced between 10 and 10000 s−1. The
resulting solution vectors were then assembled to form the preliminary 2D RAS
spectrum (Figure 4.1c). A post-NNTF processing routine was then employed to
correct for numerical artifacts and anisotropic relaxation; this involved
determining the average relaxation rate for each inequivalent chemical site over
specific regions along F1 (represented by the blue regions) whereby the signals
for each powder pattern are well isolated. The signal intensity for each frequency
bin falling within this specified region was then skyline-projected to form the
spectrum for each magnetically distinct site with unique relaxation characteristics
(Figure 4.1e, 4.1f). This was then placed at the average relaxation rate
determined for the corresponding site. The final result is the post-NNTF 2D RAS
spectrum (Figure 4.1d), which is often displayed side-by-side with the RAS
spectrum that has not undergone post-NNTF processing, since the latter
6

The optimal λ value was calculated for each frequency point, and then the
average of these values was used to evaluate Eq. (4.1.12).
7
In general, using more R2 values in the NNTF routine gives a better multiexponential fit at the cost of computer processing time. Using 1000 R2 values in
the NNTF routine maintained a balance between accuracy and overall
computational time.
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provides information on the relaxation behavior (i.e., accurate measures of the
relaxation constants and information on anisotropic relaxation) while the former
provides an accurate measure of the NMR parameters for each of the
overlapping spectra (vide infra).

Figure 4.1. Non-negative Tikhonov fitting (NNTF) procedure for separating overlapping
powder patterns originating from magnetically distinct nuclides according to differences in their
T2 relaxation time constants. (a) A 1D conventional T2 relaxation dataset (i.e., a CPMG echo
train) is collected and then rearranged into a 2D data matrix, which is then (b) Fourier
transformed and processed along the direct dimension (i.e., frequency axis). (c) The NNTF
routine is then used to determine the distribution of R2 relaxation rates for each frequency
point, which gives the preliminary R2 RAS spectrum. A post-NNTF processing procedure is
then used to first calculate the average R2 relaxation rate for each powder pattern over
specific spectral regions (represented in the blue shaded regions). The signal intensity
corresponding to each powder pattern is then added up for each frequency point, which
produces the skyline-projected spectra (e,f) that are then placed at their corresponding
average R2 value along the indirect dimension (R 2 relaxation axis) giving the (d) post-NNTF
processed R2 RAS spectrum.

4.3 Experimental Section
Samples. Samples of RbCH3CO2, RbClO4, Rb2CO3, Ga(acac)3 (acac =
acetylacetonate), (CH3CH2CH2CH2)2SnO (abbreviated as (n-Bu)2SnO)), and
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SnPc (Pc = phthalocyanine) were purchased from Strem Chemicals, Inc. and
used without further purification. GaPcCl was purchased from SigmaAldrich and
used without further purification. The following w/w mixtures were prepared: 40:1
RbCH3CO2:RbClO4, 10:1 GaPcCl:Ga(acac)3, and 1:1 (n-Bu)2SnO:SnPc. These
sample ratios, while not necessarily representative of ratios of sites encountered
in naturally-occurring or “real world” samples, were chosen in order to produce
spectra that allow for clear visualization of the powder patterns from each distinct
site. All samples – whether pure chemicals or co-mixed in appropriate w/w ratios
– were ground into fine powders and packed in shortened 5 mm o.d. glass NMR
tubes.
Solid-State NMR Spectroscopy. NMR experiments were performed
under static conditions using a Varian InfinityPlus NMR console with an Oxford
9.4 T (ν0(1H) = 400 MHz) wide-bore magnet operating at ν0(87Rb) = 130.79 MHz,
ν0(71Ga) = 121.794 MHz, and ν0(119Sn) = 149.04 MHz. A Varian/Chemagnetics 5
mm double-resonance static wideline probe was used for all NMR experiments.
Pulse width calibrations for all nuclides were performed on their respective
solution-state standards.

87

Rb (I = 3/2) and 71Ga (I = 3/2) chemical shifts were

referenced to 1.0 M solutions of RbNO3(aq) and Ga(NO3)3 (aq), respectively with
δiso = 0.0 ppm for each nuclide.6,44 119Sn (I = 1/2) chemical shifts were referenced
to neat Sn(CH3)4 (l) with δiso = 0.0 ppm.15
All direct excitation experiments used radio-frequency (rf) field strengths
(i.e., ν1 = ω1/2π) between 10 – 30 kHz. Spin-locking fields of ca. 15 – 40 kHz
were employed for cross-polarization experiments. WURST-80 pulses were
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used in all experiments, which were linearly swept over symmetric offsets with a
total sweep range slightly larger than the total breadth of the powder pattern to
be acquired. 15000 equally spaced points were used to define the amplitude and
phase modulated waveforms for the WURST-A pulse and 900 equally spaced
points were used to define the amplitude and phase modulated waveforms for
the WURST-B and WURST-C pulses (see Figure B1 for the sequence’s
scheme). Spectra of compounds having protons were acquired using 1H
continuous-wave (CW) decoupling ranging between 10 – 50 kHz.
Spectral processing and simulations. All data were processed on a
personal computer using custom-written code for MATLAB; this code is available
from the authors upon request. Analytical simulations of NMR spectra were
performed with the WSOLIDS45 simulation package and SPINEVOLUTION46, as
noted. Further experimental and processing details are provided in the
Supporting Information and in the text.

4.4 Results and Discussion
It follows from the arguments given so far that four fundamental
differences distinguish the RAS method described in this work and that of
Frydman et al.29 These are: (i) Pulse sequences employing broadband WURST
pulses were used to collect all datasets. This is essential for efficiently collecting
distortion-free UW NMR powder patterns that result from large anisotropic NMR
interactions (i.e., CSA and quadrupolar) with sufficient S/N.2 (ii) T1 relaxation
datasets were collected using broadband IR experiments rather than SR
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experiments, because simulations indicate that the NNTF processing of such T1
datasets yield RAS spectra possessing higher resolution (as also noted by
Frydman et al.29). (iii) All 2D RAS spectra were generated by processing
relaxation datasets with a MATLAB-based algorithm that combines NNLS fitting
with Tikhonov regularization (i.e., NNTF). Regularization is essential for
stabilizing the solutions of ill-posed inverse problems, and in this case, is crucial
for obtaining accurate multi-exponential fits of decaying signals. This is
especially important when processing datasets possessing limited S/N and/or
multiple overlapping patterns originating from magnetically distinct sites that have
similar relaxation constants (vide infra). (iv) This NNTF algorithm was also
applied to T2 datasets (i.e., CPMG echo trains) so that overlapping powder
patterns could be separated according to differences in effective T2 constants
(i.e., T2eff denotes the effective T2 constant that results under conditions of 1H
decoupling, in which contributions to transverse relaxation from heteronuclear
dipolar coupling are partially or wholly eliminated).
4.4.1 Theoretical Simulations of 2D RAS Datasets
There are several important factors that affect both the quality of the
separations and the general applicability of the RAS technique to study
challenging, “real-world” chemical systems. Some of these factors include the
number of magnetically distinct sites and the difference in their relaxation
constants, the S/N ratio of the relaxation datasets, the number of F1 points (e.g.,
the number of CPMG echoes in a T2 dataset), and the presence of spectral
artifacts (e.g., DC offsets). To begin to address some of these factors that affect
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Figure 4.2. Simulated R 2 RAS spectra illustrating the ability of the NNTF routine to resolve
two inequivalent chemical sites possessing different T2 relaxation time constants differing by a
factor of (a)-(c) 10, (d)-(f) 4 and (g)-(i) 2 for three different S/N ratios (increasing left to right
35
across each row). All RAS spectra were generated by adding together two simulated Cl
CPMG datasets, which were simulated with 120 echoes for two equally populated chlorine
sites characterized by different quadrupolar (i.e., I = 3/2) parameters of CQ = 4.8 MHz and ηQ
= 0.45 for site A and CQ = 5.0 MHz and ηQ = 0.3 for site B. Noise was added to each dataset
prior to NNTF processing to give the desired S/N ratio. All NNTFs were performed by
employing 100 logarithmically spaced R2 relaxation rates and the optimal λ value for each
dataset.

the success of a 2D RAS-based strategy for resolving inequivalent chemical
sites, several T2 relaxation datasets were simulated in which the aforementioned
factors were independently manipulated or controlled. Subsequently, each
dataset was processed with the NNTF routine in order to observe the influences
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of these factors on the 2D R2 RAS spectra, and to determine how the acquisition
or processing routines could be modified to produce spectra with optimal
resolution and minimal distortion. Figure 4.2 shows nine simulated R2 RAS
spectra, which were generated by applying the NNTF routine on simulated 35Cl
CPMG datasets, each composed of 120 echoes (or equivalently each
possessing 120 points in F1) for two equally populated chlorine sites with
overlapping CT spectra. White noise was added to each CPMG dataset prior to
Tikhonov fitting to give desired S/N ratios of 100, 500, and 1000 for the spectra
shown in the first, second, and third column, respectively. The T2(35Cl) constants
for these two sites differ by a factor of 10, 4, and 2 for the spectra shown in the
top, middle, and bottom row, respectively. Figure 4.2 demonstrates how the
NNTF algorithm separates the overlapping 35Cl powder patterns, for a given pair
of T2(35Cl) constants as a function of the S/N ratio. The best separation is
achieved when the T2 constants differ by a factor of 10 or more (i.e., T2,A = 1.0
ms and T2,B = 10.0 ms for site A and site B, Figure 4.2a-4.2c). The separation
between the patterns increases as the S/N ratio of the R2 RAS spectrum
increases, from left to right across each row. When the T2 constants differ by a
factor of 4 (T2,A = 2.5 ms and T2,B = 10.0 ms), which is the case presented in the
middle row, a S/N ratio of 100 is too low for the overlapped patterns to be clearly
separated (Figure 4.2d). Even so, the skyline projections of both chlorine
patterns can still be accurately extracted and fitted (Figure B2) by using the postNNTF processing procedure in this case. However, very little separation is
achieved when the T2 constants differ only by a factor of 2 (T2,A = 5.0 ms and T2,B
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= 10.0 ms), as can be seen in the bottom row for all three S/N ratios (Figure
4.2g-4.2i). Interestingly, by knowing the quadrupolar parameters for both of
these sites, it is possible to resolve the overlapping patterns using the post-NNTF
processing procedure (Figure B3). It should be noted that better separation
might be possible when the T2 constants for the magnetically distinct nuclides
differ by the same ratio, but have different magnitudes (i.e., 5 ms vs. 10 ms and
50 ms vs. 100 ms). This is still being investigated. For these three simulated R2
RAS spectra, better separation is possible if more R2 relaxation constants are
used in the NNTF algorithm (100 potential R2 constants were used to process all
nine spectra) and/or when more echoes are collected (vide infra). In general,
using more potential relaxation constants in the multi-exponential fitting of
relaxation data produces better quality RAS spectra, with the only disadvantage
being an increase in the computational time. Furthermore, using a larger value
of λ than the one provided by the L-curve routine, in combination with post-NNTF
processing could potentially isolate each individual pattern (as was done for
several of the experimental datasets presented below).
Another parameter that influences the quality of R2 RAS spectra is the
number of echoes collected in F1 (i.e., the number of F1 points). Figure 4.3
shows that increasing the number of echoes leads to better separation of the
powder
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Figure 4.3. Simulated R 2 RAS spectra that were generated using the same parameters as
those employed in Figure 4.2i except for the number of echoes used to simulate each of the
CPMG datasets. 500 R2 points were used in the NNTFs. The R2 RAS spectra were
generated by applying the NNTF routine to CPMG datasets simulated with (a) 120, (b) 240,
and (c) 480 echoes. (d) The post-NNTF processing procedure was then used to isolate the
skyline projections for (e) site A and (f) site B from (c). The blue regions in (c) indicate the
regions over which the post-NNTF processing procedure was applied.

patterns in the R2 RAS spectrum, which may be especially useful for resolving
inequivalent sites with very similar relaxation constants (120, 240, and 480
echoes were simulated in Figure 4.3a, 4.3b, and 4.3c, respectively). The
resolution of the indirect dimension of R2 RAS spectra can be increased by
acquiring more echoes. This is analogous to the collection of additional
increments in standard 2D NMR experiments. The T2 dataset simulated with 480
echoes gives an R2 RAS spectrum (Figure 4.3c) with the best separation
between the overlapping patterns, which makes it easier for the post-NNTF
processing procedure to accurately extract the skyline projections for both site A
and site B (Figure 4.3e and 4.3f, respectively). Experimentally, however, it may
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not be feasible to collect so many echoes because of either hardware limitations
(e.g., a high duty cycle) and/or short T2eff constants. In general, it is desirable to
collect as many CPMG echoes as possible, which can be achieved by simply
increasing the number of CPMG loops in the pulse sequence. One can also use
techniques that increase the value of T2eff, by attenuating heteronuclear dipolar
couplings, such as high-power 1H decoupling or isotopic substitution of 1H with
2

H. Another possibility is the use of variable-temperature NMR to exploit

possible temperature dependencies of the T2eff constants in systems where these
exist.

4.4.2 87Rb SSNMR of a 40:1 RbCH3CO2:RbClO4 w/w mixture
87

Rb possesses several favorable NMR properties such as a high

gyromagnetic ratio (γ = 8.78640×107 rad T−1 s−1, ν0 = 130.79 MHz at 9.4 T),
desirable relaxation characteristics (i.e., long T2eff and/or short T1 relaxation time
constants), and a moderate nuclear quadrupole moment (NQM) of 133.5(5)
millibarn.

87

Rb T1 and T2eff relaxation datasets were collected for the model

compounds RbCH3CO2 and RbClO4, as well as their mixture. Each compound
possesses a single rubidium chemical site (Figure B4a, B4b)44 with very
different 87Rb second-order CT powder patterns (quadrupolar NMR parameters
have been previously reported).44
The T1(87Rb) and T2eff(87Rb) relaxation time constants were measured for
each of the pure compounds. T1 relaxation times were measured using a
WURST-CPMG IR sequence (Figure B1c), and T1 constants were determined
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by sampling five evenly spaced frequency points across the powder pattern; the
five partially recovered powder patterns were then fit to standard formulas47 for
each compound. This led to average T1(87Rb) values of ca. 109 ms and ca. 213
ms for RbCH3CO2 and RbClO4 at room temperature, respectively (Table B3,
B4). The T2eff(87Rb) time constants were measured using the WCPMG echo
trains (Figures 4.2a, 4.2b); exponential fitting of the resulting T2eff decay curves47
led to average T2eff(87Rb) of 1.16(7) ms and 14(1) ms for RbCH3CO2 and RbClO4,
respectively (Table B1). Therefore, 87Rb NMR experiments on RbCH3CO2 and
RbClO4 were used for testing the NNTF routine. The details of collecting,
processing, and analyzing the R1 and R2eff RAS spectra are explicitly described
for these first two samples; similar methods were used for the remainder of the
samples.
T2eff 87Rb echo trains were collected for RbCH3CO2 and RbClO4 using the
WCPMG sequence (Figures 4.4a, 4.4b respectively); which were then
processed as described in the Supporting Information. Figure 4.4d and Figure
4.4e show the resulting WCPMG spectra of RbCH3CO2 and RbClO4,
respectively. Figure 4.4c shows the echo train of a 40:1 RbCH3CO2:RbClO4 w/w
mixture acquired with the WCPMG pulse sequence in ca. 40 minutes of
acquisition time, and Figure 4.4f shows the resulting 87Rb WCPMG 1D spectrum
of the overlapping CT powder patterns. The 40:1 w/w ratio of this mixture was
chosen due to the much stronger signal intensity per scan originating from
RbClO4 over RbCH3CO2, resulting primarily from a 10 times longer T2eff(87Rb)
constant (vide supra) and a ca. 6 times narrower CT powder pattern.
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Figure 4.4. Rb WURST-CPMG (WCPMG) echo trains of (a) RbCH3CO2, (b) RbClO4, and
(c) a 40:1 w/w mixture of RbCH3CO2:RbClO4 that were collected in 2560, 128, and 2336
scans, respectively, all with a 1.0 s recycle delay. 50 CPMG echo loops were employed to
eff 87
collect all three datasets and T2 ( Rb) relaxation time constants of 0.64 ± 0.03 ms and 7.88 ±
1
0.92 ms were measured for (a) and (b), respectively. Identical H decoupling fields were used
87
in all cases. Rb WCPMG spectra of (d) RbCH3CO2, (e) RbClO4, and (f) 40:1
RbCH3CO2:RbClO4 were produced from co-adding the echoes together in the time domain,
followed by apodization, Fourier transformation, and magnitude processing.

A T1 dataset was collected for this mixture using the WCPMG IR pulse
sequence (Figure 4.5a). The NNTF routine was then used to determine the
distribution of R1 relaxation rates (i.e., R1 = T1−1) for each spectral frequency
point. 1000 potential relaxation constants were used in all NNTFs (unless stated
otherwise); the resulting 2D RAS spectrum (Figure 4.5b) separates the
overlapping resonances on the basis of frequency (direct dimension, F2) and R1
(indirect dimension, F1).
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Figure 4.5. (a) Rb T1 dataset of the mixture that was collected with WCPMG IR using
30 τ values logarithmically spaced between 46.0 ms and 650.0 ms, with 128 scans
collected for each τ value (total acquisition time of ca. 1.3 hours). (b) R1 RAS spectrum of
the 40:1 RbCH3CO2:RbClO4 mixture that was generated by NNTF processing the T1
dataset in (a). (c) Contour view of (b). (d) Post-NNTF processed R1 RAS spectrum that
was produced by applying the post-NNTF processing routine over the regions highlighted
in blue in (c). Skyline-projected powder patterns for (e) RbCH3CO2 and (f) RbClO4 that
were extracted from (d). The red traces are analytical simulations that were generated
using the following NMR parameters: (e) CQ = 7.9(1) MHz, ηQ = 0.48(2), and δiso = 23.5(1)
ppm and (f) CQ = 3.5(1) MHz, ηQ = 0.4(1), and δiso = −16.5(3) ppm.

It is clear from Figure 4.5b that the T1(87Rb) constants are too similar to
produce a well-resolved R1 RAS spectrum. The appearance of this spectrum is a
consequence of the Tikhonov regularization used in the NNTF routine, which has
the effect of broadening the powder patterns in the indirect dimension. This loss
in resolving power – which is akin to imposing a “line broadening” in the
relaxation rate distribution – is primarily controlled by the magnitude of the
regularization parameter λ (see Figure B7). The optimal degree of regularization
(i.e., the value of λ) was determined by using the L-curve routine (see Supporting
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Information).43 While this allows one to discriminate overlapping patterns
originating from inequivalent sites that possess similar relaxation time constants
(vide infra), such regularization-imposed broadening often masks the differences
arising from anisotropic relaxation.
Figure 4.5c shows a contour view of the R1 RAS spectrum from Figure
4.5b. Despite the very similar relaxation characteristics of the two sites, this 2D
plot highlights regions over which the RbClO4 or RbCH3CO2 powder patterns can
be clearly identified (as indicated by the arrows). These points of maximum
individual site intensity yield R1 (T1) values of ca. 6.14 s−1 (0.16 s) and ca. 17.84
s−1 (0.056 s) for RbClO4 and RbCH3CO2, respectively. These values are slightly
different than the ones that were measured by fitting the T1 datasets for each of
the individual compounds, primarily because of the large value of λ employed in
the NNTF. This causes a broadening of the powder patterns in F1, thereby
complicating an accurate measurement of the relaxation rates from the R1 RAS
spectrum. While this demonstrates, that in some cases, the areas of the RAS
spectrum that give the best separation of the overlapping powder patterns may
be distinct from the areas that give accurate values of the relaxation constants for
each of the sites, their distinction and resolution is still unhindered.
The post-NNTF processing procedure discussed in the Theory Section
was used to further refine the separation of these patterns. In this case, average
R1 values and skyline-projected spectra were calculated for each inequivalent
chemical site by considering only the regions along F1 that are highlighted in
Figure 4.5c. The post-NNTF processed R1 RAS spectrum (Figure 4.5d) clearly
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shows the separated 87Rb CT powder patterns, even though the T1(87Rb)
constants for these compounds differ only by a factor of ca. 2 (Table B3, B4).
These 1D skyline projections of RbCH3CO2 and RbClO4 can then be imported
into an appropriate fitting program (e.g., WSOLIDS)45 and their NMR parameters
determined (Figures 4.5e, 4.5f); the resulting quadrupolar parameters are similar
to those reported in the literature for both compounds.44
An added advantage for using the NNTF routine over a basic NNLS
algorithm to generate RAS spectra is the ability to apply this post-NNTF
processing procedure over specific regions along the indirect dimension (i.e., in a
“row-by-row” fashion along F1), whereby the powder patterns may be separated
or at least partially separated from each other. Using the post-NNTF processing
procedure would not be possible on RAS spectra that were produced with an
NNLS algorithm, since an NNLS fitting is sensitive to the noise contained within
relaxation datasets, which would ultimately lead to distorted skyline-projected
spectra for datasets having low S/N and/or for chemical sites having very similar
relaxation constants (see Figure B8). Additionally, a priori knowledge of the
NMR parameters (e.g., the EFG and CS tensor parameters) for at least one of
the overlapping patterns can greatly aid in defining the regions over which to
apply the post-NNTF processing procedure.
The ability to resolve these overlapped patterns according to differences in
the T2eff(87Rb) constants was also tested on this mixture, by applying the NNTF
routine to a 2D dataset generated by rearranging the 1D WCPMG train of echoes
(Figure 4.4c). The reader is reminded that this 2D matrix is constructed from a
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eff

Figure 4.6. (a) Rb R2 RAS spectrum of the 40:1 RbCH3CO2:RbClO4 mixture that was
generated by first forming the 2D data matrix from the 1D WCPMG data vector in Figure 4.4c
(i.e., the T2 dataset) and then Fourier transforming and magnitude processing along F2. (b) Posteff
NNTF processed R 2 RAS spectrum and the resulting 1D skyline projections of (c) RbCH3CO2
and (d) RbClO4.

1D WCPMG T2 dataset by sequentially placing each of the spin echoes along the
rows of the matrix (e.g., a WCPMG echo train composed of 50 echoes with 100
points defined for each echo would form a 2D matrix of size 50×100). This 2D
data matrix was Fourier transformed along the “direct” dimension (i.e., down
each of the rows), magnitude processed and then the NNTF routine was used to
extract the distribution of T2eff(87Rb) constants for each frequency point (i.e.,
down each of the columns). The ensuing R2eff (1/T2eff) RAS spectrum (Figure
4.6a) leads to two well-separated ridges – even if these show a substantial
anisotropic T2 dependence. The post-NNTF processing procedure was then
used to calculate the skyline-projected spectra for each unique chemical site by
adding up the total signal intensity pertaining to each of the well-separated
patterns; when placed at their corresponding average R2eff values, clear postNNTF processed R2eff separations are achieved (Figure 4.6b). Notice that for
this mixture, the R2eff RAS analysis is much better at separating the overlapped

159

spectra than the R1 RAS analysis, largely because the T2eff(87Rb) constants for
these two rubidium sites differ by a factor of ca. 10. Also, the S/N ratio in the
R2eff RAS spectrum (acquired with WCPMG) is higher than that observed in the
R1 RAS spectrum (acquired with WCPMG IR) for each increment in F1.
Additionally, more points could be collected in F1 for the R2eff than for the R1 RAS
spectra, lending robustness to the NNTF procedure. In general, the R2eff RAS
analysis is more robust than the R1 RAS analysis, since the former simply
requires a high-quality 1D CPMG dataset, which in turn relies essentially on an
optimized radio-frequency (rf) field and a long enough T2eff constant that permits
proper encoding of the transverse relaxation behavior. R1 RAS, by contrast, is a
2D arrayed experiment requiring careful setting of the rf field and sweep rate of
the WURST-A pulse (i.e., to ensure the entire powder pattern is uniformly
inverted). Missets in these parameters can not only drastically increase the
overall experimental time, but can also affect the quality of the separations (vide
infra). The skyline projections of (Figure 4.6c) Rb2CH3CO2 and (Figure 4.6d)
RbClO4 were fit with NMR parameters similar to the ones reported in the
literature. The approximate values of the R1(87Rb) and R2eff(87Rb) constants as
determined from the RAS spectra are shown in Table B2.

4.4.3 71Ga SSNMR of a 10:1 GaPcCl:Ga(acac)3 w/w mixture
71

Ga is a receptive half-integer (I = 3/2) quadrupolar nuclide, owing to its

high gyromagnetic ratio (γ = 8.18117×107 radT−1s−1, ν0 = 121.794 MHz at 9.4 T)
and high natural abundance (39.89%). The moderate NQM of 71Ga (107(1)
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millibarn), most often results in broadened second-order CT powder patterns that
can span several hundreds of kHz. These large pattern breadths reduce spectral
S/N, lengthen experimental times, and make it challenging to resolve multiple
overlapping patterns.
The R1 and R2eff RAS protocols were used to try to resolve the
overlapping 71Ga CT powder patterns resulting from a 10:1 gallium
phthalocyanine chloride (GaPcCl):gallium acetylacetonate (Ga(acac)3) w/w
mixture. The WCPMG spectrum of this mixture (Figure 4.7c) shows the
overlapped 71Ga lineshapes, with a ca. 500 kHz powder pattern originating from
GaPcCl (Figure 4.7a) and a ca. 75 kHz powder pattern originating from
Ga(acac)3 (Figure 4.7b). Applying the NNTF routine to the T2eff dataset (Figure
B5c) of the 10:1 GaPcCl:Ga(acac)3 mixture, which was collected in ca. 47
minutes of acquisition time using WCPMG, yields a high-quality, post-NNTF
processed R2eff RAS spectrum (Figure 4.7d) in which the powder patterns
corresponding to GaPcCl and Ga(acac)3 are clearly separated. The 1D skyline
projections for Ga(acac)3 and GaPcCl are shown in Figure 4.7e and 4.7f,
respectively. Both of these projections were fit with NMR parameters similar to
the ones reported in the literature6, which reinforces the fact that RAS is a
suitable technique for not only identifying and separating overlapping powder
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Figure 4.7. Ga WCPMG spectra of (a) GaPcCl, (b) Ga(acac)3, and (c) a 10:1
GaPcCl:Ga(acac)3 w/w mixture that were collected in 2048, 128, and 5600 scans, respectively
eff
using a 0.5 s recycle delay. (d) Post-NNTF processed R2 RAS spectrum and (g) post-NNTF
processed R1 RAS spectrum. Skyline projections of (e) Ga(acac)3 and (f) GaPcCl extracted
from (d) and (h) Ga(acac)3 and (i) GaPcCl extracted from (g). The analytical simulations of
these four skyline projected spectra are shown in Figure B9.

patterns, but also useful for accurately obtaining the NMR tensor parameters that
reveal detailed chemical information. The T2eff time constants determined from
fitting the WCPMG echo trains of GaPcCl (Figure B5a) and Ga(acac)3 (Figure
B5b) are given in Table B1.
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The NNTF routine was also applied to a T1 dataset (Figure B6) for this
mixture, which required ca. 13 hours of acquisition time using WCPMG IR. The
resulting post-NNTF processed R1 RAS spectrum is shown in Figure 4.7g.
Comparison of the spectra in Figures 5.7d and 5.7g clearly reveals higher S/N
and better spectral resolution in the former, despite the fact that the R2eff RAS
spectrum was acquired ca. 16 times faster than the R1 counterpart. Thus, while it
is clearly advantageous to have the option to separate overlapping patterns
based on either R1 or R2, it seems that the latter technique is preferable, since it
only requires the acquisition of a single WCPMG spectrum.

4.4.4 119Sn SSNMR of a 1:1 SnPc:(n-Bu)2SnO w/w mixture
Tin possesses three NMR active isotopes, with 119Sn being the preferred
isotope for NMR experimentation due to its high receptivity resulting from a large
gyromagnetic ratio (γ = 10.03170×107 radT−1s−1, ν0 = 149.04 MHz at 9.4 T) and
higher natural abundance (8.58%). Despite these relatively favorable NMR
characteristics, 119Sn SSNMR spectra can be challenging to acquire since tin
CSAs often broaden spectral breadths beyond both the excitation bandwidth of
conventional monochromatic rf pulses, as well as the detection bandwidth of the
probe. Furthermore, it is common for many tin-containing compounds to possess
extremely long T1(119Sn) constants, necessitating recycle delays on the order of
tens to hundreds of seconds in between scans, which prevent the retrieval of
high-quality spectra in reasonable experimental timeframes.7,48,49 119Sn MAS
experiments, which are used more often than static experiments, are subject to
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the experimental difficulties described in the Theory Section. 1H-119Sn CP/MAS
experiments are often employed to collect 119Sn powder patterns, exploiting the
usually shorter recycle delays which depend on the T1(1H) constants.50–52
However, since the excitation bandwidth over which CP is efficient is effectively
determined by the length and power of the contact pulses, frequency-stepped
acquisition must also be used to acquire these powder patterns, which in turn
can lead to lengthy experimental times. The recently developed broadband
adiabatic inversion cross polarization (BRAIN-CP) pulse sequence effectively
addresses the limited excitation bandwidths associated with so-called
conventional CP experiments by using a frequency-swept WURST pulse as the
X-channel spin-lock pulse (Figure B1b), which allows for the collection of highquality UW NMR spectra under static conditions.15
The BRAIN-CP/WCPMG (BCP for brevity) pulse sequence, which uses a
train of WURST-CPMG pulses for refocusing (Figure B1b), was used to collect
119

Sn spectra of (CH3CH2CH2CH2)2SnO (dibutyltin(IV) oxide, abbreviated as (n-

Bu)2SnO) and tin phthalocyanine chloride (SnPc), which are shown in Figures
4.8a and 4.8b, respectively. The BCP pulse sequence uniformly excites the
entire breadth of both CSA-dominated powder patterns using relatively lowpower spin-locking pulses (ca. 18 kHz and ca. 42 kHz on the 119Sn and 1H
channels, respectively) and a contact time of 30.0 ms. The corresponding
experimental times to collect both 119Sn spectra were ca. 10 minutes and ca. 30
minutes for (n-Bu)2SnO oxide and SnPc, respectively, which is a significant time
savings over direct excitation (DE) experiments (e.g., the T1(119Sn) constant for
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Figure 4.8.
Sn BRAIN-CP/WCPMG (BCP) spectra of (a) (n-Bu)2SnO, (b) SnPc, and (c) a
1:1 (n-Bu)2SnO:SnPc w/w mixture that were collected in 64 scans using a 10.0 s pulse delay,
896 scans using a 2.0 s pulse delay, and 4096 scans using a 10.0 s pulse delay, respectively.
eff
R2 RAS spectrum (d) before and (e) after applying the post-NNTF processing procedure. 1D
skyline projections of (f) SnPc and (g) (n-Bu)2SnO. The red traces are analytical simulations
that were generated using the following NMR parameters: (f) δiso = −198(2) ppm, Ω = 735(30)
ppm, and κ = 0.14(5) and (g) δiso = −475(20) ppm, Ω = 1300(50) ppm, and κ = 0.85(5).

(n-Bu)2SnO is on the order of 100 s). The BCP spectrum of a 1:1 w/w mixture of
these two tin compounds (Figure 4.8c) does not clearly reveal each of the
unique 119Sn powder patterns that originate from each compound in the mixture.
In this case, identifying and deconvoluting the contribution of each individual
powder pattern is difficult, making this mixture an ideal test case for 2D RAS.
R1 RAS analyses would be impractical for separating the individual 119Sn
powder patterns, as the τ increments used in the collection of a T1 relaxation
dataset would have to be quite long in order to ensure a proper encoding of the

165

T1 relaxation behavior. A R2eff RAS analysis was therefore attempted by applying
the NNTF routine to the WCPMG T2eff dataset acquired with the BCP pulse
sequence (Figure B5f) using 100 CPMG loops, a recycle delay of 10.0 s, and
4096 scans (total acquisition time of ca. 11 hours). The resulting 2D R2eff RAS
spectrum of this 1:1 mixture (Figure 4.8d) easily resolves the 119Sn powder
patterns. The R2eff(119Sn) constants determined from the R2eff RAS spectrum are
tabulated in Table B2. The skyline projections of both powder patterns (Figure
4.8f and 4.8g, SnPc and (n-Bu)2SnO, respectively) were fit with similar NMR
parameters to the ones used to fit each of the individual patterns collected with
the BCP pulse sequence. This example illustrates that the BCP pulse sequence
can be used to collect high-quality T2eff datasets that can then be processed
using the NNTF algorithm to yield high-quality RAS spectra, which is extremely
useful when dealing with unreceptive nuclei (i.e., nuclei associated with broad
CSA-dominated patterns, long T1 constants and/or low values of γ). This data set
also highlights the fact that the NNTF routine can be exploited to separate
overlapping NMR powder patterns that originate from either quadrupolar or spin1/2 nuclides; all that is required is a high quality relaxation dataset.

4.5 Conclusions
2D R1 and R2 relaxation-assisted separation analyses can be used to
separate overlapping UW NMR powder patterns originating from magnetically
distinct sites for both spin-1/2 and quadrupolar nuclei. The WCPMG and BCP
pulse sequences are robust and can be easily used to collect T1 and T2 datasets,
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which can then be imported into MATLAB and processed with the NNTF routine
to give the corresponding RAS spectra. The NNTF routine is easily implemented
within MATLAB and is straightforward to use. NNTF effectively addresses the
problematic small singular values that are characteristic of ill-posed inverse
problems. This is especially useful when processing T1 and T2 relaxation
datasets having low S/N and when attempting to resolve overlapping patterns
originating from sites having similar relaxation time constants. The combined
use of NNTF with post-processing of R1 or R2 spectra can greatly aid in achieving
clear separation of powder patterns for instances where the separation is poor
due to either (i) low S/N, (ii) similar relaxation constants among magnetically
distinct nuclei, (iii) multiple inequivalent sites (each of which gives rise to a
unique and overlapping NMR spectrum), and/or (iv) combinations of these
factors. Moreover, a priori knowledge of the relaxation constants and/or the
NMR parameters is beneficial when defining the range of relaxation rates in the
NNTF routine and when using the post-NNTF processing procedure. However, a
priori knowledge of these parameters is not required in order to collect and
process R1 and R2 RAS spectra. The experiments and simulations presented in
this work demonstrate that in order to successfully resolve patterns originating
from magnetically distinct sites in 2D RAS spectra, high-quality T1 and T2
relaxation datasets are essential. The WCPMG and BCP pulse sequences are
indispensable to this end, since they can provide the necessary high-quality
relaxation datasets in reasonable experimental timeframes. Moreover, the
combined use of these pulse sequences with other sensitivity-enhancing
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techniques (e.g., the use of high magnetic fields, dynamic nuclear polarization,
low-temperature NMR, etc.) is likely to open up larger swaths of the periodic
table to routine analysis with R1 and R2 RAS methods. We hope that the ease
with which T1 and T2 datasets can be collected and then processed with the
NNTF routine will make RAS-based strategies effective methods for increasing
spectral resolution. Our future work will include the continued development of
the NNTF routine and related post-processing protocols, so that higher-quality
RAS spectra can be produced. We will also investigate systems with two or
more magnetically distinct sites in the unit cell, as well as those with very similar
T2eff values.
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Chapter 5
5.1 Future Work
Given the effectiveness of frequency-swept (FS) pulses for collecting highquality NMR powder patterns under static conditions, investigations of their utility
under MAS conditions would be of great interest. FS pulses have been used
under MAS conditions in the NMR studies of biological solids,1 paramagnetic
solids for applications in battery materials,2–4 as well as in adiabatic
heteronuclear decoupling sequences,5 and in spectral editing techniques applied
to quadrupolar and spin-1/2 systems.6–10 One key difficulty that has hindered the
development and application of FS pulses in MAS experiments is the complex
spin dynamics that result under the combined effects of mechanical sample
rotation and frequency-swept rf irradiation, both of which impart a complex time
dependence onto the spin system.
Collecting ultra-wideline NMR (UW NMR) powder patterns under MAS is
generally unfavorable, for reasons discussed in the previous chapters. Some of
primary issues that result in the MAS spectra of very broad NMR patterns is the
severe spectral overlap between spinning sidebands (ssbs), which result from
the incomplete averaging of the NMR interactions (e.g., CSA and quadrupolar),
and the limited excitation bandwidths of the rf pulses. Also, maintaining adiabatic
conditions is difficult due to the phenomenon of level crossings resulting from
MAS. All of these factors result in MAS NMR powder patterns that have severe
spectral distortions, which complicate spectral analysis, often making it
impossible to accurately extract the CS and EFG tensor parameters. This
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situation becomes considerably worse when studying samples having multiple
inequivalent sites, each of which gives rise to a unique family of ssbs.
In 2007, Pell et al.,11 used FS pulses employing very high rf field strengths
(i.e., ν1 > 250 kHz) under very fast MAS (i.e., νrot > 40 kHz) in order to
adiabatically excite broad NMR powder patterns affected by large shift
anisotropies, which result from the interaction of nuclear spin with unpaired
electron spin density. Using these experimental conditions, the authors
demonstrated the viability of achieving broad and uniform excitation of
inhomogeneously broadened powder patterns under MAS. The problem with this
strategy for achieving broad excitation is the (i) requirement of very high rf fields
(which are only obtainable for a select few nuclides, even when using the
smallest NMR coils) and (ii) the need for MAS probes capable of reaching very
fast speeds in excess of 40 kHz. Inspired by this work, we have started to
investigate the application of WURST pulses with low-power rf fields (i.e., ν1 =
30-60 kHz) under conditions of moderate MAS speeds (i.e., νrot = 10 kHz)., Such
pulses might be effective for exciting and collecting high-quality UW NMR powder
patterns under MAS.
Figure 5.1 shows 119Sn NMR spectra of the compound Sn(II)O collected
at a spinning speed of νrot = 10 kHz with the CPMG (left column) and WCPMG
(right column) pulse sequences, which both used 256 scans. Sn(II)O has only a
single tin chemical site. Figure 5.1a shows the idealized ca. 160 kHz CSAbroadened MAS pattern that was simulated at νrot = 10 kHz using the reported
parameters in the literature.12 The power and timings of the excitation and
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119

Figure 5.1. (a) Numerical simulation of the Sn MAS NMR powder pattern for Sn(II)O that
was simulated using a spinning frequency of νrot = 10 kHz (giving a rotor period of τR = 100 µs)
and the following CS tensor parameters: Ω = 988 ppm, κ = 1, and δiso = −208 ppm. (b)-(d)
119
Experimental Sn MAS NMR spectra that were collected with the CPMG pulse sequence.
The power and timings used in each experiment are indicated in the figure. 100 rotorsynchronized echoes were collected with each echo being 100 µs in length. Since the length
of each echo is the same as a rotor period, the spin echo resulting from the refocusing pulse
occurs at the same point in time as the rotational echo resulting from the sample rotation. It is
noted that these echoes evolved for a single rotor period only. The transmitter frequency was
119
set in the middle of the pattern for each experiment. (e)-(g) Experimental Sn MAS NMR
spectra that were collected with the WCPMG pulse sequence. The pulse widths of the
WURST-B and WURST-C pulses were τB = 5.0 ms and τC = 2.5 ms for each experiment and
the rf field strength is indicated in the figure. Both pulses swept over a νB,C = 10 kHz
frequency range (schematically represented by the red horizontal line). In each case, the
transmitter was set on resonance with the ssb indicated in the figure. Only a single ssb was
irradiated in each case. All spectra were collected using 256 scans and a magnitude
calculation was used to process all data.
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refocusing pulses are indicated in the figure. When using a high-power rf field of
ν1(119Sn) = 100 kHz, with the transmitter frequency set in the middle of the
powder pattern (denoted by the red arrow), CPMG adequately excites the full
pattern (Figure 5.1b), and the intensities of the ssbs are similar to the idealized
pattern. The spikelet pattern in these spectra results from the CPMG, and not
the MAS. For this sample, achieving a high rf field is relatively easy given the
high γ(119Sn) = −10.0317×107 rad T−1 s−1 (ν0(119Sn) = 149.789 MHz at 9.4 T).
However, as the rf field is reduced to ν1(119Sn) = 50 kHz (Figure 5.1c), a
noticeable decrease in the excitation bandwidth is observed upon examination of
the signal intensity on the low-frequency side of the pattern (i.e., the right side).
When ν1(119Sn) = 25 kHz, only a small fraction of the total pattern is excited
(Figure 5.1d), and this case is representative of the situation commonly
encountered in the MAS spectra of UW NMR patterns, which was alluded to
earlier. The 119Sn WCPMG spectra in the right column show uniform and broad
excitation of the entire pattern over a much larger range of rf field strengths.
These spectra were collected using very short WURST-B and WURST-C pulse
widths (τB = 5.0 ms and τC = 2.5 ms), which were linearly swept over ΔνB,C = 10
kHz (schematically represented by the red horizontal line). The transmitter was
set on resonance with the most intense ssb (n = +7). Therefore, only a single
sideband was irradiated. The powder pattern having the highest S/N is collected
when the largest ν1B and ν1C rf field strengths are used (Figure 5.1e). When
reducing the rf field strength, the S/N is also reduced, but the excitation
bandwidth appears to remain unaffected (Figure 5.1f). When using ν1B = 25
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kHz and ν1C = 50 kHz, a pattern with very low S/N results (Figure 5.1g).
Interestingly, when using the same lower-power rf fields as those employed in
Figure 5.1g, but instead collecting 1024 scans in order to achieve sufficient S/N,
results in a powder pattern that reveals no significant reductions in the excitation
bandwidth (Figure 5.2). Therefore, this preliminary dataset, along with others we
have collected (not shown), suggest that the bandwidth of these FS WURST
pulses applied under MAS is governed by their pulse width and sweep rates,
rather than the rf field strength. This dataset shows the possibility of achieving
uniform excitation of UW NMR patterns using FS pulses under MAS conditions
with low rf fields.
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Figure 5.2.
Sn MAS NMR powder pattern of Sn(II)O that was collected and processed
using the same parameters as those employed in Figure 1g, except 1024 transients were
acquired.

Future work in this area of methods development and pulse sequence
design is classified into two broad categories: (1) Understanding and designing
new pulse sequences for the purposes of efficiently collecting high-quality UW
NMR spectra with high S/N. (2) Understanding and designing new numerical
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routines, algorithms, and procedures for processing T1 and T2 datasets for the
purposes of separating overlapping NMR powder patterns.

(1) New pulse sequence design: experiment and theory
We will continue to use the BCP and WCPMG sequences to collect highquality UW NMR spectra for both spin-1/2 and quadrupolar nuclei in a variety of
interesting materials. Using these experiments and with the aid of numerical
simulations and average Hamiltonian theory, we hope to develop a better
understanding of the mechanism of CP transfer to half-integer quadrupolar
nuclei, so that future experiments can be designed rationally and performed
efficiently, resulting in the best possible NMR data in the shortest amount of
experimental time. For example, experiments and simulations are currently
underway to try to understand the influence of the WURST-A sweep rate on both
the transfer of polarization and adiabatic inversion.
We are currently examining the efficacy of using different phase- and
amplitude-modulated waveforms for the purposes of exciting, refocusing, and
transferring spin polarization. We will conduct BRAIN-CP and CPMG
experiments using tan/tanh1 and hyperbolic secant pulses,13 instead of WURST
pulses, and compare and contrast the performance of each. The development
and application of pulse sequences employing optimal control theory (OCT) is a
flourishing research area in NMR.14–20 There are numerous examples in the
literature demonstrating the effectiveness of OCT for designing and optimizing rf
pulses that achieve very impressive excitation bandwidths, which use low rf field
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strengths.21–24 We will explore the possibility of using OCT to design phase- and
amplitude-modulated waveforms for the purposes of collecting high-quality UW
NMR spectra.
We will continue to build on the preliminary work described above, which
demonstrates that FS pulses might be effective alternatives to conventional rf
irradiation schemes for achieving broad and uniform excitation of NMR powder
patterns under MAS conditions. One of the short-term objectives for this work is
to demonstrate the possibility of using CPMG acquisition under MAS, in order to
collect multiple spin echoes, which lead to NMR spectra that have high S/N,
while retaining the chemical shift information. Experiments have been devised
and numerical simulations are currently underway in order to determine the
optimal set of experimental conditions for achieving this objective. A long-term
objective of this work is to test whether FS WURST pulses can be used to
suppress and/or eliminate ssbs that result in UW NMR spectra under MAS by
varying the parameters of the WURST-B and WURST-C pulses in WCPMG (e.g.,
the sweep rate and the rf field strength). We also hope to demonstrate the
possibility of achieving broadband CP to both spin-1/2 and quadrupolar nuclei
under MAS. This is a very exciting research area as it can have significant
impact on the general NMR community and there is still much to be understood
about the spin physics of FS pulses applied under MAS.
Lastly, we will use the BCP and WCPMG sequences in combination with
dynamic nuclear polarization (DNP) NMR spectroscopy.25,26 The DNP technique
provides enormous gains in the S/N ratios of NMR spectra by transferring spin
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polarization originating from unpaired electron spin density to the NMR-active
nuclei of interest. The majority of DNP SSNMR experiments are performed on
1

H, 13C, and 15N, in which the unpaired electron spin polarization is first

transferred to the protons and then a CP experiment is used to transfer this spin
polarization from the protons to the S nuclei. The BCP sequence is crucial for
this, in which we will use it to transfer the proton spin polarization to spin-1/2 and
quadrupolar nuclei that have SSNMR powder patterns affected by large
anisotropic interactions. We plan to use these techniques to study a wide range
of functional materials and collect NMR data that is otherwise not available using
traditional techniques.

(2) New algorithms for 2D RAS techniques
We will continue to develop relaxation-assisted separation (RAS) methods
by better understanding, and improving upon, the numerical regularization
schemes and the post-processing procedures that are used to process T1 and T2
relaxation datasets. In the short term, we plan to investigate systems that have
several magnetically distinct sites in the same unit cell, each of which gives rise
to a unique NMR powder pattern. Recent work in our group has shown that
temperature change can drastically influence the T1 and T2 relaxation time
constants, and by changing the temperature at which the NMR experiment is
performed, the relaxation constants may also change accordingly. Therefore, we
will use variable-temperature NMR experiments to try to achieve better
separation of overlapping NMR patterns by attempting to alter the relaxation
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constants (i.e., the T2eff constants) of the magnetically distinct nuclei. These
experiments will be applied to cases where the RAS spectra do not show clear
separation of the overlapping patterns at ambient temperatures.
In the long term, we plan to develop new and improved regularization
algorithms in order to produce higher-quality R1 and R2 RAS spectra for T1 and
T2 datasets having limited S/N ratios and multiple inequivalent sites, which have
similar relaxation time constants. For instance, we will study the effects of
combining truncated singular value decomposition (TSVD) with Tikhonov
regularization. Our hope is that by using more sophisticated numerical
regularization schemes, RAS will become less sensitive to the noise in the
experimental datasets. Our main objective in the long term is to incorporate our
algorithms into a user-friendly, graphical user interface, which will allow
researchers further ease of use. We will explore the possibility of combining our
algorithms with existing, commercially-available numerical routines, which are
provided in the TopSpin Dynamics Center software program.
Lastly, improving the post-processing routine is crucial for producing highquality RAS spectra, which gives accurate measures of the relaxation time
constants. We will explore the possibility of using different averaging techniques
(e.g., weighted averages) in the post-processing routine to calculate the
relaxation constants for the magnetically distinct nuclei. This strategy should
also improve the quality of the skyline projections, and in turn, improve the
accuracy with which the NMR parameters are measured.
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5.3 Conclusions
The methods introduced and discussed within this thesis effectively
address the problems of low signal-to-noise (S/N) and poor spectral resolution in
ultra-wideline NMR powder patterns. At the heart of these techniques are
frequency-swept WURST pulses, which feature modulation of their phase and
amplitude. The BRAIN-CP pulse sequence, which uses frequency-swept
WURST pulses for S-channel spin-locking, uniformly excites the central transition
(CT) powder patterns of half-integer quadrupolar nuclei. The use of a variableangle, variable-amplitude effective magnetic field to transfer abundant proton
spin polarization to the CT of half-integer quadrupolar nuclei, enhances the
signal-to-noise of their CT NMR spectra, as a result of the efficiency with which
spin polarization can be transferred in comparison to conventional CP methods.
The combined use of CP and DE methods allows for the acquisition of highquality UW NMR spectra of a variety half-integer quadrupolar nuclei, in an array
of organometallic complexes. Of course, these techniques are applicable to
innumerable other materials featuring half-integer quadrupoles and an
appropriate source of abundant spin polarization (e.g., 1H or 19F nuclei).
2D relaxation-assisted separation (RAS) experiments separate
overlapping UW NMR powder patterns originating from magnetically distinct
nuclei according to differences in their T1 and T2eff relaxation time constants.
These experiments rely on the processing of high-quality T1 and T2eff datasets,
which are collected with the WCPMG, BCP, and WCPMG-IR pulse sequences.
A non-negative Tikhonov fitting routine (NNTF) is then used to produce R1 and
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R2eff RAS spectra, which separate overlapping patterns according to frequency
and relaxation rate. For magnetically distinct sites having very different T1 and T2
constants (i.e., greater than a factor of 10), the NNTF routine easily separates
the overlapping powder patterns and gives high-quality RAS spectra from which
the NMR parameters can be accurately measured. When the relaxation
constants among magnetically distinct nuclei differ by less than a factor of 10, the
combined use of NNTF with the post processing of RAS spectra can isolate and
separate each of the patterns. However, very high-quality datasets are needed
when the relaxation constants among magnetically distinct nuclei are very similar
(i.e., less than a factor of 2); in some cases, the patterns cannot be separated,
even when using our current set of post-processing techniques. The use of
variable-temperature NMR experiments and more sophisticated numerical
algorithms (currently under development in our research group) are possible
means of improving the separation of powder patterns in these cases. These R1
and R2 RAS experiments open up new avenues for collecting high-resolution
high S/N, UW NMR spectra under static conditions. Furthermore, these methods
may find additional applications in spectral editing, MAS NMR experiments, and
in combination with other S/N enhancing techniques like dynamic nuclear
polarization NMR.
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Appendix A
Supporting Information for
“Broadband Cross-Polarization NMR Experiments for Half-Integer Quadrupolar
Nuclei”
Michael J. Jaroszewicz, Austin W. Lindquist, Kristopher J. Harris, Karen E.
Johnston, and Robert W. Schurko*
Department of Chemistry & Biochemistry, University of Windsor
Windsor, Ontario, Canada, N9B 3P4
*Author to whom correspondence should be addressed.
E-mail: rschurko@uwindsor.ca Tel: (519) 253-3000 x3548. Fax: (519) 973-7098
Table A1. Experimental Parameters for 59Co CPMG Experiments.
Co(NH3)5Cl
Larmor Frequency (MHz)
95.815
Number of Transients
1024
Recycle Delay (s)
1.0
Number of Meiboom-Gill Loops
100
Dwell Time (µs)
0.5
Acquisition Points Per Echo
500
Spikelet Separation (kHz)
4.0
1
π/2 Excitation Pulse Width (µs)
2
π Excitation Pulse Width (µs)
62.5
π/2 Excitation Pulse Power (kHz)
62.5
π Excitation Pulse Power (kHz)
1
H Decoupling Power (kHz)
40
124.5
τ1 Delay (µs)
20.0
τ2 Delay (µs)
Spectrum Width (kHz)
2000.0
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Table A2. Experimental Parameters for 59Co WCPMG Experiments.
Co(NH3)5Cl
Larmor Frequency (MHz)
95.815
Number of Transients
1024, 4096a
Recycle Delay (s)
1.0
Number of Meiboom-Gill Loops
100, 1a
Dwell Time (µs)
0.5
Acquisition Points Per Echo
500, 1024a
Spikelet Separation (kHz)
4.0
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1500.0
WURST B&C Sweep Rate (kHz/ms)
30000
WURST B&C Pulse Power (kHz)
11
1
H Decoupling Power (kHz)
40
Spectrum Width (kHz)
2000.0
Acquisition Delay (µs)
40.0
a
Denotes the parameters that were used in the WURST-echo experiments.
b
21 sub-spectra were collected for the 59Co VOCS spectrum (Figure A3) in
which the transmitter frequency was incremented in 400 kHz steps in order to
map out the powder pattern.
Table A3. Experimental Parameters for 59Co CP/CPMG Experiments.
Co(NH3)5Cl
Larmor Frequency (MHz)
95.815
Number of Transients
96
Recycle Delay (s)
15
Number of Meiboom-Gill Loops
100
Dwell Time (µs)
0.5
Acquisition Points Per Echo
500
Contact Time (ms)
6.0
Spikelet Separation (kHz)
4.0
2
π Excitation Pulse Width (µs)
62.5
π Excitation Pulse Power (kHz)
1
H Decoupling Power (kHz)
40
X Spin-Lock Power (kHz)
11
1
H Spin-Lock Power (kHz)
53
1
H Excitation Pulse Width (µs)
2.6
1
H Excitation Pulse Power (kHz)
100
124.5
τ1 Delay (µs)
20.0
τ2 Delay (µs)
Spectrum Width (kHz)
2000.0
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Table A4. Experimental Parameters for 59Co BRAIN-CP/WCPMG Experiments.
Co(NH3)5Cl
Larmor Frequency (MHz)
95.815
Number of Transients
96, 272a
Recycle Delay (s)
15
Number of Meiboom-Gill Loops
100, 1a
Dwell Time (µs)
0.5
Acquisition Points Per Echo
500, 1024a
Spikelet Separation (kHz)
4
Contact Time (ms)
20.0
WURST A Sweep Range (kHz)
750.0
WURST A Sweep Rate (kHz/ms)
37.5
WURST A Pulse Power (kHz)
13
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1500.0
WURST B&C Sweep Rate (kHz/ms)
30000
WURST B&C Pulse Power (kHz)
11
1
H Excitation Pulse Width (µs)
2.6
1
H Excitation Pulse Power (kHz)
100
1
H Spin-Lock Power (kHz)
55
1
H Decoupling Power (kHz)
40
Spectrum Width (kHz)
2000.0
Acquisition Delay (µs)
40.0
a
Denotes the parameters that were used in the BRAIN-CP/WURST-echo
experiments.
Table A5. Experimental Parameters for 39K WCPMG Experiments.
CpK
Larmor Frequency (MHz)
18.642
Number of Transients
128
Recycle Delay (s)
5.0
Number of Meiboom-Gill Loops
40
Dwell Time (µs)
5.0
Acquisition Points Per Echo
80
Spikelet Separation (kHz)
2.5
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
400.0
WURST B&C Sweep Rate (kHz/ms)
8000.0
WURST B&C Pulse Power (kHz)
14
1
H Decoupling Power (kHz)
15
Spectrum Width (kHz)
200.0
Acquisition Delay (µs)
50.0
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Table A6. Experimental Parameters for 39K CP/CPMG Experiments.
CpK
Larmor Frequency (MHz)
18.652
Number of Transients
128
Recycle Delay (s)
5.0
Number of Meiboom-Gill Loops
40
Dwell Time (µs)
5.0
Acquisition Points Per Echo
80
Contact Time (ms)
35, 50a
Spikelet Separation (kHz)
2.5
6.5
π Excitation Pulse Width (µs)
38
π Excitation Pulse Power (kHz)
1
H Decoupling Power (kHz)
15
X Spin-Lock Power (kHz)
15, 4a
1
H Spin-Lock Power (kHz)
35, 10a
1
H Excitation Pulse Width (µs)
4.0
1
H Excitation Pulse Power (kHz)
62.5
80
τ1 Delay (µs)
80
τ2 Delay (µs)
Spectrum Width (kHz)
200.0
a
39
Pulse parameters employed in the low-power K CP/CPMG experiments.
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Table A7. Experimental Parameters for 39K BRAIN-CP/WCPMG Experiments.
CpK
Larmor Frequency (MHz)
18.642
Number of Transients
128, 1024b
Recycle Delay (s)
5.0
Number of Meiboom-Gill Loops
40, 20b
Dwell Time (µs)
5.0
Acquisition Points Per Echo
80, 200b
Spikelet Separation (kHz)
2.5, 1.0b
Contact Time (ms)
35, 50a
WURST A Sweep Range (kHz)
100.0
WURST A Sweep Rate (kHz/ms)
2.8
WURST A Pulse Power (kHz)
15, 4a
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
400.0
WURST B&C Sweep Rate (kHz/ms)
8000.0
WURST B&C Pulse Power (kHz)
14
1
H Excitation Pulse Width (µs)
4.0
1
H Excitation Pulse Power (kHz)
62.5
1
H Spin-Lock Power (kHz)
35, 10a
1
H Decoupling Power (kHz)
15
Spectrum Width (kHz)
200.0
Acquisition Delay (µs)
50.0
a
39
Pulse parameters employed in the low-power K BRAIN-CP/WCPMG
experiments.
b
Pulse parameters employed in the collection of the high-resolution 39K BRAINCP/WCPMG spectrum (Figure A6)
Table A8. Experimental Parameters for 25Mg CPMG Experiments.
Cp2Mg
Larmor Frequency (MHz)
24.462
Number of Transients
39584
Recycle Delay (s)
2.5
Number of Meiboom-Gill Loops
50
Dwell Time (µs)
5.0
Acquisition Points Per Echo
80
Spikelet Separation (kHz)
2.5
1.83
π/2 Excitation Pulse Width (µs)
3.66
π Excitation Pulse Width (µs)
45.5
π/2 Excitation Pulse Power (kHz)
45.5
π Excitation Pulse Power (kHz)
1
H Decoupling Power (kHz)
0
135
τ1 Delay (µs)
135
τ2 Delay (µs)
Spectrum Width (kHz)
200.0
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Table A9. Experimental Parameters for 25Mg WCPMG Experiments.
Cp2Mg
Larmor Frequency (MHz)
24.462
Number of Transients
5120
Recycle Delay (s)
2.5
Number of Meiboom-Gill Loops
50
Dwell Time (µs)
5.0
Acquisition Points Per Echo
80
Spikelet Separation (kHz)
2.5
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
400.0
WURST B&C Sweep Rate (kHz/ms)
4000.0
WURST B&C Pulse Power (kHz)
9
1
H Decoupling Power (kHz)
15
Spectrum Width (kHz)
200.0
Acquisition Delay (µs)
50.0
Table A10. Experimental Parameters for 25Mg BRAIN-CP/WCPMG
Experiments.
Cp2Mg
Larmor Frequency (MHz)
24.462
Number of Transients
5120
Recycle Delay (s)
5.0
Number of Meiboom-Gill Loops
50
Dwell Time (µs)
5.0
Acquisition Points Per Echo
80
Spikelet Separation (kHz)
2.5
Contact Time (ms)
35
WURST A Sweep Range (kHz)
80.0
WURST A Sweep Rate (kHz/ms)
2.2
WURST A Pulse Power (kHz)
12
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
400.0
WURST B&C Sweep Rate (kHz/ms)
8000.0
WURST B&C Pulse Power (kHz)
9
1
H Excitation Pulse Width (µs)
4.0
1
H Excitation Pulse Power (kHz)
62.5
1
H Spin-Lock Power (kHz)
36
1
H Decoupling Power (kHz)
15
Spectrum Width (kHz)
200.0
Acquisition Delay (µs)
50.0
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Table A11. Experimental Parameters for 93Nb CPMG Experiments.
CpNbCl4
Larmor Frequency (MHz)
97.831
Number of Transients
2048
Recycle Delay (s)
0.5
Number of Meiboom-Gill Loops
80
Dwell Time (µs)
0.5
Acquisition Points Per Echo
400
Spikelet Separation (kHz)
5.0
0.92
π/2 Excitation Pulse Width (µs)
1.84
π Excitation Pulse Width (µs)
55
π/2 Excitation Pulse Power (kHz)
55
π Excitation Pulse Power (kHz)
1
H Decoupling Power (kHz)
40
99.53
τ1 Delay (µs)
20.0
τ2 Delay (µs)
Spectrum Width (kHz)
2000.0
Table A12. Experimental Parameters for 93Nb WCPMG Experiments.
CpNbCl4
Larmor Frequency (MHz)
97.831
Number of Transients
2048
Recycle Delay (s)
0.5
Number of Meiboom-Gill Loops
80
Dwell Time (µs)
0.5
Acquisition Points Per Echo
400
Spikelet Separation (kHz)
5.0
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1500.0
WURST B&C Sweep Rate (kHz/ms)
30000
WURST B&C Pulse Power (kHz)
10
1
H Decoupling Power (kHz)
40
Spectrum Width (kHz)
2000.0
Acquisition Delay (µs)
40.0
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Table A13. Experimental Parameters for 93Nb CP/CPMG Experiments.
CpNbCl4
Larmor Frequency (MHz)
97.831
Number of Transients
2048
Recycle Delay (s)
10
Number of Meiboom-Gill Loops
80
Dwell Time (µs)
0.5
Acquisition Points Per Echo
400
Contact Time (ms)
7.0
Spikelet Separation (kHz)
5.0
2
π Excitation Pulse Width (µs)
55
π Excitation Pulse Power (kHz)
1
H Decoupling Power (kHz)
40
X Spin-Lock Power (kHz)
9
1
H Spin-Lock Power (kHz)
53
1
H Excitation Pulse Width (µs)
2.6
1
H Excitation Pulse Power (kHz)
100
99.53
τ1 Delay (µs)
20.0
τ2 Delay (µs)
Spectrum Width (kHz)
2000.0
Table A14. Experimental Parameters for 93Nb BRAIN-CP/WCPMG Experiments.
CpNbCl4
Larmor Frequency (MHz)
97.831
Number of Transients
2048
Recycle Delay (s)
10
Number of Meiboom-Gill Loops
80
Dwell Time (µs)
0.5
Acquisition Points Per Echo
400
Spikelet Separation (kHz)
5.0
Contact Time (ms)
25.0
WURST A Sweep Range (kHz)
750.0
WURST A Sweep Rate (kHz/ms)
30.0
WURST A Pulse Power (kHz)
10
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1500.0
WURST B&C Sweep Rate (kHz/ms)
30000
WURST B&C Pulse Power (kHz)
10
1
H Excitation Pulse Width (µs)
2.6
1
H Excitation Pulse Power (kHz)
100
1
H Spin-Lock Power (kHz)
53
1
H Decoupling Power (kHz)
40
Spectrum Width (kHz)
2000.0
Acquisition Delay (µs)
40.0
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Table A15. Definitions of the Pulse Sequence Variables and Parameters.
Pulse
Pulse Width (ms)
RF Field Strength
Sweep Range (kHz)
Sequence
(ν1 = ω1/2π, kHz)
CPMG
N/A
τexc – excitation pulse
ν1(S) – rf field of the
width
excitation and
refocusing pulses
τref – refocusing pulse
width
CP/CPMG
N/A
τ1H – 1H excitation pulse
ν1(1H) – 1H spinwidth
locking rf field
τCT – contact time

ν1(S) – S-channel
spin-locking rf field

τexc – excitation pulse
width

WCPMG

BCP

τref – refocusing pulse
width
τB – WURST-B excitation
pulse width

ν1B(S) – WURST-B
excitation rf field

ΔνB – WURST-B
sweep range

τC – WURST-C refocusing
pulse width
τA – WURST-A pulse width
(i.e., the contact time)

ν1C(S) – WURST-C
refocusing rf field
ν1A(S) – WURST-A
spin-locking rf field

ΔνC – WURST-C
sweep range
ΔνA – WURST-A
sweep range

τB – WURST-B pulse width

ν1B(S) – WURST-B rf
field

ΔνB – WURST-B
sweep range

τC – WURST-C pulse width

ν1C(S) – WURST-C rf ΔνC – WURST-C
field
sweep range
Note: Only the parameters that are frequently used throughout the text are
explicitly defined here. S refers to 93Nb, 59Co, 25Mg, and 39K.
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(a)
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S1A(23Na) = 5 kHz
S1(1+  N+]
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S1A(23Na) = 5 kHz
S1(1H) = 5 kHz

S1(23Na) = 25 kHz
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Figure A1. Numerical simulations showing the performance of conventional CP
(left column) and BCP (right column) for exciting a 23Na CT NMR spectrum (CQ =
9.0 MHz and ηQ = 0). Conventional CP uniformly excites the 23Na CT NMR
spectrum, which matches the ideal pattern (shown in the inset) only when very
high-power rf fields are used i.e., (a) ν1(1H) = 400 kHz and ν1(23Na) = 200 kHz.
As the power of the spin-locking rf fields decreases, the quality of the spectrum
deteriorates. The BCP sequence, by comparison, uniformly excites the entire CT
NMR pattern using very low spin-locking rf fields. A powder pattern with the most
accurate pattern results when (f) ν1(1H) = 20 kHz and ν1(23Na) = 5 kHz. The
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spectral distortion that is common to all BCP spectra, most likely results from the
poor CP efficiency when β = 54.74°. An ABCX (A, B, C = 1H, X = 23Na) spin
system was used, which employed dipolar coupling constants of: ωDI,S/2π = 5.0,
5.0, and 5.0 kHz; ωDI,I/2π = 6.0, 8.0, and 33.0 kHz. The average over the powder
was calculated using 4180 (α,β) pairs sampled according to the ZCW scheme
Ref.1–3

196

1

H:

X:

decoupling

WURST A

WURST B

Y1

Y2

WURST C

Y2

N

Figure A2. The modified WCPMG pulse sequence that used to optimize the
WURST-A sweep rate (RA) and WURST-A rf field (ν1A(S)) for adiabatically
inverting thermal spin-polarization. Provided an optimized WURST-A rf field and
sweep rate are used, the inverted thermal spin polarization is then excited into
the transverse plane by the WURST-B pulse, and then the WURST-C pulse
refocuses the transverse magnetization for T2eff-dependent signal enhancements.
It should be noted that this sequence inverts and excites thermal spin
polarization only; there is no spin-locking pulse on the 1H channel for CP. Once
an optimal RA and ν1A(S) are identified, these two parameters can then be used
in the BCP pulse sequence whereby a Hartmann-Hahn match condition can be
determined by matching the 1H spin-locking rf field to the optimized S-channel
spin-locking rf field (i.e., ν1A(S)). This pulse sequence uses an eight-step phase
cycle to collect both the echo and anti-echo coherence transfer pathways, which
ensures the detection of zero-quantum coherence (i.e., thermal spin
polarization).
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Figure A3. 59Co NMR spectrum showing the CT and the overlapping STs
acquired with the WCPMG pulse sequence and VOCS. A total of 21 sub-spectra
were collected and then co-added to form the total powder pattern. The
transmitter frequency was stepped in 400 kHz increments across the breadth of
the powder pattern.
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Figure A4. 59Co CT NMR spectra of the compound [Co(NH3)5Cl]Cl2 that were
acquired with the (a) WURST-echo and (b) BRAIN-CP/echo pulse sequences. In
both cases, a single 0.5 ms echo was collected and then processed with
Gaussian broadening applied at the center of the echo and then Fourier
transformed and magnitude processed. The STs are excited in the lowfrequency section (right side) of the NMR spectrum in (a).

199

(a)

CP/CPMG
“higher” power

(b)

CP/CPMG
“lower” power
20

0

í20

Frequency
(kHz)
Figure A5. 39K CT NMR spectra ofKthe
compound
CpK that were acquired with
conventional CP/CPMG employing (a) higher-power spin-locking rf fields (ν1(39K)
= 15 kHz and ν1(1H) = 35 kHz) and (b) lower-power spin-locking rf fields (ν1(39K)
= 4 kHz and ν1(1H) = 10 kHz) with contact times of 35.0 ms and 50.0 ms,
respectively. Even with the higher-power Hartmann-Hahn match condition,
achieving uniform polarization transfer over the breadth of the ca. 60 kHz pattern
is challenging, as the spectral intensity at the low-frequency end of the spectrum
does not match that of the analytical simulation (Figure 3.8a). The lower-power
match condition, which employs a 50.0 ms contact time, excites only ca. onethird of the total powder pattern. These spectra are very different than the
spectra collected with BCP (Figures 3.8d and 3.8e), in which uniform excitation
of the CT pattern is achieved for both the higher-power and lower-power match
conditions, with both BCP spectra having comparable S/N.
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Figure A6. High-resolution 39K CT NMR spectrum of the compound CpK, which
was acquired with the BCP pulse sequence in ca. 1.5 hours of acquisition time.
20 spin echoes were collected with each having a duration of 1.0 ms, which gives
a 1.0 kHz spikelet spacing in the frequency domain. The asterisk denotes what
may be a small decomposition impurity.
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Figure A7. 25Mg CT NMR spectra of the compound Cp2Mg that were acquired
with the (a) CPMG pulse sequence (adapted from ref. 45) and the (b) BCP pulse
sequence in 39584 scans and 2048 scans, respectively.
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Figure A8. 93Nb CT NMR spectrum of CpNbCl4 acquired with the BCP pulse
sequence at three different transmitter frequencies, which result in three very
different NMR spectra. All WURST pulses were swept from low- to highfrequency.

203

1



í

Ŝ z (t)

1




1

í

2

í



í

1
 1 2 3 4  6 7 8 9 

Contact Time (ms)

(h)


2



2

í

Contact Time (ms)

í

2

1
 1 2 3 4  6 7 8 9 

Contact Time (ms)

1



1
 1 2 3 4  6 7 8 9 

Contact Time (ms)
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Î x (t)


 1 2 3 4  6 7 8 9 
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Figure A9. Numerical simulations of the polarization transfers that result over
the course of the spin-locking period in the BCP pulse sequence for an I-S spin
pair with S = 23Na. The effects of different resonant offsets were tested for
different spin-locking rf fields (indicated in the figure), in order to determine if the
resulting CP matching times are accurately predicted with Eq. (3.1.1) or Eq.
(3.3.1). In this case, the single crystallite that was simulated has Euler angles
(α,β) = (0°,0°), which gives an NMR signal always at 0 kHz. In order to give
positive S-spin resonance offsets, the transmitter frequency was shifted to lower
frequencies at the indicated ΩS/2π values. Otherwise, all simulation parameters
are identical to the ones employed in Figure 3.2. Eq. (3.3.1) accurately predicts
the CP matching times.
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Details of Powder X-ray Diffraction Experiments for [Co(NH3)5Cl]Cl2:

[Co(NH3)5Cl]Cl2
Two 4 slices - 18 and 48
18000 seconds each (5 hours)
pXRD - CuKD : O = 1.54181 Å

EXPERIMENTAL

SIMULATED
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40
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60

T
Figure A10. Experimental (top) and simulated (bottom) powder X-ray diffraction
patterns of [Co(NH3)5Cl]Cl2.
Diffraction patterns were collected using a D8 DISCOVER X-ray
diffractometer equipped with an Oxford Cryosystems 700 Cryostream Plus
Cooler. A Cu-Kα (λ = 1.54184 Å) radiation source with a Bruker AXS HISTAR area detector running under the General Area Detector Diffraction
Systems (GADDS) were used.
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Collecting High-Quality NMR Spectra using BCP
The publications of Hung4 and O’Dell5 provide excellent strategies and
optimization procedures for collecting high-quality NMR spectra for both spin-1/2
and quadrupolar nuclides using the CPMG and WCPMG pulse sequences.
Therefore, the discussion below summarizes the optimization strategies that
pertain only to the BCP pulse sequence applied under static conditions. We
recommend that the order in which the parameters are discussed below should
be the order in which they are optimized.
1. NMR probe and sample size. We recommend using NMR probes
designed for static NMR experiments equipped with coils having the largest
possible diameter (allowing for large sample sizes, which leads to sensitivity
increases) and oriented 90° with respect to the external magnetic field. A
maximum rf field of 30-40 kHz on both channels should be achievable, since
WURST pulses function optimally at these lower rf fields.
2. Proton recycle delay. Perform a simple pulse-acquire or Bloch decay
experiment on the 1H-channel and compare the S/N for different recycle delays.
For the optimization of BCP pulse parameters, we recommend using a recycle
delay that results in the recovery of 60-80% of the thermal 1H spin polarization.
Then, when the important BCP pulse parameters (vide infra) have been
optimized, a longer recycle delay can be used to collect high-quality NMR
spectra.8

8

When performing quantitative S/N measurements between DE and BCP
experiments, it is important to use recycle delays that result in complete (i.e.,
100%) relaxation of thermal spin polarization.
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3. WCPMG Protocol. The procedure for optimizing the WURST-B and -C
pulses is identical to the procedure used in WCPMG. If optimized pulse
parameters are available for WCPMG, they should be used in the BCP
sequence; otherwise, use low-power rf fields initially for both pulses (ν1B,C = 1030 kHz), which sweep over a frequency range that is slightly larger than the total
breadth of the pattern to be collected. If the pattern breadth is unknown, than
use a moderate sweep range (e.g., ΔωB,C = 500 kHz). Using proper delay times
(or appropriate phase cycling) in the WCPMG protocol is crucial for ensuring the
coherent formation of spin echoes down the echo train.4 For initial optimization, it
is useful to collect spin echoes that are closely spaced together in the time
domain, in order to maximize S/N in the frequency domain (see ref # for further
information regarding these two points). Using heteronuclear decoupling during
acquisition is also recommended, since substantial gains in S/N often result.6
4. The WURST-A Pulse: 4.a. Phase Cycling. Be sure to use appropriate
phase cycling or a train of pre-saturation WURST pulses to remove thermal Sspin polarization (i.e., the sequence employed herein uses a 16-step phase cycle
to filter out zero-quantum coherence). This ensures that the signal detected with
the BCP sequence originates solely from the CP process.
4.b. Waveform Resolution. Ensure a sufficient number of points are used
to adequately digitize both the phase and amplitude profiles of the WURST-A
pulse. It is noted that the waveform resolution of the WURST pulse dictates the
maximum available sweep range (e.g., exciting a 500 kHz spectral range using a
10 ms contact time requires the use of at least 5000 points to define both the
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phase and amplitude profiles).5 This requirement is often satisfied for the
WURST-B and -C pulses, given that they typically have much shorter
pulse widths (µs vs. ms).
4.c. Contact Time and Sweep Range. If an optimized contact time is
available from conventional CP experiments, use a slightly longer time in the
BCP experiment (i.e., 5-10 ms longer), since optimal contact times tend to be
longer in swept-CP experiments for reasons mentioned above (Section 3.3).
Also, using an initial narrow WURST-A sweep range ensures that the spins in
different crystallite orientations are sufficiently polarized during the spin-locking
period. It is also possible to use a larger sweep range in combination with
a longer contact time, however the effects of spin relaxation and the overall duty
cycle must be considered. A Hartmann-Hahn match condition can then be
calibrated using these initial and un-optimized τA and ΔωA values.
4.d. The Hartmann-Hahn Match Condition. If spin-locking rf fields
satisfying the Hartmann-Hahn match condition are known, then they should be
used as an initial starting point; otherwise use the theoretical matching condition
(i.e., ν1(1H)/(S + 1/2) = ν1A(S), in the case of CP to half-integer quadrupolar
nuclides) as an initial starting point. In either case, the 1H spin-locking rf field
should be varied in order to match the S-channel spin-locking rf field. Be sure
use at least ν1A = ca. 10 kHz on the S-channel during spin locking, in order to
ensure adiabatic inversion of the generated S-spin polarization. Choose spinlocking rf fields that give uniform and broad excitation of the NMR powder
pattern. In general, lower power spin-locking rf fields result in the best excitation
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of the powder pattern, albeit resulting in lower S/N, and higher power spin-locking
rf fields usually result in powder patterns having higher S/N and often distorted
spectral lineshapes. After calibrating the spin-locking rf fields, experimentally
optimize the contact time and if needed, the WURST-A sweep range by choosing
values that give high-quality NMR spectra. The WURST-B and -C pulse
parameters should also be optimized at this point.
5. Further Optimizations. If the aforementioned optimizations do not yield
high-quality NMR spectra having both high S/N and an accurate lineshape,
further optimizations of the WURST-A pulse may be required. In this case, we
recommend (i) collecting two spectra using the same experimental
conditions, but with opposite WURST-A sweep directions, and then co-adding
the resulting spectra to see if any improvement in the spectral quality is obtained.
(ii) Collect several spectra using different transmitter frequencies and evaluate
the performance of the BCP sequence at each of these frequencies (e.g., use
transmitter frequencies placed on either side of the pattern and in the center).
(iii) Optimize the WURST-A sweep rate according to the strategy discussed in
Section 3.2, using the modified WCPMG pulse sequence. Since thermal S-spin
polarization is inverted in this experiment, a substantial amount of experimental
time may be required, which becomes problematic when studying unreceptive
nuclei (i.e., nuclides having low values of γ, low natural abundances, and/or
unfavorable relaxation characteristics). For this reason, this optimization step
should be performed last when dealing with unreceptive nuclides.
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Figure A11. Numerical simulation showing the overlapping 93Nb centraltransition and satellite-transition NMR powder patterns. The inset shows the CT
NMR powder pattern.
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Table B1. Measured T2eff Relaxation Times Determined from Fitting CPMG echo
trains
Compound Nuclide T2eff Value (ms) 95% Confidence Bounds Adjusted R2
87
RbClO4
Rb
14.28b
(13.07, 15.49)
0.9981
87
a
RbCH3CO2
Rb
1.157
(1.081, 1.234)
0.9903
71
GaPcCl
Ga
1.403b
(1.063, 1.744)
0.9802
71
b
Ga(acac)3
Ga
10.19
(8.217, 12.16)
0.9896
119
(n-Bu)2SnO
Sn
0.3517a
(0.3218, 0.3816)
0.9808
119
a
SnPc
Sn
2.869
(2.467, 3.27)
0.9756
87
Rb2CO3 (1)
Rb
16.68a
(15.88, 17.49)
0.9279
87
a
Rb2CO3 (2)
Rb
14.749
(13.76, 15.71)
0.9810
a
– CPMG datasets were fitted with a mono-exponential decay function
b
– CPMG datasets were fitted with a bi-exponential decay function
Table B2. R2eff and R1 Relaxation Rates Determined from T2eff and T1 RAS
Spectra
Compound
Nuclide R2eff Value (ms−1)
R1 Value (s−1)
87
RbClO4
Rb
0.0408
6.136
87
RbCH3CO2
Rb
0.5513
17.845
71
GaPcCl
Ga
0.9463
4.230
71
Ga(acac)3
Ga
0.0388
2.899
119
(n-Bu)2SnO
Sn
1.1003
N/A
119
SnPc
Sn
0.1721
N/A
87
Rb2CO3(1)
Rb
N/A
5.417
87
Rb2CO3(2)
Rb
N/A
14.130
Table B3. Measured T1 Relaxation Times for 87Rb in RbCH3CO2 Using WCPMG
Inversion Recovery
T1 Values (s)
95% Confidence Bounds
Adjusted R 2
0.1113
(0.1063, 0.1163)
0.9982
0.1133
(0.1117, 0.1149)
0.9998
0.1095
(0.1085, 0.1104)
0.9999
0.1106
(0.109, 0.1123)
0.9998
0.1058
(0.1016, 0.1101)
0.9986
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Table B4. Measured T1 Relaxation Times for 87Rb in RbClO4 Using WCPMG
Inversion Recovery
T1 Values (s)
95% Confidence Bounds
Adjusted R 2
0.2197
(0.219, 0.2204)
0.9999
0.2134
(0.2118, 0.215)
0.9999
0.2286
(0.2273, 0.2298)
0.9999
0.2273
(0.2259, 0.2287)
0.9999
0.2315
(0.2291, 0.2338)
0.9999
Table B5. Measured T1 Relaxation Times for 71Ga in GaPcCl Using WCPMG
Inversion Recovery
T1 Values (s)
95% Confidence Bounds
Adjusted R 2
0.1844
(0.1736, 0.1953)
0.9974
0.1722
(0.1575, 0.1869)
0.9945
0.1751
(0.1646, 0.1855)
0.9973
0.1795
(0.165, 0.194)
0.9951
0.2062
(0.1952, 0.2171)
0.9980
Table B6. Measured T1 Relaxation Times for 71Ga in Ga(acac)3 Using WCPMG
Inversion Recovery
T1 Values (s)
95% Confidence Bounds
Adjusted R 2
0.2141
(0.2003, 0.228)
0.9972
0.2215
(0.2088, 0.2341)
0.9978
0.23
(0.2166, 0.2435)
0.9978
0.2369
(0.2243, 0.2494)
0.9982
0.2085
(0.1928, 0.2242)
0.9961
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Table B7. Experimental Parameters for 87Rb WCPMG Experiments.
40:1 RbC2H3O2:RbClO4 Mixture
Larmor Frequency (MHz)
130.794
Number of Transients
2336
Recycle Delay (s)
1.0
Number of Meiboom-Gill Loops
50
Dwell Time (µs)
5.0
Acquisition Points Per Echo
100
Spikelet Separation (kHz)
2.0
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
200.0
WURST B&C Sweep Rate (kHz/ms)
4000.0
WURST B&C Pulse Power (kHz)
10
1
H Decoupling Power (kHz)
35
Spectrum Width (kHz)
200.0
Acquisition Delay (µs)
15.0
Receiver Delay (µs)
15.0
* Similar acquisition parameters to the values listed for each mixture were used
to collect the spectra of the corresponding individual compounds in that mixture.
Table B8. Experimental Parameters for 87Rb WCPMG Inversion Recovery
Experiments.
40:1 RbC2H3O2:RbClO4 Mixture
Larmor Frequency (MHz)
130.794
Number of Transients
128
Recycle Delay (s)
1.0
Number of Meiboom-Gill Loops
50
Dwell Time (µs)
5.0
Acquisition Points Per Echo
100
Spikelet Separation (kHz)
2.0
WURST A Pulse Width (ms)
2.0
WURST A Sweep Range (kHz)
400.0
WURST A Sweep Rate (kHz/ms)
200.0
WURST A Pulse Power (kHz)
10
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
200.0
WURST B&C Sweep Rate (kHz/ms)
13333.3
WURST B&C Pulse Power (kHz)
10
30
Number of τ Relaxation Delay Periods
1
H Decoupling Power (kHz)
35
Spectrum Width (kHz)
200.0
Acquisition Delay (µs)
15.0
Receiver Delay (µs)
15.0
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Table B9. Experimental τ Relaxation Delay Values for 87Rb WCPMG Inversion
Recovery for the 40:1 RbC2H3O2:RbClO4 Mixture.
Time (s)
τ Relaxation Delay
1
0.65
2
0.593
3
0.541
4
0.494
5
0.451
6
0.411
7
0.375
8
0.343
9
0.313
10
0.285
11
0.26
12
0.238
13
0.217
14
0.198
15
0.181
16
0.165
17
0.15
18
0.137
19
0.125
20
0.114
21
0.104
22
0.0955
23
0.0872
24
0.0796
25
0.0726
26
0.0663
27
0.0605
28
0.0552
29
0.0504
30
0.046
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Table B10. Experimental Parameters for 71Ga WCPMG Experiments.
10:1 GaPCCl:Ga(acac)3 Mixture
Larmor Frequency (MHz)
121.794
Number of Transients
5600
Recycle Delay (s)
0.5
Number of Meiboom-Gill Loops
100
Dwell Time (µs)
1.0
Acquisition Points Per Echo
100
Spikelet Separation (kHz)
10.0
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1200.0
WURST B&C Sweep Rate (kHz/ms)
24000.0
WURST B&C Pulse Power (kHz)
32
1
H Decoupling Power (kHz)
40
Spectrum Width (kHz)
1000.0
Acquisition Delay (µs)
5.0
Receiver Delay (µs)
5.0
Table B11. Experimental Parameters for 71Ga WCPMG Inversion Recovery
Experiments.
10:1 GaPCCl:Ga(acac)3 Mixture
Larmor Frequency (MHz)
121.794
Number of Transients
2048
Recycle Delay (s)
0.5
Number of Meiboom-Gill Loops
50
Dwell Time (µs)
1.0
Acquisition Points Per Echo
100
Spikelet Separation (kHz)
10
WURST A Pulse Width (ms)
2.0
WURST A Sweep Range (kHz)
2000.0
WURST A Sweep Rate (kHz/ms)
1000.0
WURST A Pulse Power (kHz)
32
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1200.0
WURST B&C Sweep Rate (kHz/ms)
24000.0
WURST B&C Pulse Power (kHz)
32
30
Number of τ Relaxation Delay Periods
1
H Decoupling Power (kHz)
50
Spectrum Width (kHz)
1000.0
Acquisition Delay (µs)
5.0
Receiver Delay (µs)
5.0
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Table B12. Experimental τ Relaxation Delay Values for 71Ga WCPMG Inversion
Recovery for the 10:1 GaPcCl:Ga(acac)3 Mixture.
Time (s)
τ Relaxation Delay
1
0.97
2
0.841
3
0.728
4
0.631
5
0.546
6
0.473
7
0.410
8
0.355
9
0.307
10
0.266
11
0.231
12
0.20
13
0.173
14
0.15
15
0.13
16
0.112
17
0.097
18
0.084
19
0.073
20
0.063
21
0.054
22
0.047
23
0.041
24
0.035
25
0.030
26
0.026
27
0.023
28
0.020
29
0.017
30
0.015
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Table B13. Experimental Parameters for 119Sn BRAIN-CP/WCPMG
Experiments.
1:1 dibutyltin(IV) oxide:SnPc Mixture
Larmor Frequency (MHz)
149.036
Number of Transients
4096
Recycle Delay (s)
10.0
Number of Meiboom-Gill Loops
100
Dwell Time (µs)
2.0
Acquisition Points Per Echo
50
Spikelet Separation (kHz)
10.0
Contact Time (ms)
30.0
WURST A Sweep Range (kHz)
500.0
WURST A Sweep Rate (kHz/ms)
16.6
WURST A Pulse Power (kHz)
18
WURST B&C Pulse Width (µs)
50.0
WURST B&C Sweep Range (kHz)
1000.0
WURST B&C Sweep Rate (kHz/ms)
20000.0
WURST B&C Pulse Power (kHz)
35
1
H Excitation Pulse Width (µs)
4.5
1
H Excitation Pulse Power (kHz)
55
1
H Spin-Lock Power (kHz)
42
1
H Decoupling Power (kHz)
35
Spectrum Width (kHz)
500.0
Acquisition Delay (µs)
8.0
Receiver Delay (µs)
8.0
Choosing the Optimal Regularization Parameter:
The L-curve routine is a commonly employed numerical tool for
determining the optimal degree of regularization, which involves plotting the
logarithm of the solution semi-norm against the logarithm of the corresponding
residual norm for different values of λ . The resulting plot exhibits a
characteristic L shape (Figure B11), with the corner representing the optimal
values of λ . An in-depth analysis of the appearance and the properties of the Lcurve is beyond the scope of this current work, but it should be noted that the
corner λ values give the best balance between the minimization of the residual
norm with respect to the minimization of the semi-norm.37
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Processing of 1D NMR Data:
All 1D WCPMG and BCP spectra were processed by co-adding each of
the CPMG echoes together in the time domain to form a single echo that was
then apodized (using between 1 and 5 kHz of Gaussian broadening applied at
the center of the FID), zero-filled once or twice, Fourier transformed and then
magnitude processed.
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Figure B1. Schematic representations of the (a) WCPMG, (b) BRAINCP/WCPMG, and (c) WCPMG inversion recovery (WCPMG IR) pulse
sequences.
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Figure B2. The post-NNTF processing routine was applied to the R2 RAS
spectrum presented in Figure 4.2d giving the (a) post-NNTF processed R2 RAS
spectrum and the corresponding skyline projections for (b) site A and (c) site B.
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Figure B3. Post-NNTF processed R2 RAS spectra for (a) Figure 4.2c (T2,A = 1.0
ms, T2,B = 10.0 ms, S/N = 1000) and (b) Figure 4.2g (T2,A = 5.0 ms, T2,B = 10.0
ms, S/N = 100) showing the clear separations of both 35Cl CT powder patterns.
Knowledge of the quadrupolar NMR parameters helps in applying the post-NNTF
processing routine and in separating the overlapping patterns.

222

(a)

(b)

    ï ï ï ï
87
Rb Frequency (kHz)

(d)

87

(c)

  ï
Rb Frequency (kHz)

(e)

71

  ï
Ga Frequency (kHz)

(g)



ï ï
71
Ga Frequency (kHz)

(f)



ï
119
Sn Frequency (kHz)

119

 ï ï
Sn Frequency (kHz)

(h)

35

  ïï
Cl Frequency (kHz)

35

  ïï
Cl Frequency (kHz)

Figure B4. Analytical simulations of (a) RbCH3CO2 (CQ = 6.9 MHz, ηQ = 0.47,
and δiso = 7.6 ppm), (b) RbClO4 (CQ = 3.2 MHz, ηQ = 0.1, and δiso = −16.2 ppm),
(c) GaPcCl (CQ = 21.2 MHz, ηQ = 0.05, δiso = 130 ppm), (d) Ga(acac)3 (CQ = 5.9
MHz, ηQ = 0.12, and δiso = −10.5 ppm), (e) (n-Bu)2SnO (Ω = 737 ppm, κ = 0.12,
and δiso = −173 ppm), (f) SnPc (Ω = 1300(50) ppm, κ = 0.85(5), and δiso =
−475(20) ppm), (g) site A (CQ = 4.8 MHz and ηQ = 0.45), and (h) site B (CQ = 5.0
MHz and ηQ = 0.3).
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Figure B5. Experimental T2eff datasets (i.e., CPMG echo trains) of (a) GaPcCl,
(b) Ga(acac)3, and (c) a 10:1 GaPcCl:Ga(acac)3 w/w mixture acquired with the
WCPMG pulse sequence. Experimental CPMG echo trains of (d) (n-Bu)2SnO,
(e) SnPc, and (f) a 1:1 (n-Bu)2SnO:SnPc w/w mixture acquired with the BCP
pulse sequence.
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Figure B6. 71Ga T1 dataset of the 10:1 GaPcCl:Ga(acac)3 w/w mixture that was
collected with WCPMG IR using 30 τ values logarithmically spaced between 15.0
ms and 970.0 ms, with 2048 scans collected for each τ value. Values of RA =
1000 kHz/ms and ν1A(71Ga) = ca. 30 kHz were used in the WCPMG IR
experiment.
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Figure B7. Noiseless simulated R2 RAS spectra for two equally populated
chlorine sites having T2 constants of T2,A = 1.0 ms and T2,B = 10.0 ms for site A
(CQ = 4.8 MHz and ηQ = 0.45) and site B (CQ = 5.0 MHz and ηQ = 0.3),
respectively showing the broadening effects of λ for (a) λ = 0, (b) λ = 0.1, (c) λ =
1, and (d) λ = 10. The post-NNTF processing procedure was not used to
process these spectra. With λ = 0, the NNTF algorithm is identical to an NNLS
algorithm and as the value of λ increases, the powder patterns broaden in F1.
The powder pattern corresponding to site B remains relatively unaffected
because the R2 constants used in the NNTF routine are logarithmically sampled,
so the effects of increasing λ are more prominent for powder patterns originating
from sites with smaller T2 constants (or larger R2 constants) when the F1 axis
(i.e., the relaxation rate axis) is plotted linearly.
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Figure B8. R1 RAS spectra of the 40:1 RbCH3CO2:RbClO4 w/w mixture (a)
before and (b) after post-processing, which were produced by using the NNLS
algorithm (i.e., λ = 0).
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Figure B9. 1D skyline projections of (a) GaPcCl and (b) Ga(acac)3 extracted
from the post-processed R2eff RAS spectrum (Figure 4.7d) and (c) GaPcCl and
(d) Ga(acac)3 extracted from the T1 RAS spectrum (Figure 4.7g). The red traces
are analytical simulations that were generated using the following NMR
parameters: (a) CQ = 21.1(1) MHz, ηQ = 0.02(1), δiso = 110(20) ppm, Ω = 70(10)
ppm, and κ = 1.0(9), (b) CQ = 5.9(1) MHz, ηQ = 0.25(2), δiso = −5.5(2) ppm, Ω =
60(5) ppm, and κ = 1.0(2), (c) CQ = 21.2(1) MHz, ηQ = 0.06(3), δiso = 130(20)
ppm, Ω = 150(20) ppm, and κ = 0.14(1), (d) CQ = 5.9(1) MHz, ηQ = 0.02(2), δiso =
−5.5(2) ppm, Ω = 60(5) ppm, and κ = 1.0(2).
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Figure B10. Noiseless simulated R2 RAS spectrum that
was produced by applying the NNTF routine to CPMG
dataset that was simulated with a bi-exponential T2
relaxation time (T2 = 10.0 ms and 20.0 ms) for a single
chemical site (CQ = 5.0 MHz and ηQ = 0.3). 120 echoes
were used to simulate the CPMG dataset. The R2 (T2)
values are 0.102 ms−1 (9.77 ms) and 0.048 ms−1 (20.56
ms). The post-NNTF processing routine was not used.
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Figure B11. Schematic representation of the L-curve plot.
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