Abstract. Let ǫ > 0. A continuous linear operator T :
Introduction
Suppose that a mathematical object satisfies a certain property approximately. Is it then possible to approximate this object by objects that satisfy the property exactly? This stability problem appears in almost all branches of mathematical analysis and is of particular interest in probability theory and in the realm of functional equations. Within this context, considerable attention has been mainly given to approximately multiplicative maps (see [11] , [12] , [8] , and [15] ) and to approximate isometries (see [5] , [6] , [2] , and [7] ).
We need some notation. Let K denote the field of real or complex numbers. Topological spaces X and Y are assumed to be compact and Hausdorff. Also C(X) stands for the Banach space of all K-valued continuous functions defined on X, equipped with its usual supremum norm. Definition 1.1. An operator S : C(X) −→ C(Y ) is said to be a weighted composition map if there exist a ∈ C(Y ) and a map h : Y −→ X, continuous on c(a) := {y ∈ Y : a(y) = 0}, such that (Sf )(y) = a(y)f (h(y)) for every f ∈ C(X) and y ∈ Y .
Obviously every weighted composition map is linear and continuous. We also include the case that S ≡ 0 as a weighted composition map (being c(a) = ∅).
Recall that a linear operator T : C(X) −→ C(Y ) is said to be disjointness preserving (or separating) if, given f, g ∈ C(X), f g ≡ 0 yields (T f )(T g) ≡ 0. Clearly every weighted composition map is disjointness preserving. Reciprocally, it is well known that if a disjointness preserving operator is continuous, then it is a weighted composition. On the other hand, automatic continuity of disjointness preserving operators can be obtained sometimes (see for instance [9] , [1] , [4] , [10] )). Definition 1.2. Let ǫ > 0. A continuous linear operator T : C(X) −→ C(Y ) is said to be ǫ-disjointness preserving if (T f )(T g) ∞ ≤ ǫ, whenever f, g ∈ C(X) satisfy f ∞ = g ∞ = 1 and f g ≡ 0 (or, equivalently, if (T f )(T g) ∞ ≤ ǫ f ∞ g ∞ whenever f g ≡ 0).
Obviously the study of ǫ-disjointness preserving operators can be restricted to those of norm 1, because if T = 0 is ǫ-disjointness preserving, then T / T is ǫ/ T 2 -disjointness preserving. On the other hand, every such T has the trivial weighted composition map S ≡ 0 at distance 1. That is, giving any bound equal to or bigger than 1 does not provide any information on the problem. Apart from this, it can be easily checked that every continuous linear functional on C(X) of norm 1 is 1/4-disjointness preserving and, consequently, every continuous linear map T : C(X) −→ C(Y ) with T = 1 is 1/4-disjointness preserving. Thus, if we consider again the trivial weighted composition map S ≡ 0, then T − S = 1. We conclude that our study can be restricted to ǫ belonging to the interval (0, 1/4).
In [3] the author, following the above stability questions, studies when an ǫ-disjointness preserving operator is close to a weighted composition map. The main result in [3] reads as follows: Let ǫ > 0 and let T : C(X) −→ C(Y ) be an ǫ-disjointness preserving operator with T = 1. Then there exists a weighted composition map S : C(X) −→ C(Y ) such that
In view of the above comments we conclude that Dolinar's result is meaningful only for ǫ ∈ (0, 1/400).
Apart from the general case, Dolinar also concentrates on the study of linear and continuous functionals, where the bound given is 3 √ ǫ (see [3, Theorem 1] ).
On the other hand, notice that when X has just one point, we are in a situation of "extreme stability", because every continuous linear operator is a weighted composition map. But in general, given an ǫ-disjointness preserving operator, we do not necessarily have a weighted composition map arbitrarily close. Instability questions deal with bounds of how far apart an ǫ-disjointness preserving operator can be from all weighted composition maps.
In the present paper we improve Dolinar's result by showing, under necessary restrictions on ǫ, that a weighted composition map is indeed much closer. If fact we address the following two questions. Given any ǫ-disjointness preserving operator, (1) Stability. How close there must be a weighted composition map? That is, find the shortest distance at which we can be certain that there exists a weighted composition map. (2) Instability. How far the set of all weighted composition maps can be? That is, find the longest distance at which we cannot be certain that there exists a weighted composition map.
How close. We prove that, for every ǫ < 2/17, the number 17ǫ/2 is a bound valid for every X and Y (Theorem 2.1). It is indeed the smallest in every case, as we give an example such that, for every ǫ < 2/17, no number strictly less than 17ǫ/2 satisfies it (Example 9.6).
The question appears to be very related to the following: Find the biggest set I ⊂ (0, 1/4) such that every ǫ ∈ I has the following property: Given an ǫ-disjointness preserving operator T : C(X) −→ C(Y ) with T = 1, there exists a weighted composition map S : C(X) −→ C(Y ) such that T − S < 1. We prove that I = (0, 2/17) (Theorem 2.1 and Example 9.3).
We will also study the particular case when X is finite. Here the bound, which can be given for every ǫ < 1/4 and every Y , is the number 2 √ ǫ, and is sharp (Theorem 4.3 and Example 12.1).
How far. Of course, an answer valid for every case would be trivial, because if we take X with just one point, then every continuous linear operator is a weighted composition map, so the best bound is just 0. If we avoid this trivial case and require X to have at least two points, then we can see that again the problem turns out to be trivial since the best bound is now attained for sets with two points. The same happens if we require the set X to have at least k points.
In general, it can be seen that the answer does not depend on the topological features of the spaces but on their cardinalities. If we assume that Y has at least two points, then the number 2 √ ǫ is a valid bound if X is infinite (Theorem 3.1), and a different value plays the same rôle for each finite set X (Theorem 4.1).
We also prove that these estimates are sharp in every case (Theorems 3.2 and 4.2). But here, instead of providing a concrete counterexample, we can show that the bounds are best for a general family of spaces Y , namely, whenever Y consists of the Stone-Čech compactification of any discrete space.
On the other hand, unlike the previous question, the answer can be given for every ǫ < 1/4.
The case of continuous linear functionals. The context when Y has just one point, that is, the case of continuous linear functionals, deserves to be studied separately. We do this in Sections 6 and 7. In fact some results given in this case will be tools for a more general study. Various situations appear in this context, depending on ǫ. Namely, if ǫ < 1/4, then the results depend on an suitable splitting of the interval (0, 1/4) (based on the sequence (ω n ) defined below), as well as on the cardinality of X (Theorem 5.1).
Also, as we mentioned above, when X has just one point, every element of C(X) ′ is a weighted composition map, that is, a scalar multiple of the evaluation functional δ x . We will see that a related phenomenon sometimes arises when X is finite (see Remark 5.1).
In every case our results are sharp.
Notation. Throughout K = R or C. X and Y will be (nonempty) compact Hausdorff spaces. To avoid the trivial case, we will always assume that X has at least two points. In a Banach space E, for e ∈ E and r > 0, B(e, r) and B(e, r) denote the open and the closed balls of center e and radius r, respectively.
Spaces and functions.
Given any compact Hausdorff space Z, we denote by card Z its cardinal. C(Z) will be the Banach space of all Kvalued continuous functions on Z, endowed with the sup norm · ∞ .
C(Z)
′ will denote the space of linear and continuous functionals defined on C(Z). If a ∈ K, we denote by a the constant function equal to a on Z. In the special case of the constant function equal to 1, we denote it by
Given f ∈ C(Z), we will consider that c(f ) = {x ∈ Z : f (x) = 0} is its cozero set, and supp(f ) its support. Finally, if A ⊂ Z, we denote by cl A the closure of A in Z, and by ξ A the characteristic function of A.
Continuous linear functionals and measures:
′ , we will write λ ϕ to denote the measure which represents it. For a regular measure λ, we will denote by |λ| its total variation. Finally, for x ∈ X, δ x will be the evaluation functional at x, that is,
The linear functionals T y and the sets Y r . Suppose that T : C(X) −→ C(Y ) is linear and continuous. Then, for each y ∈ Y , we define a continuous linear functional T y as T y (f ) := (T f )(y) for every f ∈ C(X). Also, for each r ∈ R we define Y r := {y ∈ Y : T y > r}, which is an open set. It is clear that, if T = 1, then Y r is nonempty for each r < 1.
The sets of operators. We denote by ǫ − DP (X, Y ) the set of all ǫ-disjointness preserving operators from C(X) to C(Y ), and by WCM (X, Y ) the set of all weighted composition maps from C(X) to C(Y ). When Y has just one point, then ǫ−DP (X, Y ) and WCM (X, Y ) may be viewed as subspaces of C(X) ′ . In this case, we will use the notation ǫ − DP (X, K) and WCM (X, K) instead of ǫ − DP (X, Y ) and WCM (X, Y ), respectively. That is, ǫ − DP (X, K) is the space of all ϕ ∈ C(X) ′ which satisfy |ϕ(f )| |ϕ(g)| ≤ ǫ whenever f, g ∈ C(X) satisfy f ∞ = 1 = g ∞ and f g ≡ 0, and WCM (X, K) is the subset of C(X) ′ of elements of the form αδ x , where α ∈ K and x ∈ X.
The sequences (ω n ) and (A n ). We define, for each n ∈ N,
It is clear that (A n ) forms a partition of the interval [0, 1/4). The sequences (ω n ) and (A n ) will determine bounds in Sections 4 and 5.
Main results I: How close. The general case
In this section we give the best stability bound in the general case. This result is valid for every X in general, assuming no restrictions on cardinality (see Section 8 for the proof).
Theorem 2.1. Let 0 < ǫ < 2/17, and let T ∈ ǫ − DP (X, Y ) with
Remark 2.1. Theorem 2.1 is accurate in two ways. On the one hand, for every ǫ ∈ (0, 2/17), the above bound is sharp, as it can be seen in Example 9.6. On the other hand, we have that (0, 2/17) is the maximal interval we can get a meaningful answer in. Namely, if ǫ ≥ 2/17, then it may be the case that T − S ≥ 1 for every weighted composition map S (Example 9.3). But, as it is explained in the comments after Definition 1.2, this is not a proper answer for the stability question.
Main results II: How far. The case when X is infinite
We study instability first when X is infinite. Our results depend on whether or not the space X admits an appropriate measure.
Theorem 3.1. Let 0 < ǫ < 1/4. Suppose that Y has at least two points, and that X is infinite. Then for each t < 1, there exists T ∈ ǫ − DP (X, Y ) with T = 1 such that
Furthermore, if X admits an atomless regular Borel probability measure, then T can be taken such that
We also see that the above bounds are sharp when considering some families of spaces Y . 
Furthermore, if X does not admit an atomless regular Borel probability measure and Y is finite (with card Y ≥ 2), then
The proofs of both results are given in Section 10. Next we study the case when X is finite. Here, the best instability bounds depend on the sequence (ω n ), and the cardinality of Y does not play any rôle as long as it is at least 2. We define o ′ X : (0, 1/4) −→ R, for every finite set X (recall that we are assuming card X ≥ 2). We put
if n := card X is odd and ǫ ≤ ω n n−1 n if n := card X is odd and ǫ > ω n
Assume that Y has at least two points, and that X is finite. Then there exists T ∈ ǫ − DP (X, Y ) with T = 1 such that
The next result says that Theorem 4.1 provides a sharp bound, and gives a whole family of spaces Y for which the same one is a bound for stability as well. As we can see in Example 12.1, our requirement on these Y is not superfluous. 
The instability bounds are special when the space X is finite. In the following theorem we study the stability bounds in this particular case. Example 12.1 shows that the result is sharp. Theorem 4.3. Let 0 < ǫ < 1/4. Suppose that that X is finite, and let
Theorems 4.1 and 4.2 are proved in Section 11, and Theorem 4.3 in Section 12.
Main results IV: The case of continuous linear functionals
In some of the previous results, we assume that the space Y has at least two points. Of course the case when Y has just one point can be viewed as the study of continuous linear functionals. In this section we give the best stability and instability bounds in this case, and see that both bounds coincide. Here we do not require X to be finite, and Theorem 5.1 is valid both for X finite and infinite. Anyway, the result depends on the sequence (ω n ) and its relation to the cardinal of X.
We first introduce the map o X : (0, 1/4) −→ R as follows: For n ∈ N and ǫ ∈ A n ,
We use this map to give a bound both for stability and instability (see Section 7 for the proof).
On the other hand, there exists ϕ ∈ ǫ − DP (X, K) with ϕ = 1 such that
Remark 5.1. Sometimes the information given by the number ǫ is redundant, in that ǫ is too "big" with respect to the cardinal of X. This happens for instance when X is a set of k points, where k ∈ N is odd. This is the reason why the definition of o X (and that of o ′ X ) does not necessarily depend on ǫ.
The bounds 1/4 and 2/9 for continuous linear functionals
We start with a lemma that will be broadly used.
Proof. Suppose, contrary to what we claim, that there is a Borel subset
By the regularity of the measure, there exist two compact subsets, K 1 and K 2 , such that K 1 ⊂ C and K 2 ⊂ X \ C and, furthermore,
On the other hand, let us choose two disjoint open subsets U and V of X such that K 1 ⊂ U and K 2 ⊂ V . By Urysohn's lemma, we can find two functions
which contradicts the ǫ-disjointness preserving property of ϕ, and we are done.
If ϕ ∈ C(X)
′ , then let us define
Proof. The first part is apparent. As for the second part, using Lusin's Theorem (see [13, p. 55 
and k n ∞ ≤ 1 for every n ∈ N. This implies that, for all f ∈ C(X), |ϕ| (f ) = lim n−→∞ ϕ (f k n ), and we can easily deduce that |ϕ| is ǫ-disjointness preserving. It is also clear that λ |ϕ| = |λ ϕ |.
Furthermore, if 0 < ǫ < 2/9, then there exists a unique x ∈ X with
Proof. Let 0 < ǫ < 1/4. We prove the result first for positive functionals. Suppose that for every x ∈ X, λ ϕ ({x})
, and suppose without loss of generality that r 1 < r 2 < · · · < r n = 1. By Lemma 6.1, r 1 ≤ 1 − √ 1 − 4ǫ /2, and we can take i 0 := max i :
, against Lemma 6.1. This proves the first part of the lemma for positive functionals.
If ϕ is not positive, then we use Lemma 6.2, and from the above paragraph we have that there exists x ∈ X such that
As for the second part, if follows immediately from Lemma 6.1 and the fact that 1
, against our assumptions. This completes the proof.
Proof. It is easy to see that
and the conclusion follows from Lemma 6.3.
Corollary 6.5. Let 0 < ǫ < 1/4. Suppose that ϕ ∈ ǫ − DP (X, K) and
Then there exists x ∈ X such that
Furthermore, if 0 < ǫ < 2/9 and 9ǫ/2 < ϕ ≤ 1, then there exists a unique x ∈ X such that
Proof. Let 0 < ǫ < 1/4. It is apparent that ϕ/ ϕ has norm 1 and is ǫ/ ϕ 2 -disjointness preserving. Besides ǫ/ ϕ 2 < ǫ/ (2 √ ǫ) 2 = 1/4. Hence, by Lemma 6.4, there exists x ∈ X with
and we are done. The proof of the second part is similar.
Corollary 6.6. Let 0 < ǫ < 2/9. Suppose that ϕ ∈ ǫ − DP (X, K) and 9ǫ/2 < ϕ ≤ 1, and that x ∈ X is the point given in Corollary 6.5. Then
Proof. Let f ∈ C(X) be such that |f (x)| = 1 = f ∞ . By Corollary 6.5, we have that
Hence, by applying Lemma 6.3
7. The sequence (ω n ) for continuous linear functionals
Recall that we have defined, for each n ∈ N,
The precise statement of the results in this section depends heavily on the number n such that ǫ ∈ A n , and on the cardinality of X.
Suppose that X is a finite set of k elements, and that ϕ ∈ C(X) ′ has norm 1. Then it is immediate that there exists a point x ∈ X with |λ ϕ ({x})| ≥ 1/k. We next see that this result can be sharpened when k is even and ϕ ∈ ǫ − DP (X, K), and also when X has "many" elements (being finite or infinite).
Proof. By Lemma 6.2, we can assume without loss of generality that ϕ is positive. Suppose that k = 2m, m ∈ N. Notice that there cannot be m different points x 1 , . . . , x m ∈ X with
against Lemma 6.1. This implies that there exist at least m + 1 points whose measure belongs to
, and consequently we have that λ ϕ (X \ {x 1 , . . . , x m }) ≥ 1 + √ 1 − 4ǫ /2. Since X \ {x 1 , . . . , x m } has m points, this obviously implies that there exists x ∈ X \ {x 1 , . . . , x m } with λ ϕ ({x}) ≥ 1 + √ 1 − 4ǫ /k, and we are done. Proposition 7.2. Let 0 < ǫ < 1/4, and let n ∈ N be such that ǫ ∈ A n . Suppose that card X ≥ 2n. If ϕ ∈ ǫ − DP (X, K) and ϕ = 1, then there exists x ∈ X such that
Proof. Let D := {x ∈ X : |λ ϕ ({x})| > 0}. It is clear that D is a countable set, and by Lemma 6.3 it is nonempty. Let M := {1, . . . , m} if the cardinal of D is m ∈ N, and let M := N otherwise. It is obvious that we may assume that D = {x i : i ∈ M} and that |λ ϕ ({x i+1 })| ≤ |λ ϕ ({x i })| for every i. Next let
and
We have that R ≤ 1/2, and by Lemma 6.1 applied to the functional associated to |λ ϕ |, we get R < 1/2. Take any open subset U of X containing all
for every i. If we consider, for i ∈ {1, . . . , l}, b i := |λ ϕ | U ∪ i j=1 U j , then we see that there must be an index i 0 with
which goes against Lemma 6.1. We deduce that there exists j ∈ M, j / ∈ J, such that |λ ϕ ({x j })| ≥ √ 1 − 4ǫ. By the way we have taken D, this implies that |λ ϕ ({x i })| ≥ √ 1 − 4ǫ for every i ∈ J, and obviously J must be finite, say J = {1, . . . , m 0 }.
Let us see now that m 0 ≤ n − 1. We have that, since ǫ < ω 2n+1 , then √ 1 − 4ǫ > 1/ (2n + 1), which implies that
Consequently, if m 0 ≥ n, then we get
which is impossible, as we said above. We conclude that m 0 ≤ n − 1.
On the other hand, taking into account that
we have that
which implies that
As a consequence we get
and we are done.
Proof of Theorem 5.1. Let us show the first part. By Propositions 7.1 (see also comment before it) and 7.2, there exists x ∈ X with |λ ϕ ({x})| ≥ 1 − o X (ǫ). If we define ψ := λ ϕ ({x})δ x , then we are done.
Let us now prove the second part. Suppose that ǫ belongs to A n , n ∈ N. It is clear that this fact implies that (2n − 1) √ 1 − 4ǫ ≤ 1. If card X ≥ 2n, then we can pick 2n distinct points x 1 , x 2 , . . . , x 2n in X, and define the map ϕ ∈ C(X) ′ as
It is easy to see that ϕ satisfies all the requirements. To study the cases when card X < 2n, put X := {x 1 , . . . , x k }. Suppose first that k is even. Since (2n − 1)
We can easily see that if we define the map ϕ as
then we are done. Suppose finally that k is odd. It is clear that if we define
then ϕ is a norm one element of C(X) ′ , and is ω k -disjointness preserving, which implies that it is ǫ-disjointness preserving. It is also easy to see that ϕ − ψ ≥ 1 − 1/k for every weighted evaluation functional ψ on C(X). . These fact can be summarized in the following lemma. Lemma 8.1. Let 0 < ǫ < 2/9, and let T ∈ ǫ−DP (X, Y ) with T = 1.
Proposition 8.2. Let 0 < ǫ < 2/9, and let T ∈ ǫ − DP (X, Y ) with T = 1. Then the map h T is continuous.
Proof. We will check the continuity of this map at every point. To this end, fix y 0 ∈ Y √ 9ǫ/2
and let U(h T (y 0 )) be an open neighborhood of h T (y 0 ). We have to find an open neighborhood V (y 0 ) of y 0 such that h T (V (y 0 )) ⊂ U(h T (y 0 )).
By regularity, there exists an open neighborhood
Let f 0 ∈ C(X) with 0 ≤ f 0 ≤ 1, f 0 (h T (y 0 )) = 1, and supp(f 0 ) ⊂ U ′ (h T (y 0 )). We will now check that |(T f 0 )(y 0 )| > √ ǫ. To this end, we proceed as follows:
and as a consequence, we see that
as was to be checked. Let us now define
We will check that, if
Hence,
which contradicts the ǫ-disjointness preserving property of T . Summing up, h T is continuous.
Lemma 8.3. Let 0 < ǫ < 2/9, and let T ∈ ǫ−DP (X, Y ) with T = 1.
, then
for every f ∈ C(X) with f ∞ ≤ 1.
Proof. Let A y := λ Ty ({h T (y)})δ h T (y) . It is easy to check that, since (λ Ty −λ Ay )({h T (y)}) = 0, then T y = T y − A y + A y . Furthermore, as by Lemma 8.1,
we deduce
As a consequence, for f ∈ C(X) with f ∞ ≤ 1, we have
is strictly decreasing and bounded above by 2 √ ǫ.
Proof of Theorem 2.1. We fix δ 0 ∈ 0, ǫ 1 − 17ǫ/2 and, for each n ∈ N, set δ n := δ 0 2 −n . Also we define
for n ∈ N∪{0}, which is nonempty for every n.
We easily deduce from Corollary 6.6 that |(T 1)(y)| ≥ 9ǫ/2 + δ n for every n ∈ N and y ∈ cl D n . Consequently each cl D n is contained in Y √ 9ǫ/2 , so there exists a function α n ∈ C(Y ) such that 0 ≤ α n ≤ 1,
Let us define α : Y −→ K as
It is clear that α is continuous,
, α (D 0 ) ≡ 1, and α ≥ 1/2 n on D n for each n ∈ N. Finally define a weighted composition map S as (Sf )(y) := α(y)(T 1)(y)f (h T (y)) for all f ∈ C(X) and y ∈ Y .
We will now check that
Fix any f ∈ C(X) with f ∞ = 1. Let us first study the case of y ∈ Y satisfying T y ≤ 9ǫ/2. Since
, in this case we have
Next, consider the remaining case 9ǫ/2 < T y ≤ 1. By Lemma 8.3 we know that
We immediately deduce that |(T f )(y) − (Sf )(y)| ≤ 17ǫ/2 for every y with 9ǫ/2 < T y ≤ 17ǫ/2. On the other hand, for y ∈ D 0 , we have α(y) = 1, so
by Lemma 8.4. Finally, if 17ǫ/2 < T y ≤ 17ǫ/2 + δ 0 , then there exists n ∈ N such that y ∈ D n \D n−1 , that is, 17ǫ/2+δ n < T y ≤ 17ǫ/2+δ n−1 . Let us see that
Clearly, since we have chosen δ 0 < √ ǫ, we know that
Also, by the definition of α, we have α(y) ≥ 1/2 n , and the inequality 8.1 follows. In this way we get
We conclude that T − S ≤ 17ǫ/2, as was to be proved.
How close. The general case: Examples
In this section we first provide a sequence of examples of 2/9-disjointness preserving operators of norm 1, and then give a related family of 2/17-disjointness preserving operators. This will lead to an example of a norm one 2/17-disjointness operator whose distance to every weighted composition map is at least 1. We use this to get an example, for each ǫ ∈ (0, 2/17), of an element of ǫ − DP (X, Y ) whose distance to WCM (X, Y ) is at least 17ǫ/2. This shows that the bound given in Theorem 2.1 is sharp. All the sets involved in these examples are contained in R 3 .
Example 9.1. A special sequence (R n ) of 2/9-disjointness preserving operators of norm 1.
For any two points A, B in R 3 , let AB denote the segment joining them. Also, given four points A, B, C, D ∈ R 3 , let ∨ABCD denote the union of the segments AD, BD and CD.
We will need some (closed) semilines, all contained in z = 0, and starting at the point (0, 0, 0). First l A will be the semiline x ≥ 0, y = 0. We now take two other semilines, namely
where for G ⊂ R 3 and θ ∈ [0, 2π), rot(G, θ) denotes the set obtained by rotating counterclockwise G an angle θ around the axis z. We will use each of these semilines to obtain two new points, E n and E ′ n , as the intersection of m E n with S 1 and S ′ 1 , respectively. That is, if for x ∈ R 3 and θ ∈ [0, 2π), we write rot(x, θ) meaning the point in rot({x} , θ),
We put D 0 := (0, 0, 0), and introduce two special points D
Given n ∈ N, we start by considering the sets W By the way we have taken all these points, we see that for every n, the intersection of two different W i n consists of one of the points A 0 , B 0 , C 0 . In the same way, for E = A, B, C, each E 0 belongs exactly to two sets W i n , and each E n belongs to just one of them. Call Z n := W 0 n ∪W 1 n ∪W 2 n (see Figure 4 for the case n = 1).
Consider next a new set W 0 := ∨A 0 B 0 C 0 D 0 , and (see Figure 5 ) Also, for each n ∈ N, define Figures 6 and 7 for the case n = 1) Figure 6 . The set X 1 Our next step consists of introducing a linear and continuous operator R n : C(X n ) −→ C(X 0 ) for every n ∈ N. Given any point y ∈ X 0 and f ∈ C(X n ), the definition of R n f at y will depend on whether or not y ∈ W 0 .
To this end, for each i = 0, 1, 2 and n ∈ N, we will define a map h Suppose that f ∈ C(X n ), and that y ∈ W 0 . Then we define
The definition of R n f at points of X 0 \ W 0 will be given in a different way. To do so we fix a continuous map ζ :
In particular we see that for every f ∈ C(X n ) and E = A, B, C,
On the other hand, it is easy to check that R n is linear and continuous, with R n = 1, and that it is 2/9-disjointness preserving. Example 9.2. A special sequence (T n ) of 2/17-disjointness preserving operators of norm 1.
We follow the same notation as in Example 9.1. To construct the new examples take a continuous map
Taking into account that R n is 2/9-disjointness preserving, it is straightforward to see that each T n is 2/17-disjointness preserving. On the other hand, it is immediate that it has norm 1.
Unfortunately, it is possible to construct a weighted composition map S n : C(X n ) −→ C(X 0 ) whose distance to T n is strictly less than 1. This can be done as follows. Pick any ǫ > 0, and consider a n ∈ C(X 0 ), 0 ≤ a n ≤ 1, such that a n ≡ 1 on ρ −1 3/ √ 17 + ǫ, 1 and a n ≡ 0 on ρ
Consequently, constructing an operator having the desired properties is more complicated. It will be done in the next example. Example 9.3. A 2/17-disjointness preserving operator of norm 1 whose distance to any weighted composition map is at least 1.
We follow the notation given in Examples 9.1 and 9.2. Also, for n ∈ N, we put w n := (0, 0, 1/n), and define
Related to the T n , we can introduce in a natural way new norm one 2/17-disjointness preserving operators T ′ n : C (w n + X n ) −→ C (w n + X 0 ) as follows. First, given z ∈ R 3 , denote by τ z the translation operator sending each x ∈ R 3 to z + x. Then define P n : C (w n + X n ) −→ C (X n ) as P n f := f • τ wn for every f ∈ C (w n + X n ), and Q n :
Next we give a 2/17-disjointness preserving linear and continuous operator T : C(X) −→ C(Y ) of norm 1. In the process of definition, as well as in the rest of this example, the restrictions of functions f ∈ C(X) to subspaces of X will be also denoted by f . Take any f ∈ C(X). If y ∈ X 0 , then we define (T f )(y) := ρ(y)f (y).
Also, for n ∈ N and y ∈ X 0 , we put (T f )(−w n +y) :
and (T f )(w n + y) := (T ′ n f ) (w n + y). It is easy to check that T = 1, and we can use the fact that 0 ≤ (1 − ρ(z)
2 ) /4 ≤ 2/17 for all z, and that each T ′ n is 2/17-disjointness preserving to show that T is 2/17-disjointness preserving.
We are going to prove that if S : C(X) −→ C(Y ) is a weighted composition map, then T − S ≥ 1. We suppose that this is not true, so there exist a ∈ C(Y ) and a continuous map h : c(a) −→ X such that Sf = a · f • h and T − S < 1. We will see that this is not possible.
Claim 9.4. The following hold:
(1) X 0 ∪ (
Proof. Suppose first that there exist n ∈ N and y ∈ X 0 with −w n +y / ∈ c(a). Consider
By definition, it is clear that (T f 0 )(−w n + y) = 1. Also f 0 ∞ = 1 and (Sf 0 )(−w n + y) = 0. This gives T f 0 − Sf 0 ∞ = 1, against our assumptions.
On the other hand, exactly the same contradiction is reached if we assume that h (−w n + y) / ∈ {−w 2n−1 + y, −w 2n + y} for some n ∈ N and y ∈ X 0 . Namely we take g 0 ∈ C(X) with g 0 ∞ = 1, and such that g 0 ({−w 2n−1 + y, −w 2n + y}) ≡ 1 and g 0 (h (−w n + y)) = 0. It is clear that if we take f 0 as above, and define f 1 := f 0 g 0 , then f 1 ∞ = 1 and T f 1 − Sf 1 ∞ = 1, which is impossible. Of course, working now with ξ −w 2n +X 0 , we deduce that h (−w n + E ′′ 0 ) = −w 2n + E ′′ 0 for E = A, B, C, which implies, since h (−w n + X 0 ) is connected, that h (−w n + y) = −w 2n + y for every y ∈ X 0 and n ∈ N. This proves (2) . The proof of (3) is similar.
Suppose next that there is a point y ∈ X 0 with y / ∈ c(a). Fix any δ > 0. Then there exists a neighborhoof U of y such that |a(z)| < δ for every z ∈ U. In particular we can select z ∈ U ∩ (−w n + X 0 ) for some n ∈ N. Take f 0 as above, which satisfies (T f 0 )(z) = 1. Consequently, |(Sf 0 )(z)| ≤ |a(z)| < δ and |(T f 0 )(z) − (Sf 0 )(z)| ≥ 1 − δ. We conclude again that T − S = 1, against our assumptions. This shows that X 0 ⊂ c(a).
Finally, since h is continuous, we deduce that h(y) = y for every y ∈ X 0 . By Claim 9.4, we have that there exists n 0 ∈ N such that w n + X 0 ⊂ c(a) for every n ≥ n 0 . Now, since X 0 is connected, we deduce in particular that for each n ≥ n 0 , h(w n + X 0 ) is contained in w n + X n .
If we now set F := {(x, y, z) ∈ R 3 : x 2 + y 2 < 1/2}, we see that there is an open ball B(D 0 , r) of center D 0 and radius r ∈ (0, 1) such that
We clearly have that if we fix any n ≥ n 1 , then
On the other hand, B(D 0 , r) ∩ (w n + X 0 ) is connected, and so must be its image by h. Since F ∩ (w n + X n ) has three connected components, each containing a different point w n + D 
Proof. Suppose on the contrary that this set is infinite. By the comments above we deduce that there is an infinite subset M of N such that, if n ∈ M, then there exists s n ∈ w n + X 0 , s n / ∈ B(D 0 , r), and h (s n ) ∈ {w n + D n i : i = 0, 1, 2}. Since Y is compact, there is an accumulation point s of {s n : n ∈ M} in X 0 , which necessarily satisfies s ≥ r. By continuity we must have h(s) = D 0 , and since s ∈ X 0 , then we also have h(s) = s, which is impossible.
To finish, we use Claim 9.5, and take an integer n ≥ n 1 such that there is at most one i ∈ {0, 1, 2} with w n +D n i ∈ h (w n + X 0 ). Suppose for instance that i = 1, 2 (the other cases are similar). By Claim 9.4(3), h (w n + E Let 0 < ǫ < 2/17. We claim that there exists a norm one ǫ-disjointness preserving operator T ′ such that T ′ − S ′ ≥ 17ǫ/2 for every weighted composition map S ′ . Let
and let X, Y , and T be as in the previous example. We need a point not belonging to X ∪ Y , for instance (4, 0, 0). If we consider the sets X ′ := X ∪ {(4, 0, 0)} and Y ′ := Y ∪ {(4, 0, 0)}, then we define a linear map
, where f r is the restriction of f to X.
Since T is a 2/17-disjointness preserving, then T ′ is 2γ 2 /17-disjointness preserving, which is to say ǫ-disjointness preserving.
Let
). It is easy to see that the set A := c(a
is closed and open in c(a ′ ), and that the restriction to Y of a ′ ξ A (denoted by a) belongs to C(Y ). Also, if we fix x 0 ∈ X and define h : Y −→ X as h(y) := h ′ (y) for every y ∈ c(a), and h(y) := x 0 for y ∈ Y \ c(a), then h is continuous on c(a). Next we consider the weighted composition map S : C(X) −→ C(Y ) given as Sf := a · f • h for all f ∈ C(X). By Example 9.3 we have that, for every δ > 0, there exists f δ ∈ C(X) with f δ ∞ = 1 and (γT − S) (f δ ) ∞ ≥ γ − δ. It is now apparent that, if g δ ∈ C(X ′ ) is an extension of f δ such that g δ (4, 0, 0) = 0, then
10. How far. The case when X is infinite
In this section we consider the case when X is infinite, and prove Theorems 3.1 and 3.2. The proof that Theorem 3.2 is not valid for general Y can obviously be seen in Example 9.6, but also in Example 12.2. The finite case is special, and we leave it for the next section.
Proof of Theorem 3.1. For δ > 0, let us choose a regular Borel probability measure µ on X such µ({x}) ≤ δ/2 for every x ∈ X.
Next, fix y 0 , y 1 in Y and x 0 ∈ X. After choosing two disjoint neighborhoods, U(y 0 ) and U(y 1 ), of y 0 and y 1 , respectively, we define two 
Next, for each y ∈ Y , we define two continuous linear functionals on C(X) as follows:
By using these functionals we can now introduce a linear map T :
Let us first check that T = 1. To this end, it is apparent that (T 1)(y 1 ) = F y 1 (1) + G y 1 (1) = 1 + 0 = 1. Consequently, T ≥ 1. On the other hand, it is easy to see that if f ∈ C(X) satisfies f ∞ = 1, then |(T f )(y)| ≤ 1 for every y ∈ Y . Hence, T = 1.
The next step consists of checking that T is ǫ-disjointness preserving. Let f, g ∈ C(X) with f ∞ = g ∞ = 1 and such that c(f ) ∩ c(g) = ∅. It is easy to see that (T f )(y)(T g)(y) = 0 whenever y / ∈ U(y 0 ). On the other hand, if y ∈ U(y 0 ), then |(T f )(y)(T g)(y)| = |G y (f )| |G y (g)|. It is clear that there exist two unimodular scalars a 1 , a 2 ∈ K such that a 1 G y (f ) = |G y (f )| and a 2 G y (g) = |G y (g)|. Since a 1 f + a 2 g ∞ = 1, then
Finally, we will see that T − S ≥ 2 √ ǫ(1 − δ) for every weighted composition map S : C(X) −→ C(Y ). Let S ∈ WCM (X, Y ), and let h : c(S1) −→ X be its associated map. It is clear that, if (S1)(y 0 ) = 0, then T − S = |(T − S)(1)(y 0 ) = 2 √ ǫ, so we may assume that y 0 belongs to c(S1). By the regularity of the measure µ, there exists an open neighborhood U of h(y 0 ) such that µ(U) < δ. Let us select f ∈ C(X) satisfying 0 ≤ f ≤ 1, f (h(y 0 )) = 0, and f ≡ 1 on X \U. Obviously (Sf )(y 0 ) = 0 and |(T f )(y 0 )| = |G y 0 (f )|. Hence
This proves the first part. The second part is immediate because, since the measure can be taken atomless, then δ is as small as wanted.
Proof of Theorem 3.2. We are assuming that there exists a discrete space Z such that Y = βZ. Of course Y may be finite (that is, Y = Z), and this is necessarily the case when we consider the second part of the theorem. Let Z 0 := Z ∩ Y 2 √ ǫ , which is a nonempty closed and open subset of Z, and Z 1 := {z ∈ Z \ Z 0 : ∃x z ∈ Xwith |λ Tz ({x z })| > 0}.
Fix any x 0 ∈ X. By Lemma 6.3, we can define a map h : Z −→ X such that |λ Tz ({h(z)})| ≥ T z 2 − 4ǫ for every z ∈ Z 0 , and such that h(z) := x z for z ∈ Z 1 , and h(z) := x 0 for z / ∈ Z 0 ∪ Z 1 . Also, since Z is discrete, then h is continuous, and consequently it can be extended to a continuous map from Y to X (when Y = Z). We will denote this extension also by h.
Define α : Z −→ K as α(z) := λ Tz ({h(z)}) if z ∈ Z 0 ∪Z 1 , and α(z) := 0 otherwise, and extend it to a continuous function, also called α, defined on Y . Then consider S : C(X) −→ C(Y ) defined as (Sf )(y) := α(y)f (h(y)) for every f ∈ C(X) and y ∈ Y .
Let us check that T − S ≤ 2 √ ǫ. Take f ∈ C(X) with f ∞ ≤ 1.
First, suppose that z ∈ Z \ (Z 0 ∪ Z 1 ). Then (Sf )(z) = 0, so
Now, if z ∈ Z 1 , then T z ≤ 2 √ ǫ and, as in the proof of Lemma 6.4,
On the other hand, if z ∈ Z 0 , we know by Corollary 6.5 that
By Lemma 8.4, we have |(T f )(z) − (Sf )(z)| < 2 √ ǫ for every z ∈ Z 0 .
By continuity, we see that the same bound applies to every point in Y , and the first part is proved.
Finally, in the second case, that is, when X does not admit an atomless regular Borel probability measure and Y is finite, we have that Y = Z, and that Z \ (Z 0 ∪ Z 1 ) consists of those points satisfying T z = 0. The conclusion is then easy.
11. The case when X is finite. How far
In this section we prove Theorems 4.1 and 4.2. The fact that Theorem 4.2 does not hold for arbitrary Y (with more than one point) can be seen in next section (see Example 12.1).
Proof of Theorem 4.1. We first prove the result when n is odd. We follow the same ideas and notation as in the proof of Theorem 3.1, with some differences. Namely, we directly take µ({x}) = 1/n for every x ∈ X, and use a new function
and supp(α) ⊂ U(y 0 ). Notice that α(y 0 ) = 2n √ ǫ/ √ n 2 − 1 if ǫ ≤ ω n , and α(y 0 ) = 1 otherwise.
Clearly T = 1, and using the fact that (n − 1)(n + 1) 4n 2 = max l(n − l) n 2 : 0 ≤ l ≤ n ,
we easily see that T is ǫ-disjointness preserving both if ǫ ≤ ω n and if ǫ > ω n . On the other hand, by the definition of the measure, reasoning as in the proof of Theorem 3.1, we easily check that T − S ≥ (1 − 1/n) α(y 0 ) for every weighted composition S. Finally, we follow the above pattern to prove the result when n is even. In particular we also take µ({x}) = 1/n for every x ∈ X, and use a function α : Y −→ [0, 2 √ ǫ] with α(y 0 ) = 2 √ ǫ and supp(α) ⊂ U(y 0 ).
The rest of the proof follows as above.
Proof of Theorem 4.2. Let Z be a discrete space with Y = βZ. Since X has n points, say X := {x 1 , . . . , x n }, we have that, for each z ∈ Z, T z is of the form T z := n i=1 a z i δ x i , for some a z i ∈ K, i = 1, . . . , n. Consequently, for each z ∈ Z, we can choose a point x z ∈ X such that |λ Tz ({x z })| ≥ |λ Tz ({x})| for every x ∈ X, which yields |λ Tz ({x z })| ≥ T z /n. This allows us to define a map h : Z −→ X as h(z) := x z for every z ∈ Z. Since h is continuous we can extend it to a continuous function defined on the whole Y , which we also call h.
Following a similar process as in the proof of Theorem 3.2, define α : Z −→ K as α(z) := λ Tz ({h(z)}), and extend it to a continuous function defined on Y , also denoted by α. Now, define S : C(X) −→ C(Y ) as (Sf )(y) := α(y)f (h(y)) for every f ∈ C(X) and y ∈ Y .
Fix any f ∈ C(X), f ∞ ≤ 1, and z ∈ Z. It is then easy to check that |(T f )(z) − (Sf )(z)| ≤ (n − 1) T z /n . Consequently, if T z ≤ 2 √ ǫ, we have
For each set C ⊂ X, we consider A C := E C ∩ u∈C E u C , where
