Programación mediante tarjetas gráficas : mejora de una aplicación distribuida by Rodríguez Sevilla, Samuel
Programacio´n mediante tarjetas gra´ficas
Mejora de una aplicacio´n distribuida
Autor: Samuel Rodr´ıguez Sevilla
Tutor: Jose´ Mar´ıa Sierra Ca´mara
25 de febrero de 2011
2
3Jesu´s le pregunto´: ((¿Cua´l es tu nombre?))





El presente proyecto final de carrera ha consistido en el disen˜o y la mo-
dificacio´n de una herramienta de evaluacio´n de seguridad especializada en
la comprobacio´n de contrasen˜as utilizando un sistema de fuerza bruta. Las
modificaciones realizadas sobre la herramienta dotan a e´sta de nuevas carac-
ter´ısticas. Estas han consistido en la mejora de su usabilidad, la capacidad
de ampliar fa´cilmente sus funcionalidades y conseguir que las tareas de man-
tenimiento sean ma´s sencillas. Con todo ello se pretende obtener una herra-
mienta que pueda ser utilizada con independencia de las mejoras que pueden
aparecer en el marco de la seguridad utilizando contrasen˜as y, como no, de
cualquier otro tipo de mecanismo de proteccio´n.
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Cap´ıtulo 1
Introduccio´n
Uno de los puntos ma´s de´biles en la seguridad de toda organizacio´n son
las contrasen˜as. Cuando el usuario dispone de absoluto control sobre la de-
cisio´n de co´mo debe ser e´sta, las contrasen˜as tienden a ser muy de´biles ante
ataques de diccionario. La solucio´n a este problema reside en el uso de pol´ıti-
cas de contrasen˜a que exijan unos mı´nimos de fortaleza (uso de minu´sculas
y mayu´sculas, nu´meros y s´ımbolos). Estas pol´ıticas se pueden controlar in-
forma´ticamente obligando al usuario a poner contrasen˜as de calidad.
Las contrasen˜as, por seguridad, no se almacenan tal cual en los equipos
sino que son tratadas con unas funciones resumen que generan un valor de
taman˜o conocido; e´ste es el dato que se almacena.
Por otra parte la potencia de las CPUs se ha incrementando, lo que ha
supuesto la necesidad de mejorar los sistemas criptogra´ficos para hacerlos
ma´s resistentes a todo tipo de ataques. En el caso concreto de las funciones
resumen, este fortalecimiento se ha materializado de dos formas distintas:
Se ha incrementado el nu´mero de bits del resumen (para disminuir la
posibilidad de colisiones).
Se procura mejorar la te´cnica de generacio´n del resumen para garanti-
zar que los resu´menes sean lo ma´s aleatorios posibles, utilizando pro-
cesos que impidan determinar el mensaje a partir del resumen y que
garanticen estar normalmente1 distribuidos.
1Si los resu´menes generados no tuviesen una distribucio´n normal esto supondr´ıa que
habr´ıa grupos de resu´menes y facilitar´ıa ataques contra e´stos pues ser´ıa ma´s fa´cil deter-
minar de do´nde podr´ıan proceder.
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Estas mejoras han ido esquivando uno de los problemas ma´s importantes
que han tenido las funciones resumen: el incremento de la potencia de las
CPUs permite realizar ataques de fuerza bruta en tiempos asumibles.
El incremento de la potencia de las CPUs se ha visto restringido por la
capacidad de integracio´n de transistores en un microprocesador y el disen˜o
interno del mismo. Si tomamos la Ley de Moore, e´sta dice que el nu´mero de
transistores en un microprocesador tiende a duplicarse cada 18 meses. Esto
nos permite planificar que´ capacidad de co´mputo podr´ıa tener una CPU en el
futuro de cara a evitar ataques de fuerza bruta. De todos modos, el nu´mero
de transistores es solo una parte de la capacidad de una CPU ya que su
estructura interna afecta tambie´n de forma muy clara. Esto se debe a la
forma que tiene de organizar la ejecucio´n de una aplicacio´n, la calidad de la
prediccio´n de saltos, etc.
Al mismo tiempo a la mejora de las CPUs, se ha ido produciendo una
importante mejora en los procesadores de las tarjetas gra´ficas (en adelante
GPU). Estos procesadores de propo´sito espec´ıfico han visto su potencia in-
crementada muy ra´pidamente gracias a sus disen˜os ma´s sencillos (se utilizan
espec´ıficamente para ca´lculo matema´tico) y a su gran capacidad de paraleli-
zacio´n (una NVIDIA Tesla puede disponer de hasta 960 nu´cleos) como puede
verse en la figura 1.1. Desde hace algu´n tiempo las tarjetas gra´ficas permi-
ten cargar pequen˜os trozos de co´digos denominados shaders (estos co´digos
se utilizan como filtros para efectos 3D) y esta te´cnica a desembocado en
permitir la carga de co´digos de usuario ma´s gene´ricos.
La principal razo´n por la que la computacio´n utilizando GPUs se ha
convertido en algo de intere´s ha sido la publicacio´n de APIs como CUDA y
OpenCl que nos permiten aprovechar las capacidades de las actuales tarjetas
gra´ficas para realizar ca´lculos y operaciones muy costosas en tiempo de CPU
de forma ma´s ra´pida. Adema´s, permiten un alto grado de paralelismo, lo que
puede resultar beneficioso para el desarrollo de ciertos tipos de programas.
En la actualidad, mientras con una CPU se pod´ıa conseguir hasta 80
millones de claves MD5 por segundo (aplicando muchas optimizaciones a
nivel de lenguaje ensamblador), una GPU potente puede alcanzar hasta cerca
de los 2.000 millones de resu´menes por segundo. Esto es, una GPU es hasta
250 veces ma´s ra´pida que la CPU para este tipo de ca´lculos, propiciado,
principalmente, por su mayor capacidad de paralelizacio´n.
Si consideramos el hecho de que en la actualidad casi todos los nuevos
equipos que se venden en el mercado disponen de aceleradoras gra´ficas y
que es muy fa´cil crear una red de ordenadores zombis se debe considerar
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Figura 1.1: Comparativa de la evolucio´n de los GFlops de las GPUs frente a las CPUs[NVI10]
la mejora de los mecanismos de contrasen˜a una prioridad por parte de las
organizaciones. Por este motivo es importante disponer de herramientas que
permitan comprobar la fortaleza de las contrasen˜as y evaluar la dificultad
de realizar ataques a los distintos algoritmos de resumen existentes y en
experimentacio´n.
1.1. Motivacio´n
Como ya se ha comentado, es importante garantizar la calidad de los
algoritmos que se utilizan en seguridad y las contrasen˜as empleadas dentro
de las organizaciones. Por este motivo nace este proyecto fin de carrera que
pretende ser el inicio de una herramienta versa´til, sencilla y atractiva que
permita ofrecer a las distintas organizaciones un mecanismo para fortalecer
su seguridad. Por otra parte, el estudio del uso de tarjetas gra´ficas fuera
del a´mbito de los videojuegos y del disen˜o gra´fico es de gran intere´s por
la alta capacidad de co´mputo que ofrecen e´stas. De este modo se pretende
garantizar que la amortizacio´n de los equipos informa´ticos es ma´xima ya
que el aprovechamiento de los mismo sera´ mayor. Hay que recordar que en la
actualidad todos los ordenadores disponen de tarjetas gra´ficas con aceleracio´n
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3D y de las 3 grandes marcas del mercado (Intel, AMD y NVIDIA), dos de
ellas ofrecen desde hace unos an˜os la capacidad de ejecutar co´digo de usuario
en las mismas. En el caso de Intel, no se ofrece el uso de su GPU para ca´lculo,
pero si permiten programar utilizando OpenCl (ver el cap´ıtulo 3) para sus
procesadores.
Por otra parte, la popularizacio´n de frameworks MVC (se basan en el
patro´n de arquitecto´nico MVC) han revolucionado el mundo de la programa-
cio´n web. Ejemplos de ello los tenemos en Ruby on Rails, DJango o CakePHP.
Lo interesante de estos frameworks es que mejoran sustancialmente las tareas
de mantenimiento de los programas web ofreciendo una serie de pautas tanto
en la nomenclatura de variables y tablas de las bases de datos como en la
organizacio´n que deben tener los ficheros de co´digo fuente.
1.2. Objetivos
Para poder comprobar la fortaleza de una contrasen˜a dada y para poder
evaluar la resistencia frente a ataques de fuerza bruta de diferentes tipos de
funciones resumen hace falta disponer de una herramienta adecuada. Para
este fin existe una gran cantidad de herramientas, principalmente destinadas
a la recuperacio´n de contrasen˜as extraviadas, pero que su co´digo es cerrado
y su precio elevado. Aunque el precio puede no resultar un problema impor-
tante, consideramos que el uso de aplicaciones que no suministran su co´digo
fuente no es recomendable en el a´mbito de la seguridad informa´tica ya que es
importante poder saber que´ es lo que la herramienta hace y eso solo se puede
determinar de forma fehaciente si e´sta es de co´digo abierto. Por otra parte,
tambie´n es recomendable que la herramienta sea software libre porque as´ı, en
caso de que el fabricante deje de dar soporte a la misma, tendr´ıamos permiso
para poder realizar modificaciones eliminando de este modo la dependencia
con el vendedor.
El presente proyecto final de carrera nace con el objetivo de aprovechar
las nuevas arquitecturas gra´ficas en el entorno de la evaluacio´n de seguridad
informa´tica, especialmente en el a´mbito de las funciones resumen. Igualmente
se ha pretendido utilizar un modelo distribuido para mejorar la escalabilidad
del sistema y as´ı disponer de una herramienta potente que pueda ser ampliada
segu´n la necesidad del momento.
En concreto, los objetivos que se pretenden alcanzar con la realizacio´n de
este proyecto son:
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Estudio de las distintas te´cnicas de evaluacio´n de contrasen˜as. Para
poder garantizar la calidad de cualquier solucio´n planteada para la eva-
luacio´n de contrasen˜as es necesario disponer de una base suficiente so-
bre el tema. De este modo sera´ ma´s sencillo determinar si el trabajo
realizado es correcto o no.
Aprendizaje de programacio´n con GPU. Esto permitira´ hacer uso de
un elemento de gran potencia que se encuentra hoy d´ıa en todos los or-
denadores comercializados. Adema´s, las GPU ofrecen unas caracter´ısti-
cas ideales para la ejecucio´n de una gran cantidad de tareas en paralelo
lo que las hace muy atractivas para realizar tareas que de otro modo
podr´ıan tardar much´ısimo.
Utilizar nuevas te´cnicas de distribucio´n de tareas. A lo largo de la ca-
rrera se ha tratado en muchas ocasiones los sistemas distribuidos y co´mo
estos distribuyen su carga de trabajo entre conjunto de ordenadores. En
este punto se pretende experimentar con algunas te´cnicas no tratadas
o con mecanismos diferentes a los vistos.
Aplicar te´cnicas de usabilidad. Un apartado importante de toda aplica-
cio´n es la facilidad con la que esta se maneje y el grado de satisfaccio´n
del usuario de la misma. Por este motivo es importante dedicar un
esfuerzo en el disen˜o de la interfaz y as´ı mejorar la experiencia del
usuario.
Ofrecer una buen grado de escalabilidad. Gracias a esto se pretende
conseguir que el sistema desarrollado pueda crecer con el tiempo de
forma sencilla introduciendo nuevos ordenadores. De este modo se re-
ducir´ıan los costes al no tener que comprar grandes sistemas exclusiva-
mente para este propo´sito.
Garantizar que la herramienta desarrollada sea mantenible. Para ello
es necesario hacer un buen uso de los comentarios y se debe garantizar
que este´n bien documentados los aspectos ma´s importantes de disen˜o
de la herramienta. De este modo se conseguira´ que en un futuro cual-
quier persona pueda realizar modificaciones sobre la misma en caso de
fallos.
Implementar un sistema de extensiones. Con esto se pretende que la
herramienta pueda ver ampliada su funcionalidad sin necesidad de que
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deba ser compilada nuevamente. Para ser ma´s exactos, lo que se pre-
tende es que, durante el inicio de la ejecucio´n de la herramienta, e´sta
busque en el sistema extensiones que le an˜adan funcionalidades.
Crear un mecanismo sencillo de administracio´n. De este modo se pre-
tende mejorar el tiempo requerido para la realizacio´n de las tareas re-
lacionadas con la aplicacio´n.
Desarrollo de una interfaz web. En la actualidad casi todos los equipos
informa´ticos se encuentran conectados, sino a Internet, s´ı a una red de
ordenadores. Por norma general los cortafuegos empresariales filtran
el tra´fico que circula por la red, pero permiten el uso de Web lo que
convierte a la Web casi en el medio exclusivo para usarlo como protocolo
para la administracio´n remota.
Uso de los frameworks MVC. Con esto se pretende garantizar la man-
tenibilidad de la solucio´n web anteriormente comentada. El uso de fra-
meworks ya existentes facilita el mantenimiento de la aplicacio´n, ya que
so´lo habra´ que dedicar esfuerzo al desarrollo de la herramienta, y en
caso de mejoras en el framework e´stas se pueden ver inmediatamente
reflejadas en la aplicacio´n sin apenas tener que realizar cambios (en
muchos casos no es necesario realizar cambio alguno).
1.3. Estructura del documento
Para facilitar la bu´squeda a trave´s del este documento, se provee de la
siguiente gu´ıa cona organizacio´n interna del mismo. E´ste se divide en los
siguientes cap´ıtulos:
Funciones resumen: introduccio´n a las funciones resumen y a los tipos
de ataques que existen sobre ellas. Es importante comprender que´ son
para entender mejor cuales son los objetivos del proyecto.
Desarrollo con tarjetas gra´ficas: se introduce la historia del desarrollo
con tarjetas gra´ficas y a co´mo se programa utilizando CUDA, el API
de NVIDIA. Con esto se pretende ofrecer una visio´n global sobre el uso
de tarjetas gra´ficas y el porque´ de su uso.
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Mejora de una aplicacio´n distribuida: se muestra un estudio sobre una
aplicacio´n ya existente y los cambios que se le han realizado y las mo-
tivaciones para ello.
Resultados: se enumeran las pruebas y los resultados obtenidos por las
mismas.
Conclusiones: conclusiones obtenidas de la realizacio´n del proyecto en las
que se intenta valorar el grado de consecucio´n del mismo.
Trabajos futuros: descripcio´n de posibles trabajos futuros que ser´ıa in-
teresante realizar a partir del trabajo realizado en este proyecto final
de carrera.
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Cap´ıtulo 2
Funciones resumen
Los sistemas destinados a ocultar o proteger informacio´n llevan usa´ndose
desde tiempos de la antigua Roma [LP87] e incluso antes. Paralelamente se
ha tratado siempre de crear las te´cnicas necesarias para poder acceder a dicha
informacio´n sin ser el destinatario leg´ıtimo de la misma. Esto ha creado la
necesidad de mejorar constantemente los mecanismos de cifrado para evitar
que la informacio´n protegida no pueda ser utilizada salvo por aquellos a la
que esta´ destinada.
En la actualidad hay una gran cantidad de sistemas para la proteccio´n de
informacio´n y se utilizara´n unos u otros dependiendo de lo que se pretenda
hacer. Concretamente existen 3 grandes grupos de mecanismos de seguridad:
Sistemas de cifrado de clave sime´trica, que son aquellos que utilizan
una u´nica clave para cifrar la informacio´n y descifrar la misma. Esta
clave debe ser conocida por todos aquellos que quieran tener acceso a
los datos.
Sistemas de cifrado de clave asime´trica, que utiliza dos juegos de claves,
una pu´blica y conocida por todo el mundo y otra privada que solo su
propietario posee. Estos sistemas permiten cifrar y descifrar mensajes
y firmar los mismos (depende del tipo de claves).
Sistemas de un solo sentido o funciones resu´menes (tambie´n conocidas
como funciones hash).
Las funciones resumen, que son las que nos interesan para el presento pro-
yecto fin de carrera, son aquellas que cumplen las siguientes caracter´ısticas:
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Son fa´ciles de calcular en un sentido, pero es muy complicado hallar su
inversa (en principio e´sta no existe).
Dada una entrada de longitud arbitraria siempre producira´n una salida
de longitud fija.
Debe ser muy complicado encontrar colisiones, esto es, dos entradas
diferentes que produzcan el mismo resumen.
Este tipo de funciones son ampliamente utilizadas en el mundo de la
seguridad como sistema para el almacenamiento de contrasen˜as de usuario,
la generacio´n de claves de sesio´n o la firma digital de documentos (por poner
algunos ejemplos). Al ser ampliamente utilizadas es importante disponer de
mecanismos para comprobar la fortaleza del mecanismo de funcionamiento.
Por otra parte tambie´n hay que poder comprobar la calidad de las contrasen˜as
para evitar problemas por posibles debilidades de las funciones resumen.
A causa de su gran uso es necesario disponer de sistemas que comprueben
la fortaleza de las contrasen˜as elegidas por los usuarios o de las claves de se-
sio´n que pueda generar un sistema de seguridad. El primer caso es importante
para garantizar la seguridad de las organizaciones, impidiendo que los usua-
rios elijan contrasen˜as que puedan ser adivinadas o quebrantadas por posibles
atacantes dando acceso a la informacio´n privada de e´sta con los consiguien-
tes problemas por posibles copias y/o borrados de informacio´n. El segundo
caso es importante para garantizar que los sistemas seguros sean capaces de
generar claves suficientemente robustas para impedir ataques externos.
2.1. Comprobacio´n de funciones resumen y
contrasen˜as
Existen dos formas ba´sicas para comprobar la fortaleza de los mecanismos
de seguridad. El primero es buscar debilidades en la propia funcio´n resumen
que se va a utilizar. El segundo mecanismo es comprobar la calidad de la clave
utilizada. Para este u´ltimo caso lo ma´s sencillo es utilizar un mecanismo de
fuerza bruta. E´ste tipo de comprobacio´n consiste en probar todas las posibles
entradas para generar resu´menes y e´stos se cotejan con un resumen conocido
previamente.
El mayor problema de los sistemas de fuerza bruta es el tiempo que tardan
en ofrecer algu´n resultado. Esto se debe a la gran cantidad de comprobaciones
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que deben realizar. Por este motivo es importante poder predecir el tiempo
que dedicara´n previamente para comprobar si vale o no la pena intentar
realizar una comprobacio´n de e´ste tipo.
Para poder calcular el tiempo que se necesitara´ para hacer una compro-
bacio´n de fuerza bruta empezaremos por el caso general. En e´ste, el tiempo





Donde m es la longitud mı´nima de la entrada, n es la longitud ma´xima
y k es el nu´mero de s´ımbolos posibles del alfabeto a utilizar. Finalmente t
representa el tiempo de co´mputo de la funcio´n resumen.
Utilizando este sistema como referencia de peor caso es fa´cil medir las
mejoras aportadas por otros algoritmos. De este modo, y tomando como
referencia el trabajo realizado en este proyecto final de carrera, el simple uso
de la paralelizacio´n utilizando un sistema de C procesadores homoge´neos nos






En la actualidad, gracias a los avances en las comunicaciones y a los dis-
tintos procesadores es normal disponer de sistemas distribuidos heteroge´neos.
Estos pueden contar con unas cuantas ma´quinas o cientos de miles. Para este
tipo de casos es necesario disponer de una funcio´n general que tenga en cuen-
ta la velocidad de ca´lculo en cada tipo de procesador en que vaya a ejecutarse
la funcio´n resumen. Si disponemos de p tipos de procesadores distintos y Cj
procesadores para cada tipo que tardan tj segundos en computar la funcio´n








Con esta informacio´n se puede calcular cual debe ser el taman˜o del sistema
a utilizar para poder comprobar la fortaleza de una contrasen˜a en un tiempo
determinado.
Por ejemplo, si dispusie´ramos de un sistema con las siguientes caracter´ısti-
cas:
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4 microprocesadores capaces de hacer 25 millones de resu´menes por
segundo cada uno.
4 tarjetas gra´ficas capaces de hacer 1.250 millones de resu´menes por
segundo cada una.
Tardar´ıamos unas 9,5 horas en encontrar una contrasen˜a de entre 6 y 8
caracteres utilizando solo letras minu´sculas y nu´meros. Es importante tener
en cuenta que al buscar una contrasen˜a se puede acotar mucho el conjunto de
s´ımbolos de entrada y las longitudes de las claves. Esto reduce enormemente
los tiempos de bu´squeda.
Es fa´cil comprobar que utilizando sistemas de fuerza bruta para compro-
bar resu´menes se resuelve de forma lineal con respecto al nu´mero de proce-
sadores.
A parte de los sistemas de fuerza bruta, existen muchas te´cnicas que
han surgido a partir de la investigacio´n de los distintos tipos de sistemas
de resumen. Estos nuevos sistemas proceden de debilidades de los propios
algoritmos y deben ser tenidos en cuenta a la hora de evaluar la fortaleza de
las funciones resumen.
Aunque no es el propo´sito del presente proyecto de fin de carrera im-
plementar todos los sistemas de comprobacio´n conocidos s´ı es importante
tenerlos en cuenta para poder hacer comparaciones y valoraciones con res-
pecto a las soluciones implementadas.
2.1.1. Ataque de cumplean˜os
Este ataque a los sistemas de resu´menes consiste en que dado un mensaje
M cualquiera y una funcio´n resumen H, que genera resu´menes de longitud
L bits, se puede hallar un mensaje M ′ probando combinaciones aleatorias en
aproximadamente 1,2
√
2L intentos [Sec, vOW94](en caso de que la funcio´n
resumen sea uniformemente distribuida).
El principio en el que se base este ataque se encuentra en un problema de
teor´ıa de la probabilidad conocido como problema del cumplean˜os o paradoja
del cumplean˜os. Esta dice que un grupo de personas debe tener al menos 23
individuos para que haya al menos un 50 % de probabilidad de que dos hayan
nacido el mismo d´ıa (figura 2.1).
El funcionamiento general es el siguiente:






















Figura 2.1: Probabilidad de encontrar dos personas nacidas el mismo d´ıa con respecto al taman˜o del
grupo
P (i, n) =
{
1 si i = 1
P (i− 1, n)n−i+1
n
si i > 1
Donde P (i, n) es la probabilidad de que para una poblacio´n final de n
elementos (365 en el caso de los cumplean˜os), y disponiendo de i elementos
seleccionados aleatoriamente, dos individuos no coincidan. Por ejemplo, si
tomamos tres individuos aleatoriamente el primero de ellos habra´ nacido un
d´ıa cualquiera del an˜o (la probabilidad de que dos individuos no cumplan
an˜os el mismo d´ıa es del 100 % o´ 365/365), el segundo habra´ nacido uno de
los restantes d´ıas (364/365) y el tercero igual (353/365). La probabilidad total
sera´ el producto de las probabilidades; en este caso concreto es de 0,9945.
Este mismo principio es aplicable a las funciones resumen [BK04], ya que
se puede considerar que en lugar de d´ıas del an˜o tenemos resu´menes (todas
las posibles combinaciones de e´stos) y en lugar de personas tenemos textos
o mensajes a ser cifrados.
En el caso de las funciones resumen hay que tener en cuenta la distribucio´n
que hacen e´stas de los datos de entrada ya que las funciones no uniformes
sera´n en las que es ma´s sencillo encontrar colisiones (se puede centrar la
bu´squeda en los cu´mulos). Esto supone que en lugar de tener que probar
combinaciones aleatorias diferentes podr´ıamos reducir el nu´mero de intentos.
Estas caracter´ısticas del sistema del cumplean˜os lo convierten en un sis-
tema ideal para sustituir a los mecanismos de fuerza bruta convencionales,
pero hay que tener en cuenta que se debe considerar el tiempo de crear los
28 CAPI´TULO 2. FUNCIONES RESUMEN





























Cuadro 2.1: Ejemplo de generacio´n de una tabla arco´ıris
mensajes a probar (dependiendo de su longitud podr´ıa hacer al sistema igual
de ra´pido que uno de fuerza bruta) y el taman˜o de la muestra. El princi-
pal problema del ataque de cumplean˜os es que debe trabajar sobre todas
las posibles combinaciones existentes, lo que puede suponer un problema en
casos en los que sepamos que hay una gran cantidad de restricciones. Por
ejemplo, en el caso expuesto al inicio de la seccio´n en el que se tardaba 9,5
horas en completar la bu´squeda se tardar´ıa cerca de 8.217,73 an˜os utilizando
este mecanismo. Esto significa que hay que estudiar el problema para poder
descubrir las debilidades locales (en el caso de las contrasen˜as puede ser la
longitud, el conjunto de caracteres posibles, etc.).
2.1.2. Tablas arco´ıris
Las tablas arco´ıris son una te´cnica por la que se toma un conjunto de en-
tradas y sobre cada una de e´stas se realizan un proceso iterativo de resu´menes
que van tomando el u´ltimo resumen realizado para hacer uno nuevo hasta
obtener un elemento que consideraremos terminal. Se puede considerar este
proceso como una tabla donde la primera columna representa las distintas
entradas que se han elegido y cada columna Cj, para j > 1, representa el
resumen de la columna anterior (Cj = H(Cj−1), ver cuadro 2.1). La tabla
arco´ıris consiste en tomar la primera y u´ltima columnas.
Una vez que se dispone de la tabla arco´ıris se puede empezar a probar
claves por fuerza bruta. Si en algu´n momento alguna coincide con algu´n ele-
mento final de la tabla arco´ıris simplemente tenemos que buscar los resu´menes
empezando en el que genero dicho elemento terminal (el mensaje inicial).
El principal problema de e´ste sistema es determinar el taman˜o de la tabla
a utilizar y el tiempo que se necesita para crearla. En general este mecanismo
solo se utiliza para casos muy concretos de funciones resumen de´biles.
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2.1.3. Caminos diferenciales para SHA-1
La te´cnica de los caminos diferenciales consiste en realizar un estudio so-
bre los cambios en los bits de las variables utilizadas en una funcio´n resumen.
El objetivo es detectar estad´ısticamente los puntos en los que se producen
alternancia de bits o en los que e´stos no cambian para realizar una aproxi-
macio´n estad´ıstica a posibles colisiones.
En [MHP00] se puede encontrar un estudio que a partir del uso de apro-
ximaciones no lineales es capaz de encontrar una colisio´n en SHA-1 en 252
intentos. Para ello toma el resumen para el que deseamos hallar un mensaje
que lo genere y trata de determinar los mensajes que pudieron haberlo ge-
nerado deshaciendo el algoritmo tomando los datos de los posibles cambios
obtenidos en el estudio anteriormente comentado.
Como suced´ıa con el ataque del cumplean˜os, esta te´cnica es interesante
siempre y cuando el conjunto de caracteres de entrada sea completo ya que en
el caso de contrasen˜as, donde se utiliza un juego de caracteres muy limitado,
una te´cnica de fuerza bruta puede resultar ma´s eficiente.
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Cap´ıtulo 3
Desarrollo con tarjetas gra´ficas
3.1. Breve historia de la computacio´n con GPUs
Desde hace bastante tiempo se lleva usando las capacidades de las tarjetas
gra´ficas para realizar computacio´n. Concretamente se han utilizado para la
realizacio´n de efectos sobre texturas y pol´ıgonos con la tecnolog´ıa denominada
shaders. Estos shaders son pequen˜os programas que transforman la forma de
verse los puntos o como se transforman los pol´ıgonos y que se han estado
ejecutando en las GPUs para mejorar su rendimiento.
A partir de esta tecnolog´ıa y tras numerosas especulaciones sobre las
capacidades de las tarjetas gra´ficas para realizar ca´lculos ma´s gene´ricos, las
compan˜´ıas empezaron a abrir sus sistemas para permitir cargar co´digos orien-
tados a cualquier tipo de ca´lculo matema´tico.
Los primeros productos con este tipo de tecnolog´ıa provinieron de Bio-
nicFX y fueron presentados a principios de 2005 [Tec04]. En este caso se
hac´ıa uso de gra´ficas con GPU NVIDIA para procesador de audio. Para ello
transformaba el sonido en datos gra´ficos y luego e´stos se procesaban con los
medios matema´ticos de que dispon´ıa la GPU.
Ma´s tarde, en el an˜o 2006, la compan˜´ıa AMD anuncia la comercializacio´n
de AMD Stream Processor [AMD06], el primer sistema de ca´lculo basado en
tarjetas gra´ficas. De este modo se empezo´ a comercializar el primer sistema
que realmente permit´ıa cargar co´digo de usuario en la tarjeta para reali-
zar ca´lculos que no estuviesen directamente relacionados con generacio´n de
imagen en 3D.
La compan˜´ıa NVIDIA publica el 15 de febrero de 2007 la biblioteca CU-
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DA [NVI07] que permite usar sus tarjetas gra´ficas para ca´lculo y, adema´s,
comercializa la arquitectura Tesla que, como en el caso de ATI, es un sistema
espec´ıfico de ca´lculo basado en tarjetas gra´ficas.
En base a esta popularizacio´n del co´mputo con tarjetas gra´ficas y por su
utilizad gran utilidad para todo tipo de procesos (especialmente aquellos des-
tinados a multimedia e investigacio´n), Apple publica un borrador de OpenCl
(Open Computing Language) y posteriormente e´ste es pasado a control de
Khronos Group [Gro08]. OpenCl es el primer esta´ndar creado espec´ıficamen-
te para co´mputo distribuido, orientado principalmente a GPUs, y que ofrece
una interfaz comu´n para todo tipo de tarjetas gra´ficas y otros sistemas de
ca´lculo (como procesadores multinu´cleo, FPGAs, procesadores CELL, etc.).
Esta tecnolog´ıa solo se incluye de serie en el sistema operativo Apple Mac
OS X 10.6, pero fabricantes como ATI y NVIDIA proveen de controladores
para otras plataformas.
El mecanismo ma´s eficiente para aprovechar las capacidades de una tar-
jeta gra´fica es utilizar la API del fabricante ya que e´ste esta´ optimizado para
aprovechar mejor la arquitectura. Esto supone que en casos en los que la
eficiencia es algo absolutamente cr´ıtico sea mejor opcio´n frente al uso de la
biblioteca OpenCl.
Estos sistemas esta´n teniendo mucha relevancia debido a su alto rendi-
miento, especialmente en aplicaciones cient´ıficas. Adema´s, se han realizado
avances en el desarrollo de aplicaciones espec´ıficas de ruptura de contrasen˜as.
En la actualidad la computacio´n con tarjetas gra´ficas esta´ empezando
a utilizarse en todo tipo de ca´lculos, tanto para investigaciones cient´ıficas
como para herramientas de usuario como descompresores de v´ıdeo y audio,
filtros gra´ficos en herramientas de disen˜o o videojuegos. Todo esto gracias a
las grandes capacidades de paralelizacio´n de ca´lculos de las GPUs como a la
facilidad de realizar ca´lculos vectoriales de forma sencilla. Esto significa que
es una tecnolog´ıa apoyada por la industria y que se va a disponer de soporte
y documentacio´n para realizar desarrollos con la misma.
Se puede comprobar, adema´s, como en el an˜o 2008 empezaron a surgir los
primeros sistemas orientados a la seguridad informa´tica que se apoyaban en
el uso de tarjetas gra´ficas para realizar dicha funcio´n. Un ejemplo de esto lo
tenemos en la herramienta de Elcomsoft publicada en octubre de 2008 [Ltd08]
que hace uso de tarjetas gra´ficas para recuperar contrasen˜as.
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3.2. Introduccio´n a CUDA
Para desarrollar este proyecto se ha hecho uso de la tecnolog´ıa CUDA de
NVIDIA por varios motivos:
Las tarjetas gra´ficas NVIDIA esta´n muy distribuidas y vienen de serie
en la mayor parte de equipos informa´ticos de gama media/alta.
El uso de un API espec´ıfico ayuda a aprovechar mejor las caracter´ısticas
de la arquitectura frente a un API ma´s general como pueda ser OpenCl.
En el momento de realizar este proyecto se dispone de un sistema NVI-
DIA Tesla, por lo que CUDA se convierte en la solucio´n ideal.
A la hora de desarrollar en una nueva arquitectura es importante conocer
las caracter´ısticas de la misma. Estas caracter´ısticas pueden ir desde co´mo
se gestiona la memoria hasta que´ instrucciones posee.
3.2.1. Arquitectura
Las tarjetas gra´ficas NVIDA disponen de una gran cantidad de unidades
aritmetico-lo´gicas (figura 3.1) para poder realizar una mayor cantidad de
ca´lculos por ciclo de reloj [NVI10]. Gracias a esto las tareas que hacen usos
de ca´lculos intensivos pueden verse muy beneficiadas. Por otra parte, las
GPU disponen tambie´n de un gran nu´mero de unidades de control lo que
permite disponer de un gran nu´mero de tareas en paralelo. La combinacio´n
de las dos caracter´ısticas anteriores es lo que dota a las tarjetas gra´ficas de
una gran capacidad para ejecutar algoritmos en paralelo.
Adema´s de como esta´ organizada la GPU, es importante tener en cuenta
como se organiza la memoria (figura 3.2) ya que el buen uso de e´sta influira´ de
forma muy significativa en el rendimiento de los programas. Esta arquitectura
es la misma que la de las tarjetas gra´ficas y se puede representar como una
pira´mide de tiempos dependiendo del tipo de memoria a la que se vaya a
acceder.
La memoria de sistema es la que se encuentra en el equipo sin contar la
que aporta la tarjeta gra´fica. Los programas de ordenador puede hacer uso de
e´sta de forma sencilla, pero los programas que se ejecutan dentro de la GPU
no puede acceder a ella. Tanto la memoria global como la memoria de textura
se encuentran en la tarjeta gra´fica y servira´n de almace´n de los datos que
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Figura 3.2: Jerarqu´ıa de memoria en CUDA
requieran los programas que se hallen en e´sta. La principal diferencia entre
ambas reside en el modo a trave´s del cual se accede a ellas. La memoria global
funciona igual que la memoria de sistema para un programa normal (a partir
de un puntero se accede a la misma), mientras que la memoria de textura se
accede haciendo uso de un sistema especial que an˜ade funcionalidades como
la interpolacio´n de los valores. La ventaja de la memoria de textura es que
dispone de un acceso ma´s ra´pido (se debe a que es guardada en cache´) lo que
la convierte en una opcio´n muy atractiva para cierto tipo de ca´lculos.
Por u´ltimo, los registros de la GPU disponen de un acceso muy ra´pido
por lo que es recomendable hacer uso de los mismos siempre que sea posible.
La optimizacio´n del uso de la memoria es fundamental para mejorar el
rendimiento de las aplicaciones CUDA ya que si se trabaja con una cantidad
muy grande de datos se puede perder una parte importante de tiempo reali-
zando copias de memoria. Por este motivo hay que realizar un buen estudio
sobre el uso que se va a realizar de la memoria.
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3.2.2. Modo de desarrollo
Para programar con CUDA es muy importante tener en cuenta co´mo se
organiza la ejecucio´n del co´digo ya que influira´ en la forma en la que habra´ que
disen˜ar nuestros algoritmos. De e´ste modo, los co´digos que se ejecutan en la
tarjeta gra´fica se organizara´n del siguiente modo:
threads que son tareas que se ejecutan en paralelo y que comparten co´di-
go. Los threads se organizan de forma tridimensional de tal modo que
podr´ıa haber momentos en los que un thread estuviese encima, debajo
o al lado de otro.
blocks que son grupos de threads y, al igual que e´stos, tambie´n se organizan
de forma tridimensional. Todos los threads contenidos en un block se
ejecutara´n al mismo tiempo, de modo que si la GPU no tiene capacidad
para el total de threads solicitados por block devolvera´ un error.
grid que es un conjunto de blocks. Los grids se organizan en planos, esto es,
solo dispone de 2 dimensiones.
En la figura 3.3 puede verse de forma ma´s clara la organizacio´n de los
threads. Es importante tener en cuenta que, como se ha dicho, todos los
threads de un block se ejecutan a la vez, pero los blocks no tienen porque
hacerlo. Este detalle es importante a la hora de ajustar el acceso a la memoria
ya que cuando un thread accede a e´sta podra´ verse optimizado si lo hace de
forma ordenada con el resto de threads del block.
Otro aspecto muy importante a tener en cuenta es la organizacio´n del
acceso a memoria. Como ya se vio en el apartado anterior, e´sta esta´ organi-
zada de forma jera´rquica segu´n la velocidad de acceso. Adema´s, tambie´n es
importante tener en cuenta como los threads acceden a la memoria ya que
si lo hacen de manera organizada se puede conseguir incrementos de rendi-
miento. Esto u´ltimo se debe a que, si por ejemplo todos los threads acceden
a posiciones contiguas de memoria (el primer thread lee el primer elemento
de la memoria, el segundo thread lee el segundo elemento, etc.) se consigue
que todas las lecturas de todos los threads se realicen en paralelo. Por el
contrario, si las lecturas se hacen de forma desordenada, e´stas se realizara´n
de forma secuencia, malgastando de este modo un tiempo precioso.
Como la memoria del sistema es inaccesible para los threads es importan-
te tener en cuenta que so´lo se podra´ utilizar la memoria de la tarjeta gra´fica.



























Figura 3.3: Organizacio´n de procesos en ejecucio´n en CUDA
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Esto supone que antes de realizar operaciones sobre memoria en CUDA hay
que reservar la memoria a utilizar e inicializarla desde el programa princi-
pal que se encuentra en la CPU. Esta inicializacio´n suele realizarse en tres
tiempos:
1. En un primer momento se preparan los datos que se pasara´n a la GPU.
2. Seguidamente se reserva la memoria en la tarjeta gra´fica
3. Por u´ltimo se copian los datos a la tarjeta gra´fica para poder ser usados
desde la parte que sera´ ejecutada en la GPU.
Por otra parte, hay que tener en cuenta que una vez se disponen de los
datos sobre la memoria de la tarjeta gra´fica es importante estudiar si conviene
utilizarlos desde dicho punto o si es preferible realizar una copia a los registros
de la GPU que sera´n mucho ma´s ra´pidos. La tarjeta gra´fica provee de una
gran cantidad de registros (hasta 16.384 en el caso de las NVIDIA Tesla) para
poder acelerar los ca´lculos, por lo que se debera´ hacer uso de los mismos, en
la medida de lo posible. De este modo, si la cantidad de operaciones a realizar
va a ser muy elevada, compensa el tiempo que se dedicara´ a copiar los datos
desde la memoria de la tarjeta gra´fica a los registros.
Por norma general, todo co´digo que vaya a ser alojado en una GPU se-
guira´ un patro´n de ejecucio´n como el descrito a continuacio´n (figura 3.4):
Se copian los para´metros que se hallen en memoria global a registros,
siempre que sea posible, para acceder a los mismos desde ah´ı. Esto
es especialmente importante si el nu´mero de accesos va a ser elevado
ya que de otra forma se estar´ıa desperdiciando una gran cantidad de
tiempo en realizar accesos a memoria.
Una vez que ya se tiene la memoria iniciada se procede a realizar los
ca´lculos oportunos.
Finalmente se preparan los resultados para ser volcados a la memoria
global de la tarjeta gra´fica y que de este modo puedan ser le´ıdos por la
aplicacio´n.
El kit de desarrollo de CUDA ofrece dos formas diferentes de desarrollar
aplicaciones. En la primera forma, la ma´s sencilla, CUDA se encarga de rea-
lizar las llamadas al co´digo que se alojara´ en la GPU de forma transparente
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Figura 3.4: Proceso de ejecucio´n de un algoritmo en CUDA
de tal forma que no tendremos que preocuparnos de configurar muchos de
los para´metros de los que dispone el sistema. Este mecanismo es muy u´til y
permite un desarrollo ra´pido de funciones. Por otra parte estar´ıa el sistema
completo con el que debe utilizarse la API de bajo nivel de CUDA y que per-
mite un nivel ma´s alto de granularidad. Con este sistema nosotros deberemos
de realizar “a mano” la carga del co´digo en la GPU, seleccionar la GPU de
todas las posibles, etc.
Con independencia del mecanismo elegido para utilizar CUDA hay algu-
nas tareas que se deben realizar siempre de forma manual. La ma´s importante
es la administracio´n de la memoria; cuando se va a enviar datos a la tarjeta
gra´fica antes de nada hay que reservar la memoria y luego se debe hacer una
copia de los datos desde la memoria de sistema a la memoria que se acaba de
reservar. Cuando este a´rea de memoria ya no se necesite se debera´ liberar.
El proceso de copiar memoria desde la RAM a la tarjeta gra´fica es bas-
tante ra´pido gracias a los nuevos buses de comunicaciones PCI Express que
esta´n especialmente disen˜ados para estas labores, pero esto no evita el hecho
de que si la cantidad de datos a copiar es muy grande el tiempo desperdi-
ciado entre llamadas puede ser muy grande. Esto se hace realmente patente
cuando el proceso a ejecutar es muy ra´pido, donde se puede perder mucho
tiempo realizando copias de memoria.
Por el motivo anterior CUDA provee de te´cnicas ma´s avanzadas para
optimizar el uso de la arquitectura y mejorar la concurrencia y as´ı evitar
tiempos muertos (figura 3.5). E´stas consisten en el uso de streams, por un
lado, y, si es posible, la reutilizacio´n de resultados previos. Los streams son un
mecanismo de comunicacio´n con la tarjeta gra´fica que permite tener varios
canales de comunicaciones asociados con una llamada a funcio´n. Cuando se
utiliza streams se puede disponer de dos canales, mientras se esta´ ejecutando
una funcio´n por el primer canal ya se puede utilizar el segundo canal para
cargar los datos de la siguiente ejecucio´n. Esto permite optimizar el uso de los
tiempo muertos de la CPU y se ahorra la espera de la carga desde memoria
de sistema a la memoria de la tarjeta gra´fica.
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Figura 3.5: Ejecucio´n en GPU optimizando usando streams
La reutilizacio´n de los valores previos es muy u´til cuando se utilizan fun-
ciones de la forma f(x) = af(x − 1) + b ya que evita tener que realizar un
exceso de copias de memoria. Si ya disponemos del resultado de la pro´xima
ejecucio´n en memoria simplemente lo dejamos ah´ı y lo utilizamos en lugar
de copiarlo a la memoria de sistema para despue´s cargarlo a la memoria de
la tarjeta gra´fica.
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Cap´ıtulo 4
Mejora de la aplicacio´n
Para la realizacio´n de este proyecto fin de carrera se decidio´ buscar he-
rramientas que hicieran uso de tarjetas gra´ficas para comprobar contrasen˜as.
Tras una bu´squeda exhaustiva se determina que la aplicacio´n Distributed
Hash Cracker era la ma´s completa y, lo ma´s importante, la u´nica que dis-
pon´ıa de una licencia abierta que nos permit´ıa poder realizar cambios sobre
ella.
Como ya se menciono´ en la introduccio´n, el uso de software libre es muy
importante para la seguridad por el hecho de que al disponer del co´digo fuen-
te se pueden realizar auditor´ıas sobre el mismo. Adema´s, en caso de que la
empresa que desarrolla el software dejase de darle soporte siempre cabr´ıa la
posibilidad de que otra empresa pudiera ofrecer dicho soporte. Por otra par-
te, el software libre no solo tiene ventajas en la seguridad, sino que ofrece la
garant´ıa de que si la empresa deja de desarrollar dicho software, o e´sta des-
apareciese, siempre quedar´ıa el software a disposicio´n del pu´blico pudiendo
tomar otro el relevo sobre el mantenimiento, sin que puedan realizarse accio-
nes legales contra e´ste por infraccio´n de derechos de autor. En este punto se
debe mencionar que hay que obedecer siempre los te´rminos de la licencia del
software y, en especial, el Real Decreto Legislativo 1/1996, de 12 de abril,
por el que se aprueba el Texto Refundido de la Ley de Propiedad Intelectual,
que es la ley que regula los derechos de autor en Espan˜a.
Distributed Hash Cracker, en adelante DHC, es un software que permite
determinar la palabra utilizada en una funcio´n resumen para devolver un de-
terminado resumen. Para ello hace uso de un sistema de fuerza bruta [Zon09].
E´ste software se encontraba alojado en la pa´gina http://rpisec.net/, pero
por cuestiones desconocidas ha desaparecido dejando de tener soporte. Esto
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nos ha animado a realizar las modificaciones que necesita´bamos para conse-
guir una aplicacio´n completa y, especialmente, ma´s fa´cil de mantener y que
permitiera an˜adir funcionalidades de forma sencilla.
DHC es un software que se distribu´ıa bajo licencia BSD1. Esta herramien-
ta esta´ programada en C++, ensamblador y PHP y es capaz de distribuir el
trabajo entre un conjunto de ma´quinas, denominadas agentes. Los agentes
se encargan de procesar tareas criptogra´ficas tanto en CPU como en GPU
dependiendo de los algoritmos implementados en cada caso.
Aunque DHC es una muy buena herramienta tiene algunas deficiencias
que hacen que necesite modificaciones en algunos puntos importantes de su
co´digo para garantizar que la herramienta pueda sobrevivir en el futuro.
El mayor problema actualmente es que au´n estando escrito en un lenguaje
orientado a objetos, no se hace uso de las caracter´ısticas del mismo cuando
se deber´ıa. Por ejemplo, el co´digo de las funciones resumen de que dispone
esta´ entremezclado. Esto supone un gran problema al implementar nuevas
funciones resumen, ya que implica tener que ver que´ partes de co´digo se deben
adaptar y cua´les no. Por tanto, es necesario hacer un cambio de co´mo controla
DHC estas funciones de tal modo que sea ma´s sencillo el mantenimiento de
la herramienta.
Por otra parte, la implementacio´n de funciones resumen de que dispone
DHC, au´n estando relativamente bien surtida, creemos que podr´ıa ser nece-
sario en un futuro la implementacio´n de ma´s funciones resumen u otro tipo
de comprobaciones sobre seguridad (como pudiera ser redes WiFi). Esto sig-
nifica que hay que realizar los cambios necesarios que permitan en un futuro
an˜adir funcionalidades diferentes a las inicialmente planteadas sin que esto
suponga un esfuerzo demasiado elevado.
Finalmente, DHC dispone de un programa que se encarga de controlar el
reparto de las tareas. Este programa se denomina controlador y esta´ desa-
rrollado enteramente en PHP sin seguir un modelo claro de organizacio´n del
co´digo. En un principio parece que esta´ basado en el patro´n arquitecto´nico
MVC, pero por algu´n motivo el co´digo fuente parece muy entremezclado.
1La licencia libre BSD permite realizar modificaciones sobre el software siempre y
cuando se mantenga la mencio´n de autor´ıa en el mismo, pero no obliga a distribuir el
co´digo en caso de dar copias de la aplicacio´n.
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4.1. Lenguajes de programacio´n utilizados
El lenguaje de programacio´n elegido para el proyecto ha sido C++. Esta
eleccio´n se realiza por diversos factores:
Tanto los lenguajes C como C++ son completamente compatibles con
CUDA. Adema´s, CUDA ofrece algunas ayudas espec´ıficas para C++
(como la forma de definir texturas) facilitando el trabajo con dicha
tecnolog´ıa. E´ste tipo de ayudas es ma´s patente cuando se utiliza el
me´todo sencillo de desarrollo.
El autor del presente proyecto final de carrera esta´ muy familiarizado
con dicho lenguaje lo que permite realizar mejor el desarrollo.
Aunque no hace un uso adecuado de las capacidades de C++, DHC ha
sido desarrollado utilizando dicho lenguaje de programacio´n.
Por otra parte se hace uso del lenguaje PHP para el controlador web por
ser un lenguaje gratuito y muy extendido. Adema´s, dispone de versiones para
Windows, Linux y MacOS X.
Por u´ltimo se hace uso de una variacio´n del lenguaje C creada por NVI-
DIA para desarrollar en sus tarjetas gra´ficas. Esta variacio´n consiste en an˜adir
informacio´n sobre el acceso a me´todos y variables:
Se usa global para denotar funciones que se alojara´n en la tarjeta
gra´fica, pero que podra´n ser llamadas desde la CPU.
device son funciones que solo pueden ser llamadas desde otras fun-
ciones que ya se encuentren en la GPU.
Las variables que pueden ser compartidas entre distintos threads se
denotan con shared . Estas variables hacen uso de la memoria global.
Si se necesitase que una funcio´n resida en la CPU se le indicar´ıa con
host .
Si utilizamos memoria que no pueda cambiar de valor dentro de la GPU
utilizaremos la notacio´n constant y deberemos iniciar la memoria
desde la CPU.
En caso de necesitar ma´s detalles sobre la arquitectura CUDA en [NVI10]
se puede encontrar una gu´ıa completa sobre las peculiaridades de la imple-
mentacio´n de C realizada por NVIDIA.
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4.2. Estudio de DHC
DHC es una aplicacio´n divida en dos partes claramente diferenciadas y
que es importante comprender de cara a poder realizar modificaciones de
forma satisfactorias sobre el. Estas partes son el controlador y el agente.
4.2.1. Controlador de DHC
El controlador es la herramienta encargada de gestionar las tareas solici-
tadas, permitir al usuario la introduccio´n de tareas y la cancelacio´n de las
mismas, realizar estad´ısticas de uso, etc. A continuacio´n se expone de manera
ma´s detallada las tareas realizadas por el controlador:
Introduccio´n de nuevos resu´menes a probar. Estos resu´menes son al-
macenados en una base de datos para garantizar la persistencia de la
tareas y as´ı, en caso de ca´ıda, poder recuperar el trabajo.
Crear paquetes de claves a probar y repartirlos entre los agentes para
comprobar un determinado resumen. Estos paquetes son denominados
unidades de trabajo (WU en sus siglas en ingle´s y que sera´ la nomen-
clatura utilizada en este documento). Una WU es una estructura que
contiene la informacio´n de la tarea a realizar. Esta informacio´n contiene
datos como:
 Tipo de algoritmo que se desea utilizar, como pueden ser MD5,
SHA-1, etc.
 Datos sobre los que realizar las comprobaciones. En el caso de
las funciones resumen este dato se corresponde con el hash que
queremos comprobar.
 Juego de caracteres a utilizar. Permite elegir si utilizar nu´mero
y letras minu´sculas o mayu´sculas. Tambie´n permite seleccionar
s´ımbolos, espacio y retorno de carro.
 Longitud ma´xima esperada. E´sta se utiliza para restringir las prue-
bas, ya que consideramos que una cotrasen˜a no va a exceder de
los 8 caracteres no es necesario probar ma´s alla´.
 Bloque de claves a comprobar. Esto es el conjunto de contrasen˜as
que se van a probar indicadas por su posicio´n inicial (el primer
valor a probar) y final.
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Mide los tiempos transcurridos desde que un controlador recibe una
WU hasta que devuelve un resultado, calcula la velocidad de ejecu-
cio´n en hash/s y muestra informes de velocidad y carga de trabajo del
sistema.
Controlar los tiempos de expiracio´n de las tareas y las prioridades de
las mismas.
De este modo el controlador es una de las partes ma´s importantes del
sistema al ser la interfaz que el usuario va a utilizar para utilizar los recursos
del mismo.
El controlador hace uso de una base de datos MySQL, conocida por ofre-
cer un buen rendimiento y por ser software libre. Gracias al uso de esta base
de datos la aplicacio´n consigue de forma sencilla garantizar la persistencia
de los datos en caso de ca´ıdas del sistema. Hay que recordar que so´lo hay
un controlador y en caso de que e´ste deje de estar activo todo el sistema se
viene abajo, por lo que es importante garantizar que la informacio´n con la
que e´ste trabaja no se pierda.
Cada vez que una WU es dada a un agente, se calcula un tiempo de vida
que sera´ el tiempo que tiene el agente para devolver un resultado antes de
considerar que esa WU ha caducado. Si una WU caduca sera´ reciclada y
ofrecida a otro agente.
El controlador esta programado enteramente en PHP sin hacer uso de
ningu´n framework sino que haciendo uso del patro´n arquitecto´nico MVC se
ha programado desde cero todo el sistema. Al no disponer de documentacio´n
se hace relativamente complejo realizar el mantenimiento de esta solucio´n,
especialmente cuando no siempre hace uso del patro´n anteriormente mencio-
nado.
4.2.2. Agente de DHC
El agente es el encargado de realizar la tarea ma´s compleja del sistema
que es la comprobacio´n de los resu´menes dados por el controlador utilizando
para ello las herramientas que este´n a su disposicio´n (la CPU y si puede ser
la GPU).
El agente se encuentra en el equipo que va a realizar las operaciones de
comprobacio´n de funciones resu´menes y puede haber tantos equipos como
se necesite. De este modo el sistema no esta´ restringido a un u´nico agente







Figura 4.1: Proceso de ejecucio´n de un controlador
y puede distribuir la carga de trabajo entre tantos agentes como haga falta.
Adema´s, los agentes no tienen porque estar restringidos so´lo a una red local,
tambie´n pueden distribuirse a lo largo de internet, de modo se podr´ıa tener
varias sedes que ejecuten agentes disponiendo de un u´nico controlador. En
caso de requerir un sistema ma´s complejo se puede consultar el apartado C.4.
Por otro lado, cuando se ejecuta un agente sobre un ordenador, e´ste realiza
una comprobacio´n del nu´mero de CPUs en el sistema y del nu´mero de GPUs
con capacidad para utilizar CUDA. Lo que se pretende con esto es crear un
proceso ligero encargado de cada unidad de co´mputo que haya en el sistema,
teniendo en cuenta que para cada GPU asigna una CPU. Esto significa que
si disponemos de un sistema con 4 GPU y 8 CPUs (concretamente 8 nu´cleos)
so´lo considerara´ que hay 4 GPUs y 4 CPUs (las otras 4 CPUs las utiliza para
control de las unidades de tarjeta gra´fica).
A grandes rasgos, el proceso de ejecucio´n de un agente, tras haberse con-
figurado es el mostrado en la figura 4.1. Los apartados ma´s importantes de
este proceso son la obtencio´n de la WU y la ejecucio´n de la misma.
Durante el proceso de obtencio´n de una WU, el agente comprueba si esta
es valida para el algoritmo indicado. Para ello utiliza el siguiente co´digo:
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i f ( a lgor i thm == ”md4” | |
a lgor i thm == ” md4 fast ” | |
a lgor i thm == ”md5” | |
a lgor i thm == ”md5crypt” | |
a lgor i thm == ”ntlm” )
{
hashlen = 16 ;
}
else i f ( a lgor i thm == ” sha1 ” )
hashlen = 20 ;
else
ThrowCustomError ( ”Unknown hash func t i on ” ) ;
i f ( a lgor i thm != ”md5crypt” && hashlen *2 != text . l ength ( ) )
ThrowError ( ” I n v a l i d hash l ength ” ) ;
// Sani ty check
i f ( hashlen > 256)
ThrowError ( ”Hash length too long ” ) ;
i f ( t ex t . l ength ( ) == 0)
ThrowError ( ”Empty hash” ) ;
El problema del co´digo mostrado anteriormente es que requiere forzo-
samente ser modificado ante cualquier cambio de un algoritmo, o ante la
creacio´n de un algoritmo nuevo. De este modo el co´digo no aprovecha la
capacidad de abstraccio´n que otorga el lenguaje C++, ya que podr´ıa haber-
se hecho esto de un modo ma´s elegante como se comprobara´ ma´s adelante.
Adema´s, el co´digo mostrado supone un problema para el mantenimiento ya
que e´ste se encuentra en un fichero del co´digo fuente, pero adema´s, en otro
completamente distinto tambie´n se hacen comprobaciones sobre los algorit-
mos por lo que hay que tener un buen conocimiento sobre la estructura
interna de los ficheros del programa.
4.3. Modificaciones realizadas a DHC
Como se ha podido ver en el apartado anterior DHC es una buena apli-
cacio´n, pero tiene algunos fallos que podr´ıan resolverse para mejorar la man-
tenibilidad de la solucio´n. Esto ofrecer´ıa una mayor esperanza de vida al
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programa y lo convertir´ıa en una herramienta mucho ma´s u´til a corto y largo
plazo.
Por los motivos anteriores se ha decidido realizar los cambios necesarios
que conviertan a DHC en una herramienta ma´s fa´cil de manejar, de mante-
ner y que permita a cualquier programador an˜adir funcionalidades de forma
sencilla sin requerir un alto grado de conocimiento del co´digo del agente.
4.3.1. Disen˜o de API para algoritmos de codificacio´n
Como se ha comentado anteriormente, una de las mayores deficiencias de
DHC, a nuestro entender, es la falta de un mecanismo sencillo para incorporar
nuevos algoritmos debido, principalmente, a que el co´digo de los algoritmos
se entremezcla con la funcionalidad del controlador en distintos ficheros de
co´digo fuente. Esto supone un problema importante, a la hora de realizar
nuevos algoritmos, al encontrarse todo el co´digo de los mismos repartido
entre distintas funciones y me´todos, dificultando enormemente las labores de
mantenimiento y de desarrollo. Por este motivo se ha decidido implementar
una API para facilitar el desarrollo de algoritmos, que aprovechando todas
las funcionalidades ya existentes, mejore de forma sustancial las labores de
mantenimiento de la aplicacio´n.
El disen˜o de la API propuesta se ha basado en dos ideas:
El algoritmo como sistema para la realizacio´n de una tarea espec´ıfica,
como pueda ser obtener el valor que genero´ un determinado resumen y
La factor´ıa, que es el mecanismo que permite acceder a los algoritmos
que existan en el sistema.
El objetivo principal de la propuesta es permitir agrupar todo el co´digo
que rige a un algoritmo de forma que facilite la modificacio´n del mismo y,
en caso necesario, crear algoritmos nuevos sin tener que realizar un gran
esfuerzo.
Gracias al API propuesto, cada algoritmo sera´ una clase que herede de
Algorithm. Esta clase abstracta define las funcionalidades mı´nimas que debe
implementar un algoritmo para poder ser utilizado por el agente. As´ı se
consigue englobar en un u´nico lugar todo lo relativo a un algoritmo.
La clase Algorithm define los siguiente me´todos obligatorios de implemen-
tar:
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GetName Devuelve el nombre del algoritmo. Este nombre se utiliza para
poder identificar el algoritmo y poder seleccionarlo cuando se solicite.
Para garantizar el buen funcionamiento del sistema y evitar funciona-
mientos extran˜os, este nombre debe ser u´nico.
HashLength Es el taman˜o que debe tener un hash para ser considerado
va´lido. Con esto se pretende que en caso de que el controlador nos de
un hash erro´neo poder hacer frente al problema.
InputLength Taman˜o de la entrada recibida por el WU. Aunque en muchos
casos solo comprobando el taman˜o del hash ser´ıa suficiente, hay algo-
ritmos que pueden necesitar entradas extendidas, por lo que se necesita
un doble chequeo.
ExecuteCPU Implementa el co´digo que se encarga de utilizar la CPU para
realizar la tarea solicitada.
ExecuteGPU Ejecuta en una GPU el algoritmo con objeto de realizar la
tarea de comprobacio´n.
IsGPUCapable Indica si el algoritmo tiene soporte de GPU. De este modo
el sistema sabe si puede determinar el me´todo por el que debe realizarse
el procesamiento, si por CPU o por GPU.
IsCPUCapable Indica si el algoritmo soporta procesamiento utilizando
CPU.
Por otra parte se ha creado una factor´ıa de algoritmos (la clase Algo-
rithmFactory) que permite acceder de forma sencilla a los algoritmos que se
encuentren registrados en el sistema. Adema´s, esta factor´ıa permite el regis-
tro de nuevos algoritmos de forma sencilla para facilitar la implementacio´n
de nuevas utilidades.
Para poder comprender mejor como funciona el nuevo sistema la figura 4.2
muestra a grandes rasgos como ser´ıa el proceso. En este caso el actor es el
agente que va a hacer uso de la funcionalidad ofrecida para realizar una
comprobacio´n sobre MD5.
A la hora de implementar estas caracter´ısticas hay que tener en cuenta que
se puede hacer uso tanto de una CPU como de una GPU. Esto supone que
el algoritmo debe estar capacitado para ofrecer alguna de dichas opciones
y, a poder ser, ambas. Esto supone en la pra´ctica que tanto el algoritmo






Figura 4.2: Diagrama de secuencia de la ejecucio´n de un algoritmo en GPU
implementado puede esta duplicado disponiendo del co´digo de la versio´n de
CPU y de la versio´n de GPU.
4.3.2. Disen˜o de API para la estandarizacio´n de la eje-
cucio´n de algoritmos
Una vez creado el API para algoritmos se puede comprobar que muchos
algoritmos siempre siguen el mismo patro´n de ejecucio´n. Esto supone te-
ner que repetir constantemente el mismo co´digo en los algoritmos cuando
podr´ıamos hacer uso de la reutilizacio´n para eliminar este inconveniente. Por
este motivo se planteo´ disen˜ar un sistema que permitiera estandarizar la for-
ma que tiene un algoritmo de ejecutarse de tal modo que so´lo tengamos que
centrarnos en lo imprescindible de cada uno de ellos.
La filosof´ıa que se ha empleado es la misma que en el caso de los algorit-
mos. En este caso se ha creado la clase Executor que se encarga de definir las
funcionalidades ba´sicas que debe implementar un mecanismo de ejecucio´n y
por otro lado se dispone de la clase ExecutorFactory que nos facilita el acceso
a los mismos.
Con este sistema se obtiene un mecanismo muy interesante para la reali-
zacio´n de pruebas de algoritmos sin tener que modificar el resto de algoritmos








Execute(this, wu, device, context, parameters)
Figura 4.3: Diagrama de secuencia de la ejecucio´n de un algoritmo en GPU utilizando un Executor
y, en caso de obtener un mecanismo suficientemente bueno y que pueda ser
utilizado por ma´s algoritmos, de organizar todos los algoritmos que deban
ejecutarse de igual forma para reducir la cantidad de co´digo duplicado faci-
litando el mantenimiento en caso de errores.
El co´digo original de DHC utiliza el mismo mecanismo de ejecucio´n para
todos los algoritmos implementados. Esto esta´ muy bien hasta cierto punto
ya que restringe de forma muy clara la cantidad de mecanismos que pueden
implementarse en el sistema. Gracias a la nueva API se permite implementar
ma´s algoritmos, no teniendo que restringirnos necesariamente a una forma
concreta de hacer las cosas o a un tipo concreto de algoritmos (hasta el
momento solo hay funciones resumen).
La ejecucio´n con este mecanismo se complica un poco ma´s (ver figura 4.3),
pero la sobrecarga introducida por este mecanismo es despreciable en tiempo.
Adema´s, hay que tener en cuenta que no es obligatorio el uso de un Executor
por parte de un algoritmo.
Una de las principales ventajas que podemos comentar sobre este sistema
es que ahora un algoritmo no tiene porque estar sujeto a un u´nico modo de
hacer las cosas. Se puede detectar si hay un Executor en concreto y si no
esta´ se pude seleccionar otro. As´ı, en caso de que se retire uno por cuestiones
de mantenimiento o depuracio´n el sistema podr´ıa seguir funcionando (siempre
que se implemente esta forma de trabajar).
Por otra parte se permite, gracias a la arquitectura utilizada, la creacio´n





Figura 4.4: Panora´mica de uso de Algorithms y Executors
de proxys, objetos intermedios que capturan la funcionalidad expuesta para
realizar operaciones de forma transparente. Por ejemplo, se podr´ıa disponer
de un proxy para los algoritmos que permitiese hacer un seguimiento de las
llamadas ejecutadas en caso de que el algoritmo no tuviese habilitada la
generacio´n de trazas de ejecucio´n.
En la figura 4.4 puede verse como pueden interactuar entre s´ı los distintos
elementos expuestos en este apartado. Como puede comprobarse, la versatili-
dad del nuevo sistema permite gran cantidad de configuraciones que pueden
ser utilizadas siempre que sea necesario. Para comprender mejor la gra´fica,
los c´ırculos representan algoritmos, las cajas son Executors y las flechas son
asociaciones de uso. Por ejemplo, MD5 usa BasicExecutor.
4.3.3. Modificaciones para la mejora de la escalabili-
dad
Durante las primeras pruebas realizadas sobre DHC se noto´ que el tiempo
de respuesta de la interfaz web pod´ıa verse seriamente afectado si la velocidad
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utilizada por los agentes para solicitar tareas o devolver tareas es muy alta y
si la distancia entre el agente y el controlador es grande. Este u´ltimo punto se
constato´ cuando se hicieron pruebas en las que el controlador se encontraba
en un servidor en Alemania y el agente se encontraba en Espan˜a. Sin duda
la ralentizacio´n en este punto se deb´ıa a las latencias de la red por la espera
de los asentimientos (paquetes ACK de la arquitectura IP). Estos retrasos
pueden afectar de forma importante en la escalabilidad del sistema, por lo
que se ha decidido realizar cambios para eliminar en la medida de lo posible
estos problemas.
Cada agente de DHC se encuentra en un bucle en el que en cada iteracio´n
solicita una WU al controlador. En caso de que no haya ninguna tarea que
pueda realizar, el agente procede a esperar 5 segundos. Este tiempo puede
resultar insuficiente si el controlador tiene que hacer gran cantidad de ca´lculos
o si el nu´mero de agentes es tal que saturen con peticiones al controlador
(efecto DDoS). Por este motivo se ha disen˜ado un algoritmo que ajuste el
tiempo de espera de forma dina´mica para adaptarse mejor a las capacidades
del controlador.
El nuevo algoritmo tiene en cuenta el tiempo que tarda el controlador en
dar una respuesta al agente y si la respuesta dada contiene o no una WU. Con
esto se pretende que el sistema se ajuste mejor a las condiciones ambientales
del sistema.
Control del tiempo con respecto al tiempo de respuesta del con-
trolador
Siempre que se solicitan WU a un controlador el agente mide los tiempos
que tarda en recibir la respuesta. Este tiempo permite controlar si el con-
trolador esta´ empezando a saturarse o no. As´ı, en caso de que los tiempos
empiecen a verse incrementados, y por tanto se considere que el controlador
esta´ saturado, se procede a incrementar el tiempo entre solicitudes. Con esto
se pretende descargar al controlador de un exceso de carga distribuye´ndola
en el tiempo.
Por otra parte, en caso de que el tiempo disminuya supondr´ıa justo lo
contrario, la carga del controlador es menor, por lo que el tiempo de espera
puede empezar a reducirse poco a poco. Al realizar una disminucio´n lenta
del tiempo de espera se consigue que no se sature de repente el controlador
como podr´ıa suceder si este tiempo se redujera ra´pidamente.
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Control del tiempo con respecto a las tareas recibidas
Aunque el ideal ser´ıa que el sistema pudiera estar constantemente funcio-
nando, la realidad dista mucho de esto ya que es fa´cil que se de el caso de que
no haya tareas que procesar o, que habie´ndolas, e´stas no sean compatibles
con los agentes libres.
Teniendo lo anterior en cuenta, es fa´cil considerar que si en un momento
dado no hay tareas, la pro´xima vez que consultemos al agente e´ste siga sin
disponer de trabajos que asignar. Como este caso puede darse de forma con-
tinuada durante muchas consultas creemos que tiene sentido considerar que
cada vez que se haga una peticio´n a un controlador, y e´ste no tenga WUs,
la espera hasta la siguiente vez que solicite una tarea se vea incrementado
hasta un tiempo ma´ximo.
En caso de que el controlador empiece a ofrecer de nuevo WU a los agen-
tes, estos empezara´n a disminuir el tiempo entre solicitudes de forma paula-
tina hasta que vuelvan a estar estables.
En la figura 4.5 puede verse una explicacio´n gra´fica de los dos mecanismos
explicados. Las variables utilizadas son:
Tesp: representa el tiempo de espera que se utilizara´ en caso de que se
considere que el sistema no esta´ respondiendo correctamente.
Tresp: contiene el tiempo que ha tardado el controlador en devolver una
respuesta al agente.
Tant: es el tiempo que tardo´ el agente en responder en la anterior consulta.
MAX TESP: representa el tiempo ma´ximo entre consultas al controlador.
MIN TESP: es el tiempo mı´nimo entre llamadas al controlador.
4.4. Disen˜o e implementacio´n de un mecanis-
mo de carga de extensiones
Ahora que se dispone de un API que facilita la creacio´n de algoritmos y
mecanismos para ejecutar estos, se ha disen˜ado un sistema que permite cargar
nuevos algoritmos y Executors que se encuentren fuera de la aplicacio´n. Estos











Figura 4.5: Control del tiempo de espera en las solicitudes
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algoritmos y Executors que pueden cargarse de este modo son denominados
plugins.
Para comprender mejor la idea hay que tener en cuenta que hasta este
momento, si se modificaba un algoritmo al estar e´ste dentro del programa
hab´ıa que generar un nuevo ejecutable con dicha modificacio´n. Lo que se
pretende es que el algoritmo no tenga que formar parte del agente y que
pueda ser una unidad que se encuentre por separado.
Para poder implementar este apartado se ha desarrollado una serie de
clases, (figura 4.6) que van a permitir describir el contenido del mismo y
an˜aden facilidades para poder crear instancias de las clases que defina, que
se presentan a continuacio´n:
PluginFacility: clase abstracta que describe una funcionalidad que va a
presentar el plugin al agente. E´sta esta´ identificada por un nombre, su
versio´n y el tipo. Adema´s, permite crear instancias de la funcionalidad.
PluginFacilityAlgorithm: permite que el plugin pueda ofrecer algoritmos
a los agentes. Esta clase implementa PluginFacility.
PluginFacilityExecutor: permite que el plugin pueda ofrecer Executors a
los agentes. Esta clase implementa PluginFacility.
PluginFactory: esta clase debe ser instanciada en el plugin y en ella hay que
registrar todos aquellos componentes que ofrecera´ el plugin al agente.
Cada componente a ofrecer debera´ heredar de PluginFacility. Adema´s,
esta clase proporciona informacio´n extra como el autor del plugin o el
listado de facilites que se van a exportar.
Adema´s de lo anterior, los plugins deben contener una funcio´n llamda
GetPluginFactory que permitira´ obtener la instancia de PluginFactory que
tiene el plugin.
Como tener que memorizar todo el proceso de crear un plugin puede
resultar muy complicado (intervienen muchas clases con dependencias entre
ellas) se ha an˜adido una serie de macros de C que permiten simplificar en gran
medida la creacio´n de los mismos. Por ejemplo, para la creacio´n del algoritmo
que implementa SHA-256 se ha creado una clase denominada sha256 que
exportamos como algoritmo del siguiente modo:
BEGIN_PLUGIN("Samuel Rodriguez Sevilla")








+ PluginFacility(string name, int type, unsigned int version)
+ GetVersion(): unsigned int
+ GetType(): int
+ GetName(): string
+ GetInstance(): void *
- facility_name: string
- facility_type: int
- facility_version: unsigned int
PluginFacilityAlgorithm




+ GetInstance(): void *
1..n
Figura 4.6: Diagrama de clases del sistema de plugins
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ADD_ALGORITHM(sha256, "sha256", 1)
END_PLUGIN()
Las macros existentes son:
BEGIN PLUGIN(author name) Indica que se va a definir un plugin y
su autor es author name.
END PLUGIN() Finaliza la definicio´n de un plugin.
ADD ALGORITHM(class, name, verion) An˜ade un algoritmo defini-
do en la clase class que sera´ identificado por name y cuya versio´n es
version.
ADD EXECUTOR(class, name, verion) Igual que el algoritmo, pero
para un Executor.
4.5. Mejoras en la depuracio´n
Cuando se desarrollan aplicaciones siempre hay que tener muy en cuenta
que se pueden producir errores durante la ejecucio´n. Generalmente, el me´todo
habitual para comprobar los fallos es utilizar salidas por pantalla tratando
de acotar el lugar del fallo; este sistema es poco profesional por lo que para
la realizacio´n de esta pra´ctica se han utilizado otros mecanismos.
Para comprobar la ejecucio´n de toda aplicacio´n en caso de errores el
mejor me´todo es el uso de un depurador, por este motivo se ha utilizado
el depurador GNU GDB. Pero au´n as´ı no siempre es suficiente con utilizar
un buen depurador, sino que tener informacio´n extra a la que e´ste pueda
darnos puede ser de gran utilidad. Por este motivo se ha implementado un
sistema de trazas para depuracio´n que no buscan la acotacio´n de los errores,
esa informacio´n ya se encuentra en el fichero de volcado creado en los fallos
graves, sino que ofrece una visio´n ma´s global sobre que´ esta´ sucediendo en
el co´digo. Esta informacio´n puede ser desde cuando se entra en un me´todo,
cuando se sale de e´ste, salida de informacio´n varia, etc.
Para activar la salida de depuracio´n se debe llamar a CMake del siguiente
modo:
$ DEBUG=1 cmake .
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As´ı, cuando CMake este´ generando el fichero de Makefile tendra´ cono-
cimiento de que debe activar la opcio´n de depuracio´n y de generacio´n de
salida de depuracio´n. El primero consiste en an˜adir el para´metro -g durante
la compilacio´n y el segundo con -DDEBUG.
Las funciones para utilizar la salida de depuracio´n son:
DO ENTER(class, method) Se encarga de anunciar cua´ndo se entra en
un me´todo/funcio´n. Tambie´n configura automa´ticamente el sistema pa-
ra controlar cua´ndo se sale del me´todo/funcio´n para que quede cons-
tancia. Sus para´metros son cadenas que representan la clase en la que
nos encontramos (class) y el me´todo (method).
DO ERROR(str) Muestra un error por la salida de depuracio´n. Acepta
como para´metro la salida que debe mostrar.
DO WARNING(str) Advierte de una situacio´n extran˜a, pero que no im-
pide a la aplicacio´n seguir funcionando. Acepta como para´metro la
salida que debe mostrar.
DO MESSAGE(str) Muestra un mensaje de usuario. Acepta como para´me-
tro la salida que debe mostrar.
DO LOG(str) Muestra un mensaje de seguimiento. Acepta como para´me-
tro la salida que debe mostrar.
DO DEBUG(str) Informacio´n de depuracio´n. Es u´til cuando se quiere
mostrar por la salida de depuracio´n informacio´n sobre el estado de
ciertas variables. Acepta como para´metro la salida que debe mostrar.
INIT LOG(lvl) Inicializa el sistema de salida de depuracio´n. Acepta como
para´metro el nivel de depuracio´n que se va a utilizar. Este nivel puede
ser:
ERROR Es el nivel ma´s bajo de depuracio´n. Solo se muestran las
salidas de error.
WARINING Siguiente nivel de depuracio´n. Se mostrara´n las salidas
de los niveles anteriores y las salidas de avisos.
MESSAGE Muestra las salidas de los niveles anteriores y los mensa-
jes del programador.
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LOG Mensajes de seguimiento y todos los mensajes de los niveles an-
teriores.
DEBUG Mensajes de depuracio´n junto a todos los mensajes de los
niveles anteriores.
4.6. Nuevo controlador
Adema´s de los cambios anteriores realizados al agente tambie´n se han
realizado cambios en el controlador. Concretamente se ha rehecho comple-
tamente reutilizando el co´digo justo. El motivo de la creacio´n de este nuevo
controlador se debe, principalmente, a que se quiere disponer de un sistema
bien organizado y claramente centrado en la labor de controlar las tareas.
Hasta este momento el controlador se encargaba tanto de administrar las
tareas como de codificar los mecanismos necesarios de control para determi-
nar los datos de entrada, las funciones llamadas, etc. Esto se debe principal-
mente a que no se ha hecho uso de ningu´n framework de desarrollo web que
ocultase este tipo de tareas. De este modo el controlador es una aplicacio´n
con un co´digo que entremezcla la representacio´n de datos, el control del flujo
de ejecucio´n y las tareas administrativas.
Por el motivo anterior se decidio´ crear un nuevo controlador haciendo
uso del framework CakePHP (puede encontrarse en http://cakephp.org/).
Este framework tiene las siguientes caracter´ısticas:
Abstrae la base de datos facilitando el trabajo con los datos indepen-
dientemente del motor de base de datos utilizado.
Maneja el flujo de funcionamiento de la aplicacio´n permitiendo, de este
modo, que el programador se centre u´nicamente en la labor de desarro-
llo de las funcionalidades del programa.
Tiene actualizaciones constantes que, en caso de mejoras de rendimien-
to o estabilidad, pueden incorporarse fa´cilmente a nuestro desarrollo
sin necesidad de realizar cambios sobre el mismo.
Dispone de abundante documentacio´n con gran cantidad de ejemplo,
lo que facilita su aprendizaje.
Su uso es muy sencillo.
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Por otra parte, aprovechando este cambio del controlador se ha intentado
realizar algunas optimizaciones. Entre ellas podemos destacar:
Optimizacio´n de la base de datos. Para ello se estudio´ el uso que hace el
controlador de los accesos y se comprobo´ que las tablas que se utilizan
para realizar las estad´ısticas son constantemente utilizadas y estas nun-
ca llegan a tener un nu´mero de elementos muy elevado (el controlador
borra los datos que considera antiguos). Por este motivo se ha decidido
pasar estas tablas a la memoria RAM, de modo que el acceso sea ma´s
ra´pido. El mayor problema de esta solucio´n es que en caso de ca´ıda de
la base de datos se perder´ıan estos valores, pero al no ser informacio´n
fundamental no supone una gran preocupacio´n.
Agrupacio´n de accesos a base de datos. En el antiguo controlador se
pod´ıa encontrar acciones que realizaban dos o tres accesos a la base de
datos para modificar un mismo elemento. Para evitar esta situacio´n lo
que se ha hecho ha sido ir acumulando los cambios a realizar y una vez
que no se van a hacer ma´s se hace la actualizacio´n de la base de datos.
Esto permite ahorrar algo de tiempo y reduce la carga sobre la base de
datos.
Se ha tenido en cuenta el disen˜o de la web a la hora de reescribir el
controlador considerando que un estilo ma´s atractivo ayudar´ıa a una mejor
experiencia de usuario.
4.7. Algoritmos nuevos de seguridad imple-
mentados
Inicialmente DHC soporta los algoritmos MD4, MD5, SHA1, NTLM y
MD5 crypt. Este u´ltimo es una versio´n de MD5 utilizada por los sistemas
UNIX para almacenar las contrasen˜as y que se forma de la siguiente forma
$ID$SALT$HASH, donde ID es el identificador del algoritmo de resumen
empleado (1 para MD5), SALT es una semilla aleatoria que se adjunta a la
contrasen˜a a resumir y HASH es el resultado del resumen de la unio´n de la
contrasen˜a y la semilla:
HASH = H(SALT |PASSWD)
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Estos algoritmos se han recodificado para que se adapten a los cambios
mencionados en 4.3.1. Tras este cambio se ha procedido al desarrollo de nue-
vos algoritmos que dotan al sistema de mayor funcionalidad, especialmente
si son algoritmos ma´s modernos.
Hay que tener en cuenta que a menos que se hallen debilidades contra los
algoritmos el sistema de comprobacio´n a utilizar sera´ siempre el de fuerza
bruta. Esto supone que los algoritmos ma´s actuales sean ma´s costosos con
respecto al tiempo necesario.
Para el desarrollo de los nuevos algoritmos se ha tenido en cuenta su uso.
De este modo no se han implementado aquellos que esta´n en desuso por ser
de poca utilidad.
4.7.1. SHA-256
Este algoritmo de resumen busca sustituir al antiguo SHA-1 ya que este
se vio seriamente afectado por el taman˜o de los resu´menes que generaba (de
128 bits) y por el descubrimiento de ataques controla el mismo (como se ha
visto en 2.1.3).
Para codificar este nuevo algoritmo se ha procurado hacer uso de la ex-
periencia previa de la aplicacio´n, procedente del estudio de la misma, y se
ha reutilizado parte del co´digo del antiguo SHA-1. De este modo se consigue
reducir el tiempo de desarrollo.
La implementacio´n de este algoritmo se ha tomado a partir de la infor-




En este cap´ıtulo se presentan las pruebas realizadas sobre el proyecto y
los resultados obtenidos por las mismas.
Con las pruebas realizadas se ha procurado asegurar el buen funciona-
miento de los cambios introducidos durante la realizacio´n del proyecto para
garantizar su utilidad.
5.1. Subsistema de plugins
Las pruebas sobre el sistema de plugins tratan de comprobar, por una par-
te, el buen funcionamiento de la carga dina´mica de las extensiones, as´ı como
de las mejoras suministradas por el API de algoritmos y de executors.
Este apartado ha sido uno de los ma´s importantes ya que todos los cam-
bios realizados tienen un gran impacto sobre la estructura del proyecto. De
este modo se debe garantizar que tras los cambios todo el sistema sigue fun-
cionando de forma correcta.
Los pasos seguidos para el propo´sito descrito han sido el siguiente:
1. Paso del algoritmo de MD4 al nuevo sistema.
Con esto se pretend´ıa probar si el mecanismo de control de algoritmos
funcionaba correctamente sin influir en los resultados.
Se eligio´ el algoritmo de MD4 al azar entre todos los implementados en
DHC.
2. Paso de todos los algoritmos antiguos al nuevo sistema.
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As´ı se garantizaba el buen funcionamiento en todos los casos y se pod´ıa
comprobar que no hubiese co´digo antiguo interfiriendo en en la ejecu-
cio´n.
3. Creacio´n de BasicExecutor.
Este executor implementa la lo´gica antigua de funcionamiento de los
algoritmos. Se pretende de este modo reducir la cantidad de co´digo
duplicado y comprobar a su vez el funcionamiento de este subsistema.
Como en el caso anterior el primer algoritmo en hacer uso de esta
funcionalidad ha sido MD4.
4. Uso de BasicExecutor en todos los algoritmos.
Con este cambio se comprueba el funcionamiento real de todos los
algoritmos del sistema.
5. Creacio´n del plugin DummyPlug.
Este plugin de prueba no realiza ninguna operacio´n dentro del sistema,
pero es u´til para comprobar que el subsistema de plugins es capaz de
cargar correctamente los mismos.
6. Transformacio´n de los algoritmos en plugins.
Finalmente, se pasaron todos los algoritmos para que hagan uso del
sistema de plugins y as´ı comprobar el funcionamiento real; de este modo
se independizan los plugins del agente.
Para realizar las pruebas anteriores se fueron realizando los cambios pau-
latinamente y corrigiendo los errores que surgieron. En estos momentos se
puede considerar que el subsistema de plugins, algoritmos y executors fun-
ciona correctamente.
5.2. Controlador
El controlador ha sufrido un redisen˜o importante de su aspecto que ha
buscando mantener la misma funcionalidad que ten´ıa anteriormente y a la
vez ofrecer una experiencia ma´s agradable mejorando la presentacio´n. Para
ello se ha hecho uso de las te´cnicas actuales de disen˜o web como uso de
degradados.
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Los cambios realizados han supuesto una mejora constatada tras dar a
probar ambas interfaces a un grupo de personas. Este grupo se compon´ıa de
7 personas completamente ajenas al desarrollo de este proyecto y pudieron
constatar la mejora del mismo.
Por otro lado, los cambios en los agentes destinados a mejorar el tiempo
de respuesta del controlador han contribuido a que, en momentos de alta
carga de trabajo, los tiempos de espera se reduzcan. Esto supone una mejor
experiencia de usuario al eliminar posibles impaciencias por la tardanza en
obtener una pa´gina del controlador. Para poder comprobar este u´ltimo punto
solo ha sido necesario enviar un hash al sistema para que se ponga en marcha
y controlar el tiempo que tarda en devolver una pa´gina.
5.3. Mantenibilidad
La facilidad de mantener el sistema era un punto importante del proyecto
por la falta de organizacio´n del mismo. Con los cambios que se han introdu-
cido se ha procurado mejorar este aspecto reduciendo el nu´mero de ficheros
a cambiar para pequen˜os cambios.
Un ejemplo claro ser´ıa la introduccio´n de un nuevo algoritmo, que antes
supon´ıa la modificacio´n de al menos los siguientes ficheros:
ControllerLink.cpp
ComputeThreadProc.cpp
Adema´s, puede ser necesario el cambio de ma´s ficheros dependiendo de
co´mo se haya implementado el algoritmo.
Tras la reimplantacio´n del sistema se simplifica enormemente el nu´mero
de ficheros a modificar ya que ahora solo hace falta cambiar el del propio
algoritmo. Igualmente, al an˜adir nuevas funcionalidades se simplifica enor-
memente ya que no hay necesidad de modificar l´ınea alguna de co´digo sobre
el agente.
Igualmente el controlador se ha visto claramente beneficiado por el uso
de CakePHP ya que, gracias al uso de una estructura ordenada en la organi-
zacio´n de los elementos que componen el software, se puede ir directamente
a la parte en la que pueda haber cualquier problema para solucionarla.
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5.4. Algoritmo SHA-256
Las pruebas sobre este algoritmo han consistido, por una parte, en com-
probar que los resu´menes que generaba eran correctos. Una vez confirmado
este punto se ha procedido a calcular el tiempo que tarda en calcular un
resumen para poder compararlo con el resto de algoritmos.
Para comprobar el tiempo que tarda se eligio´ una palabra de prueba con
minu´sculas, mayu´sculas, nu´meros y algunos s´ımbolos y una longitud de 8
caracteres. Tras esto se genero´ su resumen SHA-1 y SHA-256. Tras medir
los tiempos que tardaba el sistema en encontrar la palabra para SHA-1 y
SHA-256 se pudo determinar que la implementacio´n de este u´ltimo es 1,5
veces ma´s lenta que la primera. Esto se debe principalmente a que el nuevo
algoritmo requiere ma´s pasos para obtener el resumen.
El resultado anterior es importante de cara a la implementacio´n de nuevos
algoritmos ya que sera´ importante tener en cuenta cuanto ma´s complejos
son y, en caso de una complejidad excesiva, si es u´til implementarlo. Si la
complejidad de un algoritmo resultase muy elevada podr´ıa suceder que el
tiempo que tardase en devolver un resultado fuera demasiado elevado. Esto
significa que es importante comprobar con las ecuaciones mostradas en 2.1
para determinar de forma anticipada los tiempos.
Cap´ıtulo 6
Conclusiones
EL proyecto ha terminado existosamente tras haber hecho toda una serie
de actividades que han permitido organizar y realizar el trabajo deseado.
Estas actividades fueron planteadas cuando se inicio el proyecto y garantizan
la buena organizacio´n del mismo.
A continuacio´n puede verse un desglose ordenado de las actividades que
han compuesto el proyecto:
Bu´squeda de soluciones existentes.
El primer paso que se realizo´ fue buscar si exist´ıa alguna herramienta
que, siendo software libre, permitiese hacer la evaluacio´n de contrasen˜as
utilizando tarjetas gra´ficas. Solo se encontro´ una, DHC.
Estudio de la solucio´n elegida.
Disponiendo de una herramienta, se procedio´ a estudiar el co´digo fuente
de e´sta para poder determinar como an˜adir nuevas funciones resumen
y como extender las funcionalidades que e´ste ya ten´ıa.
Desgraciadamente, la documentacio´n que ten´ıa DHC abarcaba princi-
palmente el proceso de compilacio´n y ejecucio´n, pero no detallaba co´mo
funcionaba por dentro por lo que se tuvo que hacer un gran esfuerzo
en su estudio.
Determinar las mejoras a realizar.
Conociendo el co´digo se pod´ıa empezar a proponer mejoras sobre el
mismo. Las mejoras deb´ıan en todo momento garantizar que la herra-
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mienta se adapte completamente a los requisitos propuestos (facilidad
de ampliacio´n, facilidad de mantenimiento, agilidad de uso, etc.).
Las mejoras propuestas para DHC han sido el nu´cleo de este proyecto
y que ya se han visto anteriormente.
Llevar a cabo las mejoras propuestas.
A lo largo del cap´ıtulo 4 se ha podido ver el desarrollo de las mejoras
propuestas, en que´ han consistido y co´mo se han llevado a cabo.
Pruebas de aceptacio´n.
Para garantizar el buen funcionamiento de las modificaciones realizadas
se ha tenido que comprobar que los resultados generados fueran los
correctos
Tras la finalizacio´n del proyecto, y teniendo en cuenta los resultados, po-
demos concluir que todas las modificaciones aportadas han permitido mejorar
sustancialmente la herramienta, pudiendo destacarse:
La mejora en la mantenibilidad puede considerarse muy importante
tras haberse simplificado de forma importante los puntos ma´s cr´ıticos
de la herramienta. Esto supone mayor facilidad para realizar cambios
en caso de errores o de tener que introducir nuevas mejoras.
Cuando se tiene un co´digo que hace un uso intensivo de sentencias if
anidadas, e´ste puede, en ciertos casos, ser sustituido por mecanismos de
herencia. En el caso concreto del proyecto, esto ha permitido incorporar
todo el sistema de algoritmos en sustitucio´n de un mecanismo esta´tico
y complicado de modificar.
El subsistema de plugins permite simplificar el co´digo del agente, se-
parando la funcionalidad de control del mismo de las tareas ma´s es-
pec´ıficas que se le soliciten. De este modo DHC se convierte en una
herramienta ma´s versa´til a la que se le puede dotar de nuevas funcio-
nalidades para las cuales no hab´ıa sido disen˜ado inicialmente.
El uso del CakePHP ha permitido simplificar el co´digo del controlador
gracias al uso de las herramientas que e´ste nos ofrece. Adema´s, esto
facilita enormemente el realizar cambios sobre la interfaz y mantener
una mayor organizacio´n co´digo.
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El uso de frameworks MVC facilita en gran medida el desarrollo de
aplicaciones web al eliminar la necesidad de preocuparse por detalles
de bajo nivel como puedan ser el acceso a base de datos.
El nuevo disen˜o creado para DHC lo convierte en un sistema ma´s atrac-
tivo, lo que anima a que sea utilizado. Este punto es importante ya que
generalmente la gente se siente ma´s a gusto con aquello que encuentra
agradable frente a soluciones que puedan ser ma´s completas.
Tras el estudio y el uso de la herramienta se puede concluir que es muy
importante la calidad de las contrasen˜as utilizadas ya que en su forta-
leza depende una parte importante de la seguridad de muchas institu-
ciones. Igualmente, el tipo de funcio´n resumen es tambie´n importante
ya que las debilidades que e´sta pueda tener puede afectar enormemente
a la integridad de los datos.
Las herramientas de control de versiones simplifican enormemente la
gestio´n del co´digo de los proyectos ya que eliminan la necesidad de
mantener las versiones manualmente. Adema´s, al funcionar este tipo
de herramientas en red permite disponer del co´digo en cualquier parte
eliminando la necesidad de tener que recordar el llevar una copia en-
cima. Por otra parte, tambie´n facilitan las tareas de vuelta atra´s en el
tiempo en caso de fallos graves, de este modo en caso de cometer un
error se puede ir fa´cilmente a una versio´n anterior para deshacer los
cambios.
Finalmente cabe concluir que tras el desarrollo de este proyecto se ha
podido comprobar las dificultades que entran˜a el mantenimiento de herra-
mientas con una escasa documentacio´n.
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Cap´ıtulo 7
Trabajos futuros
Tras terminar el proyecto hay muchas mejoras que han quedado pen-
dientes o ser´ıa deseable poder an˜adir. A continuacio´n puede verse una lista
de aquellos elementos que se han considerado ma´s importante de cara a la
continuidad del proyecto:
Mejorar las comunicaciones entre agentes y controlador. Hasta este
momento las comunicaciones entre agente y controlador hacen uso de
un protocolo un poco pobre, en lo que a caracter´ısticas se refiere, lo
que supone tambie´n una restriccio´n a la hora de hacer ampliaciones.
La mejora propuesta busca ampliar este protocolo para que la variedad
de funciones que pueda tener el agente sea mucho mayor.
Para desarrollar el nuevo protocolo habr´ıa que:
Estudiar las mejoras que se quieren introducir para saber co´mo
afectar´ıan a las comunicaciones (por ejemplo, para enviar plugins
hay que poder indicarlo).
Definir el nuevo protocolo (mensajes que env´ıa el agente al con-
trolador y las posibles respuestas a estos) con respecto al punto
anterior.
Realizar las modificaciones pertinentes en el controlador y en el
agente. Para ello habra´ que cambiar el fichero agents controller.php,
del controlador, y ControllerLink.cpp, del agente.
Carga de algoritmos desde el controlador. Esta extensio´n permitir´ıa cen-
tralizar la administracio´n de los algoritmos en el controlador de modo
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que no haga falta tener que entrar de forma remota en cada uno de
los agentes para an˜adir nuevas funcionalidades. Esto facilitar´ıa la ad-
ministracio´n del sistema al evitar tener que acceder a cada agente para
instalar las extensiones.
Para realizar esta tarea habr´ıa que modificar el controlador y el agente
de modo que:
El controlador debe saber en todo momento que algoritmos y exe-
cutors tienen los agentes.
El controlador pueda alojar los nuevos plugins.
El controlador pueda enviar a los agentes los plugins.
El agente debe poder cargar los plugins cuando se lo indique el
controlador.
Para esto habr´ıa que cambiar el protocolo de comunicacio´n que se uti-
liza actualmente.
Crear nuevos algoritmos de comprobacio´n de hashes. En la actuali-
dad hay una gran cantidad de algoritmos de resumen que pueden ser
portados a DHC y ser´ıa interesante disponer de ellos.
Estos algoritmos se pueden crear fa´cilmente dentro de plugins que
ser´ıan cargados posteriormente. Para ello cada nuevo algoritmo de-
bera´ heredar de la clase Algorithm, implementar su funcionalidad y ser
exportado como plugin.
Crear nuevos mecanismos de ejecucio´n. En estos momentos los algo-
ritmos solo pueden hacer uso de un sistema ba´sico de ejecucio´n, pero
podr´ıan implementarse nuevos sistemas que permitiesen mejoras en los
tiempos o simplemente implementar nuevos algoritmos ma´s alla´ de las
funciones resumen.
Estos nuevos mecanismos de ejecucio´n pueden implementarse de distin-
tos modos dependiendo del objetivo. Por ejemplo, en el caso de querer
realizar optimizaciones sobre el sistema existente actualmente habr´ıa
que:
Estudiar el Executor que se quiere mejorar para buscar sus cuellos
de botella, variables innecesarias, etc.
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Crear un nuevo Executor con las modificaciones que implementen
las mejoras.
Probar los cambios realizados.
En caso de querer crear un nuevo Executor para una funcionalidad au´n
no implementada, los pasos sera´n los mismos, pero hay que estudiar
como debera´ ejecutarse la nueva funcionalidad.
Implementar nuevos protocolos de seguridad. DHC no tiene porque
restringirse so´lo a funciones resumen. Con esto se conseguir´ıa que la
herramienta abarcase un mayor nu´mero de mecanismos de seguridad
como podr´ıan ser:
Contrasen˜as de redes WiFi con proteccio´n WPA.
Determinar las claves generadas a partir de un handshake del sis-
tema TLS utilizado en pa´ginas web.
Para este propo´sito habra´ que hacer uso de los puntos anteriores ya que
puede que se deba cambiar el protocolo de comunicaciones adema´s de
an˜adir nuevos algoritmos y executors.
Control de cambios sobre el sistema de ficheros. Esta caracter´ıstica pue-
de utilizarse para determinar cuando un plugin ha cambiado y volverlo
a cargar sin tener que reiniciar el agente. De este modo el rendimiento
de la aplicacio´n mejorar´ıa al no tener que parar casi nunca.
El desarrollo de esta mejora podr´ıa hacerse del siguiente modo:
Se debe determinar las llamadas al sistema que permiten monito-
rizar los cambios sobre el sistema de ficheros.
Hay que disen˜ar un mecanismo que permita eliminar un plugin de
la memoria para ser sustituido por otro. Hay que tener en cuenta
que esto supone saber si esta´ o no en uso y que cuando se realice
el cambio no podra´n ser utilizados.
Hay que desarrollar y probar la solucio´n propuesta.
Sistema de controladores jera´rquicos. El objetivo de este cambio es po-
der disponer de un a´rbol de controladores donde los que se encuentren
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en las ramas sean los encargados de repartir el trabajo entre los agentes
y los dema´s controladores simplemente repartan trabajo entre ellos. El
objetivo es repartir la carga en casos en los que haya una gran cantidad
de agentes.
Este sistema necesita que se cambien los controladores, de tal modo
que puedan comunicarse tambie´n entre ellos. Hay varias opciones para
conseguir esto:
Crear dicha funcionalidad y ejecutarla desde un planificador de
tareas.
Esperar un nu´mero de peticiones de los agentes para realizar la
llamada al controlador superior. Esta llamada se realizar´ıa duran-
te la solicitud del agente ya que PHP no puede crear tareas en
paralelo para este tipo de acciones.
La eleccio´n de una u otra solucio´n dependera´ del uso que se vaya a dar




A continuacio´n se va a presentar el presupuesto requerido para llevar a
cabo el proyecto.
La duracio´n total del proyecto ha sido de 11 meses, teniendo en cuenta
que la dedicacio´n que se ha aplicado ha sido de aproximadamente 13,2 horas
semanales (un tercio de las 40 horas semanales).
A.1. Desglose de actividades del proyecto
Para calcular el total de horas del proyecto se ha tenido en cuenta todas
las actividades realizadas en el mismo. En el cuadro A.1 puede apreciarse el
trabajo realizado, que ha ido desde el estudio de la solucio´n previa, el ana´lisis
de los posibles cambios a realizar, el disen˜o de las modificaciones realizadas
hasta la instalacio´n del sistema de pruebas (la ma´quina Tesla).
Actividad Horas
Estudio DHC 80 h
Ana´sis y disen˜o 70 h
Implementacio´n 280 h
Pruebas 40 h
Instalacio´n sistema 5 h
Documentacio´n 100 h
Cuadro A.1: Desglose de horas por actividad
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Cargo Horas Coste/Hora Total
Analista 150 h 16,00¿/hora 2.400,00¿
Programador 280 h 16,00¿/hora 4.480,00¿
Responsable documentacio´n 100h h 16,00¿/hora 1.600,00¿
Responsable pruebas 40 h 16,00¿/hora 640,00¿
Te´cnico instalacio´n 5 h 16,00¿/hora 80,00¿
Total 575 h 9.200,00¿
Cuadro A.2: Desglose de horas por actividad
Servicio Precio mes Meses Total
Servidor privado virtual 16,99¿/mes 11 186,89¿
Total 186,89¿
Cuadro A.3: Coste de los servicios subcontratados
A.2. Gasto en personal imputable al proyecto
Para ajustar el precio por hora del programador se ha hecho una bu´sque-
da entre las ofertas de trabajo que se encuentran actualmente en internet.
Se ha tomado como muestra aquellas en las que se busca profesionales con
experiencia donde el sueldo ronda los 36.000¿/an˜o.
El coste total por personal es de 9.200¿ como puede apreciarse en el
cuadro A.2.
A.3. Servicios subcontratados
En el cuadro A.3 puede apreciarse el coste de los servicios que se han
subcontratado.
A.4. Recursos materiales empleados
Durante la realizacio´n de este proyecto se ha hecho uso de una gran canti-
dad de software. Al haber sido software libre y gratuito el coste repercutido a
un posible cliente es de 0¿ y no hace falta amortizarlo lo que puede ser consi-
derado una ventaja importante frente a otros sistemas que pueden encarecer
significativamente el producto.
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Recurso Cantidad Coste total
Tesla T1070 1 7.082,00¿
Servidor Tesla 1 2.528,00¿
Total 9.610,00¿
Cuadro A.4: Coste de los recursos materiales empleados
Recurso Precio Amortizacio´n (meses) Uso Repercutido
MacBook Pro 2.600,00¿ 60 60 % 42,05¿
Sobremesa 1.200,00¿ 60 40 % 28,75¿
Total 70,80¿
Cuadro A.5: Coste por amortizacio´n de equipos
Por lo anterior, solo es necesario repercutir el coste de los dispositivos
materiales empleados, como puede verse en el cuadro A.4.
A.5. Amortizaciones
La amortizacio´n es la perdida de valor del equipo por su uso y su an-
tigu¨edad. Por este motivo debe ser repercutida en el proyecto y que as´ı no se
pierda dinero por la compra de los mismos.
Se ha considerado que un mes tiene en torno a las 160 horas laborables
(4 semanas de 40 horas cada una) para la realizacio´n del cuadro A.5.
A.6. Gastos indirectos
Se debe tener en cuenta el coste de todos aquellos elementos que, si bien
no repercuten directamente sobre el proyecto, suponen un gasto constante
durante la vida de e´ste.
El precio de la conexio´n a internet y de la telefon´ıa se ha calculado a
partir de las facturas obtenidas de unos 40¿/mes cada una. Considerando
que un mes tiene 4 semanas a 40 horas laborables el precio por hora es de
0,25¿/hora. Este valor se multiplica por el total de horas empleadas para
realizar el proyecto.
El material de oficina comprende folios, cuadernos e instrumental para
escribir. Apenas se ha gastado material de este tipo (un cuaderno, algunos
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Descripcio´n Coste
Conexio´n a internet 143,50¿
Llamadas telefo´nicas 143,50¿
Material de oficina 10,00¿
Alquiler local 3.953,13¿
Electricidad 74,75¿
Servicio de limpieza 3.593,75¿
Total 7.918,63¿








Cuadro A.7: Resumen de los gastos del proyecto
folios y un bol´ıgrafo) por lo que su valor es bajo.
El alquiler de locales en Legane´s esta´n sobre los 1.100¿/mes de media
(obtenido a partir de una revisio´n de www.idealista.com). Estos locales so´lo
pueden amortizarse durante la actividad econo´mica del mismo (40h/semana).
Esto supone un coste por hora de 6,875¿/hora.
Se ha supuesto un gasto en electricidad de unos 20¿/mes. Esto supone
un coste de 0,13¿/hora.
La limpieza del local puede rondar en torno a los 1.000¿/mes. Se ha
considerado que la subcontratacio´n del servicio de limpieza puede rondar los
25¿/hora y no ser´ıa necesario ma´s de 2 horas al d´ıa durante cada d´ıa de la
semana (unos 20 d´ıas al mes). Esto supone un coste de 6,25¿/hora.
En el cuadro A.6 hay un resumen de los gastos indirectos del proyecto.
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A.7. Resumen del presupuesto
Con todos los datos juntos (ver cuadro A.7) procedemos a calcular el
precio de venta de la solucio´n desarrollada.
Lo primero de todo es que pueden darse imprevistos a lo largo del desarro-
llo, como roturas de material, enfermedad del personal, etc. Por este motivo
se aplica un margen del 10 % sobre el precio para compensar estos posibles
imprevistos: 2.698,63¿.
Coste Total + Margen de imprevistos = 29.684,95¿
El margen de beneficio a aplicar es del 25 % sobre el precio con imprevis-
tos: 7.421,24¿.
Precio Final = Precio con Imprevistos + Beneficio = 37.106,19¿
El precio final de la solucio´n, contando el 18 % de I.V.A., es: 43.785,30¿.
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Ape´ndice B
Entorno de desarrollo
Para el desarrollo del proyecto se ha hecho uso de una gran cantidad de
herramientas y tecnolog´ıas que es importante ver para poder comprender
mejor el modo de desarrollo.
B.1. CMake
CMake es una herramienta para la construccio´n de ficheros Makefile. El
mayor inconveniente que hay a la hora de utilizar ficheros Makefile es que
resulta complicado mantenerlos y au´n ma´s crear versiones para diferentes sis-
temas operativos. Este u´ltimo punto se debe a que pueden variar sutilmente
algunas de las reglas para crear el fichero y que dependiendo del sistema
operativo se puedan necesitar unas u otras librer´ıas. Adema´s, utilizando fi-
cheros Makefile es complicado realizar comprobaciones sobre el sistema, como
pueden ser comprobar si esta´ o no instalada una biblioteca en concreto.
Existen varias soluciones para la generacio´n de ficheros Makefile, entre
ellas destaca GNU Autotools. E´sta es probablemente una de las herramientas
ma´s famosas en el mundo del software libre por ser la que se utiliza dentro del
proyecto GNU. Desgraciadamente Autotools es una herramienta complicada
de utilizar lo que nos hizo decantarnos por CMake.
CMake utiliza una sintaxis sencilla para definir las reglas de comproba-
cio´n, asignacio´n de dependencias y cualquier cosa que tenga que ver con el
proceso de generacio´n del proyecto.
Para instalar CMake en el sistema se ejecutara´ el siguiente comando:
$ sudo apt-get install cmake
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B.2. Git
Una parte muy importante de todo proyecto es la gestio´n de los ficheros
que se esta´n utilizando. En el caso de un proyecto software el control de los
cambios es fundamental para evitar problemas.
Git es un sistema de control de versiones desarrollado por Linus Torvalds
para el nu´cleo Linux. Sus principales caracter´ısticas son:
Es un sistema distribuido, lo que evita la necesidad de disponer siempre
de un servidor central al que enviar los cambios, como sucede con otros
sistemas como CVS o Subversion.
Facilita la creacio´n de ramas (branch) de desarrollo y la fusio´n de e´stas
(merge) cuando es necesario de forma ra´pida y sencilla.
Facilita disponer de copias de seguridad distribuye´ndolas entre varios
equipos, al menos en el uso que se ha dado para este proyecto final de
carrera.
Para poder utilizar git solo hace falta instalarlo ejecutando el siguiente
comando:
$ sudo apt-get install git-core
Durante el desarrollo del proyecto se han utilizado varias ramas para
controlar las distintas partes. Concretamente se ha utilizado:
master Mantiene el co´digo que se ha comprobado que funciona correcta-
mente. No se puede incorporar nada a esta rama directamente, sino
que hay que desarrollar primero en otra rama, comprobar correcto fun-
cionamiento de los cambios y luego se realiza la mezcla de los cambios
con masters.
ldopen En esta rama se realizaron los cambios para soportar plugins. La
nomenclatura de ldopen proviene de la llamada a sistema utilizada
para poder desarrollar esta funcionalidad.
nuevaweb Aqu´ı se encuentra todo el co´digo de pruebas del nuevo contro-
lador desarrollado as´ı como cambios sobre los agentes para soportar la
nueva arquitectura.
fixcompiling Cambios realizados para que la compilacio´n en el sistema ope-
rativo Mac OS X funcionara correctamente.
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B.3. Apache
Para poder hacer uso del controlador es necesario disponer de un servi-
dor web con soporte de PHP. En este caso se ha utilizado el servidor web
Apache en su versio´n 2 por ser el ma´s popular, disponer de una abundante
documentacio´n y ser software libre.
Cualquier distribucio´n de GNU/Linux puede instalar este servidor web
con unos pocos clicks de rato´n o en su defecto un u´nico comando. En el caso
de las distribuciones basadas en Debian solo hace falta ejecutar el siguiente
comando:
$ sudo apt-get install apache2
B.4. Redmine
Redmine es un gestor de proyectos realizado en Ruby on Rails. Permite
la asignacio´n de tareas, calendarios, documentacio´n y otras muchas funcio-
nalidades ma´s a trave´s de plugins. Como la mayor´ıa de las herramientas
utilizadas es software libre.
Esta herramienta ha sido de utilidad para poder controlar los problemas
que han ido surgiendo y que no quedara´n pendientes.
La instalacio´n de Redmine es probablemente de las ma´s complicadas de
todas las herramientas utilizadas en este proyecto. Para instalar esta herra-
mienta se ha tenido que seguir los siguientes pasos:
Instalacio´n de ruby, rails y rake:
$ sudo apt-get install ruby rails rake
Instalacio´n del mo´dulo passenger para apache1:
$ sudo gem install passenger
$ sudo passenger-install-apache2-module
1Passenger dispone de paquetes para algunas distribuciones. Por desgracia, la distribu-
cio´n que utilizaba el servidor de Redmine no dispon´ıa de dichos paquetes
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B.5. CUDA
Como no, se ha hecho uso de las herramientas de NVIDIA para compilar
el proyecto. El framework CUDA trae las bibliotecas ba´sicas necesarias para
poder comunicarse con la tarjeta gra´fica y las herramientas de compilacio´n.
Para poder utilizar CUDA hay que instalar previamente los controladores
de la tarjeta gra´fica adecuados ya que los controladores que vienen por defecto
solo permiten funciones gra´ficas.
Para desarrollar el proyecto se ha hecho uso de la versio´n 2.3 de CUDA
que puede encontrarse en http://developer.nvidia.com/object/cuda_3_
2_downloads.html. Desde esta pa´gina se pueden descargar tanto los con-
troladores para el sistema operativo como las herramientas necesarias para
desarrollar en CUDA.
Es importante comprobar antes de utilizar CUDA si la tarjeta gra´fica que
tiene el equipo es compatible.
Para instalar CUDA en linux se necesita instalar primero el controlador
de la tarjeta gra´fica. Este controlador requiere las cabeceras del nu´cleo Linux
para poder compilarse. Por este motivo hay que asegurarse de que ya se
encuentren instaladas y en caso contrario se pueden instalar con el siguiente
comando:
$ sudo apt-get install linux-headers-generic
Por desgracia no se ofrecen paquetes adaptados a cada distribucio´n por
lo que hay que utilizar el instalador que ofrece NVIDIA:
$ wget http://developer.download.nvidia.com/compute/cuda/
3_2_prod/drivers/devdriver_3.2_linux_32_260.19.26.run
$ sudo sh ./devdriver_3.2_linux_32_260.19.26.run
Tras este paso solo hay que seguir las indicaciones del instalador.
Hay ocasiones en las que el instalador de los controladores de NVIDIA
fallan y no crean los dispositivos necesarios en /dev, por lo que hay que
crearlos a mano. Para ello se puede utilizar las siguiente llamadas en l´ınea de
comando:
$ for i in $(seq 0 9); do sudo mknod /dev/nvidia${i} c 195 ${i}; done
$ sudo mknod /dev/nvidiactl c 195 255
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Una vez instalado el controlador de CUDA se puede proceder a instalar
las herramientas. E´stas utilizan su propio instalador, pero esta´ adaptado a
distintas distribuciones, por lo que hay que elegir el ma´s adecuado:
$ wget http://developer.download.nvidia.com/compute/cuda/
3_2_prod/toolkit/cudatoolkit_3.2.16_linux_64_ubuntu10.04.run
$ sudo sh ./cudatoolkit_3.2.16_linux_64_ubuntu10.04.run
Es recomendable instalar las herramientas en los directorios que nos in-
dique como predeterminados (generalmente /usr/local/cuda).
B.6. Compilador de C y C++ de GNU
El compilador de GNU es probablemente uno de los ma´s utilizados hoy d´ıa
en el mundo del software libre. Este compilador dispone de herramientas para
compilar una gran cantidad de lenguajes distintos como C, C++, Objective-
C, Pascal y muchos ma´s. Es el compilador que traen todas las distribuciones
GNU/Linux en la actualidad y hasta sistemas operativos como Mac OS X lo
utilizan.
La mayor parte del co´digo empleado en el proyecto esta´ escrito en C++
por lo que se ha necesitado hacer uso del compilador de C++ de GNU,
principalmente por ser el ma´s sencillo de instalar en Linux.
Para asegurarnos que al instalar el compilador de GNU se instalen todas
las dependencias que necesitamos podemos ejecutar la siguiente orden:
$ sudo apt-get install build-essential g++
El paquete build-essential se encarga de instalar todas las herramientas
y bibliotecas de compilacio´n ba´sicas. Luego le indicamos que se asegure de
instalar g++ (nombre que tiene el compilador de C++ suministrado por
GNU).
B.7. NASM
NASM es un ensamblador multiplataforma que se necesita para poder
generar la versio´n de CPU de MD5. Es importante asegurarse de utilizar la
u´ltima versio´n de la herramienta ya que, por ejemplo, la versio´n que trae Mac
OS X no esta´ actualizada y no permite realizar compilaciones de 64 bits.
Para instalarlo solo hay que ejecutar:
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$ sudo apt-get install nasm
B.8. PHP
PHP es un lenguaje de programacio´n web muy extendido gracias a que
es gratuito y libre. Tiene una sintaxis sencilla fuertemente basada en C y es
muy fa´cil de aprender.
Es muy habitual hablar de instalaciones LAMP, que son aquellas que ha-
cen uso de Linux, Apache, MySQL y PHP y que son ampliamente utilizadas
en internet por gran nu´mero de servicios de alojamiento por su bajo coste y
facilidad de instalacio´n y configuracio´n.
Al ser un lenguaje muy extendido se ha utilizado para la creacio´n del nue-
vo controlador de DHC. El anterior controlador tambie´n hac´ıa uso de PHP
pero cuando se planteo´ crear uno nuevo se barajaron soluciones basadas en
Ruby y Groovy. Estas soluciones fueron descartadas por ser algo ma´s com-
plicadas de configurar. Para ser ma´s precisos, Ruby requiere que se instalen
mo´dulos especiales para Apache y hay que revisar muy bien la configuracio´n.
En el caso de Groovy se necesita un servidor Apache Tomcat basado en java
que puede suponer una gran sobrecarga para el sistema.
Para instalar PHP e integrar e´ste con Apache solo hace falta ejecutar el
siguiente comando en cualquier distribucio´n basada en Debian:
$ sudo apt-get install php5
B.9. CakePHP
CakePHP es un framework de desarrollo web que hace uso del lenguaje
de programacio´n PHP y el patro´n arquitecto´nico MVC. Con CakePHP se
pueden hacer aplicaciones fa´cilmente sin tener que preocuparse de cosas como
el acceso a base de datos o el control de flujo a trave´s de la aplicacio´n.
Gracias al uso de CakePHP se ha podido centrar la atencio´n del contro-
lador ma´s en las tareas propias del mismo. De este modo ahora no hay que
preocuparse de como hacer el acceso a la base de datos o incluso el tipo de
base de datos que se esta´ utilizando.
Para utilizar CakePHP solo hace falta descargarlo y descromprimirlo en
un directorio. E´ste ya dispone de una estructura ba´sica de directorios para
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utilizar directamente en un proyecto. Para este proyecto los directorios ma´s
importantes son:
app/controllers Almacena los controladores de la aplicacio´n. Estos contro-
ladores se encargan de la lo´gica de negocio.
app/views Representan las salidas que producira´ la aplicacio´n.
app/models Describe la estructura de la base de datos (las tablas y sus
relaciones).
app/config Tiene la configuracio´n del motor de base de datos que hay que
utilizar y la configuracio´n de la misma. Por otra parte se ha almacenado
aqu´ı el script para generar las tablas en esta base de datos.
B.10. MySQL
MySQL es uno de los motores de base de datos libres ma´s extendidos
de internet. La principal razo´n de esto es que es fa´cil de administrar y que
histo´ricamente siempre ha sido una base de datos muy ra´pida, lo que supon´ıa
una ventaja para las aplicaciones web con una alta carga de peticiones.
El controlador de DHC hace uso de bases de datos para almacenar la
informacio´n de las tareas que se esta´n ejecutando y las estad´ısticas de las
mismas.
Su instalacio´n es tan sencilla como ejecutar:
$ sudo apt-get install mysql-server
B.11. Gimp
Gimp es una herramienta de retoque fotogra´fico de una gran calidad y
que desde hace muchos an˜os se la considera el Photoshop del software libre.
Para las ima´genes utilizadas en la web se ha utilizado Gimp por ser una
herramienta potente y relativamente sencilla de utilizar.
Para su instalacio´n se ha utilizado:
$ sudo apt-get intall gimp
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B.12. LATEX
Es una de las herramientas ma´s extendidas para la creacio´n de textos
cient´ıficos. LATEX son un conjunto de reglas para la herramienta TEX creada
por Donald E. Knuth. Su disen˜o esta´ pensado centrarse en el contenido de
los documentos en lugar de en su disen˜o. Es muy parecido a lo que ahora se
hace en web con HTML+CSS.
La memoria de este proyecto final de carrera ha sido escrito utilizando
LATEX por las ventajas que ofrece frente a otros sistemas como Microsoft
Word o LibreOffice. Entre estas ventajas podemos destacar que al almacenar
solo ficheros de texto es ma´s sencillo realizar un control de versiones sobre las
modificaciones, lo que resulta ma´s complicado utilizando ficheros binarios.
Para instalar el compilador de LATEX en el sistema hay que ejecutar:
$ sudo apt-get install texlive-latex-extra
B.13. GnuPlot
GnuPlot es una herramienta para la generacio´n de gra´ficas de funcio-
nes. Ha sido utilizada para la gra´fica de la distribucio´n de la paradoja del
cumplean˜os.
Esta herramienta es muy u´til cuando se necesita hacer gra´ficas de datos
y no se tiene un sistema muy potente ya que requiere de poca memoria. Un
ejemplo de ello es cuando se tienen grandes tablas de datos en MS Office lo
que hace que tarde en generar gra´ficas o incluso manejar los datos.
En este caso se ha creado un script de GnuPlot que ha sido integrado
dentro del sistema de compilacio´n automa´tico de CMake para generar un
PDF y poder ser incrustado en el documento LATEX.
Para instalar GnuPlot so´lo hace falta utilizar la siguiente orden en el
sistema:
$ sudo apt-get install gnuplot
B.14. LibreOffice
LibreOffice es una herramienta que ha nacido a partir del co´digo de Ope-
nOffice.org. Su creacio´n se motivo en el descontento de los desarrolladores
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por la falta de una estrategia por parte de Oracle tras la compra de Sun (y
con ello de OpenOffice.org). Aparentemente, Oracle no tiene mucho intere´s
en apoyar el software libre adquirido por la compra de Sun Microsystems.
Todas los diagramas que aparecen en la memoria ha sido realizadas con
la aplicacio´n de dibujo de LibreOffice.
LibreOffice puede ser descargado desde su pa´gina web en http://www.
libreoffice.org/download/.
B.15. UML
UML, siglas de Unified Modeling Language, es un lenguaje gra´fico para
modelar software ampliamente utilizando en el mundo de la programacio´n
orientada a objetos.
Algunos de los diagramas expuestos en la memoria hacen uso de dicho
lenguaje. Concretamente se ha hecho uso de diagramas de clases y de secuen-
cia. El primero permite expresar de forma gra´fica los elementos que forman
todo, o una parte, de un programa, pero sin entrar al detalle de como deben
comportarse. Los diagramas de secuencia representan un caso de funciona-
miento concreto y son u´tiles para poder mostrar co´mo actu´a una parte del
proyecto.
B.16. Debian y Ubuntu
Debian es una de las distribuciones de Linux ma´s antiguas y su filosof´ıa
es utilizar so´lo software libre. Uno de los puntos ma´s importantes a destacar
sobre esta distribucio´n es que esta´ mantenida enteramente por voluntarios
y que tiene uno de los mayores repositorios de aplicaciones de todas las
distribuciones existentes.
Debian posee muchas distribuciones derivadas que sobre e´sta an˜aden pa-
quetes y/o hacen cambios de configuracio´n. Una de estas distribuciones, y
probablemente la distribucio´n ma´s famosa actualmente, es Ubuntu.
Para descargar Debian se puede ir a http://www.debian.org/distrib/
y Ubuntu se puede obtener de http://www.ubuntu.com/desktop/get-ubuntu/
download.
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B.17. Organizacio´n del entorno de trabajo
Para realizar el proyecto se ha utilizado, a parte de las herramientas
anteriormente mencionadas, una serie de equipos organizados del siguiente
modo:
Servidor web Se dispone de un servidor privado virtual que tiene instalado
Apache, Git, Redmine, PHP y la versio´n de pruebas del controlador de
DHC.
Este servidor ha sido subcontratado para garantizar un buen funciona-
miento del servicio ya que la red de la universidad no ofrece garant´ıas
suficientes de estabilidad. Adema´s, el uso de un servidor privado virtual
ofrece la posibilidad de instalar todas aquellas herramientas que sean
necesarias.
Equipos de desarrollo Puede ser cualquier equipo desde el que puede es-
cribirse co´digo fuente. Se han utilizado dos ordenadores para este propo´si-
to uno con Mac OS X y el otro con Kubuntu 10.10.
Desde estos equipos se realizan constantes peticiones de pull y push a
git para mantener siempre una copia actualizada de los cambios.
Equipo de ejecucio´n Este equipo se encuentra instalado en el laboratorio
de Evalues en el Parque Cientifico-Tecnolo´gico de Legane´s. Dispone de
2 microprocesadores AMD Opteron de 4 nu´cleos cada uno, 8 GB de
RAM y una NVIDIA Tesla S1070.
Tanto la unidad Tesla como el equipo que la controla pueden montarse
en un rack de ordenadores.
Para ejecutar las pruebas este ordenador hace peticiones de pull al git
para obtener las versiones ma´s actuales del co´digo.
Para comprender mejor como interactu´an entre s´ı los distintos se puede
consultar la figura B.1.




MacOS X Kubuntu 10.10
Equipos de desarrollo
● Codificación del código
● Pruebas a pequeña 
escala







● Ejecuta el agente
● Solo hace pull
Figura B.1: Diagrama del entorno de trabajo
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Ape´ndice C
Manual de usuario
En este cap´ıtulo se va a mostrar como instalar y usar DHC. Adema´s se
vera´n algunos detalles ma´s avanzados de configuracio´n para casos especiales.
C.1. Instalacio´n
Antes de poder hacer uso de la aplicacio´n es necesario instalarla. En las
siguientes subsecciones se explicara´n los pasos detallados para poner a punto
el sistema.
C.1.1. Instalacio´n del agente
El agente es uno de los elementos esenciales de DHC y el que entran˜a ma-
yor dificultad de instalacio´n. Por ese motivo hay que prestar especial detalle
al procedimiento para identificar posibles fallos.
El proceso de instalacio´n consiste en la instalacio´n del sistema operativo
en la ma´quina, los controladores del mismo y las herramientas de compilacio´n
tal y como se ha descrito en el ape´ndice B.
Una vez instaladas todas las herramientas necesarias se procede a la com-
pilacio´n del agente. Para este propo´sito se debera´n seguir los siguiente pasos:
1. Se hace una copia del repositorio para trabajar con ella:
$ git clone $LOCATION dhc
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$LOCATION hace referencia al lugar en el que se encuentre el reposito-
rio y puede ser de la forma file://directorio o usuario@ssh://direccion/ruta.
Una vez realizada esta copia dispondremos de una versio´n local del
respositorio sobre la que trabajar. Esta versio´n se habra´ creado en el
directorio en el que estuvie´ramos en el momento de realizar la llamada.




3. Compilamos el co´digo:
$ make
4. Una vez compilado el co´digo disponemos en el directorio del proyecto
de una carpeta llamada bin y otra ptx que contienen los binarios del sis-
tema operativo y de CUDA. Para terminar la instalacio´n procederemos
del siguiente modo:
$ sudo cp bin/agent /usr/bin
$ sudo mkdir -p /usr/lib/cracker/ptx
$ sudo cp bin/*.aplug.so /usr/lib/cracker/ptx
$ sudo cp ptx/* /usr/lib/cracker/ptx
En el cuadro C.1 podemos ver la lista de tareas a realizar. Este cuadro
puede ser utilizado como checklist de la instalacio´n.
C.1.2. Instalacio´n de controlador
El controlador es la parte encargada de la gestio´n del sistema. Es algo
ma´s sencilla de instalar que el agente al no requerir ninguna compilacio´n,
pero en cambio necesita que se modifiquen ciertos ficheros.
Para poder utilizar el controlador hace falta que el ordenador disponga del
servidor web Apache y PHP. Adema´s puede tener MySQL o se puede alojar
la base de datos en otro ordenador. Con independencia de do´nde se decida
instalar MySQL se considerara´n las siguientes variables que utilizaremos para
identificar datos de configuracio´n:
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Hecho Descripcio´n Notas
Instalar S.O. Linux en el orde-
nador
Instalar las herramientas de
desarrollo de g++ y cmake
Comprobar e instalar, si es ne-
cesario, las cabeceras de Linux
Instalar controladores de NVI-
DIA con soporte de CUDA
Comprobar si se han creado
los dispositivos de NVIDIA en
/dev
Compilacio´n del agente
Instalacio´n de los binarios
Cuadro C.1: Matriz de comprobacio´n de la instalacio´n del agente
PWEB Ruta al punto en que se encontrara´ el controlador y que es un
directorio accesible desde internet (normalmente es /var/www).
WEB HOST Direccio´n del servidor web para la base de datos (si el servidor
aloja ambos servicios se considerara´ que es localhost).
MYSQL HOST Direccio´n IP de la ma´quina que aloja el servidor de ba-
se de datos (en caso de ser el mismo equipo que el servidor web se
considerara´ que es localhost).
DB USER Usuario que se configurara´ en MySQL para poder acceder a la
base de datos del controlador.
DB PASS Contrasen˜a del usuario $DB USER.
DB NAME Nombre que tendra´ la base de datos (por ejemplo, DHC).
Los pasos a seguir para la instalacio´n son los siguientes:
1. Instalar el sistema operativo en el servidor de Apache y de MySQL
segu´n lo mostrado en el ape´ndice B.
2. Creamos la base de datos en el servidor de MySQL:
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$ mysql -h $MYSQL_HOST -u root -p
mysql> create database $DB_NAME
mysql> grant all privileges on $DB_NAME.* to ‘$DB_USER‘@‘$WEB_HOST‘ identified by ’$DB_PASS’
mysql> quit
3. Se hace una copia del repositorio para trabajar con ella:
$ git clone $LOCATION dhc
$LOCATION hace referencia al lugar en el que se encuentre el reposito-
rio y puede ser de la forma file://directorio o usuario@ssh://direccion/ruta.
Una vez realizada esta copia dispondremos de una versio´n local del
respositorio sobre la que trabajar. Esta versio´n se habra´ creado en el
directorio en el que estuvie´ramos en el momento de realizar la llamada.
4. Copiamos el controlador a su destino:
$ sudo cp -r dhc/v3/controller/* $PWEB
5. Volcamos la base de datos inicial:
$ mysql -h $MYSQL_HOST -u $DB_USER \
-p $DB_PASS < $PWEB/app/config/database.sql
6. Editamos el fichero de configuracio´n de la base de datos ($PWEB/ap-
p/config/database.php) para que quede como sigue:
class DATABASE_CONFIG {
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Hecho Descripcio´n Notas
Instalar S.O. Linux en el servi-
dor web
Instalar S.O. Linux en el servi-
dor de MySQL
Configurar MySQL
Copiamos e instalamos el con-
trolador
Iniciamos la base de datos
Configuramos el acceso a la ba-
se de datos
Cuadro C.2: Matriz de comprobacio´n de la instalacio´n del controlador










A partir de este momento el controlador ya se encuentra listo para ser
utilizado. En el cuadro C.2 podemos ver un resumen de los pasos a seguir.
C.2. Uso de DHC
Para utilizar DHC se hace uso del controlador. E´ste es la interfaz que
permitira´ utilizar todas las funcionalidades que nos ofrezcan los agentes. Pero
antes de esto hay que iniciar los agentes.
La inicializacio´n de un agente es tan sencilla como ejecutar el siguiente
comando en el ordenador en que se encuentre:
$ agent $DIRECCION_CONTROLADOR
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Figura C.1: Pantalla principal de DHC
Donde $DIRECCION CONTROLADOR es la URL del controlador.
Una vez que se tiene a los agentes en funcionamiento se puede proceder
a utilizar el controlador. Para este fin se hara´ uso de un navegador web1
Nada ma´s entrar en la aplicacio´n podemos observar una pantalla como la
mostrada en la figura C.1. En caso de que el sistema este´ en funcionamiento
podremos ver a que´ velocidad esta´ trabajando (en millones de hashes por
segundo) o nada en otro caso.
El primer paso es ir a enviar para solicitar la realizacio´n de alguna tarea
(ver figura C.2). En este punto tendremos que seleccionar todas las opciones
de configuracio´n de la tarea.
Tras el env´ıo de la tarea el sistema nos dira´ si e´sta se ha almacenado
1Actualmente existe una gran cantidad de navegadores web en el mercado. Se recomien-
da encarecidamente el uso de navegadores con soporte de HTML5 y CSS3 como pueden
ser Google Chrome, Apple Safari o Mozilla Firefox.
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Figura C.2: Env´ıo de una tarea
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Figura C.3: Cola de tareas
correctamente o si a habido algu´n error.
En todo momento podemos comprobar que´ tareas hay en funcionamiento
desde la pantalla de cola (figura C.3).
Finalmente, podemos comprobar las tareas que se han terminado en la
seccio´n salida (ver figura C.4). Adema´s, se puede comprobar la razo´n de la
finalizacio´n de la tarea (resultado encontrado, no encontrado, etc.).
Si en algu´n momento queremos conocer mejor la situacio´n de los agentes,
se puede comprobar en estad´ısticas (ver figura C.5) el rendimiento de cada
uno y el u´ltimo momento en que se ha sabido de ellos.
C.3. Administracio´n de plugins
Durante el tiempo que este´ en uso DHC pueden surgir ocasiones en las
que se necesite instalar nuevos plugins o eliminar los antiguos. Para ello se
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Figura C.4: Salida de las tareas
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Figura C.5: Estad´ısticas de funcionamiento
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seguira´n los siguientes pasos en el agente sin olvidar que tras la modificacio´n
hay que reiniciar el agente.
C.3.1. Instalacio´n de nuevos plugins
Para instalar nuevos plugins en el sistema solo hay que copiar estos al di-
rectorio /usr/lib/cracker/ptx. Los plugins tienen todos la extensio´n .aplug.so.
C.3.2. Eliminacio´n plugins obsoletos o erro´neos
Para eliminar un plugin con errores u obsoleto basta con borrar el fichero
que lo contiene:
$ sudo rm /usr/local/cracker/ptr/nombre_plugin.aplug.so
C.4. Configuraciones avanzadas
En ciertas ocasiones puede hacer falta realizar instalaciones especiales de
DHC. En esta seccio´n se van a explicar dos opciones que hemos detectado.
C.4.1. Varios controladores con un MySQL
Puede darse el caso de que se necesite disponer de varios controladores
de DHC pero que compartan una u´nica base de datos. Esto puede resultar
u´til si la carga sobre un u´nico controlador es muy elevada.
Para llevar a cabo este proceso se deben instalar dos o ma´s controladores,
solo con servidor web siguiendo los pasos descritos anteriormente, y a parte se
configurara´ otro servidor con MySQL. Ambos controladores se configurara´n
para utilizar dicho servidor de MySQL.
Una vez que se inicien los agentes se ira´ pasando a cada uno la URL
del controlador que deseemos o podemos configurar un balanceador de carga
automa´tico.
C.4.2. Cambio de los tiempos de espera para evitar
exceso de reciclado de WU
En ciertas ocasiones, los agentes pueden tardar mucho en devolver el
resultado de una WU por lo que se hace necesario modificar los tiempo de
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caducidad para evitar un exceso de reciclados que ralentizar´ıan sobremedida
el proceso de comprobacio´n.
C.4.3. Cambio de los directorios de bu´squeda prede-
terminados
Cuando un agente se inicia siempre comprueba la existencia de plugins
en unos directorios predefinidos. Adema´s, tambie´n busca en estos mismos
directorios los ficheros binarios de CUDA que le puedan ser solicitados por
los algoritmos. Por defecto estos directorios son: el directorio desde el que se
ejecuta el agente (directorio ./), el directorio ptx desde el que se ejecuta el
agente (directorio ./ptx) y el directorio /usr/lib/cracker/ptx.
En caso de que se quisiese cambiar este comportamiento se puede editar el
fichero config.cpp del agente para an˜adir o eliminar directorios de bu´squeda.
Ape´ndice D
Glosario
Algoritmo Para el propo´sito de este proyecto un algoritmo es cualquier
co´digo destinado a poder ejecutarse en CPU o GPU con el fin de obtener
una clave a partir de un conjunto de datos cifrados.
API Aplication Programming Interface o interfaz de programacio´n de apli-
cacio´n. Es un conjunto de especificaciones destinadas a facilitar la rea-
lizacio´n de ciertas tareas.
Colision Una colisio´n en el a´mbito de las funciones resumen es cuando se
dispone de dos mensajes diferentes que producen el mismo resumen.
Commit Cada vez que se realizan modificaciones sobre fichero y se desea
almacenar estas en el repositorio de versiones se realiza una operacio´n
de commit.
CPU Central Process Unit. Es la unidad central de proceso y esta´ encargada
de ejecutar el co´digo binario.
Distribucio´n Linux En el mundo del sistema operativo Linux se llama
distribucio´n a un paquete que contiene el nu´cleo Linux junto a un
determinado conjunto de herramientas.
Fetch Herramienta de git que permite consultar a un repositorio remoto por
los cambios que han ocurrido. Estos cambios no se aplican localmente.
Framework Conjunto de herramientas y especificaciones que permiten desa-
rrollar aplicaciones de forma sencilla. La diferencia con el API es que
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esta u´ltima solo define bibliotecas para utilizar, mientras que el frame-
work puede ir acompan˜ado de herramientas.
GPU Graphic Process Unit o unidad de proceso gra´fico es el procesador
utilizado por una tarjeta gra´fica para controlar las operaciones que se
realizan sobre la misma. En la actualidad permiten la carga de progra-
mas de usuario especialmente disen˜ados.
HEAD En git HEAD hace referencia a la u´ltima revisio´n que se encuentra
en el repositorio.
Linux Es un nu´cleo de sistema operativo que nacio´ del nu´cleo Minix.
Makefile Es un fichero que tiene las reglas a seguir para construir (compilar)
un proyecto software.
MVC Patro´n arquitecto´nico Modelo-Vista-Controlador. Es un modo de or-
ganizar el co´digo de tal forma que se diferencia claramente que´ se en-
carga de la persistencia de datos (el modelo), que´ se encarga del control
de la lo´gica del programa (el controlador) y que´ se encarga de presentar
los datos al usuario (la vista).
Nu´cleo En sistemas operativos el nu´cleo es un software que se encarga de
facilitar los recursos del sistema a los programas.
Pull En git se utiliza pull para aplicar a la rama actual de desarrollo que se
encuentre activa los u´ltimos cambios que se hayan hecho. Es recomen-
dable hacer fetch previamente.
Rack Es un armario especial para poder poner equipos informa´ticos como
ordenadores, switch, etc.
Rama de desarrollo Es una l´ınea de desarrollo de un proyecto en la que
se hacen modificaciones. Las modificaciones realizadas en una rama no
son vistas por el resto de ramas.
Push Es el mandato que utiliza git para enviar todos los cambios locales a
un repositorio remoto. Si no se indica ningu´n repositorio se utilizara´ el
repositorio origin.
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URL Direccio´n de un elemento en internet. Suele estar definido por el tipo de
protocolo, la direccio´n de la ma´quina y la ruta al elemento. Por ejemplo,
http://www.google.com/reader. En este caso se accede a la ma´quina
www.elpais.es utilizando el protocolo HTTP para solicitar /reader.
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Ape´ndice E
Co´digos destacados
En este ape´ndice se van a presentar los ficheros de co´digo fuente que
probablemente sean ma´s interesantes en el proyecto. La mayor´ıa representan
u´nicamente aquellos ficheros que disponen de co´digo importante sobre los
cambios realizados.
Por otra parte se presenta tambie´n la organizacio´n de los ficheros para
que en caso de acceder al co´digo se sepa do´nde se encuentra cada cosa.
E.1. Organizacio´n del co´digo
El co´digo fuente del proyecto se encuentra en la subcarpeta v3. En esta se
puede encontrar la carpeta del agente, del controlador y la documentacio´n:
v3/agent/ Co´digo fuente del agente.
v3/controller/ Contiene el co´digo fuente del controlador.
v3/controller/components/ Aqu´ı se encuentran herramientas que son de
utilidad para el desarrollo de la aplicacio´n.
v3/controller/app/config/ Almacena la informacio´n de configuracio´n de
la base de datos y de algunas variables del controlador.
v3/controller/app/models En esta carpeta se encuentra la definicio´n del
modelo de base de datos. Cada fichero representa una tabla.
v3/controller/app/views La representacio´n de los datos devueltos, tanto
para la web como para los agentes, se lleva a cabo desde este punto.
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v3/controller/app/controllers/ El control de las acciones se lleva a cabo
en esta carpeta.
v3/doc Co´digo fuente de esta memoria.




3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr iguez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *




36 #include ”debug . h”
37 #include <s t r ing>
38 #include <vector>
39 using namespace std ;
40
41 /* !
42 * @ f i l e c o n f i g . cpp
43 * @ b r i e f This f i l e s e t s de v a l u e s o f g l o b a l v a r i a b l e s
44 */
45
46 /* c r e a t e unused names */
47 #define UNUSED UNUSED ( COUNTER )
48 #define UNUSED ( counter ) UNUSED ( counter )
49 #define UNUSED ( counter ) UNUSED ## counter
50
51 /* r e g i s t e r a path i n s i d e t h e C o n f i g D i r e c t o r i e s v e c t o r */




56 * @ b r i e f L i s t o f d i r e c t o r i e s where t h e c r a c k e r l o o k s f o r p l u g i n s and o t h e r f i l e s
57 */
58 vector<s t r ing> Con f i gD i r e c t o r i e s ;
E.2. CO´DIGOS IMPORTANTES DEL AGENTE 111
59
60 /* !
61 * @ b r i e f Used t o r e g i s t e r p a t h s i n s i d e C o n f i g D i r e c t o r i e s
62 */
63 struct r e g i s t e r c o n f i g p a t h {
64 r e g i s t e r c o n f i g p a t h ( s t r i n g s t r ) {




69 REGISTER CONFIG PATH(” . / ” ) ;
70 REGISTER CONFIG PATH(”ptx/” ) ;
71 REGISTER CONFIG PATH(”/ usr / l i b / c racke r /ptx/” ) ;
72
73 /* !
74 * @ b r i e f S e t s t h e debug l e v e l i f debug i s a c t i v e
75 */




3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr ı´ guez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *






38 * @ f i l e Algor i thm . h
39 *






46 #include <s t r ing>
47 #include <vector>
48 #include ”WorkUnit . h”
49 #include ” agent . h”
50 #include ”LowLevel . h”
51
52 using namespace std ;
53
54
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55 /* !
56 * @clas s Algor i thm
57 * @ b r i e f A lgor i thm r e p r e s e n t s a c r y p t o g r a p h i c f u n c t i o n t h e sys tem can use t o
58 * t e s t password f o r t r e s s .
59 *
60 * When D i s t r i b u t e d Hash Cracker t e s t a Hash , t h i s hash have t o be p r o c e s e d
61 * u s i n g a c o n c r e t e a l g o r i t h m l i k e MD5, SHA256 , e t c . A l go r i t h ms are t h e
62 * c e n t r a l f u n c t i o n a l l i t y o f D i s t r i b u t e d Hash Cracer and t h e y are c r e a t e d
63 * f o r o p t i m i z e t h e o l d code form v e r s i o n 3 . 0 where t h e a l g o r i t h m






70 * @ b r i e f Returns t h e name o f t h e a l g o r i t h m
71 * @return The a l g o r i t h m name
72 */
73 virtual s t r i n g GetName ( ) = 0 ;
74 /* !
75 * @ b r i e f Returns t h e l e n g t h o f a hash g e n e r a t e d by t h e a l g o r i t h m
76 * @return The g e n e r a t e d hash l e n g t h
77 */
78 virtual int HashLength ( ) = 0 ;
79 /* !
80 * @ b r i e f Each a l g o r i t h m r e q u i r e s an i n p u t ( norma l l y a hash ) w i t h
81 * a c o n c r e t e l e n g t h . This method r e t u r n s t h e l e n g t h o f t h i s i n p u t .
82 * @return The a l g o r i t h m i n p u t l e n g t h
83 */
84 virtual int InputLength ( ) = 0 ;
85 /* !
86 * @ b r i e f Execu te s t h e CPU v e r s i o n o f t h e a l g o r i t h m . I t i s u s e f u l
87 * i f t h e sys tem i s not GPU a c c e l e r a t e d .
88 * @param wu Work u n i t t o p r o c e s s .
89 * @param nCore CPU core used t o p r o c e s s t h e work u n i t .
90 */
91 virtual void ExecuteCPU(WorkUnit& wu, int nCore ) = 0 ;
92 #ifde f CUDA ENABLED
93 /* !
94 * @ b r i e f Execu te s t h e GPU v e r s i o n o f t h e a l g o r i t h m .
95 * @param wu Work u n i t t o p r o c e s s .
96 * @param pDevice I n f o r m a t i o n about t h e GPU d e v i c e .
97 * @param pContex t I n f o r m a t i o n about t h e CUDA d e v i c e c o n t e x t .
98 */
99 virtual void ExecuteGPU(WorkUnit& wu, Device* pDevice , CudaContext* pContext ) = 0 ;
100 #endif
101 /* !
102 * @ b r i e f Returns i f t h e a l g o r i t h m can use GPU c a p a b i l i t i e s
103 * @return Tue i f t h e Algor i thm can use a GPU
104 */
105 virtual bool IsGPUCapable ( ) = 0 ;
106 /* !
107 * @ b r i e f Returns i f t h e a l g o r i t h m cas use GPU c a p a b i l i t e s
108 * @return True i f t h e a l g o r i t h m can use a CPU
109 */
110 virtual bool IsCPUCapable ( ) = 0 ;
111 /* !
112 * @ b r i e f Number o f r e g i s t e r s used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
113 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
114 * unknown i t r e t u r n s 0 .
115 * @return The number o f r e g i s t e r s used
116 */
117 virtual int RegistersUsed ( ) { return 0 ; }
118 /* !
119 * @ b r i e f Amount o f c o n s t a n t memory used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
120 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
121 * unknown i t r e t u r n 0 .
122 * @return The amount o f c o n s t a n t memory used
123 */
124 virtual int ConstantMemoryUsed ( ) { return 0 ; }
125 /* !
126 * @ b r i e f Amount o f shared memory used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
127 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
128 * unknown i t r e t u r n 0 .
129 * @return The amount o f shared memory used
130 */
131 virtual int SharedMemoryUsed ( ) { return 0 ; }







3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr ı´ guez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *






38 * @ f i l e Algor i thm . h
39 *
40 * @ b r i e f D e c l a r e s t h e a l g o r i t h f a c t o r y f a c i l i t y .
41 *
42 * A lg or i t hm s are t h e e s s e n t i a l f u n c t i o n a l l i t y o f t h e agen t . They do t h e
43 * r e a l work o f p r o c e s s i n g t h e data s u m i n i s t r a t e d by t h e c o n t r o l l e r .
44 */
45
46 #ifndef ALGORITHM FACTORY H
47 #define ALGORITHM FACTORY H
48
49 #include ”Algorithm . h”
50
51 /* !
52 * @def INIT ALGORITHMS
53 * @ b r i e f I n i t i a l i z e s t h e a l g o r i t h m system .
54 *
55 * This method /macro has t o be used in t h e g l o b a l s e c t i o n o f a s o u r c e f i l e
56 * f o r i n i t i l i z e t h e i n t e r n a l a l g o r i t h m system .
57 */




62 * @clas s A lgor i thmFac tory
63 * @ b r i e f A lgor i thmFac tory i s t h e u t i l i t y t o manage a l g o r i t h m s .
64 *
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70 * \ d e f g r o u p Algor i thm a d m i n i s t r a t i o n system
71 * \page Algor i thm O r g a n i z a t i o n o f a l g o r i t h m
72 *
73 * A lg or i t hm s can be dynamic l o a d e d or can be r e g i s t e r e d in c o m p i l a t i o n t ime




78 typedef vector<Algorithm *> a l g o r i t hm l i s t ;




83 * @ b r i e f The l i s t o f a l g o r i t h m s r e g i s t e r e d in t h e sys tem .
84 *
85 * S t o r e s t h e l i s t o f a l g o r i t h m s r e g i s t e r e d in t h e sys tem f o r grand
86 * t h e h a b i l i t y o f query them . This a t t r i b u t e has t o be i n i t i a l i z e d in
87 * one s o u r c e f i l e t o be a c c e s i b l e . For t h a t i n i t i a l i z a t i o n you have t o
88 * d e c l a r e i t as f o l l o w s :
89 * Algor i thm : : a l g o r i t h m l i s t A lgor i thm : : v A l g o r i t h m s ;
90 * You can a l s o use t h e macro INIT ALGORITHMS ( )
91 */




96 * @ b r i e f Returns t h e l i s t o f a l g o r i t h m s
97 *
98 * When a f u n c t i o n a l l i t y t h a t i m p l i e s a l g o r i t h m s i s need b u t t h i s
99 * f u n c t i o n a l l i t y do not e x i s t s a t h i s method h e l p us . I t r e t u r n s t h e
100 * l i s t o f a l g o r i t h m s and then i t can be used t o do t h e d e s i r e
101 * f u n c t i o n a l l i t y .
102 *
103 * @return The a l g o r i t h m l i s t
104 */
105 stat ic a l g o r i t hm l i s t& GetAlgorithmList ( )
106 {




111 * @ b r i e f R e g i s t e r an a l g o r i t h m in a i n t e r n a l l i s t used f o r
112 * c o n t r o l t h e a l g o r i t h m s .
113 * @param pAlgor i thm The a l g o r i t h m t o r e g i s t e r
114 */
115 stat ic void RegisterAlgor i thm ( Algorithm *pAlgorithm )
116 {
117 vAlgorithms . push back ( pAlgorithm ) ;
118 }
119 /* !
120 * @ b r i e f Returns t h e a l g o r i t h m whos name i s t h e user s p e c i f i e d
121 * @param name The a l g o r i t h m s e a r c h e d name
122 * @return The a l g o r i t h m or NULL i f i t does not e x i s t s
123 */
124 stat ic Algorithm *GetAlgorithm ( const s t r i n g& name)
125 {
126 a l g o r i t hm i t e r a t o r end = vAlgorithms . end ( ) ;
127 for ( a l g o r i t hm i t e r a t o r i t = vAlgorithms . begin ( ) ; i t != end ; i t++)
128 {
129 i f ( (* i t )−>GetName ( ) == name)





135 * @ b r i e f Return t h e name o f t h e r e g i s t e r e d a l g o r i t h m s
136 * @return The l i s t o f names
137 */
138 stat ic vector<s t r ing> GetAlgorithmNames ( ) ;
139 /* !
140 * @ b r i e f Returns t h e l i s t o f a l g o r i t h m s t h a t matches w i t h t h e
141 * f u n c t i o n func .
142 *
143 * There are l o t s o f s i t u a t i o n s where t h e normal f u n c t i o n s are not
144 * s u f i c i e n t t o o b t a i n t h e d e s i r e a l g o r i t h m . To s o l v e t h i s prob lem
145 * GetAlgor i tms f u n c t i o n use a f u n c t i o n or a f u n c t o r t o l o o k i n s i d e
146 * each a l g o r i t h m and t o s e l e c t each a l g o r i t h m needed . The f u n c t o r
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147 * o n l y has t o implements t h e ( ) o p e r a t o r w i t h one parameter o f
148 * Algor i thm * t y p e . This f u n c t o r o f u n c t i o n s has t o r e t u r n t r u e
149 * i f t h e a l g o r i t h m i s s e l e c t e d and f a l s e in o t h e r case .
150 *
151 * @param func Funct ion or f u n c t o r needed t o g e t t h e a l g o r i t h m s
152 * @return The a l g o r i t h m l i s t .
153 */
154 template<typename Func>
155 stat ic a l g o r i t hm l i s t GetAlgorithms (Func func )
156 {
157 a l g o r i t hm l i s t r e s u l t ;
158 a l g o r i t hm i t e r a t o r end = vAlgorithms . end ( ) ;
159 for ( a l g o r i t hm i t e r a t o r i t = vAlgorithms . begin ( ) ; i t != end ; i t ++)
160 i f ( func (* i t ) )
161 r e s u l t . push back (* i t ) ;
162 return r e s u l t ;
163 }
164 /* !
165 * @ b r i e f Test i n t e r n a l f u n c t i o n a l l i t y .
166 */








3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr ı´ guez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *
32 * SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. *
33 * *
34 ******************************************************************************/




39 * @ b r i e f Test i n t e r n a l f u n c t i o n a l l i t y .
40 *
41 * For t e s t t h e A lgor i thmFac tory i t shows each a l g o r i t h m r e g i s t e r e d and i t
42 * t r i e s t o a c c e s s t o some f u n c t i o n s .
43 */
44 void AlgorithmFactory : : Test ( )
45 {
46 cout << ”Showing the e n t i r e a lgort ihm l i s t ” << endl ;
47 for ( a l g o r i t hm i t e r a t o r i t = vAlgorithms . begin ( ) ; i t != vAlgorithms . end ( ) ; i t++)
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48 {
49 Algorithm * a lg = * i t ;
50
51 cout << ”Name : ” << alg−>GetName ( ) << endl ;
52 cout << ” I s CUDA capable : ” << ( alg−>IsGPUCapable ( ) ? ” yes ” : ”no” ) << endl ;
53 cout << ” I s CPU capable : ” << ( alg−>IsCPUCapable ( ) ? ” yes ” : ”no” ) << endl ;





59 * @ b r i e f Return t h e name o f t h e r e g i s t e r e d a l g o r i t h m s
60 * @return The l i s t o f names
61 */
62 vector<s t r ing> AlgorithmFactory : : GetAlgorithmNames ( )
63 {
64 vector<s t r ing> v ;
65 for ( a l g o r i t hm i t e r a t o r i t = vAlgorithms . begin ( ) ; i t != vAlgorithms . end ( ) ; i t++)
66 {
67 v . push back ( (* i t )−>GetName ( ) ) ;
68 }





3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
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38 #include ”Algorithm . h”
39 #include <map>
40 #include <s t r ing>
41 using namespace std ;
42
43 /* !
44 * @def GET EXECUTOR PARAM
45 * @ b r i e f This d e f i n e i s used as parameter f o r t h e S e l e c t A l g o r i t h m s
46 * c l a s s and i n d i c a t e s t h a t i t has s e l e c t a l g o r i t h m s t h a t use GPU.
47 */
48 #define GETEXECUTORPARAM( type , name) \
49 type name ; \
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50 do \
51 { \
52 ex e cu t o r pa r ame t e r s i t e r a t o r value = parameters . f i nd (#name ) ; \
53 i f ( value != parameters . end ( ) ) \
54 { \
55 name = *( static cast<type*>(value−>second ) ) ; \
56 } \
57 else \
58 throw ”Parameter i s not de f ined ” ; \
59 }while (0 )
60
61
62 typedef map<s t r ing , void*> executor parameter s ;
63 typedef map<s t r ing , void*> : : i t e r a t o r e x e cu t o r pa r ame t e r s i t e r a t o r ;
64
65 /* !
66 * @clas s Executor
67 * @ b r i e f Executor p r e p a r e s t h e GPU f o r run A lg or i t hm s u s i n g a known method .
68 *
69 * When an Algor i thm must be e x e c u t e d in a GPU t h i s a l g o r i t h m needs i t s v a l u e s
70 * l o a d e d in t h e GPU memory . An e x e c u t o r r e p r e s e n t s a mechanism t o i n i t i a l i z e





76 #ifde f CUDA ENABLED
77 /* !
78 * @ b r i e f Execu te s an Algor i thm i n t o t h e GPU
79 */
80 virtual void Execute ( Algorithm * alg , WorkUnit& wu, Device* pDevice , CudaContext* pContext , executor parameter s& parameters ) = 0 ;
81 void operator ( ) ( Algorithm * alg , WorkUnit& wu, Device* pDevice , CudaContext* pContext , executor parameter s& parameters )
82 {




87 * @ b r i e f Returns t h e Executor name
88 * @return The name o f t h e Executor
89 */
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36 #ifndef EXECUTOR FACTORYH
37 #define EXECUTOR FACTORYH
38
39 #include ”Executor . h”
40 #include <s t r ing>
41 #include <map>
42 using namespace std ;
43
44 /* !
45 * @def INIT EXECUTORS
46 * @ b r i e f I n i t i a l i z e s t h e e x e c u t o r s sys tem .
47 *
48 * This method /macro has t o be used in t h e g l o b a l s e c t i o n o f a s o u r c e f i l e
49 * f o r i n i t i l i z e t h e i n t e r n a l e x e c u t o r s system .
50 */







58 stat ic map<s t r ing , Executor *> vExecutors ;
59
60 public :
61 stat ic Executor* Get ( const s t r i n g& name ) ;





1 #include ”ExecutorFactory . h”
2
3 Executor* ExecutorFactory : : Get ( const s t r i n g& name)
4 {
5 map<s t r ing , Executor *> : : i t e r a t o r value = vExecutors . f i nd (name ) ;
6 i f ( value == vExecutors . end ( ) )
7 {
8 throw ”Executor does not e x i s t ” ;
9 }
10
11 return value−>second ;
12 }
13
14 void ExecutorFactory : : Reg i s t e r ( Executor *ex )
15 {
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12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
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14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
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18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
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23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
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25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
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29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
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33 * *
34 ******************************************************************************/
35 #ifndef PLUGIN H
36 #define PLUGIN H
37
38 #include <s t r ing>
39 #include <vector>




44 * @ f i l e P l u g i n . h
45 *
46 * @ b r i e f P l u g i n f a c i l i t i e s .
47 */
48
49 #define EXPORT extern ”C”
50
51 #define BEGIN PLUGIN( author ) \
52 EXPORT PluginFactory * GetPluginFactory ( ) {\
53 PluginFactory * rtn = new PluginFactory ( author ) ; \
54
55 #define END PLUGIN( ) \
56 return rtn ; \
57 }
58
59 #define ADDALGORITHM( class , name , ve r s i on ) \
60 rtn−>AddFaci l i ty (new Plug inFac i l i tyAlgor i thm<class>(name , ve r s i on ) ) ;
61 #define ADDEXECUTOR( class , name , ve r s i on ) \
62 rtn−>AddFaci l i ty (new Plug inFac i l i tyExecutor<class>(name , ve r s i on ) ) ;
63
64 #define FACILITY ALGORITHM 0




69 * @clas s P l u g i n f a c i l i t y
70 * @ b r i e f D e f i n e s i n f o r m a t i o n about a p l u g i n f a c i l i t y and i t can i n s t a n c e one .
71 *
72 * A p l u g i n f a c i l i t y i s an a l g o r i t h m or an e x e c u t o r t h a t can be d i n a m i c a l l y
73 * l o a d e d by t h e agen t .
74 */
75 class P lug i nFac i l i t y {
76 s t r i n g f a c i l i t y name ;
77 int f a c i l i t y t y p e ;
78 unsigned int f a c i l i t y v e r s i o n ;
79 public :
80 P lug i nFac i l i t y ( s t r i n g name , int type , unsigned int ve r s i on ) :
81 f a c i l i t y name (name ) , f a c i l i t y t y p e ( type ) , f a c i l i t y v e r s i o n ( ve r s i on )
82 {}
83 /* !
84 * @ b r i e f r e t u r n s t h e f a c i l i t y v e r s i o n
85 */
86 unsigned int GetVersion ( ) { return f a c i l i t y v e r s i o n ; }
87 /* !
88 * @ b r i e f r e t u r n s t h e t y p e o f t h e f a c i l i t y . May be FACILITY ALGORITHM or FACILITY EXECUTOR.
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89 */
90 int GetType ( ) { return f a c i l i t y t y p e ; }
91 /* !
92 * @ b r i e f r e t u r n s t h e f a c i l i t y name .
93 */
94 s t r i n g GetName ( ) { return f a c i l i t y name ; }
95 /* !
96 * @ b r i e f r e t u r n s a new i n s t a n c e o f a f a c i l i t y .
97 */




102 class Plug inFac i l i tyAlgor i thm : public P lug i nFac i l i t y {
103 public :
104 P lug inFac i l i tyAlgor i thm ( s t r i n g name , unsigned int ve r s i on ) :
105 P lug i nFac i l i t y (name , FACILITY ALGORITHM, ve r s i on )
106 /* f a c i l i t y n a m e ( name ) , f a c i l i t y t y p e (FACILITY ALGORTHM) , f a c i l i t y v e r s i o n ( v e r i o n )*/
107 {}
108




113 class Plug inFac i l i t yExecuto r : public P lug i nFac i l i t y {
114 public :
115 P lug inFac i l i t yExecuto r ( s t r i n g name , unsigned int ve r s i on ) :
116 P lug i nFac i l i t y (name , FACILITY EXECUTOR, ve r s i on )
117 /* f a c i l i t y n a m e ( name ) , f a c i l i t y t y p e (FACILITY EXECUTOR) , f a c i l i t y v e r s i o n ( v e r i o n )*/
118 {}
119




124 * @clas s P l u g i n F a c t o r y
125 * @ b r i e f Used t o l o a d t h e f a c i l i t i e s i n s i d e a p l u g i n .
126 *
127 * When a P l u g i n i s l o a d e d a u t o m a t i c a l l y t h e agen t i n t a n c e a P l u g i n F a c t o r y
128 * c a l l i n g t h e GetP lug inFac tory method .
129 */
130 class PluginFactory {
131 vector<P lug i nFac i l i t y*> f a c i l i t e s ;
132 s t r i n g author ;
133 public :
134 /* !
135 * @ b r i e f When a P l u g i n F a c t o r y i s c r a e t e d an author must be p r o v i d e d f o r i d e n t i f y t h e p l u g i n .
136 */
137 PluginFactory ( s t r i n g author ) : author ( author )
138 {}
139 /* !
140 * @ b r i e f r e t u r n s p l u g i n au thor name .
141 */
142 s t r i n g GetAuthorName ( )
143 {




148 * @ b r i e f r e t u r n s a l i s t w i t h a l l t h e f a c i l i t i e s d e f i n e d in t h e p l u g i n .
149 */
150 vector<P lug i nFac i l i t y*> Ge tFa c i l i t i e s ( )
151 {




156 * @ b r i e f add a f a c i l i t y t o t h e p l u g i n l i s t .
157 */
158 void AddFaci l i ty ( P lug i nFac i l i t y * f a c i l i t y )
159 {
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35 #ifndef PLUGIN LOADER H
36 #define PLUGIN LOADER H
37
38 #include <s t r ing>
39 using namespace std ;
40
41 /* !
42 * @ f i l e P lug inLoader . h
43 *
44 * @ b r i e f Adds methods f o r p l u g i n l o a d .
45 */
46
47 /* TODO an˜ a d i r metodos para b u s c a r t o d o s l o s f i c h e r o s p o s i b l e s que sean p l u g i n .
48 * TODO c a r g a r cada p l u g i n e i n s t a n c i a r sus f a c i l i d a d e s .
49 */
50 /**
51 * @clas s P lug inLoader
52 * @ b r i e f Finds and l o a d s t h e p l u g i n s i n s t a l l e d on t h e p r e d e f i n e d d i r e c t o r i e s
53 *
54 * To l o a d a p l u g i n r e q u i e r e , f i r s t o f a l l , l o o k i n t o a l l t h e p o s i b l e
55 * d i r e c t o r i e s where t h e y can be a l l o c a t e d ( t h e l i s t o f d i r e c t o r i e s i s t h e g l o b a l
56 * v a r i a b l e @Conf i gDirec tor i e s@ in c o n f i g . cpp ) .
57 *
58 * Each p l u g i n f i l e has t h e . a p l u g . so and i s l o a d e d u s i n g ldopen (UNIX/ Linux






65 * @ b r i e f Loads a l l t h e p l u g i n s i n s t a l l e d
66 */




71 * @ b r i e f Try t o l o a d t h e p l u g i n in t h e f i l e @f i l e@
72 */
73 stat ic void Load ( s t r i n g f i l e ) ;
74 } ;
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28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
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33 * *
34 ******************************************************************************/
35 #include ”Plugin . h”
36 #include ”PluginLoader . h”
37 #include ”AlgorithmFactory . h”
38 #include ”ExecutorFactory . h”
39 #include ”debug . h”
40 #include <d l f cn . h>
41 #include <sys / types . h>
42 #include <d i r en t . h>
43 #include <vector>
44 #include <s t r ing>
45
46 using namespace std ;
47
48 extern vector<s t r ing> Con f i gD i r e c t o r i e s ;
49
50 void PluginLoader : : Load ( )
51 {
52 DO ENTER(”PluginLoader ” , ”Load” ) ;
53
54 for ( vector<s t r ing > : : i t e r a t o r d i r i t = Con f i gD i r e c t o r i e s . begin ( ) ; d i r i t != Con f i gD i r e c t o r i e s . end ( ) ; ++d i r i t )
55 {
56 DIR* d i r ;
57 struct d i r en t * ent ;
58
59 DOMESSAGE( s t r i n g ( ”Opening ” ) << * d i r i t ) ;
60 d i r = opendir ( d i r i t −>c s t r ( ) ) ;
61
62 /* No d i r e c t o r y ? Try n e x t */
63 i f ( d i r == NULL) continue ;
64
65 while ( ( ent = readd i r ( d i r ) ) != NULL)
66 {
67 s t r i n g f i l e name ( ent−>d name ) ;
68 s t r i n g f i l e e x t ( ” . aplug . so ” ) ;
69 i f ( f i l e name . s i z e ( ) > f i l e e x t . s i z e ( ) && f i l e name . subs t r ( f i l e name . s i z e ( ) − f i l e e x t . s i z e ( ) , f i l e e x t . s i z e ( ) ) == f i l e e x t )
70 {
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71 PluginLoader : : Load (* d i r i t + f i l e name ) ;
72 }
73 }




78 typedef PluginFactory * ptrPlug inFactory ;
79 typedef ptrPlug inFactory (*GetPluginFactory t ) ( ) ;
80
81 void PluginLoader : : Load ( s t r i n g f i l e )
82 {
83 DO ENTER(”PluginLoader ” , ”Load” ) ;
84 DOMESSAGE( s t r i n g ( ”Try to load ” ) << f i l e ) ;
85 void *handle ;
86
87 handle = dlopen ( f i l e . c s t r ( ) , RTLDNOW ) ;
88 i f ( handle == NULL) {




93 void * func = dlsym ( handle , ”GetPluginFactory ” ) ;
94 i f ( func == NULL)
95 {




100 DOMESSAGE( s t r i n g ( ”GetPluginFactory found ! :−)” ) ) ;
101
102 GetPluginFactory t GetPluginFactory = ( GetPluginFactory t ) func ;
103
104 PluginFactory * f a c t o ry = GetPluginFactory ( ) ;
105
106 DOMESSAGE( s t r i n g ( ”Author name : ” ) << f ac tory−>GetAuthorName ( ) ) ;
107 vector<P lug i nFac i l i t y*> f a c i l i t i e s = factory−>Ge tFa c i l i t i e s ( ) ;
108
109 for ( vector<P lug i nFac i l i t y *> : : i t e r a t o r i t = f a c i l i t i e s . begin ( ) ; i t != f a c i l i t i e s . end ( ) ; ++i t )
110 {
111 DOMESSAGE( s t r i n g ( ” Fa c i l i t y name : ” ) << (* i t )−>GetName ( ) ) ;
112 DOMESSAGE( s t r i n g ( ” Fa c i l i t y ve r s i on : ” ) << (* i t )−>GetVersion ( ) ) ;
113 DOMESSAGE( s t r i n g ( ” Fa c i l i t y type : ” ) << ( (* i t )−>GetType ( ) == FACILITY ALGORITHM? ”Algorithm” : ”Executor ” ) ) ;
114
115 switch ( (* i t )−>GetType ( ) )
116 {
117 case FACILITY ALGORITHM:
118 AlgorithmFactory : : Reg i s terAlgor i thm ( ( Algorithm * ) (* i t )−>GetInstance ( ) ) ;
119 break ;
120 case FACILITY EXECUTOR:





126 delete f a c t o ry ;
127 }
128 /* The hand l e must be opened bec ause i f i t g e t s c l o s e d f r e e s t h e p l u g i n
129 * memory and then i t becomes u n r e a c h a b l e .
130 */





3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr iguez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
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11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *
32 * SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. *
33 * *
34 ******************************************************************************/
35 #ifndef DEBUG H
36 #define DEBUG H
37
38 #define ERROR 0
39 #define WARINING 1
40 #define MESSAGE 2
41 #define LOG 3
42 #define DEBUG 4
43
44 #ifde f DEBUG
45
46 #define CODE( code ) \
47 do { code } while (0 )
48
49 #define LOCKED CODE( code ) \
50 CODE(MutexLock l o g l o c k e r ( log mutex ) ; code )
51
52 #define B BEGIN( l e v e l , type ) \
53 i f ( ( l e v e l ) <= l o g l e v e l ) cout << ”<message type=\”” << type << ”\” thread=\”” << ( int ) Thread : : S e l f ()<< ”\”>” << endl
54
55 #define B ENTER( l e v e l , class , method ) \
56 LOCKED CODE( i f ( ( l e v e l ) <= l o g l e v e l ) cout << ”<message type=\”ENTER\” thread=\”” << ( int ) Thread : : S e l f ()<< ”\” c l a s s=\”” << class << ”\” method=\”” << method << ”\”>” << endl ; )
57
58
59 #define B END( l e v e l ) \
60 i f ( ( l e v e l ) <= l o g l e v e l ) cout << ”</message thread=\”” << ( int ) Thread : : S e l f ()<< ”\”>” << endl
61
62
63 # define B LOG( l ev e l , i , s t r ) \
64 LOCKED CODE( \
65 B BEGIN( l e v e l , i ) ; \
66 i f ( ( l e v e l ) <= l o g l e v e l ) cout << s t r << endl ; \
67 B END( l e v e l ) ; \
68 )
69
70 # define DO ENTER( class , s t r ) l o c a l me thod l og ( class , s t r )
71
72 # define DOERROR( s t r ) B LOG(ERROR, ”ERROR” , s t r )
73 # define DOWARNING( s t r ) B LOG(WARNING, ”WARNING” , s t r )
74 # define DOMESSAGE( s t r ) B LOG(MESSAGE, ”MESSAGE” , s t r )
75 # define DO LOG( s t r ) B LOG(LOG, ”LOG” , s t r )
76 # define DODEBUG( s t r ) B LOG(DEBUG, ”DEBUG” , s t r )
77
78 # define INIT LOG( l v l ) Mutex log mutex ; unsigned int l o g l e v e l = ( l v l )
79
80 #include ”Mutex . h”
81 #include ”Thread . h”
82
83 extern Mutex log mutex ;
84
85 #include <s t r ing>
86 #include <iostream>
87 using namespace std ;
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88
89 extern unsigned int l o g l e v e l ;
90
91 class l o c a l me thod l og
92 {
93 public :
94 l o ca l me thod l og ( s t r i n g c l , s t r i n g method ) : m cl ( c l ) , m method (method )
95 {
96 //B LOG(DEBUG, ”ENTER” , m cl + ” : : ” + m method ) ;
97 B ENTER(DEBUG, c l , method ) ;
98 }
99
100 ˜ l o ca l me thod l og ( )
101 {
102 //B LOG(DEBUG, ”EXIT” , m cl + ” : : ” + m method ) ;
103 LOCKED CODE(B END(DEBUG) ; ) ;
104 }
105 private :
106 s t r i n g m cl ;




111 # define B LOG( l ev e l , i , s t r )
112 # define DO ENTER( class , s t r )
113 # define DOERROR( s t r )
114 # define DOWARNING( s t r )
115 # define DOMESSAGE( s t r )
116 # define DO LOG( s t r )
117 # define DODEBUG( s t r )
118 # define INIT LOG( l v l )
119







3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr iguez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *
32 * SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. *
33 * *
34 ******************************************************************************/
35 #ifndef DUMMY PLUGIN H
36 #define DUMMY PLUGIN H
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37
38 #include ”Plugin . h”
39 #include ”Algorithm . h”
40
41 class DummyAlgorithm : public Algorithm
42 {
43 /* !
44 * @ b r i e f Returns t h e name o f t h e a l g o r i t h m
45 * @return The a l g o r i t h m name
46 */
47 s t r i n g GetName ( ) ;
48 /* !
49 * @ b r i e f Returns t h e l e n g t h o f a hash g e n e r a t e d by t h e a l g o r i t h m
50 * @return The g e n e r a t e d hash l e n g t h
51 */
52 int HashLength ( ) ;
53 /* !
54 * @ b r i e f Each a l g o r i t h m r e q u i r e s an i n p u t ( norma l l y a hash ) w i t h
55 * a c o n c r e t e l e n g t h . This method r e t u r n s t h e l e n g t h o f t h i s i n p u t .
56 * @return The a l g o r i t h m i n p u t l e n g t h
57 */
58 int InputLength ( ) ;
59 /* !
60 * @ b r i e f Execu te s t h e CPU v e r s i o n o f t h e a l g o r i t h m . I t i s u s e f u l
61 * i f t h e sys tem i s not GPU a c c e l e r a t e d .
62 */
63 void ExecuteCPU(WorkUnit& wu, int nCore ) ;
64 #ifde f CUDA ENABLED
65 /* !
66 * @ b r i e f Execu te s t h e GPU v e r s i o n o f t h e a l g o r i t h m .
67 * @param pDevice I n f o r m a t i o n about t h e GPU d e v i c e
68 */
69 void ExecuteGPU(WorkUnit& wu, Device* pDevice , CudaContext* pContext ) ;
70 #endif
71 /* !
72 * @ b r i e f Returns i f t h e a l g o r i t h m can use GPU c a p a b i l i t i e s
73 * @return Tue i f t h e Algor i thm can use a GPU
74 */
75 bool IsGPUCapable ( ) ;
76 /* !
77 * @ b r i e f Returns i f t h e a l g o r i t h m cas use GPU c a p a b i l i t e s
78 * @return True i f t h e a l g o r i t h m can use a CPU
79 */
80 bool IsCPUCapable ( ) ;
81 /* !
82 * @ b r i e f Prepares i n f o r m a t i o n t o a c c e l e r a t e hash a t t a c k or t o perform b e t t e r t h e f u n c t i o n a l i t y
83 * @param wo The workun i t w i t h t h e i n f o r m a t i o n t o a n a l i z e
84 */
85 // v i r t u a l v o i d Prepare ( WorkUnit & wo) = 0 ;
86 #ifde f CUDA ENABLED
87 /* !
88 * @ b r i e f Prepared i n f o r m a t i o n t o a c c e l e r a t e hash a t t a c k or t o improve t h e per formance . I t i s
89 * i n d i c a t e d f o r CUDA d e v i c e s .
90 * @param pDevice
91 * @param pContex t
92 * @param wu
93 */
94 // v i r t u a l v o i d Prepare ( Device *pDevice , CudaContext *pContext , WorkUnit *wu) = 0 ;
95 #endif
96 /* !
97 * @ b r i e f This method f r e e s t h e i n t e r n a l memory used d u r i n g t h e e x e c u t i o n p r o c e s s .
98 */
99 // v i r t u a l v o i d End ( ) = 0 ;
100 /* !
101 * @ b r i e f Number o f r e g i s t e r s used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
102 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
103 * unknown i t r e t u r n s 0 .
104 * @return The number o f r e g i s t e r s used
105 */
106 int Regis tersUsed ( ) ;
107 /* !
108 * @ b r i e f Amount o f c o n s t a n t memory used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
109 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
110 * unknown i t r e t u r n 0 .
111 * @return The amount o f c o n s t a n t memory used
112 */
113 int ConstantMemoryUsed ( ) ;
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114 /* !
115 * @ b r i e f Amount o f shared memory used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
116 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
117 * unknown i t r e t u r n 0 .
118 * @return The amount o f shared memory used
119 */







3 * D i s t r i b u t e d Hash Cracker v3 . 0 *
4 * *
5 * C o p y r i g h t ( c ) 2009 RPISEC . *
6 * C o p y r i g h t (C) 2010 Samuel Rodr iguez S e v i l l a *
7 * A l l r i g h t s r e s e r v e d . *
8 * *
9 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
10 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
11 * *
12 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
13 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
14 * *
15 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
16 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
17 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
18 * *
19 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
20 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
21 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
22 * *
23 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
24 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
25 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
26 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
27 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
28 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
29 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
30 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
31 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *
32 * SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. *
33 * *
34 ******************************************************************************/
35 #include ”DummyPlugin . h”
36
37 /* !
38 * @ b r i e f Returns t h e name o f t h e a l g o r i t h m
39 * @return The a l g o r i t h m name
40 */
41 s t r i n g DummyAlgorithm : : GetName ( )
42 {
43 return s t r i n g ( ”DummyPlug” ) ;
44 }
45 /* !
46 * @ b r i e f Returns t h e l e n g t h o f a hash g e n e r a t e d by t h e a l g o r i t h m
47 * @return The g e n e r a t e d hash l e n g t h
48 */
49 int DummyAlgorithm : : HashLength ( )
50 {
51 return 0 ;
52 }
53 /* !
54 * @ b r i e f Each a l g o r i t h m r e q u i r e s an i n p u t ( norma l l y a hash ) w i t h
55 * a c o n c r e t e l e n g t h . This method r e t u r n s t h e l e n g t h o f t h i s i n p u t .
56 * @return The a l g o r i t h m i n p u t l e n g t h
57 */
58 int DummyAlgorithm : : InputLength ( )
59 {
60 return 0 ;
61 }
62 /* !
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63 * @ b r i e f Execu te s t h e CPU v e r s i o n o f t h e a l g o r i t h m . I t i s u s e f u l
64 * i f t h e sys tem i s not GPU a c c e l e r a t e d .
65 */




70 #ifde f CUDA ENABLED
71 /* !
72 * @ b r i e f Execu te s t h e GPU v e r s i o n o f t h e a l g o r i t h m .
73 * @param pDevice I n f o r m a t i o n about t h e GPU d e v i c e
74 */






81 * @ b r i e f Returns i f t h e a l g o r i t h m can use GPU c a p a b i l i t i e s
82 * @return Tue i f t h e Algor i thm can use a GPU
83 */
84 bool DummyAlgorithm : : IsGPUCapable ( )
85 {
86 return true ;
87 }
88 /* !
89 * @ b r i e f Returns i f t h e a l g o r i t h m cas use GPU c a p a b i l i t e s
90 * @return True i f t h e a l g o r i t h m can use a CPU
91 */
92 bool DummyAlgorithm : : IsCPUCapable ( )
93 {
94 return true ;
95 }
96 /* !
97 * @ b r i e f Prepares i n f o r m a t i o n t o a c c e l e r a t e hash a t t a c k or t o perform b e t t e r t h e f u n c t i o n a l i t y
98 * @param wo The workun i t w i t h t h e i n f o r m a t i o n t o a n a l i z e
99 */
100 // v i r t u a l v o i d DummyAlgorithm : : Prepare ( WorkUnit & wo) = 0 ;
101 #ifde f CUDA ENABLED
102 /* !
103 * @ b r i e f Prepared i n f o r m a t i o n t o a c c e l e r a t e hash a t t a c k or t o improve t h e per formance . I t i s
104 * i n d i c a t e d f o r CUDA d e v i c e s .
105 * @param pDevice
106 * @param pContex t
107 * @param wu
108 */
109 // v i r t u a l v o i d DummyAlgorithm : : Prepare ( Device *pDevice , CudaContext *pContext , WorkUnit *wu) = 0 ;
110 #endif
111 /* !
112 * @ b r i e f This method f r e e s t h e i n t e r n a l memory used d u r i n g t h e e x e c u t i o n p r o c e s s .
113 */
114 // v i r t u a l v o i d DummyAlgorithm : : End ( ) = 0 ;
115 /* !
116 * @ b r i e f Number o f r e g i s t e r s used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
117 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
118 * unknown i t r e t u r n s 0 .
119 * @return The number o f r e g i s t e r s used
120 */
121 int DummyAlgorithm : : Reg i s tersUsed ( )
122 {
123 return 0 ;
124 }
125 /* !
126 * @ b r i e f Amount o f c o n s t a n t memory used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
127 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
128 * unknown i t r e t u r n 0 .
129 * @return The amount o f c o n s t a n t memory used
130 */
131 int DummyAlgorithm : : ConstantMemoryUsed ( )
132 {
133 return 0 ;
134 }
135 /* !
136 * @ b r i e f Amount o f shared memory used by t h e GPU v e r s i o n o f t h e a l g o r i t h m .
137 * This v a l u e can be o b t a i n e d u s i n g t h e cub in c o m p i l a t i o n o f t h e GPU u n i t . I f i t i s
138 * unknown i t r e t u r n 0 .
139 * @return The amount o f shared memory used
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140 */
141 int DummyAlgorithm : : SharedMemoryUsed ( )
142 {




147 BEGIN PLUGIN( ”Samuel Rodriguez S e v i l l a ” )
148 ADDALGORITHM(DummyAlgorithm , ”Dummy” , 1)
149 END PLUGIN()
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11 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
12 * *
13 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
14 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
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16 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
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19 * *
20 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
21 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
22 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
23 * *
24 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
25 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
26 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
27 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
28 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
29 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
30 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
31 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
32 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *




37 c l a s s Cracke r sCont ro l l e r extends AppControl ler {
38 var $name = ’ Crackers ’ ;
39 var $uses = array ( ’ Stat ’ , ’ Crack ’ , ’Hash ’ , ’WorkUnit ’ ) ;
40 var $he lpe r s = array ( ’Html ’ , ’Form ’ , ’ Se s s i on ’ ) ;
41




46 func t i on queue ( ) {
47 $ th i s−>s e t ( ’ c racks ’ , $ th i s−>Crack−>f indAl lByAct ive ( 1 ) ) ;
48 }
49
50 func t i on overview ( ) {
51 // $ t h i s−>l a y o u t = ’ c r a c k e r ’ ;
52
53 $now = time ( ) ;
54 $exp = $now − 300 ;
55
56 // dbquery (”DELETE FROM ‘ s t a t s ‘ WHERE ‘ updated ‘ < ’ $exp ’ ” ) ;
57 $ th i s−>Stat−>d e l e t eA l l (array ( ’ Stat . updated < ’ => ’ $exp ’ ) ) ;




61 func t i on submit ( ) {
62 i f ( !empty( $ th i s−>data ) ) {
63 $ th i s−>s e t ( ’ t e s t ’ , $ th i s−>data ) ;
64
65 $a lg = $ th i s−>data [ ’ Cracker ’ ] [ ’ a l g ’ ] ;
66 $hashes = explode ( ”\n” , $ th i s−>data [ ’ Cracker ’ ] [ ’ hashes ’ ] ) ;
67 $ l en = intval ( $ th i s−>data [ ’ Cracker ’ ] [ ’ l en ’ ] ) ;
68 $exp = intval ( $ th i s−>data [ ’ Cracker ’ ] [ ’ exp ’ ] ) ;
69 $pr i = intval ( $ th i s−>data [ ’ Cracker ’ ] [ ’ p r i ’ ] ) ;
70
71 // Shou ld never have any a n g l e b r a c k e t s b u t make sure
72 for ( $ i =0; $ i<count ( $hashes ) ; $ i++)
73 $hashes [ $ i ] = strip tags ( $hashes [ $ i ] ) ;
74 // V a l i d a t e i n p u t
75 $bOK = true ;
76 i f ( $pr i < 0 | | $pr i > 10)
77 {
78 $bOK = fa l se ;
79 $ th i s−>s e t ( ’ p r iEr ro r ’ , ( ” Inva l i d p r i o r i t y l e v e l ” , true ) ) ;
80 }
81 i f ( $exp != 0)
82 $exp = time ( ) + 60*$exp ;
83 i f ( $exp == 0)
84 $exp = time ( ) + 10*365*24*60*60;
85 i f ( $ l en < 0 | | $ l en > 32)
86 {
87 $bOK = fa l se ;
88 $ th i s−>s e t ( ’ l enError ’ , ( ” Inva l i d l ength ” , true ) ) ;
89 }
90 $hash l engths = array (
91 ’md5 ’ => 32 ,
92 ’md4 ’ => 32 ,
93 ’ ntlm ’ => 32 ,
94 ’ sha1 ’ => 40 ,
95 ’ sha256 ’ => 64 ,
96 ’md5crypt ’ => −1 // TODO: do someth ing here
97 ) ;
98 $hashlen = $hash l engths [ $a lg ] ;
99 i f ( $a lg != ’md5crypt ’ )
100 {
101 // Check l e n g t h a g a i n s t array
102 //TODO: hand l e md5crypt v a r i a b l e s a l t l e n g t h s l a t e r
103 foreach ( $hashes as $hash )
104 {
105 $hash = trim ( $hash ) ;
106 i f ( strlen ( $hash ) != $hashlen )
107 {
108 $bOK = fa l se ;
109 $ l en = strlen ( $hash ) ;
110 $error msg = ( ” Inva l i d hash length %d on hash %s ( expected %d) ” , true ) ;




115 i f ( ! i s set ( $hash l engths [ $a lg ] ) )
116 {
117 $ th i s−>s e t ( ’ a l gError ’ , ( ’ I nva l i d hash algor i thm ’ , true ) ) ;
118 $bOK = fa l se ;
119 }
120
121 //No b a t c h c r a c k i n g o f md5crypt a l l o w e d s i n c e i t ’ s s a l t e d ( we ga in n o t h i n g )
122 i f ( $a lg == ’md5crypt ’ && count ( $hashes ) != 1)
123 {
124 $ th i s−>s e t ( ’ a l gError ’ , ( ”Batch crack ing o f md5crypt i s not p o s s i b l e . ” , true ) ) ;
125 $bOK = fa l se ;
126 }
127
128 //GPUs have l i m i t e d memory !
129 i f (count ( $hashes ) > 128)
130 {
131 $ th i s−>s e t ( ’ hashesError ’ , ( ”The cur rent implementation i s l im i t ed to 128 s imultaneous hashes . ” ) ) ;
132 $bOK = fa l se ;
133 }
134
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135 i f ($bOK)
136 {
137 $a lg = mysq l r e a l e s c ap e s t r i n g ( $a lg ) ;
138 $ cha r a c t e r s e t = array (
139 ’ lower ’ => ’ a ’ ,
140 ’ upper ’ => ’A ’ ,
141 ’nums ’ => ’ 1 ’ ,
142 ’ somesymbols ’ => ’ ! ’ ,
143 ’ a l l symbo l s ’ => ’> ’ ,
144 ’ space ’ => ’ s ’ ,
145 ’ newl ine ’ => ’ n ’
146 ) ;
147
148 $ c s e t = ’ ’ ;
149 foreach ( $ th i s−>data [ ’ Cracker ’ ] [ ’ chse t ’ ] as $ch ) {
150 i f ( i s set ( $ cha r a c t e r s e t [ $ch ] ) )
151 $ c s e t .= $ cha r a c t e r s e t [ $ch ] ;
152 }
153
154 // Se t n e x t WU
155 $nwu = $ c s e t [ 0 ] ;
156 i f ($nwu == ’ s ’ )
157 $nwu = ’ ’ ;
158 i f ($nwu == ’n ’ )
159 $nwu = ’\n ’ ;
160
161 $ i n s ha she s = array ( ) ;
162 foreach ( $hashes as $hash )
163 {
164 // S a n i t i z e i n p u t
165 $hash = mysq l r e a l e s c ap e s t r i n g ( trim ( $hash ) ) ;
166
167 $ i n s ha she s [ ] = array (
168 ’ hash ’ => $hash ,
169 ’ c o l l i s i o n ’ => ’ ’ ,




174 $tm = time ( ) ;
175 $ th i s−>Crack−>saveAl l (array (
176 ’ Crack ’ => array (
177 ’ a lgor i thm ’ => $alg ,
178 ’ cha r s e t ’ => $cset ,
179 ’maxlen ’ => $ len ,
180 ’ nextwu ’ => $nwu ,
181 ’ s t a r t ed ’ => $tm ,
182 ’ exp i r a t i on ’ => $exp ,
183 ’ p r i o r i t y ’ => $pri ,
184 ’ a c t i v e ’ => ’ 1 ’ ,
185 ’ updated ’ => $tm
186 ) ,
187 ’Hash ’ => $ i n s ha she s
188 ) ) ;
189






196 func t i on output ( ) {
197 $ th i s−>s e t ( ’ hashes ’ , $ th i s−>Hash−>f indAl lByAct ive (0 , array ( ) , array ( ’Hash . id ’ => ’DESC ’ ) ) ) ;
198 }
199
200 func t i on s t a t s ( ) {
201 $ th i s−>s e t ( ’ s t a t s ’ , $ th i s−>Stat−>f i nd ( ’ a l l ’ , array (
202 ’ order ’ => array (
203 ’ Stat . dev i ce ’ => ’ASC ’ ,
204 ’ Stat . updated ’ => ’DESC ’
205 )
206 ) ) ) ;
207 }
208
209 func t i on cance l ( $ id ) {
210 $ th i s−>Crack−>delete ( $ id ) ;
211 }
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212
213 func t i on b e f o r eF i l t e r ( ) {
214 parent : : b e f o r eF i l t e r ( ) ;
215
216 $ th i s−>s e t ( ’ a c t i on ’ , $ th i s−>params [ ’ a c t i on ’ ] ) ;








4 * D i s t r i b u t e d Hash Cracker v3 . 0 *
5 * *
6 * C o p y r i g h t ( c ) 2009 RPISEC . *
7 * C o p y r i g h t (C) 2010 Samuel Rodr ı´ guez S e v i l l a *
8 * A l l r i g h t s r e s e r v e d . *
9 * *
10 * R e d i s t r i b u t i o n and use in s o u r c e and b i n a r y forms , w i t h or w i t h o u t modi f i− *
11 * ca t ion , are p e r m i t t e d p r o v i d e d t h a t t h e f o l l o w i n g c o n d i t i o n s are met : *
12 * *
13 * * R e d i s t r i b u t i o n s o f s o u r c e code must r e t a i n t h e above c o p y r i g h t n o t i c e *
14 * t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r . *
15 * *
16 * * R e d i s t r i b u t i o n s in b i n a r y form must reproduce t h e above c o p y r i g h t *
17 * n o t i c e , t h i s l i s t o f c o n d i t i o n s and t h e f o l l o w i n g d i s c l a i m e r in t h e *
18 * documentat ion and/ or o t h e r m a t e r i a l s p r o v i d e d w i t h t h e d i s t r i b u t i o n . *
19 * *
20 * * N e i t h e r t h e name o f RPISEC nor t h e names o f i t s c o n t r i b u t o r s may be *
21 * used t o endorse or promote p r o d u c t s d e r i v e d from t h i s s o f t w a r e w i t h o u t *
22 * s p e c i f i c p r i o r w r i t t e n p e r m i s s i o n . *
23 * *
24 * THIS SOFTWARE IS PROVIDED BY RPISEC ”AS IS ” AND ANY EXPRESS OR IMPLIED *
25 * WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF *
26 * MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED . IN *
27 * NO EVENT SHALL RPISEC BE HELD LIABLE FOR ANY DIRECT, INDIRECT , INCIDENTAL, *
28 * SPECIAL , EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED *
29 * TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE, DATA, OR *
30 * PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF *
31 * LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY , OR TORT (INCLUDING *
32 * NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS *




37 c l a s s AgentsContro l l e r extends AppControl ler {
38 var $name = ’ Agents ’ ;
39 var $uses = array ( ’WorkUnit ’ , ’Hash ’ , ’ Crack ’ ) ;
40 var $components = array ( ’BaseN ’ , ’ S tat s ’ ) ;
41 var $he lpe r s = array ( ’Xml ’ ) ;
42
43 func t i on getwu ( ) {
44 $ th i s−>l ayout = ’xml ’ ;
45
46 $hostname = mysq l r e a l e s c ap e s t r i n g ( $ th i s−>params [ ’ u r l ’ ] [ ’ hostname ’ ] ) ;
47 $type = mysq l r e a l e s c ap e s t r i n g ( $ th i s−>params [ ’ u r l ’ ] [ ’ type ’ ] ) ;
48 $num = intval ( $ th i s−>params [ ’ u r l ’ ] [ ’num ’ ] ) ;
49
50 $now = time ( ) ;
51
52 $ a l g l i s t = explode ( ’ , ’ , $ th i s−>params [ ’ u r l ’ ] [ ’ accept−a lgor i thms ’ ] ) ;
53
54 // TODO: need t o b l o c k Workunit , Crack and Hash?
55
56 // Look f o r a l l e x p i r e d Workunits
57 $ r e s u l t = $ th i s−>WorkUnit−>f i nd ( ’ a l l ’ ,
58 array (
59 ’ c ond i t i on s ’ => array ( ’WorkUnit . e xp i r a t i on < ’ => ”$now” ) ,
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64 $orphaned found = fa l se ;
65
66 foreach ( $ r e s u l t as $workunit ) {
67 i f ( in array ( $workunit [ ’ Crack ’ ] [ ’ a lgor i thm ’ ] , $ a l g l i s t ) ) {
68 // A e x p i r e d WU w i t h a c o m p a t i b l e a l g o r i t h m found !
69 $ th i s−>WorkUnit−>updateAl l (
70 array (
71 ’WorkUnit . hostname ’ => ” ’ $hostname ’ ” ,
72 ’WorkUnit . devtype ’ => ” ’ $type ’ ” ,
73 ’WorkUnit . devid ’ => $num ,
74 ’WorkUnit . e xp i r a t i on ’ => time ( ) + Conf igure : : read ( ’WorkUnit . e xp i r a t i on ’ ) /* two minutes */
75 ) ,
76 array ( ’WorkUnit . id ’ => $workunit [ ’WorkUnit ’ ] [ ’ id ’ ] )
77 ) ;
78
79 $ th i s−>s e t ( ’ i n f o ’ , array (
80 ’ id ’ => $workunit [ ’WorkUnit ’ ] [ ’ id ’ ] ,
81 ’ a lgor i thm ’ => $workunit [ ’ Crack ’ ] [ ’ a lgor i thm ’ ] ,
82 ’ cha r s e t ’ => $workunit [ ’ Crack ’ ] [ ’ cha r s e t ’ ] ,
83 ’ s t a r t ’ => $workunit [ ’WorkUnit ’ ] [ ’ s t a r t ’ ] ,
84 ’ end ’ => $workunit [ ’WorkUnit ’ ] [ ’ end ’ ] ,
85 ’ hashes ’ => $ th i s−>Hash−>f i nd ( ’ l i s t ’ , array (
86 ’ f i e l d s ’ => array ( ’Hash . id ’ , ’Hash . hash ’ ) ,
87 ’ c ond i t i on s ’ => array ( ’Hash . c r a ck i d ’ => $workunit [ ’ Crack ’ ] [ ’ id ’ ] )
88 ) )
89 ) ) ;
90





96 i f ( ! $orphaned found ) {
97 $crack = $ th i s−>Crack−>f i nd ( ’ f i r s t ’ , array (
98 ’ c ond i t i on s ’ => array (
99 ’ Crack . a c t i v e ’ => 1 ,
100 ’ Crack . a lgor i thm ’ => $ a l g l i s t
101 ) ,
102 ’ order ’ => array (
103 ’ Crack . p r i o r i t y DESC ’ ,
104 ’ Crack . s t a r t ed ASC ’
105 )
106 ) ) ;
107 // $ t h i s−>s e t ( ’ t e s t ’ , $crack ) ;
108 i f (count ( $crack [ ’ Crack ’ ] ) < 1) {






115 // Get our c h a r a c t e r s e t
116 $ccode = $crack [ ’ Crack ’ ] [ ’ cha r s e t ’ ] ;
117 $ c s e t s = array (
118 ’ a ’ => ” abcdefghi jklmnopqrstuvwxyz ” ,
119 ’A ’ => ”ABCDEFGHIJKLMNOPQRSTUVWXYZ” ,
120 ’ 1 ’ => ”1234567890” ,
121 ’ ! ’ => ” ! @ −?#$” ,
122 ’> ’ => ” ‘˜%ˆ&*()=+[]\\{}| ; ’ :\” ,./<>” ,
123 ’ s ’ => ” ” ,
124 ’n ’ => ”\n”
125 ) ;
126 $char se t = ’ ’ ;
127 for ( $ i = 0 ; $ i < strlen ( $ccode ) ; $ i++)
128 $char se t .= $ c s e t s [ $ccode [ $ i ] ] ;
129 $base = strlen ( $char se t ) ;
130
131 //Make r e v e r s e c h a r s e t
132 $ r cha r s e t = array ( ) ;
133 for ( $ i = 0 ; $ i < $base ; $ i++)
134 $ r cha r s e t [ $char se t [ $ i ] ] = $ i ;
135
136 // Convert our s t a r t i n g p o s i t i o n t o a base−N i n t e g e r
137 $ns ta r t = $ th i s−>BaseN−>make( $crack [ ’ Crack ’ ] [ ’ nextwu ’ ] , $ r cha r s e t ) ;
138
139 // C a l c u l a t e work u n i t s i z e
140 $wlength = 1000000000; // D e f a u l t f o r GPUs
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141 i f ( $type == ’ core ’ )
142 $wlength = 50000000; //CPUs g e t l e s s
143 i f ( $crack [ ’ Crack ’ ] [ ’ a lgor i thm ’ ] == ’md5crypt ’ )
144 $wlength /= 1000; // md5crypt g e t s much s m a l l e r WUs
145
146 // C a l c u l a t e our ending p o s i t i o n ( i n c l u s i v e )
147 $nend = $ th i s−>BaseN−>add ( $nstart , $base , $wlength ) ;
148
149 // C a l c u l a t e t h e s t a r t o f t h e n e x t work u n i t
150 // $c id = $crack−>i d ;
151 $bSaturated = true ;
152 $nwu = array ( ) ;
153 for ( $ i = 0 ; $ i < count ( $nend ) ; $ i++)
154 {
155 i f ( $nend [ $ i ] != $base−1)
156 $bSaturated = fa l se ;
157 }
158 i f ( $bSaturated )
159 {
160 // I f we s a t u r a t e d , bump l e n g t h and do { 0 . . . 0 } .
161 for ( $ i = 0 ; $ i < 1 + count ( $nend ) ; $ i++)
162 $nwu [ $ i ] = 0 ;
163
164 // I f we s a t u r a t e d and are a t t h e end o f t h e s e a r c h space , mark t h e c r a c k as e x h a u s t e d .
165 // ( I f a work u n i t comes back w i t h s u c c e s s in one o f t h e l a s t WUs, we can change i t )
166 i f (count ( $nend ) == $crack [ ’ Crack ’ ] [ ’ maxlen ’ ] )
167 {
168 $crack [ ’ Crack ’ ] [ ’ a c t i v e ’ ] = 0 ;
169 $crack [ ’ Crack ’ ] [ ’ updated ’ ] = time ( ) ;
170 foreach ( $crack [ ’Hash ’ ] as $hash )





176 // I f not , j u s t add 1 .
177 $nwu = $ th i s−>BaseN−>add ( $nend , $base , 1 ) ;
178 }
179 $ s t a r t = $crack [ ’ Crack ’ ] [ ’ nextwu ’ ] ;
180 $end = $ th i s−>BaseN−>t oS t r i ng ( $nend , $char se t ) ;
181
182 // Save s t a r t o f n e x t WU in t a b l e
183 $crack [ ’ Crack ’ ] [ ’ nextwu ’ ] = my sq l r e a l e s c ap e s t r i n g ( $ th i s−>BaseN−>t oS t r i ng ($nwu , $char se t ) ) ;
184 $crack [ ’ Crack ’ ] [ ’ updated ’ ] = time ( ) ;
185
186 // I n s e r t t h e new WU i n t o t h e t a b l e
187 $now = time ( ) ;
188 // $exp = $now + 120 ; //TODO: i s 2 minute e x p i r a t i o n r e a s o n a b l e ?
189 $workunit = array ( ’WorkUnit ’ => array (
190 ’ c r a ck i d ’ => $crack [ ’ Crack ’ ] [ ’ id ’ ] ,
191 ’ hostname ’ => $hostname ,
192 ’ devtype ’ => $type ,
193 ’ devid ’ => $num ,
194 ’ s t a r t ’ => $ s ta r t ,
195 ’ end ’ => $end ,
196 ’ s t a r t ed ’ => time ( ) ,
197 ’ e xp i r a t i on ’ => time ( ) + Conf igure : : read ( ’WorkUnit . e xp i r a t i on ’ ) /*120*/ //TODO: i s 2 minute e x p i r a t i o n r e a s o n a b l e ?
198 ) ) ;
199
200 $ th i s−>Crack−>save ( $crack ) ;
201 $ th i s−>WorkUnit−>save ( $workunit ) ;
202
203 $ th i s−>log ( ”\n” .
204 ” id = ” . $ th i s−>WorkUnit−>id . ”\n” .
205 ’ a lgor i thm = ’ . $crack [ ’ Crack ’ ] [ ’ a lgor i thm ’ ] . ”\n” .
206 ’ cha r s e t = ’ . $crack [ ’ Crack ’ ] [ ’ cha r s e t ’ ] . ”\n” .
207 ’ s t a r t = ’ . $workunit [ ’WorkUnit ’ ] [ ’ s t a r t ’ ] . ”\n” .
208 ’ end = ’ . $workunit [ ’WorkUnit ’ ] [ ’ end ’ ] . ”\n” .
209 ’ hashes = ’ . $crack [ ’Hash ’ ] , ’ debug ’
210 ) ;
211
212 $ th i s−>s e t ( ’ i n f o ’ , array (
213 ’ id ’ => $ th i s−>WorkUnit−>id ,
214 ’ a lgor i thm ’ => $crack [ ’ Crack ’ ] [ ’ a lgor i thm ’ ] ,
215 ’ cha r s e t ’ => $crack [ ’ Crack ’ ] [ ’ cha r s e t ’ ] ,
216 ’ s t a r t ’ => $workunit [ ’WorkUnit ’ ] [ ’ s t a r t ’ ] ,
217 ’ end ’ => $workunit [ ’WorkUnit ’ ] [ ’ end ’ ] ,
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218 ’ hashes ’ => $crack [ ’Hash ’ ]









228 func t i on submitwu ( ) {
229 $ th i s−>l ayout = ’ empty ’ ;
230
231 // dbquery (”LOCK TABLES c r a c k s WRITE, w o r k u n i t s WRITE, s t a t s WRITE, h i s t o r y WRITE, hashes WRITE” ) ;
232 $dt = f loatval ( $ th i s−>params [ ’ u r l ’ ] [ ”dt” ] ) ;
233 $speed = f loatval ( $ th i s−>params [ ’ u r l ’ ] [ ” speed” ] ) ;
234
235 $ id = intval ( $ th i s−>params [ ’ u r l ’ ] [ ”wuid” ] ) ;
236 $ c o l l i s i o n s = intval ( $ th i s−>params [ ’ u r l ’ ] [ ” c o l l i s i o n s ” ] ) ;
237
238 $hashes = array ( ) ;
239 $ c l e a r t e x t = array ( ) ;
240 for ( $ i =0; $ i<$ c o l l i s i o n s ; $ i++)
241 {
242 $hashes [ $ i ] = intval ( $ th i s−>params [ ’ u r l ’ ] [ ” hash$ i ” ] ) ;
243 $ c l e a r t e x t [ $ i ] = my sq l r e a l e s c ap e s t r i n g ( $ th i s−>params [ ’ u r l ’ ] [ ” c l e a r t e x t $ i ” ] ) ;
244 }
245
246 $ th i s−>log ( ”Request ing WorkUnit with id = $ id ” , ’ debug ’ ) ;
247 // Get t h e c r a c k ID
248 $workunit = $ th i s−>WorkUnit−>f indById ( $ id ) ;
249
250 $ th i s−>log ( ”WorkUnit = ” . a r r ay2 s t r i n g ( $workunit ) , ’ debug ’ ) ;
251 i f (empty( $workunit ) ) re turn ;
252
253 $c id = $workunit [ ’ Crack ’ ] [ ’ id ’ ] ;
254
255 $ th i s−>Stats−>de leteOld ( ) ;
256
257 // Get s t a t s
258 $host = my sq l r e a l e s c ap e s t r i n g ( $workunit [ ’WorkUnit ’ ] [ ’ hostname ’ ] ) ;
259 $type = mysq l r e a l e s c ap e s t r i n g ( $workunit [ ’WorkUnit ’ ] [ ’ devtype ’ ] ) ;
260 $dev = $workunit [ ’WorkUnit ’ ] [ ’ devid ’ ] ;
261
262 $ th i s−>Stats−>updateHistory ( ) ;
263
264 $now = time ( ) ;
265
266
267 $ th i s−>Stats−>addStat (array (
268 ’ updated ’ => $now ,
269 ’ dev i ce ’ => ”$host−$type−$dev” ,
270 ’ time ’ => $dt ,
271 ’ speed ’ => $speed
272 ) ) ;
273
274 // Update t h e c r a c k
275 $update crack = array ( ) ;
276 i f ( $ c o l l i s i o n s > 0)
277 {
278 for ( $ i =0; $ i<$ c o l l i s i o n s ; $ i++)
279 {
280 $hid = $hashes [ $ i ] ;
281 $ c o l l i s i o n = $ c l e a r t e x t [ $ i ] ;
282 $ th i s−>Hash−>updateAl l (
283 array (
284 ’Hash . c o l l i s i o n ’ => ” ’ $ c o l l i s i o n ’ ” ,
285 ’Hash . a c t i v e ’ => 0
286 ) ,
287 array (




292 $update crack [ ’ Crack . updated ’ ] = $now ;
293 }
294
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295 $ac t i ve hash = $ th i s−>Hash−>f i nd ( ’ a l l ’ , array ( ’ c ond i t i on s ’ => array ( ’Hash . a c t i v e ’ => 1 , ’Hash . c r a ck i d ’ => $c id ) ) ) ;
296 i f (empty( $ac t i ve hash ) ) {
297 $update crack [ ’ Crack . a c t i v e ’ ] = 0 ;
298 }
299
300 i f ( !empty( $update crack ) )
301 $ th i s−>Crack−>updateAl l ( $update crack , array ( ’ Crack . id ’ => $c id ) ) ;
302
303 // D e l e t e t h e work u n i t AFTER u p d a t i n g t h e c r a c k in case o f a s e r v e r s e g f a u l t or someth ing
304 // Repeat ing a WU i s b e t t e r than m i s s i n g one
305 $ th i s−>log ( ”Trying to d e l e t e WorkUnit id = $ id ” , ’ debug ’ ) ;
306 $ th i s−>WorkUnit−>delete ( $ id ) ;
307 $ th i s−>log ( ’ Victory xD ’ , ’ debug ’ ) ;
308
309 // dbquery (”UNLOCK TABLES” ) ;








4 * D i s t r i b u t e d Hash Cracker v3 . 0 *
5 * *
6 * C o p y r i g h t ( c ) 2009 RPISEC . *
7 * C o p y r i g h t (C) 2010 Samuel Rodr ı´ guez S e v i l l a *
8 * A l l r i g h t s r e s e r v e d . *
9 * *
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37 c l a s s AjaxContro l l e r extends AppControl ler {
38 var $components = array ( ’ S tat s ’ , ’ RequestHandler ’ ) ;
39 var $uses = array ( ) ;
40 var $he lpe r s = array ( ’ Java s c r ip t ’ ) ;
41 // var $h e l p e r s = array ( ’ Cache ’ ) ;
42
43 // var $cacheAct ion = array (
44 // ’ h i s t o r y / ’ => 10
45 // ) ;
46 func t i on h i s t o r y ( ) {
47 $ th i s−>Stats−>de l e t eOldHi s to ry ( ) ;
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37 c l a s s StatsComponent extends Object {
38 /**
39 * When t h e S t a t s component i s i n i t i a l i z e d i t s e t s t h e i n t e r n a l
40 * S t a t and H i s t o r y a t t r i b u t e s t o t h e model . I t i s impor tan t t o
41 * use i t on each method .
42 */
43 func t i on s tar tup (& $ c o n t r o l l e r ) {
44 $ th i s−>Stat = Clas sReg i s t ry : : i n i t ( ’ Stat ’ ) ;




49 * D e l e t e s t h e o l d s t a t v a l u e s and t h e o l d h i s t o r y v a l u e s .
50 */
51 func t i on de le teOld ( ) {
52 $now = time ( ) ;
53 $exp = $now − Conf igure : : read ( ’WorkUnit . e xp i r a t i on ’ ) ; // 120 ;
54 $exp2 = $now − Conf igure : : read ( ’ History . o ld ’ ) ; // 900 ;
55
56 $ th i s−>Stat−>d e l e t eA l l (array ( ’ updated < ’ => $exp ) ) ;




61 * Only d e l e t e s t h e o l d h i s t o r y v a l u e s .
62 */
63 func t i on de l e teOldHi s to ry ( ) {
64 $exp = time ( ) − Conf igure : : read ( ’ History . o ld ’ ) ;




69 * Check t h e s t a t v a l u e s t o c a l c u l a t e t h e h i s t o r y .
70 */
71 func t i on updateHistory ( ) {
72 // See i f we a l r e a d y have h i s t o r y f o r t h i s t imestamp
73 //TODO: Make t h i s more e f f i c i e n t
74 $now = time ( ) ;
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75
76 $r = $ th i s−>History−>f i nd ( ’ f i r s t ’ , array (
77 ’ c ond i t i on s ’ => array ( ’ time ’ => $now)
78 ) ) ;
79 i f (empty( $r ) )
80 {
81 $ f speed = 0 ;
82 $ s t a t s = $ th i s−>Stat−>f i nd ( ’ l i s t ’ ,
83 array (
84 ’ f i e l d s ’ => array ( ’ Stat . id ’ , ’ Stat . speed ’ )
85 )
86 ) ;
87 foreach ( $ s t a t s as $ id => $speed ) {
88 $ f speed += $speed ;
89 }
90
91 //Add t o g l o b a l s t a t s
92 $ th i s−>History−>save (
93 array (
94 ’ History ’ => array (
95 ’ time ’ => $now ,








104 * Return t h e whole h i s t o r y
105 */
106 func t i on getHi s to ry ( ) {
107 return $ th i s−>History−>f i nd ( ’ a l l ’ , array ( ’ order ’ => ’ H i s tory . time ASC ’ ) ) ;
108 }
109
110 func t i on addStat ( $ s t a t ) {
111 $ th i s−>Stat−>d e l e t eA l l (array ( ’ dev i ce ’ => $ s t a t [ ’ dev i ce ’ ] ) ) ;
112 //Add us t o s t a t s






2 func t i on a r r ay2 s t r i n g ( $arr ) {
3 $ s t r = ”” ;
4 i f ( is array ( $arr ) ) {
5 $ s t r .= ” ( ” ;
6 $ f i r s t = true ;
7 foreach ( $arr as $ idx => $value ) {
8 i f ( $ f i r s t ) {
9 $ f i r s t = fa l se ;
10 }
11 else {
12 $ s t r .= ” , ” ;
13 }
14 $ s t r .= ” [ $ idx ] = ” . a r r ay2 s t r i n g ( $value ) ;
15 }




20 $ s t r .= $arr ;
21 }
22 return $ s t r ;
23 }
24
25 c l a s s BaseNComponent extends Object {
26 /* !
27 * @ b r i e f Parses a base−N o b j e c t out o f a s t r i n g and a r e v e r s e c h a r a c t e r s e t
28 *
29 * @param $ s t r Inpu t s t r i n g
30 * @param $ r c h a r s e t Reverse c h a r a c t e r s e t
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31 *
32 * @return Base−N i n d e x array
33 */
34 func t i on make( $st r , $ r cha r s e t )
35 {
36 $ th i s−>log ( ” [ BaseNComponent : : make ] r cha r s e t = ” . a r r ay2 s t r i n g ( $ r cha r s e t ) , ’ debug ’ ) ;
37 $ th i s−>log ( ” [ BaseNComponent : : make ] s t r = ” . $st r , ’ debug ’ ) ;
38
39 $ r e t = array ( ) ;
40 for ( $ i = 0 ; $ i < strlen ( $ s t r ) ; $ i++)
41 $ r e t [ $ i ] = $ r cha r s e t [ $ s t r [ $ i ] ] ;
42
43 $ th i s−>log ( ” [ BaseNComponent : : make ] r e t = ” . a r r ay2 s t r i n g ( $ r e t ) , ’ debug ’ ) ;





49 * @ b r i e f Adds an i n t e g e r t o a base−N o b j e c t ( u s i n g r i p p l e c a r r y )
50 *
51 * @param $num Input array
52 * @param $base Base o f $num
53 * @param $add Value t o add t o $num
54
55 * @return Base−N i n d e x array
56 */
57 func t i on add ($num , $base , $add )
58 {
59 $ l en = count ($num ) ;
60
61 // Get number o f d i g i t s r e q u i r e d t o add t h i s number
62 $maxplace = c e i l ( log ( $add ) / log ( $base ) ) ;
63 $ th i s−>log (
64 ” [ BaseNComponent : : add ] ” .
65 ”\tnum = ” . a r r ay2 s t r i n g ($num) .
66 ”\ tbase = $base\n” .
67 ”\ tadd = $add\n” .
68 ”\ t l e n = $ l en \n” .
69 ”\ tmaxplace = $maxplace” , ’ debug ’ ) ;
70
71 //Too much? Can ’ t p o s s i b l y f i t , s a t u r a t e and q u i t
72 i f ( $maxplace > $ l en )
73 {
74 for ( $ i = 0 ; $ i < $ l en ; $ i++)
75 $num [ $ i ] = $base − 1 ;
76 $ th i s−>log ( ” [ BaseNComponent : : add ] Saturate : ” . a r r ay2 s t r i n g ($num) , ’ debug ’ ) ;
77 return $num ;
78 }
79
80 //No , we w i l l f i t . Bump t h e r i g h t m o s t d i g i t
81 $num [ $ len −1] += $add ;
82
83 // Handle c a r r i e s
84 $bOverflow = fa l se ;
85 $pvalue = 1 ;
86 for ( $ i = $ l en − 1 ; $ i >= 0; $ i−−)
87 {
88 // Less than base ? We ’ re done
89 i f ($num [ $ i ] < $base )
90 break ;
91
92 // Greater than base ? Handle c a r r y
93 $low = $num [ $ i ] % $base ;
94 $high = f loor ($num [ $ i ] / $base ) ;
95 $num [ $ i ] = $low ;
96
97 // Carry o f f end ? Over f low
98 i f ( $high != 0 && $ i==0)
99 {




104 $num [ $ i −1] += $high ;
105 }
106
107 // S a t u r a t e in case o f o v e r f l o w
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108 i f ( $bOverflow )
109 {
110 for ( $ i =0; $ i<$ l en ; $ i++)




115 $ th i s−>log ( ” [ BaseNComponent : : add ] re turn : ” . a r r ay2 s t r i n g ($num) , ’ debug ’ ) ;




120 * @ b r i e f Conver t s a base−N i n t e g e r t o a s t r i n g
121 *
122 * @param $num Input array
123 * @param $ c h a r s e t Charac ter s e t
124 *
125 * @return Output s t r i n g
126 */
127 func t i on toS t r ing ($num , $char se t )
128 {
129 $ s t r = ’ ’ ;
130 for ( $ i =0; $ i<count ($num ) ; $ i++)
131 $ s t r .= $char se t [ $num [ $ i ] ] ;
132 $ th i s−>log ( ” [ BaseNComponent : : t oS t r ing ] re turn : ” . $st r , ’ debug ’ ) ;




137 * @ b r i e f Conver t s a base−N i n t e g e r t o a f l o a t
138 *
139 * @param $num Input array
140 * @param $ c h a r s e t Charac ter s e t
141 *
142 * @return Output v a l u e
143 */
144 func t i on toFloat ($num , $char se t )
145 {
146 $ r e t = 0 ;
147 $ l en = count ($num ) ;
148 $base = strlen ( $char se t ) ;
149
150 for ( $ i =0; $ i<$ l en ; $ i++)
151 {
152 $pval = pow( $base , $ len−1−$ i ) ;
153 $ r e t += ($num [ $ i ]+1) * $pval ;
154 }
155







En el CD que se adjunta vienen los siguiente elementos:
Document.pdf Es la memoria del proyecto fin de carrera tal y como se
encuentra impresa.
cracker/ Es una copia completa del repositorio de versiones. Contiene el
co´digo del agente, del controlador y la memoria adema´s de todos los
cambios que se han realizado desde el inicio del proyecto.
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