Generalized stochastic integral from predictable operator-valued random process with respect to a cylindrical Wiener process in an arbitrary Banach space is defined. The question of existence of the stochastic integral in a Banach space is reduced to the problem of decomposability of the generalized random element. The sufficient condition of existence of the stochastic integral in terms of p-absolutely summing operators is given. The stochastic differential equation for generalized random processes is considered and existence and uniqueness of the solution is developed. As a consequence, the corresponding results of the stochastic differential equations in an arbitrary Banach space are given.
Introduction
First results on the infinite dimensional stochastic differential equations started to appear in the mid 1960s. The traditional finite dimensional methods gave desired results for Hilbert space case (see [1, 2] ), but they turned out deadlock in the general Banach space case. Then, researchers began to develop the problem in such Banach spaces, the geometry of which is close to the geometry of Hilbert space (see for example [3, 4] ). Important results are received in the case, when the Banach space has UMD property (see [5] [6] [7] ). But the class of UMD Banach spaces is very narrow-they are reflexive Banach spaces. Stochastic analysis in UMD spaces intensively developed after the end of the eighties of the lust century, but the class of Banach spaces, where the traditional methods give desired results, has not yet extended. Numerous works are dedicated to this problem (see [8] [9] [10] 6] ). Therefore, it is greatly interesting to develop the stochastic differential equations in an arbitrary Banach space.
The first step to investigate this direction is to construct the Ito stochastic integral in an arbitrary separable Banach space. Stochastic integral for Banach space valued non random function by one dimensional Wiener process (the Wiener integral) is constructed in [11] . Stochastic integral from operator-valued non-random process by the Banach space valued Wiener process is considered in [12] . In [13] is constructed the stochastic integral from operatorvalued (from Hilbert space to Banach space) non random function by the cylindrical Wiener process. There are also considered the traditional conditions of the existence of the stochastic integral with relation to the geometry of Banach space. The Ito stochastic integral in 2-uniformly smooth Banach spaces is considered in [3, [14] [15] [16] . In [17] is shown, that the property of definition of 2-uniformly smooth Banach space is equivalent to the martingale type 2 property. Stochastic integral in UMD Banach spaces is constructed in [18, 19, 7] . In [20] is considered linear stochastic evolution equations on some special Banach spaces. We define the generalized stochastic integral in an arbitrary Separable Banach space for a wide class of non-anticipating operator-valued random processes by the cylindrical Wiener process, which is a generalized random element (a random linear function or a cylindrical random element), and if there exists the corresponding random element, that is, if this generalized random element is decomposable by the Banach space valued random element, then we say that this random element is the stochastic integral. Thus, the problem of existence of the stochastic integral in an arbitrary separable Banach space is reduced to the well known problem of decomposability of the generalized random element. We give the sufficient condition of existence of the stochastic integral using the L. Schwartz's and S. Kwapien's result in terms of p-absolutely summing operator (see [21, 22] ).
The second main problem to develop the stochastic differential equations in a Banach space is to estimate the stochastic integral, which is necessary for the iteration procedure to prove the existence and uniqueness of the solution. Such estimation is yet impossible in an arbitrary Banach space case. We consider the Banach space of generalized random elements and introduce there the stochastic differential equation for the generalized random process. For this situation, it is possible to use traditional methods to develop the problem of existence and uniqueness of the solution as a generalized random process. Afterward, from the main stochastic differential equation in an arbitrary Banach space we produce the equation for a generalized random process. As we have proved the existence and uniqueness of the solution of this equation, we receive the generalized random process as a solution of the produced stochastic differential equation. If this generalized random process is decomposable, then the corresponding Banach space valued random process will be the solution of the main stochastic differential equation in a Banach space. Therefore, we have also reduced the problem of existence of the solution of the stochastic differential equation in an arbitrary Banach space to the problem of decomposability of the generalized random element.
The investigation of the stochastic differential equations in a Banach space takes place in three directions. They can be described by means of the corresponding stochastic integrals in the equation. In the first (relatively) direction, the integrand non-anticipating process takes its values in a Banach space and the stochastic integral is taken by the scalar Wiener process. We considered this case in the paper [23] . In the second direction the integrand non-anticipating process is operator-valued (from Banach space to Banach space) and the stochastic integral is taken by the Wiener process in a Banach space. This case we investigated in the papers [24] [25] [26] . In the third direction the integrand is an operator-valued non-anticipating random function from Hilbert space to Banach space while the stochastic integral is taken by the cylindrical Wiener process in a Hilbert space. This article is devoted to this direction. Now we give some definitions and preliminary results to realize our approach. Let X be a real separable Banach space. X * -its conjugate, B(X )-the Borel σ -algebra of X , (Ω , B, P)-a probability space. The continuous linear operator L : X * → L 2 (Ω , B, P) is called a generalized random element (GRE). (Sometimes the terms: linear random function or cylindrical random element are used). We consider such GRE, which maps X * to a fixed closed separable subspace G ⊂ L 2 (Ω , B, P). Denote M 1 := L(X * , G)-the Banach space of GRE with the norm ∥L∥ = sup ∥x * ∥≤1 ∥L x * ∥ L 2 . A random element (measurable map) ξ : Ω → X is said to have a weak second order, if, for all x * ∈ X * , E⟨ξ, x * ⟩ 2 < ∞. ξ we can realize as an element of M 1 : L ξ x * = ⟨ξ, x * ⟩. But in infinite dimensional spaces not every GRE may be represented by the Banach space valued random element. The problem of finding the conditions under which the GRE is represented by the Banach space valued random element is well known, otherwise also called the problem of decomposability of the GRE. This is the reason why we allot the superiority to the term GRE; GRE is a generalization of the random element in the infinite dimensional spaces. In the finite dimensional spaces every GRE is decomposable, thus, it is a random element. This term was early used by many authors (see for example [27, 28, 2, 22] p. 140). Likewise, the problem of decomposability of the GRE is equal to the problem of extension of the finite additive (cylindrical) measure to the σ -additive measure. This is a reason why the term "cylindrical random element" appears.
Denote by M 2 the linear space of all random elements of the weak second order with the norm ∥ξ ∥ = ∥L ξ ∥. Therefore, we can assume
m L is linear and bounded, therefore m L ∈ X * * , which is called the mean of the GRE L. When L ∈ M 2 , that is, if there exists ξ : Ω → X such that L x * = ⟨ξ, x * ⟩, then m ∈ X (see [22] Th.2.3.1), and it is the Pettis integral of ξ . Further we consider the GRE with the mean 0.
The covariance operator of L ∈ M 1 is a symmetric and positive operator R L :
, and if R is a positive and symmetric linear operator from X * to X , then there exist 
. . are independent, standard Gaussian random variables. Proof. Consider the covariance operator of the GRE T , R T : 
is called a generalized Wiener process in a Banach space X , if, for all x * ∈ X * , T t x * is one dimensional Wiener process and for all t, s from [0, 1] and y * ∈ X * , E T t x * T s y * = min(t, s)⟨Rx * y * ⟩, where R : X * → X * * is the covariance operator of the GRE T 1 . Let R be the covariance operator of the GRE T 1 , R : X * → X * * , by the factorization lemma (see [22, Lemma 3.1.1]) we have R = A * A, where A : H → X * * , H is a real separable Hilbert space. 
where (e k ) k∈N is an orthonormal basis in H and w k (t), k = 1, 2, . . . is a sequence of one dimensional independent Wiener processes. Therefore every generalized Wiener process in X is the "image" of the cylindrical Wiener process in a separable Hilbert space H .
Proof. Let R = A A * be the covariance operator of the GRE T 1 . We have
By the definition of the generalized Wiener process, T t x * k , k = 1, 2, . . . are one dimensional Wiener processes, and for all t, s from [0, 1] and
. is a sequence of one dimensional independent Wiener processes.
Remark 1. In [29] we have analyzed the definition of the Wiener processes in a Banach space, where we have used the term "canonical generalized Wiener Process" instead of the term "cylindrical Wiener process". The term "cylindrical random element" appeared in relation to the cylindrical measures in vector spaces, as cylindrical random element (generalized random element) induces the finitely additive measure in a Banach space, which is naturally defined in the cylindrical algebra. We mentioned above the reason why we use the term GRE. In our opinion this term better responds to the purpose of the definition than the term "cylindrical random element". As the term "cylindrical Wiener process" is widely applied in literature, we also use this term here and intend to continue discussions on the terminology.
is a Wiener process in R n with covariance operator R = A A * . For infinite dimensional H and bounded linear operator
is a Hilbert space valued Wiener process with the covariance operator R = A A * , if, and only if, A is a Hilbert-Schmidt operator. The generalized Wiener process in
is X -valued Wiener process, if, and only if, R
Ae k w k (t) converges a.s. uniformly for t in X (see [30, 31, 25] ).
Remark 3. Wiener process in a Banach space was first considered by L. Gross [32] . He introduced for it a special term-the measurable pseudonorm. The definition of the Wiener process introduced by L. Gross is unnatural in comparison with the definition of the finite dimensional Wiener process. The definition of the covariance operator of the Banach space valued random elements (see [33, 22] ) allows to consider Wiener process in a Banach space analogous to the finite dimensional case.
Stochastic integrals

Stochastic integral of the Hilbert space valued random function by the cylindrical Wiener process
We define the stochastic integral for a non-anticipating function ϕ :
are independent F t -adapted standard real valued Wiener processes and
The following lemma will be used to define the stochastic integral of non-anticipating function from
Proof. Define φ n (t, ω) =  n k=1 ⟨ϕ(t, ω), h k ⟩h k . We have
For a fixed k ∈ N , let (ϕ km ) m∈N be a sequence of real valued non-anticipating step functions such that
we can define the stochastic integral for an arbitrary non-anticipating function
be a non-anticipating function. The limit of the sequence of the random variables
is called the stochastic integral of ϕ by the cylindrical Wiener process in H , and is denoted by
. We can naturally define the stochastic integral
It is easy to see that
where (e k ) k∈N is an arbitrary orthonormal basis in H and (w k (t) = W H (t)e k ) t∈[0,1] , k = 1, 2 . . . are independent one-dimensional standard Wiener processes.
Stochastic integral of operator valued random process by the cylindrical Wiener process
Let (F) t∈[0,1] be a filtration, (Ω , B, P), (W H (t)) t∈[0,1] be the cylindrical Wiener process in H adapted to (F t ) t∈[0,1] , X be a real separable Banach space. Consider the Banach space of linear bounded operators L(H, X )(L(X * , H )) from H to X (from X * to H ).
Definition 5. We say that a non-anticipating function ϕ(t, ω) :
where ϕ * (t, ω) is the conjugate of the operator ϕ(t, ω). We can define the norm in the linear space G(L(H, X )):
 Ω ∥ϕ * x * ∥ 2 dtd P < ∞ and it is nonanticipating. Therefore, we can define the stochastic integral
which is a real random variable with variance  t o ⟨ϕ * (s, ω)x * , e k ⟩dw k (t), where w k (t) = ⟨W H (t), e k ⟩, k = 1, 2, . . . are one dimensional independent standard Wiener processes.
For any ϕ ∈ G(L(H, X )) the generalized stochastic integral as a GRE exists. Let ϕ ∈ G(L(H, X )), T ϕ : X * → L 2 (Ω , B, P) be a generalized stochastic integral of ϕ. Denote by L ϕ : X * → X * * the covariance operator of the GRE T ϕ . It is easy to see that L ϕ = T * ϕ T ϕ .
Theorem 1. The covariance operator of the generalized stochastic integral of an operator-valued random function ϕ ∈ G(L(H, X )) with respect to the cylindrical Wiener process (W H (t)) t∈[0,1] has the form L ϕ x * =  1 0  Ω ϕϕ * x * dtd P and maps X * to X (the double integral is meant in the sense of Pettis). Proof. Let us find the value of the operator L ϕ on x * ∈ X * . For any x * 1 ∈ X * , we have
Therefore the Pettis integral
 Ω ϕϕ * x * dtd P as an element of X * * exists for all x * ∈ X * . Let (h k ) k∈N be an orthonormal basis in H . Then
Consider the random element ϕh k : [0, 1] × Ω → X , k = 1, 2, . . . . As ϕh k is a random element of the weak second order, its covariance operator maps X * to X and equals
Therefore, for all n and x * , L (n) ϕ x * belongs to X . As X is a closed subspace of X * * , it is enough to prove the convergence of the sequence L (n) ϕ x * , n = 1, 2, . . . , to the L ϕ x * in X * * for all x * ∈ X * . We have
As we have
We defined the generalized stochastic integral for a wide class of non-anticipating operator-valued random functions G (L(H, X ) ). The generalized stochastic integral from ϕ ∈ G(L(H, X )) is GRE. This GRE T ϕ is not always decomposable. That is, there does not always exist a random element ξ : Ω → X such that T ϕ x * = ⟨ξ, x * ⟩, x * ∈ X * .
Definition 7.
Let ϕ ∈ G(L(H, X )) be an operator-valued non-anticipating random function. We say that a random element ξ : Ω → X (if such element exists) is the stochastic integral of ϕ with respect to a cylindrical Wiener process (W H (t)) t∈ [0, 1] if for all x * ∈ X * T ϕ x * = ⟨ξ, x * ⟩ a.s. and write ξ =  1 0 ϕ(t, ω)d W H (t). Thus, the question of the existence of the stochastic integral is reduced to the problem of decomposability of the GRE. This problem is equivalent to the problem of extension of the weak second order cylindrical measure to the countable-additive measure. Therefore, to study the problem of the existence of the stochastic integral we can use the results in the mentioned fields. Now we give a sufficient condition of existence of the stochastic integral from the operator-valued non-anticipating random process by the cylindrical Wiener process using the term of p-absolutely summing operators. In case of the Banach spaces the role of the Hilbert-Schmidt operator plays the p-absolutely summing operator. 
If X is a Hilbert space, then for any p ≥ 1 the class of the p-absolutely summing operators from H to H coincides with the class of the Hilbert-Schmidt operators (see [34, Corr. 3.16 and Th. 4.10] ].
By the factorization lemma, the covariance operator L ϕ factorized through separable Hilbert space L ϕ = A A * , A : H → X , if (e k ) k∈N is the orthonormal basis in H , then there exists (x k ) k∈N and (x * k ) k∈N such that
 Ω ϕϕ * x * dtd P be the covariance operator of the generalized stochastic integral of ϕ with respect to the cylindrical Wiener process (W H (t)) t∈ [0, 1] . If L ϕ = A A * be such, that A : H → X is the p-absolutely summing operator for any p ≥ 2, there exists the closed subspace S ⊂ L 2 (Ω , B, P) such that for all x * ∈ X * T ϕ x * ∈ S and
Proof. By Proposition 1, for any x * ∈ X * , we have
Since T ϕ x * ∈ S and S ⊂ L p (Ω , B, P), we can consider the identical map I : S → L p (Ω , B, P). By the closed graph theorem, I is a bounded operator, therefore, there exists c > 0, such that (E(T ϕ x * ) p )
Here we used the following equalities:
That is, (η n ) n∈N is a sequence of the weak pth order random elements in H such that, for all h ∈ H , the sequence ⟨η n , h⟩ converges in L p (Ω , B, P). As A is a p-absolutely summing operator, by the lemma 6.5.2 of [22] , the sequence
Remark 4. Stochastic integral of operator-valued non-anticipating random process by the Wiener process in an arbitrary Banach spaces we considered in [24] (see also [25] ), where we gave the sufficient condition of existence of the stochastic integral using p-absolutely summing operators. B, P, H ) ) the Banach space of generalized random elements with the norm
(Ω , B, P, H ) such that for all x * ∈ X * the random process T t x * is non-anticipating and sup ∥x * ∥≤1 ] by the cylindrical Wiener process in H is the GRE defined by
, for all x * ∈ X * . It is easy to see, that
We have
Accordingly, we have the isometrical operator
Stochastic differential equations
Stochastic differential equation for generalized random process driven by the cylindrical Wiener process
Consider now the Banach space of GRE M 1 and the stochastic differential equation for generalized random process in it: for all x * ∈ X * , a(t, T t )x * and B(t,
T t x * is continuous, F t -adapted random process and for all t ∈ [0, 1] and x * ∈ X * ,
Definition 11. We say that the stochastic differential equation (1) 
The following theorem gives the sufficient conditions of existence and uniqueness of a strong generalized solution to a stochastic differential equation for GRP.
Theorem 3. Suppose that the coefficients of the stochastic differential equation (1) satisfy the following conditions:
Then there exists a unique strong generalized solution
To prove this Theorem we use the one dimensional technique which works here successfully. For all t ∈ [0, 1], let
Then we have
).
≤ pC n /n! for any positive p and C. It is easy to see, that
is a martingale for all fixed x * ∈ X * and therefore,
Therefore, we have
By the Borel-Cantelli lemma, the series T
(ω))x * converges uniformly for t (P-a.s.) to the continuous random process which we denote by T t x * , x * ∈ X * . Therefore, we get GRP T t : X * → L 2 (Ω , B, P). From Eq. (2) we obtain
Proof. To use Theorem 2, it is enough to prove that in the iteration formula 
As we showed above, a(t, T ) and B(t, T )h belong to M 2 for all h ∈ H . In [23] we defined the generalized stochastic integral from the non-anticipating weak second order Banach space valued random processes (from the non-anticipating GRP) by one dimensional standard Wiener process. If
is the cylindrical Wiener process for any (e k ) k∈N orthonormal basis of H , then ϕ(t, ω)e k is X -valued non-anticipating random process for all k ∈ N . The generalized stochastic integral  t 0 ϕ(t, ω)e k dw k (t) exists. This stochastic integral belongs to [23] , Theorem 2). We will use this result to prove that
→ 0 by the condition (4) and Lebesgue Theorem, as sup
Consequently, we receive the GRP (
as a generalized solution of the stochastic differential equation (3) corresponding to the stochastic differential equation (2) in an arbitrary separable Banach space. Consider now the members of the equality (6): denote 
where A : [0, 1] → L(X, X ) and B : [0, 1] → L(X, L(H, X )) are continuous and B(t, x) is such, that there exists (e k ) k∈N the orthonormal basis in H with the property sup t∈[0,1] sup ∥x * ∥≤1  ∞ k=n ∥B(t) * δ e k ,x * ∥ 2 → 0, where δ e k ,x * is an element of L(H, X ) * , ⟨C, δ e k ,x * ⟩ = ⟨Ce k , x * ⟩, for all C ∈ L(H, X 1] , T t ∈ M 2 for all t ∈ [0, 1] with the initial condition T 0 x * = ⟨ξ 0 , x * ⟩, where ξ 0 ∈ M 2 is F 0 -measurable.
In [26] we considered the stochastic differential equation driven by the Wiener process in a Banach space. If R = UU * is a Gaussian covariance in a Banach space, then W t ≡ U W H (t) =  
