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Abst ract  
Previous work on semiclassical pproximations in SQUIDs (which involved Feynman's path-integral technique) is
here extended to damped Josephson systems. Quantum decay rates of unstable nergy levels near the bottom of the 
quartic potential well are examined. Rates diagram is compared with that obtained for the undamped case. Agreement 
with Caldeira-Leggett results is discussed. A description of continuous flux measurements is developed. The spreading of 
the wave function leads to the treatment of flux and charge as canonically conjugate variables. 
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1. Introduction 
In a previous paper [13,1, we have adapted Feynman's path-integral theory to develop the 
theoretical description of a superconducting ring containing a weak link constriction (i.e., 
a SQUID ring). Our effort was motivated by a desire to describe the dynamic decay process in 
a metastable domain of this condensed-matter model, for which the semiclassical pproach should 
be valid, and to obtain methods for the evaluation of tunnelling splitting and quantum decay rates 
without involving damping mechanisms. 
The  present work considers the semiclassical treatment within the dissipative quantum tunnell- 
ing context [6, 7, 9-1, in order to see how that realistic system shows, at the same time, macroscopic 
characteristics a  well as quantum properties, which are-- in principle--experimentally observable 
[10, 11,1. Concerning Josephson effects, the interest in dissipative phenomena has been increasing, 
in particular, after Caldeira nd Leggett [3,1 have justified the effective Lagrangian via a coupling to 
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a linear harmonic-oscillator bath. They have compared the dynamics of the superconducting flux 
4 inside the SQUID ring to the dynamics of a Brownian particle in the SQUID potential. We 
interpret here the effect of dissipation as a "random force" added to the quasiclassical equation of 
motion describing the dynamical behaviour of a SQUID ring at zero damping. 
The structure of the paper is as follows: In Section 2 we briefly present he treatment of the 
SQUID system in the presence of dissipation. Section 3 is devoted to applying techniques based on 
path-integrals to quantum mechanics of measurements distributed in time, revealing some ana- 
logies to the formulation of Gaussian path-integrals [14]. Wherever appropriate, reference is made 
to the spreading of the wave function. Section 4 deals with the energy spectrum near the extrema of 
the SQUID potential. With regard to the decay of metastable states, we analyse the effect of 
a dissipative shunt resistance in the SQUID ring. 
2. Basic features 
Given the macroscopic nature of a SQUID ring, it seems rather possible to describe the 
dynamics of the system coupled to a dissipative nvironment, in terms of a quasiclassical nonlinear 
equation of motion of the form [1-1 
d24 1 d4 dU(4, 4~,) 
C-d-/Y + g d-~ - d4 ' (1) 
where 
1 
V(4, 4x) = ~ (4 - 4~,) 2 - AJcJo cos(Erc4/4o) (2) 
is the Anderson-Josephson potential, C the effective geometric capacitance of the weak link, R the 
dissipative shunt resistance, A the geometric inductance, 4x the external flux applied to the ring, 
Jo = 4o/2nA the current associated with the flux quantum 4o = h/2e and Jc the critical current 
amplitude. 
Since the underlying system is one dimensional, the amplitude for a pair to circulate the ring 
contains a factor exp( + i27t4/40) with the sign depending on the clockwise or anticlockwise 
orientation of the circulation. The net current for both orientations, i.e., the critical current in the 
ring is given by 
d(4) = i½J¢ {exp[ - i27t4 /4o]  -exp[ i2n4/4o]  }, (3) 
where the amplitude ½iJ¢ is imaginary due to time reversal symmetry. 
In the framework of Feynman's path-integral formulation, the amplitude for an electron pair 
path written in terms of the vector potential reads 
F(pair path) oc exp [(iq/h)S~I~, dx~], (4) 
where q = 2e is the pair charge. For any closed path in the superconducting ring, the total flux 
inside the ring obeys 
4 = S ~.  d~'. (5) 
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Now, let us consider equilibrium total flux. According to the free energy minimum principle, with 
the assumption of "isothermal equilibrium" along the complete U(q~, #x) curve, one obtains the 
relation 
(6) 
where F(~) can be expressed in terms of the critical current amplitude J¢ as 
2n~ "~ 
F (~)=F(O=0)+AJo Jc  a -cos- -~-o  ) .  (7) 
From (3), (6) and (7) we derive the well-known condition 
cb -- ~x = AS(O) ,  (8) 
which gives us an isothermal representation of the steady state (~U/O~ = 0). When there is no 
thermal (and quantum) fluctuations and, consequently, the system works in quasistatical condi- 
tions, (8) plays the role of(l), exhibiting both equations (the periodic) macroscopic quantum effects 
of superconductivity. 
To evaluate the energy barrier A U that holds q~ in the lower metastable branch which appears by 
plotting the admitted flux q~ vs. the applied flux q~x [see (3) and (8)], an accepted model  arises from 
the critical external flux q~xc, which corresponds to the value of ~,  at which a flux quantum enters 
the ring. In fact, by expanding 4~ as a function of the uncertainty A~x = ~x - ~xc to lowest order in 
A~,  we have [19] 
(So)  ( 2Aq~, ,~1/2 
= A Joarccos  - ~ + a J  o )lJc[1 _ ( jo / j¢ )2 ] l / i  j + ... , (9) 
which enables us to determine the potential difference between two points AU(A~,). 
Substituting (3) into (8), if q~ is close to n~o (n = 0, 1, 2 . . . .  ), from (2), (6) and (8), in the linear 
harmonic-oscillator approximation, we have, 
U(~) 1 242 ~-~ 2C~-~o -- AJo J~,  (10) 
l f~ ¢'~ 2 dry2 A(~) = f(q~ = 0) + 2,-,o*o~" , (11) 
where 
= so(1 s°) 
So\ +soJ ' 
(12) 
which represents the Josephson plasma frequency without damping. 
By assuming that the effect of a dissipative shunt resistance in the SQUID ring leads to 
a renormalized frequency 
1 )x/2 
= ~o 2 4R 2 C2- , (13) 
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one immediately observes that the requirement of real values for D imposes an upper bound on the 
dissipative coefficient 1/2RC. 
Let us comment at this particular point on some aspects related to the difficulties to describe 
metastable states within the above-mentioned approximation. As is known, this description comes 
from an imaginary frequency associated with the potential energy curve at the top of the barrier. 
Thus, the imaginary part of the free energy appears to be the formal way to determine the decay 
rate, as successfully applied to the interpretation of decaying resonant states in quantum-field 
theory. Moreover, from our scope it is clear that the partition function and, hence, the free energy 
could only be obtained by an analytical continuation from the stable potential to a metastable 
situation as happens by changing the external flux ~x in (2) i.e., by modifying the stability 
conditions of the SQUID system. 
3. Quantum-mechanical measuring process and spreading of the wave function 
Following Feynman [14], Gaussian path-integrals arise in connection with the Lagrange 
functions expressed by means of polynomials, and the Green's function connecting the states A and 
Q is of the form 
off(Q, A) = F(tQ, ta)eXp[ h Set(Q, A)I, (14) 
where Sc~(Q, A) indicates the classical action along the classical path. 
This special formalism - -  involving the calculation of the appropriate factor F(t e, tA) --  has 
been widely studied in one Euclidean dimension [16] and, more recently, extended to three 
Euclidean dimensions [17]. 
However, in order to analyse measurements in quantum-mechanical systems at uniformly 
spaced times, we start from a "modified propagator"--  modified by taking into account he 
resolution amplitude of these measurements, 
off(a,e, te:,/'A, tA) = 
(q)o, te) 
(4~4, tA) 
~[~(t) ]  F(<Ac/,2>, to., tA)exp(~ S) , (15) 
where S is the action for the flux path ~(t). 
In this expression, the integral denotes a sum over all infinitesimal trajectories of complete flux 
paths linking the flux state ~A at the instant a to the flux state ~Q at the instant Q ( = ta + nz). The 
sequence of instantaneous measurements of flux becomes continuous on the interval IrA, to.] by 
taking the limit n ~ ~,  T--.0, in such a way that (Aq ~2).3 = const. From a purely formal 
standpoint, (15) corresponds to the amplitude that the continuous measurement of flux yields the 
trajectory of results if(t). 
A. Extremera/Journal of Computational and Applied Mathematics 58(1995) 17-26 21 
The resolution amplitude associated with F((t~2), tQ, ta) is usually chosen as a real Gaussian 
given by 
1 
F((A~2),  tQ, ta) = exp -- 4((~ -- 4~)2)z dt[~(t) - ~(t)] 2 (16) 
ta 
and the Feynman path differential measure in flux space, ~[~(t)] ,  is defined by the relation 
(Cy /2  
~[~(t ) ]  = lira \ ~ /  11 d~(tj). (17) 
n~ov j= l  
Notice that the capacitance of the junction plays the role of the particle "mass", and the mean 
square deviation of the flux for Ohmic damping is [4, 5] 
oo 
h ~ fdfacoth(hfa/2kT)(f22 fa/2RC (18) ( (~ _ ~)2) = ~ _ f22) 2 + f22/4R2C2" 
o 
In the weak-coupling limit, i.e., for 12o>> 1/2RC, (18) reduces to 
h coth/h[2o~ 
((4, - if)2) = 2Cf2o \2kTJ' (19) 
which is the well-known expression for the phase fluctuations obtained long ago by Josephson 
[183. 
Within a picture of associating the flux with a particle of thermal energy kT very large as 
compared to the zero-point energy (½)hf2o, the classical equipartition theorem 
½ kT = ½ COg (A~ 2) (20) 
is then satisfied by (19). 
To complete the description of (15), let us emphasize that when we are restricted to the region 
where ~a and ~Q are close to each other, the Lagrange function of the system can be evaluated by 
a simple mean value. Therefore, the action S for the path ~(t) becomes the stationary classical 
action S~j between ~cl(tQ) = ~o and ~cl(tA) = ~A, which obeys 
Scl(~O, tA+nV:q~a, tA)=zLL(q~j--q~j-1, ~j + q~j+ 1, tA+jZ) . (21) 
j= l  T T 
For an unforced linear harmonic oscillator, (21) reduces to [20] 
so,(% - ½c(% _ {1 
T 
(22) 
which holds in the limit of small times. 
Since we are considering the included flux • as a "macroscopic" variable of the SQUID ring, to 
prepare the flux-state I~A(ta)), one may associate a flux uncertainty A~a(ta) with a wave packet 
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which starts to propagate for a time z. At a later time ta + Z, the spreading of the wave function is 
given by 
AOA (tA + 2 ~IT (23) 
• A-~a(t-~ r)) =I+(2C(A~A(tA))2) 2" 
which implies that we cannot specify flux and charge in the ring, simultaneously. This fact can be 
tested as long as the uncertainty in magnetic flux threading the ring, AOA, coincides with that 
corresponding to the external applied magnetic flux, AOx. Thus, when the higher terms in (9) 
become important, this uncertainty is
½ AJ¢('I -- 1/2 (24) 
Regarding the flux confined by the ring as precisely defined, i.e., for J¢ = Jo, from (12) one finds 
that, in this special case, the Josephson plasma frequency for the undamped oscillations is 
(2/AC) 1/2, the mean lifetime is estimated to be around (AC) 1/2, and S¢~ = 0. The flux trajectory 
proceeds then along its way in the state IOa(ta)), whereby both the spreading of the wave function 
and the modified propagator lack an operative meaning as can be seen from (23) and (15). 
4. Energy spectrum and decay rates 
If we now turn to subdividing the interval [tA, tQ] in n equal subintervals, the discretized 
path-integral reads 
T(Oe, b+l) = dQ dOexp i (OQ - O) - i 2h C i ~ U(O, Ox) W(O, ts), (25) 
in terms of the charge Q included on the weak link capacitor. Obviously, z [ = (t e - ta)/n] 
becomes arbitrarily small in the course of the transition to the limit. 
In this expression we have assumed that the Hamilton function for the SQUID system can be 
expressed as follows: 
Q2 
H(Q, O) = ~ + U@,  Ox), (26) 
which enables us to find the whole time evolution of the wave function after iterating n times. 
In the spirit of the flux mode regime, i.e., for well-defined flux states as outlined in Section 2, the 
time-dependent wave function for the ~th excited state has the form 
exp{ ;2(1+ ~,(~,  t) = ~ - 
,~ = 0, 1, 2 . . . .  , (27) 
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which accounts for the damped harmonic oscillator [see(10) and (13)]. Here, D # = D22~-1~¢!, 
D 2 = 2nh/Cf2, H~ are the Hermite polynomials which appear in the explicit form of the density 
matrix for the linear harmonic oscillator [15]. 
The energy spectrum is 
( ~t ) [ ( 1 I)I/2 I~C] E,= ~, ih  ~ -A Jo J¢= (,4+½) f2 2 4R2C 2 +~ h-A Jo J¢ ,  
= o,  1 ,2 ,  . . . ,  (28)  
which can only be considered to be valid near the extrema of (2). 
The probability density at time t, I ~Uo(@Q, 012, narrows around the lower potential minimum 
with a width approximately equal to (DZ/2n) 1/2 exp( - n@~/D 2) when t/2RC >> 1. The unfolding of 
the displaced wave packet in time leads to all of the excited states decaying to the ground state 
because of damping, and the lifetime of the excited states would be proportional to 2RC [8]. 
For completeness we present calculations of the quantum decay rates--involving the presence of 
damping--for the SQUID system. In terms of the reduced frequency [see (13)], we are now 
concerned with the quartic potential 
2CQ 2 
U(@) = ½ Cf22 dp 2 3A2j-----~o t~4, (29) 
which has been obtained in a similar way to (10), but making use of the series expansions of 
sin(2n@/@o) and cos(2n@/@o) up to fourth-order in 2n@/@o. Let us note that the potential energy 
origin has been shifted in - AJoJc [see (10)]. 
Following the method given in [13], near the bottom of the well, the quantum decay rate F(E~) 
of the ,(th level in this quartic potential obeys 
4R2C2~22oQ2 >1/2 
F(E,) = \4~~-~2 F(E°)' '( = O, 1, 2, ... (30) 
with 
f6co°AY°21'+"2 ( Co°A2J2 
r(e°t hOo(   )-lL + ½) I exp 2h ] '  (31} 
where ~ 1 equals 1.08, 1.03 and 1.02 for the first three levels. 
Caldeira and Leggett [3] have described a suitably general formalism to determine the rate at 
which a particle decays out of a metastable potential well. Within the framework of (2), this 
occurrence is for @x > ½ @o. Thus, the minimum which lies at ¢, -~ 0 is metastable with respect o 
decay to increasing the included flux @ in the ring. Dealing with dissipative ffects in a SQUID 
system, these authors have established that the decay rate is depressed, relative to the undamped 
case by a factor exp{ - ~A2j2/4hR}, where the value of ~ is estimated to be near unity. Therefore, 
(30) can be put in the form 
f2 (eA2 j2 )F (E° ) ,  ~¢=0,1,2, (32) 
F(E~) = ~oo exp 4hR . . . .  
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Fig. 1. - ln[F(E~)/ht2o] plotted as a function of C for the undamped case. We consider A = 5 x 10- lo H, Jc = 0.81 I~A 










Fig. 2. -- ln[F(Et)/hf2] plotted as a function of C for the damped case. We compare (30) to Caldeira-Leggett [3] 
results [see (32)]. Here Jc = 100 pA, R = 10 ohm and values of A and ,( as for Fig. 1. 
In order to see how the effective dissipation affects the dynamic decay process, Fig. 1 displays the 
Arrhenius plot [ - ln(F/ht2o) vs. C] corresponding to the undamped case. We have used (31) with 
the circuit parameters J~ = 0.81 ~tA and A = 5 x 10- lo H. The main features that are present in 
Fig. 1 have been discussed elsewhere [13]. 
Concerning damping mechanisms, to check our results [see (30)] with those obtained by 
Caldeira and Leggett [-see (32)], in Fig. 2 we represent plots of quantum decay rates for the first 
three levels. Now,  we have considered the parameters J¢ = 100~tA, A = 5 x 10-1°H and 
R = 10 ohm [12]. By inspecting Fig. 2, which accounts for the two numerical calculations 
containing the damping term, it is evident that the Ohmic dissipation overshadows the specifically 
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quantum behaviour of the rates diagram for R ~ ~ (see Fig. 1). One can say then that the effect of 
the resistor might be pictured as a "random force" exerted on the zero damping system. Thus, the 
larger the weak link capacitance (i.e., the smaller the frequency at which the flux coordinate strikes 
the barrier), the better the agreement between both models. 
Finally, let us remark that the reduction in the Josephson plasma frequency due to damping 
distorts the shape of the bistable potential as typified by (29). Since the natural resonance frequency 
of the circuit is shifted by the resistor, the special case f2 o = 1/2RC in (30)--appearing in Fig. 2 for 
the value C -~ 6 × 10-17 F - - i s  just the situation where the damping of the pure Ohmic type affects 
dramatically the double-hump structure of the potential. It is especially striking that the uncertain- 
ty relations, which are equal to [2]: 
h 
= -,/2Re coth(hf2/2kT), (33) (A~2( t ) )  2Cf2 e 
h2 ~'-~2 -t/2RC coth(ht2/2k T)  AQ2(t)Ac~2(t) - 4 ~'2  e (34)  
lose all meaning in such case. 
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