Abstract. We give some sufficient conditions for normal structure in terms of the von Neumann-Jordan constant, the James constant and the weak orthogonality coefficient introduced by B. Sims. In the rest of the paper, the von Neumann-Jordan constant and the James constant for the Bynum space 2,∞ are computed, and are used to show that our results are sharp.
Introduction
If C is a subset of a Banach space X, a mapping T : C → X is called nonexpansive if T (x) − T (y) ≤ x − y for all x, y ∈ C. We say that X has the fixed point property (FPP) if every nonexpansive self-mapping T : C → C of each nonempty, closed, bounded and convex subset C of X has a fixed point. The weak fixed point property (WFPP) is defined similarly by replacing closed and bounded by weakly compact. Obviously, for a reflexive Banach space (FPP) and (WFPP) are the same.
In the last forty years the question of whether a Banach space X has, or has not, the (WFPP) has been intensively studied and although the list of sufficient conditions for (WFPP) (in most cases of geometrical type) is still increasing, perhaps the most celebrated result in this direction is the one given by W.A. Kirk [Ki] , which states that those Banach spaces with weak normal structure have the (WFPP). Recall that the Banach space X has weak normal structure ((WNS) for short) if every nonempty convex and weakly compact subset C of X, with diam(C) > 0, contains a nondiametral point, that is, there exists x 0 ∈ C such that sup{ x − x 0 : x ∈ C} < diam(C). If we replace weakly compact by bounded and closed, we obtain the definition of normal structure (NS), which for reflexive spaces equals (WNS). For more information on this topic we refer the interested reader to [G-K] , [Kh Ki] and [Ki S] , for instance.
In a recent paper, M. Kato, L. Maligranda and Y. Takahashi [KMT] gave a sufficient condition for (NS) in terms of the von Neumann-Jordan constant C NJ (X), which was defined in 1937 by J.A. Clarkson as
x, y ∈ X and x + y = 0 .
Although some properties of X such as uniform nonsquareness, superreflexivity, type, and cotype can be described in terms of the constant C NJ (X) (see [KT] , [KMT] and the references therein), fixed point theorems in terms of this constant are uncommon in the literature. The only exception is, perhaps, Corollary 3 in [KMT] where the authors showed that if C NJ (X) < 5/4, then X has normal structure. (Even more, they proved that X and X * have uniform normal structure.) This result has been recently improved by S. Dhompongsa, P. Piraisangjun and S. Saejung in [DPS] , where among other things, the authors show that X has normal structure whenever C NJ (X) <
3+
√ 5 4 . Another coefficient which was used to give sufficient conditions for normal structure is the James constant J(X) defined as
J. Gao and K.S. Lau proved in [GL2] that a Banach space X has normal structure if J(X) < 3 2 , and again this result has been recently improved by S. Dhompongsa, A. Kaewkhao and S. Tasena, who proved in [DKT] that the constant 3 2 can be replaced by
2 . Let us mention another sufficient condition for normal structure given by B. Sims [S] in terms of a coefficient of weak orthogonality ω(X). As in [JL] , we prefer to use its inverse, µ(X), which is defined as the infimum of the set of real numbers r > 0 such that lim sup
for all x ∈ X and for all weakly null sequences (x n ) in X. B. Sims proved in [S] that a sufficient condition for normal structure is the following: there exists ε ∈ (0, 2) such that
is the usual modulus of convexity of X defined as
In Section 2 we give two sufficient conditions for normal structure in terms of C NJ (X), J(X) and µ(X), and in Section 3 we give the exact value of C NJ (X) and J(X) when X is the Bynum space 2,∞ . This solves a question posed in [KMT] and also shows that our results are sharp.
Two sufficient conditions for normal structure
As stated in the introduction, in this section we give two sufficient conditions for normal structure, and in the proof we shall use the following result (see, for instance, [KMT] ): if C NJ (X) < 2 or J(X) < 2, then X is reflexive.
Theorem 1. If X is a Banach space with
Proof. Observe that C NJ (X) < 2 since µ(X) ≥ 1. Thus, X is reflexive, and then normal structure equals weak normal structure.
Suppose, looking for a contradiction, that X lacks weak normal structure. Then, it is well known (cf. [G-K] or [P] ) that there exists a bounded sequence (x n ) in X such that the following statements hold.
(
Fix ε > 0 as small as needed. Then, using the above properties of (x n ) and the definition of µ(X) (for short: µ = µ(X)), we obtain two positive integers m and n, with m greater than n, such that 1)
Next, put x = µ 2 (x m − x n ) and y = x m + x n and use the previous estimates to obtain that x ≤ µ 2 , y ≤ µ + ε, and also that
Then, by definition of C NJ (X),
Finally, letting ε → 0 + , we obtain that
, which contradicts the hypothesis.
Theorem 2. If X is a Banach space with J(X) <
Proof. As in the previous theorem, our hypothesis implies that X is reflexive because J(X) < 2, so we just need to prove that X has weak normal structure. We do it again by contradiction: suppose that X lacks weak normal structure. Then, obtain a sequence (x n ) satisfying the conditions i), ii) and iii) listed in Theorem 1. Now, fix ε > 0 sufficiently small and obtain two positive integers n, m, with m > n, such that (for short: µ = µ(X))
Next, put x = x m − x n and y = (µ + ε) −1 (x m + x n ) and use the previous estimates to obtain that x ≤ 1, y ≤ 1, and also that
Then, by definition of J(X),
and letting ε → 0 + we obtain that J(X) ≥ 1 + 1 µ , which is a contradiction.
Remark 1. S. Dhompongsa, P. Piraisangjun and S. Saejung proved in [DPS] that a Banach space X has normal structure whenever C NJ (X) <
4 . If we compare this result with Theorem 1, we observe that for those spaces with µ(X) close to 1 the result in [DPS] does not apply but our Theorem 1 still gives information on the normal structure of X. The same can be said about Theorem 2 and the result given by S. Dhompongsa, A. Kaewkhao and S. Tasena, who proved in [DKT] that X has normal structure if J(X) <
2 . Remark 2. Theorem 2 recovers a result by B. Sims [S] . In this paper the author introduced the so-called property (K) and proved that any Banach space with property (K) has normal structure. Recall that a Banach space has property (K) if there exists a real number k, with 0 ≤ k < 1, such that
Moreover, Sims showed that the Banach space X has property (K) whenever
for some τ ∈ (0, 2).
Observe that for any Banach space X we have that
2 , the above Sims' sufficient condition for property (K) (and hence for WNS) cannot be fulfilled.
To see that the result of B. Sims is contained in Theorem 2 we need to prove that property ( * ) implies that J(X) < 1 + 1 µ(X) . In fact we shall prove a stronger result (observe that
Indeed, if J(X) < 2 µ(X) , then for any real number τ with J(X) < τ <
2 µ(X) we have that max{ 1 2 τ, 1 − δ X (τ )} = 1 2 τ < 1 µ(X) because J(X) = sup{ε ∈ (0, 2) : ε 2 < 1 − δ X (ε)} (see [GL1]
for instance) and τ > J(X).
For the converse suppose that
for some τ ∈ (0, 2). Consider two vectors x, y in the closed unit ball of X and let us see that
The argument is easy: if x − y < τ we have finished; otherwise, the definition of δ X (·) gives that
that is, x+y ≤ 2(1−δ X (τ )). Now, use the relation ( * ) to obtain that J(X) < 2 µ(X) .
In [DPS] , [DKT] and [KMT] the authors give conditions which guarantee that both X and X * have normal structure. We mention that under the hypothesis of our Theorem 1 we can also conclude the normal structure of X * . To achieve this conclusion it suffices to bear in mind that C NJ (X) = C NJ (X * ) and that µ(X) = µ(X * ) when X is reflexive. The first fact is a well-known result and the second is proved in the following theorem.
Theorem 3. If a Banach space X is reflexive, then µ(X) = µ(X * ).
Proof. Let (x n ) ⊂ X be a weakly null sequence and x ∈ X. Take f n ∈ S X * so that f n (x n − x) = x n − x . We choose subsequences (x n k ) of (x n ) and (f n k ) of (f n ) such that lim k x n k − x = lim sup n x n − x and f n k w → f for some f ∈ X * . The last convergence follows from the reflexivity of X. Then lim sup
and hence µ(X) ≤ µ(X * ). By the reflexivity of X again, we have the assertion.
Remark 3. The reflexivity cannot be dropped. For example, it can be shown that µ(l 1 ) = 1 while µ(l ∞ ) > 1.
Remark 4. The above argument cannot be emulated in Theorem 2 because in general J(X) = J(X * ) (see [KMT] ).
3. The Bynum space 2,∞ W.L. Bynum [B] showed that a Banach space X has normal structure whenever the Banach-Mazur distance from X to p , 1 < p < ∞, satisfies d(X, p ) < 2 . To obtain the first inequality just consider the vectors x = (1, 1, 0, 0, . . . ) and y = (2, −2, 0, 0, . . . ) and use the definition of the norm · 2,∞ . For the second inequality consider the vectors x = (
, 0, 0, . . . ) and y = (1, −1, 0, 0, . . . ) . In this section we answer the question posed in [KMT] by showing that the inequalities obtained in that paper are indeed equalities. Then we use this computation to conclude that the space 2,∞ is a limiting space for both Theorem 1 and Theorem 2, i.e., that both theorems are sharp. Proof. We just need to prove that C NJ ( 2,∞ ) ≤ . Consider any two vectors x and y in 2,∞ , not simultaneously equal to zero, and let us see that
and also that if x 2,∞ ≤ 1 and y 2,∞ ≤ 1, then
Our initial strategy will be to reduce the general situation to a more restrictive and easier to handle one.
Step 1. It suffices to prove that c(x, y) ≤ , for x, y ∈ B l 2,∞ satisfying the conditions (a.1), (a.2) and (a.3) below.
(a.1) x + y 2,∞ = (x + y)
The reason why this can be done is based in the following claim. For any u, v ∈ B l 2,∞ there exist x, y ∈ B l 2,∞ such that the following conditions are satisfied: 
To prove the first inequality in (a.3.1), it suffices to observe that
for each positive integer i with x(i) + y(i) ≤ 0, since, for such i,
The second inequality of (a.3.1) is trivial, so the inequalities in (a.3.1) follow. Similarly, we obtain (a.3.2).
Step 2. If x and y satisfy (a.1), (a.2) and (a.3), then
where, for u ∈ 2 , P (u) ∈ 2 is defined as
To be convinced that the relation (1) is true, check the following inequalities using the definition of the norm · 2 , the parallelogram law, some arithmetic calculus and the Cauchy-Schwarz inequality:
Step 3. Let us see now that c(x, y) ≤ 3 2 . Of course, we assume that x and y satisfy (a.1), (a.2) and (a.3), and hence inequality (1).
Observe that y 
.
Before we continue with the chain of inequalities (2), we shall control some terms appearing there. Observe that y Step 4. Let us see that j(x, y) ≤ 1 + 1 √ 2
, provided that x and y are in the closed unit ball of 2,∞ .
By
Step 1, we may assume that x and y satisfy (a.1), (a.2) and (a.3). Then relation (1)-(3) holds. Also, since y − P (y) 2 ≤ x − P (x) 2 and x 2 = x 2,∞ ≤ 1, we deduce from (3) that Remark 5. It is easy to see that µ( 2,∞ ) = √ 2, and since 2,∞ lacks normal structure [B] we conclude from Theorem 4 that the results obtained in Theorem 1 and Theorem 2 are sharp.
