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Abstract.
In practical calculations, it is often essential to introduce artificial boundaries to limit the area of computation.
Here we develop a systematic method for obtaining a hierarchy of local boundary conditions at these artificial boundaries.
These boundary conditions not only guarantee stable difference approximations but also minimize the (unphysical) artificial reflections which occur at the boundaries.
Introduction. When calculating solutions to partial differential equations it is often essential to introduce artificial boundaries to limit the area of computation.
Important areas of application which use artificial boundaries are local weather prediction (see [8] and [9] ), geophysical calculations involving acoustic and elastic waves (see [6] and [7] ), and a variety of other problems in fluid dynamics. One needs boundary conditions at these artificial boundaries in order to guarantee a unique and well-posed solution to the differential equation. In turn, this is a necessary condition to guarantee stable difference approximation. Of course, one hopes that these artificial boundaries and boundary conditions affect the solution in a manner such that it closely approximates the free space solution which exists in the absence of these boundaries. In particular, one would like to minimize the amplitudes of waves reflected from these artificial boundaries.
In this work we develop perfectly absorbing boundary conditions for general classes of wave equations by applying the recently developed theory for reflection of singularities for solutions of differential equations (see [2] , [3] , [4] ). Unfortunately, these boundary conditions necessarily have to be nonlocal in both space and time and thus are not useful for practical calculations. Hence, in the main part of the paper, we derive a hierarchy of highly absorbing local boundary conditions which approximate the theoretical nonlocal boundary condition. Of course, it is also very important for applications that these boundary conditions generate well-posed mixed initial boundary value problems. (See [1] for a discussion of well-posedness.) The general approach is applied specifically to produce absorbing artificial boundaries for the acoustic wave equation in Cartesian and polar coordinates and for the linearized shallow water equations in two space dimensions.
We illustrate our results by the following hierarchy of absorbing boundary conditions at the wall x = 0 for the scalar wave equation, wtt = wxx+wyy> t,x>0,
(1) wx-wt\x=0 = 0, (2) wxt-wtt + Hwyy\x=Q = 0, (3) Wxtt -"ttt ~ V™Xyy + %Wtyy \x = 0 = 0.
Each of these boundary conditions gives a well-posed mixed initial boundary value problem for the wave equation. We present an example in Section 1 where another obvious highly absorbing approximation generates a strongly ill-posed mixed problem.
Thus, local absorbing approximations must be chosen carefully by using the normal mode analysis for mixed problems (see [1] for definitions) as a guideline. All of the above boundary conditions are perfectly absorbing at normal incidence. For a 45°a
ngle of incidence, (1), (2) , and (3) reflect waves with amplitudes, respectively, 17%, 3%, and .5% of the amplitude of the incident wave. Close to glancing, all reflection coefficients tend to unity. This is inherent in the problem; however, the corresponding reflected waves propagate slowly in the normal direction and hence do not affect the calculation in the interior.
In Section 1, we develop a theory of highly absorbing boundary conditions for second order wave equations. In Section 2, an analogous theory is developed for general symmetric hyperbolic systems. We illustrate this theory in Section 3 by explicitly calculating absorbing boundary conditions for the linearized shallow water equations; included in this section are some amusing observations from perturbation theory which have bearing here. Finally, in Section 4, mixed initial boundary problems with absorbing boundary conditions for the scalar wave equation and the linearized shallow water equations are approximated by difference schemes. The results of numerical experiments displayed here strongly indicate the value of our systematic approach as a practical tool.
The topic in this paper has been of considerable recent interest in the computational literature (see [9] , [10] , [11] , [12] , and [13]). In [9] and [11] the analogue of the first approximation (of Sommerfeld type) is implemented in nonlinear calculations while in [12] a special approximation is developed then analyzed in one space dimension. The wave equation in a half-space is studied in [10] and [13] . The starting point for [10] appears to be the same nonlocal perfectly absorbing condition developed in (1.6) below. The methods in [10] treat the nonlocal boundary condition directly and require storage of from three to six time levels on the boundary while in
[13] solutions of the Neumann and Dirichlet problems are combined. The methods described in both of these papers are ingenious but rather special and appear to apply only to the constant coefficient scalar wave equation in a half-space. (In [13] , some equations of elasticity are also analyzed.)
1. Highly Absorbing Boundary Conditions for Second Order Wave Equations.
In this section we shall begin with a special example which motivates the manner in which we construct nonlocal perfectly absorbing boundary conditions together with suitable highly absorbing local approximations. b(y' U h è)w = ífei{wy + it)b& <>íw' '"*)*«> "Wide*.
Thus, the perfectly absorbing boundary condition in (1.5) can be written in the form Now, in general, it is not possible to design boundary conditions so that no reflections occur; nevertheless, it is possible to construct boundary conditions so that for an arbitrary highly singular wave packet (provided it contains no glancing directions) only low amplitude smooth reflections occur. (Of course, p can be adjusted to exactly annihilate the wave packets from (1.4).) In fact, by applying the construction of Lax and
Nirenberg from [3] and the algebraic criterion for perfect reflection developed by Majda and Osher in [2] , one verifies that necessarily the only boundary conditions with these properties are multiples of the boundary condition in (1.6) with p adjusted according to the largest angle of incidence of rays containing the singularities of co.
l.B. A Hierarchy of Highly Absorbing Local Boundary Conditions. Unfortunately, the perfectly absorbing boundary condition developed above in (1.6) is necessarily nonlocal in both space and time. This boundary condition is impractical from a computational point of view since to advance one time level at a single point requires information from all previous times over the entire boundary. Thus, we shall develop highly absorbing local approximations to the perfectly absorbing boundary condition in (1.6). Necessarily, we want to build boundary conditions satisfying the following two additional criteria:
(1) These boundary conditions are local.
The boundary conditions lead to a well-posed mixed boundary value problem for the wave equation.
We necessarily need (2) to be satisfied; otherwise, it would be impossible to construct stable difference approximations to the associated boundary value problem while, as remarked above, (1) is essential for reasonable control of the operation count.
We take the symbol of the boundary condition from (1.6) given by
and approximate it at normal incidence (co = 0). Using the approximation VI -co2/if2 = 1 + 0(co2/if2) and recalling that /£ corresponds to b/bt, we obtain 1 st approximation :
(1.9)
Using the next approximation (the first Taylor or Padé) to the square root, Vl -w2/if2 = 1 -^co2/if2 + t?(co4/if4) in (1.8) and multiplying by /£, we obtain a symbol ■j-3 _i_ i-2 1 2 *Yx + t ~2"> and this yields the boundary condition, 2nd approximation :
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Remark. The 1st approximation is a familiar one which works exactly for a single space dimension and could easily be derived from physical considerations. Numerical experiments (see Section 4 of this paper) indicate that the 2nd approximation provides a significant improvement over the first (see the discussion below for the theoretical reasons); the authors do not know of any derivation of this approximation from "ad hoc" physical reasoning.
When if = 1, co has the interpretation of co = sin 6 where 9 is the angle of incidence. Thus, if a wave of the form a(if, u>)e1^^ _CJ x+l0jy+>$t siIXXies ^e boundary at the angle 6, the first approximation produces a reflected wave ¿,e-'\/£2-cj2x+í w y+i% t with amplitude b given by , /cos 6-1 b = a .cos 6 + 1 while the second approximation produces an even weaker reflected wave be-i-Ji2-i¿¿x+iwy+H¡t with amplitude (cos 6 -1 b=-a cos 6 + 1
We note that these conclusions are valid at both low and high frequencies (the numerical experiments in Section 4 confirm this). We also claim that the 1st and 2nd approximation also satisfy the criterion in Squaring the identity in (1.12) we obtain that necessarily co = 0 but when co = 0 the above identity yields 2s:2 = 0, thus the problem is well posed.
It is natural to try higher order approximations to \/l _ w2 /if2 for even better absorption. The 2nd approximation involves approximating y/l -co2/if2 = 1 -íáco^if2; this approximation coincides with both the first Taylor and first Padé approximations to \/l + x at x = 0. Now, we investigate highly absorbing boundary conditions derived from the second Padé and Taylor approximations, respectively; these both reflect waves with amplitudes diminished by I (cos 6 -l)/(cos 6 + l)l3
where 0 is the angle of incidence.
We claim that the highly absorbing boundary condition derived from the 2nd
Padé approximation is well posed. To derive this boundary condition we use the second rational approximation and use a similar analysis as in the above to arrive at the third order boundary condi- and squaring both sides and subtracting, we obtain 1/16 = 0 thus there are no nontrivial solutions in (1.14) and the 3rd approximation is well posed.
We also claim that in contrast to the above situation, the absorbing boundary condition corresponding to the second Taylor approximation is strongly ill posed.
Thus, this local approximation is useless for numerical purposes. To derive this boundary condition we use \/l +x = 1 + he -lx2 + 0(x3) Dividing by co4 and setting z = s/co, we obtain (1.17) -zvTTz2 -z4 + \z2 + ± = 0.
L o Consider z with z real and z > 0. At z = 0, the above expression has the value 1/8, while as z tends to °°, the expression in (1.17) tends to -°°. Thus a nontrivial positive real root exists and these boundary conditions are strongly ill posed. Remark #1. These two examples indicate that one must be careful in choosing the appropriate local approximation to the nonlocal boundary condition in order to guarantee stability.
Remark #2. In the situation where the initial data or inhomogeneous forcing functions have support up to the boundary, one must be very careful in applying the above boundary conditions so that no additional discontinuities are introduced. (This difficulty exists for any mixed problem.) We illustrate this difficulty in the following example:
If we consider the free space solution of wtt-wxx=°> w\t=0 = 0, wt\t=0 = l, then w = t. On the other hand, if we straightforwardly compute using homogeneous absorbing boundary conditions,
we get a solution with discontinuity in the first derivative given by w = )6.(x + t), t> x, = t, t<x.
To control this difficulty we must make our initial and boundary data compatible The Special Case of Polar Coordinates. We merely specialize the above formula to polar coordinates in two dimensions where we construct highly absorbing boundary conditions on the circle of radius a. Here L has the form £= -+ --+ ----br2 r2 b26 r br ^t2'
where b/br, bjbd correspond to 9/6% 9/ö.y in the above formulas and b = l/r, g = 1/r2.
Using (1.24), the first highly absorbing approximation on r = a for the region r < a is given by Using (1.26), the second highly absorbing approximation on r = a is given by We observe that the first approximation from (1.27) precisely annihilates f(r -t)a(6)/rV2 on r = a. The approximation from (1.28) also compensates for angular dependence,i.e., the wave is not quite a spherical wave.
2. Highly Absorbing Boundary Conditions for First Order Symmetric Systems.
We consider general variable coefficient first order strictly hyperbolic systems of the form (2.1) | = (¿ik J0¿ + A2(x, yyfy + **. ^ « in the region x > 0 where Ax, A2 are symmetric m x m matrices (general symmetric systems in regions with curved boundary, at least locally, can be mapped to a halfspace where they assume the form in (2.1)). Our objective is to design highly absorbing local boundary conditions for the system in (2.1). We assume that Ax has the form with Xk+/-> 0. As a consequence of strict hyperbolicity, X, =£ X-for i ¥=j. Once the differential equation has the form in (2.4) it is easy to write down the theoretical perfectly absorbing boundary condition at least for all waves striking at angles sufficiently close to normal incidence. Recall that A} x has all the negative real eigenvalues corresponding to light rays flowing inward into x > 0 for positive time (the doubting reader should consider the case of a single space dimension). Thus, the theoretical absorbing boundary condition annihilates these components for x = 0. Let 7Tfc(wj, . . . ,wk,wk+x, . . . ,w) = (vv1, . . . , wk); the perfectly absorbing boundary condition is given by VQi, w, x, y) = V0(ï, co, x, y) + F1 V_t(l co, x, y) + r2V_2(i;,o),x,y)++, It is obvious that M{%, co) has distinct eigenvalues, in general, only in a conic neighborhood of normal incidence (co = 0) (since at a value of (if, co) corresponding to glancing for one of the sound speeds, two real roots coalesce and then become complex);
and the constraint I col/1 if I + Icol <c0 restricts the value of co to the region where these eigenvalues stay distinct. We set w0 = V0u, then w0 formally satisfies the equa- Multiplying by | we arrive at the second highly absorbing approximation, 2nd approximation:
where V_x is determined by the lower order term B and the variable nature of the coefficients according to (2.9). We make the following conjecture:
The 2nd approximation always yields a well-posed boundary value problem for (2.1).
It is worthwhile mentioning that a highly absorbing approximation intermediate between the first and second approximations may be useful in situations where the effect of the lower order term B is rather large. We have with reflected error 0(lco/ifl + 1/t2), the Vh order approximation.
(2-16) "if FoO> °) + r-id. °)) "'*=0 = °-This approximation is always well posed because its principal symbol is the same as the one in (2.14).
To complete the pattern, we retain the terms in (2.13) from V. up to order I-j and then multiply the symbol by £' to obtain the I + 1th highly absorbing approximation with reflected error 0(lco/£l,+ 1 + l/l£l,+ 1).
I + Ith approximation:
(217) '\k à.ÏF=**ti "-'°-°wu ■ °-
In view of the instability of the 4th approximation from Section 1 for the wave equa-tion, it is doubtful that in general for / > 1 these boundary conditions would yield well-posed problems. Perhaps, using other approximations analogous to the Padé approximation from Section 1 would be useful here. 2.C. Some Perturbation Calculations Applied to Highly Absorbing Approxitions. In order to use the 2nd approximation from (2.15) in explicit problems, we need to evaluate bV0(l, 0)/9co; as we shall see below, this reduces to a standard calculation in perturbation theory. Set co/if = 5 and write (2, 8) «(..f) = (A' "Vi"" '"
Recall that VQ is chosen to guarantee the relation in (2.8). We write V0 as V0 = / + 6, V0 + 0(h2), then it follows that (2.19) ^0(1 0) = y
To calculate , F0 is a standard problem (identical to the one studied in [4] and (2.9), (2.10), (2.11) above). Substituting V0 = I + 5, V0 + 0(82) and requiring the upper right block of V0(AX + bE)V~^1 to vanish to order 0(S2), we obtain the equation Remark #1. The special second approximation yields reflected waves with amplitudes of the same order as the third approximation. The special second approximation utilizes only a first order boundary condition and from a numerical point of view, this approximation is much easier to discretize in a stable fashion than the second.order boundary condition required by the third approximation.
Remark #2. Of course, the special second approximation can be derived whenever it is possible to solve the equation, Z = YX, even though the additional hypotheses from (2.21) are not satisfied.
3. Highly Absorbing Boundary Conditions for the Linearized Shallow Water Equations. We apply the theory developed in Section 2 to the linearized shallow water equations in the half-space x > 0. Thus, we consider a system of the form together with the physical restrictions, 0 < a2 4-b2 < c2, c > 0. Here for simplicity we assume all matrices in (3.1) are constant. We diagonalize the normal matrix to Figure 2E Figure 2F only report on some test runs performed in order to display the effect of the analytical absorbing conditions from (3.5) and (3.9). In the interior the differential equation was approximated by a standard Lax-Wendroff scheme. When approximating the boundary condition in (3.9), the Lax-Wendroff procedure, now in one space dimension and with added numerical dissipation, was used directly along the wall, x = 0. The difference equation needs one extra boundary condition. That was derived by extrapolating the w3-component using (Dx+)^(w3)q ■ = 0. from (3.5) .103 .067 .053
Second absorbing approx.
from (3.9) .024 .024 .013
Thus, the first absorbing approximation from (3.5) produces reflected waves for u, v, and <p with amplitudes 17%, 10%, 7% of the incident waves, while the second absorbing approximation from (3.9) produces reflected waves for u, v, and tp with amplitudes 4%, 3.3%, and 2% of the incident waves, respectively.
