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Integrating conventional optics into compact nanostructured surfaces is the goal of flat op-
tics. Despite the enormous progress of this technology, there are still critical challenges for
real world applications due to a limited efficiency in the visible, on average lower than 60%,
which originates by absorption losses in wavelength thick (≈ 500 nm) structures. Another
issue is the realization of on-demand optical components for controlling vectorial light at visi-
ble frequencies simultaneously in both reflection and transmission, and with a predetermined
wavefront shape. In this work, we developed an inverse design approach that allows the real-
ization of highly efficient (up to 99%) ultra-flat (down to 50 nm thick) optics for vectorial light
control and broadband input-output responses on a desired wavefront shape. The approach
leverages on a hidden network of universal approximators, which exist in the physical layer
of suitably engineered semiconductor nanostructures. Near unity performance results from
the ultra-flat nature of these surfaces, which reduces absorption losses to almost negligible
values. Experimentally, we discuss polarizing beam splitters, comparing their performances
1
ar
X
iv
:2
00
5.
01
95
4v
1 
 [p
hy
sic
s.o
pti
cs
]  
5 M
ay
 20
20
with the best results obtained from both direct and inverse design techniques, and new flat-
optics components represented by dichroic mirrors and the basic unit of a flat optics display
that creates full colors by using only two sub-pixels, overcoming the limitations of conven-
tional LCD/OLED technologies that require three sub-pixels for each composite color. Our
devices are manufactured with a complementary metal-oxide-semiconductor (CMOS) com-
patible process, making them scalable for mass production at inexpensive costs.
Introduction
The production of lightweight and wearable opto-electronic devices is hampered by the bulk and
expensive nature of traditional optical components [1–3]. Flat optics aims to address this problem
by replacing conventional optics with highly integrated nanostructured surfaces [3–9]. This tech-
nology has attracted an enormous interest, demonstrating a large variety of designs ranging from
lenses [2, 7, 10–12], to holograms [13–17], filters [13, 18–22], and to other components that out-
perform their traditional optical counterparts [8–10, 23–30]. Currently, challenges that are being
addressed at visible frequencies are related to the scalability of the structure fabrication, the design
of different types of broadband functionalities, and the increase of efficiency [31–33].
The majority of flat optics components designed to operate in the visible exploit propagation phase
shifts in truncated waveguides [9]. This approach requires wavelength thick structures, ranging be-
tween 235 nm to 800 nm, with absorption limited efficiencies between 20% and 67% for designed
elements such as polarization splitters [21, 22]. While materials such as TiO2 showed promis-
ing results with this scheme, reaching efficiencies up to 86% for a single frequency metalens at
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405 nm, they require at the core of the manufacturing the use of atomic layer deposition (ALD), a
process that is not scalable for mass production due to deposition rates of less than one angstrom
per cycle [6, 9, 10, 32, 34, 35].
Another class of flat optics devices recently developed exploits the interaction between suitably
engineered electric and magnetic dipoles, reporting deflectors and lenses with efficiencies between
58% and 78% [36–39]. Electric and magnetic dipoles, however, allow to control the system re-
sponse within the bandwidth in which the dipoles overlap, which is typically a single frequency [36,
40–42].
The method of inverse design has been recently investigated as a alternative route to intuition based
flat optics designs [43]. In this approach, the desired response is set as the input parameter and the
computer furnishes the material design by machine learning. Currently, approaches being explored
are centered on the optimization of structures with periodic cells of assumed known period [44–
47], or on the generation of complex patterns from random distribution of refractive indices [31,
48–51]. The best results available today at near-infrared [48, 49, 52, 53] and gigahertz [54] are
up to 77% efficiency for polarizer beam splitters, while in the visible they reach up to 67% for
metalenses [50], reporting performances still comparable to the best available designs based on
intuition.
A present limitation of inverse design is the lack of a universal strategy that is guaranteed to pro-
duce working devices with high efficiency: it is well known that optimization theory fails if the
initial design is either too far from the solution, or it is developed along directions that are not
converging [55].
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A second important question is that all design approaches (direct and inverse) proposed so
far typically control the system response either in transmission or in reflection, and do not yet
tackle broadband vectorial light management at visible frequencies simultaneously in both reflec-
tion/transmission and with a desired wavefront, such as in, e.g., dichroic mirrors, and other stan-
dard components that are not yet realized in flat-optics. These points are particularly interesting
with reference to recent progress in diffractive deep optical networks at THz frequencies [56] and
in neuromorphic computing with nonlinear waves [57, 58]. If it could be possible to integrate some
of these universal concepts into a flat optical structure, we could engineer efficient, scalable and
on-demand broadband optical components for light processing via flat surfaces.
The aim of this article is to explore a path to address concurrently the issues of efficiency, band-
width, functional response and fabrication scalability. We begin by addressing the question of
how wide the spectrum of functionalities that can be designed by a flat optical structure is. We
demonstrate that by suitably engineering a physical hidden layer of universal approximators, which
inherently exist in any optical nanostructure, it is possible to design flat optical surfaces that can
represent arbitrarily defined output electromagnetic responses. We rigorously prove that the system
possesses the same universal expressivity of a feedforward neural network with a non-polynomial
activation function and variable threshold [59]. We then use this result to develop an inverse design
approach along optimization lines that can engineer structures with high efficiency, and that can be
manufactured with a technique compatible with mass production.
Universal approximators are enabled in a design strategy that controls by geometrical deformations
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a sufficiently large number of nanoscale resonances, theoretically equal or larger to the number of
design points in the frequency response of the flat-optics device. As this approach does not rely on
propagation effects, it allows to shrink down the thickness of the structure to ultra-flat values, as
low as 50 nm, reducing absorption losses to negligible values at visible wavelengths, including the
blue region. This approach allows to relax constraints on the shape as well. We mathematically
demonstrate that these universal approximators can be generated in geometries that are as simple
as possible, such as e.g., cuboid nanostructures, which can be manufactured by using a CMOS
compatible fabrication process, scalable to mass production by nanoimprinting or deep UV [60].
Implementing these results numerically requires performing a global optimization in a sufficiently
large space of multi-modal nanoresonators via first-principle simulations, allowing each nanostruc-
ture to explore all possible deformations, without making any assumption on the system periodic-
ity. We address this issue by developing a parallel software that couples large scale optimization
techniques with the latest generation of neural network in computer vision [61].
We validate these results by implementing a series of flat-optics devices for different applications,
comparing performances with both direct and inverse designed structures, and introducing new
structures that are not yet realized with flat-optics and defined over wideband responses, ranging
from 400 nm and spanning the entire visible range. In all of these examples, we report experi-
mentally measured efficiencies between 90% and 99% in the visible, in flat optical structures with
thicknesses down to 50 nm for broadband vectorial light control simultaneously in both reflection
and transmission with the desired wavefront shapes at visible wavelengths. These results show that
improving the knowledge on light-matter interactions with strongly multi-modal optical nanostruc-
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tures helps the engineering of highly performing nanomaterials.
Results
Theory of flat optics via universal approximators. Figure 1 summarizes the setup and the main
idea of this approach. An electromagnetic wave composed of a spectrum of waves with amplitudes
[si1(ω), ..., sin(ω)] = si(ω) (Fig. 1a red arrow) impinges on an optical surface made by complex
distributions of dielectric nanostructures grown on a transparent substrate (Fig. 1b), generating
both reflected s−n(ω) and transmitted s+n(ω) contributions propagating on different scattering di-
rections (Fig. 1a, orange arrows). The system output response so(ω) = [s±1(ω), ..., s±n(ω)] is
composed by the vector containing all the scattered contributions emanating from the surface. The
coefficients sij and s±n represent the scalar amplitude of impinging and scattered waves, respec-
tively, and represented e.g., by planar waves. The main question we aim to answer is whether it is
possible to design the surface of Fig. 1a to act as a universal approximator of arbitrarily defined
input-output transfer functions H(ω) = so(ω)
si(ω)
.
Figure 1c represents the input-output relationship of the system, obtained from the generalized
scattering theory, which provides an equivalent formulation of Maxwell equations based on an in-
tuitive division of the space into propagation and resonant effects [40, 62, 63]. A detailed demon-
stration of this result is presented in [62, 63], while here we summarize the main aspects. In this
representation, space is partitioned into two main sets: the resonant nanostructures (resonances
space) and the remaining space composing the external environment (propagation space).
Each nanostructure is seen from the outer space as an ideal perfect electric conductor (PEC) mate-
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rial possessing no resonance. The outer space is seen from each resonant nanostructure as a perfect
magnetic conductor (PMC) material. With this representation, nanostructures are described by a
set of m = 1, ...,M resonant modes of ideal PMC cavities, while the outer space is characterized
by propagation effects of light scattered by an array of ideal PEC structures. The total output so(ω)
from the system, resulting from propagation and resonance effects, reads:
so(ω) = C · si(ω)− β · σ [ω − (Ω + iΓ)] · si(ω), (1)
where σ [ω − (Ω + iΓ)] = K
i(ω−Ω)+Γ , Ω is a diagonal matrix containing the resonant frequencies
Ωm = (Ω)mm of the m = 1, ...,M modes of the resonator space, Γ = KK
†
2
is the matrix of
damping coefficients, K accounts for the coupling between the resonator space and environment,
β = C ·K†, and C is a scattering matrix with C†C = 1. Equation (1) is composed of two main
contributions: non-resonant C · si(ω) and resonant β · σ [ω − (Ω + iΓ)] · si(ω) effects.
The resonant contribution (Fig. 1c, blue blocks), is equivalent to a feed-forward neural network
(Fig. 1d, network inside dashed red box), which processes the spectral frequency ω at the input
into the output β ·σ [ω − (Ω + iΓ)] through a hidden layer of resonant modes, which act as neural
units with activation function σ and output weights β (Fig. 1d).
The activation σ = K
i(ω−Ω)+Γ is a rational function (see Supplementary Note I) and satisfies the
conditions for the universal approximation theorem of neural networks [64]: the function is non-
polynomial and possesses the complex threshold parameters Γ− iΩ. This implies that electromag-
netic resonances can be used as universal approximators: Suppl. Note II rigorously demonstrates
in the general case that by controlling the position of M resonant frequencies in Ω, regardless of
the values of Γ, C and K, it is possible to exactly set the output response H(ω) in amplitude and
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phase at 2L ≤ M − 1 frequency points ωl (l = 1, ..., L), and in least-square sense at a number of
spectral points 2L ≥M , in any desired scattering channel.
Figure 1e-h illustrates this point quantitatively. We considered an optical network initialized to
random values of Ω, Γ, C and K, and set the real and imaginary part of the output transmission
s
(target)
+1 = Treal + iTimag of one scattering channel to random values at L = 5 different spectral
points (Fig. 1e-f, red markers). Initialization details are in Suppl. Note III. By using an iterative
optimization, we trained the resonant frequencies Ω to approximate the desired response by min-
imizing the cost function F =
∥∥∥s(target)+1 − s(predicted)+1 ∥∥∥, with s(predicted)+1 being the output generated
by the optical network with trained Ω. In the optimization procedure we changed only the reso-
nance frequencies (Ω)nn, without altering K, Γ or C.
Figure 1g shows the value of the cost function for the best network obtained at increasing num-
ber of modes M . Once the mode number becomes larger than 2L + 1, in agreement with the
results of Suppl. Note II, the network represents the desired response (Fig. 1e-f, solid lines). Fig-
ure 1h visualizes the resonances network with M = 12, shown as a connected graph with nodes
at (Ωn,Γnn ≡ γn), and links between nodes n and m representing the modes coupling strength
|Γnm|.
By using universal approximators, the design of flat-optics is reduced to learning a suitable set of
resonant frequencies in the hidden layer of Fig. 1d. These frequencies are learnt by geometrical
deformations: As an example, for a cuboid optical dielectric resonator of refractive index nr and
dimensions Lx, Ly, Lz terminated by PMC boundary conditions, the resonant frequencies Ωnmp
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are:
Ωnmp =
c
nr
√(
n · pi
Lx
)2
+
(
m · pi
Ly
)2
+
(
p · pi
Lz
)2
, (2)
and can be adjusted by deforming the resonator shape via Lx, Ly, and Lz. Figure 1i reports the
number of resonances at visible wavelengths between 300 nm and 800 nm, contained in a Silicon
(Si) cuboid resonator of thickness Lz = 50 nm with variable dimensions Lx and Ly, ranging from
50 nm to 500 nm. Subwavelength cuboid resonators contain hundreds of resonances, allowing the
design of universal approximators for a broad range of desired frequency responses. Other shapes
(e.g., cylindrical, spherical,...) provide similar results. In this work we focus on cuboid shapes for
their fabrication versatility.
The main challenge in engineering Eq. (2) is the nonlinear relationship between the activation func-
tion σ = K
i(ω−Ω)+Γ and the resonant frequencies Ω: modifying the geometry of one resonator via
(2), modifies the response of all the others. This requires carrying out the search by simultaneously
optimizing all the frequencies of the network. To perform this task, we developed an Autonomous
Learning Framework for Rule-based Evolutionary Design (ALFRED) software, compatible with
parallel supercomputer architectures.
ALFRED consists of two main parts: an optimizer and a predictor (Fig. 2a). The global search for
the best configuration of resonances is carried out by a swarm particle optimizer, which is effective
in training high-dimensional neural networks [65, 66]. The swarm performs a collective search
based on an ensemble of randomly defined tentative particle solutions (Fig. 2a), with each particle
representing a specific geometry of Si boxes resonators.
The swarm algorithm developed is a parallel version of [67, 68], in which the search parameters
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(inertia, social, and memory in Fig. 2a) are autonomously adapted from the collective interac-
tions in the swarm. The cost function is defined as the norm between the desired response and
the predicted one from the particle under consideration. In our implementation, the single particle
evolution is carried out by a CPU-core of a supercomputer architecture, and particles interactions
are carried out in parallel between different cores, thus speeding up the global search.
The main bottleneck of the optimizer is the time required to evaluate the cost function: each par-
ticle needs to calculate the output response from the structure by using first principle simulations,
which are essential to keep into account all material effects (e.g., dispersion,...) that can furnish a
precise design. For this reason, we added to each particle a neural network predictor unit (Fig. 2b),
which is trained by finite-difference time-domain (FDTD) to predict the outcome of first principle
simulations.
The predictor is designed with a convolutional neural network (CNN) based on a ResNet18 archi-
tecture [69], which operates on an image representing a single cell of the structure, followed by
a series of fully connected neural networks (FCN). The CNN extracts multidimensional features
from the image and feeds them to FCN layer, which is trained to predict the output response so(ω)
from the features extracted by the CNN layer. We trained different FCN with discrete thicknesses
in the range from 50 to 300 nm with a step of 25 nm, and connected them sequentially to the output
from a CNN block through a logical switch (Fig. 2b, S), which chooses the appropriate block.
The training dataset for the predictor is composed by arrays of Si boxes structures (currently, up
to five), and is self-generated by ALFRED and autonomously optimized in background. This is
accomplished by mapping the dataset into a multidimensional features space, generating additional
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datasets in the regions where the predictions are lower than a predetermined threshold (80%).
The results of Eqs. (2) show that in order to reach the correct solution, the system has to be able
to explore the space of all possible deformations in the resonators shape. To comply with this
condition, ALFRED does not make any assumption on the system periodicity, and optimize this
value autonomously.
Supplementary Fig. 1 shows a typical prediction example with the relative dataset. The predictions
match FDTD computations for both TE and TM input polarizations, with more than 99% of pre-
dictions above threshold. During a typical search, ALFRED first uses the swarm equipped with the
CNN+FCN predictor to rapidly converge to an initial structure, and then removes the predictor and
launches a final swarm optimization with parallel FDTD simulations to validate the exact design.
Figure 2c-f illustrates an example design obtained by ALFRED for a polarizing beam splitter at the
operating wavelength of 900 nm. The cost function F (Fig. 2c) minimized is defined as follows:
F =
∥∥1− sTE+ (ω0)∥∥+ ∥∥1− sTM− (ω0)∥∥+ ∥∥∥∥dsTE+ (ω0)dω
∥∥∥∥+ ∥∥∥∥dsTM− (ω0)dω
∥∥∥∥, (3)
with sTE+ (ω0) and s
TM
− (ω0) being the transmission and reflection measured on a flat scattering
wavefront at the operating frequency ω0 = 2pic/λ0 for TE and TM polarizations, respectively,
and ‖.‖ the norm. The cost function F maximizes the transmission for TE and the reflection for
TM on a flat wavefront and provides broadband performances by minimizing the first derivative
in transmission and reflection. Broader performances can be obtained by minimizing higher order
derivatives, which provide more flat frequency responses.
Figure 2d show the values of the cost function minimized by ALFRED during progressive itera-
tions. The final structure (Supplementary Fig. 2), is composed of four Si boxes of 100 nm thick-
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ness, arranged in a complex geometrical pattern. The cost functions reaches values below 10−3,
which result in a device efficiency of 99.99%. Figure 2f illustrates this result quantitatively with
FDTD simulations for the TE and TM polarizations at ω0, showing the behavior of the structure
with the generation of completely flat wavefronts in both reflection and transmission, without any
wavefront aberration.
Experiments: polarizing beam splitters, dichroic mirrors and two sub-pixel color displays
Using ALFRED we design, fabricate, and characterize different structures for different applica-
tions. Once model is trained, numerical simulations are performed on a single GPU, for a total
simulation time of a few minutes. A strength of this technique is the use of the same manufactur-
ing (see Methods) for all devices.
We considered a first series of devices for polarization control in both transmission and reflection,
on a challenging component that is currently tackled by both direct and inverse designs, allowing
a quantitative comparison with our approach. Figure 3a summarizes the current state of the art
of flat optics polarizers. Currently, existing designs provide polarization filtering in transmission,
with the best reported efficiency being around 65% in the visible range (direct design approach)
and around 77% for infrared wavelengths (inverse design approach).
We use ALFRED to design ultra-flat polarizing beam splitters centered at different laser line fre-
quencies, with full polarization control in reflection and in transmission. The designs are obtained
by the minimizing same fitness function of Eq. (3), illustrated in Fig. 2c-d, and by centering the
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wavelength λ0 around 533 nm, 600 nm and 750 nm. In all cases, the results obtained are the same
of Fig. 2c-d: the fitness function is reduced to values below 10−3, with theoretical transmission
and reflection efficiencies beyond 99%, including material losses, in structures with thickness of
∆t = 50 nm (λ0 = 533 nm and λ0 = 750 nm) and ∆t = 56 nm (λ0 = 600 nm), represented
by different periodic configurations of Si boxes, with periods Λ = 290 nm, Λ = 344 nm, and
Λ = 482 nm, for polarizers at λ0 = 533 nm, λ0 = 600 nm and λ0 = 750 nm, respectively. Figure
2e shows the geometry of a representative sample for λ0 = 900 nm. Key to obtain these perfor-
mances is the simultaneous optimization of several parameters on the flat wavefront from an initial
design using universal approximators, motivated by the theoretical understanding developed in the
previous section.
We experimentally assess the performances of 2 mm× 2 mm fabricated devices by the setup of Fig.
3b. We illuminate each sample with an NKT Photonics SuperK EXTREME supercontinuum laser
source (Fig. 3b, SL), followed by a broadband linear polarizer mounted on a computer controlled
rotating stage (Fig. 3b, MLP), and then measure transmission and reflection for each wavelength
and for each angular orientation ∆θ of the reference polarizer with two calibrated photodetectors
(Fig. 3b, PD).
Figure 3c summarizes the polarization efficiency results for each sample and for each wavelength,
while Fig. 3d shows scanning electron microscope images (SEM) of a representative sample. The
polarization efficiency, defined as η =
(
Tmax−Tmin
Tmax+Tmin
)
[70], is evaluated as η = 97%, η = 99%,
η = 96% for the 533 nm, 600 nm and 750 nm polarizing beam splitters in the visible, respectively,
and η = 88% in the nearIR for the λ0 = 900 polarizer. Figure 3e reports the result of transmission
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measurements for the 600 nm polarizing beam splitter, showing a transmission beyond 95% over
a large portion of the visible spectrum when aligned with the analyzer and a reflection of over
95% of the light in a 75 nm range centered at the wavelength of 595 nm when perpendicular to
the analyzer. Figure 3f displays theoretical (solid line) and experimental (dashed line) retrieved
spectra of the polarizer at 600 nm, illustrating good agreement between designed and measured
performances. Supplementary Fig. 2 shows the experimentally measured polarization behavior at
the 600 nm wavelength, showing the expected Malus’s law sinusoidal curve [71]. The near unity
performance of the polarizers designed at visible frequencies relies on the ultra-thin thickness of
the Si structure, which operates as a transparent layer with negligible losses.
Figure 4 reports the design and characterization of a dichroic mirror, which acts as a wavelength
demultiplexer by transmitting light at one frequency ω0 and reflecting light at a different frequency
ω1 6= ω0. We choose this example as it represents a device that is not yet developed and that has
a broadband response defined over hundreds of nm, representing an interesting broadband bench-
mark for ALFRED.
The cost function for this device is defined as follows:
F =
∥∥1− sT+(ω0)∥∥+ ∥∥1− sR−(ω1)∥∥+ ∥∥∥∥dsT+(ω0)dω
∥∥∥∥+ ∥∥∥∥dsR−(ω1)dω
∥∥∥∥, (4)
with sT+(ω) and s
R
−(ω) being the transmission and reflection of the structure measured on a flat
scattering wavefront at the frequency ω. Figure 4a reports the results of ALFRED for a swarm of
40 particles, showing a reduction of the cost function F to values below 10−1 after 60 iterations.
The design structure found by ALFRED is composed of an aperiodic pattern of lines with thick-
ness ∆t = 209 nm, period Λ = 542 nm, and widths 250 nm and 40 nm (Fig. 4b). This results also
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shows the ability of ALFRED to explore a large manifold of solutions, converging automatically
to diverse types of 2D/3D structures that can solve the problem with high efficiency.
Figure 4c (dashed lines) shows the FDTD calculated spectral response of the structure, showing
the required behavior around the target points (Fig. 4b, circle markers) on a bandwidth larger than
250 nm, with transmission efficiencies above 95% and a rejection below 1% in reflection.
The experimental response of a fabricated sample (Fig. 4d) is reported in Fig. 4c (solid lines). Ex-
perimental results match quite well with the theory on all the frequency range considered, reporting
an experimental efficiency of 90% in transmission and a reflection in the range of few percents.
At variance with a traditional dichroic, which requires a macroscopic thickness due to the 45◦
wavelength mixing geometry (Fig. 4e), the flat-optics sample of Fig. 4d performs the same func-
tionality at normal incidence and in a structure of only ≈ 200 nm thickness, allowing flat system
integration.
Figure 5 summarizes the design results for a metasurface color display based on a two sub-pixel
technology, comparing it with the current state of the art. This last example targets an inverse de-
signed functionality defined over all the visible bandwidth. In current LCD displays, colors result
from an unpolarized broadband back light (Fig. 5a, BL), which is modulated in intensity via a
liquid crystal cell (Fig. 5a, LC) equipped with two orthogonal linear polarizers (Fig. 5a, LP), and
then filtered into primary red, green, and blue components (Fig. 5a, RGB). In displays based on
organic LED’s, the colors are directly produced by organic monochromatic emitters at different
frequencies, which are independently controlled (Fig. 5b). In both displays, composite colors are
obtained by controlling in intensity the three primary components.
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We design an integrated architecture (Fig. 5c), which allows polarization-intensity gamut control
with only two sub-pixels. The unit cell uses two independently controlled back light sources, fol-
lowed by a polarization stage composed, as in LCD displays, of a linear polarizer and a liquid
crystal cell (Fig. 5c, LP+LC), in which the output light polarization state is rotated. The final col-
ors are produced by employing two flat-optics polarization filters A and B, which output different
chromaticities when the input light polarization changes orientation.
By generating RGB composite colors from two sub-pixels, this architecture allows reducing the
energy consumption of a traditional screen by 33%, and for the same screen size, it allows to
increase the resolution by 33%. To the best of our knowledge, no flat optics structure has been
designed to address this functionality yet.
To design the required structures, we maximized the following cost function F :
F = Areagamut [Apol,int, Bpol,int] , (5)
representing the gamut area of all the possible chromaticities obtained by combining different po-
larizations and intensities at the input of samples A and B. To perform this calculation, we convert
the transmitted electromagnetic spectra for samples A and B illuminated by TE/TM polarizations
into xy chromaticity coordinates of a standard CIE 1931 chromaticity diagram [72]. The gamut of
all possible chromaticities is the area of the rhomboid whose four vertices are the xy coordinates
TEA, TMA, TEB, TMB of the spectra obtained from the two samples, A and B, under TE and
TM polarization respectively. This results from the condition that the combination in intensity of
two chromaticity coordinates generates all the possible points on the line connecting the two initial
coordinates [73].
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Figure 5d-e illustrates the results of two set of optimal structures found by ALFRED. The first
design is composed by A and B samples made by periodic cells containing one box each (Fig. 5d,
gray/brown unit cells), with thicknesses ∆t = 170 nm and ∆t = 218 nm, respectively. When the
polarization changes from TE to TM, sample A represents blue-red colors (Fig. 5d, TEA − TMA
line), while sample B generates green to blue (Fig. 5d, TEB − TMB line). The second sample
configuration (Fig. 5e) is composed of unit cells with complex two and three configurations of
boxes possessing thickness ∆t = 225 nm. This set of samples provides an improved performance,
exhibiting a larger color gamut that even exceeds the standard RGB spectrum (Fig. 5d, dashed
yellow line).
We demonstrate the proof of concept of this technology by manufacturing the optimized structure
in Fig. 5d, whose chromaticity gamut lies mostly within the RGB spectrum and can be visualized
with a standard RGB camera. We characterized the performance of the samples by using the setup
of Fig. 3b, in which the MLP stage mimics the role of the liquid crystal cell, using the illumination
of a white LED source in place of the supercontinuum laser.
Figure 6a compares theoretical (black rhomboid) and experimental (blue rhomboid) gamut curves,
obtained from manufactured samples A and B (Fig. 6b). Different colors are reported for each
sample and for the varying polarization angle ∆φ of the electric field E, varied between 0◦ and
90◦, whose extrema represent TM and TE polarization, respectively. Figure 6c reports the corre-
sponding measured spectra (solid lines), compared to the theoretical predictions from ALFRED
(solid lines). The experimental results match the theory with good agreement, both in the spec-
tral response (Fig. 5c) and in the experimentally retrieved colors (Fig. 6b), resulting in a good
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representation of the theoretical gamut of colors inside the RGB triangle of Fig. 6a. The very
small differences in the measured spectra for wavelengths larger than 600 nm in Fig. 6c generates
the small deviations observed in Fig. 6a in the blue and black curves. Figure 6c shows that both
samples A and B have almost ideal, near unity, maximum transmission values.
Conclusions
We discussed the inverse design of flat optics by exploiting a hidden network of universal ap-
proximators engineered in suitably deformed dielectric nanoresonators, demonstrating various
components for vectorial light control with near unity performances. This technology controls
simultaneously the device transmission, reflection and the desired output wavefront shape, with
no distortion, and does not employ predefined assumptions on the system periodicity, converging
automatically to globally optimized solutions characterized by high efficiency values over large de-
sign bandwidths. These results open the doors for the realization of integrated surfaces for general
light processing with high efficiency at visible frequencies, and for integrated optics in ultra-flat
surfaces with comparable efficiency to their traditional bulk counterparts.
Methods
Sample Nanofabrication We used as a base wafer a square piece of borosilicate glass, 18 mm
wide and approximately 200 µm thick (12-540-A, from Fisher scientific), which is cleaned by
acetone and isopropyl alcohol. We then grow a uniform layer of amorphous silicon via plasma
enhanced chemical vapour deposition (PECVD). We control the thickness of the Si layer by using
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ellipsometry (UVISEL Plus, from HORIBA). We then spin coat a positive electron beam resist ZEP
520A (from ZEON corporation) on the sample at 4000 RPM for 60 s, after which we bake it on a
hotplate at 180 ◦C for 3 min. After this step, we spin coat a conductive polymer AR-PC 5090.02
(ALLRESIST) onto the sample at 4000 RPM for 60 s and bake the device again on a hotplate for
1 min at 100 ◦C. We write the optical resonators pattern by using a JEOL JBX-6300FS electron
beam lithography system at a 100 kV accelerating voltage. After writing, we remove the polymer
by submerging the sample in deionized water for 60 s, and develop the resist with n-Amyl acetate
(ZED-N50 from the ZEON corporation) for 90 s and by submersion in isopropyl alcohol for 90 s.
We then use electron beam evaporation to deposit a 22 nm layer of chromium on the sample. We
perform liftoff by submerging the sample in N-methylpyrrolidone (ALLRESIST) at 70 ◦C for one
hour and sonicate the solution for one minute afterwards to create a protective mask in the image
of the resonator pattern that we intend to fabricate. We then use reactive ion etching with SF6 to
remove the unprotected silicon and expose the underlying glass. We remove the chromium mask
by submersion in a perchloric acid and ceric ammounium nitrate solution (TechniEtch Cr01 from
MicroChemicals) for 30 s.
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Figure 1: Universal flat-optics approximators: general idea. (a) Problem setup composed by
a flat-optical surface made by resonant nanostructures (b) with input si and output so scattered
waves. (i) Dependency of the number of resonances on the dimensions of a nanostructure. (c)
Block-diagram of the input-output transfer function H(ω) = si(ω)
so(ω)
. (d) Equivalent representation
of (c) with a feedforward single hidden layer neural network modeling the effects of the resonances.
(e-h) Demonstration of the universal representation behavior of (d): an arbitrarily defined system
response (e-f, red markers) is obtained by tuning the resonances Ω of the network for given initial
weights β, couplings K and damping Γ. The problem is solved by minimizing a cost function
(g) by using an increasing number of resonances M , which defines the size of Ω. (h) Network
configuration that represents the desired response (e-f, solid line). The general demonstration of
this result for an arbitrary structure is carried out in Suppl. Note II.
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Figure 2: ALFRED design idea and example of application. (a) Swarm parallel optimizer that
searches the multidimensional space of solutions with an array of tentative geometries that use a
cooperative scheme based on self and social interactions. (b) Predictor on each tentative solution:
a convolutional neural network (CNN) extracts features from an input geometry and predicts the
spectral response so(ω) through a series of fully connected networks trained on different material
thicknesses that are automatically selected by the switch (S). (c-f) Design example of polarizer
beam splitter. (c) Target response that maximizes the normal transmission for TE (green) and
normal reflection for TM (blue) polarizations with flat first order derivative at the target design
wavelength λ0 = 900 nm. (d) Cost function for progressive iterations of ALFRED (blue: particles,
red: mean value). (e) Designed structure with gray unit cell and brown nanoresonators. (f) FDTD
simulations of (e) for TE and TM polarizations at λ = λ0.
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Figure 3: Experimental results on polarizing beam splitters. (a) Flat-optics state of the art
at different wavelengths for dielectric and metallic systems (R: reflection, T: transmission, R/T:
both). (b) Experimental setup used to chracterize the samples (SL: supercontinuum laser, MLP:
motorized linear polarizer, BS: beam splitter, LS: lens, OBJ: objective, CAM: CMOS camera,
PD: calibrated photodetector, SP: sample). (c) experimentally measured efficiencies at different
wavelengths for four different samples working around the common laserline wavelengths 533 nm,
600 nm, 750 nm, and 900 nm. (d) SEM image of a characteristic sample for the polarizer designed
at 900 nm. (e) Transmission efficiency of the 600 nm polarizer for different wavelengths and input
polarization angles ∆θ. (f) Comparison between theory (solid line) and experiment (dashed line)
for 600 nm polarizer transmission efficiency.
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Figure 4: Flat-optics dichoric mirror. (a) Cost function of the target design for increasing iter-
ations of ALFRED (blue: particles, red: mean value) and (b) sample design found. The dichroic
component is designed by 4 target points (c, blue/red markers), each characterized by a point with
flat derivative and flat wavefront. Panel (c) compares FDTD theoretical (dashed line) and exper-
imental (solid line) results. (d) SEM image of a fabricated sample. (e) Conventional dichroic
geometry, requiring 45◦ impinging light, versus flat optics structure working at normal incidence.
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Figure 5: Two sub-pixel flat optics color display: idea and design. (a-b) Basic working principle
of current LCD/OLED color technologies based on three red, green and blue (RGB) sub-pixel
color transmission units. (c) Proposed flat-optics technology based on two polarization controlled
sub-pixels A and B. (d-e) ALFRED designs of A and B (3D brown boxes with gray unit cell)
with chromaticity gamuts contained in (d) and exceeding (e) the standard RGB colorspace (dashed
yellow line). In panels (d)-(e), the chromaticity obtained when the input light varies between TEx
and TMx polarizations for samples A,B is indicated as a solid black thick line, while the total
gamut obtained by mixing the two sub-pixels is the four point rhomboid delimited by the dashed
black lines.
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Figure 6: Characterisation of the fabricated two sub-pixel color samples. (a) Theoretical (black
rhomboid) and experimental (blue rhomboid) chromaticity gamut of samples A and B illustrated
in the SEM of panel (b). The corresponding color for different input polarization angles ∆φ are
reported in panel (a). (c) FDTD calculated theoretical transmission (T) response (dashed line)
compared to experimental measurements (solid line).
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Broadband vectorial ultra-flat optics with experimental efficiency up to 99% in the
visible via universal approximators
SI
F. Getman, M. Makarenko, A. Burguete-Lopez & A. Fratalocchi
SUPPLEMENTARY NOTE I
The activation function σ = Ki(ω−Ω)+Γ is obtained from
the solution of the following differential equation:
dσ˜
dt
= (iΩ− Γ) σ˜ + K · δ(t), (1)
with σ˜ =
∫
dωσ(ω)eiωt being the inverse Fourier trans-
form of σ and δ(t) the diract delta function, as the reader
can verify by direct substitution. The solution of Eq. (1)
reads:
σ˜(t) = eAt · (σ˜0 + K), (2)
with σ˜0 = σ˜(t = 0) the initial state and e
At being the
matrix exponential, with A = iΩ − Γ. The matrix ex-
ponential is expressed in closed form by diagonalizing
A = QΛQ−1, with Λmm′ = λmδmm′ being a diagonal
matrix of complex eigenvalues λm = iαm − βm:
eAt = QeΛtQ−1. (3)
In Eq. (3), Q = Q(Ω,Γ) and Λ = Λ(Ω,Γ) originate
from the eigenvectors and eigenvalues of A = iΩ−Γ and
as such they are functions of Ω and Γ. The elements σ˜mn
are calculated by substituting (3) into (2):
σ˜mn(t) =
∑
h
µmnhe
(iαh−βh)t, (4)
and expressed as the sum of complex damped exponen-
tials with µmnh = µmnh(Ω,Γ) coefficients arising from
the matrix product of eAt · (σ˜0 + K). By applying the
Fourier transform on Eq. (4), we obtain the expression
of the elements σmn of σ:
σmn(ω) =
1√
2pi
∑
h
µmnh
i(ω − ωh) + γh , (5)
represented as a complex rational function with poles
ωh + iγh, and coefficients µmnh.
SUPPLEMENTARY NOTE II
We considered a general rational function:
y(ω) =
∑Nα
n=0 αn · ωn∑Nβ
n=0 βn · ωn
, (6)
with Nα + 1 and Nβ + 1 coefficients αn and βn, respec-
tively. Without loss of generality and for the sake of
simplicity, we assumed that the function yout is real. If
we control Nα + Nβ + 2 coefficients αn and βn, we can
then can uniquely determine the behavior of the output
function yout(ωm) at a set of m = 1, ...,M = Nα+Nβ+1
spectral frequencies ωm. To demonstrate this result, we
impose the conditions yout(ωm) = ym(ωm) on Eq. (6)
and obtain the following algebraic system:
[
diag (y(ω1), ..., y(ωM )) · VNβ+1 VNα+1
] [ β
−α
]
= 0,
(7)
with diag being the diagonal matrix for the M func-
tion values y(ωm) at the target points, Vi the first i
columns of the Vandermonde matrix V generated at
the sample points ωm with components Vij = ω
j−1
i ,
α = [α0, ..., αNα ] and β = [β0, ..., βNβ ] being the rational
coefficients sought. The solution to Eq. (6) requires one
to find a null vector of the M × (Nα +Nβ + 2) matrix:[
diag (y(ω1), ..., y(ωM )) · VNβ+1 VNα+1
]
. (8)
For M = Nα + Nβ + 1, the matrix (8) has a null space
of dimension Nα +Nβ + 2−M = 1, and each null vector
gives an exact solution in (6) [? ]. For M < Nα+Nβ+1,
the system is under determined and the null space of (8)
has dimension Nα + Nβ + 2 −M > 1. In this case, any
null vector among the space of ∞Nα+Nβ+2−M provides
an exact solution to the problem.
For M > Nα+Nβ+1, the system is over determined and
the solution to Eqs. (6) can be found in the least square
sense by constrained minimization:
Minimize
∥∥∥∥[diag (y(ω1), ..., y(ωM )) · VNβ+1 VNα+1] [ β−α
]∥∥∥∥ , with ‖α‖+ ‖β‖ = 1, (9)
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2with ‖.‖ being the vector norm. The constraint ‖α‖ +
‖β‖ = 1 is introduced to avoid the trivial solution β =
α = 0.
In the case of Eq. (1) of the main text, the transfer
function H is written as follows:
H(ω) =
sout
sin
=
[
...,
s−n
sin
, ...,
s+n
sin
]
= C(ω)− βσ. (10)
We begin by considering the case C(ω) = C independent
of the frequency ω. In this case, Eq. (5) shows that H is
a complex rational function with coefficients depending
on the resonance frequencies Ω and mode dampings Γ.
The control of 2M resonances Ωn implies the control of
2M coefficients in the transfer function H. Equation (7)
shows that we can therefore control the system response
in amplitude and phase exactly at M − 1 spectral points
in both real and imaginary part, or equivalently, ampli-
tude and phase in a single scattering channel. At any
number of points ≥M , the problem can be solved in the
least square sense via (9).
This result applies also in the case where C(ω) is fre-
quency dependent. In this case every condition H(ωl) =
Hl generates a rational function with different constants
Cl = C(ωl), maintaining the validity of Eqs. (7)-(9).
SUPPLEMENTARY NOTE III
We considered an optical network with N = 10 output
scattering channels, initialized with random scattering
C = eiH , with H being a random symmetric matrix with
elements drawn from a uniform distribution between zero
and 2pi. The random couplings K = A + iB are initial-
ized with random matrices A and B, each with elements
drawn from a uniform distribution. We then initialized
the dampings to Γ = KK
†
2 . The transmission T is mea-
sured in the first channel s+1 computed at n = 1.
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Supplementary Figure 1. ALFRED performance on 2500 randomly chosen samples from a test dataset a. The colors represent
the mean squared error between the ground truth and the predicted spectra for each sample. An example of the output from
the predictor part of ALFRED for the random test sample c. The blue and red curves on the figure represent TE and TM
spectra respectively, for the true values and dotted lines represents neural network predictions. Figure b represents a masked
array structure for the given sample.
Supplementary Figure 2. Transmission efficiency of 600 nm polarizer at the designed wavelength of 600 nm wavelength versus
input polarization angles ∆θ.
