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QUIVER MUTATIONS AND BOOLEAN REFLECTION MONOIDS
BING DUAN, JIAN-RONG LI, AND YAN-FENG LUO
Abstract. In 2010, Everitt and Fountain introduced the concept of reflection monoids.
The Boolean reflection monoids form a family of reflection monoids (symmetric inverse
semigroups are Boolean reflection monoids of type A). In this paper, we give a fam-
ily of presentations of Boolean reflection monoids and show how these presentations
are compatible with quiver mutations of orientations of Dynkin diagrams with frozen
vertices. Our results recover the presentations of Boolean reflection monoids given
by Everitt and Fountain and the presentations of symmetric inverse semigroups given
by Popova respectively. Surprisingly, inner by diagram automorphisms of irreducible
Weyl groups and Boolean reflection monoids can be constructed by sequences of mu-
tations preserving the same underlying diagrams. Besides, we show that semigroup
algebras of Boolean reflection monoids are cellular algebras.
Key words: Boolean reflection monoids; presentations; mutations of quivers; inner
by diagram automorphisms; cellular semigroups
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1. Introduction
Around 2000, Fomin and Zelevinsky introduced a new family of commutative algebras
called cluster algebras, [19]. The theory of cluster algebras has connections and appli-
cations to diverse areas of mathematics and physics, including quiver representations,
Teichmu¨ller theory, tropical geometry, integrable systems, and Poisson geometry.
Barot and Marsh applied the idea in cluster algebras to give new presentations of
finite irreducible crystallographic reflection groups, [2].
Quiver mutations play an important role in the theory of cluster algebras and the
work of Barot and Marsh [2]. Finite type cluster algebras are classified by finite type
Dynkin diagrams, [20]. The quivers appearing in the work of Barot and Marsh [2] are
quivers of finite type (i.e., these quivers are mutation equivalent to orientations of finite
type Dynkin diagrams).
Let Γ be a quiver whose underlying graph is a Dynkin diagram. In [2], Barot and
Marsh gave new presentations of the reflection group WΓ determined by Γ and showed
that these presentations are compatible with mutations of Γ quivers. More precisely,
Barot and Marsh introduced some additional relations (cycle relations) corresponding
to chordless cycles arising in quivers of finite type. For any quiver Q of finite type, they
defined an abstract group W (Q) by generators (corresponding to vertices of Q) and
relations and then proved that W (Q) ∼=WΓ.
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Motivated by Barot and Marsh’s work, new presentations of affine Coxeter groups,
braid groups, Artin groups, and Weyl groups of Kac-Moody algebras have been studied
using quiver mutations in [16,17,24,28,37], respectively.
One of the aims in this paper is to give new presentations of Boolean reflection monoids
and show that these presentations are compatible with mutation of certain quivers.
In [10], Everitt and Fountain introduced the concept of reflection monoids. The
Boolean reflection monoids are reflection monoids. Symmetric inverse semigroups are
Boolean reflection monoids of type A. In [11], Everitt and Fountain obtained presenta-
tions of the Boolean reflection monoids of type A,B/C,D.
Let Aεn−1 (respectively, B
ε
n, D
ε
n) be the Dynkin diagram with n (respectively, n + 1,
n + 1) vertices, among them the first n − 1 (respectively, n, n) vertices are mutable
vertices and the last vertex ε is a frozen vertex, which is shown in the 4-th column of
Table 1. We label an edge if its weight is greater or equal to 2.
Let ∆ ∈ {Aεn−1, Bεn,Dεn} and Q any quiver that is mutation equivalent to a quiver
whose underlying graph is ∆. We define an inverse monoid M(Q) from Q, see Sec-
tion 4.3, and show that M(Q) ∼= M(Φ,B), where M(Φ,B) is the Boolean reflection
monoid defined in [10], see Theorem 4.7 and Theorem 4.9. This implies that Boolean
reflection monoids can also be classified by ∆, see Table 1. In [2, 16, 24, 28], the dia-
grams corresponding to presentations of irreducible Weyl groups, affine Coxeter groups,
braid groups, Artin groups have no frozen vertices. In the present paper, the diagrams
corresponding to presentations of Boolean reflection monoids have frozen vertices.
Type of Φ Boolean reflection monoids Generators ∆ = Φε
An−1(n ≥ 2) M(An−1,B) {s1, . . . , sn−1, sε}
1 2 n− 1 ε
Bn(n ≥ 2) M(Bn,B) {s0, . . . , sn−1, sε}
0
2
1 n− 1 ε
Dn(n ≥ 4) M(Dn,B) {s0, . . . , sn−1, sε}
0
1
2 n− 1 ε
Table 1. Boolean reflection monoids and Dynkin diagrams Aεn−1, B
ε
n,D
ε
n.
In Proposition 3.1 of [10], Everitt and Fountain proved that the symmetric inverse
semigroup In is isomorphic to the Boolean reflection monoid of type An−1. We recover
the presentation of the symmetric inverse semigroup In defined in [9,32]. The presenta-
tion corresponds exactly to the presentation determined by Aεn−1. Moreover, we recover
Everitt and Fountain’s presentations of Boolean reflection monoids defined in Section 3
of [11], see Theorem 4.9. These presentations can be obtained from any ∆ quiver by a
finite sequence of mutations.
We show in Theorem 4.10 that the inner automorphism group of the Boolean reflection
monoid M(Φ,B) is naturally isomorphic to W (Φ)/Z(W (Φ)). Surprisingly, inner by
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diagram automorphisms of irreducible Weyl groups and Boolean reflection monoids can
be constructed by a sequence of mutations preserving the same underlying diagrams, see
Theorem 3.5 and Theorem 4.12 respectively.
Finally we study the cellularity of the semigroup algebras of Boolean reflection monoids.
It is well known that Hecke algebras of finite type, q-Schur algebras, the Brauer alge-
bra, the Temperley-Lieb algebras and partition algebras are cellular, see [21–23,41,42].
Recently, the cellularity of semigroup algebras is investigated by East [7], Wilox [40],
Guo and Xi [25], and Ji and Luo [29] respectively. Applying Geck’s and East’s results,
we show that semigroup algebras of Boolean reflection monoids are cellular algebras, see
Proposition 4.13. Moreover, we describe their cellular bases using the presentations we
obtained.
Automorphisms of finite symmetric inverse semigroups are studied in [38]. Coxeter
arrangement monoids are defined in [10,11] and studied in [10,11,13,14]. Braid inverse
monoids are defined in [12] and studied in [8, 12]. It would be interesting to study
automorphisms of Boolean reflection monoids, presentations of Coxeter arrangement
monoids and braid inverse monoids using the method in this paper. We plan to study
these in future publications.
The paper is organized as follows. In Section 2, we recall some notions and back-
ground knowledge that will be used later. In Section 3, we recall Barot and Marsh’s
work about presentations of irreducible Weyl groups and then study inner by diagram
automorphisms of irreducible Weyl groups (Theorem 3.5). In Section 4, we state our
main results, Theorem 4.7 and Theorem 4.9, which show that presentations of Boolean
reflection monoids are compatible with quiver mutations. In Section 5, we describe mu-
tations of ∆ quivers and the oriented cycles appearing in the mutations. In Section 6,
we define the inverse monoid M(Q). In Section 7, we prove Theorem 4.7.
2. Preliminaries
2.1. Mutation of quivers. Let Q be a quiver with finitely many vertices and finitely
many arrows that have no loops or oriented 2-cycles. Given a quiver Q, let I be the
set of its vertices and Qop its opposite quiver with the same set of vertices but with the
reversed orientation for all the arrows. If there are q arrows pointing from a vertex i to
a vertex j, then we draw an arrow from i to j with a weight wij = q. We will frequently
draw an arrow with no label if wij = 1.
For each mutable vertex k of Q, one can define a mutation of Q at k, [3, 20]. This
produces a new quiver denoted by µk(Q) which can be obtained from Q in the following
way [20]:
(i) The orientations of all edges incident to k are reversed and their weights intact.
(ii) For any vertices i and j which are connected in Q via a two-edge oriented path
going through k, the quiver mutation µk affects the edge connecting i and j in
the way shown in Figure 1, where the weights c and c′ are related by
±√c±
√
c′ =
√
ab,
where the sign before
√
c (resp.,
√
c′) is “+” if i, j, k form an oriented cycle in
Q (resp., in µk(Q)), and is “−” otherwise. Here either c or c′ may be equal to 0,
which means no arrows between i and j.
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Figure 1. Quiver mutation
(iii) The rest of the edges and their weights in Q remain unchanged.
Two quivers Q1 and Q2 are said to be mutation equivalent if there exists a finite
sequence of mutations taking one to the other. We write Q1 ∼mut Q2 to indicate that
Q1 is mutation equivalent to Q2 and U(Q) for the mutation class of a quiver Q.
The underlying diagram of a quiver Q is a undirected diagram obtained from Q by
forgetting the orientation of all the arrows. Dynkin quivers are quivers whose underlying
diagrams are Dynkin diagrams of finite type. A quiver Q is called connected if its
underlying diagram is connected (every node is “reachable”). It was shown in [20,
Theorem 1.4] that there are only finitely many quivers in the mutation classes of Dynkin
quivers. A cycle in the underlying diagram of a quiver is called a chordless cycle if no
two vertices of the cycle are connected by an edge that does not belong to itself, see [2].
As shown in [20, Proposition 9.7] (or see [2, Proposition 2.1]), all chordless cycles are
oriented in the mutation classes of Dynkin quivers.
2.2. Cellular algebras and cellular semigroups. Let us first recall the basic defini-
tion of cellular algebras introduced by Graham and Lehrer [23].
Let R be a commutative ring with identity.
Definition 2.1. An associative R-algebra A is called a cellular algebra with cell datum
(Λ,M,C, i) if the following conditions are satisfied:
(C1) Λ is a finite partially ordered set. Associated with each λ ∈ Λ there is a finite set
M(λ) of indices and there exists an R-basis {CλS,T | λ ∈ Λ;S, T ∈M(λ)} of A;
(C2) i is an R-linear anti-automorphism of A with i2 = i, which sends CλS,T to C
λ
T,S;
(C3) For each λ ∈ Λ, S, T ∈M(λ), and each a ∈ A,
aCλS,T ≡
∑
S′∈M(λ)
ra(S
′, S)CλS′,T (mod A(< λ)),
where ra(S
′, S) ∈ R is independent of T and A(< λ) is the R-submodule of A
generated by {CµS′′,T ′′ | µ < λ, S′′, T ′′ ∈M(µ)}.
Cellular algebras provide a general framework for studying the representation theory
of many important classes of algebras including Hecke algebras of finite type, q-Schur
algebras, the Brauer algebra, the Temperley-Lieb algebras and partition algebras, see
[21–23,41,42].
Recently, the cellularity of semigroup algebras is investigated by East [7], Wilox [40],
Guo and Xi [25], and Ji and Luo [29] respectively. In the following, we recall some basic
notions and facts from the theory of semigroups.
Let S be a semigroup. For any a, b ∈ S, define
a L b⇔ S1a = S1b, a R b⇔ aS1 = bS1, a J b⇔ S1aS1 = S1bS1,
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H = L∩R and D = L∨R = L◦R = R◦L, where S1 is the monoid obtained from S by
adding an identity if necessary. A semigroup S is said to be inverse if for each element
s ∈ S, there exists a unique inverse s−1 ∈ S such that ss−1s = s and s−1ss−1 = s−1.
If S is a finite inverse semigroup, then D = J . For a in a semigroup S, denote by
Ha (respectively, La, Ra, Da, Ja) the H (respectively, L, R, D, J )-class of a. For any
s, t ∈ S, define Ds ≤ Dt if and only if s ∈ S1tS1.
Let S be an inverse semigroup with the set E(S) of idempotents. Suppose that
e1, . . . , ek ∈ D ∩E(S). Choose a1 = e1, . . . , ak ∈ Le1 such that aj R ej for each j. Then
D = Re1 ∪ Ra2 ∪ · · · ∪ Rak . Put HD = He1 and by Green’s Lemma, for each x ∈ D we
have x = aiga
−1
j for unique 1 ≤ i, j ≤ k and g ∈ HD. Using East’s symbol in [7], let
[ei, ej , g]D be the element x. Then x
−1 = [ej , ei, g
−1]D. For more detailed knowledge
about semigroups, the reader is referred to [7, 27].
A semigroup S is said to be cellular if its semigroup algebra R[S] is a cellular algebra.
In [7], East proved the following theorem:
Theorem 2.2 ([7, Theorem 15]). Let S be a finite inverse semigroup with the set E(S)
of idempotents. If S satisfies the following conditions:
(1) For each D-class D, the subgroup HD is cellular with cell datum (ΛD,MD, CD, iD);
(2) The map i : R[S] → R[S] sending [e, f, g]D to [f, e, iD(g)]D is an R-linear anti-
homomorphism.
Then S is a cellular semigroup with cell datum (Λ,M,C, i), where Λ = {(D,λ) | D ∈
S/D, λ ∈ ΛD} with partial order defined by (D,λ) ≤ (D′, λ′) if D < D′ or D =
D′ and λ ≤ λ′, M(D,λ) = {(e, s) | e ∈ E(S) ∩ D, s ∈ MD(λ)} for (D,λ) ∈ Λ, and
C = {C(D,λ)(e,s),(f,t) = [e, f, Cλs,t]D | (D,λ) ∈ Λ; (e, s), (f, t) ∈ M(D,λ)} for (D,λ) ∈ Λ and
(e, s), (f, t) ∈M(D,λ).
By the definition of cellular algebras, we have the following corollary.
Corollary 2.3. Suppose that A is a cellular algebra over R with cell datum (Λ,M,C, i)
and ϕ is an R-linear automorphism of A. Let C
λ
S,T = ϕ(C
λ
S,T ) for any λ ∈ Λ, (S, T ) ∈
M(λ)×M(λ), and i = ϕiϕ−1. Then (Λ,M,C, i) is a cellular datum of A.
Proof. Since {CλS,T | λ ∈ Λ, (S, T ) ∈ M(λ) ×M(λ)} is an R-basis of A and ϕ is an R-
linear automorphism of A, we have the fact that {CλS,T | λ ∈ Λ, (S, T ) ∈M(λ)×M(λ)}
is also an R-basis of A. It follows from the definition of i that i
2
= i and i(C
λ
S,T ) = C
λ
T,S.
For each λ ∈ Λ, S, T ∈M(λ), and each a ∈ A,
aCλS,T ≡
∑
S′∈M(λ)
ra(S
′, S)CλS′,T (mod A(< λ)),
where ra(S
′, S) ∈ R is independent of T and A(< λ) is the R-submodule of A generated
by {CµS′′,T ′′ | µ < λ, S′′, T ′′ ∈ M(µ)}. For each a ∈ A, there exists a b ∈ A such that
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a = ϕ(b). Then
aC
λ
S,T = ϕ(b)ϕ(C
λ
S,T ) = ϕ(bC
λ
S,T ) ≡
∑
S′∈M(λ)
rb(S
′, S)ϕ(CλS′,T ) (mod A(< λ))
≡
∑
S′∈M(λ)
rb(S
′, S)C
λ
S′,T (mod A(< λ)),
where rb(S
′, S) ∈ R is independent of T . Therefore (Λ,M,C, i) is a cellular basis of A,
as required. 
3. Some new results of irreducible Weyl groups
In this section, we recall Barot and Marsh’s work about presentations of irreducible
Weyl groups and then study inner by diagram automorphisms of irreducible Weyl groups.
We refer the reader to [4, 18, 26, 33] for more information about Weyl groups, root sys-
tems, and reflection groups.
3.1. Barot and Marsh’s results. It is well known that finite irreducible crystallo-
graphic reflection groups or irreducible Weyl groups are classified by Dynkin diagrams,
see [26]. Let Γ be a Dynkin diagram and I the set of its vertices. Let WΓ be the finite
irreducible Weyl group determined by Γ. A quiver is called a Γ quiver if its underlying
diagram is Γ. In [2], Barot and Marsh gave presentations of WΓ. Their construction
works as follows. Let Q be a quiver that is mutation equivalent to a Γ quiver. For two
vertices i, j of Q, one defines
mij =


2 i and j are not connected,
3 i and j are connected by an edge with weight 1,
4 i and j are connected by an edge with weight 2,
6 i and j are connected by an edge with weight 3.
(3.1)
Definition 3.1. Let W (Q) be the group with generators si, i ∈ I, subjecting to the
following relations:
(1) s2i = e for all i;
(2) (sisj)
mij = e for all i 6= j;
(3) For any chordless cycle C in Q:
i0
ω1−→ i1 ω2−→ · · · ωd−1−→ id−1 ω0−→ i0,
where either all of the weights are 1, or ω0 = 2, we have:
(si0si1 · · · sid−2sid−1sid−2 · · · si1)2 = e;
where e is the identity element of W (Q).
One of Barot and Marsh’s main results in [2] is stated as follows.
Theorem 3.2 ([2, Theorem A]). The group W (Q) does not depend on the choice of a
quiver in U(Q). In particular, W (Q) ∼= WΓ for each quiver Q mutation equivalent to a
Γ quiver.
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3.2. Inner by diagram automorphisms of irreducible Weyl groups. Let W be
a Coxeter group defined by a set S of generators and relations (1) and (2) of Definition
3.1. The pair (W,S) is called a Coxeter system of W . In what follows, given any two
Coxeter systems (W,S1) and (W,S2), when we say that there exists an automorphism of
W , we mean that there is an automorphism α ∈ Aut(W ) such that α(S1) = S2. If such
an automorphism can always be chosen from Inn(W ), the group of inner automorphisms
of W , then W is called strongly rigid. In case W is strongly rigid, the group Aut(W )
has a very simple structure (see Corollary 3.2 of [6]):
Aut(W ) = Inn(W )×Diag(W ),
where Diag(W ) consists of diagram automorphisms of the unique Coxeter diagram cor-
responding to W .
The following lemma is well known.
Lemma 3.3. Let W be a finite group generated by a finite set S of simple reflections.
Then the set of all reflections in W is {wsw−1 | w ∈W, s ∈ S}.
In [1, Table I], Bannai computed the center Z(W (Φ)) of an irreducible Weyl group
W (Φ). The longest element w0 in W (Φ) is a central element of W (Φ) except for Φ =
An(n ≥ 2), D2k+1(k ≥ 2), E6.
The following important notion was introduced by Franzsen in [15].
Definition 3.4 ([15, Definition 1.36]). An inner by diagram automorphism is an auto-
morphism generated by some inner and diagram automorphisms in Aut(W ). The sub-
group of inner automorphisms is a normal subgroup of Aut(W ), therefore any inner by
diagram automorphism can be written as the product of an inner and a diagram auto-
morphism.
By Proposition 1.44 of [15], we know that all automorphisms of irreducible Weyl
groups that preserve reflections are inner by diagram automorphisms.
The following theorem reveals a connection between inner by diagram automorphisms
of irreducible Weyl groups and quiver mutations.
Theorem 3.5. Let Q be a Γ quiver and W (Q) the corresponding Weyl group generated
by a set S of simple reflections. Then α is an inner by diagram automorphism of W (Q)
if and only if there exists a sequence of mutations preserving the underlying diagram Γ
such that α(S) can be obtained from Q by mutations. In particular, all reflections in
W (Q) can be obtained from Q by mutations.
Proof. By observation, every variable obtained by mutations must be some reflection of
the corresponding Weyl group. The sufficiency follows from the fact that all automor-
phisms of Weyl groups that preserve reflections are inner by diagram automorphisms.
To prove necessity, assume without loss of generality that the vertex set of Q is
{1, 2, . . . , n} and α is an inner by diagram automorphism of W (Q). Note that diagram
automorphisms of any Dynkin diagram keep the underlying Dynkin diagram. Then
relabelling the vertices of Q if necessary, there exists an inner automorphism α of W (Q)
such that α(S) = α(S). It is sufficient to prove that α(S) can be obtained from Q by
mutations and the sequence of mutations preserves the underlying diagram Γ.
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Let g = si1si2 · · · sir ∈W (Q) be a reduced expression for g, where sik ∈ S, 1 ≤ k ≤ r.
We assume that α(S) = gSg−1 = {gsg−1 | s ∈ S}. In the following we use induction to
construct a sequence of mutations preserving the underlying diagram Γ such that gSg−1
is obtained from Q by mutations.
Step 1. We mutate firstly Q at the vertex i1 twice. Then we get a quiver Q1, which
has the same underlying diagram with Q. Moreover, the set S becomes
si1Ssi1 = {si1s1si1 , si1s2si1 , . . . , si1sn−1si1 , si1snsi1}.
We keep vertices of Q1 having the same label as vertices of Q.
Step 2. We then mutate Qt−1, t = 2, 3, · · · , r at the vertex it twice. Note that the
variable corresponding to the vertex it of Qt−1 is si1 . . . sit−1sitsit−1 . . . si1 . Then we get
a quiver Qt, which has the same underlying diagram with Q,Q1, . . . , Qt−1. Moreover,
the set si1 . . . sit−1Ssit−1 . . . si1 of generators in Qt−1 becomes
si1 · · · sit−1sitsit−1 · · · si1(si1 · · · sit−1Ssit−1 · · · si1)si1 · · · sit−1sitsit−1 · · · si1
= si1 · · · sit−1sitSsitsit−1 · · · si1 .
We keep vertices of Qt having the same label as vertices of Qt−1.
Step 3. We repeat Step 2 until we get the quiver Qr.
By induction, it is not difficult to show that the set of generators in Qr is
si1si2 · · · sirSsir · · · si2si1 = gSg−1 = α(S).
Finally, every reflection in W (Q) is conjugate to a simple reflection by Lemma 3.3.
So we assume that every reflection is of the form gsig
−1, where g = si1si2 · · · sik is a
reduced expression for g in W (Q). By the same arguments as before, we mutate the
sequence i1, i1, i2, i2, . . . , ik, ik starting from Q, we obtain the reflection gsig
−1. 
Remark 3.6. (1) In types An, Bn(n > 2), D2k+1, E6, E7, and E8, all inner by dia-
gram automorphisms of the corresponding Weyl groups are inner automorphisms.
W (Φ) is strongly rigid for Φ = An(n 6= 5),D2k+1, E6, E7.
(2) If (W,S) is a Coxeter system of W , then for any inner by diagram automorphism
α of W , we have that (W,α(S)) is also a Coxeter system of W .
(3) Suppose that Q is a quiver that is mutation equivalent to a Γ quiver. Let W (Q)
be the corresponding Weyl group with a set S of generators. Then Theorem 3.5
holds for Q.
4. Main results on Boolean reflection monoids
Let Aεn−1 (respectively, B
ε
n, D
ε
n) be the Dynkin diagram with n (respectively, n + 1,
n + 1) vertices, among them the first n − 1 (respectively, n, n) vertices are mutable
vertices and the last vertex ε is a frozen vertex, as is shown in Table 1. The label is left
on an edge only if its weight is greater or equal to 2, otherwise left unlabelled.
In this section, we assume that ∆ is one of Aεn−1, B
ε
n and D
ε
n. A quiver is said to be a
∆ quiver if the underlying diagram of such quiver is ∆. It follows from the connectivity
and finiteness of ∆ that any two ∆ quivers are mutation equivalent. Let U(∆) be the
mutation class of any ∆ quiver.
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4.1. Boolean reflection monoids. In 2010, Everitt and Fountain introduced reflection
monoids, see [10]. The Boolean reflection monoids are a family of reflection monoids
(symmetric inverse semigroups are Boolean reflection monoids of type A).
Let V be a Euclidean space with standard orthonormal basis {v1, v2, . . . , vn} and let
Φ ⊆ V be a root system andW (Φ) the associated Weyl group of type Φ. A partial linear
isomorphism of V is an isomorphism between two subspaces of V . Any partial linear
isomorphism of V can be realized by restricting an isomorphism of V to some subspace.
Let g, h be two isomorphisms of V and Y,Z be two subspaces of V . We denote by gY
the partial isomorphism whose domain is Y and whose range is the restriction of g to
Y . We denote by M(V ) (respectively, GL(V )) the general linear monoid (respectively,
general linear group) on V consisting of partial linear isomorphisms (respectively, linear
isomorphisms) of V . In M(V ), we have gY = hZ if and only if Y = Z and gh
−1 is
in the isotropy group GY = {g ∈ GL(V ) | gv = v for all v ∈ Y }. Moreover, gY hZ =
(gh)Z∩h−1Y and (gY )
−1 = (g−1)gY .
Let us recall the notion “system” in V for a group G ⊆ GL(V ) introduced in [10].
Definition 4.1 ([10, Definition 2.1]). Let V be a real vector space and G ⊆ GL(V ) a
group. A collection S of subspaces of V is called a system in V for G if and only if
(1) V ∈ S,
(2) GS = S, that is, gX ∈ S for any g ∈ G and X ∈ S,
(3) if X,Y ∈ S, then X ∩ Y ∈ S.
For J ⊆ X = {1, 2, . . . , n}, let X(J) = ⊕j∈J Rvj ⊆ V , and B = {X(J) : J ⊆ X}
with X(∅) = 0. Then B is a Boolean system in V for W (Φ), where Φ = An−1, Bn/Cn,
or Dn. For example, the Weyl group W (An−1)-action on the subspaces X(J) ∈ B is
just g(π)X(J) = X(πJ), where π 7→ g(π) induces an isomorphism from the symmetric
group Sn on the set X to W (An−1), πJ = {π(j) | j ∈ J}. Note that B is not a system
for any of the exceptional W (Φ).
Definition 4.2 ([10, Definition 2.2]). Let G ⊆ GL(V ) be a group and S a system in V
for G. The monoid of partial linear isomorphisms given by G and S is the submonoid
of M(V ) defined by
M(G,S) := {gX : g ∈ G, X ∈ S}.
If G is a reflection group, then M(G,S) is called a reflection monoid.
Let G be the reflection group W (Φ) for Φ = An−1, Bn/Cn, or Dn, and S the Boolean
system in V for G, then M(G,S) is called a Boolean reflection monoid. In general, we
write M(Φ,B) instead of M(W (Φ),B), and call M(Φ,B) the Boolean reflection monoid
of type Φ.
We recall Everitt and Fountain’s presentations in Section 4 of [11]:
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Lemma 4.3. Everitt and Fountain’s presentations of Boolean reflection monoids are as
follows:
M(An−1,B) = 〈s1, s2, . . . , sn−1, sε | (sisj)mij = e for 1 ≤ i, j ≤ n− 1,
s2ε = sε, sisε = sεsi for i 6= 1,
sεs1sεs1 = s1sεs1sε = sεs1sε〉 ,
M(Bn,B) = 〈s0, s1, . . . , sn−1, sε | (sisj)mij = e for 0 ≤ i, j ≤ n− 1,
s2ε = sε, s0s1sεs1 = s1sεs1s0, s0sε = sε,
sisε = sεsi for i 6= 1, s1sεs1sε = sεs1sεs1 = sεs1sε 〉,
M(Dn,B) = 〈s0, s1, . . . , sn−1, sε | (sisj)mij = e for 0 ≤ i, j ≤ n− 1,
s2ε = sε, sisε = sεsi for i > 1, sεs1sεs1 = s1sεs1sε = sεs1sε,
s0sεs0 = s1sεs1, s0s2s1sεs1s2 = s2s1sεs1s2s0〉 ,
where mij is defined in (3.1).
In [10], Everitt and Fountain proved that the Boolean reflection monoid M(An−1,B)
(respectively, M(Bn,B), M(Dn,B)) is isomorphic to the symmetric inverse semigroup
In (respectively, the monoid I±n of partial signed permutations, the monoid I
e
±n of
partial even signed permutations).
4.2. Mutation classes of ∆ quivers. By a result of Fomin and Zelevinsky [20], the
mutation class of a Dynkin quiver is finite. Let U(Ak+1) be the mutation class of Dynkin
quivers of type Ak+1. We use a description of U(Ak+1) given in [5]:
(1) Each quiver has k + 1 vertices.
(2) All nontrivial cycles are oriented and of length 3.
(3) A vertex has at most four incident arrows.
(4) If a vertex has four incident arrows, then two of them belong to one oriented
3-cycle and the other belong to another oriented 3-cycle.
(5) If a vertex has three incident arrows, then two of them belong to one oriented
3-cycle and the third arrow does not belong to any oriented 3-cycles.
Let φ(Aεk) be the class of quivers which satisfy the above conditions (1)–(5) and
(6) The frozen vertex ε has at most two incident arrows and if it has two incident
arrows, then ε belongs to one oriented 3-cycle.
Let UA (respectively, UAε) be the union of all U(Ak) (respectively, φ(Aεk)) for all k.
For a quiver Q ∈ UA or Q ∈ UAε , a vertex v in Q is called a connecting vertex if v has at
most 2 neighbours and, moreover, if v has 2 neighbours, then v is a vertex in a 3-cycle
in Q.
Let φ(Bεn) be the class of quivers which belong to one of the following two types (here
a is a connecting vertex for Q′ ∈ UAε):
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0 a
ε
Q′2
b
0 a
ε
Q′2
2
Figure 2. φ(Bεn)
As a generalization of mutation class of Dynkin quivers of type Dn in [39], let φ(D
ε
n)
be the class of quivers which belong to one of the following four types:
Type I: Q has two vertices a and b which have a neighbour and both a and b have
an arrow to or from the same vertex c, and Q′ = Q\{a, b} is in φ(Aεn−2), and c is a
connecting vertex for Q′, see Figure 3.
a
b c
ε
Q′
Figure 3. Type I
Type II: Q has a full subquiver with four vertices which looks like the quiver drawn
in the left hand side of Figure 4 and Q\{a, b, c → d} = Q′ ∪Q′′ is disconnected with two
components Q′ ∈ φ(Aεk) for some integer k and Q′′ ∈ U(Aℓ) for some integer ℓ and for
which c and d are connecting vertices, see the right hand side of Figure 4.
a
d
b
c
a
d εc
b
Q′′
Q′
Figure 4. Type II
Type III:Q has a full subquiver which is an oriented 4-cycle drawn in the left hand side
of Figure 5 and Q\{a, b} = Q′∪Q′′ is disconnected with two components Q′ ∈ φ(Aεk) for
some integer k and Q′′ ∈ U(Aℓ) for some integer ℓ and for which c and d are connecting
vertices, see the right hand side of Figure 5.
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a
d
b
c
a
d c
ε
b
Q′′
Q′
Figure 5. Type III
Type IV: Q has a full subquiver which is an oriented d-cycle, where d ≥ 3. We will
call this the central cycle. For each arrow α : a→ b in the central cycle, there may (and
may not) be a vertex cα which is not on the central cycle, such that there is an oriented
3-cycle traversing a → b → cα → a. Moreover, this 3-cycle is a full subquiver. Such a
3-cycle will be called a spike. There are no more arrows starting or ending in vertices
on the central cycle.
Now Q\{vertices in the central cycle and their incident arrows} = Q′ ∪Q′′ ∪Q′′′ ∪ . . .
is a disconnected union of quivers, one for each spike, which Q′ ∈ φ(Aεk) for some integer
k and the others are all in UA and for which the corresponding vertex c is a connecting
vertex, see Figure 6.
Q′′
Q′′′
Q′ c′
i1
i2
i3 i4
i5
i6
id−1id
ε
c′′
c′′′
Figure 6. Type IV
Let U(∆) be the mutation class of any ∆ quiver.
Lemma 4.4. The set U(∆) consists of these diagrams described as before.
Proof. The mutation class U(∆) is contained in the mutation class of the corresponding
Dynkin quiver obtained by viewing the frozen vertex as a mutable vertex.
The mutation classes of Dynkin quivers of types An, Bn, and Dn were given in [2, 5,
20, 39]. In particualr, Dynkin quivers of type Dn are also obtained by using Schiffler’s
geometric model of cluster categories of type Dn in [36].
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By Lemma 3.2 of [39], we deduce that these quivers in φ(Aεk) (respectively, φ(B
ε
n),
φ(Dεn)) belong to the corresponding mutation class U(∆) of ∆ quivers. It is not difficult
to show that the set φ(Aεk) (respectively, φ(B
ε
n)) keeps invariant under the mutations.
By using the similar argument as Theorem 3.1 of [39], we show that the φ(Dεn) also keeps
invariant under the mutations. 
4.3. Inverse monoids determined by quivers. Let I ∪ {ε} be the set of vertices of
a quiver Q with a frozen vertex ε. For any i, j ∈ I and ε, define
mij =


2 if i and j are not connected,
3 if i and j are connected by an edge of weight 1,
4 if i and j are connected by an edge of weight 2,
6 if i and j are connected by an edge of weight 3.
mεj =


2 if ε and j are not connected,
3 if ε and j are connected by an edge of weight 1,
1 if ε and j are connected by an edge of weight 2.
mjε =


2 if ε and j are not connected,
4 if ε and j are connected by an edge of weight 1,
2 if ε and j are connected by an edge of weight 2.
Setting, in addition, mii = 1 for any i ∈ I ∪ {ε}. Then (mij)i,j∈I is a Coxeter matrix.
In order to define an inverse monoid M(Q) associated to Q, we introduce some nota-
tions. Let (i1, i2, . . . , ε) denote the shortest path from i1 to ε in Q. We denote by e and
P (si1 , sε) the identity element and the element si1 . . . sε in M(Q) respectively. Denote
by (aba . . .)m an alternating product of m terms.
Definition 4.5. For any quiver Q ∈ U(∆), we define an inverse monoid M(Q) with
generators si, i ∈ I ∪ {ε} and relations:
(R1) s2i = e for i ∈ I, s2ε = sε;
(R2) (sisj)
mij = e for i, j ∈ I and (sεsjsε · · · )mεj = (sjsεsj · · · )mjε = (sεsjsε · · · )mεj+1
for any j ∈ I;
(R3) (i) For every chordless oriented cycle C in Q:
i0
w1−→ i1 w2−→ · · · → id−1 w0−→ i0,
where ij ∈ I for j = 0, 1, . . . , d−1, either all of the weights are 1, or w0 = 2,
we have:
(si0si1 · · · sid−2sid−1sid−2 · · · si1)2 = e.
(ii) For every chordless oriented cycle C in Q:
ε −→ i1 −→ · · · → id−1 −→ ε,
where ij ∈ I for j = 1, . . . , d− 1, we have:
sεsi1 · · · sid−2sid−1sid−2 · · · si1 = si1 · · · sid−2sid−1sid−2 · · · si1sε.
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(iii) For every chordless oriented cycle C in Q:
ε
w1−→ i1 2−→ i2 w2−→ ε,
where i1, i2 ∈ I, if w1 = 1 and w2 = 2, we have sεsi1si2si1 = si1si2si1sε; if
w1 = 2 and w2 = 1, we have si1si2sεsi2 = si2sεsi2si1 .
(R4) (i) Without loss of generality, let (0, 1, . . . , d, ε) be the shortest path from 0 to
ε in Q ∈ U(Bεn), we have
P (s0, sε) = P (s1, sε), P (sε, s0) = P (sε, s1).
(ii) For any Q ∈ U(Dεn) drawn in Figures 3–5, we have
P (sa, sε)P (sε, sa) = P (sb, sε)P (sε, sb).
For any Q ∈ U(Dεn) drawn in Figure 6, we have
si1P (sc′ , sε)P (sε, sc′)si1 = si2 · · · sidP (sc′ , sε)P (sε, sc′)sid · · · si2 .
Remark 4.6. (1) In (R2), if mjε = 2 then mεj = 2. In this case the equation
(sεsjsε . . .)mεj = (sjsεsj . . .)mjε = (sεsjsε . . .)mεj+1 is simplified as sεsj = sjsε.
(2) For relation (R3) (ii), though in this paper we only use the case d = 3, 4, the
defined relation for arbitrary d is still meaningful, we will study it in future work.
Now we are ready for our main results in this section.
Theorem 4.7. Let ∆ ∈ {Aεn−1, Bεn,Dεn} and Q0 be a ∆ quiver. If Q ∼mut Q0 then
M(Q) ∼=M(Q0).
We will prove Theorem 4.7 in Section 7. Up to the above isomorphism, we denote by
M(∆) the inverse monoid associated to any quiver appearing in U(∆).
The following example is given to explain Theorem 4.7.
Example 4.8. We start with a Aε3 quiver Q0 which is shown in Figure 7 (a). Let
Q1 = µ2(Q0) be the quiver obtained from Q0 by a mutation at vertex 2.
(a)
1◦ // 2◦ // ε• µ2−→ (b) 1◦   2◦oo ε•oo
Figure 7. (a) A Aε3 quiver Q0; (b) The quiver Q1 = µ2(Q).
It follows from Definition 4.5 that
M(Q0) =
〈
s1, s2, sε | s21 = s22 = e, s2ε = sε, s1s2s1 = s2s1s2, s1sε = sεs1,
s2sεs2sε = sεs2sεs2 = sεs2sε〉 ,
M(Q1) =
〈
t1, t2, tε | t21 = t22 = e, t2ε = tε, t1t2t1 = t2t1t2, t1tεt1tε = tεt1tεt1 = tεt1tε,
t2tεt2tε = tεt2tεt2 = tεt2tε, tεt2t1t2 = t2t1t2tε〉 .
Then an inverse monoid isomorphism ϕ :M(Q0)→M(Q1) is given by
ϕ(si) =
{
t2tit2 if i = 1,
ti otherwise.
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When we say that we mutate a sequence (n, n− 1, · · · , 2, 1) of vertices of a quiver we
mean that we first mutate the n-th vertex of the quiver, then we mutate the (n − 1)-
th vertex, and so on until the first vertex. The following theorem shows that Everitt
and Fountain’s presentations of Boolean reflection monoids can be obtained from any ∆
quiver by mutations.
Theorem 4.9. Let Φ = An−1, Bn or Dn. Then M(Φ,B) ∼=M(Φε).
Proof. In view of Theorem 4.7, we only need to prove that there exists a quiver Q ∈ U(∆)
such that M(Q) =M(Φ,B).
We mutate the sequence (n−1, n−2, · · · , 2, 1) of vertices of the following Aεn−1 quiver
◦
1
// ◦
2
// ◦
3
//❴❴❴ ◦
n−1
// •
ε
,
we obtain the quiver Q1:
•
ε
// ◦
1
// ◦
2
//❴❴❴ ◦
n−2
// ◦
n−1
.
Then by Definition 4.5
M(Q1) =
〈
s1, s2, . . . , sn−1, sε | (sisj)mij = e for 1 ≤ i, j ≤ n− 1, s2ε = sε,
sisε = sεsi for i 6= 1, sεs1sεs1 = s1sεs1sε = sεs1sε〉 ,
where mij =


1 if i = j,
3 if |i− j| = 1,
2 otherwise.
By Lemma 4.3, we deduce that M(Q1) =M(An−1,B).
After the sequence (n− 1, n − 2, · · · , 1, 0) of mutations, the Bεn quiver
◦
0
2 // ◦
1
// ◦
2
//❴❴❴ ◦
n−1
// •
ε
becomes the following quiver (denoted by Q2)
ε•
2
☎☎
☎☎
☎☎
☎☎
☎
◦
0 2
// ◦
1
\\✿✿✿✿✿✿✿✿✿
// ◦
2
//❴❴❴ ◦
n−2
// ◦
n−1
.
Then by Definition 4.5
M(Q2) = 〈s0, s1, . . . , sn−1, sε | (sisj)mij = e for 0 ≤ i, j ≤ n− 1,
s2ε = sε, s0s1sεs1 = s1sεs1s0, s0sε = sεs0 = sε,
sisε = sεsi for i 6= 1, s1sεs1sε = sεs1sεs1 = sεs1sε 〉,
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where mij =


1 if i = j,
2 if i and j are not connected,
3 if i and j are connected by an edge with weight 1,
4 if i and j are connected by an edge with weight 2.
By Lemma 4.3,
we have M(Q2) =M(Bn,B).
After the sequence (n− 1, n− 2, · · · , 2, 0) of mutations, the Dεn quiver
0◦ // 2◦ // 3◦ //❴❴❴ n−1◦ // ε•
◦
1
OO
becomes the following quiver (denoted by Q3)
0◦
✾
✾✾
✾✾
✾✾
✾
ε•
BB✆✆✆✆✆✆✆✆ 2◦
✆✆
✆✆
✆✆
✆✆
✆
// 3◦ //❴❴❴ n−2◦ // n−1◦
◦
1
\\✾✾✾✾✾✾✾✾✾
.
Then by Definition 4.5
M(Q3) =
〈
s0, s1, . . . , sn−1, sε | (sisj)mij = e for 0 ≤ i, j ≤ n− 1, s2ε = sε,
sisε = sεsi for i > 1, sεsjsεsj = sjsεsjsε = sεsjsε for j = 0, 1,
s0sεs0 = s1sεs1, s0s2s1sεs1s2 = s2s1sεs1s2s0〉 ,
where
mij =


1 if i = j,
2 if i and j are not connected,
3 if i and j are connected by an edge with weight 1.
We claim that M(Q3) = M(Dn,B), which follows from Lemma 6.1 (3) and Lemma
4.3. 
For any quiver Q ∈ U(∆), by Theorem 4.7 and Theorem 4.9, M(Q) gives a presen-
tation of the corresponding Boolean reflection monoid. In particular, our presentations
recover the presentation of the symmetric inverse semigroup In defined in [9, 32].
4.4. Inner by diagram automorphisms of Boolean reflection monoids. We first
consider inner automorphisms of the Boolean reflection monoid M(Φ,B).
An automorphism α of M(Φ,B) is called an inner automorphism if there exists a
uniquely determined element g ∈ W (Φ) of the Weyl group W (Φ) such that α(t) =
gtg−1 for all t ∈ M(Φ,B). Let Aut(G) (respectively, Inn(G)) be the automorphism
QUIVER MUTATIONS AND BOOLEAN REFLECTION MONOIDS 17
(respectively, inner automorphism) group of G and Z(G) be the center of G for any
semigroup G.
It was showed in [30,38] that Aut(M(An−1,B)) = Inn(M(An−1,B)). In other words,
Aut(M(An−1,B)) ∼=W (An−1)/Z(W (An−1)) for n ≥ 3 and Aut(M(A1,B)) ∼=W (A1).
As a generalization of the above result, we have the following theorem.
Theorem 4.10. Inn(M(Φ,B)) ∼= W (Φ)/Z(W (Φ)) for Φ = An−1(≥ 3), Bn(n ≥ 2),
Dn(n ≥ 4).
Proof. Let α ∈ Inn(M(Φ,B)). Since W (Φ) ⊆ M(Φ,B) is the unique unit group of
M(Φ,B), we have the fact that α|W (Φ) is an inner automorphism of W (Φ).
We will prove the parts of Φ = Bn(n ≥ 2), Dn(≥ 4). Let Φε be one of Bεn and
Dεn shown in Table 1. Suppose that Λ = {s0, s1, . . . , sn−1, sε} is a set of generators of
M(Φ,B). For any element g ∈W (Φ), we claim that the set
gΛg−1 = {gs0g−1, gs1g−1, . . . , gsn−1g−1, gsεg−1}
is still a set of generators of M(Φ,B). Obviously, (gsig−1)2 = e, (gsεg−1)2 = gsεg−1,
and gΛg−1 satisfies (R2)–(R4) in Definition 4.5.
Finally, we show that g1sεg
−1
1 = g2sεg
−1
2 for any g1, g2 ∈ Z(W (Φ)). It suffices to prove
that sε = w0sεw
−1
0 , where w0 is the longest element in W (Φ) and w0 is an involution.
By Section 1.2 of [15], we have w0 = wnwn−1 · · ·w1, where wi = si−1 · · · s1s0s1 · · · si−1
for i ≥ 1 in type Φ = Bn, and wi = si−1 · · · s3s2s1s0s2s3 · · · si−1 for i ≥ 3 and w1 = s0,
w2 = s1 in type Φ = Dn. Then by (R1), (R2), and (R4) of Definition 4.5,
w0sεw
−1
0 = wnwn−1 · · ·w1sεw1 · · ·wn−1wn = wnsεwn
=
{
sn−1 · · · s1(s0s1 · · · sn−1sεsn−1 · · · s1s0)s1 · · · sn−1 = sε in type Bn,
sn−1 · · · s3s2s1(s0s2s3 · · · sn−1sεsn−1 · · · s3s2s0)s1s2s3 · · · sn−1 = sε in type Dn.
The theorem is proved. 
Let ∆ be one of Aεn−1, B
ε
n, and D
ε
n shown in Table 1. Let Q be a ∆ quiver. Let I∪{ε}
be the set of vertices of Q and Q′ = µk(Q) the quiver obtained by a mutation of Q at a
mutable vertex k. Following Barot and Marsh’s work [2], one can define variables ti for
i ∈ I, and tε in M(Q′) as follows:
ti =
{
sksisk if there is an arrow i→ k in Q (possibly weighted),
si otherwise,
tε =
{
sksεsk if there is an arrow ε→ k in Q (possibly weighted),
sε otherwise.
(4.1)
From Lemma 3.3 and Equation (4.1), it follows that new elements ti, i ∈ I, appearing
in the procedure of mutations of quivers, must be some reflections in Weyl groups.
We introduce the definition of inner by diagram automorphisms of M(Φ,B).
Definition 4.11. An inner by diagram automorphism of M(Φ,B) is an automorphism
generated by some inner automorphisms and diagram automorphisms in Aut(M(Φ,B)).
18 BING DUAN, JIAN-RONG LI, AND YAN-FENG LUO
For simplicity, let W (Q\{ε}) be the unit group of M(Q). In the following theorem,
we show that inner by diagram automorphisms of M(Φ,B) can be constructed by a
sequence of mutations preserving the same underlying diagrams.
Theorem 4.12. Let Q be a ∆ quiver and M(Q) the corresponding Boolean reflection
monoid with a set S of generators. Then α is an inner by diagram automorphism
of M(Q) if and only if there exists a sequence of mutations preserving the underlying
diagram ∆ such that α(S) can be obtained from Q by mutations. In particular, all
reflections in W (Q\{ε}) and gsεg−1 for g ∈ W (Q\{ε}) can be obtained from Q by
mutations.
Proof. Suppose that S = {s1, s2, . . . , sn−1, sε} for ∆ = Aεn−1 or S = {s0, s1, . . . , sn−1, sε}
for ∆ = Bεn, D
ε
n.
All automorphisms of M(An−1,B) are inner, see Theorem 4.10. A sequence µ of
mutations preserving the underlying diagram of Q induces to an inner automorphism of
M(An−1,B).
The remainder proof of the sufficiency is to prove types Bn and Dn. Since all au-
tomorphisms of irreducible Weyl groups that preserve reflections are inner by diagram
automorphisms, we assume without loss of generality that M(µ(Q)) is generated by
{t0, t1, . . . , tn−1, tε}, where ti = gsig−1 for 0 ≤ i ≤ n − 1, g ∈ W (Bn) or W (Dn). We
claim that tε = gsεg
−1. If tε = gsεg
−1, then {t0, t1, . . . , tn−1, tε} is a set of generators of
M(µ(Q)) and µ(Q) preserves the underlying diagram ∆.
On the one hand, since tεti = titε for 0 ≤ i ≤ n − 2, we have tε ∈ Z(W (Bn−1))
or Z(W (Dn−1)), where {tεt0, tεt1, . . . , tεtn−2} is a set of generators of W (Bn−1) or
W (Dn−1). On the other hand, the variable tε must be of the form g
′sεg
′−1 for some
g′ ∈ W (Bn) or W (Dn)). So tε is not the longest element w0 in W (Bn−1) or W (Dn−1)
and hence tε must be the unique identity element in W (Bn−1) or W (Dn−1). Therefore
by the uniqueness tε = gsεg
−1.
Conversely, for each inner automorphism α of M(Q), by Theorem 4.10, there exists
an element g ∈ W (Q\{ε}) such that α(t) = gtg−1 for all t ∈ M(Q). The remainder
proof of the necessity is similar to the proof of the necessity of Theorem 3.5.
Each reflection inW (Q\{ε}) is of the form gsig−1, where g = si1si2 · · · sik ∈W (Q\{ε})
is a reduced expression for g. By the same arguments as Theorem 3.5, we mutate the
sequence i1, i1, i2, i2, . . . , ik, ik starting from Q, we obtain gsig
−1 and gsεg
−1. 
4.5. Cellularity of semigroup algebras of Boolean reflection monoids. In this
section, we show that semigroup algebras of Boolean reflection monoids are cellular
algebras. We use the presentations we obtained to interpret cellular bases of such cellular
algebras.
Let R be a commutative ring with identity. Recall that a semigroup S is said to be
cellular if its semigroup algebra R[S] is a cellular algebra.
Proposition 4.13. The Boolean reflection monoid M(Φ,B) for Φ = An−1, Bn, or Dn
is a cellular semigroup.
Proof. All maximal subgroups of the Boolean reflection monoidM(Φ,B) are finite reflec-
tion groups. It has been shown in [22] that any finite reflection group W (Φ) is cellular
with respect to which the anti-involution is inversion. Therefore, for each D-class D of
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M(Φ,B), the subgroup HD ⊆ M(Φ,B) is cellular with cell datum (ΛD,MD, CD, iD),
where iD : HD → HD is given by iD(g) = g−1 for any g ∈ HD, which satisfies East’s
first assumption, see Theorem 15 in [7] or Theorem 2.2.
We define a map
i : R[M(Φ,B)]→ R[M(Φ,B)]∑
j
rjgj 7→
∑
j
rjg
−1
j ,
where rj ∈ R, gj ∈ M(Φ,B). The map i is an R-linear anti-homomorphism and
i([e, f, g]D) = [e, f, g]
−1
D = [f, e, g
−1]D = [f, e, iD(g)]D for any g ∈ HD, e D f inM(Φ,B).
From Theorem 19 in [7] or Theorem 2.2, it follows that the Boolean reflection monoid
M(Φ,B) is a cellular semigroup, as required. 
Remark 4.14. A finite inverse semigroup whose maximal subgroups are direct prod-
ucts of symmetric groups has been considered by East, see Theorem 22 of [7]. Maximal
subgroups of M(An−1,B) are isomorphic to symmetric groups. Maximal subgroups of
M(Bn,B) (respectively, M(Dn,B)) are isomorphic to finite reflection groups of type Br
(respectively, finite reflection groups of type Dr), where r ≤ n.
Let ∆ be one of Aεn−1, B
ε
n, and D
ε
n shown in Table 1. For two quivers with the same
underlying diagrams appearing in U(∆), we construct inner by diagram automorphisms
of Boolean reflection monoids, see Theorem 4.12, and then we extend it to an R-linear
automorphism of semigroup algebras of Boolean reflection monoids. Applying Corollary
2.3, we interpret cellular bases of semigroup algebras of Boolean reflection monoids in
terms of the presentations and inner by diagram automorphisms we obtained.
4.6. An example. In this section, we denote by In the symmetric inverse semigroup
on [n] = {1, 2, . . . , n}. Let w be a partial permutation on a set A ⊆ [n] and denote
the image of i ∈ A under the map w by wi and the image of i 6∈ A under the map
w by wi = ∅. Then w is denoted by
(
1 2 · · · n− 1 n
w1 w2 · · · wn−1 wn
)
, see [31]. A partial
permutation w is called an element of rank i if the number of non-empty entries wj for
1 ≤ j ≤ n is i.
Example 4.15. Let Q0 be the quiver in Example 4.8 and by the results of preceding
sections, M(Q0) ∼= I3 a Boolean reflection monoid. We have M(Q0)/D = {D0 < D1 <
D2 < D3}, where each Di is the set of all elements of M(Q0) of rank i, and idempotents
in each Di are all partial identity permutations of rank i.
Let A be a subset of {1, 2, 3}. As shown in Example 23 of [7], the H-class containing
the idempotent idA is the subgroup {x ∈ I3 | im(x) = dom(x) = A} ∼= S|A|. It is well
known that the group algebra R[Sn] has cellular bases with respect to which the anti-
involution is inversion. Indeed the Khazdan-Luzstig bases and the Murphy basis both
have this property (see, Example (1.2) of [23], Example (2.2) of [34] or Section 4 of
[35]).
Let s1 =
(
1 2 3
2 1 3
)
, s2 =
(
1 2 3
1 3 2
)
, and sε =
(
1 2 3
1 2 ∅
)
. By mutating the quiver
Q0, we obtain the following isomorphic quivers (Theorems 4.10 and 4.12).
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(a)
s1◦ // s2◦ // sε•
(b)
s1◦ // s1s2s1◦ // sε•
(c)
s2s1s2◦ // s2◦ // s2sεs2•
(d)
s2◦ // s1s2s1◦ // s1s2sεs2s1•
(e)
s2s1s2◦ // s1◦ // s2sεs2•
(f)
s2◦ // s1◦ // s1s2sεs2s1•
From Theorem 4.7 and Theorem 4.9, it follows that the inverse monoids associated
to quivers (a)–(f) are isomorphic to the symmetric inverse semigroup I3 respectively.
The presentation of I3 determined by the quiver (a) admits an initial cellular bases by
Theorem 19 of [7] or Theorem 2.2. By using these presentations corresponding to quivers
(a)–(f), we construct an R-linear automorphism of R[I3] and then applying Corollary
2.3, we give an alternative interpretation of cellular bases of R[I3].
5. Mutations of quivers of finite type
Throughout this section, let as before ∆ be one of Aεn−1, B
ε
n, and D
ε
n in Table 1. We
consider the way of mutations of ∆ quivers and the oriented cycles appearing in them,
refer to [2, 20]. We first recall:
Proposition 5.1 ([20, Proposition 9.7]). Let Q be a quiver of finite type. Then a
chordless cycle in the underlying diagram of Q is always cyclically oriented in Q. In
addition, the chordless cycle must be one of those shown in Figure 8.
2
2
2
2
Figure 8. The chordless cycles in Q.
We extend Corollary 2.3 in [2] to the case of ∆ quivers.
Lemma 5.2. Let Q be a ∆ quiver and k a mutable vertex of Q. Suppose that k has
two neighbouring vertices. Then the effect of the mutation of Q at k on the induced
subdiagram must be as in Figure 9 (starting on one side or the other), up to switching
the two neighbouring vertices.
Proof. This follows from Proposition 5.1 and Corollary 2.3 in [2] by restricting quivers
to Dynkin quivers of types An, Bn+1, and Dn+1 with a frozen vertex ε. 
QUIVER MUTATIONS AND BOOLEAN REFLECTION MONOIDS 21
(a) k◦
◦
i
BB✆✆✆✆✆✆✆✆✆ ◦
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Figure 9. Local pictures of mutations of Q.
In a diagram, a vertex is said to be connected to another if there is an edge between
them. Let Q be a quiver that is mutation equivalent to a Dynkin quiver. In Lemma
2.4 of [2], Barot and Marsh described the way that vertices in Q can be connected to a
chordless cycle: A vertex is connected to at most two vertices of a chordless cycle, and
if it is connected to two vertices, then the two vertices must be adjacent in the cycle.
The following lemma is a generalization of Barot and Marsh’s results [2, Lemma 2.5].
Lemma 5.3. Let Q be a ∆ quiver and Q′ = µk(Q) the mutation of Q at vertex k. We
list various types of induced subquivers in Q (on the left) and corresponding cycles C ′ in
Q′ (on the right) arising from the mutation of Q at k. The diagrams are drawn so that
C ′ is always a clockwise cycle in Figures 10 and 11. Then every chordless cycle in Q′
arises in such a way.
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Proof. Let C ′ be a chordless cycle in Q′. We will divide C ′ into two classes, depending
on whether or not it contains the frozen vertex ε.
(1) If C ′ does not contain the frozen vertex ε, then C ′ is one of (a)–(g), which follows
from Proposition 5.1 and Lemma 2.5 in [2].
(2) If C ′ contains the frozen vertex ε, then C ′ must be a cycle of length 3 or 4.
Otherwise, C ′ is a cycle of length at least 5. By Proposition 5.1, all edges of C ′ have
trivial weights and C ′ is mutation equivalent to the following subquiver
•
◦ // ◦ // ◦ // ◦ // · · ·
.
If ε has two incident arrows, then by Proposition 5.1, either both of them have trival
weight or one of them has weigh 2 and the other has weight 1. This is because if ε has two
incident arrows with weight 2, then C ′ is mutation equivalent to ◦ // ◦ 2 // • . 
(a) The vertex k does not connect to an oriented chordless cycle C in Q. Then C is
the corresponding cycle in Q′.
(b) The vertex k connects to one vertex of an oriented chordless cycle C in Q (via
an edge of unspecified weight). Then C is the corresponding cycle in Q′.
(c) The vertex k is one vertex of an oriented d-cycle without ε, d ≥ 4, in Q. Then
the local picture of µk(Q) becomes a 3-cycle and a (d− 1)-cycle, and they share
a common arrow, but the orientations of two cycles are opposite, or vice versa.
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Figure 10. Induced subquivers and the corresponding chordless cycles,
part 1.
6. Cycle relations and path relations
In this section, we find an efficient subset of the relations to define Boolean reflec-
tion monoids, which generalizes Barot and Marsh’s results, Lemmas 4.1, 4.2, 4.4 and
Proposition 4.6 in [2].
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Figure 11. Induced subquivers and the corresponding chordless cycles,
part 2.
Let ∆ be one of Aεn−1, B
ε
n, and D
ε
n in Table 1. Suppose that Q is any quiver that
is mutation equivalent to a ∆ quiver. The following lemma gives an efficient subset of
relations (R3) and (R4) in Definition 4.5.
Lemma 6.1. Let M(Q) be an inverse monoid with generators subject to relations (R1)
and (R2) in Definition 4.5.
(1) If Q contains a chordless cycle C ′3, see Figure 12, then the following statements
are equivalent:
(a) sεs1s2s1 = s1s2s1sε;
(b) s1s2sεs2 = s2sεs2s1.
Furthermore, if one of the above holds, then the following statements are equiv-
alent:
(c) sεs1sε = sεs1sεs1 = s1sεs1sε;
(d) sεs2sε = sεs2sεs2 = s2sεs2sε.
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(2) If Q contains a chordless cycle C ′′3 , see Figure 12, then s1s2sεs2 = s2sεs2s1.
(3) If Q contains a chordless cycle C ′4, see Figure 12, then the following statement
holds:
(a) sεs1s2s3s2s1 = s1s2s3s2s1sε;
(b) s1s2s3sεs3s2 = s2s3sεs3s2s1.
Furthermore, if one of the above holds, then the following statements are equiv-
alent:
(c) sεs1sε = sεs1sεs1 = s1sεs1sε;
(d) sεs3sε = sεs3sεs3 = s3sεs3sε.
(4) If Q contains a subquiver C ′d, see Figure 6, then the following statements are
equivalent:
(a) si1P (sc′ , sε)P (sε, sc′)si1 = si2 · · · sidP (sc′ , sε)P (sε, sc′)sid · · · si2 ;
(b) sia−1 · · · si1P (sc′ , sε)P (sε, sc′)si1 · · · sia−1 = sia · · · sidP (sc′ , sε)P (sε, sc′)sid · · ·
sia for any a = 3, · · · , d.
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ε
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Figure 12. A chordless 3-cycle C ′3, a chordless 3-cycle C
′′
3 , and a chord-
less 4-cycle C ′4. (see Lemma 6.1)
Proof. For (1), the equivalence of (a) and (b) follows from:
s1s2sεs2 = s2(s1s2s1sε)s2, s2sεs2s1 = s2(sεs1s2s1)s2,
using (R2). Suppose that (a) and (b) hold. Then by (R1), (R2), (a), and (b), the
equivalence of (c) and (d) follows from:
s1s2s1(sεs1sε)s1s2s1 = sεs1s2s1s1s1s2s1sε = sεs2sε,
s1s2s1(sεs1sεs1)s1s2s1 = sε(s1s2sεs2)s1 = sεs2sεs2,
s1s2s1(s1sεs1sε)s1s2s1 = s1(s2sεs2s1)sε = s2sεs2sε.
For (3), the equivalence of (a) and (b) follows from:
s1s2s3sεs3s2 = s2s3(s1s2s3s2s1sε)s3s2, s2s3sεs3s2s1 = s2s3(sεs1s2s3s2s1)s3s2,
using first s1s2s3s2s1 = s3s2s1s2s3 and then (R1). Suppose that (a) and (b) hold. Using
first s2sε = sεs2 and then (a), we have:
s1s2s3s2s1s2(sεs1sε)s2s1s2s3s2s1 = (s1s2s3s2s1sε)s2s1s2(sεs1s2s3s2s1)
= (sεs1s2s3s2s1)s2s1s2(s1s2s3s2s1sε)
= sεs1s2s3s2s3s2s1sε (by (R2))
= sεs3sε,
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where in the last equation we used that s1 and s3 commute. Using (R1), (R2), (a), and
(b), by a similar argument, we have
s1s2s3s2s1s2(s1sεs1sε)s2s1s2s3s2s1 = s3sεs3sε.
s1s2s3s2s1s2(sεs1sεs1)s2s1s2s3s2s1 = sεs3sεs3.
Therefore (c) and (d) are equivalent.
For (4), using (R1), it is obvious. 
At an end of this section, we show that M(Q) could be defined using only the under-
lying unoriented weighted diagram of Q, by taking relations (R1)–(R4) corresponding to
both Q and Qop as the defining relations. Our result can be viewed as a generalization
of Proposition 4.6 of [2].
Proposition 6.2. Let M(Φ,B) be a Boolean reflection monoid with generators si, i ∈
I ∪ {ε}. Then the generators satisfy (R1)–(R4) with respect to Q if and only if they
satisfy (R1)–(R4) with respect to Qop.
Proof. We assume that generators si, i ∈ I∪{ε} satisfy relations (R1)–(R4) with respect
to Q, and show that these generators satisfy relations (R1)–(R4) with respect to Qop.
The converse follows by replacing Q with Qop. Since (R1) and (R2) do not depend on the
orientation of Q, generators si, i ∈ I ∪{ε} satisfy relation (R1) and (R2) with respect to
Qop. The cases of chordless cycles appearing in quivers of finite type have been proved
in Proposition 4.6 of [2]. The remaining needed to check the cases are C ′3, C
′′
3 , C
′
4 shown
in Figure 12 and C ′d shown in Figure 6.
Case 1. In C ′3, we have
sεs2s1s2 = sεs1s2s1 = s1s2s1sε = s2s1s2sε,
s2s1sεs1 = s1s2(s1s2sεs2)s2s1 = s1s2(s2sεs2s1)s2s1 = s1sεs1s2.
Case 2. In C ′′3 , we have
sεs2s1s2 = s2s1(s1s2sεs2)s1s2 = s2s1(s2sεs2s1)s1s2 = s2s1s2sε.
Case 3. In C ′4, note that s1s2s3s2s1 = s3s2s1s2s3. We have
sεs3s2s1s2s3 = sεs1s2s3s2s1 = s1s2s3s2s1sε = s3s2s1s2s3sε,
s3s2s1sεs1s2 = s2s1s3s2(s1s2s3sεs3s2)s2s3s1s2 = s2s1s3s2(s2s3sεs3s2s1)s2s3s1s2
= s2s1sεs1s2s3.
Case 4. In C ′d, it follows from Lemma 6.1 (4) that (R4) does not depend on the
orientation of chordless cycles in C ′d.
Since every chordless cylce in Qop corresponds to a chordless cycle in Q, the result
holds. 
7. The proof of Theorem 4.7
In this section, we give the proof of Theorem 4.7.
Let ∆ be one of Aεn−1, B
ε
n, and D
ε
n in Table 1. We fix a ∆ quiver Q. Let Q
′ = µk(Q)
be the mutation of Q at vertex k, where k ∈ I. Throughout the section, we use si and
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ri for i ∈ I ∪ {ε} to denote generators of M(Q) and M(Q′) respectively. Similar to [2],
we define elements ti, i ∈ I, and tε in M(Q) as follows:
ti =
{
sksisk if there is an arrow i→ k in Q (possibly weighted),
si otherwise,
tε =
{
sksεsk if there is an arrow ε→ k in Q (possibly weighted),
sε otherwise.
(7.1)
Then t2i = e for i ∈ I and t2ε = tε. In order to prove Theorem 4.7, we need the following
proposition, which we will prove it in Section 7.2.
Proposition 7.1. For each i ∈ I ∪ {ε}, the map
Φ :M(Q′) −→M(Q)
ri 7−→ ti,
is an inverse monoid homomorphism.
7.1. Proof of Theorem 4.7. For each vertex i ∈ I ∪ {ε} of Q define the elements t′i in
M(Q′) as follows:
t′i =
{
rkrirk if there is an arrow k → i in Q′ (possibly weighted),
ri otherwise,
t′ε =
{
rkrεrk if there is an arrow k → ε in Q′ (possibly weighted),
rε otherwise.
We claim that these elements t′i, for each vertex i ∈ I ∪ {ε}, satisfy the relations (R1)–
(R4) defining M(Q). This follows from Proposition 7.1 by interchanging Q and Q′ and
using the fact that the definition of M(Q) is unchanged under reversing the orientation
of all the arrows in Q (see Proposition 6.2). Therefore there is an inverse monoid
homomorphism Θ :M(Q)→M(Q′) such that Θ(si) = t′i for each i.
If there is no arrow i→ k inQ, then there is also no arrow k → i inQ′ and consequently
Θ ◦ Φ(ri) = Θ(si) = ri. If there is an arrow i → k in Q, then there is an arrow k → i
in Q′ and therefore Θ ◦ Φ(ri) = Θ(sksisk) = Θ(sk)Θ(si)Θ(sk) = rk(rkrirk)rk = ri. So
Θ ◦Φ = idM(Q′), and, similarly, Φ ◦Θ = idM(Q), and hence Θ and Φ are isomorphisms.
7.2. The proof of Proposition 7.1. We will prove Proposition 7.1 by showing that
the elements ti, i ∈ I ∪ {ε} satisfy the (R1)–(R4) relations in M(Q′). We denote by
m′ij the value of mij for Q
′. (R1) is obvious. In the sequel, the proof that the elements
ti, i ∈ I ∪ {ε}, satisfy (R2) in M(Q′) follows from Lemma 7.2 and the rest of proof is
completed case by case.
Lemma 7.2. The elements ti, for i a vertex of Q, satisfy the following relations.
(1) If i = k or j = k and i, j 6= ε, then (titj)m′ij = e.
(2) If at most one of i, j is connected to k in Q and i, j 6= ε, then (titj)m
′
ij = e.
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(3) Let i be in I. Then

titε = tεti if ε, i are not connected in Q
′,
tεtitε = tεtitεti = titεtitε if ε, i are connected by an edge with weight 1 in Q
′,
tε = titε = tεti if ε, i are connected by an edge with weight 2 in Q
′.
Proof. In Lemma 5.1 of [2], Barot and Marsh proved the parts (1) and (2). We only
need to prove the part (3).
Suppose without loss of generality that i = k. The only nontrivial case is when there
is an arrow ε→ k = i with a weight q in Q. If q = 1, then
tεtktεtk = (sksεsk)sk(sksεsk)sk =
{
sksεsksε = sεsksεsk = sk(sksεsk)sk(sksεsk) = tktεtktε,
sεsksε = sksεsksεsk = (sksεsk)sk(sksεsk) = tεtktε.
If q = 2, note that sεsk = sksε = sε, then
tktε = sk(sksεsk) = sεsk = sksε = sε = tεtk = tε.
Suppose that i 6= k. We divide this proof into three cases.
Case 1. There are no arrows from i, ε to k, then ti = si, tε = sε hold (3).
Case 2. There are arrows from one of i, ε to k and there are no arrows from the other
of i, ε to k in Q, then we assume that there are arrows from ε to k and there are no arrows
from i to k in Q. If ε, i are not connected in Q, then titε = si(sksεsk) = (sksεsk)si = tεti.
If ε, i are connected by an edge with weight 1 in Q, then
tεtitε = (sksεsk)si(sksεsk) = sksεsisεsk =
{
sksεsisεsksi = (sksεsk)si(sksεsk)si = tεtitεti,
sisksεsisεsk = si(sksεsk)si(sksεsk) = titεtitε.
That ε, i are connected by an edge with weight 2 and there are no arrows from i to k in
Q is impossible.
Case 3. There are arrows from i, ε to k. The possibilities for the subquivers induced
by i, ε, and k are enumerated in (a’)–(g’) of Figure 9. We show that ti and tε satisfy (3)
by checking each case. Within each case, subcase (i) is when the subquiver of Q is the
diagram on the left, and subcase (ii) is when the subquiver of Q is the diagram on the
right.
(a′)(i) We have titε = (sksisk)(sksεsk) = sksisεsk = sksεsisk = (sksεsk)(sksisk) =
tεti.
(a′)(ii) We have titε = sisε = sεsi = tεti.
(b′) (i) We have
tεtitε = sε(sksisk)sε = sεsisksisε = si(sεsksε)si,
=
{
sisεsksεsksi = sεsisksisεsisksi = sε(sksisk)sε(sksisk) = tεtitεti,
sisksεsksεsi = sisksisεsisksisε = (sksisk)sε(sksisk)sε = titεtitε.
(b′) (ii) We have titε = si(sksεsk) = sk(sksisksε)sk = sk(sεsksisk)sk = (sksεsk)si =
tεti.
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(c′) (i) We have
tεtitε = (sksεsk)si(sksεsk) = sksεsisksisεsk = sksisεsksεsisk,
=
{
sksisεsksεsksisk = sksεsisksisεsksi = (sksεsk)si(sksεsk)si = tεtitεti,
sksisksεsksεsisk = sisksεsisksisεsk = si(sksεsk)si(sksεsk) = titεtitε.
(c′) (ii) We have titε = (sksisk)sε = sisksisε = sεsisksi = sεsksisk = tεti.
(d′) (i) We have
titε = (sksisk)(sksεsk) = sksisεsk = sksεsisk = (sksεsk)(sksisk) = tεti.
(d′)(ii) We have titε = sisε = sεsi = tεti.
(e′)(i) Note that sisksε = sksε and sεsksi = sεsk. We have
titε = (sksisk)sε = sk(sksε) = sε = tε,
tεti = sε(sksisk) = (sεsk)sk = sε = tε.
(e′)(ii) We have
titε = si(sksεsk) = sisk(sεsksisk)sksi = sisk(sksisksε)sksi = sksεsksi = tεti.
(f ′)(i) Note that sisksε = sksε and sεsksi = sεsk. We have
titε = si(sksεsk) = sksεsk = tε, tεti = (sksεsk)si = sksεsk = tε.
(f ′)(ii) We have titε = (sksisk)sε = sk(sisksεsk)sk = sk(sksεsksi)sk = sεsksisk = tεti.
(g′)(i) Note that sksε = sεsk = sε. We have
tεtitε = (sksεsk)si(sksεsk) = sεsisε =
{
sisεsisε = titεtitε,
sεsisεsi = tεtitεti.
(g′)(ii) Note that sksε = sεsk = sε. We have
tεtitε = sε(sksisk)sε =
{
sεsisεsk = sεsisεsisk = sε(sksisk)sε(sksisk) = tεtitεti,
sksεsisε = sksisεsisε = (sksisk)sε(sksisk)sε = titεtitε.

The possibilities for chordless cycles in U(∆) are enumerated in Lemma 5.3. For (R3),
(a) is trivial and (b) follows from the commutative property of tk and ti, where i is not
incident to k. Barot and Marsh proved in [2] that (R3) (i) holds for (a)–(g). It is enough
to show that (R3) (ii) and (R3) (iii) hold by checking (a′)–(l′). In each case, we need to
check that the corresponding cycle relations hold. In the sequel, we frequently use (R1)
and (R2) without comment.
(a′) We have tεtktitk = sεsk(sksisk)sk = sεsi = sisε = sk(sksisk)sksε = tktitktε.
(b′) We have tεtitkti = (sksεsk)sisksi = sksεsisk = sksisεsk = sisksi(sksεsk) =
titktitε.
(c′) We have tεtktitk = sεsk(sksisk)sk = sεsi = sisε = sk(sksisk)sksε = tktitktε.
(d′) We have titktεtk = sisk(sksεsk)sk = sisε = sεsi = sk(sksεsk)sksi = tktεtkti.
(e′) Note that sksε = sεsk = sε and sksisεsi = sisεsisk. We have
tεtitkti = (sksεsk)sisksi = sεsisksi = sisksisε = sisksi(sksεsk) = titktitε.
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(f ′) Note that sksε = sεsk = sε and sεsisksi = sisksisε. We have
tktitεti = sk(sksisk)sε(sksisk) = sisεsisk = sksisεsi = (sksisk)sε(sksisk)sk = titεtitk.
(g′) Note that sksi = sisk and sεsisjsi = sisjsisε.We have
tεtitjtktjti = (sksεsk)sisjsksjsi = sksεsisksjsksjsi = sk(sεsisjsi)sk
= sk(sisjsisε)sk = sisjsksjsi(sksεsk) = titjtktjtitε.
(h′) Note that sjsε = sεsj and sεsisjsksjsi = sisjsksjsisε. We have
tεtktjtk = sεsk(sksjsk)sk = sεsj = sjsε = sk(sksjsk)sksε = tktjtktε,
tεtitjti = sεsi(sksjsk)si = sεsisjsksjsi = sisjsksjsisε = si(sksjsk)sisε = titjtitε.
(i′) Note that sksi = sisk and sεsjsisj = sjsisjsε. We have
tεtktjtitjtk = sεsk(sksjsk)si(sksjsk)sk = sεsjsksisksj = sεsjsisj = sjsisjsε
= sk(sksjsk)si(sksjsk)sksε = tktjtitjtktε.
(j′) Note that sjsε = sεsj and sεsksjsisjsk = sksjsisjsksε. We have
tεtjtktj = (sksεsk)sjsksj = sksεsjsk = sksjsεsk = sjsksj(sksεsk) = tjtktjtε,
tεtjtitj = (sksεsk)sjsisj = sjsisjsksεsk = tjtitjtε.
(k′) Note that sεsjsisj = sjsisjsε. We have tεtjtktitktj = sεsjsk(sksisk)sksj =
sεsjsisj = sjsisjsε = sjsk(sksisk)sksjsε = tjtktitktjtε.
(l′) Note that sisj = sjsi, sεsk = sksε, and sεsjsksisksj = sjsksisksjsε. We have
titktjtk = sisk(sksjsk)sk = sisj = sjsi = sk(sksjsk)sksi = tktjtkti,
tεtjtitj = sε(sksjsk)si(sksjsk) = sk(sεsjsksisksj)sk = sk(sjsksisksjsε)sk
= (sksjsk)si(sksjsk)sε = tjtitjtε.
In order to prove the relation (R4), we need the following lemma.
Lemma 7.3. Let Q ∈ U(Aεℓ) for some ℓ ≥ 1 and c be a fixed vertex in Q. Let k be a
mutable vertex. Suppose that (c, . . . , ε) (respectively, (c′ = c, . . . , ε′ = ε)) is the shortest
path from c (respectively, c′) to ε (respectively, ε′) in Q (respectively, µk(Q)). Then
P (tc′ , tε′) = P (sc, sε) or P (sc, sε)sk or skP (sc, sε) or skP (sc, sε)sk.
and
P (tε′ , tc′) = P (sε, sc) or skP (sε, sc) or P (sε, sc)sk or skP (sε, sc)sk.
In particular, P (tc′ , tε′)P (tε′ , tc′) = P (sc, sε)P (sε, sc) or skP (sc, sε)P (sε, sc)sk.
Proof. Case 1. The vertex k does not connect to any vertex in {c, . . . , ε}. Then the
shortest path relations keep unchanged.
Case 2. The vertex k connects to a vertex i ∈ {c, . . . , ε}. Either P (tc′ , tε′) = P (sc, sε)
or by the commutative property of sk and sj, where j goes over all vertices which are
not incident to k, P (tc′ , tε′) = skP (sc, sε)sk.
Case 3. The vertex k connects to two vertices i, j ∈ {c, . . . , ε}. By Proposition 5.1 and
the definition of φ(Aεk) in Section 4.2, either vertices i and j are adjacent or k ∈ {c, . . . , ε}
and vertices i and j are neighbours of k. In the first case, P (tc′ , tε′) = P (sc, sε)sk or
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skP (sc, sε). In the later case, either the shortest path relation keeps unchanged or
P (tc′ , tε′) = P (sc, sε)sk or skP (sc, sε) or skP (sc, sε)sk.
Case 4. By the definition of φ(Aεℓ) in Section 4.2, the vertex k is impossible to connect
to three or more vertices in {c, . . . , ε}.
We reverse the order of P (tc′ , tε′), we get P (tε′ , tc′). 
In type Bεn, without loss of generality, we assume that (0, 1, . . . , d, ε) is the shortest
path from 0 to ε in Q, where the weight between vertex 0 and vertex 1 is 2. Without loss
of generality, we assume that (0, 1′, . . . , d′, ε) is the shortest path from 0 to ε in µk(Q),
where the weight between vertex 0 and vertex 1′ is 2.
In Figure 2, if k = 0 or k = 1 or k, 0, 1, is an oriented 3-cycle, it is easy to check
that P (t0, tε) = P (t1′ , tε) and P (tε, t0) = P (tε, t1′). Otherwise, by Lemma 7.3 and
the commutative property of sk and s0, we have P (t0, tε) = P (t1′ , tε) and P (tε, t0) =
P (tε, t1′).
In type Dεn, Lemma 7.3 allows us to reduce the proof of (R4) to the proof of the
following cases: For any quiver in Figure 3, we check that k = a, b, c, for any quiver
in Figures 4–5, we check that k = a, b, c, d, and for any quiver in Figure 6, we check
k = i1, i2, . . . , id, c
′, c′′, c′′′, . . ..
In Figures 3–5, if k = a, then either the shortest path relations keep unchanged or
P (ta, tε)P (tε, ta) = saP (sa, sε)P (sε, sa)sa, P (tb, tε)P (tε, tb) = saP (sb, sε)P (sε, sb)sa by
the commutative relation sasb = sbsa, so P (ta, tε)P (tε, ta) = P (tb, tε)P (tε, tb). We prove
that k = b by interchanging a and b. If k = c or k = d, then we prove the following case,
other possibilities are similar:
0◦
ε• // d◦ //❴❴❴ 4◦ // 3◦ // 2◦
BB✆✆✆✆✆✆✆✆
✾
✾✾
✾✾
✾✾
✾✾
◦
1
µ2←→ 0◦
✾
✾✾
✾✾
✾✾
✾
ε• // d◦ //❴❴❴ 4◦ // 3◦
✾
✾✾
✾✾
✾✾
✾✾
BB✆✆✆✆✆✆✆✆ 2◦oo
◦
1
BB✆✆✆✆✆✆✆✆✆
(i) We have
P (t0, tε)P (tε, t0) = t0t3P (t4, tε)P (tε, t4)t3t0 = s0(s2s3s2)P (s4, sε)P (sε, s4)(s2s3s2)s0
= P (s0, sε)P (sε, s0),
P (t1, tε)P (tε, t1) = t1t3P (t4, tε)P (tε, t4)t3t1 = s1(s2s3s2)P (s4, sε)P (sε, s4)(s2s3s2)s1
= P (s1, sε)P (sε, s1).
(ii) We have
P (t0, tε)P (tε, t0) = t0t2P (t3, tε)P (tε, t3)t2t0 = (s2s0s2)s2P (s3, sε)P (sε, s3)s2(s2s0s2)
= s2P (s0, sε)P (sε, s0)s2,
P (t1, tε)P (tε, t1) = t1t2P (t3, tε)P (tε, t3)t2t1 = (s2s1s2)s2P (s3, sε)P (sε, s3)s2(s2s1s2)
= s2P (s1, sε)P (sε, s1)s2.
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Finally, in Figure 6, we prove the following two cases, other possibilities are similar:
2◦ //



OO
3◦
{{
❍
❉
✽
✱
✤
✒
✝
③
✈
ε• //❴❴❴ 0◦ // 1◦
)) ◦
d
oo ◦
d−1
µ1←→ 1◦ //



OO
2◦
{{
❍
❉
✽
✱
✤
✒
✝
③
✈
ε• //❴❴❴ 0◦
)) ◦
d
oo ◦
d−1
(i) We have t3 · · · tdP (t0, tε)P (tε, t0)td · · · t3 = s3 · · · sds1P (s0, sε)P (sε, s0)s1sd · · · s3,
and t2t1P (t0, tε)P (tε, t0)t1t2 = s1s2s1P (s0, sε)P (sε, s0)s1s2s1 = s2s1P (s0, sε)P (sε, s0)
s1s2.
(ii) We have tdt1P (t0, tε)P (tε, t0)t1td = s1sdP (s0, sε)P (sε, s0)sds1 and
td−1 · · · t1P (t0, tε)P (tε, t0)t1 · · · td−1 = sd−1 · · · s1P (s0, sε)P (sε, s0)s1 · · · sd−1
= sd−1 · · · s2s1s2P (s0, sε)P (sε, s0)s2s1s2 · · · sd−1
= s1(sd−1 · · · s2s1P (s0, sε)P (sε, s0)s1s2 · · · sd−1)s1.
1◦ //



OO
2◦ //❴❴❴ k−1◦
ε• //❴❴❴ 0◦
))
k◦

◦
d
oo ◦
d−1
◦
k+1
vvoo❴ ❴ ❴
µk←→ 1◦ //



OO
2◦ //❴❴❴ k−1◦

ε• //❴❴❴ 0◦
))
k◦
hh
◦
d
oo ◦
d−1
◦
k+1
KK
oo❴ ❴ ❴
(i) We have t1P (t0, tε)P (tε, t0)t1 = s1P (s0, sε)P (sε, s0)s1 and
t2 · · · tk−1tk+1 · · · tdP (t0, tε)P (tε, t0)td · · · tk+1tk−1 · · · t2
= s2 · · · (sksk−1sk)sk+1 · · · sdP (s0, sε)P (sε, s0)sd · · · sk+1(sksk−1sk) · · · s2
= s2 · · · (sk−1sksk−1)sk+1 · · · sdP (s0, sε)P (sε, s0)sd · · · sk+1(sk−1sksk−1) · · · s2
= s2 · · · sk−1sksk+1 · · · sdP (s0, sε)P (sε, s0)sd · · · sk+1sksk−1 · · · s2.
(ii) We have t1P (t0, tε)P (tε, t0)t1 = s1P (s0, sε)P (sε, s0)s1 and
t2 · · · tk−1tktk+1 · · · tdP (t0, tε)P (tε, t0)td · · · tk+1tktk−1 · · · t2
= s2 · · · sk−1sk(sksk+1sk) · · · sdP (s0, sε)P (sε, s0)sd · · · (sksk+1sk)sksk−1 · · · s2
= s2 · · · sk−1sk+1sk · · · sdP (s0, sε)P (sε, s0)sd · · · sksk+1sk−1 · · · s2
= s2 · · · sk−1sk+1 · · · sdP (s0, sε)P (sε, s0)sd · · · sk+1sk−1 · · · s2.
Proposition 7.1 is proved.
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