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Iterative graph computation is a key component in many real-world appli-
cations, as the graph data model naturally captures complex relationships be-
tween entities. The big data era has seen the rise of several new challenges to
this classic computation model. In this dissertation we describe three projects
that address different aspects of these challenges.
First, because of the increasing volume of data, it is increasingly important
to scale iterative graph computation to large graphs. We observe that an impor-
tant class of graph applications performing little computation per vertex scales
poorly when running on multiple cores. These computationally light applica-
tions are limited by memory access rates, and cannot fully utilize the benefits
of multiple cores. We propose a new block-oriented computation model which
creates two levels of iterative computation. On each processor, a small block
of highly connected vertices is iterated locally, while the blocks are updated it-
eratively at the global level. We show that block-oriented execution reduces
the communication-to-computation ratio and significantly improves the perfor-
mance of various graph applications.
Second, because of the increasing velocity of data generation, iterative com-
putation over graph streams is an increasingly important problem. Extracting
insights from such graph data streams is difficult because most graph mining
algorithms are designed for static graph structures. Existing systems are based
on either a snapshot model or a sliding window model. Both of the models embody
a binary view of an edge’s role: they either forget old edges beyond a fixed pe-
riod abruptly, or fail to emphasize recent data sufficiently. We propose a novel
probabilistic edge decay model that samples edges according to a probability that
decreases over time. We exploit the overlap between samples to reduce memory
consumption and accelerate the analytic procedure. We design and implement
the end-to-end system on top of Spark.
Third, because of the increasing variety of data, people often perform the
same iterative computation over a parametric family of graphs. These graphs
have the same structure but associate different weights to the same vertices and
edges. We focus on the parametric PageRank problem, usually known as per-
sonalized PageRank. This method has been widely used to find vertices in a
graph that are most relevant to a query or user. However, edge-weighted per-
sonalized PageRank has been an open problem for over a decade. We describe
the first fast algorithm for edge-weighted personalized PageRank on general
graphs. With a reduced model built in the preprocessing stage, we can solve
problems in a much smaller reduced space producing good approximate results.
This opens opportunities to many applications that were previously infeasible,
such as interactive learning-to-rank based on user’s feedback.
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CHAPTER 1
INTRODUCTION
Graphs are versatile tools used to express complex relations, such as friend-
ships in social networks or hyperlinks in the web. Graphs have also been
adopted in a variety of other domains, such as recommendation systems, bioin-
formatics, physical simulations, and computer vision.
Computations on graph data are usually iterative, i.e. they update the graph
data repeatedly until a fixed point is reached. Classic examples of iterative
graph computation include PageRank, shortest path and coordinate descent.
This is because many problems are very difficult or even impossible to solve ef-
ficiently with a direct method. For example, exact inference on Markov Random
Fields is NP-complete, and so an iterative method called belief propagation is
the de facto standard algorithm to obtain an approximate result. Iterative meth-
ods are also widely used in large-scale PDEs because direct methods may be too
computationally expensive, depending on the graph structure.
The emergence of big data poses new challenges to iterative graph compu-
tation, in spite of the fact that iterative graph computation has been used and
studied for decades. In this dissertation, we discussed these challenges from
three different aspects of big data: volume, velocity and variety.
1.1 Volume
As more and more graph data is being collected and stored, applications are re-
quired to analyze graphs of unprecedented size. Examples of large scale graph
computation include 3D model construction over Internet-scale collections of
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images [33], social influence analysis on microblogs [21], and anomaly detec-
tion over the web and social networks [61]. Graphs with billions of edges are
common [104, 61], and graphs with trillions of edges have already been used in
industry applications [2]. Because of this explosion in graph size, parallelism is
usually exploited. For example, Crandall et al. reported the use of a 200-core
Hadoop cluster to solve structure-from-motion to help build 3D models from
large unstructured collections of images [33].
However, iterative graph computations are also communication intensive,
as updates to data associated with vertices and edges depend on data from
their neighbors, and the processors assigned to different parts of the graph must
communicate after each iteration. Such interprocessor communication is accom-
plished either through a global memory bus in the single-node multicore envi-
ronment, or through networks in the distributed environment. The benefits of
parallel computation are limited when each vertex or edge update is inexpen-
sive, as processors are usually waiting for data rather than computing on data.
We discuss the challenge posed by the volume of graph data in Chapter 2,
with a focus on the multicore environment. In particular, we observe that in-
terprocessor communication becomes a major overhead for a class of computa-
tionally light applications which perform little computation per vertex or edge.
Many important applications, including PageRank, connected components, and
coordinate descent, belong to this class. We propose a novel block-oriented compu-
tation model to reduce the communication-to-computation ratio, and thus signif-
icantly improve overall performance. The graph is first partitioned into highly
connected blocks in the preprocessing stage. At execution time, the engine con-
siders the block as a scheduling unit, rather than the individual vertex. This
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scheduling strategy improves locality by iterating inside the block. Moreover,
different schedulers can be used inside a block and across the blocks, which
reduces the overall scheduling overhead.
1.2 Velocity
Graph data is not only increasing in volume, but it is being generated at in-
creasing rates. With ubiquitous mobile devices, interactions between entities
are recorded continuously. Such interactions include message activities between
users from social networking sites, browsing and click activities between users
and items from electronic commerce companies, and phone calls between peo-
ple from telecommunication service providers.
There is growing interest in analyzing these graph data streams: enterprises
are extracting time-sensitive insights from the data for better recommendations
and decision making [67]; and researchers are studying these time-evolving
graphs to better understand temporal behaviors of individual nodes [93]. How-
ever, analyzing graph data streams is a challenging task, as the majority of graph
mining algorithms are designed for static graphs.
We discuss the challenge posed by the velocity of graph data in Chapter 3,
focusing on how to analyze graph data streams with existing static graph al-
gorithms. Existing models are based on a binary view of an edge’s role in the
analysis: an edge is either included for analysis or not. We demonstrate that this
simplistic view cannot simultaneously satisfy two important properties, recency
and continuity, required by temporal graph analysis. We show how to break
this binary view via a novel probabilistic edge decay model. All edges have
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a chance to be considered, while new edges are more likely to be considered.
We discuss how to exploit the overlap between sample graphs to significantly
accelerate the analysis procedure. We have incorporated these ideas in TIDE,
an end-to-end system that handles graph ingestion and query answering. We
describe the design and implementation of TIDE in Chapter 3.
1.3 Variety
Increasingly, graph data sets contain not only the graph topology, but also rich
metadata and semantic information associated with vertices and edges. Con-
sider a social networking site: besides the relationships between users, it also
collects all the data created and curated by each individual user, such as posts,
chat histories with different users, and behaviors related to different types of
articles.
Vertex and edge attributes play a crucial role in applications of graph anal-
ysis. PageRank, an approach to ranking vertices in a graph, has been extended
by researchers to use vertex and edge information to produce rankings most rel-
evant to a user or query almost since its introduction [39]. The PageRank model
is based on a random walk over a graph, and personalized PageRank methods
bias this random walk based on the data associated with vertices and edges.
For example, in a graph extracted from an object database with type annota-
tions on edges, we may transition through some types of edges more often than
other types of edges. However, with this level of personalization, it is difficult to
compute PageRank vectors interactively. As a result, existing systems provide
only a very limited space of personalization based on offline computations.
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In Chapter 4, we discuss the challenge posed by personalizing PageRank re-
sults using a wide variety of vertex and edge data. Our method is based on a
novel model reduction strategy. The PageRank problem is a large linear system
which cannot be solved quickly online, as the dimension of the linear system is
equal to the number of vertices in graph. However, with a reduced model of
much lower dimension constructed offline, we only need to solve a linear sys-
tem in the reduced space rather than in the original space. This allows iterative
personalized PageRank computation that would benefit a variety of applica-
tions.
1.4 Dissertation Outline
Chapter 2 describes the block execution model to support fast iterative graph
computation on multicore machines. Chapter 3 presents TIDE, a distributed
system for analyzing dynamic graphs based on a novel probabilistic edge de-
cay model. Chapter 4 describes how to compute edge-weighted personalized
PageRank interactively via model reduction. We present related work for each
project in its respective chapter. Chapter 5 concludes.
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CHAPTER 2
FAST ITERATIVE GRAPH COMPUTATION WITH BLOCK UPDATES
Scaling iterative graph processing applications to large graphs is an impor-
tant problem. Performance is critical, as data scientists need to execute graph
programs many times with varying parameters. The need for a high-level, high-
performance programming model has inspired much research on graph pro-
gramming frameworks.
In this chapter, we show that the important class of computationally light
graph applications – applications that perform little computation per vertex –
has severe scalability problems across multiple cores as these applications hit
an early “memory wall” that limits their speedup. We propose a novel block-
oriented computation model, in which computation is iterated locally over
blocks of highly connected nodes, significantly improving the amount of com-
putation per cache miss. Following this model, we describe the design and im-
plementation of a block-aware graph processing runtime that keeps the famil-
iar vertex-centric programming paradigm while reaping the benefits of block-
oriented execution. Our experiments show that block-oriented execution signif-
icantly improves the performance of our framework for several graph applica-
tions.
2.1 Introduction
Graphs express complex data dependencies among entities, so large graphs are
a key modeling component for many applications, such as structure from mo-
tion [33], community detection [89], physical simulations [97], and link analy-
6
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Figure 2.1: Memory Wall for Lightweight Computation
sis [23]. Graph processing usually exploits parallelism, since it is both compute-
and memory-intensive. Recently several graph computation frameworks have
been introduced with the express goal of helping domain experts develop graph
applications quickly [77, 75, 76, 62, 42, 110]. These frameworks present to their
users a “think-as-a-vertex” programming model in which each vertex updates
its own data based on the data of neighboring vertices. The programming
model is coupled with an iterative execution model, which applies the vertex
update logic repeatedly until the computation converges. These frameworks
have been used successfully in many graph processing applications [77, 75, 62].
Different graph applications perform different amounts of computation per
vertex. Computationally light applications, such as PageRank, perform tens of
floating point operations (flops) per vertex, whereas computationally heavy ap-
plications such as Belief Propagation, may perform orders of magnitude more
work per vertex. This significantly affects performance: A computationally
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heavy application can fully utilize several cores, while computationally light
applications are limited by memory access rates.
We illustrate this phenomenon by running GRACE, our highly-optimized
graph processing engine [110], on a Xeon machine with two sockets with four
cores each. The processing threads are evenly distributed across sockets, and
there are no bottlenecks due to locking or critical sections [110]. Figure 2.1 shows
how computational load, measured in flops per vertex, impacts throughput,
measured in vertex updates per second. For computationally heavy applica-
tions, adding threads significantly improves throughput. But for computation-
ally light applications, there is negligible improvement in throughput beyond
four threads. This is because GRACE has reached the memory bandwidth of the
processor; the time spent retrieving vertex and edge data from memory exceeds
the time spent computing on the data. Adding more cores only exacerbates this
problem.
In this chapter, we propose a novel block-oriented computation model that
significantly improves the throughput of computationally light graph appli-
cations. Inspired by the block-oriented computation model for matrices and
grids from the HPC community [16], we use standard methods to partition the
graph into blocks of highly connected vertices [15, 63, 101, 42]. Then, instead
of scheduling individual vertices, we schedule blocks of related vertices. This
new model opens up two opportunities. First, we can update a block repeat-
edly to improve locality while accelerating convergence. Repeatedly updating
one vertex does not improve convergence, as the neighboring vertices always
provide the same data, and thus the computation always produces the same
result. But in repeatedly updating a block of connected vertices, each step can
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make additional progress. Second, we can use a different scheduler inside a
block than the one we use across blocks. For example, we may schedule nodes
within blocks in a round-robin fashion, but schedule blocks based on which
block contains the node with the worst residual error. Since updating a block
is more expensive than updating one vertex, we can afford the overhead of a
relatively more expensive scheduler to choose blocks. We show that different
scheduling algorithms (of different cost) significantly affect the convergence of
graph computations, and thus the overall performance.
We have added support for block-level computation to GRACE through a
new block-aware runtime. This runtime has a novel block-level concurrency
control protocol based on snapshot isolation; our approach effectively mini-
mizes concurrency overhead. The runtime supports separate scheduling poli-
cies for blocks and for nodes within blocks, allowing users to trade off schedul-
ing cost against speed of convergence.
In the next section, we introduce the vertex-centric programming abstrac-
tion for iterative graph processing and demonstrate the scalability problems
associated with poor locality in the corresponding vertex-oriented computa-
tion model. In Section 2.3 we introduce our block-oriented computation model,
which has better locality. In Section 2.4, we turn to our block-aware execution
engine, and describe in detail the scheduling mechanisms that allow us to main-
tain fast convergence with low scheduling overhead. We present experimen-
tal results in Section 2.5 to demonstrate how our block-oriented computation
model can improve update throughput and convergence rates for real-world
graph processing applications. We survey related work in Section 2.6.
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2.2 Block vs. Vertex-at-a-Time
Most parallel graph processing frameworks present to their users a vertex-
centric programming abstraction: application logic is written as a local update
function to be run at individual vertices. This function is “local” in the sense
that it is executed on a single vertex, and updates the vertex data as a function
of data at neighboring edges and vertices. In this model, vertices communicate
only with their neighbors, either by sending messages or by remote data ac-
cess. Thus, vertex updates can proceed in parallel, with low-level details of the
parallelism handled transparently by the framework.
To be more concrete, suppose we are given a directed graph G(V, E). Users
can define arbitrary attributes on vertices and edges to represent application
data. To simplify the discussion, we assume vertex values can be modified, but
edge values are read-only. This assumption does not limit expressiveness, since
we can store the writable data for edge (u, v) in vertex u. We denote the data on
vertex v by S v, extending this notation to sets of vertices as well. Similarly, we
denote the data on edge (u, v) by S (u,v). The update function for a vertex v de-
pends only on data on its incoming edges NE(v), and on the vertices NV(v) that
connect to v through NE(v). The function VertexUpdate that maps the current
state S oldv of vertex v to its new state S newv has the following signature:
S newv = VertexUpdate(S
old
v , S NV(v), S NE(v)).
During execution, the runtime schedules individual vertex updates. To achieve
scalability, existing frameworks either (1) follow the Bulk Synchronous Parallel
(BSP) model [105], arranging updates into iterations separated by global syn-
chronization barriers, with updates in one iteration depending only on data
10
Algorithm 2.1: Vertex-Oriented Computation Model
1 Initialize the vertex data ;
2 repeat
3 Get a vertex v to be updated from the scheduler ;
4 Update the data of v based on S NV(v) and S NE(v) ;
5 Commit the update to S v ;
6 until No vertex needs to be updated anymore;
written in the previous iteration [77, 62, 120, 102, 110]; or (2) update ver-
tices asynchronously, based on the most recent data from neighboring ver-
tices, with static or dynamic scheduling of the updates to achieve fast conver-
gence [78, 76, 68]. Algorithm 1 summarizes this vertex-oriented computation
model, in which different scheduler implementations can lead to either syn-
chronous or asynchronous execution policies. Whatever scheduler is used, the
resulting execution policy is at the granularity of vertices: the processor accesses
one vertex at a time, loading the data from the vertex and its neighbors into local
cache and triggering the update function VertexUpdate. Note for the BSP model
the commit is not executed immediately but logged, and will be executed at the
synchronization barrier.
The vertex-centric model is a useful programming abstraction, but the cor-
responding vertex-centric update mechanisms result in poor performance for
computationally light graph algorithms, such as PageRank, shortest paths, con-
nected components, and random walks. Such algorithms are communication-
bound: computing a vertex update is cheaper than retrieving the required data
from neighboring vertices. Thus, these algorithms scale poorly with increasing
parallelism. Researchers have proposed ways to reduce the networking over-
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head for computationally light applications in distributed memory environ-
ments [42, 60]; but we have observed poor scaling even in shared-memory envi-
ronments, where main memory bandwidth quickly becomes a bottleneck [110].
On the other hand, researchers in high-performance computing (HPC) have
studied communication bottlenecks for many years in the context of sparse ma-
trix routines and PDE solvers, which make up a special class of iterative graph
processing algorithms [16]. Many of the optimization techniques from this lit-
erature apply to other graph algorithms as well.
Domain Decomposition for Elliptic PDEs. Large, sparse linear systems and
non-linear systems of equations often come from discretized elliptic partial dif-
ferential equations (PDEs). These linear systems are typically solved by iter-
ative methods [16], the most common of which are Krylov subspace methods
with a preconditioning solver to accelerate the rate of convergence. For these
problems, domain decomposition is widely used to construct both precondi-
tioners and stand-alone solvers [99]. Domain decomposition methods partition
the original domain into disjoint or overlapping subdomains, possibly recur-
sively. The subdomain sizes are typically chosen to minimize inter-processor
communication and maintain good cache locality. Each subdomain is updated
in a local computation. Because the subdomain solvers are often expensive,
these methods tend to have good communication-to-computation ratios; conse-
quently, domain decomposition methods are popular in parallel PDE solvers.
Block-oriented Scheduling for Eikonal Equations. The eikonal equation is a
nonlinear hyperbolic PDE that describes continuous shortest paths through a
medium with varying travel speeds. It is used in many applications, ranging
from optics to etch simulation [97]. Various methods with different vertex-
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scheduling mechanisms have been proposed for this problem. Fast-Marching
methods, like Dijkstra’s algorithm for discrete shortest path problems, dynami-
cally schedule nodes so they are processed in increasing order of distance from
the starting set. In contrast, Fast-Sweeping methods update in a fixed order,
and so have lower scheduling overhead and more regular access patterns; but
they require multiple iterations to converge. As with elliptic PDEs, domain de-
composition has been used to parallelize Fast-Sweeping [121]; and recent work
has introduced a domain decomposition approach that uses sweeping on sub-
domains and marching to schedule subdomain solves [25]. It has proven to
be very effective, achieving fast convergence rates by using dynamic schedul-
ing for subdomains while maintaining low scheduling overhead by using static
scheduling at the per-vertex level.
Blocking is a standard idea that has been applied in many settings. Exam-
ples include tile-based Belief Propagation [74], Block Coordinate Descent [20],
and cache-aware graph algorithms [84]. Unfortunately, a general data-centric
framework for graph structured computations, which would save people from
reinventing the wheel, is missing from the literature. In this chapter, we take
the first step toward this goal by proposing a general block-oriented computa-
tion model for graph computations. As we will show below, our block-oriented
computation model still works with a vertex-centric programming abstraction
to achieve easy programming.
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Figure 2.2: Vertex- vs. Block-Oriented Computation
2.3 Block-Oriented Computation
The block-oriented computation model is a natural extension to the vertex-
oriented computation model. Figure 2.2 illustrates the two models: small red,
yellow, and green circles represent vertices to be updated, vertices on which the
update depends, and vertices unrelated to the current update. In the vertex-
oriented computation model, only one vertex and the data on which it depends
are loaded from memory for each update, while in the block-oriented computa-
tion model, all the vertices belonging to the same block are loaded from mem-
ory and updated together. For a cluster of processors, one can first partition
the graph and assign subgraphs to the processors, then further partition the as-
signed subgraphs into blocks. The subgraphs are chosen to minimize the num-
ber of edges between them, so that adjacent vertices are likely to be in the same
block.
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2.3.1 Block Formulation
We initially partition G(V, E) into disjoint blocks B1(V1, E1), B2(V2, E2), · · · ,
Bk(Vk, Ek), where k should be much greater than the expected degree of paral-
lelism. Block Bi contains all the edges that originate in Vi, i.e. Ei = {(u, v) ∈ E|u ∈
Vi}. Vertices Vi are the local vertices of Bi; and edges Ei are its local edges. For a
given block B, we will also use V(B) to denote its set of local vertices and E(B)
to denote its set of local edges. When updating Bi, the local edges are read-only
and the local vertices are read-write. We define the incoming boundary vertices
of Bi as NV(Bi) = {u ∈ V − Vi|(u, v) ∈ E, v ∈ Vi}; and we define the incoming
boundary edges as This part of the state is read-only when updating Bi, and can
be viewed as part of the input to the update procedure for Bi. Block B j is an
incoming neighbor block of Bi if B j contains any incoming boundary vertices of Bi,
i.e. V j ∩ NV(Bi) , ∅
Similarly, we define the outgoing boundary vertices of Bi as OV(Bi) = {v ∈ V −
Vi|(u, v) ∈ E, u ∈ Vi}, and the outgoing boundary edges as OE(Bi) = {(u, v) ∈ E|v ∈
V − Vi, u ∈ Vi}. Block B j is an outgoing neighbor block of Bi if V j ∩ OV(Bi) , ∅
The goal of the partitioning is to minimize the number of edges cut by the
partition, while making the blocks roughly the same size to facilitate load bal-
ance. This is a well-studied problem for which many efficient methods are
known [63, 15, 101, 100].
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Algorithm 2.2: Block-Oriented Computation Model
1 Initialize the graph data ;
2 repeat
3 Get a block B to be updated from scheduler ;
4 Update the data of u based on its boundary data S NV(B) and S NE(B) ;
5 Commit the update to S V(B) ;
6 until No block need to be updated anymore;
2.3.2 Per-Block Update
We organize computations around a block update function; see Algorithm 2. The
block update function has the signature
S newB = BlockUpdate(S
old
B , S NV(B), S NE(B)),
where S NV(B) and S NE(B) denote the data on the boundary vertices and bound-
ary edges of B. A straightforward way to implement this function would be
to let the user directly specify the block-level logic: by analogy to the vertex
programming abstraction, we could have a block-centric programming abstrac-
tion, exposing the block structure, block data, and the dependent boundary
data to the user. However, this block programming abstraction would not fol-
low the “think-as-a-vertex” philosophy that has proven so successful in prac-
tice [77, 42]. The block-centric programming abstraction is more complicated
than the vertex-centric programming abstraction because it introduces an arti-
ficial distinction between local and boundary vertices: a local vertex is modifi-
able and can access its neighbors’ data, while a vertex vertex is read-only and
has no access to its neighbors’ data. Moreover, users are already familiar with
the vertex-centric programming abstraction; many graph applications have al-
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Algorithm 2.3: Cache-Aware Vertex-Oriented Computation Model
1 Initialize the vertex data ;
2 repeat
3 Get a set of vertices V ′ ⊂ V from global scheduler, the vertices in V ′ are
closely connected ;
4 Add the scheduled vertices in V ′ into the local queue Q ;
5 while Local queue Q is not empty do
6 v = Q.pop() ;
7 Update the data of v based on S NV(v) and S NE(v) ;
8 Commit the update to S v ;
9 end
10 until No vertex needs to be updated anymore;
ready been written using it, and it would be inconvenient for users to learn a
new abstraction and migrate their existing applications into it. Thus our goal is
to let users write vertex-centric programs, then run those programs in the block
execution model. To achieve this, our block update function is defined in terms
of a (traditional) vertex update function and an optional inner-block scheduling
policy InnerScheduler:
BlockUpdate = InnerScheduler(VertexUpdate)
The inner-block scheduler iterates over some or all of the vertices inside a block
and applies the user-specified VertexUpdate function to these vertices, possibly
multiple times. For example, a simple inner-block scheduler could update each
vertex in the block exactly once in a fixed order, while a more sophisticated
scheduler could update vertices repeatedly until the block data converged.
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Table 2.1: Benefit of Cache Performance
Scheduler Time (s) # Updates # LLC Misses
Non Cache-Aware 9.52 34,152,807 197,500,000
Cache-Aware 5.15 34,152,807 37,500,000
A key benefit of this block computation model is improved locality of refer-
ence: by loading a block of closely connected vertices into the cache, we in-
crease the cache hit rate and thus reduce the average data access time. We
demonstrated this effect in the GRACE engine [110] using the experimental
setup described in detail in Section 2.5.2. We ran personalized PageRank on the
Google graph using both a vertex-centric scheduler (Algorithm 1) and a cache-
aware scheduler (Algorithm 3). Algorithm 1 uses the default vertex scheduler
in GRACE: it iterates over the vertices in a random order until convergence,
with no regard for graph partitioning. The cache-aware scheduler in Algorithm
3 uses the graph partitioning to improve cache performance. Instead of fetching
one vertex v and updating it, the cache-aware vertex scheduler fetches a set V ′
of closely-connected vertices, then updates each vertex in turn. Since vertices
in V ′ share many neighbors, this method achieves better cache utilization. As
shown in Table 2.1, the cache-aware vertex scheduler reduces the number of
Last-Level-Cache (LLC) misses by about 80% compared to the non-cache-aware
vertex scheduler, and reduces the total run time by nearly 50% with the same
number of updates. We observed this effect in all the social graphs in our exper-
iments.
Computationally light applications, which exhibit high data access to com-
putation ratios, can run even faster by updating each vertex in a block multiple
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Figure 2.3: Running time vs. inner iterations for PageRank.
times before evicting it from the cache. This reduces the data access to compu-
tation ratio, improving end-to-end performance as long as the extra computa-
tions make at least some progress towards convergence. In fact, this idea has
been used for years in large-scale linear system solvers in the high-performance
computing literature [99]. We illustrate this idea again on the Google graph
by showing the overall time for ten steps of the computation of personalized
PageRank. Figure 2.3 shows how block updates improve the data access to
computation ratio. On one thread, each extra sweep over the block increases
the overall time by about 530 ms, while on eight threads, which use much more
memory bandwidth than one thread, each extra sweep takes only about 20 ms.
Thus, for computationally light applications updating data in the cache is cheap.
As the amount of parallelism increases and each thread’s share of the available
memory bandwidth decreases, we should iterate over vertices that are already
in cache multiple times as long as this accelerates convergence.
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2.3.3 Two-Level Scheduling
In addition to its improved cache behavior resulting from data locality, our
block-oriented computation model also enables flexible scheduling of compu-
tation both at the block level and within each block. As discussed in Section 2.2,
dynamic scheduling of vertex updates can improve convergence. However, this
improvement comes at a cost. A vertex-oriented dynamic scheduler usually re-
quires some scheduling metadata on each vertex, such as a scheduling priority
value or a flag indicating whether the vertex is in the scheduling queue. Up-
dating this metadata and querying it to make scheduling decisions can be ex-
pensive relative to a simple static scheduler that stores no scheduling metadata.
For example, a prioritized scheduler maintains priority values for all the ver-
tices and selects the highest priority vertex to be processed next. A common
implementation uses a heap-based priority queue, and requires Ω(log |V |) time
to update the vertex priority and to pop the highest priority vertex from the
queue.
As a result, even if a dynamic scheduler performs fewer vertex updates
than a static scheduler, the dynamic scheduler might yield worse overall perfor-
mance due to the extra scheduling overhead. For example, the Fast-Marching
method can be outperformed by the simpler Fast-Sweeping method on prob-
lems with constant characteristic directions, because the dynamic scheduling
overhead of the Fast-Marching method outweighs its benefit of triggering fewer
vertex update functions [25].
For the block-oriented computation model, however, scheduling decisions
can be made at the block level instead of the vertex level. This greatly reduces
the overhead of dynamic scheduling, since the scheduling metadata only needs
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to be maintained per-block. Making scheduling decisions at the block level can
be less accurate than making them at the vertex level, and thus result in more
vertex updates before convergence, but for computationally light applications
this is unlikely to be a problem, since the number of vertex updates alone does
not determine the overall performance.
In addition to the block-level scheduler, which chooses the order in which
blocks are updated to achieve fast global convergence, we may benefit from
an inner-block scheduler that chooses the order in which vertices are updated
within the scheduled block. Although high overheads make vertex-level dy-
namic inner-block schedulers unattractive for computationally light applica-
tions, some applications still benefit from various static inner-block schedulers.
For example, alternating sweeping ordering within the block can improve the
convergence of the fast sweeping method and the Bellman-Ford algorithm
[66, 25].
In principle, any vertex scheduling strategy could be used in the inner-block
scheduler. In practice, we prefer low-overhead strategies such as static schedul-
ing and FIFO scheduling to keep the total scheduling overhead small.
2.4 Block-aware Execution Engine
We now present the design and implementation of a block-aware execution en-
gine that follows the block-oriented computation model of Section 2.3. Our en-
gine builds upon GRACE [110], a scalable parallel graph processing engine. In
GRACE, users specify the application logic through a vertex update function
as described in Section 2.2. Computation on the graph in GRACE proceeds in
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iterations, and a subset of all vertices are processed during an iteration. The
selection of the subset of the vertices and their order of processing within an
iteration depends on a scheduling policy that GRACE also enables the user to
define. Thus GRACE cleanly separates the application logic (defined through
the vertex update function) from the computation strategy (defined through the
scheduling policy).
Adapting GRACE to block-oriented computation in a shared-memory par-
allel environment poses several challenges. First, we want to isolate users from
any low-level details of concurrency control inside the engine; users should sim-
ply write their application logic through the vertex update function, and the
engine should handle all low-level details associated with parallelism. Second,
we now have the opportunity to define two different scheduling policies, one
at the level of blocks and another at the level of vertices within a block. In the
remainder of this section we describe how we addressed these two issues in our
execution engine.
2.4.1 Concurrency Control
As described in Section 2.3, we partition the input graph into blocks. We use the
popular METIS [63] package for this. We split the iteration-based BSP model
of GRACE into two levels, which we call outer iterations and inner iterations.
In each outer iteration we process a subset of the blocks; and in each of these
blocks we perform one or more inner iterations to execute the vertex update
procedure on a subset (or the whole set) of the vertices of the block. In an outer
iteration, each thread repeatedly chooses a block of the graph, reads it from
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shared memory into its local cache, and then performs inner iterations before
fetching the next block. The blocks are chosen without replacement, so a block
can be processed at most once per outer iteration. Since blocks are generated
from highly connected vertices, when the update procedure of a vertex needs
to access its neighbor vertices, they are likely to be in the same block and hence
already resident in the local cache, so for these vertices the threads can directly
read their values without generating cache faults.
However, some of the neighbor vertices will be boundary vertices residing
in other blocks (see Section 2.3.1). Thus simultaneous application of vertex up-
date procedures inside different blocks can access the same vertex data, causing
read/write conflicts. This is similar to the read/write conflicts in the vertex-
oriented computation model when neighboring vertices are updated simulta-
neously, and synchronization is required to avoid such conflicts. This synchro-
nization is usually done at the vertex level. However, for computationally light
applications, such fine-grained synchronization introduces overhead compara-
ble to the computation logic itself, significantly degrading performance.
For the block-oriented computation model, we can synchronize at the gran-
ularity of blocks instead of vertices. One naive approach would be to refrain
from scheduling a block if any of its (incoming or outgoing) neighbor blocks is
currently being processed. This locking-based scheme guarantees serializabil-
ity but severely restricts parallelism: two threads cannot concurrently process
vertices u and v if they belong to blocks B and B′ that are neighbor blocks, even
if u and v themselves are not neighbor vertices and so their update procedures
could safely be applied in parallel.
To increase parallelism, our block-aware execution engine implements a sim-
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ple form of multi-version concurrency control that allows neighboring blocks to
be processed concurrently within an outer loop with guaranteed snapshot isola-
tion [17]. To update a block B, we create a replica into which the updated block
will be written. The thread computing over B writes into the newly created
version of B, while it and other threads can read from the old version. In this
way, reads and writes from different threads occur in different data versions, so
no locking is required. After a thread finishes updating a block, the update is
commited. Note that since edge data is read-only, we do not need to maintain
multiple versions of the edges within the block. Since each block is processed
at most once during each outer iteration, maintaining two versions of the data
for each block is sufficient to implement this simple multi-version concurrency
control. We maintain a bit for each block indicating which of its versions was
most recently updated. When a thread begins processing a newly scheduled
block B, it reads and caches the version bits of all the incoming neighbor blocks,
and it reads from these versions while processing B. If a neighbor block B′ is up-
dated while B is being processed, it does not impact the processing of B because
updates to B′ are made to the version not being used to process B.
2.4.2 Scheduling
As GRACE separates the application logic from scheduling policies, it allows
users to specify their own execution polices by relaxing data dependencies. The
original GRACE system leverages the message passing programming interface
to capture data dependencies. To efficiently support our block-aware execu-
tion engine with the underlying snapshot-based concurrency control protocol,
we replace the GRACE programming interface by a remote read programming
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interface. Nevertheless, the new GRACE system could also support flexible
vertex-oriented execution polices with a similar customizable execution interface.
GRACE’s original vertex-oriented runtime maintains a dynamic scheduling pri-
ority on each vertex to support flexible ordering of vertex updates. Users can
instantiate a set of runtime functions to define various scheduling policies by re-
laxing the data dependency implicitly encoded in messages. We adapt the same
idea to let users specify their per-vertex scheduling policies in a remote access
programming abstraction. Whenever a vertex u finishes its update procedure,
the following user-specified function is triggered on each one of its outgoing
vertices v:
void OnNbrChange(Edge e, Vertex src, Priority prior)
In this function, users can update vertex v’s scheduling priority based on
the neighbor’s old and new data. For example, to apply Dijkstra’s algorithm
for the shortest path problem, the vertex’s scheduling priority can simply be set
to its current tentative distance to the destination, and the above function can
be implemented by updating the vertex priority value to the minimum of its
current value and the newly updated distance via its changed neighbor:
void OnNbrChange(Edge e, Vertex src, Priority p) {
VtxData vdata = GetNewData(src);
double newDist = vdata.dist + e.cost;
if (newDist < GetDstData(e).dist)
p.Update(newDist, min);
}
As in the original GRACE runtime, at the beginning of each iteration the
25
following function is triggered:
void OnPrepare(List<Priority> prior)
in which users can call engine-provided functions to dynamically select the sub-
set of vertices to be updated in the next iteration. For example ScheduleAll can
be used to schedule all the vertices that satisfy a user-provided predicate. We
refer readers to the original GRACE paper [110] for a detailed description to
the functions provided by the engine. As a concrete example, to implement
Dijkstra’s algorithm, we can choose the single vertex with the smallest priority
value in the OnPrepare function. Alternately, since little parallel work is avail-
able if we update only one vertex, we could schedule approximately r · |V | of the
vertices with smallest priorities by estimating a threshold from a sample of all
the priorities and calling ScheduleAll to schedule those vertices with priorities
below the estimated threshold. The following code shows the implementation:
void OnPrepare(List<Priority> prior) {
List<Priority> samples = Sample(prior, m);
Sort(samples, <);
double threshold = sample[r * m].value;
ScheduleAll(PriorLessThan(threshold));
}
Block-Level Scheduling
By instantiating the above OnNbrChange and OnPrepare functions, users can
design flexible per-vertex policies in a remote access programming abstraction.
Our block-aware execution engine automatically transforms these policies to
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follow the block-oriented computation model. To do this, an addition schedul-
ing priority is maintained for each block. Intuitively, a block update should
have high priority when some (or most) of its vertices have high priority. Thus
we could estimate the block scheduling priority by aggregating the schedul-
ing priorities of vertices in the block. For example, one way of implementing a
block-level Dijkstra-like algorithm would define the block priority as the mini-
mum vertex priority. Then, when a block commits the update, the update func-
tion adjusts the priorities of its outgoing neighbors as well as its own prior-
ity. Algorithm 4 shows a straightforward block update function that maintains
block-level priorities. The priorities of vertices in the block are maintained dur-
ing the block update (line 6), and these are used to calculate the aggregated
priority (line 9). When the block is committed, the priorities of outgoing bound-
ary vertices are updated (line 12), and the new priorities are used to update
the aggregated priorities of the outgoing blocks (line 15). Here, the function
VertexPriorAggr(B) calculates the priority of block B from the vertex prior-
ities.
Figure 2.4 illustrates the block level scheduling of a shortest path computa-
tion in a path with four blocks: the upper, left, middle and right block. Each
block is a triangle with unit-weight edges, and each vertex is labeled with its
current distance estimate. Block updates are scheduled in descending priority
value. In the first state shown (Figure 2.4(a)) the upper block has just been up-
dated, and priorities for the remaining three blocks have been calculated. The
middle block has the lowest block priority, so it is scheduled next. When the up-
date to the middle block is committed, the priorities of the neighboring blocks
are adjusted, so that the left block now has a lower priority than the right block
(Figure 2.4(b)). The left block is thus processed next, and once the update has
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been committed, the state is as shown in Figure 2.4(c).
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Figure 2.4: Illustration for Block Level Scheduling
Because it works at a coarse granularity and ignores potential dependencies
among vertices, block-level scheduling is in general less accurate than vertex-
level scheduling. However, block-level scheduling results in less scheduling
overhead and better cache utilization, and researchers have successfully used
block scheduling with block priorities defined by aggregation in several appli-
cations [25, 47, 113]. Our framework is general enough to support all the aggre-
gation methods used in these papers. However, for some applications, these ag-
gregates may not be suitable, and users will need to define application-specific
block priority functions.
We note two general optimizations to this straightforward implementation.
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Algorithm 2.4: Block Update with Priority Maintenance
Input: Block B
1 while Inner scheduling queue is not empty do
2 Get a vertex u from inner scheduler ;
3 Reset u.prior ;
4 Perform vertex update on u ;
5 foreach e = (u, v) ∈ E(B), v ∈ V(B) do
6 OnNbrChange(e, u, v.prior) ;
7 end
8 end
9 B.prior = VertexPriorAggr(B) ;
10 Commit block update ;
11 foreach e = (u, v) ∈ E(B), v ∈ V(B′), B′ , B do
12 OnNbrChange(e, u, v.prior) ;
13 end
14 foreach B’s outgoing block B′ do
15 B′.prior = VertexPriorAggr(B′) ;
16 end
First, many aggregation functions can be maintained incrementally [50]. For
example, to maintain the sum of the priorities, we could simply subtract the old
priority from the sum and add the new priority into it. In such cases, line 9 and
line 15 could be replaced by incremental updates. Second, maintaining vertex
priorities in the block after each individual vertex update (line 6) is sometimes
unnecessary. If the blocks are run to convergence – a reasonable choice for many
applications, as our experiments will show – we do not need to maintain vertex
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scheduling priorities during block update, which means line 6 could be skipped.
Alternatively, if static inner scheduling is used for block updates, the vertex-
level scheduling priorities need to be updated only in the last inner iteration.
In other words, line 6 would only be executed for the last inner iteration. Both
these optimizations are implemented in our system.
As a special case of the second optimization, we observed that for many
applications the user-specified OnNbrChange function actually maintains the
scheduling priority as an aggregation. For example, for the Dijkstra algorithm,
the OnNbrChange function maintains the MIN aggregate over the tentative dis-
tances. If the same aggregate is used to define block scheduling priority the run-
time can skip updating the vertex priority and update the block priority directly
when the second optimization is enabled. To implement this, lines 3 , 9 and 15
would be skipped. Line 6 would change to OnNbrChange(e, u, B.prior)
and line 12 would change to OnNbrChange(e, u, B’.prior). This opti-
mization is supported by the GRACE engine, but must be enabled explicitly.
Using the block priorities, it is straightforward to dynamically select a subset
of blocks for each iteration. The engine simply passes the scheduling informa-
tion to the user-defined OnPrepare to decide the blocks scheduled for the next
iteration.
Inner-block Scheduling
As discussed in Section 2.3, in addition to block-level scheduling we can have
low-overhead vertex schedulers within a block. We currently support both
static and dynamic inner-block scheduling. To use them, users just need to spec-
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ify the inner scheduling policy and the parameters.
Inside-Block Ordering. Inside a block, vertex updates are done sequentially.
Since only one assigned thread is responsible for updating the block, there are
no update conflicts inside the block. As each update is immediately visible to
later updates, the update ordering for each inner iteration can make a signifi-
cant difference. Currently, we provide two pre-defined static inner schedulers:
fixed-order sweeping and alternating sweeping. For fixed-ordering sweeping,
the engine updates vertices in the same order in each inner iteration, while al-
ternating sweeping reverses the order between inner iterations.
Dynamic Inner Scheduling. Instead of statically sweeping over the vertices
inside the block for a fixed number of sweeps or until convergence, we may
use dynamic inner scheduling, potentially eliminating update function calls for
vertices whose neighbors have unchanged data. To this end, we have imple-
mented a low-overhead dynamic inner scheduler. Each block has a queue of
vertices whose neighbor data has changed since the last update. Every incom-
ing boundary vertex also has an extra outer scheduling bit. For a given block B
and incoming boundary vertex v, this outer scheduling bit is set if the data on
any of v’s incoming neighbors outside block B have changed.
When block B is chosen to be updated, all the vertices with outer schedul-
ing bits set are added to the queue. The GRACE engine then repeatedly pops
a vertex u from the queue and invokes the update function on it. If the vertex
data of u changes, the engine pushes all of u’s outgoing vertices inside the block
B onto the queue. The block update continues until the queue is empty, or a
pre-defined maximum number of updates is reached. In the latter case the ver-
tices remaining in the queue wait for the next time that block B is chosen to be
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updated.
Once block B commits, the GRACE engine iterates over all outgoing bound-
ary vertices u that have changed, setting the outer scheduling bit for all vertices
v s.t. (u, v) ∈ E, v < B.
Maximum Number of Inner Iterations. We need to decide the maximum num-
ber of inner iterations per block update. At one extreme, we can perform only
a single iteration; i.e., update each vertex once per block update. This is similar
to the traditional vertex execution model, except it yields better cache perfor-
mance because we usually read the same vertex data repeatedly when updating
a block. At the other extreme, we can set this number to infinity, so that each
block is repeatedly updated until it converges for its current boundary values.
How to make this choice depends on the ratio of data access to computation
cost and on how much additional inner iterations benefit convergence. If little
computation is done for each byte fetched from memory and each inner itera-
tion significantly accelerates global convergence, the number of inner iterations
should be large. On the other hand, if the computation is heavy, or if additional
inner iterations do not accelerate global convergence very much, the maximum
number of iterations should be small.
Given the fixed boundary data S NV(B) and S NE(B), it is possible for a block
to converge before the maximum number of inner iterations is reached. In this
case the block update can be terminated. This situation is likely when the global
graph data is close to convergence.
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2.5 Experiments
We added block updates to GRACE, a shared-memory parallel graph process-
ing framework implemented in C++ with pthreads [110]. We did not change its
vertex-oriented programming model, but modified the runtime as described in
Section 2.4 to support block-aware execution. Although this preliminary imple-
mentation is not (yet) a general engine – currently the block level schedulers are
manually coded, based on the scheduling policies used in the experiments – it
can already demonstrate the key techniques described in Section 2.4 and hence
be used to validate their performance benefits.
The original GRACE runtime provides two dynamic scheduling policies: Ea-
ger and Prior. Users need only provide an application-specific function to com-
pute priorities. Both policies schedule only a subset of the vertices in each tick:
for the Eager policy, a vertex is scheduled if a neighbor’s data has changed; and
for the Prior policy, only the r · |V | highest-priority vertices are scheduled for up-
date, where r is a configurable selection ratio. Both of them are extended to be
executed with the block-oriented computation model as we discussed in Section
2.4.
Our experimental evaluation has three goals. First, we want to verify that
our block-oriented computation model can improve end-to-end performance
compared with the vertex-oriented computation model. Second, we want to
show that this end-to-end performance gain comes from both better cache be-
havior and lower scheduling overhead. Last, we want to evaluate the effect of
inner-block scheduling policies on the convergence rate.
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2.5.1 Applications
Personalized PageRank. Our first application, Personalized PageRank (PPR), is
a PageRank computation augmented with a personal preference vector [58]. We
randomly generated a sparse personalization vector in which all but 1% of the
entries are zeros. The standard iterative algorithm is a Richardson iteration for
solving a linear system. The natural algorithm in GRACE is a Jacobi or Gauss-
Seidel iteration, while the natural approach in our block-aware execution engine
is a block Jacobi or block Gauss-Seidel iteration [41, 16]. We declare convergence
when all the vertex updates in an iteration are less than a tolerance of 10−3.
Single-Source Shortest Path. Our second application is Single-Source Short-
est Paths (SSSP), where each vertex repeatedly updates its own distance based
on the neighbors’ distances from the source. GRACE’s original vertex-oriented
execution with eager scheduling corresponds to the Bellman-Ford algorithm,
and its prioritized scheduling corresponds to Dijkstra’s algorithm. We are not
aware of any algorithms in the literature that correspond to approaches in our
block-aware execution engine, though there has been work on similar blocked
algorithms for the related problem of solving the eikonal equation [25]. All the
variants of this algorithm converge exactly after finitely many steps, and we
declare convergence when no vertex is updated in an iteration.
Etch Simulation. Our third application is a three-dimensional Etch Simulation
(Etch Sim) based on an eikonal equation model [97]. The simulation domain
is discretized into a 3D grid and represented as a graph. The time at which an
etch front passes a vertex can be computed iteratively based on when the front
reaches its neighbors. The vertex-oriented execution engine with eager schedul-
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ing in GRACE corresponds to the Fast Sweeping method for solving the equa-
tions, while its original prioritized scheduling corresponds to the Fast Marching
method. Our block-aware execution engine with block-level eager scheduling
corresponds to the Fast Sweeping method with Domain Decomposition [99],
while our block-aware execution engine with block-level prioritized scheduling
corresponds to the Heap-Cell method [25]. As with SSSP, all these algorithmic
variants converge exactly after finitely many steps, and we declare convergence
when no vertex is updated in an iteration.
2.5.2 Experimental Setup
Machine. We ran all our experiments using an 8-core computer with 2 Intel
Xeon L5335 quad-core processors and 32GB RAM.
Datasets. Table 2.2 summarizes the datasets we used for our applications. For
PPR, we used a coauthor graph from DBLP collected in Oct 2011, which has
about 1 million vertices and 7 million edges. We also used a web graph released
by Google, which contains about 880,000 vertices and 5 million edges. For Short-
est Path, we used a social graph from LiveJournal with about 5 million vertices
and 70 million edges. For the Etch Simulation application, we constructed a 3D
grid that has 120 × 120 × 120 vertices. Finally, we demonstrate the performance
of our system on a larger example, a web graph of the .uk domain crawled
in 2002. This graph contains about 18 million vertices and 300 million edges.
Vertices are ordered randomly in all the datasets except the 3D grid dataset.
Partition Time. For the DBLP, Google, and LiveJournal graphs, we used
METIS [63] to partition the graph into blocks of around 100. For the .uk web
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Table 2.2: Dataset Summary
Data Set # Vertices # Edges Partition Application
Time(s)
DBLP 967,535 7,049,736 38 PPR
Web-Google 875,713 5,105,039 34 PPR
LiveJounal 4,847,571 68,993,773 659 SSSP
3D Grid 1,728,000 9,858,192 N/A Etch Sim
UK02 18,520,486 298,113,762 1034 PPR
graph, we partitioned into blocks of size 400. We report the partitioning times
in Table 2.2. While partitioning is itself expensive, our focus is problems where
the partitioning work will be amortized over many executions of the main com-
putation. Given that relatively small blocks appear useful in practice, recently-
developed fast algorithms for bottom-up graph clustering [100] may perform
better on these problems.
Scheduling. As mentioned in Section 2.4, static scheduling and two common
dynamic scheduling policies (Eager and Prior) are implemented in the GRACE
runtime. To use Prior scheduling, users must also provide the application-
specific priority calculation. For the Eager scheduling policy, the scheduling
priority for a vertex is a boolean value indicating whether any neighboring ver-
tex data has changed. Thus we use boolean OR as the block priority aggregation,
which means a block would be scheduled if its boundary data has changed, or
its last update did not run to convergence. For the Prior scheduling policy, each
vertex holds a float value to indicate its priority. The priority aggregation used
for SSSP and EtchSim is MIN in our experiments, while the aggregation used for
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PPR is SUM. Notice that since we use MIN for SSSP, it is eligible for the direct
block-priority update optimization described in Section 2.4.
2.5.3 Results
Block Size
The Etch Simulation application has a natural grid structure, and we used sub-
grids of size b × b × b as blocks, while for other applications we used METIS to
partition the graph into blocks of roughly equal size. The best block size de-
pends on many factors, including characteristics of the machine, characteristics
of the data and application, how the graph is partitioned, and how block up-
dates are scheduled. In our applications, the performance was only moderately
sensitive to the block size, as we illustrate in Figure 2.5. Because block sizes be-
tween 100 and 400 performed well for these examples, we chose a default block
size of 100 for the PPR and SSSP test cases except the UK dataset, and used a
5 × 5 × 5 sub-grid as a block for the Etch Simulation. For the much larger UK
dataset, we set the block size to be 400.
End-to-End Performance
To see how the block-oriented computation model performs compared to the
vertex-oriented computation model, we ran each of our example applications
under different scheduling polices. The mean run times for the scheduling poli-
cies are shown in Figure 2.6; the bars labeled Vertex and BlockCvg correspond
respectively to applying this schedule to individual vertex updates and to block
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Figure 2.5: Effect of block size.
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updates. Here when a block is scheduled, each vertex is repeatedly updated
until the block data converges. We omit the time for the static scheduling pol-
icy for the Etch Simulation application from Figure 2.6. While a well-chosen
static schedule leads to very fast convergence for this problem [121], the naive
static schedule in our current implementation takes much longer than the two
dynamic scheduling polices: 15.9s for the vertex model and about 3.6s for the
block model.
In our experiments, the best scheduling policy under the vertex model is
also the best scheduling policy under the block model. More specifically, for the
SSSP and Etch Simulation applications, the best scheduling policy is the priori-
tized policy. For the PPR application, the best scheduling policy depends on the
dataset characteristics. On the Google and UK graph, dynamic scheduling per-
forms better than static scheduling, while on the DBLP graph, the static schedul-
ing policy performs best. This is because the DBLP graph has a much larger
clustering coefficient than the Google and UK graph. Thus the computational
savings due to dynamic scheduling polices are smaller and are outweighed by
the high overhead of the dynamic schedulers themselves. Moreover, dynamic
scheduling policies tend to schedule vertices with higher degrees in the PPR
application, which makes the vertex updates more expensive.
In general, the blocked computation outperforms the corresponding vertex-
centric computation under each scheduling policy. In the PPR application, our
block engine runs 3.5× – 7.0× faster than the vertex-centric computation for the
best scheduling policy. For the SSSP and Etch Simulation applications, we cut
the run time roughly in half. Also, we observed that the block-oriented com-
putation model is more robust to the “wrong choice” of scheduling policy. For
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example, the vertex-centric prioritized scheduler is about 2.5× slower than the
vertex-centric static scheduler, but the block prioritized scheduler is about 60%
slower than the block static scheduler. This is because by scheduling blocks
rather than vertices, we significantly reduce the total scheduling overhead.
Analysis of Block Processing Strategies
Recall that the block-oriented computation model has three main benefits: (1)
It has a better memory access pattern due to visiting vertices in the same block
together. (2) It has reduced overhead for isolation due to providing consistent
snapshots at block level instead of at vertex level. (3) It can achieve better cache
performance by doing multiple iterations in a block. To understand how each
of these benefits contributes to improved end-to-end performance, we analyzed
the run time for each application in two execution models that are hybrids of
the pure vertex-oriented computation model and the pure block-oriented com-
putation model used in general performance comparison. We show the running
times of all these schedulers in Figure 2.6.
To understand how the memory access pattern affects performance, we used
the cache aware vertex-oriented computation model (VertexCA) introduced in
Section 2.2. Recall this execution model still updates one vertex at a time, and
makes scheduling decisions at the vertex level. However, it is aware of the
graph partitioning and updates the vertices in block order; i.e., it updates all
the scheduled vertices of a given block before proceeding to the next block. By
doing so it achieves better temporal locality. We also report the running time for
two different inner-block schedulers: the simple block model, which just sweeps
all the vertices once (BlockS), and the convergent block model, which iteratively
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updates the block data until it converges (BlockCvg). Note that the major differ-
ence between the simple block model and the cache-aware vertex model is the
isolation and scheduling overhead. GRACE uses snapshot isolation; thus, be-
fore updating a vertex or block the engine is responsible for choosing the right
version of the data to be passed to the update function. By making this decision
at the block level rather than at the vertex level, the average overhead is greatly
reduced. Finally, the difference between the simple block model and the con-
vergent block model is that the CPU is able to do more work on data residing in
the cache when the memory is saturated.
With the cache-aware vertex model, we observed a significant reduction in
running time of the PPR and SSSP applications, achieving savings of 36% to 52%
on the best scheduling policy except for the UK graph. We observed much more
saving on the larger UK graph, in which the cache-aware vertex model is more
than 5 times faster than the vertex model. In contrast, the cache-aware vertex
model only saves about 10% of the time for the prioritized policy in Etch Sim-
ulation application. This is because the grid-structure graph used in the Etch
Simulation already has a regular memory access pattern, while the memory ac-
cess pattern for arbitrary graphs could be quite random.
Switching from the cache-aware vertex model to the convergent block
model, we save about half the time for PPR on the DBLP and Google graphs.
We see similar savings for the Etch Simulation application, but for different rea-
sons. For PPR, performance improves from the cache-aware vertex model to
the simple block model and finally to the convergent block model. However,
for Etch Simulation, the simple block model has worse performance than the
cache-aware vertex model, while the convergent block model has much better
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performance. This is because scheduling at the block level wastes many ver-
tex updates in this case. For PPR on the UK graph, switching from VertexCA
to BlockCvg reduces the running time by about 20% for the eager scheduling
policy, which is not as significant as PPR on other two datasets. This is because
running until convergence inside a block gives only a slight improvement. Our
experiments show an inexact block solve improves the overall running time
on this dataset. For SSSP, BlockS has roughly the same running time as Ver-
texCA, while BlockCvg only improves the performance by 10%. This is because
social networks obeying a power-law are hard to partition – in the partitions
we used in our experiments, more than half the edges are cutting edges. Thus
updating the block until convergence contributes little to achieving global con-
vergence. Researchers have shown that overlapping partitions would help this
problem [8], and some recent emergent graph processing frameworks such as
PowerGraph [42] have designed their programming interfaces to naturally sup-
port computation on overlapping partitions. We expect this block computa-
tion model would have more benefits on social graph computations for these
frameworks. We also observed that the direct block-priority update optimiza-
tion to BlockCvg reduces the running time from 12.3 seconds to 10.5 seconds,
and makes BlockCvg 22% faster than VertexCA.
Effect of Inner-Block Scheduling
In this subsection we focus on the effect of inner-block scheduling. In partic-
ular, we have seen that updating each vertex multiple times in a single block
update often improves performance. For example, if the boundary data of the
block has already converged, then iterating over the vertices until the block data
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converges is a natural way to define the block update function. However, this
could be a poor choice if the boundary data of the block is incorrect. The tradeoff
is that doing more updates inside the block leads to better cache performance,
but it could waste CPU time if the boundary data has not converged. As we
mentioned in Section 2.4, we can set a maximum number of inner iterations Iθ,
and terminate the block update after Iθ sweeps even if the block has not yet
converged.
To understand this tradeoff, we plot running time against the number of
inner-block iterations Iθ in Figure 2.7. For PPR, the best performance occurs
around Iθ = 3, and after that the running time remains the same as running
until convergence for both DBLP and Google datasets. However, for the UK
dataset, further increasing Iθ increases the overall run time significantly. Specif-
ically, running until convergence is 24% slower than setting Iθ = 3. On the other
hand, for the Etch Simulation application, more inner iterations always yields
better performance. We believe that besides the application characteristics, the
higher diameter of the graph also favors more inner iterations because they help
information propagate across the graph faster.
Dynamic scheduling may also be used inside blocks to reduce the number
of updates, at the cost of paying some extra scheduling overhead. To study
this tradeoff, we compare the run times for static and dynamic inner schedul-
ing in Figure 2.8. For all three applications, dynamic inner scheduling reduces
the number of vertex updates; nonetheless, static scheduling outperforms dy-
namic scheduling for the SSSP problem, because the computational saving is
outweighed by the scheduling overhead. For PPR, we observed that dynamic
inner scheduling is slightly faster than the static inner scheduling on Google
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graph, while it is slower than the static inner scheduling on the DBLP graph.
However, dynamic inner scheduling yields nearly 25% improvement in the Etch
Simulation application, as the vertex update function is slightly computation-
ally heavier than the previous two applications and the convergence for this
problem is particularly sensitive to update order.
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Comparison with GraphLab
To evaluate the performance of the vertex execution model implemented in
GRACE, we compare the running time of GRACE with the GraphLab shared-
memory multicore version on all three applications under different scheduling
policies. Recall that GraphLab provides two different isolation levels for concur-
rent vertex updates: vertex consistency, which allows two neighboring vertices
to update simultaneously, and edge consistency, which guarantees serializabil-
ity of updates. As pointed out by the GraphLab authors, for some graph appli-
cations vertex consistency can produce inaccurate results, as it does not avoid
read/write conflicts on neighboring vertices [75, 76]. We report GraphLab’s run
time under both isolation levels in Figure 2.9.
For Eager and Prior scheduling, GRACE’s run time is between that of
GraphLab with vertex consistency and GraphLab with edge consistency. This
is because the isolation level used by GRACE – snapshot isolation – is between
GraphLab’s vertex consistency and GraphLab’s edge consistency. The only ex-
ception is the Eager scheduling for eikonal equation, in which GRACE is faster
than GraphLab whether vertex or edge consistency is used. This is because the
corresponding scheduler in GraphLab executes more than twice as many up-
dates as GRACE.
For Prior scheduling, GRACE is always faster than GraphLab, because it
makes the scheduling decision by iterations rather than by vertex [110]. Thus
we expect the block model could benefit GraphLab even more than GRACE,
since GraphLab has higher scheduling overhead.
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2.6 Related Work
Most existing graph programming frameworks can be categorized into two
groups. The first group are mainly designed for distributed memory envi-
ronments and are based on the Bulk Synchronous Parallel (BSP) [105] model,
which allows processors to compute independently within each iteration and
uses global synchronization between iterations for processors to communi-
cate. Example frameworks in this group include PEGASUS [62], Pregel [77],
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PrIter [120], AsyncMR [60] and Naiad [78], which are mostly built on MapRe-
duce or DryadLINQ with a higher level programming model. The second group
of frameworks are mainly designed for multi-core shared memory architectures
and usually do not apply global synchronization barriers for threads to com-
municate. Instead, threads can proceed asynchronously, which enables vari-
ous scheduling of computation tasks to achieve better convergence. Consis-
tency is guaranteed either by a fine-grained locking mechanism to synchronize
shared data access or by requiring all operations to be commutative and able
to be rolled back in case of a data race. Frameworks in this group include
GRACE [110], GraphLab [75], GraphChi [70] and Galois [68]. One note here is
that GraphChi is designed to store graphs out-of-core and its “sliding window”
idea bears some resemblance to our cache-aware approaches.
Nevertheless, both these groups provide a local vertex computational in-
terface to users to code their application logic, and both groups execute the
coded applications in a per-vertex update manner. As we have illustrated in
Section 2.1, such a per-vertex update model, while appropriate for program-
ming, is not an ideal execution model for computationally light applications
due to its poor locality and high demand for memory bandwidth.
The idea of having more local computations to reduce the communication
overhead has also been suggested in the AsyncMR framework [60]. However,
since the AsyncMR framework follows the MapReduce model, the main com-
munication overhead is global synchronization. We are applying this optimiza-
tion technology to GRACE, an asynchronous framework in which global syn-
chronization is not the main communication overhead. In addition, because
of its underlying MapReduce framework, AsyncMR does not support flexible
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dynamic outer scheduling.
Blocking is widely used in high-performance computing to improve mem-
ory access patterns. A textbook example is blocked matrix multiplication [85,
Section 5.3], which is the basic building block for high-performance dense lin-
ear algebra libraries like LAPACK [9]. For large problems, such cache-blocked
dense linear algebra codes typically use O(
√
M) floating point operations per
cache miss, where M is the cache size [34]. Similar optimizations apply to
graph algorithms such as Floyd-Warshall that are structurally similar to dense
linear algebra operations [84]. In contrast, sparse matrix algorithms have rela-
tively irregular memory access patterns, and it is more difficult to block them
for efficient cache use. Recent research addresses this to some extent by auto-
matically reorganizing the graph data structures used to store sparse matrices
in order to optimize key operations such as sparse matrix-vector multiplica-
tion [57, 109, 83]. Blocking is also used for improved locality and convergence
in many iterative solvers for linear and nonlinear equations and optimization
problems; examples include block Jacobi and block Gauss-Seidel methods for
accelerating iterative solvers [16], domain decomposition and substructuring
methods used in linear and nonlinear PDE solvers [99], and block coordinate
descent methods in optimization [20], etc. Because the local block updates
are relatively expensive, these methods often achieve good communication-to-
computation ratios [49].
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CHAPTER 3
DYNAMIC INTERACTION GRAPHS WITH PROBABILISTIC EDGE
DECAY
A large scale network of social interactions, such as mentions in Twitter, can
often be modeled as a “dynamic interaction graph” in which new interactions
(edges) are continually added over time. Existing systems for extracting timely
insights from such graphs are based on either a cumulative “snapshot” model or
a “sliding window” model. The former model does not sufficiently emphasize
recent interactions. The latter model abruptly forgets past interactions, leading
to discontinuities in which, e.g., the graph analysis completely ignores histor-
ically important influencers who have temporarily gone dormant. We intro-
duce TIDE, a distributed system for analyzing dynamic graphs that employs a
new “probabilistic edge decay” (PED) model. In this model, the graph anal-
ysis algorithm of interest is applied at each time step to one or more graphs
obtained as samples from the current “snapshot” graph that comprises all in-
teractions that have occurred so far. The probability that a given edge of the
snapshot graph is included in a sample decays over time according to a user
specified decay function. The PED model allows controlled trade-offs between
recency and continuity, and allows existing analysis algorithms for static graphs
to be applied to dynamic graphs essentially without change. For the important
class of exponential decay functions, we provide efficient methods that leverage
past samples to incrementally generate new samples as time advances. We also
exploit the large degree of overlap between samples to reduce memory con-
sumption from O(N) to O(logN) when maintaining N sample graphs. Finally,
we provide bulk-execution methods for applying graph algorithms to multi-
ple sample graphs simultaneously without requiring any changes to existing
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graph-processing APIs. Experiments on a real Twitter dataset demonstrate the
effectiveness and efficiency of our TIDE prototype, which is built on top of the
Spark distributed computing framework.
3.1 Introduction
In a world of booming social networking services and pervasive mobile devices,
electronic records of social interactions between people are being generated at
ever-increasing rates. A network of social interactions often can be modeled
as a “dynamic interaction graph” in which new interactions, represented by
edges, are continually added. Examples include phone-call graphs generated
by telecommunication service providers, message graphs from social network-
ing sites, and mention-activity graphs formed by Twitter users mentioning one
another in their tweets. Dynamic interaction graphs are very different from tra-
ditional social graphs, such as the friendship graphs from social networking
sites, in which the social relationships evolve gradually. Real-life social interac-
tions, such as phone calls and tweets, happen much more rapidly. For example,
as of January 2014, 58 million tweets were generated daily on Twitter. In essence,
a dynamic interaction graph can be viewed as a data stream of interactions.
Enterprises are analyzing streams of interactions for insights relevant to real-
time decision making. This poses a significant challenge to algorithm design,
because the overwhelming majority of graph algorithms assume static graph
structures. As a result, most existing systems designed for graph stream anal-
ysis [27, 78, 80] successively process a sequence of static views, or “snapshots”,
of a dynamic graph, where a snapshot comprises all interactions seen so far.
As time advances, the result is updated incrementally, if possible, or else by re-
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running the algorithm from scratch. We call this simple model the “snapshot
model”.
A key drawback of this approach is the ever-increasing size of the snapshots.
Graph analysis is usually much more complex than maintenance of simple ag-
gregates over a stream of data, and the memory usage of virtually all available
graph algorithms increases with increasing graph size. As a result, computation
and memory resources quickly run out as interactions are added to the dynamic
graph. Another drawback of the snapshot model is the recency problem: as time
progresses, the proportion of stale data in the snapshot becomes ever larger and
analysis results increasingly reflect out-of-date characteristics of the dynamic
graph.
One simple approach to reducing the size of the snapshots and enforcing re-
cency requirements is to use a “sliding-window” model, where only recent in-
teractions that happen within a small fixed-size time window are considered in
the analysis. This simplistic cut-off approach completely forgets historical inter-
actions and thus loses the continuity of the analytic results with time. Historical
interactions may be less relevant to today’s decision making, but do not com-
pletely lack value, especially in the aggregate. The following example demon-
strates the drawbacks of the snapshot and sliding-window models.
Example 1 (Influence Analysis). An advertising company is analyzing the mention-
activity graph from Twitter to identify key influencers with respect to skiing equipment.
A key influencer is someone who has many interactions with other users on skiing-
related topics. Consider the following three users:
- Alice joined Twitter five years ago and has been regularly and frequently interact-
ing with other users on skiing-related topics since then. She has been inactive for the
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Alice
Bob
Carol
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Figure 3.1: Influence analysis example
last three weeks because she is on a skiing trip in Europe.
- Bob joined Twitter two months ago, and since then has had many interactions on
skiing related topics.
- Carol also joined Twitter five years ago. She was extremely active on skiing topics
for the first six months, but then lost interest and has never tweeted about skiing again.
Figure 3.1 illustrates the frequency of interactions for the three users over time.
Intuitively, Alice is a steady influencer who is temporarily dormant. Bob can be viewed
as a rising star. Although it is unknown whether Bob can maintain his influence in the
future (instead of becoming another Carol), as of now, he should be considered a target
for ads. Obviously, Carol is not an influencer at present.
Under the snapshot model, there is no distinction between recent interactions and
old ones. Alice, correctly, is an influencer. Bob, incorrectly, is not an influencer because
the number of his interactions is relatively small compared to the cumulative interaction
counts of the old-timers. On the other hand, the fact that Carol has had a huge number of
interactions incorrectly makes her an influencer, even though all of these interactions are
in the remote past (but perhaps she should receive an ad just in case). By comparison,
if we use a sliding-window model with a one-month window length, Bob will be an
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influencer, but Alice will not be considered as an influencer at all. Carol will never
receive an ad.
To address the above issue, we take an approach inspired by the literature
on sampling from data streams. Specifically, we consider temporally biased sam-
pling, as was proposed for ordinary (non-graph) data streams in [6]. The general
idea is to sample data items according to a probability that decreases over time,
so that the sample contains a relatively high proportion of recent data points.
In our example, the gray levels in Figure 3.1 illustrate temporally biased sam-
pling rates (darker shades correspond to higher inclusion probabilities). Carol’s
historical interactions will be significantly downgraded in the influence analy-
sis (but not completely ignored). Bob’s recent interactions will be valued more.
Although Alice is not active right now, her consistent interactions throughout
time help her maintain influence.
Temporally biased sampling is especially appealing for analyzing dynamic
interaction graphs. First, sampling deals gracefully with the increasing size of
a dynamic graph. Second, temporal biasing creates samples with more recent
interactions (recency) yet still keeps some old interactions to provide the neces-
sary context for the analysis (continuity). Finally, users can apply any existing
algorithm for static graphs as-is, avoiding the need to design new, even more
complex algorithms that attempt to satisfy recency and continuity requirements.
Although the idea of temporally biased sampling is not new, we are the first
to apply it to the analysis of dynamic graphs. In particular, as discussed in
what follows, we refine the generic temporally biased sampling approach by ex-
ploiting graph-specific properties—especially the overlapping of edges between
graphs—to achieve space and time efficiencies. We also describe challenges and
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solutions when building a distributed system to support this important new
functionality.
We formalize temporally biased sampling for dynamic graphs via a proba-
bilistic edge decay (PED) model. Under this model, we sample interactions from
the current snapshot. Each interaction has an independent probability of ap-
pearing in the resulting sample graph, and this probability is non-increasing
with the age of the interaction. The PED model subsumes both snapshot and
sliding-window models; see Section 3.3. To control sampling variability, we
generate multiple independent sample graphs, execute the analytic algorithm
on each one, and then average (or otherwise aggregate) the results. The practi-
cal advantages of this approach can be significant. In an empirical study on a
real Twitter dataset (see Section 3.7.2 below), we found that a significant fraction
of the top influencers found via the PED approach were either steady but tem-
porarily dormant influencers like Alice or rising stars like Bob; these important
sets of influencers would be overlooked under a snapshot or sliding-window
approach, respectively.
We have developed an end-to-end system for dynamic graph analysis, called
TIDE, that embodies the above ideas. TIDE is implemented on top of the Spark
distributed processing system [118], leveraging its native streaming [119] and
graph processing [43] support. TIDE allows users to analyze dynamic graphs
using existing algorithms for static graphs; moreover, analyses can be specified
using existing APIs for batch graph processing systems. Empirical studies on a
real Twitter dataset demonstrate the effectiveness and efficiency of the system.
TIDE is the first distributed system to systematically support probabilistic edge
decay for analyzing dynamic graphs.
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The contributions of this chapter are as follows:
• We formalize a general PED model for dynamic graphs that implements
temporally biased sampling and subsumes existing models.
• We develop incremental sample-maintenance methods for PED models
with exponential decay functions.
• We exploit overlap between sample graphs to store the sample set in a
space-efficient manner.
• We provide a bulk graph execution model to efficiently analyze multiple
samples of dynamic interaction graphs simultaneously.
• We exploit overlap between the realizations of a sample graph at succes-
sive time points to allow efficient incremental graph analysis.
• We show how to efficiently implement the TIDE system using Spark (with
some modifications).
• We provide experiments on real-world data to assess our new techniques.
3.2 Dynamic Interaction Graphs: Existing Models
In this section we formalize both snapshot and sliding window models for dy-
namic interaction graphs. Given a time domain T , a dynamic interaction graph
(or dynamic graph for short) is defined as G = (V, E), where V is a set of vertices
and E ⊆ V × V × T is a set of time-stamped edges. The presence of an edge
e = (u, v, t) ∈ E indicates that vertex u interacts with vertex v at time t. We denote
by t(e) the time stamp associated with edge e. Note that there can be multiple
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edges from u to v but with different timestamps. In addition, there may be other
attributes associated with the vertices and edges of G.
In Twitter, for example, Alice mentions Bob in a tweet if the tweet includes
the string “@Bob”, and this mention interaction indicates a certain level of at-
tention paid by Alice to Bob [92]. Such mention interactions in Twitter can be
modeled as a dynamic graph. The vertices are Twitter users, and an edge from
Alice to Bob with timestamp t means Alice mentioned Bob in a tweet at time
t. The actual tweet can be modeled as an attribute associated with this edge,
and user profiles for Alice and Bob can be captured as vertex attributes. Note
that arriving edges sometimes introduce new vertices into a dynamic graph; for
simplicity, we consider such vertices to already exist in the dynamic graph, but
with no prior adjacent edges.
A snapshot of a dynamic graphG at time t is defined asGt = (V, Et), where Et =
{e | e ∈ E ∧ t(e) ≤ t}. Similarly, a window of G from time t to t′ is defined as Gt,t′ =
(V, Et,t′), where Et,t′ = {e | e ∈ E ∧ t ≤ t(e) ≤ t′}. In the snapshot model, an analytic
function F applied to a dynamic graph G at time t is actually applied to the
snapshot Gt, with the result F(Gt). As time advances to t′, the result is updated
to F(Gt′) either by computing it from scratch onGt′ or by incrementally updating
the result from F(Gt) to F(Gt′). In the sliding-window model, the function F is
applied to Gt−w,t, where w is a fixed window size, i.e., the analysis only considers
interactions that happened within the last w time units.
Observe that both models embody a binary view of an edge’s role in an anal-
ysis; it is either included for analysis or not. An included edge has the same im-
portance as any other edge, regardless of how outdated it is. As mentioned pre-
viously, this simplistic view makes it impossible to satisfy both recency and con-
58
tinuity requirements simultaneously. In contrast, temporally biased sampling of
the dynamic graph provides a probabilistic view of an edge’s role: edges from
past to present all have chance to be considered (continuity) but outdated edges
are less likely to be used (recency) in an analysis, so that the influence of an edge
decays over time. In the following section, we describe the probabilistic edge
decay (PED) model for temporally biased sampling.
3.3 The PED Model
When applying a function to a dynamic graph at time t under the PED model,
an edge e with a timestamp t(e) ≤ t has an independent probability P f (e) of
being included in the analysis, where P f (e) = f
(
t − t(e)) for a non-increasing
decay function f : <+ 7→ [0, 1]. As time advances, e’s age t− t(e) increases and the
inclusion probability P f (e) either decreases or remains unchanged. Note that
the snapshot model and the sliding-window model are two special cases of the
PED model with f ≡ 1 and f (a) = I(a ≤ w) respectively, where I(X) denotes the
indicator of event X. In general, we can require that f be positive and strictly
decreasing. Then, at any time t, every edge e with t(e) ≤ t has a non-zero chance
of being included in the analysis (continuity) but an edge becomes increasingly
unimportant in the analysis over time, so that newer edges are more likely to
participate in the analysis (recency).
Formally, let G = (V, E) be a dynamic graph and f a decay function. For
t ≥ 0, denote by Gt = { (V, E′) : E′ ⊆ Et } the set of 2|Et | possible graphs at time
t. (Here Et is defined as in Section 3.2 and |Et| denotes the number of edges in
Et; we suppress the underlying dynamic graph G in the notation.) Define the
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possible-graph distribution P f ,t over Gt by setting
P f ,t(G′) =
∏
e∈E′
f
(
t − t(e)) ∏
e∈Et−E′
[
1 − f (t − t(e))] (3.1)
for G′ = (V, E′) ∈ Gt. A sample graph at time t (with respect to f ) is defined as a
graph drawn from the distribution P f ,t. In the PED model, an analytic function
F applied to G at time t is actually applied to N ≥ 1 independent and iden-
tically distributed (i.i.d.) sample graphs G f ,1t ,G
f ,2
t , . . . ,G
f ,N
t to yield i.i.d. results
F(G f ,1t ), F(G
f ,2
t ), . . . , F(G
f ,N
t ). These results can be used to control the variability
introduced by the sampling process. In the simplest cases, the results can be av-
eraged together. For example, if F returns the influence score for each person in
an interaction graph, then one might want to compute the average per-person
influence score at time t. In general, analysts can decide whether and how they
want to aggregate the results into one result; see Section 3.7 for further discus-
sion.
In what follows, we focus on the important class of exponential decay func-
tions of the form f (a) = pa for some 0 < p < 1. We call p the decay probability. In
general, the exponential decay of edges captures most application scenarios and
has been widely adopted in practice [94, 117, 122]. Moreover, exponential edge
decay guarantees that the space requirement for storing the dynamic graph is
bounded with high probability; see Section 3.4.2.
For simplicity, we adopt a discretized time approach that has been widely
used in existing work [119, 88]. Specifically, the continuous time domain is par-
titioned into intervals of length ∆, and the dynamic graph is observed only at
times { k∆ : k ∈ N }, where N = { 0, 1, 2, ... }. Moreover, all edges that arrive in an
interval
[
k∆, (k + 1)∆
)
are treated as if they arrived at time k∆, i.e., at the start of
the interval. Thus we can take T = N for the time domain, k ∈ N to represent
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the age of an edge, and f (k) = pk to represent the exponential decay function.
Moreover, updates to a dynamic graph can be viewed as arriving in a stream of
batches B0, B1, B2, . . ., where all incoming edges in batch Bi have time stamp i.
3.4 Maintaining Sample Graphs
In this section we describe how to efficiently maintain the set of N sample graphs
over time. The key ideas are to incrementally update the sample graphs and to
exploit overlaps between the sample graphs at a given time point by storing
the graphs in an aggregated form. We first describe our general approach to
incremental maintenance of the sample graphs and then describe how these
graphs are stored in a space-efficient “aggregate graph”. We then combine these
techniques to obtain specific algorithms for eager and lazy updating of the set
of sample graphs.
3.4.1 Incremental Updating: General Approach
As time advances from t to t + 1, a naive way to update the results is to materi-
alize N independent sample graphs from scratch and then analyze them. How-
ever, generating N samples from the ever larger snapshot graph is prohibitively
expensive. An incremental approach for computing sample graphs rests on the
following theorem, the proof of which is straightforward.
Theorem 1. For f (k) = pk, let G f ,it = (V, E
f ,i
t ) be the ith sample graph at time t, so that
G f ,it has probability distribution P f ,t given in (3.1), and let Bt+1 be the batch of incoming
edges at time t + 1. Let G′ = (V, S p(E
f ,i
t ) ∪ Bt+1), where S p(E f ,it ) is a Bernoulli sample
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of E f ,it with sampling probability p. Then G′ has distribution P f ,t+1, that is, G′ can be
viewed as a sample graph at time t + 1.
This result provides an efficient way of constructing G f ,it+1 from G
f ,i
t . Instead
of generating G f ,it+1 from scratch, we only need to subsample the edge set of G
f ,i
t
and combine the subsample with the edges in the arriving batch Bt+1. It follows
immediately from the theorem that the N sample graphs at t+1 generated by this
incremental updating scheme are the desired N independent sample graphs,
provided that the N sample graphs at t are independent and each subsampling
process is executed independently. The instantiations of the ith sample graph
at times t and t + 1 overlap significantly. Indeed, it is not hard to see that, in
expectation, G f ,it shares a fraction p of its edges with G
f ,i
t+1 under incremental
updating.
3.4.2 The Aggregate Graph
Besides the overlap between instantiations of a sample graph at two consecutive
time points, there is also overlap between different sample graphs at the same
time point. Suppose, for example, that each update batch is of size M. Denote by
S p,M,t the number of edges in a sample graph at time t with decay function f (k) =
pk, and assume throughout that t is large. We then have E[S p,M,t] ≈ M∑∞k=0 pk =
M
1−p . Moreover, S p,M,t has a Poisson-Binomial distribution, so that, specializing
the high-accuracy “refined normal approximation” in [108], we have for large t
and j = 0, 1, . . . that P(S p,M,t ≤ j) ≈ Φ(y) + γ(1 − y2)φ(y), where Φ and φ are the
cumulative distribution function and probability density function of a standard
(mean 0, variance 1) normal distribution, y = ( j + 0.5 − µ)/σ, γ = (µ/σ3)(p3 − p2 +
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p)/(1+ p− p3 − p4), µ = M/(1− p), and σ2 = Mp/(1− p2). For the moderate values
of p and large values of M encountered in practice—e.g., p = 0.8 and M = 13.9
million in our experiments—the distribution of S p,M,t is sharply concentrated
around its mean. With the above values of p and M, for example, S p,M,t lies
within roughly ±1% of its mean with a probability exceeding 99.99%. Denoting
by S ′p,M,t the number of edges shared by one sample graph with another, we have
E[S ′p,M,t] ≈ M
∑∞
k=0 p
2k = M1−p2 , because an edge with age k has a probability p
k ·pk =
p2k of appearing in both sample graphs at the same time. Again, there is sharp
concentration about the mean, and so the expected fraction of shared edges is
E[S ′p,M,t/S p,M,t | S p,M,t > 0] ≈ M1−p2 / M1−p = 11+p > 12 , and similarly S ′p,M,t/S p,M,t > 1/2
with high probability.
Given the significant overlap between different sample graphs at a time
point, we see that naively maintaining N sample graphs G f ,1t ,G
f ,2
t , . . . ,G
f ,N
t sep-
arately incurs much redundancy. Instead, we can store the N sample graphs
as a single aggregate graph G˜ ft = (V,
⋃N
i=1 E
f ,i
t ), where the edge sets of the sample
graphs are simply unioned. Figure 3.2 shows an example aggregate graph com-
prising three sample graphs. The attributes for an edge that appears in multiple
sample graphs need only be stored once in the aggregate graph. For each ag-
gregate edge, we keep track of the sample graph(s) to which the edge belongs.
In contrast to the continually increasing memory requirement in the snap-
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shot model, the PED model has a bounded memory requirement as new edges
are added over time, provided that the update batch at each time stamp is
bounded. Denoting by M the maximum size of an update batch, we see from
our earlier analysis that the size of each sample graph is bounded by M1−p with
very high probability. It follows that even the naive approach of storing N sam-
ple graphs separately has a sharp probabilistic upper bound of MN1−p edges.
To analyze the expected space requirement for the aggregate graph, first ob-
serve that, under incremental updating, an edge e that does not appear in the
aggregate graph at time t will not appear in the aggregate graph for t′ > t. As a
result, we can establish a memory bound that is significantly smaller than that
of the naive approach.
Theorem 2. Let M be the maximum size of an update batch, and f (k) = pk be an
exponential decay function. Then the expected number of edges in the aggregate graph
of N sample graphs at any time is bounded by Mdlog 1
p
(N)e + M1−p .
Proof. Based on the definition of the exponential decay function, an edge whose
age is k just prior to a given update of a sample graph will be removed from
the graph with probability 1 − pk. Thus the edge has probability 1 − (1 − pk)N of
appearing in at least one of N sample graphs after an update. The expected total
number of edges in the aggregate graph is therefore bounded by
∑∞
k=0 M
(
1− (1−
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pk)N
)
. Setting K = dlogp 1N e = dlog 1p Ne, we have
∞∑
k=0
M(1 − (1 − pk)N)
=M
K−1∑
k=0
1 − (1 − pk)N + M
∞∑
k=K
1 − (1 − pk)N
≤MK + M
∞∑
k=K
Npk = MK +
MNpK
1 − p
≤Mdlog 1
p
(N)e + M
1 − p ,
where (1 − pk)N ≥ 1 − Npk by Bernoulli’s inequality. 
The above theorem provides an upper bound (for all time points) on the
expected memory consumption when using the aggregate graph to maintain
N sample graphs. Observe that the expected number of edges that need to be
stored is reduced from O(MN) for the naive approach to O(M logN). For exam-
ple, when p = 0.8 N = 96, and M = 10 million, the expected storage requirement
would be 4.8 billion edges for the naive approach but only about 250 million
edges using the aggregate graph. Arguments as before show that, typically,
the above expected storage complexities for the two approaches also yield high
probability upper bounds. In the aggregate graph, we can use a bit array for
each edge e to indicate the sample graphs in which e appears; this additional
storage is worthwhile because of the savings from not storing redundant edges
and their attributes. In fact, as we show in Section 3.4.4 below, we can even
avoid storing the bit array for an edge and simply materialize it whenever it is
needed.
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Figure 3.3: Incremental updating for one edge
3.4.3 Eager Incremental Updating
We can now combine incremental updating techniques with the aggregate
graph to obtain specific algorithms for maintaining a set of N sample graphs.
Our first approach is called the eager incremental updating method and is a
straightforward implementation of the process described in Theorem 1.
We store the N sample graphs together in the aggregate graph, and attach
a bit array of size N, denoted as β, to each edge e in the aggregate graph, to
indicate the sample graphs to which this edge belongs. Specifically, e.β[i] = 1
means that e appears in the ith sample graph and e.β[i] = 0 otherwise. As shown
in Figure 3.3(a), whenever a new edge e is first added to the dynamic graph,
e.β[i] = 1 for all i, because the edge appears in all sample graphs. As time goes
by, e gradually disappears from some sample graphs. At each batch arrival time,
we apply a Bernoulli trial with probability p on e for each sample graph where
e still appears. Thus, at each update, we scan through the bit array and, for each
bit that equals 1, we set it to 0 with probability 1 − p. Once β contains all 0s, we
remove the edge from the aggregate graph.
This eager incremental updating method is simple and straightforward, but
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it requires a bit array of size N for each edge in the aggregate graph. This moti-
vates our second approach, the lazy incremental updating method.
3.4.4 Lazy Incremental Updating
The lazy incremental updating method avoids materializing the bit arrays based
on the observation that the life span Lie of edge e in the ith sample graph follows
a geometric distribution; the life span is the time from when the edge arrives
until it is permanently removed from the aggregate graph via a Bernoulli sub-
sampling step. That is, P(Lie = l) = pl−1(1 − p) for l ∈ { 1, 2, . . . }. Note that Lie ≥ 1
because e always appears in all of the sample graphs when it first arrives. Fig-
ure 3.3(b) shows the life spans in different sample graphs of the example edge
in Figure 3.3(a).
Based on this observation, we can simplify the incremental updating pro-
cess. For an edge e that has just been added to the ith sample graph, we directly
sample the lifetime Lie. Then, based on the edge’s time stamp t(e) and the life
span Lie, we know exactly when it will disappear from the ith sample graph.
Observe, however, that we need to keep track of the life span for each edge in
each sample graph. A naive approach would use N integers per edge, which
is an even worse storage requirement than for the N bits per edge in the eager
incremental updating method.
We avoid the storage problem by using a lightweight method to determinis-
tically materialize the N integers whenever they are needed, while maintaining
their mutual statistical independence. Specifically, we exploit a 64-bit version of
the MurmurHash3 random hash function [44]. Given the unique combination
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of an edge ID and a sample graph ID, MurmurHash3 can deterministically and
efficiently generate a 64-bit integer. Moreover, the integers generated for differ-
ent (edge ID, graph ID) combinations appear random enough to pass the highly
rigorous TestU01 [73] test suite for pseudorandom number generators. We use
standard techniques to transform the pseudorandom 64-bit integers produced
by MurmurHash3 into pseudorandom samples from the geometric distribution;
see, for example, [72, p. 469].
3.4.5 General Decay Functions
The foregoing discussion can be generalized to decay functions other than the
exponential function f (k) = pk. Indeed, for an arbitrary decay function given
by f (k) = θk with 1 = θ0 ≥ θ1 ≥ θ2 ≥ · · · , we can use an eager incremental
updating scheme as before, but with a Bernoulli sampling rate pk = θk/θk−1 when
processing batch Bk for k ≥ 1. If ∑k θk < ∞, then arguments almost identical to
those given before show that the number of edges in the aggregate graph is
bounded in expectation and with high probability.
3.5 Bulk Analysis of Sample Graphs
The previous section discussed how to efficiently maintain a set of N sample
graphs. In this section, we focus on how to efficiently execute analysis algo-
rithms on these graphs. An important design goal of our system is to provide,
for dynamic graphs, the same familiar analytics interfaces used in systems for
managing static graphs. We therefore adopt the popular vertex-centric iterative
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computation model used in static graph processing systems such as Pregel [77],
GraphLab [76], Trinity [98] and GRACE [110]. Under this computation model,
a user-defined compute() function is invoked on each vertex v to change the
state of v and of v’s adjacent edges; changes to other vertices are propagated
through either message passing (e.g., in Pregel) or scheduling of updates (e.g.,
in GraphLab). This computation is carried out iteratively until there is no status
change for any vertex. Given this computation model, we describe techniques
both for bulk execution of analytics and for incremental updating of analytical
results as time progresses.
3.5.1 Bulk Graph Execution Model
The most straightforward way to analyze N sample graphs is to materialize each
sample graph from the current aggregate graph and apply the analytic function
of interest to each individual sample graph. However, this naive approach ig-
nores the significant overlap between the sample graphs, as discussed in Sec-
tion 3.4.1. The key observation is that similar topologies lead to similar vertex
and edge states among the different sample graphs during the iterative compu-
tation.
To take advantage of the similarities among sample graphs, we propose a
bulk execution model on multiple sample graphs. We first partition the N sam-
ple graphs into one or more bulk sets comprising s (≤ N) sample graphs. For
each bulk set, we combine the s sample graphs into a partial aggregate graph,
and process the partial aggregate graph as a whole instead of processing the s
sample graphs individually. The state of a vertex or an edge in the partial ag-
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gregate graph is an array of the states of the corresponding vertex or edge in
the s sample graphs. If an edge does not appear in a sample graph, then the
associated array element is null.
Computation at a vertex v in the partial aggregate graph proceeds by loop-
ing through the s sample graphs, reconstructing the set of v’s adjacent edges
in each sample graph and applying the compute() function. The resulting up-
dates to other vertices are then grouped by the destination vertex ID and the
combined updates are propagated via message passing or scheduling of up-
dates. Consider, for example, a message passing setting, and suppose that the
bulk computation on a vertex v results in two messages to destination vertex
u: 〈u,m1〉 for the ith sample graph and 〈u,m2〉 for the jth sample graph. Then a
combined message 〈u, {(m1, i), (m2, j)}〉 is sent to u. Algorithm 5 demonstrates the
bulk execution model when message passing is used for update propagation.
After one bulk set is complete, we proceed to the next bulk set until all of the N
sample graphs are processed.
The benefit of the bulk graph execution model is multifold. First, extracting
and loading sample graphs from the full aggregate graph in groups of size s
amortizes the nontrivial overheads of this pre-analysis step. Second, because
graph traversal requires many random memory accesses, bulk execution of
computations on the same vertex across different sample graphs results in local
computations that yield improved caching behavior. Finally, the similar mes-
sage values in a combined message from one vertex to another create oppor-
tunities for compression during communication over the network. Likewise,
compression can be applied when persisting similar values in the state array for
a vertex or edge on disk for purposes of checkpointing.
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Algorithm 3.1: Bulk Graph Execution Model
input : A vertex v in a partial aggregate graph of s sample graphs, its
adjacent edges Ev, and its incoming messages inMsgs
1 initialize msgs= ∅; // each msg is a tuple (DestVtxID,
MsgData, SampleGraphID)
2 for i=1 to s do
3 construct a new vertex vi where vi.state = v.state[i];
4 inMsgsi=inMsgs.getMsgsForGraph(i);
5 initialize vi’s adjacent edges Evi = ∅;
6 foreach e ∈ Ev do
7 if e is in the ith sample graph then
8 construct ei where ei.state = e.state[i];
9 Evi .add(ei) ;
10 end
11 end
12 orgMsgs=compute(vi, Evi , inMsgsi); // call the UDF
13 msgs.add(attachGraphID(orgMsgs, i));
14 v.state[i] = vi.state;
15 foreach ei ∈ Evi do
16 e is the corresponding edge in Ev;
17 e.state[i] = ei.state;
18 end
19 end
output: The combined messages grouped by dest vertex id:
grpMsgs=msgs.groupByDest()
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The number s of sample graphs in a bulk set is a tunable system parameter
that trades off space minimization and computational efficiency. A larger value
of s enables shared computation among more sample graphs and hence more
benefit from compression of vertex/edge states and combined updates, but also
leads to higher memory requirements for each bulk execution. We discuss how
to choose s in Section 3.7.
3.5.2 Incremental Graph Analysis
Now that we have an efficient way to analyze the N sample graphs at time t, can
we exploit the results at t to more efficiently generate results at t + 1? We have
shown that the instantiations of a given sample graph at two consecutive time
points share a large number of common edges, which leads to similar vertex and
edge states during the graph computation. For iterative graph algorithms such
as Katz centrality [64] and PageRank [23] computation, this provides an oppor-
tunity to use the ending vertex and edge states at time t as the starting states
for the iterative computation at time t + 1. These improved starting states can
lead to faster convergence. One caveat is that some algorithms do not work cor-
rectly under this incremental scheme [35], so that recomputation from scratch is
required. Existing dynamic graph processing systems [27, 78, 36] encounter the
same issue.
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3.6 Implementation on Spark
In this section, we provide a brief overview of Spark, and then describe several
important Spark-specific optimizations that we incorporated when implement-
ing TIDE.
3.6.1 Spark Overview
Spark is a general-purpose distributed processing framework based on a func-
tional programming paradigm. Spark provides a distributed memory abstrac-
tion called a Resilient Distributed Dataset (RDD) to support fault-tolerant com-
putation across a cluster of machines. RDDs can either reside in the aggregate
main memory of the cluster, or in efficiently serialized disk blocks. An RDD
is immutable and cannot be modified, but a new RDD can be constructed by
transforming an existing RDD. Spark utilizes both lineage tracking and check-
pointing for fault tolerance.
3.6.2 Implementation and Optimization
Figure 3.4 demonstrates the end-to-end data pipeline of the TIDE system as im-
plemented on Spark. First, TIDE leverages Spark Streaming to ingest batches of
arriving edges, thereby supporting input sources such as HDFS, Kafka, Flume,
and so on. The new edges are fed into the incremental updating component that
maintains the sample graphs, the result of which is a compact in-memory RDD
representing the aggregate graph of N samples. TIDE then extracts s samples
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(where s is the size of a bulk set) and transforms them into a partial aggregate
graph in the Spark GraphX distributed graph RDD representation. The itera-
tive bulk graph analysis algorithm is then executed on this representation of the
partial aggregate graph. TIDE repeats the above process for the successive bulk
sets of s sample graphs until all of the N sample graphs are analyzed. The result
of each bulk graph analysis is an RDD that can be stored on HDFS or fed into
various reporting tools.
Inside the incremental sample updating component, each batch of new
edges is stored in an RDD bt, where t is the time stamp, and the current ag-
gregate graph is stored in an RDD gt. Initially, the aggregate graph is just the
first batch of edges, i.e. g0 = b0. At t = 1, a new RDD g′0 is created from g0
by applying a set of transformations that implement the one-step edge decay
process (i.e., the Bernoulli subsampling step). Next, g′0 is unioned with b1 to
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produce the updated RDD g1. This process continues as time advances. For ea-
ger incremental updating, the decay transformations include a map operation
to update the bit array of each edge and a filter operation to discard edges that
have become nonexistent in all sample graphs. For lazy incremental updating,
the decay transformation comprises only a filter operation to check whether an
edge has become nonexistent.
The bulk graph analysis component of TIDE is built on top of GraphX [43]
which is an implementation of the Pregel and GraphLab processing frameworks
on top of Spark. In particular, we implement a bulk execution wrapper for
GraphX that performs the vertex-centric computation on the partial aggregate
graph as in Algorithm 5.
Finally, we use the lineage and checkpointing mechanisms in Spark to sup-
port fault tolerance in TIDE. In what follows, we highlight some implementa-
tion optimizations that are specific to Spark.
In-Place Update
Because of their efficiency, the TIDE implementation uses memory-resident
RDDs extensively. Memory management is a challenge, however. Because
RDDs are immutable, TIDE must continuously create new RDDs as new edges
arrive; indiscriminate creation of a large number of objects can quickly saturate
memory. This is especially problematic for eager incremental updating, because
of its higher memory requirement for storing the aggregate graph. Therefore,
TIDE avoids creating new objects by applying in-place updates whenever pos-
sible. That is, new RDDs are still created, but they refer to existing objects in
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old RDDs. To keep the lineage of RDDs intact, TIDE must also notify Spark that
the old in-memory RDDs have been changed. Thus, if an old RDD needs to be
reprocessed (e.g., in case of a failure), it must first be regenerated from the lat-
est checkpoints rather than being read directly from memory. In Section 3.7.1,
we explore the effectiveness of in-place update for eager and lazy incremental
updating methods.
Location-Aware Balancing Coalesce
In Spark, an RDD is divided into a set of partitions that are distributed among
the workers in a cluster; each worker can have multiple partitions. Spark tracks
the lineage of each partition, i.e., its parent partitions and the operations re-
quired to obtain the partition from its parents. For map and filter operations,
the resulting RDD has exactly the same number of partitions as the parent RDD,
even though some of the partitions can become empty after the filter operation.
The union of two RDDs having k1 and k2 partitions is an RDD having k1 + k2
partitions; the partitions are simply unioned together.
In the incremental updating process, we need to repeatedly thin the aggre-
gate graph through filter operations (and also map operations, in the case of
eager updating) and union it with arriving edges. This procedure creates a po-
tential problem. If the RDD for each batch contains k partitions, then, after in-
gesting n batches, the aggregate graph RDD would comprise nk partitions with
highly skewed sizes. Indeed, a partition with older edges is likely to be quite
small, or even empty. Since the partition serves as the basic scheduling unit in
Spark, the presence of many small and empty partitions incurs a lot of unneces-
sary scheduling overhead.
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Spark provides a coalesce operation to reduce the number of partitions in
an RDD. If shuffling-based coalesce is used, then data in the RDD are reshuf-
fled to generate fewer balanced partitions; otherwise, local partitions are simply
merged together. Neither approach is directly applicable to our setting. Because
coalesce needs to be applied frequently, shuffling is too expensive. On the other
hand, arbitrary merging of local partitions yields highly imbalanced partition
sizes. To avoid shuffling data while generating balanced partitions, we extend
Spark with a location-aware balancing coalesce operation. This new coalesce opera-
tion combines local partitions (and thus avoids shuffling), but carefully chooses
the candidate partitions based on their sizes by applying the Longest Processing
Time (LPT) heuristic [45].
Distributed Monte Carlo Simulation
The eager incremental updating approach requires independent Bernoulli trials
on each edge in each sample graph. To ensure that there is no correlation be-
tween the pseudorandom numbers generated for different Spark workers, we
use the technique discussed in [52] for generating multiple streams of uniform
numbers that are provably disjoint. In addition, we track the starting seed for
each Spark partition, so that an updating operation on a given partition always
produces exactly the same result if executed again (e.g., during failure recov-
ery).
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3.7 Experimental Evaluation
In this section, we first describe some experiments designed to test the perfor-
mance of our techniques for maintaining a set of sample graphs. We then eval-
uate the quality and performance of the PED approach when the sample graphs
are used for influence analysis and community analysis.
Cluster Setup. All experiments were conducted on a cluster of 17 IBM Sys-
tem x iDataPlex dx340 servers. Each has two quad-core Intel Xeon E5540
2.8GHz processors and 32GB RAM; servers are interconnected using a 1Gbit
Ethernet. Each server runs Ubuntu Linux and Java 1.6. One server is ded-
icated to run the Spark coordinator and each of the remaining 16 servers
is configured to run a Spark worker. We set SPARK WORKER CORES=8,
SPARK WORKER MEMORY=28G, and default values for the other Spark pa-
rameters, based on standard practice.
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Figure 3.5: Per day batch size of the Twitter dataset
Dataset. We used a real Twitter dataset for our experiments. It was obtained
via the GNIP service and comprises 10% of the tweets generated between Sep
9, 2011 and Feb 29, 2012. We extracted the mention interactions out of this Twit-
ter dataset and formed dynamic graphs. Figure 3.5 shows the per-day batch
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size (number of new edges) of this dataset. On average, 13.9 million new inter-
actions were added per day. We experimented on daily batches, 2-day batches
and 3-day batches in our empirical studies. The reason for such a coarse-grained
discretization is to ensure that the data is of a large enough scale to test the sys-
tem, since our dataset is only a small sample of the Twitter stream. In real set-
tings, interactions are generated much more frequently, and thus a fine-grained
discretization such as hourly batches would be adopted. In our experiments,
the largest running aggregate graph contains around 65 million vertices and 1
billion edges.
Parameters. There are three important parameters that need to be specified in
TIDE: the decay rate p, the total number of sample graphs N to incrementally
maintain, and the number of sample graphs s in each bulk set for graph execu-
tion.
The decay rate p is completely application specific, and controls the propor-
tion of historical interactions that an application considers in the analysis. For
example, by setting p = 0.8, around 0.1% of the interactions from 30 periods ago
are included in the current analysis. As another example, suppose that we want
to ensure that, with probability q = 0.01, an influencer who had n = 1000 in-
teractions k = 60 periods ago is still represented in the current network, where
“represented” means having at least one adjacent edge remaining. Then we
would set p = [1 − (1 − q)1/n]1/k ≈ 0.825.
The number N of sample graphs controls the precision of the results. A va-
riety of statistical methodologies are available for determining a good value of
N. A comprehensive discussion of this topic is beyond the scope of this chap-
ter, so we content ourselves with a few examples. In the simplest setting, the
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goal of the analysis is to compute an expected value µ of an analytic graph func-
tion F with respect to the possible-graph distribution P f ,t defined in (3.1). That
is, µ =
∑
G′∈Gt F(G
′)P f ,t(G′) or, equivalently, µ = E[F(G′)], where G′ is a sample
graph at time t. As an example, F might return the average influence score of
the top 100 influencers. Given an initial value of N, we compute i.i.d. result
samples X1, X2, . . . , XN , where Xi = F(G
f ,i
t ) and G
f ,i
t is the ith sample graph. Then
µˆN = N−1
∑N
i=1 Xi is an unbiased and strongly consistent estimator of µ. Assuming
that N is sufficiently large (say, N ≥ 20), one can compute a standard 100(1− δ)%
approximate confidence interval as µˆ±zδsN/
√
N, where zδ is the (1−0.5δ)-quantile
of the standard normal distribution and sN is the sample standard deviation of
X1, X2, . . . , XN . If the confidence interval is too wide and the desired accuracy is
±100ε%, then, going forward, N can be increased to N∗ = z2δs2N/(εµˆN)2 to try and
achieve the desired accuracy. In general, we can monitor the confidence interval
of the results as time progresses and increase N on the fly when the estimated
accuracy falls below a threshold.1 If F takes values in <d for some d > 1, then
the above methodology can be applied, but using, e.g., an appropriate hyper-
rectangular confidence region of specified maximum edge length on the d quan-
tities of interest [79]. In more complex situations where, e.g., F returns a list of
top-k influencers or an iceberg-query result of all persons with influence score
above a threshold, simple averaging of the results from the different sample
graphs may not suffice—see, e.g., [56]. The procedures for aggregating the re-
sults might then become complex, so that simple formulas for estimating error
may not be available. In this case, bootstrapping techniques or other methods
for assessing uncertainty may be needed; see [5] for a recent discussion.
As discussed in Section 3.5.1, increasing the bulk set size s helps compression
1If N needs to be increased in TIDE, we have to compute the set of sample graphs from
scratch. However, this happens infrequently.
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but also leads to higher memory requirements. Suppose that we have an upper
bound on the expected amount of the memory occupied by a partial aggregate
graph of s samples plus the memory consumed by the messages passed while
processing this graph. A safe choice is to set s as large as possible such that
the upper bound does not exceed the aggregate worker memory size. We have
derived such a bound for our TIDE prototype, but omit the details because the
bound is highly specific to our particular Spark implementation.
For the experiments in this section, we found that p = 0.8 is a reasonable de-
cay rate for our example graph applications. Using the processes for choosing
N and s as described above, we found that N = 96 provides accurate enough
results for all experiments and s = 16 is a safe choice for the 3-day batch dataset
and graph algorithms used in our experiments. However, in order to demon-
strate the effect of the three parameters on the performance of TIDE, we also
experiment with different settings of p, N and s.
In our experiments, we load the streaming input data as a sequence of HDFS
files and produce an output sequence of HDFS files that represent the final ana-
lytic results at successive time points. We focus on evaluating the performance
of the incremental updating and bulk graph analysis components of the TIDE
system pipeline shown in Figure 3.4, because the time of the remaining opera-
tions (reading input, extracting partial aggregate graphs, and outputting anal-
ysis results) is negligible by comparison. Indeed, for the iterative graph algo-
rithms we consistently observed that these remaining operations comprised less
than 1.5% of the total execution time.
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3.7.1 Incremental Updating Methods
In this section we empirically study the performance of incremental updating
methods. The coalesce and checkpointing operations were carried out for every
10 batches. For the daily batch update, on average every checkpointing takes
47sec for eager updating but only 24sec for lazy updating, because the lazy up-
dating method stores less data. We focus on per-batch comparisons between
eager and lazy updating by excluding the times required for checkpointing and
coalescing from the execution times reported below.
Comparison of Updating Methods. Figure 3.6 depicts the per-batch execution
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Figure 3.8: Avg per-batch time for incremental updating (after 30th batch)
times for eager and lazy updating, both with and without in-place update, for
the first 50 time stamps (batches), using the 2-day batch data as a representative.
As shown, the in-place update has a huge effect on the eager updating method.
This is because eager updating has a high memory requirement for storing the
per-edge bit arrays. Without in-place updates, new bit arrays are continually
created as decay transformations are applied. Indeed, a given edge can be re-
created multiple times. When memory becomes saturated, garbage collection
is invoked to reclaim obsolete objects, causing spikes on the curve for eager
updating without in-place updates. In comparison, the lazy updating method
benefits little from in-place update because it does not materialize bit arrays;
we therefore omit the numbers for lazy updating with in-place updates in the
remaining experiments. The running time for the naive sampling method is not
reported in Figure 3.6 because it is extremely slow—it has to read and iterate
over all the data at each batch arrival. For, e.g., the 50th batch, merely loading
the data takes about 78 seconds, and extracting a single sample graph takes
about 12 seconds, which means roughly 20 minutes are required for the naive
method to obtain all of the sample graphs for this single batch.
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It can be seen from Figure 3.6 that, for all four incremental updating meth-
ods, execution times initially grow as new edges are added, but gradually stabi-
lize. This is because the aggregate graph size initially increases quickly, but the
rate of increase tapers off by around the 30th batch, as depicted in Figure 3.7. We
observe the same phenomenon for 1-day batches. These observations reflect the
probabilistic upper bounds discussed in Section 3.4.2. The size of the aggregate
graph for 3-day batches is still increasing after 30 batches, because the number
of edges in later batches are considerably larger than in earlier batches.
Figure 3.8 displays, for various batch sizes, the average execution times per
batch after the first 30 batches (i.e. after the execution times stabilize). In-place
update shows increasing benefit—from 1.5x to 4.4x speedup—for eager updat-
ing as the batch size increases. Lazy updating exhibits a consistent speedup of
approximately 2.7x over the in-place eager approach for the various batch sizes.
We also study the effects on system performance of the decay factor p and
the number of samples N. We only show results for the lazy updating method
on 2-day batches, as experiments on other batch sizes exhibit the same trends.
Table 3.1 displays the average execution time per batch under several different
parameter settings. The running times increase in accordance with the number
of edges in the aggregate graph, but the increase is not necessarily proportional
to the number of edges. This is because the incremental updating methods run
very fast, so that Spark’s job launching and task scheduling times become non-
negligible.
Location-Aware Balancing Coalesce. We also study the impact of the location-
aware balancing coalesce operation described in Section 3.6.2 relative to the two
existing shuffle-based and non-shuffle coalesce operations in Spark. We define
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Table 3.1: Per-batch time for lazy updating (after 30th batch)
parameter avg time # edges in 50th batch
p = 0.5,N = 96 2.04 sec 201 million
p = 0.8,N = 96 3.87 sec 605 million
p = 0.8,N = 192 5.47 sec 683 million
Table 3.2: Coalesce operations for lazy incremental updating
shuffle-based non-shuffle location-aware
skewness 1.01 8.64 1.08
time (sec) 120.62 0.84 1.84
the skewness of partitions as the ratio of the maximum partition size divided by
the minimum partition size. The skewness is 1 for balanced partitions.
Table 3.2 compares the three coalesce operations when performed at the 40th
time stamp of the lazy updating method using the 2-day batch dataset. Shuffle-
based coalesce generates balanced partitions, but requires orders of magnitude
more running time than the other methods. Non-shuffle coalesce is fast, but
produces unacceptably skewed partition sizes. Our location-aware balancing
coalesce produces good balanced partitions reasonably quickly. For eager up-
dating, the skewnesses of the three coalesce operations are similar to those for
lazy updating. The execution times for non-shuffle and location-aware balanc-
ing shuffle stay the same, since these two algorithms merely combine local par-
titions without touching the data underneath. However, the shuffle-based coa-
lesce takes more time (350 sec) for eager updating.
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3.7.2 Dynamic Graph Analysis
We choose three representative graph algorithms to demonstrate how our PED
model can be used in two example graph applications. We then discuss the per-
formance impact of the bulk graph execution technique. All experiments in this
section were conducted on the 3-day batch datasets. To avoid dealing with the
initial transient phase where graph size increases dramatically, we report qual-
itative results for the 40th batch and performance results from the 40th batch
onward. The aggregate graph contains around 65 million vertices and 1 billion
edges from the 40th batch onward.
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Figure 3.9: Quality of results for degree centrality
Influence Analysis
Influence analysis is one of the most important types of analysis for social
graphs. Centrality measures of vertices are widely used in practice for this ap-
plication [22]. We chose the following two representative centrality measures:
Degree centrality. Degree centrality is the simplest way to measure the relative
importance of a vertex in a graph. The degree-centrality score of a vertex v is
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Figure 3.10: Quality of results for Katz centrality
defined as the number of edges incident to v: Cdeg(v) =
∑
u
∣∣∣E(u,v)∣∣∣, where E(u,v) is
the set of edges from u to v.
Katz centrality. Katz centrality is a more complex measure of the importance
of a vertex. The Katz centrality of a vertex v measures the number of paths that
end at v, penalized by the path length: CKatz(v) =
∑
u
∑
x∈Path(u,v) α
l(x), where Path(u,v)
is the set of paths connecting u to v, l(x) is the length of path x, and α is an
attenuation factor. In our experiments, we set α = 0.002.
We consider analytic functions F that return the centrality score for each ver-
tex in a graph, and our goal is to estimate µ, the expected value of F with respect
to the possible-graph distribution P f ,t. As discussed previously, we estimate µ
unbiasedly by µˆN = N−1
∑N
i=1 F(G
f ,i
t ); i.e., for each vertex, we compute the average
centrality score over the N sample graphs at time t.
To evaluate the quality of the results, we compare the estimated influence
scores in µˆN to the ground-truth influence scores in µ. The ground-truth vec-
tor µ can be computed exactly by incorporating the decay probabilities in the
centrality calculation. For degree centrality, the expected number of incident
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edges is computed as Cdeg(v) =
∑
u
∑
e∈E(u,v) P
f (e), where P f (e) = f
(
t − t(e)) is the
decay probability of e. For Katz centrality, the expected number of penalized
paths connected to a vertex is computed as CKatz(v) =
∑
u
∑
x∈Path(u,v) α
l(x)P(x). Here
P(x) is the probability of a path x, which can be calculated as the product of
the probabilities of the edges in x. Note that computing µ for either algorithm
is prohibitively expensive for real-world applications, because it requires com-
putation over all edges from the past. The size of the dynamic graph quickly
grows beyond the capacity of any graph processing system.
Figures 3.9(a) and 3.10(a) compare, for each of the top 100 vertices (the 100
vertices with the highest true expected centrality scores), the average (over the
96 sample graphs) degree-centrality and Katz-centrality scores to the ground
truth expected scores. As can be seen, the differences are almost indistinguish-
able.
Figures 3.9(b) and 3.10(b) display the coefficient of variation, over the 96
sample graphs, of centrality scores for the top 100 vertices. For degree centrality,
all vertices have variations less than 0.5%, and for Katz centrality, although the
variations are slightly higher, but they are all less than 3%. Clearly, the multiple
samples yield good estimates of expected degree and Katz centralities. All of
the above results show that choosing N = 96 achieves sufficient accuracy for
both algorithms in our setting.
PED vs Snapshot and Sliding-Window Models. To demonstrate the potential
practical benefits of the PED approach, we empirically compare the set of influ-
encers (as measured by degree centrality) found from our real Twitter dataset
when using a PED, snapshot, and sliding-window model (with a window size
of three days). Among the top 100 influencers found by the PED model, about
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24% of them were, like Alice in Example 1 of Section 3.1, temporarily dormant
influencers missed by the sliding-window model and 25% were, like Bob, rising
star influencers missed by the snapshot model. Similarly, of the top 1000 influ-
encers found by PED, 17% were like Alice and 26% were like Bob. In summary, a
significant portion of potentially important influencers would be totally missed
using either the snapshot model or the sliding-window model instead of PED.
Connectivity and Community Analysis
Connectivity and community analysis explores the community structure in so-
cial graphs. Existing studies [116] have shown that a social network usually
contains a giant connected component that consists a constant fraction of the en-
tire graph’s vertices. In this example application, we study the characteristics of
this giant component under the PED model.
We ran the connected-component algorithm on each sample graph to iden-
tify the giant component. The average size of the 96 giant components is 32.3
million vertices with a small standard deviation of only 2207. We observed that
about 19 million vertices belong to the giant components of all sample graphs
and form the high-probability “backbone” of the giant component. On the other
hand, there are about 11.1 million vertices that appear in less than 10% of the
sample graphs. Such vertices are connected to the network via edges that are
infrequent and/or old. Our PED model can help us understand these two dif-
ferent types of vertices.
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Performance of Bulk Graph Execution
In this subsection, we evaluate the performance of the bulk graph execution
technique when analyzing degree centrality, Katz centrality, and connected-
component structure. The three analysis algorithms span a range of graph anal-
ysis complexities. Determination of degree centrality does not require any itera-
tive computation. The computation of Katz centrality is iterative, similar to that
of PageRank. Moreover, it can use the incremental graph analysis scheme dis-
cussed in Section 3.5.2 to incrementally update the centrality scores from time t
to time t+1. Connected-component computation is iterative but cannot leverage
the incremental graph analysis scheme. This is because the label-propagation-
based algorithm [104] cannot correctly handle incremental deletions of edges,
so that re-computation from scratch is necessary at each time point.
In this experiment, we measure average bulk graph processing results from
the 40th update onward, i.e., after stabilization. We use LZF compression for
shuffling in Spark. Empirically, we observed that the use of LZF reduced run
times by up to 46% for the bulk graph execution model and up to 12% for the
naive execution model (processing one sample graph at a time).
Figure 3.11 compares the bulk graph execution model to the naive approach
for the above three algorithms and for various values of the bulk-set size s.
At any time point during the iterative Katz-centrality or connected-component
algorithms, convergence occurs at roughly the same speed for all N sample
graphs, due to their similar topologies and computation states. When process-
ing the 40th batch, for example, the connected-component algorithm converges
in 13 to 15 iterations for most sample graphs. Because the Katz-centrality com-
putation takes roughly the same amount of time for each iteration, we report
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Figure 3.11: Bulk graph execution vs the naive approach
the per-iteration execution time, whereas we report the total execution time for
the other two algorithms.
The bulk graph execution model essentially degenerates to the naive ap-
proach when s = 1, but the execution times are all slower than that of the
naive approach, due to the overhead of the bulk-execution wrapper. As s in-
creases, this overhead is quickly amortized and the per-sample-graph perfor-
mance gradually surpasses that of the naive approach. However, at some point,
the advantage starts to decrease due to the higher memory burden of storing a
larger partial aggregate graph. Figure 3.11(b) also shows the running time for
Katz centrality for different decay factors p. The running time under p = 0.5
is significantly less than p = 0.8 because the aggregation graph contains only
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about one third of the edges. Still, bulk execution significantly reduces the av-
erage running time per sample graph in both cases.
Bulk graph execution benefits the simple degree centrality algorithm much
more than the two iterative algorithms, because a non-trivial overhead must be
paid per iteration in GraphX. Consider, for example, the execution times for the
first five iterations of the connected-component algorithm; see Figure 3.11(c). It
is known [104] that most of the computation in this algorithm occurs in the first
few iterations (five iterations in our case). Even though there is very little to do
in remaining iterations, we still must pay the per-iteration overhead in GraphX.
As can be seen, the time for each remaining iteration is more or less the same
for different bulk-set sizes.
As discussed before, the iterative Katz-centrality algorithm is able to lever-
age the incremental graph analysis scheme by using the end states at a time
point as the starting states for the next time point. Empirically, we observed
substantial performance improvements when using this incremental scheme.
As an example, for a randomly chosen sample graph at the 40th batch, the
Katz-centrality algorithm requires 28 iterations to converge if computing from
scratch. In contrast, by reusing the result of the 39th batch, only four iterations
are needed.
3.8 Related Work
In recent years, a number of distributed graph processing systems [77, 111, 42,
98, 110, 114, 104] have been proposed for static graphs. For distributed pro-
cessing of dynamic graphs, existing systems include Kineograph [27], as well as
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environments designed for incremental iterative data flows, such as Naiad [78]
and the system described in [36]. All three of these systems, however, are based
on the snapshot model.
Several recent works have investigated, from a graph-database perspective,
the problems of storing and retrieving large-scale evolving graphs [80, 91, 65],
but they do not consider complex graph analytics such as influence-analysis and
community-detection algorithms. More specifically, a hybrid adaptive replica-
tion method was proposed in [80] to manage dynamic graphs in distributed
memory, which handles graph updates efficiently. A distributed hierarchical in-
dex was proposed in [65] to efficiently retrieve historical snapshots of a graph at
specified time points. It utilizes indexing to exploit commonalities among mul-
tiple graphs in order to avoid redundant computation of certain simple vertex
properties, such as degree counting. It is unclear whether this technique can
be generalized to compute arbitrarily complex vertex properties, such as Katz
centrality, and whether it will provide an overall performance benefit when an-
alyzing dynamically changing graphs (since any indexes must be incrementally
maintained). Chenghui et al studied efficient query processing over a sequence
of snapshot graphs by precomputing the results on a small set of representative
graphs [91].
In [48], a modified definition of Katz centrality is proposed to capture both
time-dependency and recency of random walks in a dynamic graph. In com-
parison, TIDE is not designed for a specific graph algorithm, but rather is a
general platform that allows direct application of a wide range of static graph
algorithms to dynamic graphs.
The general idea of temporally biased sampling in (non-graph) data streams
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was introduced in [6] to reduce staleness in the sample in order to obtain ana-
lytic results more relevant to the present. Data-decay methods were studied for
data streams [28], but the focus was on relatively simple aggregation queries.
The use of probabilistic edge decay for analysis of dynamic graphs has not been
formally studied before.
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CHAPTER 4
INTERACTIVE EDGE-WEIGHTED PERSONALIZED PAGERANK VIA
MODEL REDUCTION
Personalized PageRank is a standard tool for finding vertices in a graph that
are most relevant to a query or user. To personalize PageRank, one adjusts
node weights or edge weights that determine teleport probabilities and tran-
sition probabilities in a random surfer model. There are many fast methods to
approximate PageRank when the node weights are personalized; however, per-
sonalization based on edge weights has been an open problem since the dawn
of personalized PageRank over a decade ago. In this chapter, we describe the
first fast algorithm for computing PageRank on general graphs when the edge
weights are personalized. Our method, which is based on model reduction,
outperforms existing methods by nearly five orders of magnitude. This huge per-
formance gain over previous work allows us — for the very first time — to solve
learning-to-rank problems for edge weight personalization at interactive speeds,
a goal that had not previously been achievable for this class of problems.
4.1 Introduction
PageRank was first proposed to rank web pages [23], but the method is now
used in a wide variety of applications such as object databases, social networks,
and recommendation systems [14, 12, 37, 39]. In the PageRank model, a random
walker moves through the nodes in a graph, at each step moving to a new node
by transitioning along an edge (with probability α) or by “teleporting” to a po-
sition independent of the previous location (with probability (1 − α)). That is,
the vector x(t) representing the distribution of walker locations at time t satisfies
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the discrete-time Markov process
x(t+1) = αPx(t) + (1 − α)v (4.1)
where the column-stochastic matrix P represents edge transition probabilities
and the vector v represents teleportation probabilities. The PageRank vector x
is the stationary vector for this process, i.e. the solution to
Mx = b, where M = (I − αP), b = (1 − α)v. (4.2)
The entries of x represent the importance of nodes.
Standard PageRank uses just graph topology, but many graphs come with
weights on either nodes or edges. For example, we may weight nodes in a
web graph by how relevant we think they are to a topic [53], or we might
assign different weights to different types of relationships between objects in
a database [14]. Weighted PageRank methods use node weights to bias the
teleport vector v [58, 53, 13] or edge weights to bias the transition matrix P
[115, 59, 14, 112]. Through these edge and node weights, PageRank can be per-
sonalized to particular users or queries. Concretely, in node-weighted personalized
PageRank, we solve
Mx(w) = (1 − α)v(w), w ∈ Rd
where w is a vector of personalization parameters. In edge-weighted personalized
PageRank, we solve
M(w)x(w) = (1 − α)v, w ∈ Rd.
For example, the personalization vector can specify the topic preference for
the query, so the random walker will teleport to nodes associated with pre-
ferred topics (node-weighted personalized PageRank) or move through edges
associated with preferred topics more frequently (edge-weighted personalized
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PageRank). The parameters are determined by users, queries, or domain ex-
perts [53, 14, 112, 107], or tuned by machine learning methods [82, 4, 12, 37, 38].
Despite the importance of both edge-weighted and node-weighted person-
alized PageRank, the literature shows an unfortunate dichotomy between the
two problems. There exists a plethora of papers and efficient methods for node
weight personalization (as we will discuss in Section 4.2), but not for the much
harder problem of edge weight personalization! Yet many real applications are
in dire need of edge-weighted personalized PageRank. For example, together
with machine learning methods, edge-weighted personalized PageRank im-
proves ranking results by incorporating user feedback [82, 12, 37, 38]; but train-
ing with existing methods takes hours. In TwitterRank [112], weighting edges
by the similarity of user’s topical interests gives better results than just weight-
ing the nodes according to those same interests. However, because of their in-
ability to compute edge-weighted personalized PageRank online, the Twitter-
Rank authors recommend simply taking a linear combination of topic-specific
PageRank vectors instead of solving the “correct” problem of edge-weighted
personalized PageRank.
In early work on the ObjectRank system, the authors mention the flexibility
of personalizing edge weights as an advantage of their approach, but they do
not describe a method for doing this fast. In subsequent work, the computa-
tion was accelerated by heuristics [106, 107], but it was still too slow. The later
ScaleRank work [55] tried to address this issue, but only applies to a limited type
of graph. Thus, despite its importance and serious attempts to address perfor-
mance concerns, efficiently computing edge-weighted personalized PageRank
remains an open problem.
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In this chapter, we introduce the first truly fast method to compute x(w) in the
edge-weighted personalized PageRank case. Our method is based on a novel
model reduction strategy, where a reduced model is constructed offline, but it al-
lows fast evaluation online. The speed of our new approach enables exciting
interactive applications that have previously been impossible; for example, in
one application described in Section 4.5, the reduced model is nearly five orders
of magnitude faster than state-of-the-art algorithms. This is very important for
standard algorithms with cost proportional to the graph size, but reduced mod-
els also speed up sublinear approximation algorithms for localized PageRank
problems. Thus a variety of applications can benefit from the techniques that
we describe.
We discuss some preliminaries in Section 4.2, then turn to the three main con-
tributions of the chapter in the following sections. In Section 4.3, we describe the
first scalable method for edge-weighted personalized PageRank by applying the
idea of model reduction. We also show how to use common, simple parameter-
izations to make our methods even faster, and we reason about cost/accuracy
tradeoffs in model reduction for PageRank. In Section 4.4, we show how fast
reduced models enable new applications, such as interactive learning to rank,
that were not previously possible. And in a thorough experimental evaluation
in Section 4.5, we show that our method outperforms existing work by nearly
five orders of magnitude. Finally, we discuss related work in Section 4.6.
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4.2 Preliminaries
In standard (weighted) PageRank, we consider a random walk on a graph with
weighted adjacency matrix A ∈ Rn×n, in which a nonzero entry A ji > 0 represents
the weight on an edge from node j to node i. The weighted out-degree of node
j is di =
∑
j A ji, and we define the degree matrix D to be a diagonal matrix with
diagonal entries d j. Assuming no sinks (nodes with zero outgoing weight), the
transition matrix for a random walk on this weighted graph is P = AD−1. If
the graph has sinks, one must define an alternative for what happens after a
random walker enters a sink. For example, the walker might either stay put or
teleport to some node in the graph chosen from an appropriate distribution.
When v is a dense vector (the global PageRank problem), the standard PageR-
ank algorithm is the iteration (4.1), which can be interpreted as a random walk,
a power iteration for an eigenvalue problem, or a Richardson or Jacobi itera-
tion for (4.2) [39]. One can use more sophisticated iterative methods [71, 18],
but (4.1) converges fast enough for many offline applications [39]. All these re-
peatedly multiply the matrix P by vectors, and therefore have arithmetic cost
(and memory traffic) proportional to the number of edges in the graph. Hence,
these methods are ill-suited to interactive applications for large graphs [13].
There are two standard methods to approximate PageRank online in time
sublinear in the number of edges. The first case is when the teleportation vector
v can be well approximated as a linear combination of a fixed set of reference
distributions, i.e. v ≈ Vw where V ∈ Rn×d and w ∈ Rd; see [58, 53]. For example,
in web ranking, the jth column of V may indicate the importance of different
nodes as authorities to a reference topic j, and the weight vector w indicates how
99
interesting each topic is to a particular ranking task. In this case, the solution to
the PageRank problem is
x(w) = (1 − α)M−1Vw. (4.3)
If M−1V is precomputed offline by solving d ordinary PageRank problems, then
any element of x(w) can be reconstructed in O(d) time, while the entire PageRank
vector can be computed in O(nd) time. Because some nodes are unimportant
to almost any topic, it may be unnecessary to compute every element of the
PageRank vector.
We also can estimate PageRank in sublinear time when the restart vector v
is sparse. In a common case that we refer to as localized PageRank, the vector
v is one for an entry corresponding to a particular vertex and zero in all other
components. Since the random surfer often returns to this vertex, the local-
ized PageRank vector reveals properties of the region around this vertex. The
Monte Carlo method [13] and Bookmark-Coloring Algorithm (BCA) [19, 7] es-
timate the PageRank values for the important nodes close to the target vertex,
which are often the most important components of the PageRank vector in rec-
ommendation systems. Though these PageRank values can be computed with
sub-second latency for a specific set of parameters, in an application requiring
frequent recomputation for different users and queries, the total latency may
still be significant.
Unfortunately, none of these methods apply to fast computation of edge-
weighted personalized PageRank. We will discuss how to quickly approximate
edge-weighted personalized PageRank via model reduction in the following
section.
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4.3 Model Reduction
Model reduction is a general approach to approximating solutions of large lin-
ear or nonlinear systems. Applied to PageRank, the key steps in model reduc-
tion are:
1. Observe that x(w) often lies close to a low-dimensional space. We build
a basis for a k-dimensional reduced space in a data-driven way using the
POD/PCA method on PageRank vectors for a sample of parameters, as
we describe in Section 4.3.1
2. To pick an approximation in a k-dimensional reduced space, we need k
equations. We describe how to choose these equations (offline) in Sec-
tion 4.3.2, and how to form the reduced system of equations quickly (on-
line) in Section 4.3.3–4.3.4.
3. After we solve the reduced system, we reconstruct the PageRank vector
from the coordinates in the reduced space. We often do not need the full
PageRank vector, and can compute a part of the vector at lower cost.
In the experiments in Section 4.5, we achieved good accuracy with reduced
spaces of dimension k ≈ 100.
4.3.1 Reduced Space Construction
The basic assumption in our methods is that for each parameter vector w ∈ Rd,
the PageRank vector x(w) is well approximated by some element in a low-
dimensional linear space (the trial space). We construct the trial space in two
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steps. First, we compute PageRank vectors {x( j)}rj=1 for a sample set of parame-
ters {w( j)}rj=1. Then we find a basis for a k-dimensional reduced spaceU (typically
k < r) containing good approximations of each sample x( j).
In our work, we choose the sample parameters w( j) uniformly at random
from the parameter space. This works well for many examples, though a low-
discrepancy sequence [81] might be preferable if the sample size r is small.
Sparse grids [24] or adaptive sampling [86] might yield even better results, and
we leave these to future work.
Once we have computed the {x( j)}, we construct the reduced space U by
the proper orthogonal decomposition (POD) method, also known as princi-
pal components analysis (PCA) or a truncated Karhunen-Loe`ve (K-L) expan-
sion [90, 87]. We form the data matrix X = [x(1), x(2), · · · x(r)] ∈ Rn×r and compute
the “economy” SVD
X = UXΣ(VX)T
where UX ∈ Rn×r and VX ∈ Rr×r are matrices with orthonormal columns and Σ is
a diagonal matrix with entries σ1 ≥ · · · ≥ σr ≥ 0. The best k-dimensional space
for approximating X under the 2-norm error is the range of U =
[
uX1 . . . u
X
k
]
.
The singular value σk+1 bounds miny ‖Uy − x( j)‖2 for each sample x( j). If σk+1 is
small, the space is probably adequate; if σk+1 is large, the trial space may not
yield good approximations.
4.3.2 Extracting Approximations
Given a trial space and an online query parameter w, we want an element of
the trial space that approximates x(w). That is, if U = [u1, u2, · · · , uk] ∈ Rn×k,
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we want an approximate PageRank vector of the form x˜(w) = Uy(w) for some
y(w) ∈ Rk. All of the methods we describe can be expressed in the framework of
Petrov-Galerkin methods; that is, we choose y(w) to satisfy
WT
[
M(w)Uy(w) − b] = 0
for some set of test functions W. We can also choose y(w) to force the entries of
x˜(w) to sum to one, i.e.
minimize ‖WT [M(w)Uy(w) − b] ‖2 s.t. ∑
j
(Uy(w)) j = 1;
we solve this constrained linear least squares problem by standard methods [40,
Chapter 6.2]. We consider two methods of choosing an approximate solution:
Bubnov-Galerkin and the Discrete Empirical Interpolation Method (DEIM).
In the Bubnov-Galerkin approach, we choose W = U; that is, the trial space
and the test space are the same. Because U is a fixed matrix, we can precompute
the system matrices that arise from the Bubnov-Galerkin approach for simple
edge weight parameterizations. However, this approach is expensive for more
complicated problems.
In the DEIM approach, we enforce a subset of the equations. That is, we
choose y to mimimize the norm of a projected residual error:
‖Π [M(w)Uy(w) − b] ‖2,
where Π is a diagonal matrix that selects entries from some index set I; that is,
Πii =

1, i ∈ I
0, otherwise.
Equivalently, we write the objective in the minimization problem as
‖MI,:(w)Uy(w) − bI‖2
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where MI,:(w) is the submatrix of M(w) involving only those rows in the index
set I, and similarly with bI. If |I| = k, we enforce k of the equations in the
PageRank system; otherwise, for |I| > k, we enforce equations in a least squares
sense.
Minimizing this objective is equivalent to Petrov-Galerkin projection with
W = ΠM(w)U. Because W has few nonzero rows, only a few rows of M(w) need
ever be materialized, even when the parameterization is complicated. The key
to this approach is a proper choice of the index set I of equations to be enforced.
Once the reduced system is solved and the coordinates in the reduced space
y(w) are located, we can reconstruct the approximate PageRank vector in the
original space by x˜(w) = Uy(w). This can be slow when the graph has millions of
nodes, as it requires O(kn) work. In practice, we usually do not require the whole
PageRank vector, but only the PageRank values for a subset of the vertices, such
as the nodes with high PageRank values, or the nodes associated with some
keywords. Assuming the subset of vertices we are interested in is S, we can
compute the PageRank values for the vertices in S by x˜S(w) = US,: · y(w). The
computation can be done with only O(k|S|) work.
4.3.3 Parameterization Forms
How P(w) depends on w matters to how fast we can make different model re-
duction methods. For example, suppose P(w) = A(w)D(w)−1, where the weighted
adjacency matrix A(w) has edge weights that are general nonlinear functions
in w and D(w) is the diagonal matrix of out-degree weights, as before. The
DEIM approach would require that we compute the weight for all edges in
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E′ = {(i, j) ∈ E : j ∈ I}; and also all the edges E′′ = {(i, j′) ∈ E : ∃(i, j) ∈ E′}
in order to normalize. The expense of the Bubnov-Galerkin method in this case
would be even worse: to form UTM(w)U we would need to multiply P(w) by
each of the k columns of U, at a cost comparable to running the PageRank iter-
ation to convergence. We therefore consider two simple parameterizations for
which the Bubnov-Galerkin and DEIM methods can be made more efficient.
In a linear parameterization, we assume
P(w) =
m∑
s=1
wsP(s)
where each P(i) is column stochastic and the weights wi are non-negative and
sum to one. For a linear parameterization, the Bubnov-Galerkin approach is
fast, since
UTM(w)U = UTU − α
m∑
s=1
wsUTP(s)U,
and the (small) matrices UTU and UTP(s)U can be precomputed. The linear pa-
rameterization has been used several times in settings in which each edge has
one of m different types [14, 107, 82]. In such settings, the parameterization
corresponds to a generalized random walker model in which the walker first
decides what type of edge to follow with probabilities given by the ws, then de-
cides between edges of that type. However, the model is limited in that it does
not allow the probability of picking a particular edge type to vary across nodes.
In a scaled linear parameterization, P(w) = A(w)D(w)−1 where the weighted
adjacency A(w) is
A(w) =
m∑
s=1
wsA(s)
and D(w) is the diagonal matrix of outgoing weights
di(w) =
m∑
s=1
wsd
(s)
i , d
(s)
i =
n∑
j=1
A(s)ji .
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The scaled linear parameterization corresponds to choosing each edge weight
A ji(w) as a linear combination of edge features A
(s)
ji . For example, in a social
network, the edge weights might depend on features like communication fre-
quency, profile similarity, and the time since last communication [12]. Post topic
similarity between users has also been adopted as an edge feature for sites such
as Twitter [112]. Because of the normalization, M(w) in the scaled linear case is
not a linear function of w, and so the Bubnov-Galerkin system cannot be writ-
ten as a linear combination of pre-computed matrices. For DEIM in the scaled
linear case, however, we can materialize only the subset of rows of A(w) with
indices in I, since the out-degree weight vector needed for normalization is a
linear combination of the weight vectors d(i), which we can precompute.
4.3.4 Choosing interpolation equations
As shown in Appendix 6.1, if the columns of U are normalized to unit 1-norm,
the key quantity in the error bound for DEIM is ‖(MI,:U)†‖1. We do not want
interpolation nodes that are always unimportant, since in this case MI,:U will
have small elements, and this might suggest that we should choose “important”
nodes according to the average of some randomly sampled PageRank vectors.
However, this heuristic sometimes fails, as MI,:U can be nearly singular even if
the elements of MI,:U are not nearly zero.
In the case |I| = k, we want rows MI,:U that are maximally linearly inde-
pendent. While an optimal choice is hard in general, this type of subset selection
problem is standard in linear algebra, and a standard approach to selecting the
most important rows is to apply the pivoted QR algorithm and use the pivot
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Algorithm 4.1: Row subset selection via QR
In: Z : n × m matrix
Out: I: list of m indices
def FIND-I(Z)
Initialize I ← ∅, Q← 0n×m, r ← 0m
norm2← squared norms of rows of Z
for k = 1 to m do
s← argmax1≤i≤n norm(i)
I ← I ∪ {s}, Qk,: ← Zn,:, rk ← √norm2(s)
Qk,: ← (Qk,: −∑k−1l=1 〈Ql,:,Zn,:〉Ql,:)/rk
for i = 1 to n do
norm2(i)← norm2(i) − 〈Zi,:,Qk,:〉2
end for
end for
return I
order as a ranking [40, Chapter 5]. However, if we were to apply pivoted QR to
the rows of M(w)U in order to choose the interpolation set, we would first have
to compute M(w)U, which is again comparable in cost to computing PageRank
directly. As an alternative, we evaluate M(w˜( j))U for one or more test parameters
w˜( j), then apply pivoted QR to the rows of Z =
[
M(w˜(1))U . . .M(w˜(q))U
]
. By us-
ing more than one test parameter in the selection process, not only do we ensure
that we are taking into account the behavior of M at more than one point, but
we can choose as many as kq independent rows of the matrix Z.
For scaled linear and nonlinear parameterizations, the cost of forming the
Bubnov-Galerkin matrix UTM(w)U is linear in the size of the graph, and may
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even exceed the cost of an ordinary PageRank computation. In contrast, for
DEIM methods, the cost of forming the reduced system is proportional to the
number of incoming edges for the nodes with indices in I (in the scaled linear
case) or those nodes plus all outgoing edges from those nodes (in the fully non-
linear case). Hence, there is a performance advantage to choosing low-degree
nodes for the interpolation set I. At the same time, choosing nodes with high
in-degree for the set Imay improve the accuracy of the reconstruction.
Note that the pivoted QR algorithm defines “utility” for the nodes, and it
chooses the nodes with the highest utilities. The utility for vertex i is
√
norm2(i)
described in Algorithm 4.1. We write the utility of vertex i as util(i) and the
incoming degree as cost(i). We propose two methods to manage the trade-off
between util(i) and cost(i): the cost-bounded pivot method and the threshold
pivot method.
In the cost-bounded pivot method, a parameter C indicates the average cost
we are willing to pay for each node. A straightforward heuristic would be
choosing the nodes with highest util(i) with cost(i) ≤ C. However, this heuristic
ignores all the nodes that exceed the cost budget. We can soften the budget con-
straint by choosing the nodes with highest util(i)/max(cost(i),C). Alternatively,
in the threshold pivot method, we require the node selected in each step to have
utility higher than maxi util(i)/F. Among these nodes, the one with smallest cost
is selected. The parameter F indicates the maximum ratio allowed between the
highest utility and the utility of the selected node in each step. We will discuss
the trade-offs of the two methods in the experiment section.
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4.4 Learning to Rank
We now describe an application enabled by fast PageRank approximations:
learning to rank. In learning to rank, the goal is to learn the best values of the
parameters that determine edge weights, based on training data such as user
feedback or historic activities, as discussed in [12, 4]. Using surrogates, learn-
ing to rank becomes not only an interesting offline computation, but an online
computation that could be done on a per-query basis.
As a concrete example, consider training data T = {(iq, jq)}, where each pair
(i, j) ∈ T indicates that i should be ranked higher than j. The optimization
problem is
min
w
L(w) =
∑
(i, j)∈T
l(xi(w) − x j(w)) + λ‖w‖2, (4.4)
where xi(w) and x j(w) indicate the PageRank of nodes i and j for a parameter
vector w. The loss l(·) penalizes violations of the ranking preference; popular
choices include squared loss and Huber loss [12]. To minimize L by gradient-
based methods, one needs both L and the derivatives
∂L
∂ws
=
∑
(i, j)∈T
l′(xi − x j)∂(xi − x j)
∂ws
+ 2λws, (4.5)
To compute the derivatives of x, one uses the relation
M
∂x
∂ws
= −∂M
∂ws
x; (4.6)
that is, each partial derivative requires solving a linear system involving the
PageRank matrix M(w).
We replace the PageRank vector x(w) with an approximation xˆ(w) = Uy(w),
and seek to minimize the modified objective
min
w
Lˆ(w) =
∑
(i, j)∈T
l(xˆi(w) − xˆ j(w)) + λ‖w‖2. (4.7)
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We write the component differences xˆi(w) − xˆ j(w) as zi jy(w) where zi j = Ui,: − U j,:
is the difference between two rows of U. The derivatives of Lˆ are then
∂Lˆ
∂ws
=
∑
(i, j)∈T
l′(zi jy(w))zi j
∂y(w)
∂ws
+ 2λws. (4.8)
Depending on the size of the training set, one might form the zi j vectors at the
start of the optimization.
Once y(w) has been evaluated for a given parameter vector w, the subsequent
derivative computations can re-use factorizations, and so require less computa-
tion. For example, in the case of a linear parameterization and the Bubnov-
Galerkin method, the derivatives of y satisfy
M˜
∂y
∂ws
= −∂M˜
∂ws
y = αP˜(s)y, (4.9)
where M˜(w) = UTM(w)U is the same matrix that appears in the linear system
for y(w), while P˜(s) = UTP(s)U is one of the matrices that was precomputed in the
offline phase. Though computing y(w) requires O(k3) work to factor M˜ after it
has been formed, the derivative computations can re-use this work, and involve
only O(k2) additional work to form the right hand side and solve the resulting
system.
For a scaled linear parameterization or nonlinear parameterization with the
DEIM method, y satisfies the normal equations
M˜T M˜y = M˜TbI (4.10)
where M˜ = MI,:U. Differentiating (4.10) gives the formula
M˜T M˜
∂y
∂ws
= −M˜T
(
∂M˜
∂ws
)
y −
(
∂M˜
∂ws
)T
r˜ (4.11)
where r˜ = M˜y−bI is the residual in the reduced least squares problem. Once we
have computed M˜ and its derivatives, computing y takes O(k2|I|) time, while ad-
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ditional solves to evaluate partial derivatives take O(k|I|) time. In many graphs,
though, the dominant cost is the time to form M˜ and its derivatives.
4.5 Experiments
Our experimental evaluation has three goals: First, we want to show that global
edge-weighted personalized PageRank can be computed interactively with model reduc-
tion. As reported in Section 4.5.3, our model reduction methods can answer
such queries in half a second, while the standard power method takes 20 sec-
onds (DBLP graph) to 1 minute (Weibo graph). Second, we want to verify that
model reduction improves the performance of localized PageRank. As reported in Sec-
tion 4.5.4, our methods are usually 1-2 orders of magnitudes faster than BCA.
Third, we want to demonstrate that model reduction enables learning-to-rank at
interactive speeds. As we report in Section 4.5.5, our model reduction methods
are up to nearly five orders of magnitudes faster than the full computation on
a learning-to-rank application. We discuss our experimental setup and prepro-
cessing in Sections 4.5.1 and 4.5.2.
4.5.1 Setup
Environment. We run all experiments on a computer with two Intel Xeon X5650
2.67GHz processors and 48GB RAM. We have implemented most of our meth-
ods in C++ using Armadillo [95] for matrix computations. For the LP solver
required by the ScaleRank algorithm, we follow the original implementation
and use the GLPK package [1]. A few routines are currently prototyped with
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SciPy [3].
Datasets. We run experiments on two graphs: the DBLP citation graph and the
Weibo social graph. Table 4.1 shows their basic statistics. The DBLP graph, pro-
vided by ArnetMiner [103], has four types of vertices (paper, author, conference
and venue) and seven edge types. We adopt the linear parameterization used
in ObjectRank to assign edge weights [14, 55]. This graph is used for global
PageRank and parameter learning.
The Weibo graph, released as part of the KDD Cup 2012 competition,1 is
a microblog dataset with subscription edges between users and text. In prior
work [112], personalized PageRank with edge weights derived from topic anal-
ysis over user posts was used to rank topical authorities. In our experiments,
we apply LDA to analyze the topics represented in user posts, following the
approach in [21], with the number of topics set to 5, 10, and 20. We use both
scaled-linear and linear parameterizations based on the user topic distributions.
For the scaled-linear parameterization, we adopt a weighted cosine as the edge
weight:
A ji(w) =
m∑
s=1
ws · (ϕi)s ·
(
ϕ j
)
s
=
m∑
s=1
wsA
(s)
ji ,
where ϕi denotes the topic distribution for user i and A
(s)
ji ≡ (ϕi)s ·
(
ϕ j
)
s
. We can
also normalize the weighted adjacency matrix A(s) for a linear parameterization:
P(s) = A(s)(D(s))−1.
We use the Weibo graph in experiments for both global and localized PageRank.
For localized PageRank, we run the experiments on 1000 randomly selected
nodes, as different nodes can have slightly different running time and accuracy
for both our methods and the baseline.
1https://www.kddcup2012.org/c/kddcup2012-track1
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Table 4.1: Basic Statistics of Datasets
Dataset # Vertices # Edges # Params
DBLP 3,494,258 18,515,718 7
Weibo 1,944,589 50,655,130 5, 10, 20
Baselines. We compare our methods to ScaleRank [55] for global PageRank
and the Bookmark Coloring Algorithm (BCA) [19, 7] for localized PageRank.
We discuss these methods in more detail in Section 4.6. For global PageRank,
ScaleRank [55] is the only previous work we know to efficiently compute edge-
weighted personalized PageRank. Like our approach, ScaleRank has an offline
phase that samples the parameter space, and an online phase in which queries
are processed interactively. We only report the performance of ScaleRank on the
DBLP graph, as it is ill-suited for general graphs. We set the parameters accord-
ing to the original paper. For localized PageRank, prior methods approximate
the PageRank of the top-k nodes in sub-second time without preprocessing. We
compare our model reduction methods with a variant of BCA proposed in [7].
For the BCA termination threshold , which controls the trade-off between run-
ning time and accuracy, we use  = 10−8; this leads to Kendall τ values of around
0.01.
Metrics. We evaluate both how well our approximate PageRank values match
the true PageRank values and the distance between the induced rankings. We
denote the exact and approximate PageRank vectors as x and x˜, respectively.
We measure accuracy of the approximate PageRank values by the normalized
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L1 distance. The normalized L1 distance on the evaluation set S is defined as
NL1(x, x˜,S) = ‖xS − x˜S‖1‖xS‖1 .
For global PageRank, S contains all the nodes, while for localized PageRank, S
is the exact top-100 set. To evaluate ranking, we adopt Kendall’s τ, the de facto
standard for ranking measurement [69]. Denote the number of concordant pairs
and discordant pairs as nC and nD, respectively; the normalized Kendall distance
is defined as the percentage of pairs that are out of order, i.e.
τ′ =
nD
nC + nD
,
More specifically, we compute τ′ over the union of the exact and the approxi-
mated top-100 sets.
For both metrics, we report average results over 100 random test parameters.
4.5.2 Preprocessing
Reduced Space Construction. For all experiments, we construct the reduced
space from PageRank vectors computed at 1000 uniformly sampled parameters.
We report the singular values of the global PageRank data matrix (see Sec-
tion 4.3) for both DBLP and the Weibo graph in Figure 4.1(a). We examine the
singular values of the localized PageRank data matrix for 10 randomly selected
nodes and report them in Figures 4.1(b) and 4.1(c). For the scaled-linear pa-
rameterization, we found that for a given number of parameters, the singular
values for most of our sample nodes decay at a similar rate, though one or two
nodes show singular values with slower decay. We show the singular values for
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two representative nodes, denoted as v4 and v7, in Figure 4.1(b). For the linear
parameterization, the singular values for all the nodes decay at a similar speed;
thus we pick one node to report in Figure 4.1(c). Unsurprisingly, the singular
values decay more slowly when there are more parameters on the Weibo graph.
With the same number of parameters, the singular values decay more rapidly
for the scaled-linear than for the linear parameterization.
For most experiments, we set the reduced dimension to k = 100, as the singu-
lar values either decay slowly after this point, or they are already small enough.
The only exception is localized PageRank with the scaled-linear parameteriza-
tion, where we set k = 50 for 5 and 10 parameters, as the singular values are
already quite small there.
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Interpolation Set Selection. We use the pivoted QR method discussed in Sec-
tion 4.3 in our experiments. For graphs with skewed incoming degree distribu-
tions, we need to restrict the total number of incoming edges for the nodes in I
for performance. For both cost-bounded pivot and threshold pivot methods, we
compute the interpolation set with different values for the parameterC or F, and
select the I that works best on a small validation set of personalized PageRank
parameters2. As the incoming degree distribution for DBLP is not heavy-tailed,
we use the unconstrained pivoted QR method. For the Weibo graph, we use
cost-bounded pivot with C = 100 and threshold pivot with F = 10 for localized
PageRank, and cost-bounded pivot with C = 1000 for global PageRank.
With |I| = k, the reduced system is nearly singular for some parameters. We
can avoid this issue by slightly increasing the size of |I| (i.e. 1.2k). This suggests
that there is no single best interpolation set with size k for all parameters, and
the more robust choice for DEIM is to choose |I| > k. Further increasing the
size of the interpolation set in DEIM produces more accurate results, with some
increase in running time. We set |I| = 2k for all the experiments; the extra cost
over choosing k nodes is modest, and we usually see little improvement after
this point.
Preprocessing Time. We show preprocessing times in Table 4.2. For global
PageRank, we compute sample PageRank vectors using the standard power
method with stopping criterion ‖x(t+1)−x(t)‖1 < 10−10. For localized PageRank, we
use BCA with  = 10−9; in this case, the preprocessing time slightly varies with
different numbers of parameters and parameterization forms. In general, global
2 We try C = 100, 101, . . . , 105 and F = 5, 10, 20, 40, 80.
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Table 4.2: Preprocessing Time on Different Datasets
Procedure DBLP Weibo-Global Weibo-Local
Prepare Samples 6 hours 17 hours 3-7 min
Get Basis U 0.8 hours 0.4 hours 1-2 min
Prepare UTP(i)U 3 2 min N/A < 2 min
Choose I 4 11 min 12-18min < 1 min
PageRank takes hours of CPU time for preparation while localized PageRank
takes minutes. In either case, the computation can be easily parallelized across
samples.
4.5.3 Global PageRank
In this section, we discuss the results for global PageRank. The standard power
iteration is ill-suited for interactive global PageRank – it takes about 20 seconds
on the DBLP graph and a minute on the Weibo graph.
DBLP Graph. We conduct experiments on the DBLP graph to demonstrate the
performance of model reduction methods for linearly parameterized problems.
Figure 4.2 and Figure 4.3 show the running time and accuracy of different meth-
ods. The running time has two parts: finding the coefficients in the reduced
space, and constructing the PageRank vector as a linear combination of reduced
basis vectors. Both model reduction approaches are accurate. For DEIM with
|I| = 200, the Kendall distance for the top 100 results is around 3 × 10−5, while
3 Used by Bubnov-Galerkin.
4 Used by DEIM.
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the normalized L1 distance is around 0.0005. The Bubnov-Galerkin method has
even lower error. In contrast, ScaleRank has both Kendall distance and normal-
ized L1 distance around 0.07.
All the methods produce results with interactive latency, and the model
reduction methods run slightly faster than ScaleRank. Most of the time for
model reduction is spent on PageRank vector construction. As discussed in
Section 4.3.2, this time can be largely reduced by materializing the PageRank
values only for a subset of the nodes. In contrast, the ScaleRank method spends
much more time in obtaining the coefficients, and this cost cannot be easily re-
duced. This is because ScaleRank requires solving several linear programs and
is much slower than solving a linear system.
Weibo Graph. We run experiments on the Weibo graph to see how model re-
duction methods work for social graphs with scaled-linear parameterization.
We use DEIM in this case, since the Bubnov-Galerkin method is slow for scaled-
linear parameterization. Because the DEIM approximation vector usually does
not sum to one for this problem, we add the constraint discussed in Section 4.3.
In Figure 4.5(a) and Figure 4.5(b), we report the running time and accuracy for
different numbers of parameters. The reduced model can answer queries with
interactive latency, and the running time would be much less if we only re-
constructed the PageRank values for a small subset of vertices. The error in-
creases with the number of parameters, as increasing the number of parameters
increases the error intrinsic in approximating solutions from a low-dimensional
space. The Kendall distance is about 0.005 with 10 parameters, but it increases
to about 0.013 when there are 20 parameters.
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4.5.4 Localized PageRank
In this section, we discuss localized PageRank on the Weibo graph. We report
the Kendall distance for accuracy, as the approximations computed by model
reduction always have much lower L1 distance than BCA. With fewer parame-
ters, we see better performance for our methods.
In most applications of localized PageRank, we are only interested in a rela-
tively small number of top-ranked nodes. To find the top 100 nodes, it generally
suffices to compute PageRank values for the most promising 10000 nodes as in-
dicated by average PageRank values over the sampled parameters. To construct
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the part of the PageRank vector associated with these 10000 nodes requires less
than a millisecond. The running time for model reduction method reported in
this section assumes constructing the PageRank values only for top vertices.
Linear Parameterization. For a linear parameterization, the only work in form-
ing the Bubnov-Galerkin system is adding m matrices of size k × k. In our ex-
periments, with k = 100 and m = 20, we are able to form and solve the reduced
system within a millisecond.
For the problem to retrieve top 100 nodes, the Bubnov-Galerkin approach is
nearly two orders of magnitudes faster than BCA, with better accuracy. We re-
port the running time and accuracy in Figure 4.6. The Bubnov-Galerkin method
has much better accuracy with m = 5, 10 than for m = 20. For m = 20, the error
increases as the 100-dimensional trial space is too small to contain highly accu-
rate approximations to the PageRank vector. Still, the Bubnov-Galerkin method
produces more accurate results compared with BCA.
Scaled-Linear Parameterization. For the scaled-linear parameterization, the
Bubnov-Galerkin approach is expensive, and we turn instead to DEIM. The run-
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Figure 4.6: Localized PageRank with Linear Parameterization
ning time and accuracy are reported in Figure 4.7. For m = 5, 10, DEIM answers
the query nearly one order of magnitude faster than BCA with better accuracy.
For m = 20, DEIM is much slower than for m = 5, 10 for two reasons. First,
because the edge weight computation is proportional to the number of parame-
ters, it takes more time to form MI,:(w). Second, we need a larger reduced space
(k = 100) to achieve acceptable accuracy.
In all cases, while the interpolation sets selected by the cost-bounded pivot
method result in shorter running time, it produces less accurate results for a tiny
fraction of outlier nodes. The threshold pivot method selects the interpolation
sets in a more robust way, but it also requires longer time for each PageRank
computation.
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Figure 4.7: Localized PageRank with Scaled-Linear Parameterization
4.5.5 Parameter Learning
In this section, we demonstrate that parameter learning for edge-weighted per-
sonalized PageRank can be done at interactive rates via model reduction. For
our experiments, we considered the DBLP graph with linear parameterization
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over the edge types, similar to the setting of PopRank [82]. A partial ranking
list with eight papers was used in our experiments to represent the feedback re-
ceived from the user. Although the original PopRank model is based on a non-
differentiable objective function, we use a differentiable objective suggested in
later work [4, 12] as it achieves the same goal with much less training time. Fol-
lowing the parameter learning framework described in Section 4.4, we choose
the squared loss with margin b = 0.2 and set λ = 1000 for the regularizer. That
is, we minimize the loss function
∑
(i, j)∈T
max
(
x j(w) − xi(w) + 0.2, 0
)2
+ 1000‖w − w0‖22.
Here T is the set of pairwise ranking preferences based on the partial ranking
list, and w0 is the default parameter (0.34, 0.33, 1.0, 0.33, 0.75, 0.25, 1.0).
Figure 4.4 shows the value of the objective function after each iteration with
different methods, and all the methods result in almost the same objective func-
tion value. As expected, the parameters after each iteration with different meth-
ods are also very similar.
The average running time for each iteration is reported in Table 4.3. For
applications involving interactive learning, user feedback usually just slightly
adjusts the parameters, and 5-10 optimization iterations should be enough to
produce the adjusted parameters to reflect the user’s personal preference. In
fact, as shown in Figure 4.4, the objective function value does not change much
after eight iterations. Assuming ten iterations are required to produce the new
ranking result after taking user feedback, for linear parameterization, we are
able to finish the learning procedure in 0.02 seconds by the Bubnov-Galerkin
method. Otherwise, DEIM is required to give the adjusted ranking within a
second. In comparison, the original method takes minutes for each optimization
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iteration, as a separate PageRank computation is required for the objective and
for each component of the gradient.
Table 4.3: Avg. Running Time per Opt. Iteration
Method Standard Bubnov-Galerkin DEIM-200
Time(sec) 159.3 0.002 0.033
4.6 Related Work
Personalized PageRank Computation. There has been a lot of work on fast
personalized PageRank computation. A recent review can be found in [13].
However, as discussed in Section 4.2, most previous work focuses on node-
weighted personalized PageRank and does not apply to edge-weighted person-
alized PageRank.
To the best of our knowledge, ScaleRank [55] is the only other work that
answers edge-weighted personalized PageRank queries interactively. Like our
approach, this method computes sample PageRank vectors {x( j)}rj=1 in the of-
fline phase, and the approximation to the online query is a linear combination
of these samples. However, extracting the linear combination in ScaleRank is
slower, as a series of linear programming problems must be solved. It is also
unclear how to support learning-to-rank application in this framework. Fur-
thermore, it can only find approximate solutions efficiently on typed graphs, as
general graphs would introduce too many constraints in the linear programs.
For localized PageRank, the Monte Carlo method [13] and the Bookmark
Coloring Algorithm (BCA) [7] have been proposed to efficiently find the approx-
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imate PageRank vector without preprocessing. These methods only explore a
localized region close to the target vertex, as the nodes far from the target node
usually have negligible PageRank value. The Monte Carlo method simply sim-
ulates random walks starting from the target node. BCA maintains a running
estimate of the PageRank vector and the residual vector, and repeatedly picks a
node and “pushes” its residual to the outgoing nodes until all the residuals are
smaller than a predefined threshold.
Surrogate Model. Another approach is to approximate x(w) = M(w)−1b by a
fast surrogate model xˆ(w) ≈ x(w). One could build surrogates by interpolation
or regression, whether via polynomials, radial basis functions, Gaussian pro-
cesses, or neural networks. In these methods, PageRank is a black box: the
methods sample the PageRank vector during model construction, but do not
use the structure of the underlying linear system during model evaluation. An
example of this approach is [29, 30, 31, 32], in which high-degree polynomial
interpolation is used to approximate the dependence of the PageRank vector on
the teleportation parameter α. In contrast, we pursue a model reduction strategy
that uses the PageRank equations.
Model Reduction in Simulation. In physical simulations, one uses model re-
duction for tasks that involve repeated model evaluation, such as design, opti-
mization, control, and uncertainty quantification. Our work is inspired by the
work of Patera and co-workers on the use of reduced basis methods for ellip-
tic PDEs with uncertain (or stochastic) coefficients [46], and by work on model
reduction of dynamical systems in the time or frequency domain [10, 96, 26, 11].
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CHAPTER 5
CONCLUSIONS
Iterative graph computation is a key component in a variety of applications.
The big data era gives rise to new challenges related to the volume, velocity
and variety of data. In this dissertation, we have addressed challenges posed
by these three aspects of big data.
First, we have presented a new block-oriented computation model that is
compatible with vertex-centric programming abstraction but executes a block
of highly connected vertices at a time instead of one vertex at a time. Our block-
aware graph execution engine can achieve better cache performance and en-
ables more flexible block-level and vertex-level scheduling to further accelerate
convergence. In particular, it can provide near-interactive runtime and better
multicore speedup than current per-vertex computation models for a large class
of graph processing applications. We believe that this work is only a first step
towards more confluence between the HPC and the database communities and
a major step towards enabling iterative graph processing with interactive re-
sponse times, a fascinating topic for future research. We are aware that other
framework providers are actively improving the performance of their graph
processing engines. However, our block-oriented execution model provides an
orthogonal perspective on optimizing computationally light graph applications,
and we believe that it is applicable to other frameworks as well.
Second, we have described TIDE, a distributed system for analyzing dy-
namic graphs. TIDE employs a model based on probabilistic edge decay to
implement a temporally biased sampling scheme that allows controlled trade-
offs between emphasizing recent interactions and providing continuity with
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respect to past interactions; the PED model generalizes existing snapshot and
sliding-window models. To facilitate maintenance of a set of sample graphs,
we have provided both provably compact “aggregate” representations and effi-
cient incremental updating methods. We have also introduced a bulk execution
model to simultaneously process these graphs using the same programing APIs
as are found in existing static graph processing systems. Through experiments
on a Twitter dataset, we have demonstrated the effectiveness and efficiency of
our proposed methods for tasks such as identifying key influencers and explor-
ing community structure. Future work includes investigating decay functions
beyond the exponential function and leveraging results from the probabilistic
database community to obtain a more comprehensive set of analysis techniques
for sample graphs.
Third, we have presented the first general scalable method for edge-
weighted personalized PageRank based on model reduction. We discuss op-
timizations for common parameterizations and cost/accuracy tradeoffs when
applying model reduction to power-law graphs. For applications such as learn-
ing to rank, our model reduction methods are nearly five orders of magnitudes
faster than the standard approach. In future work, we plan to investigate how
to choose the best index set for the DEIM method under cost constraints. An-
other interesting direction is to investigate whether the PageRank computations
can be pushed to the client side by sending the reduced model. We would also
like to investigate how to update the reduced model efficiently as the graph
evolves over time.
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CHAPTER 6
APPENDIX FOR CHAPTER 5
6.1 Quasi-optimality
Petrov-Galerkin methods are quasi-optimal: the error in the Petrov-Galerkin ap-
proximation is within some factor of the best error possible in the space. We
summarize with the following theorem.
Theorem 1. Suppose ‖e∗‖ = miny∗ ‖Uy∗− x‖ is the error in the best approximation from
R(U) in some norm. The error ‖e‖ = ‖Uy− x‖ for the Petrov-Galerkin approximation is
bounded by
‖e‖ ≤ (1 + κ)‖e∗‖
for κ = ‖U‖ ‖(WTMU)−1‖ ‖WTM‖. For the DEIM method, the error is bounded by
‖e‖ ≤ (1 + κDEIM)‖e∗‖
for κDEIM = ‖U‖ ‖(MI,:U)†‖ ‖MI,:‖ where (MI,:U)† indicates the Moore-Penrose pseu-
doinverse, i.e. the least-squares solution operator.
Proof. Suppose Uy∗ is the best approximation in the space to x = M−1b under
some norm. Let e = x − Uy and e∗ = x − Uy∗ be the error in the chosen approx-
imation and the best approximation, respectively. Substituting b = M(Uy∗ + e∗)
into the Petrov-Galerkin ansatz yields
WTMU(y − y∗) = WTMe∗,
and therefore
e = e∗ − U(y − y∗) =
[
I − U(WTMU)−1WTM
]
e∗.
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Taking norms, we have
‖e‖ ≤
(
1 + ‖U‖ ‖(WTMU)−1‖ ‖WTM‖
)
‖e∗‖.
In the DEIM case, a similar argument yields
e =
[
I − U(MI,:U)†MI,:)
]
e∗
and taking norms as before yields the final result. 
The most significant term in this bound is the norm of the inverse of the
projected system, i.e. ‖(WTMU)−1‖ or ‖(MI,:U)−1‖. In particular, if the columns
of U are normalized to have absolute sums equal to zero, then ‖U‖1 = 1 and
‖MI,:‖1 ≤ 1+α, so that for the one-norm the quasi-optimality constant is bounded
by
κDEIM ≤ (1 + α)‖(MI,:U)†‖1.
That is, the key quantity in this case is ‖(MI,:U)†‖1, which measures how close
the projected system is to being singular. When evaluating the reduced model,
we can bound this quantity with little extra cost via Hager’s algorithm or vari-
ants [51, 54].
6.2 Model Reduction with Constraints
Under the constraint that the entries of the approximate PageRank vectors must
sum to 1 , extracting the approximation becomes a constrained optimization
problem
minimize
y(w)
‖WT (M(w)Uy(w) − b)‖2
subject to eTUy(w) = 1,
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where e is the vector of all ones.
Such constrained least square problem can be solved via an augmented sys-
tem through the method of Lagrange multiplier [40, Chapter 6.2]. M˜
T M˜ u
uT 0

 yλ
 =
 M˜
T b˜
1

where M˜ = WTM(w)U, b˜ = WTb, u = UTe.
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