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Abstract
For α ∈ [1,2) we consider operators of the form
Lf (x) =
∫
Rd
[
f (x + h)− f (x)− 1(|h|1)∇f (x) · h
]A(x,h)
|h|d+α dh
and for α ∈ (0,1) we consider the same operator but where the ∇f term is omitted. We prove, under
appropriate conditions on A(x,h), that any solution u to Lu = f will be in Cα+β if f ∈ Cβ .
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1. Introduction
Many models in mathematical physics, financial mathematics, and mathematical economics
are based on diffusions corresponding to second-order elliptic differential operators. In the last
decade or so, though, researchers in these areas have found that frequently real world phenomena
are better fitted if one allows jumps. To give a very simple example, an outbreak of war or
a new discovery may cause the price of a stock to make a sudden jump. Since the operators
corresponding to jump processes are non-local, one would like to consider operators that are the
sum of an elliptic operator and a non-local term.
Such operators are not yet well understood. In order to study them and the influence of the
non-local part, it is quite natural to first look at the extreme case, that is, where the operator has
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questions, and stochastic differential equations for non-local operators and the associated pure
jump processes.
The first such purely non-local operator one would want to study is the fractional Laplacian
−(−Δ)α/2, where Δ is the Laplacian and α ∈ (0,2). Such operators have been much studied;
the stochastic processes associated to these operators are known as symmetric stable processes.
See [11,9,10] for a sampling of research on these processes and operators.
The next simplest class of operators L is a class introduced in [6], known as stable-like oper-
ators. These are operators L defined by
Lf (x) =
∫
Rd\{0}
[
f (x + h)− f (x)− 1(|h|1)∇f (x) · h
]A(x,h)
|h|d+α dh (1.1)
for f ∈ C2(Rd) when α ∈ [1,2) and∫
Rd\{0}
[
f (x + h)− f (x)]A(x,h)|h|d+α dh (1.2)
when α ∈ (0,1). We use x · y for the inner product in Rd . These stable-like operators bear the
same relationship to the fractional Laplacian as elliptic operators in non-divergence form do to
the usual Laplacian. The name stable-like (which was introduced in [2] and also used in [12])
refers to the fact that the jump intensity measure A(x,h)/|h|d+α dh is comparable to that of the
jump intensity measure of a symmetric stable process. See [6,8,22,23] for some additional re-
sults on these operators. See [1,3–5,7,12,13,16,17,20,21,26] for results on operators that are very
closely related to (1.1) and (1.2) and which are also sometimes known as stable-like operators.
There are some papers concerning regularity for operators with both local and non-local parts;
see, e.g., [14,16,17].
Two of the first questions one might ask about stable-like operators given by (1.1) and (1.2)
are the Hölder continuity of harmonic functions and whether a Harnack inequality holds for
non-negative functions that are harmonic with respect to L when the function A(x,h) only sat-
isfies some boundedness and measurability conditions. These questions were answered in [6];
see also [20] and [23]. A natural question one might then ask is whether one can assert addi-
tional smoothness for the solution u to the equation Lu = f if A(x,h) and f also satisfy some
continuity conditions. The answer to this last question is the subject of this paper.
Let α ∈ (0,2). We impose the following conditions on A(x,h).
Assumption 1.1. Suppose
1. There exist positive finite constants c1, c2 such that
c1 A(x,h) c2, x,h ∈ Rd .
2. There exist β ∈ (0,1) and a positive constant c3 such that
sup
x
sup
h
∣∣A(x + k,h)−A(x,h)∣∣ c3|k|β, k ∈ Rd .
3. Neither β nor α + β is an integer.
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ellipticity for an elliptic operator in non-divergence form. The uniform Hölder continuity
of A(x,h) in x is the analog of the usual assumptions of Hölder continuity in the Schauder
theory; see [18, Chapter 6]. Note that no continuity in h is required here. Finally, the requirement
that neither β nor α + β be an integer is quite reasonable; in the theory of elliptic operators, most
estimates break down when the coefficients are not in a Hölder space of non-integer order.
Our main result is the following. We let Cβ and Cα+β be the usual Hölder spaces. (We recall
the definition in (2.3).)
Theorem 1.2. Let L be given by (1.1) or (1.2) and suppose Assumptions 1.1 hold. If u ∈
Cα+β(Rd) satisfies Lu = f , then the following a priori estimate holds: there exists c1 not de-
pending on f such that
‖u‖Cα+β  c1‖u‖L∞ + c1‖f ‖Cβ . (1.3)
This is the exact analog of the corresponding estimate for elliptic operators; see [18, Chap-
ter 6].
Lim [22] has obtained some partial results along the lines of Theorem 1.2. Our result here
extends his results by weakening the hypotheses and strengthening the conclusions. We show in
Section 7 that our result is sharp in several respects.
Two additional motivations for Theorem 1.2 are the following. In [6] harmonic functions
for L were discussed. There a probabilistic definition of harmonic functions was given because
in general a harmonic function, although Hölder continuous, will not be smooth enough to be
in the domain of L. This is not surprising, because for elliptic operators this is also the case.
Theorem 1.2 gives a sufficient condition for the harmonic function to be in the domain of L; see
Remark 5.3. Secondly, when one considers the process associated with L, an essential tool is, as
might be expected, Ito’s formula. However the hypotheses of Ito’s formula require the function
to be C2. Therefore it would be useful to have conditions under which a class of functions
associated with the process are at least C2.
Our proof follows roughly along the lines of the Schauder theory for elliptic equation as
presented in [18, Chapter 6]. There are some major differences, however. The estimates for the
case when A(x,h) is constant in x are much more difficult than the corresponding estimates
for the Laplacian. In addition, because we are dealing with non-local operators, our localization
procedure is necessarily quite different.
Our results are in the form of an a priori estimate. For the existence of solutions to the related
integro-differential equation, see Proposition 7.4.
In Section 2 we define the Hölder spaces and prove a few estimates that we will need. Section 3
investigates the derivatives of the semigroup corresponding to the operator L in the case when
A(x,h) does not depend on x, while Section 4 is concerned with the smoothing properties of
the corresponding potential operator. In Section 5 we obtain estimates on the integrands in (1.1)
and (1.2), and we prove Theorem 1.2 in Section 6.
We prove a number of results related to Theorem 1.2 in Section 7. For example we examine
what happens when we add to L a zero-order term or a first-order differential term and what
happens when A(x,h) has further smoothness in x. We also discuss there a number of directions
for further research, including the Dirichlet problem for bounded domains, boundary estimates
for bounded domains, the parabolic case, the symmetric jump process case, and the case of
variable order operators.
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2. Hölder spaces
Let β ∈ (0,1). We define the seminorm
[f ]Cβ = sup
x∈Rd
sup
|h|>0
|f (x + h)− f (x)|
|h|β (2.1)
and the norm
‖f ‖Cβ = ‖f ‖L∞ + [f ]Cβ , (2.2)
and say f is Hölder continuous of order β if ‖f ‖Cβ < ∞.
We write Dif for ∂f /∂xi , Dijf for ∂2f/∂xi∂xj , and so on. Suppose β > 1 is not an integer
and let m be the largest integer strictly less than β . We define
‖f ‖Cβ = ‖f ‖L∞ +
d∑
j1,...,jm=1
[Dj1···jmf ]Cβ (2.3)
and say f ∈ Cβ if ‖f ‖Cβ < ∞. It is well known (see the proof of Proposition 2.2 below, for
example) that this norm is equivalent to the norm
‖f ‖L∞ +
d∑
j1=1
‖Dj1f ‖L∞ +
d∑
j1,j2=1
‖Dj1j2f ‖L∞ + · · · +
d∑
j1,...,jm=1
‖Dj1···jmf ‖L∞
+
d∑
j1,...,jm=1
[Dj1···jmf ]Cβ . (2.4)
(When we say two norms ‖ · ‖1 and ‖ · ‖2 are equivalent, we mean that there exist constants c1, c2
such that
c1‖f ‖1  ‖f ‖2  c2‖f ‖1
for all f .)
We also use the fact that the Cβ norm is equivalent to a second difference norm: by [24,
Chapter V, Proposition 8], we have
Proposition 2.1. For β ∈ (0,1) ∪ (1,2), f ∈ Cβ if and only if f ∈ L∞ and there exists c1 such
that
∣∣f (x + h)+ f (x − h)− 2f (x)∣∣ c1|h|β, h, x ∈ Rd .
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‖f ‖L∞ + sup
x
sup
|h|>0
|f (x + h)+ f (x − h)− 2f (x)|
|h|β (2.5)
is equivalent to the Cβ norm.
We will sometimes use the notation
‖Df ‖L∞ =
d∑
i=1
‖Dif ‖L∞ , ‖D2f ‖L∞ =
d∑
i,j=1
‖Dijf ‖L∞ .
In order to be able to include the case of integer β in the next two results, we introduce
the following notation. If a is not an integer, set N(f,a) = ‖f ‖Ca ; if a = 1, set N(f,a) =
‖f ‖L∞ +‖Df ‖L∞ ; and if a = 2, set N(f,a) = ‖f ‖L∞ +‖Df ‖L∞ +‖D2f ‖L∞ . The following
proposition is similar to known results.
Proposition 2.2. If 0 < a < b < 3 and ε > 0, there exists c1 depending only on a, b, and ε such
that
N(f,a) c1‖f ‖L∞ + εN(f, b). (2.6)
Proof. We first do the case when 0 < a < b 1. Let h0 = ε1/(b−a). If |h| < h0, then
∣∣f (x + h)− f (x)∣∣N(f,b)|h|b < N(f,b)|h|aε.
If |h| h0, then
∣∣f (x + h)− f (x)∣∣ 2
ha0
‖f ‖L∞|h|a.
Combining, we have
sup
|h|>0
|f (x + h)− f (x)|
|h|a  εN(f, b)+ c2‖f ‖L∞ .
Taking the supremum over x, (2.6) follows immediately.
Second, we do the case a = 1 and b ∈ (1,2]. Fix 1 i  d and let x0 be a point in Rd . The
case when N(f,b) = 0 is trivial, so we suppose not. Let R = (‖f ‖L∞/N(f, b))1/b . By the mean
value theorem, there exists x′ on the line segment between x0 and x0 +Rei such that
∣∣Dif (x′)∣∣= |f (x0 +Rei)− f (x0)|
R
 2‖f ‖L∞
R
.
Then
∣∣Dif (x0)∣∣ ∣∣Dif (x′)∣∣+ ∣∣Dif (x′)−Dif (x0)∣∣ 2‖f ‖L∞ +N(f,b)Rb−1.
R
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∣∣Dif (x0)∣∣ c3‖f ‖1−1/bL∞ N(f,b)1/b. (2.7)
Taking the supremum over x0 ∈ Rd and then applying the inequality
xθy1−θ  x + y, x, y > 0, θ ∈ (0,1), (2.8)
we obtain
‖Dif ‖L∞ 
c4
ε
‖f ‖L∞ + εN(f, b).
Third, suppose a = 2 and b ∈ (2,3). Applying (2.7) with f replaced by Djf and b replaced
by b − 1 and setting γ = 1/(b − 1), we have
‖Dijf ‖L∞  c3‖Djf ‖1−γL∞ ‖Djf ‖γCb−1 .
Using the well-known inequality ‖g′‖L∞  c5‖g‖1/2L∞‖g′′‖1/2L∞ (this is a special case of (2.7)) and
summing over i and j , we have
∥∥D2f ∥∥
L∞  c6‖f ‖(1−γ )/2L∞
∥∥D2f ∥∥(1−γ )/2
L∞ ‖f ‖γCb ,
and therefore
∥∥D2f ∥∥
L∞  c7‖f ‖(1−γ )/(1+γ )L∞ ‖f ‖2γ /(1+γ )Cb .
Applying (2.8) with θ = (1 − γ )/(1 + γ ), we obtain (2.6).
For the case a ∈ (0,1] and b ∈ (1,2], using the first and second cases above we have
N(f,a) c8‖f ‖L∞ + c8‖Df ‖L∞  c8‖f ‖L∞ + c9‖f ‖L∞ + εN(f, b),
and the remaining cases are treated similarly. 
Lemma 2.3. If a ∈ (0,3), there exists c1 such that
N(fg,a) c1N(f,a)N(g, a).
Proof. Clearly ‖fg‖L∞  ‖f ‖L∞‖g‖L∞ . If a ∈ (0,1), we write
f (x + h)g(x + h)− f (x)g(x) = f (x + h)[g(x + h)− g(x)]+ g(x)[f (x + h)− f (x)],
and it follows that
[fg]Ca  ‖f ‖L∞‖g‖Ca + ‖g‖L∞‖g‖Cb .
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[
(Dif )g
]
Ca−1  ‖Dif ‖L∞‖g‖Ca−1 + ‖g‖L∞‖Dif ‖Ca−1  c2‖f ‖Ca‖g‖Ca ,
and we bound [f (Dig)]Ca similarly. Doing this for each i takes care of the case a ∈ (1,2).
Similarly, if a ∈ (2,3), we use
Dij (fg) = f (Dijg)+ g(Dijf )+ (Dif )(Djg)+ (Djf )(Dig). (2.9)
As in the first paragraph,
[
(Dif )(Djg)
]
Ca−2  c3‖Dif ‖Ca−2‖Djg‖Ca−2  c4‖f ‖Ca‖g‖Ca .
The other terms in (2.9) are similar.
The remaining cases, when a = 1 and a = 2, are easy and are left to the reader. 
We will need the following lemma.
Lemma 2.4. Let β ∈ (0,1). Let ϕ be a non-negative C∞ symmetric function with compact
support such that
∫
ϕ(x)dx = 1, and let ϕε(x) = ε−dϕ(x/ε). Define fε = f ∗ ϕε . Then there
exists c1 such that for each i and j
‖f − fε‖L∞  c1‖f ‖Cβ εβ, (2.10)
‖Difε‖L∞  c1‖f ‖Cβ εβ−1, and (2.11)
‖Dijfε‖L∞  c1‖f ‖Cβ εβ−2. (2.12)
Proof. The first inequality follows from
∣∣f (x)− fε(x)∣∣=
∣∣∣∣
∫ [
f (x)− f (x − y)]ϕε(y) dy
∣∣∣∣
 ‖f ‖Cβ
∫
|y|βϕε(y) dy
= c2‖f ‖Cβ εβ.
Since
∫
Diϕε(y) dy = 0,
∣∣Difε(x)∣∣=
∣∣∣∣
∫ [
f (x − y)− f (x)]Diϕε(y) dy
∣∣∣∣
 ‖f ‖Cβ
∫
|y|β ∣∣Diϕε(y)∣∣dy
= c3‖f ‖Cβ εβ−1.
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∫
Dijϕε(y) dy = 0, then
∣∣Dijfε(x)∣∣=
∣∣∣∣
∫ [
f (x − y)− f (x)]Dijϕε(y) dy
∣∣∣∣
 ‖f ‖Cβ
∫
|y|β ∣∣Dijϕε(y)∣∣dy
= c4‖f ‖Cβ εβ−2. 
3. Derivatives of semigroups
Let Qt be the semigroup of a symmetric stable process of order α and let q(t, x) be the
density, that is, the function such that Qtf (x) =
∫
f (y)q(t, x − y)dy. It is well known that
q can be taken to be C∞ in x.
Proposition 3.1. For each k > 0 and each j1, . . . , jk = 1, . . . , d , we have
∫ ∣∣Dj1···jk q(1, x)∣∣dx < ∞.
This can be proved by generalizing the ideas of [21, Proposition 2.6], which considers the case
of first derivatives. See also [26]. It can also be proved using Fourier transforms and complex
analytic techniques; see [25], for example. We give a simple proof based on subordination.
Proof. Let Wt be a d-dimensional Brownian motion and let Tt be a one-dimensional one-sided
stable process of index α/2 independent of W . Then it is well known, by the principle of subor-
dination [15, Section X.7], that Xt = WTt is a symmetric stable process of index α. Hence
q(1, x) =
∞∫
0
r(t, x)P(T1 ∈ dt), (3.1)
where r(t, x) = (2πt)−d/2e−|x|2/2t is the density of Wt .
The number of jumps of Tt of size larger than λ is a Poisson process with parameter
c1λ−α/2. So the probability that Tt has no jumps of size λ or larger by time 1 is bounded by
exp(−c1λ−α/2). Because Tt is non-decreasing, this implies
P(T1  λ) exp
(−c1λ−α/2).
Hence for any N > 0,
∞∫
0
(
1 + t−N )P(T1 ∈ dt) 2 +
1∫
0
t−N P(T1 ∈ dt)
 2 +
∞∑
2N(n+1) P
(
T1 ∈
[
2−n−1,2−n
])
n=0
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∞∑
n=0
2N(n+1) P
(
T1  2−n
)
 2 +
∞∑
n=0
2N(n+1)e−c1
(
2−n)α/2 < ∞. (3.2)
It is easy to see that for each a > 0 there exist b and c2 depending on a such that
sup
x
(
1 + |x|a)r(t, x) c2(1 + t−b), t > 0.
This and (3.2) allow us to use dominated convergence to differentiate under the integral sign
in (3.1), and we obtain
Dj1···jk q(1, x) =
∞∫
0
Dj1···jk r(t, x)P(T1 ∈ dt).
Then, using (3.2) again and Fubini,
∫ ∣∣Dj1···jk q(1, x)∣∣dx 
∞∫
0
∫ ∣∣Dj1···jk r(t, x)∣∣dx P(T1 ∈ dt)
 c3
∞∫
0
t−k/2 P(T1 ∈ dt) < ∞. 
If f ∈ L∞, it follows easily that Q1f is C∞ for t > 0 and for each j1, . . . , jk
∣∣Dj1···jkQ1f (x)∣∣ c1‖f ‖L∞ .
By scaling we have
∣∣Dj1···jkQtf (x)∣∣ ct−k/α‖f ‖L∞ . (3.3)
Now we consider Lévy processes whose Lévy measure is comparable to that of a symmetric
stable process of index α. Suppose A0 : Rd \ {0} → [κ1, κ2], where κ1, κ2 are finite positive
constants. Define
L0f (x) =
∫
Rd\{0}
[
f (x + h)− f (x)− 1(|h|1)∇f (x) · h
] A0(h)
|h|d+α dh (3.4)
for C2 functions f when α  1, and without the ∇f (x) term when α < 1. Let Pt be the semi-
group corresponding to the generator L0.
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exists c1 (depending on k) such that
∣∣Dj1···jkPtf (x)∣∣ c1t−k/α‖f ‖L∞ .
Proof. Let L1 be defined by (3.4) but with A0(h) replaced by κ1 and let L2 = L0 − L1. Let
Q1t and Q2t be the semigroups for the Lévy processes with generators L1,L2, resp., and let
X1,X2 be the corresponding Lévy processes. If we take X1 independent of X2, then X1 + X2
has the law of the Lévy process corresponding to the generator L. Therefore Pt = Q2t Q1t . We
know that Q1t f satisfies the desired estimate by (3.3) and the fact that the process associated
with L1 is a deterministic time change of the process considered in Proposition 3.1. By translation
invariance, Q2t commutes with differentiation. Therefore Ptf = Q2t Q1t f also satisfies the desired
estimate, since
‖Dj1···jkPtf ‖L∞ =
∥∥Q2t Dj1···jkQ1t f ∥∥L∞ 
∥∥Dj1···jkQ1t f ∥∥L∞  c1t−k/α‖f ‖L∞ . 
4. Potentials and Hölder continuity
Let Pt continue to be the semigroup corresponding to the Lévy process in Rd with infinitesi-
mal generator L0 given by (3.4) and define the potential
Rf (x) =
∞∫
0
Ptf (x) dt
when the function t → Ptf (x) is integrable. We want to prove that R takes functions in Cβ into
functions in Cα+β , provided neither β nor α + β is an integer and that Rf is bounded.
Proposition 4.1. Suppose β ∈ (0,1), f ∈ Cβ , Rf ∈ L∞, and α + β < 1. Then Rf ∈ Cα+β and
there exists c1 not depending on f such that ‖Rf ‖Cα+β  c1‖f ‖Cβ + c1‖Rf ‖L∞ .
Proof. We first prove that
∣∣Psf (x)− Psf (y)∣∣ c2
s(1−β)/α
|y − x|‖f ‖Cβ . (4.1)
Define fε as in Lemma 2.4.
We have, using Theorem 3.2 and (2.10),
∣∣Ps(f − fε)(y)− Ps(f − fε)(x)∣∣ ∥∥∇Ps(f − fε)∥∥L∞|y − x|
 c3
s1/α
‖f − fε‖L∞|y − x|
 c3 εβ‖f ‖Cβ |y − x|. (4.2)
s1/α
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∣∣Psfε(y)− Psfε(x)∣∣ c4‖∇Psfε‖L∞|y − x|
 c4‖∇fε‖L∞|y − x|
 c5εβ−1‖f ‖Cβ |y − x|. (4.3)
Setting ε = s1/α and combining (4.2) and (4.3) yields (4.1).
If x, y ∈ Rd and we define g(z) = f (y − x + z), then by the translation invariance of Ps (that
is, Ps commutes with translation), Psg(x) = Psf (y), and then
∣∣Psf (y)− Psf (x)∣∣= ∣∣Ps(g − f )(x)∣∣ ‖g − f ‖L∞  ‖f ‖Cβ |y − x|β.
So putting t0 = |y − x|α , we have
t0∫
0
∣∣Psf (y)− Psf (x)∣∣ds  t0‖f ‖Cβ |y − x|β = ‖f ‖Cβ |y − x|α+β. (4.4)
Using (4.1) and noting (1 − β)/α > 1,
∞∫
t0
∣∣Psf (y)− Psf (x)∣∣ds 
∞∫
t0
c6
s(1−β)/α
‖f ‖Cβ |y − x|ds
= c7t1−(1−β)/α0 ‖f ‖Cβ |y − x|
= c7‖f ‖Cβ |y − x|α+β.
Combining this with (4.4) and the fact that
∣∣Rf (y)−Rf (x)∣∣
t0∫
0
∣∣Psf (y)− Psf (x)∣∣ds +
∞∫
t0
∣∣Psf (y)− Psf (x)∣∣ds, (4.5)
our result follows. 
Next we consider the case when 0 < β < 1 and 1 < α + β < 2.
Proposition 4.2. Suppose β ∈ (0,1), f ∈ Cβ , ‖Rf ‖L∞ < ∞, and α + β ∈ (1,2). Then
Rf ∈ Cα+β and there exists c1 not depending on f such that ‖Rf ‖Cα+β  c1‖f ‖Cβ +
c1‖Rf ‖L∞ .
Proof. Define
Vhs(f )(x) = Psf (x + h)+ Psf (x − h)− 2Psf (x).
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∣∣Vhs(f )(x)∣∣ c2|h|2‖f ‖Cβ s−(2−β)/α. (4.6)
By Theorem 3.2, (2.10), and Taylor’s theorem,
∣∣Vhs(f − fε)(x)∣∣ c3|h|2∥∥D2Ps(f − fε)∥∥L∞
 c4
s2/α
|h|2‖f − fε‖L∞
 c5
s2/α
|h|2εβ‖f ‖Cβ . (4.7)
If we set g1ε(z) = fε(z + h) and g2ε(z) = fε(z − h), by the translation invariance of Ps ,
Vhs(fε)(x) = Psg1ε(x)+ Psg2ε(x)− 2Psfε(x), and therefore by (2.12)
∣∣Vhs(fε)(x)∣∣= ∣∣Ps(g1ε + g2ε − 2fε)(x)∣∣ ‖g1ε + g2ε − 2fε‖L∞
 c6|h|2
∥∥D2fε∥∥L∞  c7|h|2εβ−2‖f ‖Cβ . (4.8)
Letting ε = s1/α and combining with (4.7), we obtain (4.6).
Using (4.6) and noting (2 − β)/α > 1,
∞∫
|h|α
∣∣Vhs(f )(x)∣∣ c8|h|2‖f ‖Cβ
∞∫
|h|α
s−(2−β)/α ds = c9‖f ‖Cβ |h|α+β. (4.9)
Let g10(x) = f (x + h), g20(x) = f (x − h). By translation invariance and the Hölder continuity
of f ,
∣∣Vhs(f )(x)∣∣= ∣∣Ps(g10 + g20 − 2f )(x)∣∣ ‖g10 + g20 − 2f ‖L∞  2‖f ‖Cβ |h|β,
and thus
|h|α∫
0
∣∣Vhs(f )(x)∣∣ds  2‖f ‖Cβ |h|α+β . (4.10)
Adding (4.9) and (4.10) we conclude
∣∣Rf (x + h)+Rf (x − h)− 2Rf (x)∣∣ c‖f ‖Cβ |h|α+β .
This with Proposition 2.1 completes the proof. 
Finally we consider the case when α + β ∈ (2,3).
Proposition 4.3. Suppose β ∈ (0,1), f ∈ Cβ , ‖Rf ‖L∞ < ∞, and α + β ∈ (2,3). Then Rf ∈
Cα+β and there exists c1 not depending on f such that ‖Rf ‖Cα+β  c1‖f ‖Cβ + c1‖Rf ‖L∞ .
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‖DiRf ‖Cα+β−1  c2‖f ‖Cβ , i = 1, . . . , d. (4.11)
Fix i and let Qt = DiPt . From Theorem 3.2 we have
‖Dj1j2Qtf ‖L∞  c3t−3/α‖f ‖L∞, j1, j2 = 1, . . . , d.
Define Whs(f )(x) = Qsf (x + h) + Qsf (x − h) − 2Qsf (x). Note that Qs is translation
invariant. Analogously to (4.7) and (4.8),
∣∣Whs(f − fε)(x)∣∣ c4|h|2∥∥D2Qs(f − fε)∥∥L∞
 c5|h|
2
s3/α
‖f − fε‖L∞
 c6|h|
2
s3/α
εβ‖f ‖Cβ
and
∣∣Whs(fε)(x)∣∣ c7|h|2∥∥D2Qsfε∥∥L∞ = c7|h|2
∥∥QsD2fε∥∥L∞
 c8|h|
2
s1/α
∥∥D2fε∥∥L∞  c9s1/α |h|2εβ−2‖f ‖Cβ .
Taking ε = s1/α we obtain
∣∣Whs(f )(x)∣∣ c10|h|2s(β−3)/α‖f ‖Cβ .
Integrating this bound over [|h|α,∞) yields c11|h|α+β−1‖f ‖Cβ .
On the other hand, if g10 and g20 are defined as in the proof of Proposition 4.2,
∣∣Whs(f )(x)∣∣ ∥∥Qs(g10 + g20 − 2f )∥∥L∞  c12s−1/α‖g10 + g20 − 2f ‖L∞
 c13s−1/α|h|β‖f ‖Cβ ,
and integrating this bound over s from 0 to |h|α yields c14|h|α+β−1‖f ‖Cβ ; we use the fact that
1/α < 1 here. Therefore
∣∣Whs(DiRf )(x)∣∣ c14|h|α+β−1‖f ‖Cβ ,
which with Proposition 2.1 yields (4.11). 
We reformulate and summarize the preceding propositions in the following theorem. Let L0 be
defined as in (3.4).
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if u is in the domain of L0 and L0u = f with ‖u‖L∞ < ∞, then
‖u‖Cα+β  c1‖f ‖Ca + c1‖u‖L∞ . (4.12)
Proof. If L0u = f and ‖u‖L∞ < ∞, then we have u = −Rf , and so the result follows by
Propositions 4.1, 4.2, and 4.3. 
5. First and second differences
For f bounded define
Ehf (x) = f (x + h)− f (x). (5.1)
For f ∈ C1 define
Fhf (x) = f (x + h)− f (x)− ∇f (x) · h. (5.2)
Observe that if g : R → R is in Cγ with γ ∈ (1,2), then
∣∣g(t)− g(0)− g′(0)t∣∣=
∣∣∣∣∣
t∫
0
[
g′(s)− g′(0)]ds
∣∣∣∣∣
 ‖g‖Cγ
t∫
0
sγ−1 ds  c1‖g‖Cγ tγ , (5.3)
while if γ ∈ (2,3), then
∣∣∣∣g(t)− g(0)− g′(0)t − 12g′′(0)t2
∣∣∣∣=
∣∣∣∣∣
t∫
0
[
g′(s)− g′(0)]ds − 1
2
g′′(0)t2
∣∣∣∣∣
=
∣∣∣∣∣
t∫
0
s∫
0
[
g′′(r)− g′′(0)]dr ds
∣∣∣∣∣
 ‖g‖Cγ
t∫
0
s∫
0
rγ−2 dr ds = c2‖g‖Cγ tγ . (5.4)
Let Hf be the Hessian of f , so that
h ·Hf (x)k =
d∑
i,j=1
hiDijf (x)kj
if h = (h1, . . . , hd) and k = (k1, . . . , kd).
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on f such that the following estimates hold.
(a) For all γ ,
∣∣Ehf (x)∣∣ c1(|h|γ∧1 ∧ 1)‖f ‖Cγ (5.5)
and if γ > 1,
∣∣Fhf (x)∣∣ c1(|h|γ∧2 ∧ 1)‖f ‖Cγ . (5.6)
(b) For all γ ,
∣∣Ehf (x + k)−Ehf (x)∣∣ c1(|h|γ∧1 ∧ |k|γ∧1)‖f ‖Cγ . (5.7)
(c) If γ ∈ (1,2), then
∣∣Ehf (x + k)−Ehf (x)∣∣ c1((|h|γ−1|k|)∧ (|h||k|γ−1))‖f ‖Cγ . (5.8)
(d) If γ ∈ (1,2), then
∣∣Fhf (x + k)− Fhf (x)∣∣ c1((|h|γ )∧ (|h||k|γ−1))‖f ‖Cγ . (5.9)
(e) If γ ∈ (2,3), then
∣∣Fhf (x + k)− Fhf (x)∣∣ c1((|k|γ−2|h|2)∧ (|h|γ−1|k|))‖f ‖Cγ . (5.10)
Proof. (a) The estimate for Ehf follows by the definition of Cγ . The one for Fhf follows from
(5.3) or (5.4) applied to g(s) = f (x + sh/|h|) with t = |h|.
(b) Write
Ehf (x + k)−Ehf (x) =
[
f (x + h+ k)− f (x + k)]− [f (x + h)− f (x)], (5.11)
and note that because f ∈ Cγ , this is bounded by 2|h|γ∧1‖f ‖Cγ . We can also write Ehf (x+k)−
Ehf (x) as
[
f (x + h+ k)− f (x + h)]− [f (x + k)− f (x)], (5.12)
so we also get the bound 2|k|γ∧1‖f ‖Cγ .
(c) Using (5.3)
f (x + h+ k)− f (x + k) = ∇f (x + k) · h+R1
and
f (x + h)− f (x) = ∇f (x) · h+R2,
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Ehf (x + k)−Ehf (x) =
[∇f (x + k)− ∇f (x)] · h+R1 −R2,
and the right-hand side is bounded by
c3‖f ‖Cγ
(|k|γ−1|h| + |h|γ ). (5.13)
Starting with (5.12) instead of (5.11) we also get the bound
c3‖f ‖Cγ
(|h|γ−1|k| + |k|γ ). (5.14)
Using (5.13) when |h| |k| and (5.14) when |h| > |k| proves (5.8).
(d) By (5.4)
∣∣Fhf (x)∣∣ c3‖f ‖Cγ |h|γ ,
and the same bound holds for Fhf (x + k), so
∣∣Fhf (x + k)− Fhf (x)∣∣ c3‖f ‖Cγ |h|γ . (5.15)
On the other hand
f (x + k + h)− f (x + h) = ∇f (x + h) · k +R3
and
f (x + k)− f (x) = ∇f (x) · k +R4,
where R3 and R4 are both bounded by c4‖f ‖Cγ |k|γ . Also
∣∣∇f (x + k) · h− ∇f (x) · h∣∣ c5‖f ‖Cγ |h||k|γ−1
and
∣∣∇f (x + h) · k − ∇f (x) · k∣∣ c5‖f ‖Cγ |k||h|γ−1.
Combining and using the fact that γ < 2,
∣∣Fhf (x + k)− Fhf (x)∣∣ c6‖f ‖Cγ (|k|γ + |h||k|γ−1 + |k||h|γ−1),
which together with (5.15) proves (5.9).
(e) Applying (5.4)
∣∣∣∣Fhf (x)− 1h ·Hf (x)h
∣∣∣∣ c7‖f ‖Cγ |h|γ (5.16)2
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∣∣h · (Hf (x + k)−Hf (x))h∣∣ c8‖f ‖Cγ |h|2|k|γ−2,
then
∣∣Fhf (x + k)− Fhf (x)∣∣ c9‖f ‖Cγ (|h|2|k|γ−2 + |h|γ ). (5.17)
On the other hand, using (5.3) and (5.4),
f (x + k + h)− f (x + k) = ∇f (x + h) · k + 1
2
k ·Hf (x + h)k +R5,
f (x + k)− f (x) = ∇f (x) · k + 1
2
k ·Hf (x)k +R6,
∇f (x + k) · h− ∇f (x) · h = k ·Hf (x)h+R7,
and
∇f (x + h) · k − ∇f (x) · k = h ·Hf (x)k +R8,
where R5 and R6 are both bounded by c10‖f ‖Cγ |k|γ , R7 is bounded by c10‖f ‖Cγ |k|γ−1|h|, and
R8 is bounded by c10‖f ‖Cγ |h|γ−1|k|. Therefore
∣∣∣∣Fhf (x + k)− Fhf (x)− 12k ·
(
Hf (x + h)−Hf (x))k
∣∣∣∣ |R5| + |R6| + |R7| + |R8|,
which implies
∣∣Fhf (x + k)− Fhf (x)∣∣ c11‖f ‖Cγ (|k|γ + |k|γ−1|h| + |h|γ−1|k| + |k|2|h|γ−2). (5.18)
Using (5.17) if |h| |k| and (5.18) if |h| > |k| proves (5.10). 
We have the following corollary.
Corollary 5.2. Suppose f ∈ Cα+β for some β ∈ (0,1) and α+β ∈ (0,1)∪ (1,2)∪ (2,3). There
exists c1 not depending on f such that:
(a) If α < 1, then
∫ ∣∣Ehf (x + k)−Ehf (x)∣∣ dh|h|d+α  c1|k|β‖f ‖Cα+β . (5.19)
(b) If α ∈ [1,2), then
∫
|h|1
∣∣Fhf (x + k)− Fhf (x)∣∣ dh|h|d+α +
∫
|h|>1
∣∣Ehf (x + k)−Ehf (x)∣∣ dh|h|d+α
 c1|k|β‖f ‖Cα+β . (5.20)
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∫ ∣∣Ehf (x + k)∣∣ dh|h|d+α +
∫ ∣∣Ehf (x)∣∣ dh|h|d+α ,
which is bounded using Theorem 5.1(a). We treat (5.20) similarly.
If |k| 1, we use the bounds in Theorem 5.1(b)–(e), breaking the integrals into three: where
|h| < |k|, where |k| |h| 1, and where |h| > 1. The rest is elementary calculus. 
Remark 5.3. By Theorem 5.1(a), the integrals defining Lu are thus absolutely convergent if
u ∈ Cα+β for some β > 0. In particular, the domain of L contains Cα+β for each β > 0.
The following is immediate from Corollary 5.2.
Corollary 5.4. Suppose u ∈ Cα+β for some β ∈ (0,1) and α + β ∈ (0,1) ∪ (1,2) ∪ (2,3). Let
L0 be defined by (3.4). Then L0u ∈ Cβ and there exists c1 such that
‖L0u‖Cβ  c1‖u‖Cα+β .
6. Proof of Theorem 1.2
Let B(x, r) denote the ball of radius r centered at x. Let ϕ be a cut-off function that is 1
on B(0,1), 0 on B(0,2)c , takes values in [0,1], and is C∞. Let ϕr,x0(x) = r−dϕ((x − x0)/r).
When r and x0 are clear, we will write just ϕ for ϕr,x0 .
Proposition 6.1. Suppose ‖u‖Cα+β < ∞. Suppose for each δ > 0 there exists r and c1 (depending
on δ) such that
‖uϕr,x0‖Cα+β  c1‖f ‖Cβ + c1‖u‖L∞ + δ‖u‖Cα+β . (6.1)
Then there exists c2 depending on δ such that
‖u‖Cα+β  c2‖f ‖Cβ + c2‖u‖L∞ . (6.2)
Proof. First we do the case where α + β ∈ (0,1)∪ (1,2). Recall from Proposition 2.2 that there
exist c3 and c4 such that
c3‖g‖Cα+β  ‖g‖L∞ + sup
x
sup
|h|>0
g(x + h)+ g(x − h)− 2g(x)
|h|α+β  c4‖g‖Cα+β (6.3)
for all g ∈ Cα+β . Choose δ = c3/2c4 and then choose r and c1 using (6.1). If x0 ∈ Rd , let
v = uϕr,x0 , and note that u = v in the ball B(x0, r). If |h| < r ,
∣∣u(x0 + h)+ u(x0 − h)− 2u(x0)∣∣= ∣∣v(x0 + h)+ v(x0 − h)− 2v(x)∣∣
 c4‖v‖Cα+β |h|α+β . (6.4)
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∣∣u(x0 + h)+ u(x0 − h)− 2u(x0)∣∣ 4
rα+β
‖u‖L∞|h|α+β = c5‖u‖L∞|h|α+β. (6.5)
Combining (6.4) and (6.5) and using (6.1),
∣∣u(x0 + h)+ u(x0 − h)− 2u(x0)∣∣ (c4‖v‖Cα+β + c5‖u‖L∞)|h|α+β

(
c1c4‖f ‖Cβ + (c1c4 + c5)‖u‖L∞ + c4δ‖u‖Cα+β
)|h|α+β .
This and (6.3) yield
‖u‖Cα+β  c6‖f ‖Cβ + c6‖u‖L∞ +
1
2
‖u‖Cα+β .
Subtracting 12‖u‖Cα+β from both sides and multiplying by 2 gives (6.1).
Now we consider the case when α + β ∈ (2,3). Since u ∈ Cα+β if u ∈ L∞ and each
Diu ∈ Cα+β−1, by (2.3), (2.4), and Propositions 2.1 and 2.2 there exists c7 such that
‖u‖Cα+β  c7
(
‖u‖L∞ + sup
i
sup
x
sup
|h|>0
|Diu(x + h)+Diu(x − h)− 2Diu(x)|
|h|α+β−1
)
.
Let δ = 1/2c7(1 + c4), choose r using (6.1), and let v = uϕr,x0 . If |h| < r , then for any i,
∣∣Diu(x0 + h)+Diu(x0 − h)− 2Diu(x0)∣∣
= ∣∣Div(x0 + h)+Div(x0 − h)− 2Div(x0)∣∣
 c4‖v‖Cα+β |h|α+β−1

(
c1c4‖f ‖Cβ + c1c4‖u‖L∞ + δc4‖u‖Cα+β
)|h|α+β−1.
On the other hand, if |h| r , then
∣∣Diu(x0 + h)+Diu(x0 − h)− 2Diu(x0)∣∣ 4
rα+β−1
‖Diu‖L∞|h|α+β−1. (6.6)
Choose ε = rα+β−1δ/4 and then use Proposition 2.2 to see there exists c8 such that
‖Diu‖L∞  c8‖u‖L∞ + ε‖u‖Cα+β .
Substituting this in (6.6),
∣∣Diu(x0 + h)+Diu(x0 − h)− 2Diu(x0)∣∣ (c9‖u‖L∞ + δ‖u‖Cα+β )|h|α+β−1.
Therefore
∣∣Diu(x0 + h)+Diu(x0 − h)− 2Diu(x0)∣∣

(
c10‖f ‖Cβ + c10‖u‖L∞ + (1 + c4)δ‖u‖Cα+β
)|h|α+β−1,
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‖u‖Cα+β  c11‖f ‖Cβ + c11‖u‖L∞ +
1
2
‖u‖Cα+β .
Subtracting 12‖u‖Cα+β from both sides, and multiplying by 2 yields our result. 
Proof of Theorem 1.2. Step 1. In this step we define a certain function F . Let us suppose for
now that α < 1, leaving the case α  1 until later. Fix δ > 0 and let ε > 0 be chosen later. Let
x0 ∈ Rd be fixed and choose r such that
sup
|h|>0
∣∣A(x,h)−A(x0, h)∣∣< ε
if |x − x0| 4r . Let b(x,h) = A(x,h)−A(x0, h),
L0u(x) =
∫ [
u(x + h)− u(x)]A(x0, h)|h|d+α dh,
and B = L − L0. Let ϕ = ϕr,x0 be as in the paragraph preceding Proposition 6.1 and let v = uϕ.
We have
v(x + h)− v(x) = u(x)[ϕ(x + h)− ϕ(x)]+ ϕ(x)[u(x + h)− u(x)]
+ [u(x + h)− u(x)][ϕ(x + h)− ϕ(x)],
and therefore
Lv(x) = u(x)Lϕ(x)+ ϕ(x)Lu(x)+H(x)
= u(x)Lϕ(x)+ ϕ(x)f (x)+H(x),
where
H(x) =
∫ [
u(x + h)− u(x)][ϕ(x + h)− ϕ(x)]A(x,h)|h|d+α dh.
On the other hand,
Lv(x) = L0v(x)+ Bv(x),
and so we have
L0v(x) = u(x)Lϕ(x)+ ϕ(x)f (x)+H(x)− Bv(x)
= J1(x)+ J2(x)+ J3(x)+ J4(x). (6.7)
R.F. Bass / Journal of Functional Analysis 257 (2009) 2693–2722 2713Set
F(x) =
4∑
i=1
Ji(x). (6.8)
By Theorem 4.4 we have
‖v‖Cα+β  c1
(‖F‖Cβ + ‖v‖L∞) c1(‖F‖Cβ + ‖u‖L∞).
So if, given ε, we can show
‖F‖Cβ  c2
(‖f ‖Cβ + ‖u‖L∞ + ε‖u‖Cα+β ), (6.9)
we take ε = δ/c2, we then have (6.1), we apply Proposition 6.1, and we are done.
Step 2. We first look at the L∞ norm of F . Since
∫ [
ϕ(x + h)− ϕ(x)] 1|h|d+α dh
∫ ∣∣Ehϕ(x)∣∣ 1|h|d+α dh c3 < ∞,
where Eh is defined in (5.1), then
∣∣u(x)Lϕ(x)∣∣ c3‖u‖L∞ .
Similarly
∣∣H(x)∣∣=
∣∣∣∣
∫ [
u(x + h)− u(x)][ϕ(x + h)− ϕ(x)]A(x0, r)|h|d+α dh
∣∣∣∣
 c4‖u‖L∞
∫ ∣∣Ehϕ(x)∣∣ 1|h|d+α dh
 c5‖u‖L∞ .
We also have
∣∣ϕ(x)f (x)∣∣ ‖f ‖L∞  ‖f ‖Cβ .
It remains to bound Bv(x). If x /∈ B(x0,3r), then since v(x) = 0 and v(x + h) = 0 unless
|h| > r , we see
∣∣Bv(x)∣∣=
∣∣∣∣
∫
|h|>r
v(x + h)b(x,h)|h|d+α dh
∣∣∣∣ c6‖u‖L∞
∫
|h|>r
|h|−d−α dh = c7‖u‖L∞ .
We have
‖v‖Cα+β  c8‖ϕ‖Cα+β‖u‖Cα+β  c9‖u‖Cα+β ,
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∣∣Ehv(x)∣∣ c10(|h|(α+β)∧1 ∧ 1)‖v‖Cα+β ,
and so
∣∣Bv(x)∣∣=
∣∣∣∣
∫
Ehv(x)
b(x,h)
|h|d+α dh
∣∣∣∣
 c10ε
∫ (|h|(α+β)∧1 ∧ 1) 1|h|d+α dh‖v‖Cα+β
 c11ε‖v‖Cα+β  c12ε‖u‖Cα+β .
We used the fact that we chose r small so that |b(x,h)| ε. To summarize, in this step we have
shown
‖F‖L∞  c13
(‖f ‖Cβ + ‖u‖L∞ + ε‖u‖Cα+β ). (6.10)
Step 3. We next estimate [F ]Cβ . Since we have
∣∣F(x + k)− F(x)∣∣ 2‖F‖L∞  (2β/rβ)‖F‖L∞|k|β
when |k| r/2 and we have an upper bound of the correct form for ‖F‖L∞ in (6.10), to bound
[F ]Cβ it suffices to look at F(x + k) − F(x) when |k| r/2. We look at the differences for Ji
for i = 1, . . . ,4.
We look at J4 first, since this is the most difficult one. First suppose x /∈ B(x0,3r). Then
v(x + h+ k), v(x + h), v(x + k), and v(x) are all zero if |h| r/2. So
∣∣Bv(x + k)− Bv(x)∣∣=
∣∣∣∣
∫
|h|>r/2
[
v(x + h+ k)b(x + k,h)− v(x + h)b(x,h)] dh|h|d+α
∣∣∣∣

∫
|h|>r/2
∣∣v(x + h+ k)− v(x + h)∣∣∣∣b(x + k,h)∣∣ dh|h|d+α
+
∫
|h|>r/2
∣∣v(x + h)∣∣∣∣b(x + k,h)− b(x,h)∣∣ dh|h|d+α
 c14‖v‖Cβ |k|β
∫
|h|>r/2
dh
|h|d+α + c11‖v‖L∞|k|
β
∫
|h|>r/2
dh
|h|d+α .
Since ‖v‖L∞  ‖u‖L∞ and
‖v‖Cβ  c15‖u‖Cβ‖ϕ‖Cβ  c16‖u‖Cβ  c17‖u‖L∞ + ε‖u‖Cα+β
by Proposition 2.2, we have our required estimate when x /∈ B(x0,3r).
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|b(x + k,h)| ε for all h. We write
∣∣Bv(x + k)− Bv(x)∣∣
∫ ∣∣Ehv(x + k)−Ehv(x)∣∣ |b(x + k,h)||h|d+α dh
+
∫
|h|ζ
∣∣Ehv(x)∣∣ |b(x + k,h)− b(x,h)||h|d+α dh
+
∫
|h|>ζ
∣∣Ehv(x)∣∣ |b(x + k,h)− b(x,h)||h|d+α dh
= I1 + I2 + I3,
where ζ will be chosen in a moment. By Theorem 5.1,
I1  ε
∫ (|h|(α+β)∧1 ∧ |k|(α+β)∧1) dh|h|d+α  c18ε‖v‖Cα+β |k|β.
Suppose for the moment that α + β < 1. For I2 we have
I2  c19‖v‖Cα+β
∫
|h|ζ
(|h|α+β ∧ 1) |k|β|h|d+α dh ε‖v‖Cα+β ,
provided we take ζ small; note that the choice of ζ can be made to depend only on d , α, β , and ε.
For I3 we have
I3  c20‖v‖Cβ
∫
|h|>ζ
(|h|β ∧ 1) |k|β|h|d+α dh c21‖v‖Cβ |k|β.
We now use
‖v‖Cα+β  c22‖u‖Cα+β‖ϕ‖Cα+β
and
‖v‖Cβ  c23‖u‖Cβ‖ϕ‖Cβ  ε‖u‖Cα+β + c24‖u‖L∞ .
Summing the estimates for I1, I2, and I3, we have the desired bound for J4 when α+β < 1. The
case α + β ∈ (1,2) is very similar; the details are left to the reader.
Next we look at J1. Similarly to the estimates for J4, we see that ‖Lϕ‖Cβ  c25. We then have
‖J2‖Cβ  c26‖u‖Cβ‖Lϕ‖Cβ ,
and then Proposition 2.2 gives our estimate.
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‖ϕf ‖Cβ  c26‖ϕ‖Cβ‖f ‖Cβ  c27‖f ‖Cβ .
It remains to handle J3. We have
H(x + k)−H(x) =
∫ [
Ehu(x + k)−Ehu(x)
]
Ehϕ(x + k)A(x + k,h)|h|d+α dh
+
∫
Ehu(x)
[
Ehϕ(x + k)−Ehϕ(x)
]A(x + k,h)
|h|d+α dh
+
∫
Ehu(x)Ehϕ(x)
A(x + k,h)−A(x,h)
|h|d+α dh
= I4 + I5 + I6.
By Theorem 5.1
|I4| c28|k|β‖u‖Cβ
∫ (|h|β ∧ 1) dh|h|d+α dh c29|k|β‖u‖Cβ .
Also by Theorem 5.1
|I5| c30‖u‖L∞
∫ (|h|β ∧ |k|β ∧ 1) dh|h|d+α dh c31‖u‖L∞|k|β;
to get the second inequality we split the integral into |h| |k|, |k| < |h| 1, and |h| > 1. Using
Theorem 5.1 a third time
|I6| c32‖u‖L∞
∫ (|h|β ∧ 1) |k|β|h|d+α dh c33‖u‖L∞|k|β.
Combining yields
[H ]Cβ  c34‖u‖Cβ ,
and we now apply Proposition 2.2.
Step 4. Finally we consider the case α  1. This is very similar to the α < 1 case, but where
we replace the use of Ehf by Fhf . We leave the details to the reader. 
7. Further results and remarks
7.1. An extension
We remark that the proof of Theorem 1.2 really only required that there exist c1 and h0 such
that
sup
x
sup
∣∣A(x + k,h)−A(x,h)∣∣ c1|k|β.|h|h0
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∥∥∥∥
∫
|h|>h0
[
u(x + h)− u(x)]A(x,h)|h|d+α dh
∥∥∥∥
Cβ
 c2‖u‖Cβ  c3‖u‖L∞ + ε‖u‖Cα+β .
7.2. Zero-order terms
We can add a zero-order term to L and have the result remain valid.
Theorem 7.1. Let P be a function such that ‖P ‖Cβ < ∞. Let
L′u(x) = Lu(x)+ P(x)u(x),
where L is defined by (1.1) or (1.2) and satisfies the assumptions of Theorem 1.2. Then there
exists c1 (which depends on ‖P ‖Cβ ) such that if L′u(x) = f (x) and ‖u‖Cα+β < ∞, then
‖u‖Cα+β  c1
(‖u‖L∞ + ‖f ‖Cβ ).
Proof. We proceed as in the proof of Theorem 1.2, but now in (6.8) we write F(x) = J1(x) +
· · · + J5(x), where
J5(x) = P(x)v(x).
We have, using Proposition 2.2 and Lemma 2.3,
‖J5‖Cβ  c2‖P ‖Cβ‖ϕ‖Cβ‖u‖Cβ  c3
(‖u‖L∞ + ε‖u‖Cα+β ).
Other than this additional term, the rest of the proof goes through as before. 
7.3. First-order terms
If α > 1, we can add a first-order term to L. (We can also keep the zero-order term as in
Theorem 7.1, but we omit this in the following discussion for simplicity.)
Theorem 7.2. Suppose α > 1. For i = 1, . . . , d , let Qi be functions such that ‖Qi‖Cβ < ∞. Let
L′′u(x) = Lu(x)+
d∑
i=1
Qi(x)Diu(x),
where L is defined by (1.1) or (1.2) and satisfies the assumptions of Theorem 1.2. Then there
exists c1 (which depends on
∑d
i=1 ‖Qi‖Cβ ) such that if L′′u(x) = f (x) and ‖u‖Cα+β < ∞, then
‖u‖Cα+β  c1
(‖u‖L∞ + ‖f ‖Cβ ).
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time the term is
J ′5(x) =
d∑
i=1
Qi(x)Div(x).
We have
‖QiDiv‖Cβ  c2‖Qi‖Cβ
(‖ϕDiu‖Cβ + ‖uDiϕ‖Cβ )
 c3
(‖ϕ‖Cβ‖Diu‖Cβ + ‖u‖Cβ‖Diϕ‖Cβ )
 c4‖u‖L∞ + ε‖u‖Cα+β ,
using Lemma 2.3 and Proposition 2.2. With J ′5 handled in this fashion, we proceed as before. 
7.4. Higher-order smoothness
One would expect that if f and A(·, h) have additional smoothness, then the solution u to
Lu = f should have additional smoothness. This is indeed the case. One way to show this is to
extend the estimates previously proved to Cβ and Cα+β when β > 1. Here is an alternate way.
We do the case β ∈ (1,2) for concreteness, but the case when β ∈ (m,m + 1) for some m is
similar. When we write DiA(x,h), we mean the ith partial derivative in the variable x.
Theorem 7.3. Suppose β ∈ (1,2) and there exists c1 such that for each i = 1, . . . , d ,
sup
x
sup
h
∣∣DiA(x + k,h)−DiA(x,h)∣∣ c1|k|β−1.
Then there exists c2 such that if f ∈ Cβ and u ∈ Cα+β with Lu = f , we have
‖u‖Cα+β  c1
(‖u‖L∞ + ‖f ‖Cβ ).
Proof. We sketch the proof, and we restrict our attention to α < 1 for simplicity. Differentiating
Lu = f yields
L(Diu)(x)+
∫ [
u(x + h)− u(x)]DiA(x,h)|h|d+α dh = Dif.
Writing Gi(x) for the second term on the left,
L(Diu) = Dif −Gi,
and by Theorem 1.2,
‖Diu‖Cβ−1  c3
(‖Diu‖L∞ + ‖Dif ‖Cβ−1 + ‖Gi‖Cβ−1).
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c6
∑d
i=1 ‖Diu‖Cβ−1 . So the key step is to prove that
‖Gi‖Cβ−1  c7‖u‖L∞ + ε‖u‖Cα+β . (7.1)
By arguments similar to the derivation of the estimates for J4 in the proof of Theorem 1.2 but
somewhat simpler,
‖Gi‖Cβ−1  c8‖u‖Cα+β−1 .
By Proposition 2.2, the right-hand side is bounded by the right-hand side of (7.1). 
7.5. Sharpness
Our results are sharp in several respects. For example, one might ask if the solution u to
Lu = f can be taken to be in Cα+β+δ for some δ > 0 when f ∈ Cβ . The answer is no in general.
Let L = L0, where L0 is defined by (3.4). Let f be a Cβ function that is not in Cβ+δ for any δ.
If the solution to Lu = f satisfied
‖u‖Cα+β+δ  c1
(‖u‖L∞ + ‖f ‖Cβ ),
then by Corollary 5.4, f = L0u would be in Cβ+δ , a contradiction.
Another question is whether one can still obtain our main estimate (1.3) if A(x,h) only satis-
fies
sup
x
sup
h
∣∣A(x + k,h)−A(x,h)∣∣ c1|k|β−δ, k ∈ Rd, (7.2)
for some δ > 0. Again the answer is no in general. Let f be a function that is in Cβ but not in
any Cβ+ζ for ζ > 0. Let w be a function that is in Cβ−δ for some δ ∈ (0, β) but not in Cβ−δ+ζ
for any ζ > 0. Suppose also that w is bounded below by a positive constant. Let L0 be defined
as in (3.4), and define A(x,h) = w(x)A0(h). Then Lu(x) = w(x)L0u(x), and A(x,h) satisfies
(7.2). Consider the solution to Lu(x) = f (x). We have L0u(x) = f (x)/w(x). If u were in Cα+β ,
then f (x)/w(x) = L0u(x) would be in Cβ , a contradiction.
7.6. The ‖u‖L∞ term
Our main estimate (1.3) has a ‖u‖L∞ on the right-hand side. When can one dispense with this
term? First we give a condition where one can do so.
Suppose one considers L′u(x) = f (x), where L′ is defined in Theorem 7.1 and moreover for
some λ > 0, P(x)−λ for all x. If Xt is the strong Markov process associated to L (that is, the
infinitesimal generator of X is L, for example), the solution to L′u(x) is given in probabilistic
terms by
u(x) = −Ex
∞∫
e
∫ s
0 P(Xr )drf (Xs) ds.0
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∣∣u(x)∣∣ Ex
∞∫
0
e−λs
∣∣f (Xs)∣∣ds  1
λ
‖f ‖L∞ .
In this case, we have the bound
‖u‖L∞  ‖f ‖L∞/λ ‖f ‖Cβ /λ.
On the other hand, if there is no zero-order term, there is no reason to expect that a bound of
the form
‖u‖L∞  c1‖f ‖Cβ (7.3)
should hold when Lu = f . This bound trivially fails to hold because u plus a constant is still a
solution to the equation.
Even when we restrict ourselves to solutions that vanish at infinity, (7.3) cannot hold. To
see this, let A(x,h) be identically 1, so that L is the infinitesimal generator of a symmetric
stable process, let ϕ be defined as in the beginning of Section 6, and let fr(x) = ϕ(x/r). Then
‖fr‖L∞ = 1 for all r , while [fr ]Cβ → 0 as r → ∞ for each β ∈ (0,1). On the other hand, if ur is
the solution to Lu = fr , a scaling argument shows that |ur(0)| = c1rα → ∞ as r → ∞.
Let us return to the equation
L′u = f, (7.4)
where L′ is defined in Theorem 7.1, and where for some λ > 0 we have P(x)−λ for all x.
Proposition 7.4. If Assumption 1.1 holds and f ∈ Cβ , then there exists u ∈ Cα+β such that
L′u = f .
Proof. As discussed above, in this situation ‖u‖L∞  c1‖f ‖L∞ , and we therefore have
‖u‖Cα+β  c2‖f ‖Cβ
if u is a solution to (7.4). We can now obtain existence of a solution to (7.4) by the method of
continuity [18, Section 5.2]. We follow the proof of [18, Theorem 6.8] exactly, except that we
replace the use of the Laplacian by the fractional Laplacian. 
7.7. Future research
We mention some directions for future research.
1. Interior estimates for the Dirichlet problem. Can one give interior estimates for the regularity
of harmonic functions (the Dirichlet problem) and the regularity of potentials (the analog of
Poisson’s equation) in bounded domains?
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functions and potentials in bounded domains that are valid up to the boundary.
3. Symmetric processes. Suppose instead of L one works instead with the Dirichlet form
E(f, g) =
∫
Rd
∫
Rd
(
f (y)− f (x))(g(y)− g(x)) B(x, y)|x − y|d+α .
The generator associated to E is the analog of an elliptic operator in divergence form. The
Harnack inequality and Hölder regularity for harmonic functions are known in this setting
under the assumption that B(x, y) is symmetric and bounded above and below by positive
constants; see [12]. However if one adds some continuity conditions to B , one would expect
the corresponding potentials and harmonic functions to have additional smoothness.
4. The parabolic case. One could look at the fundamental solution or heat kernel p(t, x, y),
which is equivalent to looking at the transition densities of the associated process. One would
expect that if the A(x,h) (and the B(x,h)) have some smoothness, say, Hölder continuous of
order β , and are bounded above and below by positive constants, then the p(t, x, y) are not
only Hölder continuous in x and y, but will be Cα+β in each coordinate. (In the symmetric
case Hölder continuity is known, but of a smaller order.) This question could be asked about
the transition densities in the whole space Rd and also in bounded domains.
5. Variable order. Consider operators L of the form
Lf (x) =
∫ [
f (x + h)− f (x)− 1(|h|1)∇f (x) · h
]
n(x,h)dh, (7.5)
where we assume
c1
|h|d+α  n(x,h)
c2
|h|d+β , x ∈ R
d, 1 |h| > 0,
0 < α < β < 2, and some appropriate condition is imposed on n(x,h) for |h|  1. Such
an operator is of variable order because if one writes it as a pseudo-differential operator,
then the order is not fixed; see [19]. Some progress has already been made on operators
of variable order; see [3] and [4] for the operators L in (7.5) and see [1] and [5] for non-
local Dirichlet forms of variable order. Can one give suitable assumptions on n(x,h) so that
harmonic functions and potentials have additional smoothness?
6. Diffusions with jumps. If we consider operators that are the sum of an elliptic differential
operator and a non-local operator, the same questions could be asked as for the pure jump
case: higher-order derivatives, regularity up to the boundary, transition density estimates.
(The Harnack inequality was considered in [16] and [17].)
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