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Native defects, impurities, and their complexes play important roles in semi-
conductors, aecting their properties such as conductivity. In this thesis, point
defects and their complexes are theoretically studied using rst-principles calcu-
lations. The formation energies and electronic properties of defects were studied.
Moreover, the x-ray absorption signatures of impurity defects that are the indica-
tive of the defect local structures are calculated for comparison with the mea-
surements. The important ndings can be summarized as follows. (1) Sulfur in
TiO2: based on energetic properties, sulfur interstitial is predicted to be observed
in TiO2 under both Ti-rich and O-rich growth conditions. This result conrms our
group's previous study. (2) Codopants in TiO2: Among various impurity complex
defects in the form of cation-substitution and anion-substitution pairs studied,
the vanadium - nitrogen pair (VTi-NO) is proposed to be the best candidate to
be applied for antibacterial agent. This is due to its energetic stability and its
potential to give high photocatalytic activity. (3) Fluorine in ZnO: The x-ray ab-
sorption spectroscopy of uorine in ZnO has been investigated in order to identify
uorine local structure observed in experiment. By comparing the calculated and
measured x-ray absorption near edge structure (XANES), we analyzed that the
sample contains both uorine substitution for oxygen in ZnO and bulk ZnF2.
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Semiconductors are abundantly used in new generation electronic and op-
toelectronic devices because their electrical and optical properties can be precisely
controlled. This is in contrast to metals and insulators, the conductivity of which
cannot be easily modied. The traditional way to modify electronic properties is
to introduce electrical carriers through dopants. For many purposes, one would
like to introduce dopants that do not seriously disrupt the crystal's periodicity. In
this way, the material's electronic structure is maintained, except for the provi-
sion of the carrier. However, in many cases, impurities and defects cause localized
states to appear in the band gap. These states can greatly aect the properties of
semiconductors. The eects can be undesirable or, in certain cases, can enhance
functionality of the material. Either way, it is important to understand how these
defect states can be predicted and controlled.
Point defects in semiconductors including native defects (such as vacancies,
interstitials, and antisites) and impurities (interstitials and substitutionals) have
been investigated widely because they play important roles in semiconductor prop-
erties. To fabricate high quality materials, it is necessary to suppress unintentional
(often, electrically active) defects, both native defects and impurities, while main-
taining the desired defects. The formation energies of defects in dierent growth
conditions can greatly help in guiding experimentalists to choose the suitable con-
ditions to form the desired defect. Because some defects can bind to other defects










Because the electronic properties of semiconductors are sensitive to the de-
tailed defect structures, the precise local structure of each defect must be known
before its likely eect on electrical properties can be identied. To do this, rst-
principles approaches capable of determining the fully-optimized local structure
must be employed. First-principles calculations based on density functional the-
ory (DFT) are powerful and this approach is extensively used for studying electrons
in materials. In the calculations, many-electron problems are reduced into a single
particle problem. The complicated electron-electron interactions in many-body
problems are replaced by the interactions between each electron and the electron
density of the system through the so-called the exchange- and correlation function
(XC). By solving the Schrodinger-like single-electron equations called Kohn-Sham
(KS) equations (Hohenberg and Kohn, 1964; Kohn and Sham, 1965; Hedin and
Lundquist, 1971), the ground state properties of the many-electron system can be
obtained. Various XC functions and the ways to solve the KS equations (Ceper-
ley and Alder, 1980; Perdew and Zunger, 1981) have been introduced. The most
commonly used XC functions are the local density approximations (LDA) (Ho-
henberg and Kohn, 1964; Kohn and Sham, 1965; Hedin and Lundquist, 1971)
and the generalized gradient approximations (GGA) (Perdew and Wang, 1986;
Perdew et al., 1996). However, it is well known that both LDA and GGA are not
suitable for strongly correlated materials, such as transition metals and rare-earth
elements that have well-localized d - and f -states. This leads to a severe under-
estimation of the calculated band gap. An orbital-dependent correction so-called
LDA+U method (Anisimov et al., 1991; Liechtenstein et al., 1995) that compen-
sates for the insucient description of strong electronic correlations in localized d -









the results in some semiconductors such as ZnO. However, the approach intro-
duces unrealistic shifts on the targeted bands (d - or f -state) and causes further
problems in the description of the overall band structure. Recently, the hybrid
functional (Heyd et al., 2006) was introduced to overcome the band gap error.
In this approach, the exchange potentials are created by mixing LDA or GGA
(local or semi-local) exchange potentials with Hatree-Fock (non-local) exchange
potentials, while the correlation potentials are still described by LDA or GGA.
The calculated band gaps, obtained from the hybrid functional calculation, are
generally in good agreement with experimental band gaps. However, it requires
much more computational resources than traditional LDA or GGA. Each type of
XC function has its own advantages when applied for specic systems. Regarding
the ion-electron interaction, many computational techniques, including what we
employed here, replace the real atomic potentials with pseudopotentials, leading
to much smoother electron wave functions. The smooth wave functions can be
easily expanded using a small number of plane waves without losing too much
accuracy; greatly reducing computational demand.
To identify impurity defects in crystals, X-ray absorption spectroscopy
(XAS) measurement combining with rst- principles calculations is known to be
a powerful technique. The rst-principles calculations play an especially impor-
tant role in studies of the near edge region of the XAS, called X-ray absorption
near edge spectroscopy (XANES), because the local structure cannot be easily
interpreted from the data alone. Because each (impurity) element has its specic
core-level energy, dierent elements can be selectively probed by selecting the ap-
propriate energy range of the incident X-ray. The absorption spectrum reects
the excitations of the core electrons to empty states above the Fermi energy. Be-









around the absorbing atom, the XAS spectrum contains information about the
local structure.
In this thesis, XAS measurements will be analyzed with the benet of com-
plementary rst-principles calculations in order to identify the local structure sur-
rounding defects in technologically-important semiconductors. It is organized as
follows. Chapter II briey describes the density functional theory and some other
theoretical methods. Chapter III gives a more specic explanation about the cal-
culation methods used for studying defects and pairs in semiconductors. Chapter
IV is dedicated to sulfur defects in TiO2. Based on energetic results, sulfur in-
terstitial is predicted to be favored in both Ti-rich and O-rich growth conditions.
Chapter V focuses on the defect pairs in TiO2. Potential cation substitution and
anion substitution pairs are investigated in order to narrow the band gap of TiO2
to reach high photocatalytic activity for using as antibacterial agent. In chapter
VI, the local structure of uorine in ZnO is investigated by a combination of X-
ray absorption spectroscopy and rst-principles study. The samples are predicted
to contain uorine substitution for oxygen and bulk ZnF2. Chapter VII gives










Theoretical schemes to calculate ground-state properties of electrons in ma-
terials have been greatly improved in recent years and several new approximations
have been developed. In this thesis, density functional theory (DFT) with local
density approximation (LDA), LDA+U, or a hybrid functional have been used. In
this chapter, some of the theoretical approaches and notation used in this thesis
will be briey described.
2.1 Ab initio Method
Ab initio or rst- principles methods are those that do not need experi-
mental parameters as inputs. In ab initio computational studies of materials, the
only required starting parameters are those that reect a fundamental knowledge
of the atomic elements in the system, i.e. the number and identity of atomic nu-
clei and the number of electrons in the system. The computations involve various
approximations used to solve the time-independent Schrodinger equation
H^	(R; r) = E	(R; r); (2.1)
where 	 is an electron wave function, E is an eigenvalue of energy, R and r









containing kinetic and potential terms, can be written as
H^ = T^n(R) + T^e(r) + V^nn(R) + V^ee(r) + V^ne(R; r): (2.2)
This Hamiltonian is very complicated and constitutes a many-body prob-
lem, rendering it unsolvable. However, by applying a number of approximations
one can reduce the problem to a solvable one.
2.1.1 Born-Oppenheimer Approximation
The Schrodinger equation of a material can be rst simplied by separating
electron motions from nuclear motions. Since the electron mass is much smaller
than that of the nuclei, it can be assumed that the nuclei remain stationary dur-
ing the time scale of electronic motion. It is, therefore, reasonable to separate
the electronic motion from the nuclear motion. This assumption is known as the
adiabatic approximation of Born and Oppenheimer or the Born-Oppenheimer ap-
proximation (Born and Oppenheimer, 1927). Even with the Born-Oppenheimer
approximation assumed, the Schrodinger equation is still enormously complicated.
In order to further reduce the problem, a number of approximations were proposed.
Density functional theory (DFT) is one of the ways to simplify the problem. In
DFT, an electron interacts with other electrons through the electron density which
has three degrees of freedom, instead of the electron wave functions which has 3N
degrees of freedom.
2.1.2 Density Functional Theory
The hypothesis that inspires the development of DFT was introduced in-









assumed that the kinetic energy can be written as a functional of the density of







This equation is the origin of the local density approximation (LDA). Ac-
cordingly, the Thomas-Fermi energy can be written as










jr  r0j ; (2.4)
where Z is the nuclear charge.
Subsequently, since its introduction, DFT has been extensively used for
quantum mechanically study of electrons in materials.
2.1.2.1 Hohenberg-Kohn Theorems
In 1964, Hohenberg and Kohn, henceforth, HK, (Hohenberg and Kohn,
1964) investigated an electron gas in a time-independent external potential based
on the foundation of the Thomas-Fermi theory. According to the idea they pro-
posed, all ground state properties, such as the total energy of inhomogeneous
interacting electrons, can be described by minimizing the total energy as a func-
tional of electron density, n(r), i.e. by minimizing:








jr  r0j + Exc[n]; (2.5)
where Vext(r) is the external potential acting on the electrons. The third term on









and is called Hartree energy. The term is a function of charge distribution n(r).
The last term E xc which is the exchange-correlation energy will be discussed in
more detail in Sec. 2.1.3.
HK developed two important theorems (Hohenberg and Kohn, 1964; Kohn,
1999).
I). The ground-state density n(r) of a bound system of interacting elections
in some external potential Vext(r) determines this potential uniquely.
II). A universal functional for the energy E[n] can be dened in terms of the
density. The exact ground state is the global minimum value of this functional.
The total ground state energy is obtained from the variation principle by
minimizing the energy with respect to the electron wavefunction. It can be written
as
E0 = E[n0] = h	[n0]j T^ + V^ + W^ j	[n0]i  h	[n]j T^ + V^ + W^ j	[n]i = E[n]:
(2.6)






drn(r)Vext[n] + FHK [n]

; (2.7)
where T^ is the electron kinetic energy operator, V^ is the electron-electron inter-
action operator, W^ is the electron-ion interaction operator, and FHK [n] is the
universal functional which is valid for any number of particles under any external
potential.
These theorems give a way to nd the ground state electron density and
energy. Note that, based on these theorems, the problem of nding the ground









principle problem. However, an explicit expression of the ground state energy
functional E0[n] is unknown as will be described next.
2.1.2.2 Kohn-Sham Equation
Kohn and Sham (1965) proposed a way to determine the kinetic en-
ergy more accurately than the Thomas-Fermi approach through an exchange-
correlation energy functional (EXC). The functional EXC describes the quantum
interaction between electrons. This simplied the overall task to nding a good
approximation to the energy functional. According to Kohn and Sham, the energy
functional can be written as










where T 0 is non-interacting kinetic energy (not equal to the true kinetic energy
of the interacting system),  is the classical Coulomb potential for electrons, and
Exc is the exchange-correlation energy. EXC is the functional which includes every-
thing that is unknown, i.e., the non-classical eects of self-interaction correction,
exchange and correlation as well as a portion belonging to many-body interaction
in the kinetic energy.
This allows one to solve the problem of minimizing the ground state energy
functional using a set of Schrodinger{like single-electron equations known as Kohn-
Sham equations. This is a simpler way to obtain approximate values of the ground
state energy and electron density of a many-electron system. In practice, this can
be done by computing the ground state energy of a set of independent electrons in
an eective potential, where the sum of the single-electron ground state energies






















where Veff (r) represents an eective single-electron potential which is a functional
of electron density. It can be written as




jr  r0j + Vxc(r); (2.11)
where the exchange-correlation potential, Vxc(r), is determined by the derivative





By solving Eqn. (2.9), the solution of themany-body ground state is reduced
to the solution of the ground state density distribution given by a single particle
Schrodinger equation. The eective potential in Eqn. (2.11) includes all interac-
tion eects: the Hatree potential (the Coulomb potential based on the charge
distribution assuming electrons are immobile), the exchange potential (the poten-
tial due to electrons with the same spin as described by Pauli exclusion principle),
and the correlation potential (the potential due to the eect of a given electron on
the overall charge distribution).
In principle, Kohn-Sham's approach is exact. The approximation only









responding potential, V xc, are assumed. Finding better approximations to these
two terms are the goal of modern density functional theory (Koch and Holthausen,
2001).
2.1.3 Exchange-Correlation Energy
The exchange-correlation energy (Exc) is the energy dierence between the
kinetic energy of the interacting- and noninteracting-electron systems. The term
also contains all non-classical electron interactions, i.e., the Pauli exchange which
forbids two electrons the same spin at the same position and electron correlation.
From Eqn. (2.2) the electron-electron interaction is a two-body operator.
Its expectation value is given by





jr  r0j ; (2.13)
where 	 is the normalized-antisymmetric ground state electron wavefunction. The
pair-density, P (r; r0), is the probability of simultaneously nding an electron at the
point r within volume element dr, and another electron at r0 in volume element
dr0. It is given by
P (r; r0) = n(r)n(r0)+n(r)nxc(r; r0); (2.14)
where the rst term on the right hand side is the classical term. By substituting
just the rst term into Eqn. (2.13), the classical Coulomb repulsion or Hartree
energy can be realized. The second term includes the exchange-correlation hole
density, nxc(r; r
0), surrounding each electron located at position r. This term arises
from the fact that all electrons (1) obey Fermi statistics that kept them apart









through other non-classical Coulomb interactions. By adding these exchange and
correlation terms, each electron creates a depletion, or hole, of electron density
around itself.










jr  r0j : (2.15)
The electron many-body problem would be solved if nxc(r; r
0) is known
exactly in the analytic form.





where "xc[n(r)] is the exchange-correlation energy per particle (or energy density).
This functional can be characterized by the way in which the density surrounding
each electron is sampled in order to construct "xc[n(r)]. Next, the most widely
used approximations of the exchange and correlation energy will be described.
2.1.3.1 Local Density Approximation
The local density approximation (LDA) is the simplest and the most often-
employed approximation to calculate the exchange-correlation energy. It was pro-
posed by Hohenberg and Kohn in their original DFT paper (Hohenberg and Kohn,
1964). In the LDA, the true exchange-correlation energy of a system is approxi-
mated by the exchange-correlation energy associated with a homogeneous electron
gas of the same density. The homogeneous electron gas is the only system that









exchange-correlation term under LDA depends only on the local density. The




where "LDAxc [n (r)] is the exchange-correlation energy per particle of a uniform elec-
tron gas of density n(r). LDA works rather well for the cases where the electronic
density is a smooth function in space, allowing any region in space to be locally
as approximated by a homogeneous electron gas of density n(r).
The exchange-correlation energy ("xc) is actually a sum between an ex-
change energy ("x) and a correlation energy ("c). The exchange part (for the
homogeneous electron gas), in atomic unit, is analytically derived by Dirac (1930)
to be










where rs is the radius of a sphere containing a total charge of one electron and
given by 4
3
r3s = n (r)
 1. The correlation part is more complicated and was rst
approximated by Wigner (1938) to be




Subsequently, perturbation theory (Barth and Hedin, 1972) and Quantum
Monte Carlo (QMC) calculations for electron liquid (Ceperley and Alder, 1980)
were used to improve the approximation of "LDAc (n). Later on, expressions for
"LDAc (n) that were widely-used were obtained via parameterizations (Vosko et al.,









In principle, LDA should work well only for the systems with slowly varying
electron density. However, it works rather well even for the systems where electron
density is rapidly varying such as the cases of atoms and molecules.
The most serious disadvantage of LDA is that each electron also interacts
with itself, the so-called called self-interaction. This is because the potential seen
by a certain electron includes the potential produced by the electron itself. This
is believed to be the main reason why the LDA severely underestimates the band
gap of many systems (Perdew and Levy, 1983; Sham and Schluter, 1983; Perdew,
1985).
Typically, LDA ab-initio lattice parameters are underestimated, whereas
cohesive energies, elastic moduli, and phonon frequencies are normally overesti-
mated.
2.1.3.2 Gineralized Gradient Approxemation
The generalized gradient approximation (GGA) (Perdew and Wang, 1986;
Perdew et al., 1996) was introduced in the hope of improving the exchange-
correlation term for the systems with inhomogeneous electron densities. GGA
allows the functional to depend not only on the local electron density but also on
its local gradient value (Ortiz and Ballone, 1991). The non-spin polarized GGA
exchange-correlation energy functional can be written as (Kohn, 1999)
EGGAxc [n(r)] =
Z
drf [n(r); jrn(r)j]n(r); (2.20)
where f [n(r); jrn(r)j] is a function of both the electron density and the gradient
of the density. Various choices of the function f [n(r); jrn(r)j] were developed,









GGA functional which is popularly used in solid state physics is PBE, denoting
the functional introduced by Perdew et al. (1996).
The benet of this additional term in periodic systems is controversial. It
is unclear whether the additional computational resource in comparison to LDA
really leads to improved results (Filippi et al., 1994; Khein et al., 1995; Lee and
Martin, 1997).
2.1.3.3 LDA+U
Transition-metal and rare-earth element contain very localized d- or f -
electrons. As a result, the systems containing them are not well described by LDA
or GGA. To improve LDA approximation, an orbital-dependent correction term
that accounts for strong electronic correlations in localized d - or f -shells is added
to the LDA potential (Anisimov et al., 1991; Liechtenstein et al., 1995). This
approach separates electron states into two groups: the localized electronic states
with strong mutual Coulomb repulsions modeled by a Hubbard-like U term, and
the delocalized electronic states described by the orbital-independent one-electron
potential.
The LDA+U method can partially improves the band gap error, mainly by
shifting the VBM (Nieminen, 2009). However, the intrinsic error in the position
of the CBM due to the self-interaction, which is generally accounted for a large
part of band gap underestimation, remains.
A number of methods to determine the Hubbard parameter, U, were intro-
duced. One of them is by nding the U that gives either the correct (experimental)
band gap or correct (experimental) location of the d (or f) state which in many
cases leads to unphysically huge value of U (Lany and Zunger, 2008). Another









proposed by Janotti et al. (2006). First, the atomic correlation energy, U at, is
dened from the energy dierence between the addition and the removal of an






  Etot (dn)  Etot (dn)  Etot  dn+1 ; (2.21)
where Etot (d
n) is the total energy of an isolated atom with n electrons occupying
the d sub-shell. n = 9 is normally used as reference because most of atomic d
sub-shell in metal species in semiconductors are completely occupied.
Because the atomic Coulomb correlation interaction is screened by the op-
tical dielectric constant, "1, when these atoms are in a solid, the Hubbard-like






Because the non-local nature of the exchange functional is not well de-
scribed by either LDA or GGA, the hybrid functionals were introduced in hope
to overcoming band-gap error problems. In this approach, the exchange potential
is created by mixing the local (LDA) [or semi-local (GGA)] exchange potentials
and the non-local Hatree-Fock exchange potential, while the correlation potential
remains described by either LDA (or GGA). One of the most popular hybrid func-
tionals is called B3LYP (Becke, 1993b). B3LYP employed Becke's three-parameter
exchange functional (B3) and Lee, Yang, and Parr (LYP) correlations. The use
of B3LYP is well known for its improved description of molecular systems (Paier









Recently, the use of hybrid functionals for periodic systems including the
study of defects in within a periodic solid became possible when Heyd, Scuse-
ria, and Ernzerhof (HSE) introduced a screening length in the exchange poten-
tial (Heyd et al., 2006). For HSE, the exchange potential is separated into the
short- and long-range parts. In the short-range part, the mixture between the
GGA exchange potential of Perdew, Burke, and Ernzerhof (PBE) (Perdew et al.,
1996) and non-local Hartree-Fock exchange potential in the ratio of 75/25 is used.
The long-range exchange potential and correlation are described by just the PBE
functional. The HSE functional has been reported to greatly improve the values
of band gap in many materials (Marsman et al., 2008; Paier et al., 2006) . Note,
however, that due to the use of the Hartree-Fock potential, the hybrid functional
calculations require much more (at least an order of magnitude more) computa-
tional resources than calculations using just the local-potentials.
2.1.5 Plane Waves
Plane waves (PWs) are mathematical functions that are uncomplicated
and are suitable to use as a basis set for describing electronic wavefunctions of
periodic systems. The major advantage of the plane wave basis set, compared
to an atomic orbital basis set, is that plane waves do not vary with ionic posi-
tions (Marx and Hutter, 2000). As a result, the Hellmann-Feynman theorem can
be used straightforwardly without the so-called Pulay terms. Other advantages
include good descriptions of delocalized states, orthogonality, and simple control
of convergence (energy cuto). Moreover, PWs by themselves are solutions to the
zero-potential Schrodinger equations. Bloch's theorem stated that, for a periodic
system, each electronic wavefunction can be written as a product of a periodic
function or Bloch function, un;k(r), and a plane wave envelope, e













un;k(R+ r) =un;k(r): (2.24)
The size of the PW basis set is dened in terms of given reciprocal vector






jk+Gj2  Ecut; (2.25)
where V is the volume of crystal and Ecut is the energy cuto.
Although, PWs have various advantages, they also have disadvantages. A
PW basis set is not suitable for describing the localized nature of the fast-oscillating
wavefunctions near a nucleus. To avoid this problem, a replacement of atomic
potentials with smoother potentials, called pseudopotentials, is made.
2.1.6 Pseudopotentials Method
Although the PW basis set has many advantages, it cannot describe core
states unless very well unless an extremely high energy cuto is used. However, it
is computationally impractical to represent the strong-oscillation wavefunctions in
the core region with a PW basis set with a very high energy cuto (Heine, 1970). It
is known that the fully occupied inner shells are strongly bound to the nucleus and
inert. Therefore, it is possible to replace the nuclear potential and the chemically









other words, it is a good approximation to treat the combination of the core
electrons and nucleus as a hypothetical external potential, or pseudopotential,
acting on the valence electrons. The pseudopotential can be separated into two
regions (Stibor, 2001):
I). The core-region dened as the interior of a sphere with cut-o radius Rc,
is the region where, in reality, the core electrons are tightly situated. Neighboring
atoms do not noticeably inuence these core electrons. The actual electron wave-
functions in this region are rapidly oscillating while the actual potential is strongly
attractive. Both the potential and the electron wavefunctions in this region are
dicult to describe using a plane wave basis set.
II). The interatomic-region is the home of valence electrons which are re-
sponsible for the interatomic binding. The valence electrons wavefunctions and
potential in this region oscillate slowly and can describe well by a PWs basis set.
Philips and Kleinman (1959) introduced a way to construct a smooth
valence-wavefunction, ~ v, which is orthogonalized to the core states,  c , writ-
ten by
 ~ vE = j vi+X
c




 ~ vE 6= 0. The reformulation of this pseudo-wavefunction with
modied Schrodinger equation gives a pseudo-Hamiltonian that can be written as
~Hps = H^ +
X
c
("v   "c) j ci h cj; (2.27)
where H^ = T^ + V^ ; V^ = (Zc=r)I^ represents the bare potential of the nuclei where
I^ is the identity operator. This pseudo-Hamiltonian has similar eigenvalues to












Figure 2.1 All-electron potential and psudopotential as well as their correspond-
ing wavefunctions.







("v   "c) j ci h cj; (2.28)










where vlPS(r) represents the pseudopotential associated with an angular compo-
nent l and P^ =
lP
m= l
jlmi hlmj is a projection operator of the lth angular momen-
tum.
The valence electron wavefunctions that are solutions to the pseudopoten-









using a PW basis set. Fig. 2.1 shows a comparison between the psudopotential
and the actual atomic potential. This replacement of the potential in the core re-
gion strongly aects only the electron wavefunctions within the core region; leaving
the wavefunction in the interatomic-region intact.
In summary, the pseudopotential with a PW basis set has three major
advantages: (1) a PW basis set does not depend on atomic positions, (2) the
completeness of the basis set is controlled by a single parameter, the planewave
cuto energy, and (3) the kinetic energy matrix is already diagonal in Fourier
space, whereas the potential energy matrix is diagonal in real space. The
transformation between the two spaces can be done by various Fourier transform
schemes.
2.1.6.1 Projector Augmented-Wave Method (PAW)
PAW method was rst introduced by Bloch (1994) in order to improve the
pseudopotential approach. It combines the concepts of ultrasoft pseudopotential
and linearized augmented plane-waves (LAPW) method. All-electron properties
are retained by decomposing the all-electron wavefunctions in terms of a smooth
pseudo-wavefunction outside the core region and a rapidly-varying contribution
localized within the core region. The relationship between all-electron and pseudo-
wavefunctions is written as







 iIlmAE   iIlmPS  
~pIlmPS   nPS; (2.30)
where iIlmAE is all-electron partial wavefunctions centering on atom I. 
iIlm
PS is
the pseudo-atomic partial wavefunctions matching the all-electron ones outside












  nPS = ij. The sums from Eqn. (2.30) run over all the atomic sites I,
angular momentum (l;m), and the projector function index i. The calculated
electronic density can be divided into three parts: a soft pseudo-charge density





method freezes the core orbitals and allows only the valence wavefunctions to
be varied in the same way as the pseudopotential method. As a result, it has
the eciency of the pseudopotential plane-wave method without losing the core
states. This makes it one of the most powerful and widely used methods.
2.1.7 Brillouin Zone, k-points, and the Monkhorst-Pack
Method
In the study of arbitrary material systems, it is dicult to describe an
electron that interacts with the huge number of ions that produce the external
potential. However, for crystalline materials, the problem can be vastly simplied
by taking advantage of the periodicity of the ionic potential. Based on Bloch
theorem (Bloch, 1928; Kittel, 1996), the total electronic energy per (real space)
unit cell of an innite crystal can be calculated by integrating the energies of all
occupied eigenstates within the rst BZ. Other properties such as electron density
can also be calculated by integrating over the rst BZ as well. In practice, the
integration over the BZ can be replaced by a summation. For example, to evaluate
the integral over the ith band inside the BZ of a function fi(k), one can approximate





















To do this, one needs to solve the Kohn-Sham equations for every k-point in-
side the rst BZ that are used in the integral. In reality, the integral of the eigenen-
ergies converges as a function of k-points rather quickly. Therefore, only a limited
sampling set of k-points is actually needed. Monkhorst and Pack (Monkhorst and
Pack, 1976) introduced a special way to choose the set of sampling k-points within




2ni  Ni   1
2Ni
~Gi; (2.32)
where Ni is the number of k -points in each direction and ni = 1, 2, 3, . . . , Ni.
2.1.8 Force Acting on Ions
Forces on ions can be divided based on their sources: (1) the force from the
ion-ion interaction and (2) the force from the ion-electron interaction.
The force from ion-ion interaction can be written as










jRI  RJ j (RI  RJ) : (2.33)
The force from ion-electron interaction can be calculated according to
Hellmann-Feynman theorem (Feynman, 1939; Hellmann, 1937). The theorem
states that the derivative of the energy with respect to any parameter is equal
to the expectation value of the derivation of the Hamiltonian operator. A force on
an atom I at position RI is, therefore, given by




 o ; (2.34)









































where RI is the position of the I
th nucleus. The nal line shows that the force
can actually be calculated from just the electron density and those terms in the
Hamiltonian that depend explicitly on the atomic positions R, namely Vext.
2.2 The VASP Codes
The Vienna Ab Initio Simulation Package (VASP) (Kresse and Furthmuller,
1996a; Kresse and Furthmuller, 1996b) is a pseudopotential-based package that
utilizes DFT and periodic boundary conditions. It uses a plane wave basis set
to describe electron wavefunctions. In this thesis, a special type of pseudopoten-
tial called ultrasoft pseudopotentials (Kresse and Hafner, 1994; Vanderbilt, 1990)
which allows a low energy cuto for PWs basis set is used. The Ceperley and
Alder method (Ceperley and Alder, 1980) with the correlation described by the
Perdew and Zunger (Perdew and Zunger, 1981) in the exchange-correlation en-
ergy calculations is employed. There are also many types of exchange-correlation
energy implemented in the codes such as LDA and various versions of GGA. (The
most recent version of VASP also has the non-local hybrid functional exchange-
correlation implemented.) The k-point sampling is based on the Monkhorst-Pack









tions are allowed to relax using a conjugate gradient scheme. The Methfessel and










CALCULATION METHODS FOR DEFECTS
IN SEMICONDUCTORS
In this chapter, a brief methodology for studying defects in semiconductors
is given. First-principles calculations allow one to study various material systems
in an unbiased way. This includes the study of behaviors and properties of defects
in semiconductors. Based on rst-principles calculations, one can explore a variety
of properties of defects in a crystal, for e.g., the defect formation energy (see
section 3.2), the electrical and (visible) optical properties, the infrared absorption
signatures, the x-ray absorption signatures of impurities (see Chapter IV), and
others. Next we will describe the most fundamental property that determines the
existence of a particular defect, i.e., the equilibrium defect concentration.
3.1 Defect Concentration
The thermodynamic equilibrium concentration of a defect is given by Van
de Walle and Neugebauer (2004)







where Ef is the defect formation energy, N sites is the number of allowed sites that a
defect can be incorporated on, k is the Boltzmann constant, and T is the temper-
ature. Note that the concentration determined from Eqn. (3.1) is only valid under









processes, the conditions are often far away from the thermodynamic equilibrium
conditions and many defects can be incorporated in a high concentration even
though they would be forbidden under equilibrium conditions. However, Eqn.
(3.1) is still very useful to evaluate the tendency of the existence of defects. The
defect with high formation energy will occur in a low concentration.
3.2 Defect Formation Energy
As described in the previous section, the formation energy plays a key role
in determining the existence of a defect. Note that, in order to study a system with
defects (or, for that matter, the structure of a pure system), the atomic structure
needs to be optimized in order to reach the lowest energy conguration. In the
supercell approach, the formation energy of an impurity D in charge state q is





nxx + q (EF + Ev) (3.2)
where E tot[D
q] is the total energy of the supercell containing the defect D in charge
state q. Etot[Bulk] is the total energy of the same supercell without any defect.
nX is the number of species X, being removed from (nx < 0) or added to (nx
>0) a defect-free supercell to form the defect supercell. The energy of atoms in
species X is referenced to their respective reservoir with chemical potential, x.
The chemical potential represents the energy that a particle has in its external
reservoir, which aects the net energy change when it is incorporated into the
material, and is discussed in next section. EF is the Fermi level referenced with
respect to the valence band maximum (VBM) of the bulk system, i.e., EF = 0 at









From Eqn. (3.2) we can see that the formation energy depends on both the
elemental chemical potentials and electron potential (Fermi energy). As a result,
the formation energy is often plotted as a function of chemical potential or as a
function of Fermi energy. The former case is useful for evaluating the best growth
conditions to incorporate specic defects while the latter case is useful for inves-
tigating the behaviors of defects and impurities when the carrier concentrations
change.
Actually, the energy used in Eqn. (3.1) should be the Gibbs free energy.
Using the formation energy from Eqn. (3.2) in Eqn. (3.1) implies that the con-
tributions from vibrational entropy are ignored. In most cases of defects in semi-
conductors, these entropy contributions from the rst term and second term in
Eqn. (3.2) are largely cancelled out and the dierence is generally small enough
not to aect qualitative conclusions. This is especially true when the defect does
not signicantly disturb the bulk vibrational behaviors.
3.3 Chemical Potential
The allowed chemical potential of a particular element depends on exper-
imental growth conditions. For example, for TiO2, the growth conditions can be
Ti-rich, O-rich or anything in between. These growth conditions can be expressed
through the values of Ti and O chemical potentials. So, if there is an abundance
of oxygen in the growth environment then the chemical potential of O will be high
and this, according to Eqn. (3.2), tends to favor the incorporation of O into the
sample. The allowed ranges of the Ti and O chemical potentials are rst limited
by the elemental phase precipitations. For Ti, the upper limit of Ti, called Ti-rich
condition, is given by maxTi = Ti[Bulk], where Ti[Bulk] is the energy (per atom)









to form in actual growth. In a similar manner, the O-rich condition, which is
the upper limit of O is given by 
max
O = O[O2], which is the energy of half O2
molecule. Again, if O rises above this limit its natural phase (O2) will start to
precipitate inhibiting the formation of TiO2.
In addition to the upper limits mentioned above, smooth equilibrium growth
of TiO2 also requires that
Ti + 2O = Etot [TiO2] (3.3)
where Etot [TiO2] is the total energy of a three-atom unit of bulk TiO2. Eqn. (3.3)
shows that Oand Ti are not totally independent. Under Ti-rich conditions, the






Under Ti-rich condition, if one sets O below this value then the sample will start
to vaporize while setting it above this value will cause rapid unequilibrium growth.
Similarly, the O-rich growth conditions set the lower limit on Ti
minTi = Etot [TiO2]  2O[O2]: (3.5)
Any given equilibrium growth condition can be described using the chemical po-




Ti . The value
of O can be calculated from the value of Ti using Eqn. (3.3). To relate the cal-
culated formation energy with experimental measurements which often give the










Etot [TiO2] = Ti[Bulk] + O[O2] +Hf [TiO2] ; (3.6)
where Hf [TiO2] is the heat of formation, which is negative for a stable com-
pound.
More strict limitations on the chemical potentials may be further imposed
by considering other possible compound phases containing both Ti and O. This is
discussed in more detail in Chapter IV.
3.4 Defect Transition Level
Point defects in a semiconductor can introduce levels in the band gap. De-
pending on the defect, the level can be a deep level or a shallow level near the
band edges. Electrons (or holes) can be excited to and from these levels. There are
several experimental techniques that can be used to detect these levels. To study
deep levels, deep-level transient spectroscopy (DLTS) and photoluminescence (PL)
experiments (Troxell and Watkins, 1980) are generally used. For shallow levels,
temperature-dependence Hall measurements (Chand et al., 1984) and admittance
spectroscopy (cite) can be used. First-principles calculations can provide defect
levels based on a given defect structure for comparison with experimental mea-
surements.
When an experimentalist reports the transition levels (associated with a
particular defect), there are two kinds; a thermodynamic transition level and an
optical transition level. The thermodynamic transition level ("q1=q2) is the elec-
tron energy position where defects in charge states q1 and q2 have equal formation









and q2 are fully relaxed to their equilibrium conguration. Using DLTS experi-
ments and temperature-dependence Hall measurements, one can observe this type
of level. The optical transition level is dened in a similar way as the thermo-
dynamic transition level, except that the nal state q2 does not have time to
relax from the q1 state conguration. This type of level is measured using optical
excitation techniques such as photoluminescence (PL) experiments. In this work,
the attention is focused on the thermodynamic transition levels. Based on Eqn.
(3.2), "(q1=q2) can be calculated from
" (q1=q2) =
Ef (Dq1 ;EF = 0)  Ef (Dq2 ;EF = 0)
q2   q1 ; (3.7)
where Ef (Dq;EF = 0) is the formation energy of a defect D D in charge state q
when the electron's Fermi level is at the valence band maximum (EF=0). ). If the
Fermi level of the system is lower than (q1 /q2), charge state q1 is stable. On the
other hand, if the Fermi level of the system is higher than (q1 /q2), charge state
q2 q2 is more stable. For the cases where (q1 /q2) lies close to the band edges
such that the defect can be thermally ionized at room temperature, the level is
called a shallow level.
3.5 Defect Complex Binding Energy
Two or more defects can bind to each other forming a defect complex. The
simplest case is a defect complex AB consisting of two constituents, defect A and
defect B. The chemical reaction to form the defect complex is expressed as (Van de
Walle and Neugebauer, 2004)









where E b is the binding energy which is the energy released from the reaction. It
can be calculated from formation energies following the equation
Eb = E
f (A) + Ef (B)  Ef (AB) : (3.9)
Positive binding energy implies that defect A and B prefer to bind with
each other as a pair. However, one should be careful that having positive binding
energy alone does not guarantee that the defect complex will form. The actual
formation process of a defect complex also depends on other parameters such as the
absolute formation energies of each of the isolated defects and the complex, as well
as the temperature, charge balance, and diusivity of the defects. The formation
energy of the defect complex, Ef (AB), s), should be much lower than both of the
isolated defects Ef (A) and Er(B) in order to achieve a substantial concentration
of the defect complex (in comparison with the amount of constituent defects).
However, if the formation energy of a defect complex is comparable to those of the
constituent defects, the concentration of the defect complex can be smaller due to









SULFUR IMPURITIES IN ANATASE-TiO2
4.1 Introduction
TiO2 is a photocatalyst which is used in various applications, especially
for air and water purications (Homann, 1995; Diebold, 2003; Hashimoto et al.,
2005). Although, it has several advantages over other materials, such as better
oxidizing power and chemical stability, it has major drawback. Its large band gap
(3.0-3.2 eV) does not permit ecient absorption of visible light. To narrow the
band gap of the TiO2 without compromising its photocatalytic properties is a clear
goal. When TiO2 is doped with some elements, such as C, N, and F, good photoc-
alytic properties are observed (Hattori et al., 1998; Asahi et al., 2001; Khan et al.,
2002; Di Valentin et al., 2004; Wang and Lewis, 2005). Sulfur-doped TiO2 has been
found to both enhancing and inhibiting the photocalysis reactions. S-doped TiO2,
prepared by oxidative annealing of TiS2 has been found to have a lower band gap
than that of pure-TiO2, giving a higher photocatalytic activity under the visible
light (Umebayashi et al., 2002; Umebayashi et al., 2003). However, S impurities
in some experiments can inhibit the photocatalytic reactions (Rodriguez et al.,
1998; Hebenstreit et al., 2000). Whether S impurities can enhance or prevent the
photocatalytic reactions, it would be helpful to know how S is incorporated into
TiO2. In the present study S impurities in anatase-TiO2 are explored.
Using rst-principles calculations, single-S defects in anatase-TiO2 have
been studied. These include substitutional sulfur on the titanium site (STi), sub-









that all sulfur defects can have low formation energies, depending on the growth
conditions.
4.2 Computational Method and the Calculation Parame-
ters
Density functional theory (DFT) within the local density approximation
(LDA) and ultrasoft pseudopotentials (Vanderbilt, 1990) as implemented in the
VASP codes (Kresse and Furthmuller, 1996a) are used in the calculations. The
cuto energy for the plane-wave basis set is set at 300 eV. The calculated (fully re-
laxed) crystal parameters of bulk anatase-TiO2 are a = 3.764 A, c/a = 2.515, and
u = 0.208. These are in good agreement with the experimental values: a = 3.785
A, c/a = 2.513, and u = 0.208 (Howard et al., 1991). Other calculations (Fahmi
et al., 1993; Asahi et al., 2000; Calatayud et al., 2001) also showed a similar
agreement. To calculate the formation energy of defects, a supercell approach is
used (Zhang and Northrup, 1991; Northrup and Zhang, 1994; Zhang et al., 2001).
All atoms are allowed to relax by minimization of the Hellmann-Feynman force
to less than 0.05 eV/A. Our preliminary study is based on a supercell containing
48 atoms, i.e., a 222 repetition of the primitive anatase unit cell. To ensure
the convergence of the calculations, all the calculations are repeated with a larger
supercell size of 108 atoms, i.e., a 332 repetition of the primitive anatase unit
cell. It is found that formation energies and transition levels calculated using the
48-atom cell are in good agreement with those calculated using the 108-atom cell
as shown in Table 4.1. For formation energies, all agreements are within 0.6 eV
(best case: S0i and S
0
O, 0.03 eV; worst case: S
4+
i , 0.6 eV). For the Brillouin zone
integration, a 222 Monkhorst-Pack special k-point mesh is used. Note that, all









cell calculations. The electronic structures are investigated based on the special k-
points calculated; following Ref. (Zhang, 2002). The calculated band gap averaged
over the special k-points is 2.44 eV which is still narrower than the experimental
band gap of 3.2 eV (Tang et al., 1993) due to the well-well-known LDA gap error.
Table 4.1 Formation energy of S defects in anatase-TiO2 and its corresponding
transition levels "(q1=q2) with O-rich conditions is S = -3.00 eV.
Defect Charge Ef (eV) (Ti-rich) Ef (eV) (O-rich) "(q1/q2) (eV)
state 48-atom 108-atom 48-atom 108-atom 48-atom 108-atom
Si 0 3.74 3.71 7.53 7.5
2.24 2.04
+4 -5.04 -4.44 -1.25 -0.65
STi 0 5.79 5.93 2 2.14
1.43 1.46
+2 2.96 3.01 -0.83 -0.78
SO 0 1.75 1.72 9.33 9.3
1.66 1.58
+2 -1.56 -1.45 6.02 6.13
Table 4.2 Formation energy of S defects in anatase-TiO2 and its corresponding
transition levels "(q1=q2) with O-rich conditions is s[orth] = -4.52 eV.
Defect Charge Ef (eV) (Ti-rich) Ef (eV) (O-rich) "(q1/q2) (eV)
state 48-atom 108-atom 48-atom 108-atom 48-atom 108-atom
Si 0 3.05 2.85 3.05 2.85
2.24 2.04
+4 -5.89 -5.3 -5.89 -5.3
STi 0 5.12 5.07 -2.46 -2.51
1.43 1.46
+2 2.26 2.15 -5.32 -5.43
SO 0 1.05 0.86 4.84 4.65
1.66 1.58









From supercell calculations, the formation energy of an impurity D in





nxx + q (EF + Ev:) : (4.1)
where E tot[D
q] is the total energy of the supercell containing the defect D in charge
state q. E tot[TiO2, bulk] is the total energy of TiO2 supercell without any defect.
nX is the number of species X, being removed from (nx < 0) or added to (nx
>0) a defect-free supercell to form the defect supercell. The energy of atoms in
species X is referenced to their respective reservoir with chemical potential, x.
EF is the Fermi level referenced with respect to the valence band maximum (VBM)
of bulk TiO2. Ev is the VBM of bulk TiO2.
For the illustration purposes, the formation energy of S interstitial in TiO2
can be written as
Ef [Sqi ] = Etot[S
q
i ]  Etot[TiO2; bulk]  s + q (EF + Ev) ; (4.2)
and the formation energy of substitutional S on the Ti site in TiO2 as
Ef [SqTi] = Etot[S
q
Ti]  Etot[TiO2; bulk]  s + Ti + q (EF + Ev) : (4.3)
During the growth, if any chemical potential rises above its natural phase
value (i.e., that of hcp Ti, O2, and S2 molecules), then the natural phase will form
instead of the TiO2. Therefore, only the X values below those of the natural
phases need to be considered. More strict limitations on the chemical potentials
may be imposed by the formation of alternative phases containing Ti and O,









For equilibrium growth to take place, the chemical potential values i have
to obey the following conditions:
(i) To avoid precipitation of Ti, O, and the elemental dopant S, i are
bound by
Ti < 0; O < 0; S < 0: (4.4)
This is because all the chemical potentials are reference to their respective natural
phase, i.e., hcp Ti, O2 and solid S.
(ii) i of Ti and O are also related, in order to form TiO2 in equilibrium,
by the condition
TiO2 = Ti + 2O: (4.5)
When X = 0 is set as their respective natural phases, we obtained TiO2 per
molecular formula (one Ti and two O).
In addition to TiO2, in certain growth conditions (certain domain in the
phase space of Ti and O ), there may be other phases of titanium-oxygen com-
pounds turns more stable. This would indicate that such compound would form in-
stead of TiO2; rendering such growth condition unusable. It has been showns (Na-
Phattalung et al., 2006) that the real upper limit of chemical potential of titanium
(Ti) is precipitated by Ti2O3 at -2.67 eV.
(iii) To avoid the formation of the secondary phases of titanium-sulfur com-
pounds or sulfur-oxygen compounds, the compounds in the general formula TimSn









limit. i are bound by following relationships:
ns +mTi  Hf (TimSn) (4.6)
or
ns +mO  Hf (SnOm) : (4.7)
The sulfur-titanium stable phases which may exist are TiS, TiS2, and Ti2S3
whereas the sulfur-oxygen stable phases are SO, SO2, and SO3. It is found that the
most stable sulfur compound under Ti-rich condition is TiS2 (with the calculated
formation energy of -6.00 eV) and the most stable sulfur compound under O-rich
condition is SO3 (with the calculated formation energy of -5.43 eV). Figure 4.1
shows the calculated chemical potential regions under equilibrium growth condi-
tion for TiO2:S in two dimension in two dimension (Ti; O). The upper bound
of s under Ti-rich condition (Ti = -2.67 eV, O = -3.97 bV) is -3.00 eV. If S
rises above this value, the precipitate TiS2 phase will form; inhibiting the incor-
poration of S into TiO2. Under O-rich condition (O = 0 eV, and Ti = -10.25
eV), the upper bound of S is further reduced to -5.43 eV. If S rises above this
value, the precipitate SO3 phase will form; inhibiting the incorporation of S into
TiO2. Strictly speaking, the S has to be controlled under the limits for Ti-rich
and O-rich conditions at -3.00 and -5.43 eV, respectively. However, the calculated
formation energy by using these values causes diculty to compare the formation
of defects under dierent growth conditions. To overcome this problem, S is xed
as a constant both under Ti-rich and O-rich conditions at its solid phase value









Figure 4.1 Calculated domain for equilibrium growth of TiO2:S as a function of
Ti (or O) and S.
This allows one to nd the best growth condition to incorporate sulfur into
the desired site in anatase-TiO2.
4.3 Results and Discussions
4.3.1 Formation Energies and Charge States





Their defect formation energies are tabulated in Table 4.1 and 4.2, as well as
plotted as a function of the electron Fermi energy in Figure 4.3 and 4.4. For Table
4.1 and 4.3, the S are based on the maximum values allowed under Ti-rich and
O-rich conditions. For Table 4.2 and Figure 4.4, the S is xed at the solid phase









of sulfur defects in anatase-TiO2 show the similar trend (S just shifted the entire
plot but relative energies among defects for each condition remain unchanged).
Under Ti-rich conditions, Si is the predominant defect. On the other hand, STi is
the leading defect for O-rich conditions. All S-defects introduce deep defect levels
inside the band gap.





















Isolated interstitial S in neutral charge state has high formation energy and
is hence unstable. It spontaneously binds with an O on the lattice site, forming
a substitutional SO molecule, (SO)O. This substitutional diatomic molecules is
similar to those in the cases of small diatomic molecules substitution for O in
ZnO (Limpijumnong et al., 2005) and TiO2 (Na-Phattalung et al., 2006). On the
other hand, an interstitial S in 4+ charge state favors an octahedral site which
is similar to that of titanium interstitial in 4+ charge state, Ti4+i (Na-Phattalung
et al., 2006). As shown in Figure 4.2 (b) and (c), stable charge states are 0 and
4+, respectively and other charge states have higher energy at all Fermi energy
and are never stable. A neutral (SO)O has two more electrons compared to a
free SO molecule in the vacuum (the additional two electrons are donated from
the surrounding Ti). The substitutional SO with neutral charge state has a bond
length of 1.75 A which is longer than that of a free SO 1.48 A (Greenwood and
Earnshaw, 1997) due to additional electrons occupying the antibonding states.
The bond lengths of the substitutional SO to the neighboring atoms are 2.35 and
2.10 A for S-Ti and for O-Ti bonds, respectively. These are longer than that
of bulk O-Ti bonds (1.92 A). The atomic congurations of (SO)O and Ti
4+
i in
anatase-TiO2 are schematically illustrated in Figure 4.2 (b) and (c), respectively.
Under Ti-rich and p-type condition (EF is at the VBM), the formation
energy of S4+i is -4.44 eV which is the lowest among all sulfur defects studied.
We, therefore, predicted that it is the predominant defect under Ti-rich p-type
conditions. Figure 4.3 shows that sulfur interstitial has a low formation energy in
p-type TiO2, making them a likely compensating center for p-type samples. Its
formation energy remains negative as long as EF < 1.11 eV (Figure 4.3, left panel).
The negative formation energy means that the defect is spontaneously form under









Figure 4.3 Formation energies of S impurities as a function of the Fermi level,
where chemical potential of sulfur is precipitated from SO3 and TiS2 under Ti-rich
(left panel) and O-rich conditions (right panel), respectively.
than the Ti-rich condition. S4+i also has a small region of negative formation
energies (see Figure 4.3, right panel). (SO)O has higher formation energy than
that of S4+i in all conditions. Therefore, it should be easier to create S
4+
i than
(SO)O. The transition level "(4+=0) occurs at EF= 2.04 eV. Figure 4.5 shows the
calculated total DOS of the supercell without and with the sulfur interstitial (Si).
The neutral charge (SO)O introduces two doubly occupied deep levels denoted
by p2 and p3. Other main features of the bulk TiO2 DOS remain intact. To
understand the nature of the impurity states, the partial density of state (PDOS)
of the sulfur atom and its nearest neighbors (NN), i.e., the 3 Ti atoms and 2 O









Figure 4.4 Formation energies of S impurities as a function of the Fermi level,
where chemical potential of sulfur is -sulfur (orthorhombic), both under the Ti-
rich (left panel) and O-rich conditions (right panel).
dierent from that of the bulk due to the presence of a (SO)O defect. It is found
that S 3p, O 2n, and Ti 3d orbitals have a signicant contribution to the p2 and
p3 state, meaning that the defect states have substantial contributions from the
sulfur atom as well as its NNs. When four electrons are excited from p2 and p3
states, the defect left in 4+ charge state (S4+i ) as shown in Figure 4.5 (c). In this
new conguration, the unoccupied p2 and p3 states are shifted to higher energies
and are resonances in the CB, while the doubly occupied deep level (denoted by
p1) is remained above the VBM. Figure 4.7 shows the PDOS of S
4+
i and its NN.
The occupied impurity level, p1 state, is mostly composed of S 3s, S 3p, and O 2p









of defect states that are localized around the S atom and its neighbors as shown
in Figure 4.8.
Figure 4.5 Site decomposed electron density of states (DOS). For each atom
center, the local partial DOS in a sphere radius R (Ti:R = 1.48 A, O:R= 0.74 A
and S:R = 1.164 A) is calculated.
4.3.2.2 Sulfur Substituting on the Titanium Site
Sulfur substituting on the titanium site (STi) acts as a deep donor with the
stable charge states of 0 and 2+ as illustrated by its formation energy in Figure
4.3. The transition level "(2+/0) occurs at 1.46 eV above the VBM. Under the
O-rich and p-tipe conditions, S2+Ti has a very low formation energy of -0.78 eV at
the VBM and increases as the Fermi energy moves up. This makes it the lowest









Figure 4.6 Site decomposed electron density of states (DOS) of defect (SO)O
compared atomic orbital S plus 3 NN Ti and 2 NN O, s, p, and d orbital.
Ti-rich conditions, STi has higher formation energy, making it more dicult to
form.
Table 4.3 summarizes the local structures (bond distances) of STi in anatase-




Ti ) are schematically illustrated in Figure
4.2 (d) and (e), respectively. The substitutional S atom is surrounded by six O
neighbors. The S-O bonds are expected to be shorter than the lattice Ti-O bond
because the atomic radius of S is smaller than that of Ti (RS: 1.05 A and RTi: is
1.60 A). Interestingly, the relaxation does not caused the surrounding neighbors
of S0Ti to simply breathe inward around the S atom. Instead, S atom relaxes o-
center (denoted by dS) by about 0.4 A. Due to this o-center relaxation, the
local structure of S0Ti is not symmetry. This o-center relaxation is due to an









Figure 4.7 Site decomposed electron density of states (DOS) of defect S4+i com-
pared atomic orbital S plus and 4 NN O, s, p, and d orbital.
the two extra electrons are excited and the charge state turns to 2+, i.e., S2+Ti ,
which lefts the defect with the number of electrons equal to that of the Ti atom
it is substituting for, the S2+Ti does not move o-center. Instead, the neighboring
O atoms have large inward relaxation by about 10-15% of the original Ti-O bond
length. The S-O bond lengths of the S2+Ti are 1.72 and 1.67 A for djj and d?,
which are shorter than that of the bulk Ti-O of 1.97 and 1.92A by -15.4% and
-10.8%, respectively (Table 4.3). Note that, for STi, the 1+ charge state is never
stable. This characteristic is called negative-U which is normally associated with
a large dierence in the local structures of two charge states (in this case 0 and
2+) that causes one of them to have a much lower formation energy; suppressing









Figure 4.9 shows the calculated total DOS of the supercells without and
with the STi. The impurity introduces a doubly occupied deep level denoted by
p1 above the VBM. The PDOS in Figure 4.10 shows that the level has its main
components derived from S 3s, S 3p, and O 2p orbitals (of the six NNs). The
charge density distri- bution plots of this level are shown in Figure 4.12. For S0Ti,
the deep p1 level is occupied. When two electrons are excited from this p1 level
and the defect changes its charge state to 2+, the unoccupied p1 level shift higher
and appears as a resonance state in the CB. Therefore, the S2+Ti defect leaves no
defect level in the band gap.




ds (A) 0.4 0
djj 1.60% -15.40%
d? 0.60% -10.80%
4.3.2.3 Sulfur Substitute on the Oxygen Site
Sulfur substituting on the oxygen site (SO) is a donor. Figure 4.3 shows the
formation energy plot of the defect and shows that its stable charge states are 0 and
2+ with transition levels "(2+/0) occurs at 1.58 eV above the VBM. Under Ti-rich
and p-type conditions (low EF values), the defect has 2+ charge state (S
2+
O ) with
the formation energy of -1.44 eV at the VBM. Note that, the formation energy
is much higher than that of S4+i ; illustrating its mist in size to the O site. The
1+ charge state of SO (S
+
O) has high formation energy and is unstable (negative-U
characteristic). Under the O-rich and n-type condition (large EF values), SO has
even higher formation energy (see Figure 4.3, right panel), making it unlikely to









Figure 4.8 Charge density of defect states of Si.
larger than that of O atom [RS: 1.05 A and RO: 0.66 A (Cordero et al., 2008)],
causing a large relaxation to the neighboring atoms when it is substituting for the
O site.









Figure 4.9 Site decomposed electron density of states (DOS).
in the 0 and 2+ charge states. The local structures are schematically illustrated
in Figure 4.2 (f) and (g), respectively. The substitutional S atom is surrounded
by three Ti NNs. The S-Ti bond is expected to be longer than the lattice Ti-O
bond because of the larger atomic radius of S compared to that of O. Strictly
speaking, in the 2+ charge state, the S atom is completely left the O site and
forming a strong S-O bond with the next nearest neighbor O leading to a (SO)O-
V O complex. This explains why it can have have 2+ charge state, despite the fact
that S is isovalent to O that it is substituting for.
For the neutral charge state, S0O, the S-Ti bond lengths are 2.34 and 2.25
A for djj and d? which are longer than the corresponding distances of the
bulk Ti-O of 1.97 and 1.92 A by 1.5% and 10.4%, respectively. For S2+O , the S-Ti
bond lengths are 2.44 and 2.39 A for djj and d? which are longer than those









Figure 4.10 Site decomposed electron density of states (DOS) of defect S0Ti com-
pared atomic orbital S plus and 6 NN O, s, p, and d orbital.




ds (A) 0.8 1.0
djj 1.5% 7.2%
d? 10.4% 12.8%
large o-center (o plane) displacement from the nominal substitutional S site are
observed to be 0.76 and 1.05 A for S0O and S
2+
O , respectively).
Figure 4.13 shows the calculated total DOS of the supercell without and
with the SO. In the neutral charge state, the impurity introduces three doubly
occupied deep levels denoted by p1, p2, and p3. To interpret the nature of these









Figure 4.11 Site decomposed electron density of states (DOS) of defect S2+Ti com-
pared atomic orbital S plus and 6 NN O, s, p, and d orbital.









Figure 4.13 Site decomposed electron density of states (DOS).
Figure 4.14 - 4.15. The decomposition of the PDOS with respect to their angular
momentum components indicates that the p1, p2, and p3 states are derived from
the S 3p and Ti 3d orbitals. When the S atom moves away from the site to
bind with the next neighboring O, the unoccupied p3 level shifts above the CBM.
Removing two electrons from this level leads to 2+ charge state. The other two
doubly occupied deep levels (denoted by p1 and p2) remain in the gap. The charge
density distribution plots are shown in Figure 4.16. The electrons are localized on









Figure 4.14 Site decomposed electron density of states (DOS) of defect S0O com-
pared atomic orbital S plus 3 NN Ti, s, p, and d orbital.
Figure 4.15 Site decomposed electron density of states (DOS) of defect S2+O com-













The calculated results of sulfur defects in anatase-TiO2 including the de-
tailed information on the atomic structures, charge distribution plots and elec-
tronic properties are reported. It is found that all of the studied sulfur defects act
as donors. Under Ti-rich condition, SO and Si have low formation energies, espe-
cially under p-type conditions. On the other hand, STi and Si have low formation









both Ti-rich and O-rich conditions, Si should be the leading defect in S-TiO2, es-
pecially under p-type conditions. Our calculations also show that all three sulfur











TiO2 is a photocatalyst used in various applications such as air and wa-
ter purication (Homann, 1995; Diebold, 2003; Hashimoto et al., 2005). Many
researchers have directed their attention towards the development of TiO2 as a
photocatalyst using solar energy. Although TiO2 has high oxidizing power and
high chemical stability, which make it indeed suitable for photocatalysis, its major
drawback is a large band gap (3.23 eV), limiting its absorption to only a small
portion of the solar spectrum. To increase the activation by sunlight, TiO2 should
be engineered to have a narrower band gap. If this eort were successful then,
TiO2 could be used to split water to acquire hydrogen as a clean and renewable
energy source (Gai et al., 2009). In addition, it could be used more eectively as
an antibacterial agent (Han et al., 2009). There are reports (Gai et al., 2009) on
the possibility to narrow the bandgap of TiO2 by doping with anions. However,
anion-doping generally leads to a lower photocatalytic activity (Fujishima et al.,
2007). This is likely due to a reduction of the redox potential of either the photo-
electron or photohole. While reducing the band gap leads to an increase in visible
light absorption, it gives weaker potentials, either less negative electron potential
or less positive hole potential (Byrne et al., 2011). As a result, the photocatalytic
activity under visible light is found to be less than that under UV light.
We believe that this problem can be remedied by choosing the dopants









so-called codoping, then the eects of the right combination could be more bene-
cial than that of any single species. Each application requires dierent electron
and hole potentials, and thus dierent appropriate doping elements. To select a
suitable codopant for the desired application, the type of impurity, codopant loca-
tion, position of impurity levels, and semiconductor-interface reactions of reactive
oxygen species (ROS) as well as their redox potentials have to be considered. De-
veloping TiO2 photocatalysts that have a high photo quantum yield, strong redox
potential and, at the same time, that utilize visible-light photons is among the
most challenging subjects in present photocatalytic research.
There are a large number of research works focusing on the doping of TiO2
by anions [B (Zaleska et al., 2008), C (Di Valentin et al., 2004), N (Asahi et al.,
2001; Asahi and Morikawa, 2007), chalcogen (Zheng et al., 2010), and halogen
atoms (Asahi et al., 2001; Umebayashi et al., 2002)] or cations (Emeline et al.,
2008). The main focus of those works was on band gap narrowing in the hope of
improving solar photocatalytic eciency. Although monodoping can reduce the
band gap, it generally introduces partially occupied defect levels that acts as car-
rier recombination centers. As a result, it reduces the carrier mobility and the
photocatalytic activity of the sample (Umebayashi et al., 2002). In this work, a
passivated codoping approach, a way to reduce the band gap without creating
recombination centers, is explored. When the defect bands are successfully pas-
sivated, the levels will no longer act as carrier-recombination centers (Ahn et al.,
2007; Huda et al., 2008; Gai et al., 2009). This should suppress the carrier recom-
bination center problems in TiO2 (Gai et al., 2009).
In this thesis, I used rst-principles calculations to study various passivated
codoping models that can red-shift the TiO2 absorption edge. The aim is to nd









the specic technological application of antibacterial agents and disinfection (this
choice determines the criteria for choosing suitable dopants). After examining
the density of state (DOS) and formation energy of various codoping models in
TiO2, (VTi-NO) is proposed to be the best candidate cation-anion codopant pair
for antibacterial agent applications.
5.2 Computational Method for Defects Calculations
Density functional theory (DFT) under the local density approximation
(LDA) and projector augmented wave (PAW) (Blochl, 1994), as implemented in
the VASP codes (Kresse and Furthmuller, 1996a) are generally used to obtain the
results in this chapter. In order to investigate the realistic defect-level positions
of the best candidate, the hybrid functional Heyd-Scuseria-Ernzerhof (HSE06) is
applied (Heyd et al., 2003; Heyd et al., 2006; Paier et al., 2006). The exchange
potential in the HSE06 is divided into short- and long-range parts. In the short-
range part, Hartree-Fock (HF) exchange is mixed with Perdew-Burke-Ernzerhof
(PBE) exchange (Becke, 1993a; Becke, 1993b; Perdew et al., 1996). To avoid
the tremendously expensive calculation of long-range HF exchange, which would
render the calculations impossible for solid crystals, the long-range PBE exchange
is used to replace this term. A plane-wave basis set with the cuto energy of
400 eV is employed. The LDA-calculated crystal parameters of bulk anatase-
TiO2 are a = 3.764 A, c/a = 2.488, and u = 0.208. These values are in good
agreement with the experimental values of a = 3.785 A, c/a = 2.513, and u =
0.208 (Howard et al., 1991) and other calculations (Fahmi et al., 1993; Asahi
et al., 2000; Calatayud et al., 2001). To calculate the formation energy of defects,
a supercell approach is used (Zhang and Northrup, 1991; Northrup and Zhang,









by minimization of the Hellmann-Feynman force to less than 0.05 eV/A. Our
preliminary study is based on a supercell containing 48 atoms, a 222 repetition
of the primitive anatase unit cell. To ensure the convergence of the calculations,
all the calculations are repeated with a larger supercell containing 96 atoms, a
422 repetition of the primitive anatase unit cell. It is found that formation
energies calculated using the 48-atom cell are in agreement with those calculated
using the 96-atom cell to within 0.4 eV. For the Brillouin zone integrations, a
shifted 222 Monkhorst-Pack special k-point mesh (Monkhorst and Pack, 1976)
is used (for both supercell sizes). All numerical results presented in this work are
based on the 96-atom cell calculations except for the HSE06 calculations where
the 48-atom cell is used. Our calculated LDA band gap is 2.48 eV which suers
from the well known DFT underestimation but is in agreement with the other
calculations (Na-Phattalung et al., 2006; Ma et al., 2010). Our HSE06 band gap
is 3.30 eV, in good agreement with the experimental band gap of 3.23 eV (Tang
et al., 1993). HSE calculations allow us to calculate the defect levels without the
need to apply band gap corrections.
From a supercell calculation, the formation energy of an impurity D in
charge state q is dened (Zhang and Northrup, 1991; Northrup and Zhang, 1994),
as




nxx + q (EF + EV ) ; (5.1)
where Etot[D
q] is the total energy of a supercell containing defect D in charge state
q from the calculation, Etot[TiO2, bulk] is the energy of the defect-free supercell,
nX is the number of atom specie X being remove (positive) or add (negative) to









X, EF and EV are the electron Fermi energy and the position of the valence band
maximum, respectively. To remedy the band gap problems (for LDA calculations),
the valence band maximum at the special k points is averaged for EV .
During the equilibrium growth, if any chemical potential rises above its
natural phase value (i.e., that of metal Ti, O2, metal V, and etc), then the nat-
ural phase would form as an inclusion. These set the upper limit of the possible
chemical potential for each element. In order for TiO2, to grow in equilibrium, it
is also required that
TiO2 = Ti + 2O; (5.2)
where TiO2 is the heat of formation of a molecular formula of TiO2 (-10.10 eV,
calculated value). All chemical potentials are referenced to their natural phases.
Additional limitations on the chemical potentials are imposed by the formation of
alternative phases containing Ti and O such as TiO (Na-Phattalung et al., 2006).
5.3 Results and Discussions
The band gap narrowing has an upside regarding the ability to absorb
photons in the visible light region which allows the utilization of sun light more
eectively. However, it also weakens the redox potential of TiO2 and increases
the recombination rate of photoexcited carriers. The reduction of the electron
(or hole) redox potential causes a decrease in the production of major oxidizing
species, namely reactive oxygen species (ROS) that can act as antibacterial agents.
Therefore, it is important to carefully manage these factors (balancing between
the reduction of the band gap and the weakening of the redox potential) to reach









for the desired application. Therefore, in this work the type of doping element
and the desired lattice location are examined in detail to facilitate the design of
the doping mechanism that could provide the desired energy levels. The desired
energy levels depend on the semiconductor-interface reaction of reactive oxygen
species (ROS) as well as their redox potentials on TiO2 surface as discussed below.
5.3.1 Redox Potentials of Major Reactions on
Semiconductor-solution Interface
Figure 5.1 illustrates redox potentials of major species for photocatalyst
disinfection and antibacterial agents compared to that for water splitting. The
redox potential of the oxidizing species are compared against the potential of
the standard hydrogen electron (SHE) at pH = 7 (Fujishima, 2000). The higher
negative potential provides higher reducing power whereas the higher positive
potential provides higher oxidizing power. In the other words, the higher the
CBM energy, the stronger the reducing reducing power, whereas the lower the
VBM energy, the higher the oxidizing power. Therefore, high positive potential
and high negative potential of oxidizing species are preferred. However, to reach
higher solar absorption, it is necessary to lower the band gap of TiO2 which would
weaken the redox potential of either the hole or the electron (or both) in the bulk.
To maintain the reaction, the redox potentials should not be weaker than
that of the surface-reaction potentials, as displayed in Figure 5.1. As a result, the
defect levels (which would dene the new band edges) should be induced in the
regions between the band edges and the desired reactions. As shown in Figure
5.1, the potential of hole is +2.53 eV, whereas the electron potential is -0.52 eV
(with respect to SHE) (Fujishima, 2000). Holes have much higher redox poten-









Figure 5.1 Potentials for redox processes occurring at anatase-TiO2 surface at
pH = 7.
OH  or water H2O (depending on the pH) on the TiO2 surface and gives hydroxyl
radical OH(+2.27 eV) as a product. On the other hand, oxygen molecule O2 is
the main electron scavenger to prevent the electron-hole recombination. O2 traps
photoelectron and turns into superoxide anion O 2 (-0.28 eV). Both
OH and O 2
play important roles in the photocatalytic reaction mechanism. To maintain the
creation of OH and O 2 , the new band edge levels should be created within the
narrow ranges of 0.26 eV above the VBM and 0.24 eV below the CBM, respec-
tively. Otherwise, the desired surface reactions would be suppressed. The suitable
codopants for this work should give defect levels at about 0.24 eV above the VBM
and below the CBM which would lead to the total band-gap reduction of about
0.50 eV. The targeted band gap of 2.70 eV would allow signicant improvement
in generating photoelectrons and photoholes under the solar spectrum.
Recently, a lot of attention has been paid to engineer TiO2 for water split-









et al. suggested that the suitable codopants for water splitting should signi-
cantly shift the valence band edge up and leave the conduction band edge almost
unchanged. This is consistent with the redox potentials for water splitting (Figure
5.1, pink lines) (Fujishima, 2000; Gai et al., 2009). Unlike water-splitting applica-
tion, to produce both OH and O 2 , which are important ROSs for antibacterial
agent, only the shallow levels (within 0.26 and 0.24 eV, respectively) are allowed
on VBM and CBM edges. The deeper level (than 0.26 eV) from the VBM edge
would suppress OH productions while the deeper level (than 0.24 eV) from the
CBM edge would suppress O 2 productions. In addition, the deeper levels that are
not fully occupied (or levels that have been charged by photo-excitation) may act
as recombination centers that further decrease the photocatalytic activity. Clearly,
the criteria for selecting appropriate dopants for antibacterial agent applications
are quite dierent than those for water-splitting.
5.3.2 Monodoping in TiO2
As a rst step before studying the codoping, the monodoping of both O and
Ti sites are studied in order to identify the potential elements that could provide
the defect levels at the desired position. Here, one should be aware that the levels
are likely to shift during codoping due to the pair interactions. Therefore, the
numerical value of the defect levels from the monodoping should not yet be taken
seriously.
Figure 5.2 shows the total electronic density of states (DOS) and partial
density of states (PDOS) of bulk-TiO2. The valence bands are composed mainly
of O 2p states, whereas the conduction bands show predominant Ti 3d character.
Therefore, replacing O and Ti with other elements should directly aect the valence









Figure 5.2 Site decomposed electron density of states (DOS) of total and atom-
projected DOS of bulk TiO2. For each atom center, the local partial DOS in a
sphere radius R (Ti:R=1.48 A and O:R=0.74 A) is calculated.
In the present work, C, N, S, and F substitutions on the O site (CO, NO,
and FO) are studied and expected to modify the valence band edge, whereas group-
III, -V, and -VI elements substituting on the Ti site [group-III elements: (ScTi,
YTi, AlTi, GaTi, InTi, and TlTi), group-V elements: (VTi, NbTi, TaTi, PTi, AsTi,
and SbTn), and group-VI elements: (STi, SeTi, TeTi, CrTi, MoTi, and WTi)] are
expected to modify the conduction band edge.
Figure 5.3 illustrates the calculated DOS of anion-doped TiO2. To align the
DOS of dierent systems, the core levels of the atom farthest from the impurity
are selected as the references (Van de Walle et al., 2001). CO and NO induce
defect levels in the band gap, [as shown in Figure 5.3 (a) and (b)]. The induced









1.35, and 1.47 eV. The energy levels split as a result of the decrease in the local
symmetry. Because CO induces deep states, far from the VBM, which are not
appropriate for our purpose, its codopants are not further considered. For NO,
similar to CO, there are also three defect states above the VBM derived from N
2p, as shown in Figure 5.3 (b). Although NO produces shallower levels compared
to those of CO, they are still too deep, i.e. about 0.49 eV above the VBM. This
may explain why N-doped TiO2 gives worse photocatalytic activity than that of
pure-TiO2 (Hashimoto et al., 2005). Although, NO by itself may not be a good
choice to enhance the photocatalytic activity of TiO2, its levels could potentially
be reduced down to the desired value by codoping. Therefore, N-codopants are
further studied. For F-doped TiO2, there are no defect states in the band gap as
shown in Figure 5.3 (c) because the F levels are very low compared to TiO2 VBM.
Figure 5.4 shows the calculated DOS of TiO2 doped by group-VIA and
group-VIB VIB on the Ti site. As expected, substitutions of Ti by these elements
aect the CBM of TiO2. For group-VIA elements, as shown in Figure 5.4 (a)-(c),
Se induces deep levels in the band gap, whereas S and Te do not produce any defect
level. For group-VIB elements (Cr, Mo, and W), Cr produces mid gap states, while
Mo and W give shallow levels as shown in Figure 5.4 (d)-(f). Because Mo and W
show shallow states below the CBM, both elements are potentially suitable for our
purpose. However, these group-VI elements that are isovalent to the O require its
pair to be isovalent to the Ti in order to keep the electron counting such that all
valence states are occupied and conduction states are empty. Carbon (isovalent
to Ti), which is the best choice to bind with these elements as their passivated
codopant, is not suitable for our purpose because of its deep states. Therefore,









Figure 5.3 Site decomposed electron density of states (DOS) for monodoped
TiO2 (anions) where (a) CO, (b) NO, and (c) FO in TiO2 (magenta), compared
with undoped TiO2 (black). The shaded area refers the PDOS for impurity atoms.
detail.
Figure 5.5 suggests that, among group-V elements, vanadium is the only
element which can induce defect states below the CBM. The three defect states
are derived from T2g states of V 3d. Although, these levels are rather deep, i.e.,
about 0.54 eV, they could shift to the shallower side when the codopant is formed.
Therefore, vanadium-codopants are further studied. Another element, which may
induce defect levels inside the band gap when it participates as a codopant, is
niobium (Nb). The defect levels induced by Nb make contributions in the CBM.
These states may shift down below the CBM when NbTi participates as a co-
dopant. Other elements (in this case: Ta, P, As, and Sb), when substituting for
Ti, give defect levels that lie well below the VB (as presented in Figure 5.5) making









Figure 5.4 Site decomposed electron density of states (DOS) for monodoped TiO2
by group-VI elements (cations).
For group-III substitution for Ti, none of the studied elements induced the
defect levels in the band gap, as shown in Figure 5.6. However, TlTi signicantly
shifts the VBM upward and might be a good candidate for modifying the VBM
(as opposed to the CBM we originally expect it to modify). Therefore, we further









Figure 5.5 Site decomposed electren density of states (DOS) for manodipbd TiO2
by group-V elements (cations).
Cobalt has been reported experimentally that it can modify the band gap
and catalytic activity of TiO2., Therefore, we include the study of cobalt impurity
in this thesis. The DOS of CoTi is shown along with the site decomposed DOS on









Figure 5.6 Site decomposed electron density of states (DOS) for monodoped TiO2
by group-III elements (cations).
5.3.3 Passivated Codoping in TiO2
Because monodoping generally introduces partially occupied defect states
that act as the recombination centers, it can compromise photocatalytic e-









Figure 5.7 Site decomposed electron density of states (DOS) for CoTi compared
with undoped TiO2 (black).
donor-acceptor pairs to preserve the electron counting. For example, to provide
a compensated pair for NO, which is a single acceptor, one may co-dope it with
a group V dopant such as VTi or NbTi, which is a single donor. The Coulomb
attraction between the donor and acceptor, i.e., NO-VTi and NO-NbTi, should
lower the formation energy and help stabilize the complex. Although codoping by
substituting cations and anions allows the donor- acceptor pairs to form with the
minimum separation (hence, gaining the largest Coulombic attraction), in prac-
tice, it could be dicult to nd the growth conditions that favor both cation and
anion substitutions. Therefore, codopings on the cation site alone such as InTi-VTi
or anion site alone such as NO-FO could be benecial for the ease of doping process.
5.3.3.1 Substituting Sites and Defect Locations
The sites for codoping pairs can be grouped into three types, i.e., the cation-
cation (XTi-YTi) pair, cation-anion (XTi-YO) pair, and anion-anion (XO-YO) pair,
as illustrated more than one inequivalent pair for each type. For the case of cation-
cation codopant (XTi-YTi) and cation-anion codopant (XTi-YO) pairs, there are two
unequivalent pairs for each, named near site and far site. For the case of anion-
anion (XO-YO) pair, there are three unequivalent pairs, named near site, middle









acceptor pairs to form at the closest proximity compare to other sites of the same
type, the near site always give the lowest energy. The only exception observed is
the case of (NO-FO) which has an exceptional electron occupation property due
to the unusually deep level of FO. While the expected role of group-VII F when
substitution for group-VI O is a donor, the electronegativity of F is so strong such
that it behaves as an acceptor. Therefore, the NO-FO complex is a donor-donor
pair, leading to a repulsion force between N and F instead of an attractive force.
Figure 5.8 Atomic structure of codopants in TiO2 by cation-cation, cation-anion,
and anion-anion.
5.3.3.2 Density of States and Defect Levels
Figure 5.9 shows the DOS and partial density of states (decomposed by
projecting the DOS on the atoms of interest) of several codoping pairs with NO.
In the rst three cases (the rst three plots), the NO successfully introduced a level
slightly above the VBM as expected. This can be seen from the partial density of
NO (green shaded area). The N states induced by NO in the (VTi-NO), (NbTi-NO),
and TaTi-NO) pairs are at 0.27, 0.27, and 0.34 eV, respectively, above the VBM.
However, the only defect pair that successfully introduces another state slightly
below the CBM is (VTi-NO). For (VTi-NO), the partial density of states of V









the numerical values of other pairs and states can be found in Figure 5.9. Note
that, this 0.13 eV state induced by the V atom in (VTi-NO) is shallower than
that induced by V-monodoping. Because (VTi-NO) induces both shallow acceptor
states above the VBM and shallow donor states below the CBM, it is a potential
candidate for our proposed application. This is consistent with previous theoretical
studies (Ma et al., 2010; Zhao and Liu, 2008). Other three remaining codopants
studied, i.e., (PTi-NO), (AsTi-NO), and (FO-NO), give deep acceptor levels which
are 1.30, 0.67, and 0.47 eV from the VBM, respectively. Therefore, they are not
good candidates.
VTi, NO, and (VTi-NO) are the best candidates for the n-type dopant, the
p-type dopant, and the codopant, respectively, because each meets our required
conditions.
Table 5.1 The calculated Ev, Ec, Eg, and binding energy (E
b) for anatase-
TiO2 doped with N-codopants.
Codopants Ev Ec Eg E
b (eV)
(VTi-NO) 0.27 (0.38) -0.13 (-0.11) -0.39 (-0.49) 0.77
(NbTi-NO) 0.27 (0.42) 0.02 (0.05) -0.25 (-0.37) 0.19
(TaTi-NO) 0.34 0.03 -0.31 0.05
(PTi-NO) 1.22 -0.10 -1.32 0.69
(AsTi-NO) 0.65 -0.15 -0.80 3.07
(FO-NO) 0.43 0.06 -0.37 0.31
Therefore, we explored these defects in more detail. The DOS and PDOS of
them are plotted in Figure 5.12. For a clear visualization, the smearing width for
the plots is reduced. For V-doping, impurity states which have the T2g symmetry
are induced below the CBM. The lowest donor state is located at 0.54 eV below
the CBM, as shown in Figure 5.12 (a). The band gap of V-doped TiO2 is reduced









Figure 5.9 Site decomposed electron density of states (DOS) of N-codopants.
in the VB can be excited to these deep isolated defect states under visible light
and then to the CB. For N-doped TiO2, it is clearly seen in Figure 5.12 (b) that
three N 2p states are localized. The highest impurity level is located at 0.49
eV above the VBM and the band gap is shrunken to be 2.02 eV. Although both









Figure 5.10 Site decomposed electron density of states (DOS) of V-codopants.
Table 5.2 The calculated Ev, Ec, and Eg for anatase-TiO2 doped with V-
codopants.
Codopants Ev Ec Eg
(ScTi-VTi) 0 -0.42 -0.42
(YTi-VTi) 0.03 -0.45 -0.48
(GaTi-VTi) 0.01 -0.41 -0.42
(InTi-VTi) 0.03 -0.45 -0.48









(by V and N) produces deep partially occupied states and have the levels too
deep compared to the targeted redox potential, making them unsuitable for the
antibacterial agent applications. On the other hand, for the passivated codopant
(VTi-NO), the acceptor states due to N 2p and the donor states due to the V 3d
are located at 0.27 eV above the VBM and 0.13 eV below the CBM, respectively.
These levels match well with the targeted values for the redox potentials [donor
states: 0.24 eV and acceptor states: 0.26 eV, as shown in Figure 5.12]. Ma et
al. (Ma et al., 2010) attributed the cause of the shallower states in the codoping
compared to those of the monodoping to the strong covalence bond of V-N. The
shallower state near the VBM also promotes the mixing of the N 2p and O 2p
states in the VB which can enhance the lifetimes of charge carriers (Tang and Ye,
2005; Ma et al., 2010). On the conduction band side, the positions of the V 3d
are also shifted closer to the CBM which increases the combination of the V 3d
and Ti 3d in the CB. Since both acceptor states and donor states are shallower
than their monodoping cases, the band gap reduction is 0.39 eV compared to
pure TiO2. Although, this band gap reduction is less than the targeted value of
0.5 eV, it should provide signicant improvement in the solar absorption. The
present calculations are in good agreement with previous study as shown in Table
5.3. Because the (VTi-NO) codopant pair induces the shallow acceptor states and
donor states near the targeted values, it is the best candidate to be applied for
antibacterial applications.
Because the LDA band gap is highly underestimated, it is not clear how
band gap corrections would aect the defect levels. In order to conrm that
the qualitative defect locations are still the same the electronic structures are
calculated again by HSE06 which is generally provides the band gaps close to the









Figure 5.11 Site decomposed electron density of states (DOS) of Nb-codopants.
Table 5.3 The calculated Ev, Ec, Eg, and formation energy (E
f ) for anatase-
TiO2 doped with NO, VTi, and (VTi-NO).
Impurity Ev Ec Eg E
f (eV)
Ti-rich O-rich
VTi -0.01 0.54 -0.53 (-0.52) -0.89 (0.32) - 8.16 (-9.98)
NO 0.49 0.04 -0.45 (-0.35) 0.85 (0.04) 4.48 (5.18)









Figure 5.12 Site decompoOed electron density of states (DOS) of VTi, NO, (VTi-
NO) in TiO2, compared with undoped TiO2.
(VTi-NO) are shown in Figure 5.13. For VTi, there are three defect levels which
are localized below the CBM due to V 3d [Figure 5.13(a)]. Other V 3d orbitals
are high up in the conduction band. For NO, N 2p induces three states above the
VBM composing of a shallow level near the VBM and two deeper levels [Figure
5.13(b)]. These deep levels are much deeper than those calculated using LDA.
For the (VTi-NO) pair, the defect levels both from VTi and NO are shallower than
those of their isolated defects [Figure 5.13(c)] which is consistent with what has
been observed using LDA.
5.3.3.3 Binding Energy









Figure 5.13 Site decomposed electron density of states (DOS) by HSE06 of VTi,
NO, and (VTi-NO) in TiO2, compared with undoped TiO2.
Walle and Neugebauer, 2004) can be calculated as
Eb = Ef (A) + Ef (B)  Ef (AB) ; (5.3)
where Ef (A), Ef (B), and Ef (AB) aare the formation energies of defects A, B,
and a complex defect AB, respectively. A positive binding energy indicates that
the complex is bound. As summarized in Table 5.1, the calculated binding ener-
gies for (VTi-NO), (NbTi-NO), and (TaTi-NO) are 0.77, 0.19, and 0.05 eV, respec-
tively (assuming the electron Fermi energy at the VBM). The low binding energies
of (NbTi-NO), and (TaTi-NO) indicate that these codopants are bound but only
weakly so. Therefore, both of them are unlikely or dicult to form. On the other










Figure 5.14 Formation energies and binding energies of VTi, NO, (VTi-NO)
codopants, and its isolated form in TiO2 as a function of the Fermi level, un-
der the Ti-rich and O-rich conditions, respectively.
In the process of calculating the binding energy, it is necessary to calculate
the formation energy of individual defects as well as the pair. The calculated
formation energies of VTi and NO, as well as the (VTi-NO) pair are summarized
in Table 5.3 and plotted in Figure 5.14. Our values are in a reasonable agreement
with Ma et al. (2010), that are also shown in Table 5.3. Figure 5.14 shows the
formation energies under two extreme growth conditions; Ti-rich and O-rich. The
binding energy, which is the dierence between the combined energy of the two
individual defect (magenta line) and the energy of the complex pair (orange line),
remains the same in both growth conditions. As shown in Figure 5.14, the binding









is quickly reduced and diminished at EF = 1.35 eV. Note, however, that the
formation energy of each individual defect as well as the complex pair can vary
depending on the growth condition. According to our results, the Ti-rich condition
can provide all defects with reasonable energy to form and the O-rich condition
promotes the formation of VTi but suppresses the formation of NO. This plot can
serve as a guide to help designing experimental doping conditions to balance the
creation of both individual defects to form the pair. For example, one would shift
toward the O-rich side to suppress NO formation and enhance VTi formation or one
could shift the growth condition toward the Ti-rich side to suppress VTi formation
and enhance NO formation.
5.4 Conclusions
Comprehensive rst-principles calculations on isolated impurities and im-
purity pairs in anatase-TiO2 have been performed with the goal to seek out the
appropriate passivated codopants that can narrow the band gap of anatase-TiO2
while preserving high photocatalytic activity for antibacterial purposes. From the
investigation of the required redox potentials for the antibacterial purposes, it is
found that the best passivated codopant pairs should provide the shallow accep-
tor and donor levels at about 0.25 eV from the VBM and CBM, respectively. In
addition, the pairs should have a reasonably large binding energy to ensure that
the pair is bound. Various possible defect pair congurations have been investi-
gated and it is found that, for these donor-acceptor pairs, the congurations that
provide the closest distance between the two, called \near site conguration" in
all cases, is the most stable form. Among sixteen pairs studied, it is found that
(VTi-NO) is the best candidate that gives the acceptor and donor levels close to









cations. The complex pair provides the acceptor level about 0.27 eV above the
VBM and the donor level at about 0.13 eV below the CBM. This results in the
band gap reduction of about 0.4 eV which would signicantly improve the solar
photocatalytic activity. The (VTi-NO) complex pair also has a reasonable binding
energy of about 0.7 eV. The electronic structures calculations for the (VTi-NO) )
complex pair is repeated using the HSE06 calculations which can provide a full
band gap without the need to apply band gap correction before comparing with
the experiments like the cases of LDA. It is found that the levels obtained by using
HSE06 calculations are also consistent with those obtained using LDA, i.e., the









FLUORINE IMPURITIES IN ZnO
6.1 Introduction
ZnO is of current interest because of its suitable properties for short wave-
length optoelectronic applications in the blue, violet, and ultra-violet regions. This
is mainly due to its wide electronic band gap of 3.3 eV and the availability of bulk
crystals (Look et al., 2004). ZnO lattice parameters are similar to those of GaN
which is currently the workhorse material for blue and UV photonics (Morkoc,
1999; Look et al., 2004). Another major advantage of ZnO is its large exciton
binding energy of 60 meV, which is much larger than that of GaN (25 meV). A
large exciton binding energy leads to ecient excitonic emission at room temper-
ature or higher. Therefore, a ZnO-based light emitter is expected to be much
brighter than those made from GaN (Li et al., 2006). To fabricate optoelectronic
devices both high quality n- and p-type ZnO are necessary. However, a major
obstacle is the diculty of growing p-type ZnO.
There are a number of techniques used to grow ZnO. However, most of them
give rise to unintentional n-type ZnO. High level n-type ZnO can be utilized in
various applications such as transparent conductors. A number of recent research
works have been focused on nding a way to reduce the n-type background and to
achieve high quality p-type ZnO via doping. The diculties can arise from various
causes. Some dopants have low solubility in ZnO. Other dopants have rather good
solubility but produce deep acceptor levels, leading to a low carrier concentration









type background from unintentional impurities such as H and its native defects of
low formation energies are usually n-type, causing the spontaneous formation of
compensating defects such as VO or Zni (Zhang, 2002).
Substituting on the Zn site by group I dopants is a potential way to give
p-type ZnO. Li, Na, and K are predicted by rst principles calculations to give
acceptor energy levels at 0.09, 0.17, and 0.32 eV, respectively, when substituting
on the Zn site (Park et al., 2002). However, experimental attempts to dope ZnO
with these elements have not been successful so far. For example, it is now known
that Li prefers to incorporate in the interstitial form (Lii) which is a donor. This
is especially true when the sample turns p-type, making it a self-compensated
dopant (Park et al., 2002). Substituting on the O site by group-V dopants have
been tried experimentally despite the rst principles predictions that these dopants
induce deep levels and would not give rise to p-type ZnO. Among group V elements,
N is the most promising p-type doping candidate owing to its close ionic radius
to O (RN: 1.68 A and RO: 1.38 A). However, its defect level is still too deep to
provide reasonable carrier concentration.
Many computational studies predicted that V Zn by itself is a deep acceptor.
However, when V Zn binds with high-electronegative elements such as F substitut-
ing for O, the acceptor level can get shallower (Yan and Wei, 2008). Therefore,
it is important to identify the favorable site of F in ZnO crystal to access the
feasibility of V Zn-FO formation. In addition to V Zn-FO, selected defect complexes
containing F are also explored in this thesis.
In this thesis, the focus is on the site identication of F in ZnO. In collabora-
tion with the experimental group, who characterized the F doped ZnO samples by
using the synchrotron X-ray absorption spectroscopy (XAS) technique, the rst-









Figure 6.1 X-ray absorption spectrum for FeO.
congurations of F in order to nd the best match with the measurement. XAS
spectra are elemental-selective and sensitive to the local structure of the absorb-
ing atom. By choosing the X-ray energy to match the characteristic absorption
threshold of a certain element, one can selectively probe the element of interest (in
our case, F). Typically, the X-ray absorption spectrum is divided into two regions
as shown in Figure 6.1: the near-edge region is the subject of X-ray absorption
near-edge spectroscopy (XANES) and the high-energy region is that of the X-ray
absorption ne-structure spectroscopy (EXAFS). XANES is sensitive to oxidation
state and coordination chemistry of the absorbing atom. EXAFS is reminiscent of
electron wave scattering and is mostly used to determine the coordination number,
bond lengths, and species of the neighbors of the absorbing atom. Although the
X-ray spectra certainly contain detailed information about local electronic and
crystal structure, it is dicult in many cases, especially for the XANES region,









such cases, rst-principles calculations can be used in conjunction with the mea-
surements to interpret the results. This approach has proved itself to be successful
in local structure identications in various systems (Limpijumnong et al., 2006;
Limpijumnong et al., 2007; T-Thienprasert et al., 2008; T-Thienprasert et al.,
2010).
6.2 Computational Method
6.2.1 Crystal Structure and Formation Energy
The calculations were based on density functional theory within an orbital-
dependent rotationally invariant local density approximation (LDA+U). Projector
augmented wave (PAW) potentials (Kresse and Joubert, 1999) were used for the
electron-ion interactions, as implemented in the VASP code (Kresse and Hafner,
1994; Kresse and Furthmuller, 1996a). The cuto energy for the plane-wave basis
set is 400 eV. For a choice of Coulomb repulsion term U, we followed Ref. (Janotti
and Van de Walle, 2007) which is 4.7 eV. The calculated lattice parameters of
wurtzite ZnO are a = 3.148 A, c/a = 1.606, and u = 0.381 which are in good
agreement with the experimental values of a = 3.249 A, c/a = 1.602, and u =
0.381 (Schulz and Thiemann, 1977) as well as other calculations (Janotti et al.,
2006; Panpan et al., 2009). To calculate the formation energies of defects, a super-
cell approach is used (Northrup and Zhang, 1994; Zhang et al., 2001) with the su-
percell size of 72 atoms, i.e. a 332 repetition of the primitive wurtzite unit cell.
All atoms in the supercell are allowed to relax by minimization of the Hellmann-
Feynman force until all forces turned less than 0.05 eV/A. For the Brillouin zone
integration, a 222 Monkhorst-Pack special k -point mesh is employed. The cal-









theoretical work (Janotti et al., 2006) but much smaller than the experimental
band gap (3.3 eV).
The defect formation energies were calculated using the approach described
in Chapter III. The upper limits for Zn and O chemical potentials (Zn and O)
were set by the energies per atom of metallic Zn and O2 molecule. In order to grow
ZnO in thermal equilibrium, it is also required that ZnO = Zn + O, where ZnO
is the formation energy of wurtzite ZnO. For the chemical potential of F (F), the
energy per F atom of ZnF2 and F2O2 for Zn-rich and O-rich conditions are used,
respectively.
6.2.2 X-ray Absorption Spectroscopy
Due to the low concentration of F, only the spectra in the near edge region
(XANES) of the F K-edge are obtained experimentally. The electronic transition
associated with the XAS measurement must follow the dipole selection rule, in




hf jD jii2 (Ei   Ef + !) ; (6.1)
where jii ; jfi, Ei, and Ef are the initial and nal states and their energies, respec-
tively. ! and D denote the photon frequency and dipole operator. The Fermi's
golden rule restricts the transition of the core electrons to only the symmetry-
allowed states. K-edge absorption refers to the excitation where the initial state
is the rst shell (1s) electron which has an even parity, i.e. is symmetric under
inversion. Therefore, the nal state with the dipole operator in Eqn. (6.1) has to
have an odd parity, and in this case the nal state is one of the empty p states.









unstrained conguration by using rst principles calculations (the VASP codes
in this case) and then employs the FEFF8.2 codes (Ankudinov et al., 1998) to
simulate the XANES spectrum of that conguration. The FEFF codes uses a
full multiple scattering approach based on ab initio overlapping mun-tin poten-
tials. The mun-tin potentials are obtained using self-consistent calculations with
Hedin-Lundqvist exchange-correlation function (Hedin and Lundqvist, 1969). By
constructing a sphere with a radius of 8 A (containing approximately 200 atoms)
around the absorbing atom, the self-consistent calculations are obtained. From
the simulations of pure-ZnO, it is found that the calculated XANES features are
in good agreement with the measured spectra. Note that the simulated absolute
photon energies dier from the experimental values by about 5 - 10 eV, depend-
ing on the system. This is expected due to the known incomplete correction of
the empty core states during the excitation process that were not included in the
ground state energy level calculations. Despite the error in the absolute energy,
the relative energy, which holds the crucial information on the spectra features, is
much more reliable.
6.3 Results and Discussions
6.3.1 Formation Energy of Fluorine in ZnO
In order to identify the favorable sites for F in ZnO, the formation energies
of various F congurations, as well as selected native defects, are calculated. The
formation energy of each defect indicates the likelihood of it to form (the low
energy ones are more likely to form). In Figure 6.2, the formation energy is
plotted as a function of electron Fermi energy in two extreme growth conditions









the two cases described in Chapter III. The formation energies of defects depend
on the growth conditions because the chemical potential of F (F) is set to the
maximum possible value of F as limited by ZnF2 formation in Zn-rich conditions or
as limited by F2O2 molecule formation in O-rich conditions. For charged defects,
the formation energies also depend on the Fermi energy, EF , which can vary from
the valence band maximum (VBM) to the conduction band minimum (CBM) in
semiconductors. Both native defects and F impurities are plotted in the same
graph for comparison. The calculated forma-tion energy of an oxygen vacancy
(V O) agrees well with the calculation by Janotti et al. (Janotti et al., 2006). The
three F impurity defects with the lowest formation energies are FO, Fi(oct)-FO,
and FZn-FO. Their (calculated) relaxed local structures are shown in Figure 6.3.
The calculations show that none of these three impurity defects induce defect
levels inside the band gap. FO, Fi(oct)-FO, and FZn-FO act as a shallow donor,
charge neutral mid-gap state, and shallow acceptor, respectively. Under Zn-rich
conditions (Figure 6.2, left panel), FO has the lowest formation energy, indicating
that F prefers to substitute for the oxygen atom. On the other hand, under O-
rich conditions (Figure 6.2, right panel), Fi(oct)-FO and FZn-FO complexes have
low formation energies. When the Fermi energy is less than 0.9 eV, i.e. under
p-type conditions, the self-compensating complex Fi(oct)-FO, which is electrically
inactive, is the most stable complex. For a higher Fermi level, FZn-FO which is
a shallow acceptor is the most stable complex. Under our presumed chemical
potential conditions (especially for F), V Zn-FO, which was earlier suggested to be
the source of p-type ZnO (Yan and Wei, 2008) has higher formation energy than
the FZn-FO complex, indicating that both FZn-FO and V Zn-FO could be the sources
of p-type, depending on the specic chemical potential conditions of the growth









Fi(oct)-FO has lower formation energy than those of the acceptor complexes (FZn-
FO and V Zn-FO). Therefore, one needs to tune the Fermi energy during growth
to a value near the middle of the gap in order to successfully incorporate the
desired acceptor complexes and suppress the unwanted ones. To further explore
the stability of the complexes, their binding energies are calculated following the
equation
Eb (AB) = E
f (A) + Ef (B)  Ef (AB) ; (6.2)
where Ef (A); Ef (B), and Ef (AB) are formation energies of isolated defect A,
isolated defect B, and complex AB, respectively. The positive binding energy in-
dicates that the complex is stable. Note, however, that having a positive binding
energy is a requirement for a stable complex but is not a guarantee that the com-
plex will form in a reasonable concentration. The populations of the complexes
also depend on the growth conditions and absolute formation energies of them.
Under thermodynamic approximations, the defects and defect complex concen-
trations can be calculated by using the detailed balance. The calculated binding
energies of V Zn-FO, FZn-FO, and Fi(oct)-FO are 0.85, 1.60, and 1.07 eV, respectively,
indicating that these complexes are all bound.
6.3.2 XANES of Fluorine in ZnO
To interpret the measured XANES features, the rst principles simulations
of F K -edge XANES for F at various locations in wurtzite-ZnO were performed.
The measured spectrum is shown in the top panel [Figure 6.4 (a)], whereas the
middle [Figure 6.4 (b)] and bottom panels [Figure 6.4(c)] display the simulated









Figure 6.2 The calculated formation energies of native defects and F impurities
in wurtzite ZnO as a function of Fermi level calculated under Zn-rich and O-rich
conditions, respectively.
with V Zn as well as other defects (FZn, Fi, and Fi-FO). TThe simulated spec-
trum of ZnF2 is illustrated in Figure 6.4 (c). The optimized local structures of
them are shown in Figure 6.3. It is found by comparing the main peaks that the
simulated spectra are shifted from the measured one by about 11 eV due to the
incomplete core-hole corrections. However, this should not aect the feature com-
parison between them. The measured XANES can be divided into two regions:
the lower-energy region which contains a strong-absorption peak p1 (692 eV) and
a shoulder s1 (near 696 eV) and the higher-energy region, where the spectrum is
much broader and has only a weak-absorption peak p2 (701 eV). Note that FO and
its complexes with V Zn have similar features except that FO has stronger peaks














ZnF2 in wurtzite ZnO.
FO and its complexes with V Zn are similar, it would be dicult to distinguish
between them. Other defects (FZn, Fi, and Fi-FO) do not resemble the experi-
mental data. Based on the formation energies we can predict that, under Zn-rich
conditions, isolated FO could form in higher concentration because V Zn has high
formation energy. On the other hand, under O-rich conditions, where the V Zn
can form more easily, the V Zn-FO complex is expected to be favorable, especially
when the Fermi level is in the p-type range. In the low-energy region, the peak
p1 and the shoulder s1, indicated by red- and light-blue dashed line in Figure 6.4,
are consistent with a peak and a shoulder observed in the simulated spectra of FO
as well as its complexes with V Zn. However, the simulated spectrum of ZnF2 also









Figure 6.4 Comparison between the measured F K -edge XANES spectra (taken
from SNU) and the calculated F K -edge XANES spectra obtained from FEFF.
of FO and ZnF2 with dierent ratios and plotted them in the same graph (Figure
6.5) along with the measured one. For ease of comparison, the simulated spectra
are shifted by 11 eV to align the main features with the measure one. It is found
that the mixing ratio of 1:1 provide the spectrum with the best match of p1 and
s1 to the measured features. In the higher energy region, the simulated spectrum
has a broad peak near peak p2 of the measured one.
6.4 Conclusions
In order to identify the local structure of uorine in ZnO, rst principles









Figure 6.5 The measured (taken from SNU) and the simulated F K-edge XANES
spectra of combination of FO and ZnF2 with various ratios in ZnO.
of F in ZnO as well as some possible phase precipitated F. By comparing with the
actual XANES measurement of F-doped ZnO, it is found that the combination of
FO (as well as the complexes of V Zn and FO which has similar XANES features)
and ZnF2 provides the spectrum that best matches the observed one. This is also
consistent with the formation energy calculations where FO and V Zn-FAhn07O are









CONCLUSION AND FUTURE WORK
In this thesis, selected point defects and impurities in TiO2 and ZnO were
studied by rst-principles calculations. A theoretical background of rst-principles
density functional theory was given in Chapter II. In Chapter III, the calculation
methods for defects in semiconductors were explained briey.
For TiO2, it is of current interest to modify the band gap such that it can
serve more eectively as a photocatalyst under solar spectrum. In Chapter IV, the
study of sulfur doped TiO2 were reported in detailed. Despite mixed success in the
experimental reports of attempts to lower the band gap while maintaining high
photocatalytic activity of TiO2 by doping with S, we found that all of the studied
sulfur defects (Si, STi, and SO) act as donors and introduce deep defect levels
inside the band gap. Therefore, there are no indications from our results that S-
doping is a good approach to lower the band gap of TiO2. In Chapter V, the study
of various impurity pairs were reported. The purpose of this study was to nd
potentially good co-doping pairs that could lower the band gap and maintain high
photocatalytic activity of TiO2 with a focus on antibacterial applications. Based
on the analysis, a good co-doping pair should maintain TiO2 electron counting and
provide two impurity levels within  0.25 eV of the VBM and CBM, respectively.
It is found that vanadium substitution for Ti and N substitution for O (VTi-NO)
are the best candidates. However, the doping procedure to deposit impurities on
both Ti and O sites could be challenging.









strong potential as a brighter blue-light emitter than GaN, the current standard
material. However, there is as yet no high quality p-type ZnO. Fluorine is one
of the impurities that has been proposed as a means of doping ZnO into p-type.
In Chapter VI, rst principles calculations of F doped ZnO were reported. Based
on the formation energy calculations, it is found that F prefers to substitute for
O and to behave as a donor. However, under certain conditions, it could form a
complex with Zn vacancy (FO-V Zn) which is a shallow acceptor. To help identify
the local structures of F, the simulation of X-ray absorption spectra of various F
congurations in ZnO are studied. After comparing with the measured spectrum,
the best candidate for the observed spectrum is the mixture of F substitution for
O (FO) and phase precipitated ZnF2. However, the spectral features of the FO
and FO-V Zn are quite similar and FO-V Zn could not completely be ruled out.
In the future, I am planning to employ the methodology used in this thesis
to study defects in other material systems. For example, defects in Al2O3 that are
known to be the cause of the variable color of this material. Potential impurities
to be studied are chromium (believed to be the source of red in ruby), Ti and
Fe (believed to be the source of blue). Although, these impurities might have
been previously studied by rst principles calculations, most (if not all) of them
are based on DFT where the band gap is severely underestimated. To obtain
the correct color information, precise defect levels are needed. Therefore, a much
more computational intensive calculations based on hybrid functional, which just
becomes possible recently, are needed. This opens up an opportunity to repeat
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