ABSTRACT
INTRODUCTION
Sequence database search methods like the Smith-Waterman algorithm (Smith and Waterman, 1981) , FASTA (Pearson and Lipman, 1988) , BLAST and PSI-BLAST (Altschul et al., 1997) play a central role in computational biology research, because sequence similarity often implies a structural similarity (Abagyan and Batalov, 1997) . Some previous assessments and discussions of these methods can be found in Pearson (1995) ; Brenner et al. (1998) ; Park et al. (1998 Park et al. ( , 2000 . By reporting relative performance of different methods with varying parameters, they provide useful hints and guidance for biologists who want to search efficiently the ever-growing sequence databases. Generally, search algorithms are evaluated in three aspects: speed, sensitivity (detection of true similarities) and selectivity (rejection of false positives). The percentage identity 25-40% seems to be the twilight zone (Rost, 1999) where higher sensitivity accompanies lower selectivity. It is also known that the slow Smith-Waterman algorithm is more accurate than fast BLAST algorithm. In a word, the three aspects often conflict with each other. However, we lack a quantitative comparison for these algorithms regarding all three aspects.
PREVIOUS WORK
Some criteria have been proposed to combine sensitivity and selectivity. Pearson introduced the equivalence number (EN), which is 'the number of related sequences missed at similarity score that balances the number of related sequences below the value and the number of unrelated sequences with scores at or above the value' (Pearson, 1995) . For a certain query, a search method is considered superior if its EN is smaller. Nevertheless, EN scores from two queries are usually incomparable. Therefore, Pearson made use of the sign test to assess the consistence of these methods over a bunch of queries.
Receiver operating characteristic (ROC) is another popular measure of search accuracy (Gribskov and Robinson, 1996) . For a perfect search algorithm, all true positives for these queries should appear before any false positive in the ranked output list, and the ROC score is 1. In the worst case, the first n items in the list are all false positives and it gets a ROC n score of 0. In between is the score for other algorithms. So, we can compare search algorithms according to their ROC n scores, where n is a parameter usually set to 50 or 100. Although researchers have devised many ways to merge ROC scores for a set of queries (Kester and Buntinx, 2000) , one simple and popular method is to 'pool' search results so as to get an overall ROC score (Schäffer et al., 2001) . Brenner et al. (1998) proposed the errors per query (EPQ) criterion and the 'Coverage versus Error' plots to evaluate different methods. EPQ is an indicator for selectivity based on all-against-all comparisons, and coverage is a measure for sensitivity. The assumption for EPQ is that the search algorithm can yield a 'normalized similarity score' rather than a length-dependent one, so that results from queries are comparable. This restriction is somewhat unfair for algorithms that cannot give normalized scores, e.g. the original Smith-Waterman algorithm. Luckily, some modern Smith-Waterman implementations have added the normalized score, like SSEARCH (Pearson, 1998) . Like ROC, the Coverage-EPQ plot can give an overall performance comparison for search algorithms. However, we do not know whether there is any discrepancy between queries.
METHODS
The Average Precision (AP) criterion is borrowed from information retrieval research (Salton, 1991) . It has been extensively used in performance evaluation of different text and audio database retrieval systems (http://trec.nist.gov). First we define two indicators for search sensitivity and selectivity. Assuming the target database contains N homologous entries for a query, a search algorithm returns M entries in which K are true positives, we define recall = K/N and precision = K/M. Then a recall-precision (R-P ) plot can be drawn by screening the returned entries-usually a ranked list in similarity descending order-and iteratively calculating the recall/precision pairs until we reach the end (Fig. 1) . Equation (1) is the formula for calculating AP, where p i is the rank of i-th true positive. Note that i/p i is just the precision value at the i-th positive in this iterative process and Equation (1) is an approximate integral to calculate the area under the R-P curve. One can merge AP scores from a set of queries to get the mean-AP, because AP value is a normalized ratio between 0 (worst) and 1 (best), see Equation (2) where n is the number of queries.
Three items are required for the mean-AP assessment: a target database, a query set and their corresponding true positives in the database. We use a non-redundant proteindomain sequence database derived from PDB as the target database. It is automatically generated using the ASTRAL system (Brenner et al., 2000) and contains 4383 entries with 40% or less mutual sequence identity. According to the structural classification of proteins (SCOP release 1.59), it includes 1070 superfamilies. From these superfamilies, we first pick up those whose population (the number of members in a superfamily) is within a given range. For each selected superfamily, we choose a representative domain as the query whose SID (SCOP identifier) is the smallest in this superfamily. These representative domains form a query set. True positives are those in the same superfamily as the query sequence. SCOP as an independent and accurate source for evaluating database search methods has been used by other researchers (Brenner et al., 1998; Park et al., 1998) . We believe the whole process ensures we do not favor any particular search algorithm.
RESULTS
Six search methods are compared in the following discussion. They are: Smith-Waterman algorithm (label: SSEARCH), FASTA ktup = 1 (label: FASTA1), FASTA ktup = 2 (label: FASTA2), gapped-BLAST (label: BLAST), gapped-BLAST with low-complexity segment filtration option turned off (label: BLASTNF) and PSI-BLAST (label: PSI). For PSI-BLAST we first search each query sequence in the NCBI nr protein database and save the check-point after the fifth iteration. These checkpoints are then used to search the target database. This method can take the full advantages of PSI-BLAST and has been proved very useful for identifying distant relationships (Schäffer et al., 2001) . Figure 1A shows Self-match is excluded from true positives. Average superfamily diversity is based on the averaged identity% between query sequences and their true positives.
the recall-precision curves on a single query and Figure 1B is that on a set of queries. The equivalence numbers can be obtained from the R-P graph too. Recalling EN's definition, it is easy to see that an EN is obtained at a point where recall equals precision. Therefore, supposing the query in Figure 1A has N true positives and SSEARCH's R-P curve intersects the line: recall − precision = 0 (the dotted diagonal line in Fig. 1A ) at position (r, r), then the EN score for SSEARCH on this query is (1−r) * N . Figure 1B is the R-P graph based on 221 queries. A description of the query set is in Table 1 . In Figure 2 (also Table 2 ), we show that AP scores for different queries may vary to a large extent. An algorithm that works perfectly on one query may perform badly on another. For instance, PSI outperforms other methods on six queries while SSEARCH still remains superior on three. This justifies the use of a set of well-sampled queries in an unbiased evaluation, because we want to know the 'average-situation performance' of different methods. From Figure 1B , we see that BLASTNF is slightly better than BLAST. In Figure 2 , obvious discrepancies of the two methods are shown on queries 2 and 3. By default, BLAST algorithm preprocesses the query sequence to remove regions with highly biased amino acid composition, claiming that they give spuriously high scores that only reflect compositional bias (Altschul et al., 1994) . However, our data indicate that this filtration procedure actually damages its performance in some circumstances. Inspection into these examples seems that the search quality on short queries is more likely to be harmed by the filtration. Two factors may be relevant for this result: the filter program and its parameters are unsuitable, or, some apparent compositional biased segments have biologically important functions and cannot be simply ignored, although they may be unfavorable for statisticians. Another investigation using the PIR database confirms this result. The test set we used is the same as in Pearson (1995) . Out of total 67 queries, we find BLASTNF outperforms BLAST in 17 queries, in which significant differences are encountered on K1HUAG, R6HUP2, TYTUY2 and SMHU2 (PIR IDs of the query sequences), while BLAST is slightly better than BLASTNF only on four queries (with AP differences no larger than 0.02). Table 2 for a description of each query. Figure 3 may be the most concise result of this paper. According to the population size, we group the superfamilies into three query sets. We then measure the mean-AP scores and the associated search time on each query set. From this plot, the search quality of each method seems to be proportional of logarithm of search time. Clearly, there is no free lunch: one must spend much more time for a better result. This graph can be helpful for evaluating new search methods. If an algorithm's corresponding point is below the trend line, then it may need more tuning, either to improve search accuracy or to reduce search time. Table 3 shows the exact search time (in seconds) and mean-AP scores used to draw Figure 3 . We also include the ROC 50 scores for comparison. It confirms our ranking for these search algorithms. We have calculated the ROC 100 scores for each methods (data not shown). The values are slightly higher than ROC 50 but the ranking remains the same as ROC 50 and the mean-AP measure.
It is very interesting that all these search methods show a clear tendency to favor small-population superfamilies in For each query set, the mean-AP score is on the left with the corresponding search time in parentheses. The ROC 50 scores (using the pooling method) are on the right. Fig. 3 . The time-mean-AP graph on three query sets. See Table 1 for a description for each query set. In this log-linear graph, every mean-AP score and its associated search time is marked with a dot, yielding in total 18 dots. Three straight lines are drawn by interpolating dots on the same query set. Along each line, the order of the represented search methods is: BLAST, BLASTNF, FASTA2, FASTA1, SSEARCH and PSI-BLAST (from left to right).
terms of their mean-AP scores. This tendency is in compliance with the family divergence rate (see the last column in Table 1 ). So the question is why larger protein families have more divergent sequence composition. One possible reason is that large families usually are important proteins for all kinds of organisms, e.g. cytochrome c. Thus they have a longer evolution history, and, as a result of evolution, more divergent composition. Another reason may be that the three-dimensional structure shared in a large family is evolved to be highly designable, that is, many sequences dissimilar in sequence composition may end up folded into similar three-dimensional conformations (Li et al., 1996) .
DISCUSSION
We introduce a new criterion to assess the performance of different sequence database search algorithms. The AP measure combines search sensitivity and selectivity in a visualized way. For a single query, the recall-precision curve can deduce the EN score used before. This criterion can be easily extended to evaluate using a set of queries, which is important for a consistent assessment. Experiments show that this criterion is in compliance with traditional ROC measure. Using this criterion, we find that (1) BLAST's lowcomplexity segment filtration option in fact harms its search quality though it slightly reduces the search time. This may mean those regions cannot be really useless in sequence comparison. (2) Homologs in a small superfamily generally can be detected more easily than in a large superfamily. Percentage identity measure shows it is due to the increased sequence diversity in large superfamilies. (3) The search quality of each method studied here is approximately in proportion of log (search time). Since some people care more for the search quality while others prefer to a speedy algorithm, this empirical result may be helpful for researchers to find a best trade-off point.
We hope the introduction for this AP criterion is helpful for the analysis and development of biological database search methods. The criterion is simple, parameter-free and universal. It does not involve any domain-specific knowledge in the assessing process, as long as two domain-specific sets are ready: queries and their true positives.
