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Introduction
Costly current account adjustment processes succeeding changes in the world capital movements have been subject to several studies in the literature. Beside studies being concerned with explaining current account phenomena on a national level, see e.g. Calvo and Mendoza (1996) , Cashin and McDermott (1996) , Calvo et al. (2003) and Ansari (2004) , other investigations e.g. by Frankel and Rose (1996) or Hutchinson and Neuberger (2001) analyze the impacts of readjustments of current account deficits for the group of emerging countries. Also region specific groups, such as East Asian and Latin American countries, as well as the countries in Central and Eastern Europe have been analyzed, see e.g. , Barro (2001) , Calvo (2001) and Melecky (2005) . Furthermore, with larger data sets becoming available, the impact of reversing current account deficits has been analyzed in the context of large country panels containing not only specific groups. Milesi-Ferretti and Razin (1998) use panel data comprising mostly low and middle income countries to explain the determinants of current account reversals and their influence on economic growth. Utilizing panel data including industrial as well as less developed countries, Edwards (2004) highlights the costs of current account adjustment processes.
Identification of explanatory variables of current account reversals is performed via probit regressions, which allow to assess the impact of variables on seldom disruptive events. The set of explanatory variables include external macroeconomic variables, such as openness and the level of reserves, as well as domestic and global macroeconomic variables. Determinants of current account as such have been analyzed by several authors, see e.g. Chinn and Prasad (2003) for a comprehensive overview.
The effect of current account reversals on economic growth has been analyzed either by linear regressions or via treatment models. In a before and after analysis Milesi-Ferretti and Razin (1998) use linear regressions to assess the costs of reversal episodes in terms of economic growth. The results suggests no systematic reduction of growth in the period after a current account reversal. Using a treatment model Edwards (2004) analysis the costs of a reversal. His results are at odds to those of Milesi-Ferretti and Razin (1998) and suggest that a current account deficit reduces economic growth on average by four percentage points and inversely related to economic openness. While a treatment analysis allows to account for a possible sample selection bias in the occurrence of current account reversals, both methodologies are less concerned with country specific heterogeneity.
Although panel data sets provide more observations, they often deliver sets of explanatory variables, which are less detailed in terms of institutional particularities than group or country specific studies, see e.g. Calvo (2003) , and thus capture not all heterogeneity, which is likely present in the data. As early as Haberler (1964) noted, the group of less developed countries is still more heterogenous than the group of industrial countries. The studies cited above either use the available exogenous variables to capture institutional particularities of countries or, as these are often not exhaustive for a large panel of countries, use a fixed effects approach. A fixed effects approach is nevertheless problematic. Some countries do not experience a current account reversal, thus country specific fixed effects are not identified within the probit framework. While for the treatment model a fixed effects approach is in principle applicable within the growth equation, estimation in short panels possibly causes an incidential parameter problem. Hence, alternative approaches to deal with unobserved country specific heterogeneity are necessary in order to assess correctly the determinants and costs of reversals.
The aim of this paper is therefore to analyze the changes in determinants and costs of reversals, when allowing for a general form of heterogeneity. Via random coefficients, see e.g. Train (2003) for a description of the mixed probit model, unobserved heterogeneity across countries is taken into account. Such a modeling of heterogeneity among countries solves the identification problem of a fixed effects approach for countries where no reversal is observed. Consideration of heterogeneity via this specific form is new in the context of macroeconometric analysis of current account reversals.
The empirical literature sofar often classifies countries into regions, see e.g. Edwards (2004) , to allow for heterogeneity between this specific regions. Random coefficients offer a more flexible, yet parsimonious form of heterogeneity, which is analyzed in this paper. Next to analyzing the determinants of reversals via a mixed probit model, this paper reviews the impact of reversals on economic growth via a treatment model. The framework proposed by Heckman (1978) is therefore extended to incorporate heterogeneity via random coefficients. Furthermore, within the probit and treatment models serial correlation within the errors is considered. Such an approach allows to account for persistence in unobserved components, a feature likely present in the context of macroeconomic event studies as argued by Falcetti and Tudela (2006) .
The contribution of this paper is a Bayesian analysis dealing with the matters of heterogeneity and serial correlation in the context of current account reversals. According to Bolduc et al. (1997) , Bayesian estimation might be more flexible and faster in the context of mixed probit models than maximum likelihood approaches and allows furthermore to assess the significance of single variables without relying on asymptotic properties as in a maximum likelihood analysis. 1 For the Bayesian estimation of the treatment model with random coefficients and serially correlated errors as well as for the mixed probit model with correlated errors an approach based on a Markov Chain Monte 1 Note that a small sample correction while theoretically possible via Bootstrap methods appears computationally too burdensome.
Carlo (MCMC) technique namely Gibbs sampling is employed. This approach allows to inspect the
properties of heterogeneity among countries, as Gibbs sampling provides the posterior distributions of the random coefficients. Hence, differences in the way some variables affect a countries probability of a reversals can be analyzed. The adequacy of the specifications allowing for heterogeneity and serial correlation is tested via comparing of the marginal likelihoods, which are computed according to the methodology proposed by Chib (1995) . Furthermore it is highlighted in this paper whether the inclusion of country specific heterogeneity and serial correlation improves the ability of the model to identify reversals. The robustness of results is checked against several alternative definitions of the shift magnitude in current account deficit, which triggers current account reversals.
The outline of the paper is as follows. Section 2 describes the data and provides some information on the theoretical background of current account reversals. The specifics of the alternative reversal identification schemes are also presented. The frameworks with and without heterogeneity and serial correlation of the probit and treatment model are presented in Section 3. Within this section also the applied Bayesian estimation techniques is described. Section 4 presents the empirical findings. paragraphs will describe the included variables in these three categories and shortly review their meanings suggested by different theories. In order to avoid endogeneity problems all variables except the global ones are included with a lag of one period. Furthermore, following Milesi-Ferretti and Razin (1998) the variables current account deficit, GDP growth rate and investment are included in period t as three year averages over the periods t − 3 to t − 1.
Macroeconomic variables included are economic growth given as the annual growth rate of real gross domestic product (GDP), the share of investment in GDP proxied by the ratio of gross capital formation and GDP, as well as the log GDP per capita in 1975. These variables are considered as determinants of economic growth and current account reversals. The relationship between growth, investment and balance-of-payments is stated in the balance-of-payments stages hypothesis, see the work of Fischer and Franklin (1974) and Halevi (1971) . The value of log GDP per capita in 1975 proxies the initial state of development. A less developed country provides investment opportunities what possibly causes current account deficits. High investment can trigger a rise in GDP growth and a country's stock of capital. Thus a country may change in the intercourse of development from a capital importer to a capital exporter. A further macroeconomic variable considered is general government final consumption expenditure as a fraction of GDP. Government consumption is used to proxy the healthiness of the fiscal environment. Since the first generation models of crises, e.g. Krugman (1979) and Flood and Garber (1984) , an unsustainable fiscal environment serves as a signal of crises.
As external variables are included the current account balance as a fraction of GDP, the share of exports and imports of goods and services in GDP as a measure of trade openness, the share of concessional debt in total debt, interest payments relative to GDP, the share of foreign exchange reserves in imports, the ratio of official transfers to GDP and a terms of trade index (2000=100). In their work on current account sustainability Milesi-Ferretti and Razin (1996) emphasize the effects structural features captured by the above variables have on the ability of a country to sustain external imbalances. Already high current account deficits may indicate a higher need for solving these imbalances. A higher degree of openness may enable a country to balance domestic shocks via the current account. As concessional debt is granted by institutional lenders below market conditions, it may provide a source of stabilization for the current account balance. The same argument is valid for granted official transfers relative to GDP. But, as the latter two variables are subject to political decisions they may as well trigger sharp adjustment processes. Interest payments relative to GDP are included in order to indicate the liabilities a country have to serve. Foreign exchange reserves as stressed by Calvo (1996) play an important role. A low level of reserves may cast doubts whether a country is able to serve its external liabilities. The role of foreign exchange reserves is also prominent in second generation models of balance-of-payments crises, see Obstfeld Global variables taken from the databases are the US real interest rates and the real growth rates of the OECD countries. These two variables shall reflect the state of the world economy and the implied influences on current account readjustments. Rising interest rates may cause higher costs of credits for some countries and therefore lead to current account adjustment. Also a country may be less attractive for foreign investment. A high growth in the merely industrial OECD countries can for example lead to increasing demand for commodities, which may help to reduce some countries deficits. Thus these two variables affect a country's international borrowing constraint. As shown by Atkeson and Rios-Rull (1996) changes in the international borrowing constraint may trigger a balance-of-payments crises even when macroeconomic policies of a country are consistent.
Current account reversals are defined using several ad hoc criteria. 3 To attenuate the effect of this ad hoc approach, different definitions of current account reversals are considered, four in total.
Identification schemes (I-IV ) are characterized as changes in the average level of current account balance. The definitions follow Milesi-Ferretti and Razin (1998) and Alesina and Perrotti (1997) who applied similar definitions in the context of fiscal stabilization. According to scheme (I) a reversal episode in period t is given when the current account balance in t is indeed a deficit and the average current account deficit t to t + 2 compared to the average current balance over periods t − 3 to t − 1 is reduced by at least 3%. A further restriction is that the deficit level after the reversal does not exceed 10%. Furthermore, in order to measure only sustainable reductions in current account deficit, a reversal is classified in period t only, if the maximum deficit in the three years after the reversal is below the minimum deficit in the three years before the reversal. To avoid that the same reduction shows up twice in the averages, reversal scheme (II) allows no further reversal to happen in the two consecutive years after a reversal. Scheme (III/IV ) differs from scheme (I/II) only with respect to the shift magnitude of average current account balance triggering a reversal, which has to exceed 5% now. The numbers of reversals identified under the alternative identification schemes are reported in Table (1) . Entries on the main diagonal provide the number of identified reversals for the four alternative schemes, whereas the other entries provide the number of reversals which 3 Identifying reversals is therefore not data driven as proposed by Bagnai and Manzocchi (1999) who use structural break tests for identification of reversals.
are jointly identified by alternative schemes. In total, the data summarizes 1312 time periods, as three year averages are considered. When all identifications schemes are applied simultaneously only 53 reversals are identified from a maximum number of 127 reversals under scheme I. Given these features of the different identification schemes, they are all used to yield access to the determinants of current account reversals and their effect on economic growth.
Model Description and Estimation
This section introduces the probit and treatment models used to analyze the determinants of current account reversals and the impact of a reversing current account on the growth process. The specified models allow for country specific heterogeneity and/or serially correlated error terms in order to account for the characteristics of the considered panel data. Furthermore, the Gibbs samplers employed in estimation are shortly reviewed and the methods for comparing the different specifications are introduced.
Probit Model
The determinants of current account reversals are analyzed via probit regressions. This approach allows to assess the influence of a large set of explanatory regressors proposed in the literature on the occurrence probability of a reversal. Starting point is the pooled panel probit model given as 
where e it is an normally independently identically distributed (iid) error term. If the latent variable δ * it raises above zero, then a reversal is indicated. Country specific heterogeneity is incorporated into the model as follows. The parameter vector β is assumed to become an iid country specific random variable with common mean b and covariance matrix W b for all countries, i.e.
Note that W b can also be diagonal assuming independence of the random coefficients. Inclusion of random parameter heterogeneity induces a heteroscedastic error over time for each individual.
Consider the covariance matrix between the latent variables of one individual δ * i· . The covariance matrix of dimension
where I is an identity matrix denoting the covariance matrix of the latent errors e i· . Using random coefficients allows a general form of country specific heterogeneity, which has the advantage that in contrast to a fixed effects approach, heterogeneity is also permitted for countries not experiencing a reversal. Such an approach possibly highlights how unobserved characteristics of a country e.g. the institutional framework and political stability among others, alter the influence of a specific variable on the occurrence probability of a current account reversal. Thus the mean vector b provides insight into the relationship between determinants and reversals when heterogeneity among countries is taken into account.
Furthermore, the case that not all parameters are randomized can be incorporated. The altered model can be described as follows
where superscript ran refers to the variables assigned a random coefficient and β denotes the constant parameters. Hence, the probability of a country i being at time t in the observed state δ it is conditional on β i , β
where Φ(·) is the cumulative density function of the standard normal distribution. Given the probability P it|β i ,β the likelihood can be stated as
where S(i) denotes the first and T (i) the last available period for country i.
Serial correlation can be introduced in two forms. It can be implemented via the error components of the latent model. Alternatively, lagged values of the latent δ * it can be included as explanatory variables. In both forms one needs the unconditional distribution of δ * iS(i) that is for the first period observed for individual i. This is unproblematic when serial correlation is modeled within the errors, as the moments of the error distribution are time invariant. In contrast, the moments of the dependent variable δ * it are time varying, which allows no derivation of the unconditional moments of δ * iS (i) . Note that this problem can also not be solved via conditioning on δ * iS(i) as it is not observed. Incorporating serial correlation within the error structure is hence modeled as an autocorrelated error process of order one 4
where u it is an iid normal white noise (0, 1) process. Thus, all errors for country i are jointly normal distributed. The covariance matrix for individual i of the errors e i· is given as
Denoting the vector of occurrence probabilities conditional on the random coefficients β i and the fixed parameters β for country i as P i·|β i ,β , this probability is given as the integral:
. . .
where Ψ(·) denotes a multivariate normal density with mean vector zero and covariance Ω i , and
defines the corresponding range for integration. The likelihood is thus given as
where δ and X gather all discrete dependent and explaining variables respectively. Estimation of these models via a Bayesian approach is described in the next section.
Bayesian Estimation
The Bayesian estimation approach via Gibbs sampling, see Albert and Chib (1993) , allows a flexible handling of the discussed model features. The high dimensionality of the likelihood integral provides another argument in favor of MCMC methods, as they are well suited for high dimensional integration. 5 In a Bayesian setup the joint posterior of the parameters is hence proportional to 
. The inclusion of the latent errors linearizes the setup and leads to closed forms for the full conditional distributions of the parameters. For further details concerning the specific forms of the moments of the full conditional distributions see Appendix A. The algorithm has hence the following structure:
which is a multivariate truncated normal. As serial correlation is modeled via the error structure, the algorithm of Geweke (1991) is used. Draws from the joint distribution of errors are obtained via iterative draws from the set of full conditionals, which are in fact univariate truncated normals incorporating the restrictions d(δ it , X it , β, β i ), see Equation (11) . Given the sampled errors one can compute the latent variable δ * it = X it β + X ran it β i + e it . This linearization of the setup follows Albert and Chib (1993).
-Given the sequences of the error terms, simulate from f (ρ|{{e it }
), which is a truncated normal distribution arising from the equation
-Conditional on the sampled random coefficients
, which is multivariate normal.
After providing the Gibbs sampler for the employed probit model, the treatment model allowing for serial correlation and heterogeneity shall be introduced.
Treatment Model
A theoretical link between current account reversal as a balance of payments crises and economic growth has been established by several theoretical models. In contrast to the first and second generation models of Krugman (1979) and Obstfeld (1986) , where no such link is provided, third The model consists of the two equations for growth gr it and the latent variable δ * it for the reversal
Within Z it the binary reversal indicator δ it is included to capture the effect of a reversal on growth.
The effect on growth is correspondingly measured as
The set of explanatory variables in both equations contains the variables described in Section 2.
Again, unobserved heterogeneity of countries stemming from unobserved characteristics shall be incorporated. Random coefficients within the growth equation capture differences between countries with respect to growth dynamics. As in the probit model this is achieved via random coefficients within each equation, i.e.
As before, not to all variables a random coefficient has to be assigned. The two equations are therefore altered into
Serial correlation is incorporated within the error terms of the probit regression. Hence
and
This form of error structure leads to correlation between past shocks of the growth equation and contemporaneous shocks of the probit equation. Consideration of such correlation allows the latent process of the reversal to be linked to the history of shocks hitting the growth process, which are possibly not adequately represented by the included explaining variables. The likelihood contribution of country i as a constituent part of the posterior distribution is given by the integral:
distribution of e i· | i· with corresponding conditional mean and conditional variance. Given this model setup, the next section will shortly provide the Gibbs sampler of this model.
Bayesian Estimation
Detailed Specifics on the moments of the full conditional distribution and the corresponding priors are given in Appendix B, while the employed prior moments are stated in Appendix C. The corresponding Gibbs Sampler, which is employed to simulate from the joint posterior distribution of the model, has the following structure:
which is similar to Step (i) described for the probit model. Nevertheless, here it is derived from a multivariate truncated normal conditional on the observed errors i· form the first equation.
The serial correlation parameter is drawn conditional on the set of errors from a truncated normal distribution. Given the latent errors, the latent dependent δ * it is computed to linearize the setup in the following. 
), which is multivariate normal arising from a panel model. Simulation of σ 2 and ψ is obtained by using a reparametrization of the covariance of it and
ξ denotes the conditional part of the variance of it and can be sampled from an Inverse Gamma distribution. Draws of the covariance are obtained via setting up the linear regression it = ψu it + ζ it , where ζ it denotes an error term with variance ξ. Thus, sampling ψ is possible from a normal distribution. 6 The next section deals with comparison of the different specifications. 
Model Comparison
The Bayesian framework allows to compare the different specifications via the marginal likelihood m(S), which gives the evidence of the sample data S under a specific model. This concept incorporates the parameter uncertainty and provides a consistent model assessment even for smaller samples as it is not based on asymptotic properties. The derivation of the marginal likelihood is along the way proposed by Chib (1995) . A more general introduction is provided by Kass and Raftery (1995) .
Starting point of the derivation is to decompose the log marginal likelihood into
As this identity holds for all θ, it is calculated at a point within the highest density region where θ * is the posterior mean.
The first component gives the log likelihood. For the pooled panel probit and treatment model it has a closed form. For the specifications allowing for serial correlation or heterogeneity, the likelihood is computed using the GHK-simulator, see Geweke et al. (1994) or Börsch-Supan and Hajivassiliou (1993) for details. The algorithm consists of the following steps.
(ii.a-b) For the probit model the likelihood, the simulator generates M draws from the corresponding multivariate distribution. Therefore, the joint distribution of the errors is split into the corresponding conditional distributions. The approximation has hence the form
where ξ(e t |e −t ) denotes the corresponding univariate truncated normal distribution being conditional on all other elements of the error vector before time period t. The sample information is included in mean and variance of the univariate distribution, which are derived from the multivariate distribution involved in Equation (12) . For the treatment model the GHK-simulator provides an estimate for the likelihood of one country i corresponding to Equation (21) viã
where ξ i· (·) denotes the multivariate distribution of the errors of the growth equation and 
For the pooled panel probit model the posterior distribution is provided by the Gibbs output, as only one block of parameters (θ = β) is present, i.e.
where f (·) denotes the full conditional distribution of β and δ * (m) denotes the draws of the latent variable. For all other model specifications, the posterior is obtained via running shortened Gibbs runs, where stepwise one full conditional distribution is discarded, see Appendix A and B for the specific forms of the full conditional distributions. For the specification incorporating serial correlation one additional Gibbs run is necessary, where it is sampled from the full conditional distribution of ρ.
When random coefficients are considered, two further shortened Gibbs runs have to be conducted.
These principles apply as well to the treatment model, where additional shortened Gibbs runs for the parameters of the error structure have to be added. Given the log marginal likelihood, model comparison is conducted using the scale of Jeffrey's (1962), which classifies the log Bayes factor as the difference between two log marginal likelihoods. 7 Furthermore, the different probit specifications are assessed according to their ability to identify a reversal. It shall be highlighted whether the inclusion of serial correlation and random coefficients improve the ability to indicate a reversal. The ability to indicate a reversal is assessed via estimates of the probability that a reversal occurs. To obtain a simple closed form of this probability, it is calculated as follows
Thus all information available a time time t via regressors, parameters and latent errors is included, such that this probability is a byproduct of the Gibbs sampler. When the estimated probability exceeds 0.5 an observation is classified as a reversal. 8 The ratio of correct and misclassified reversals serves as a model selection criterion. As all explaining variables X it provide only information up to period t − 1, this probability highlights the models capabilities to predict a reversal although the parameters and latent variables are obtained using the full sample information.
Empirical Results
In this section the estimation results accounting for heterogeneity across countries and serial correlation are presented. Determinants of reversals are assessed via probit regressions. The impact of reversals on economic growth is analyzed via treatment regressions. The robustness of findings is checked for different reversal identification schemes as described in Section 2. Comparison of the different specifications is conducted via Bayes factors and the ability of the specifications to predict a reversal. Bayesian estimators are based on a total of 10.000 draws, where inspection of the Gibbsruns was used to check for convergence. A Burn-in phase of 2.000 draws is found to discard the effect of initialization over all models and specifications sufficiently. 9 
Determinants of Current Account Reversals
The estimates for four probit specifications incorporating serial correlation and heterogeneity at different degrees will be discussed. Starting point is the pooled panel probit model given in Equations (1) and (2). The next specification accounts for serial correlation as stated in Equation (8) .
Afterwards, no serial correlation in the errors, but random coefficients modeling country specific heterogeneity described in Equation (3) are considered. Finally, a specification incorporating both serial correlation in the errors and random coefficients is estimated. and Hajivassiliou (1990) . Using 200 replications yielded for every model specification similar results as for the Bayesian analysis, although incorporation of parameter uncertainty within the Bayesian methodology causes differences with respect to reached significance levels for several parameter estimates.
significant for reversal scheme I and III respectively. Neither mean growth rate, nor investment, nor initial log GDP capturing the initial state of a country's development bear significant influence on the probability of a reversal. Similar results are presented in Milesi-Ferretti and Razin (1998) for maximum likelihood based analysis. Taken together, a country experiencing higher investment and growth in the intercourse of development stages is not exposed to a higher reversal risk. This points out that solving imbalances via reversals are less connected to the macroeconomic state of an economy but to its external. This is underlined by the estimation results of the external variables given in the middle part of Table ( The results for the global variables are given in the lower part of Table ( 3). Higher US real interest rates and OECD growth rates raise the probability of a reversal, although significant only for reversal scheme I, where only a 3% reduction in current account deficit triggers a reversal. Changes in a countries borrowing constraint implied by these variables seem to influence only smaller deficit reductions. Differences occur between reversal schemes I and II, which rely both on a 3% reduction of current account deficit, but refer to different restrictions of reversal dynamics. In scheme I, the aftermath of a reversal is not strictly excluded from bearing a further reversal episode. This definition allows a reversal episode to happen over several years. Thus changes in a country's borrowing constraint therefore seem to trigger only adjustment processes spanning several years.
The results for the specification accounting for serial correlation are given in Table ( This pattern might be due to to the different restriction on the aftermath of a reversal implied by the different reversal schemes. Table ( As these variables are likely to be highly correlated over time, they seem to capture in the pooled specification part of the serial correlation in the dependent variable linked to persistent unobserved heterogeneity.
After accounting for possible persistent unobserved heterogeneity via correlated errors, unobserved heterogeneity among countries shall be modeled via random coefficients. Given the low variation of the dependent variable implied by the low number of reversals specification of all parameters as random coefficients would possibly stress the data too much. In particular, random coefficients are therefore assigned to external variables only, which show a low ratio of variance between countries to total variance. These variables are the mean current account deficit, the level of reserves and official transfers. 10 Bayesian estimates are given in Table ( cations. Again the importance of the external variables is underlined. The estimated variances of the three random coefficients range from 0.021 to 0.045 implying a considerable degree of heterogeneity, which will be discussed in detail below. Interestingly via consideration of a random coefficients in connection to the official transfers, this variable becomes overall significant. In contrast, the variable concessional debt becomes insignificant over all reversal schemes. Note that concessional debt has the highest ratio of between country variance to total variance. These findings suggest that the role of a country's debt situation in explaining reversals depend on unobserved heterogeneity.
Unobserved heterogeneity alters also the influence of interest payments which is now significantly positive for reversal scheme III. Bayes factors provide overall reversal schemes strong to very strong evidence in favor of incorporation of unobserved heterogeneity via random coefficients compared to the two former specifications. 11 The heterogeneity connected to the mean level of current account deficit before the reversal accounts for the ability of some countries to maintain deficits over a considerable period of time. Their institutional background, e.g. within the financial sector as analyzed by Kaminsky and Reinhart (1999) , seems to provide a stable environment, such that deficits do not raise the risk of a reversal. For the level of reserves, the random coefficient approach matches two possible sources of heterogeneity. The heterogeneity of the influence of reserves accounts for differences between countries with pegged and flexible exchange rates. This influence might differ as for some countries the reserves are managed by central banks with a varying degree of independence from politics.
Finally, a more parsimonious specification allowing for heterogeneity and serially correlated errors including only the external variables is estimated. This specification illustrates that only few variables are needed to identify the actually observed reversals, see Table ( 11) and discussion below.
Bayesian estimation results can be found in Table ( 6) . All external variables show similar behavior and significance as in the above specifications. The estimated serial correlation is again positive for reversal scheme I and III, while negative for reversal scheme II and IV . According to the marginal likelihood, this parsimonious specification is to be preferred against the other ones. This stresses the importance of country specific heterogeneity and the external variables for explaining current account reversals.
The next paragraph discusses the improved ability of the models to identify reversals, when serially correlated errors and random coefficients are considered. The criterion to classify a period as a reversal period is given in Equation (27) . Table ( 11) gives the number of identified reversals 11 Note that this specification of heterogeneity is also strongly preferred against inclusion of regional dummies within the pooled specification capturing region specific heterogeneity. under the four considered model specifications. While in reversal scheme I the pooled specification gets 10 out of 100 reversals correctly classified, the serial correlation specification classified 19 out of 100 correctly. The latter also reduces the number of incorrect classified periods from 105 to 88. The specification with heterogeneity improves further. The number of identified reversals increases to 29 while 78 periods are incorrectly classified. The ratio of correctly classified reversals increases from 89,1% for the pooled specification to 91,9% for the heterogenous specification. The parsimonious specification incorporating serial correlation and a random coefficient identified 24 reversals correctly and 84 periods incorrect. It provides therefore a better classification of reversals than the pooled and serial correlation specification, but performs slightly worse than the heterogenous specification. For reversal scheme II all different specifications can identify only a lower fraction of reversals (at most 10% compared to 27% under reversal scheme I). Especially the specification with serially correlated errors cannot improve on the pooled specification. This confirms also the results obtained from the marginal likelihoods for this reversal scheme, where no evidence was found for serially correlated errors. The heterogenous specification performs best and the parsimonious specification is second best. For reversal scheme III and IV the parsimonious specification is found to classify reversals best and the heterogenous specification is performing second best, although the overall performance to identify reversals is quite poor, especially for reversal scheme IV .
Furthermore, Bayesian estimation allows to access the form of country specific heterogeneity contained within the panel data set. Figure (1) shows the distribution of the sampled country specific coefficients for the mean CAD level, the level of reserves and official transfers for all panel members (upper panel). Especially the influence of the mean current account on the occurrence of a probability differs between countries. For some countries current account deficits have no impact on the probability of a reversal. Differences in the impact of current account deficits on the probability of a reversal may be due to the different institutional frameworks, which are not accounted for by observable variables. In the lower panel, the distribution of the sampled mean effect is shown for the three variables. This allows to assess which countries show atypical behavior.
Summarizing, heterogeneity and serial correlation affect the analysis of determinants of current account in two ways. It stresses the importance of the external variables in explaining reversals and improves the models' ability to indicate the observed reversals.
Costs of Reversals
The relationship between economic growth and current account reversals established in the third generation models of balance-of-payments crises is analyzed via treatment regressions in order to measure the costs of a reversal in terms of economic growth. The applied methodology allows to assess the impact of a parsimonious form of heterogeneity and serial correlation on the estimated costs of a reversal. Firstly, the results are reviewed for a pooled specification ignoring heterogeneity, see
Equations (14) and (15) . Afterwards, the relationship is investigated allowing for serial correlation in the probit equation (Equation 19 ). Finally, results for a specification incorporating heterogeneity via random coefficients, Equation (16) (17) (18) , and serially correlated errors are discussed. The set of explanatory variables for the probit equation is taken from the analysis of determinants of current account reversals.
The Bayesian estimates for the pooled model specification are given in Table ( The simultaneous consideration of heterogeneity and serial correlation is based on a slightly more parsimonious specification of the probit equation focusing on the external variables. 12 Heterogeneity in the probit equation is again connected to the current account deficit, the level of reserves and the concessional debt. Within the growth equation random coefficients are assigned to the constant and the lagged growth rate. This allows for country specific dynamics of growth, which is likely present due to institutional differences as argued by Lee et al. (1998) . Estimation results are given in Table   ( 9).
The findings with respect to costs of reversals and the correlation between the two equations differ substantially compared to the other treatment specifications. Estimated costs of a reversal become insignificant and are substantially reduced for all reversal schemes and also no significant correlation between the two model equations can be found. Allowing for a country specific growth process alters therefore the results concerning the impact of current account reversals on economic growth. Furthermore, the parameter capturing the influence of investment is no longer significantly estimated. These variables therefore seem to have captured some heterogeneity, which is now present within the random coefficients. The marginal likelihood indicates that including heterogeneity via random coefficients is the preferred model structure, see Table ( 10) . This underlines the importance to consider heterogeneity in order to measure the costs of a reversal correctly. In order to check the findings against robustness against the underlying prior assumptions concerning the variance of the random coefficients, the results were checked for two alternative prior scenarios, see Table ( for the treatment model incorporating serial correlation and heterogeneity are comparable (2%-4%) the incorporation of parameter uncertainty renders estimated costs insignificantly for all reversal schemes.
Conclusion
Bayesian analysis allows a flexible handling of unobserved heterogeneity and serial correlation. The necessity to model heterogeneity via random coefficients arises from the data set, since not all countries experience a reversal and thus hence leaving a fixed effects approach unidentified. The Bayesian framework offers also a possibility to compare the different model specifications without relying on asymptotic properties and provides small sample inference accounting for parameter uncertainty.
The findings suggest that incorporating country specific heterogeneity and serial correlation is essential to meet the macroeconomic character of the panel data set and to assess the determinants and costs of reversal correctly. Results for the probit regressions suggests that inclusion of serial correlation is necessary to account for the correlation pattern induced via the different reversal definitions. Consideration of unobserved heterogeneity, which also implies a form of serial correlation, leads to a preferred specification highlighting the importance of the external variables in explaining the occurrence of a reversal. The form of country specific heterogeneity given as a byproduct of the Gibbs output reveals that for some countries the probability of a reversal is not depending on the current account deficit although the estimated mean effect is highly significant. A possible explanation may arise from the different institutional backgrounds of the countries, which are hardly accessible via observable variables. Furthermore, via the incorporation of heterogeneity the model's ability to indicate the observed variables is improved. Heterogeneity and serial correlation therefore provides a parsimonious way to incorporate country specific heterogeneity due to unobserved variables.
The treatment analysis reveals that costs in terms of economic growth are overestimated when heterogeneity modeled via random coefficients is neglected. The sample selection found in the pooled specifications is not present when country specific dynamics is allowed. Thus, within the preferred model specification, no significant negative effect of current account reversal on economic growth is detected. Also more open countries seem not to suffer less from a reversal than more closed economies. As the evidence provided by the analysis is in favor of accounting for heterogeneity, further attempts should aim on linking heterogeneity to observed variables.
Appendix
The functional forms of the full conditional distributions employed within the Gibbs Samplers are given for the Probit and Treatment model with serially correlated errors and partial random coefficients. Furthermore, the hyperparameters of the prior distributions are given.
A -Probit model with serial correlation and partial heterogeneity via random coefficients
The Gibbs sampler for this model specification consists out of the set of full conditional distributions for
and β. In the following the parameters of each full conditional distribution are explicitly given. Define
as the covariance matrix of the error vector e i· . The full conditional distributions are given as follows
hence vector of random coefficients is drawn from a multivariate normal distribution N (µ βi , Σ βi ), where
(ii) The mean parameter b is sampled conditional on the country specific random coefficients
(iii) The covariance matrix of the random coefficients can either be diagonal or allowing for correlation between the parameters. In case of a diagonal matrix with n ran denoting the number of random coefficients, the diagonal elements W jj b , j = 1, . . . , n ran are sampled, when a conjugate inverse gamma
), where
In case of a full specified matrix,
(iv) The serial correlation parameter ρ is obtained via regressing the residuals e it on their lagged counterparts. Define
Hence, given a uniform prior, ρ is sampled from a truncated normal distribution N T (µ ρ , σ 2 ρ ), where
(v) The Bayesian estimation approach allows to linearize the model via inclusion of the latent dependent variable δ * it within the augmented parameter vector. The latent dependent δ * i· is obtained via calculation of
The latent errors are hence sampled from a multivariate truncated normal distribution N T (µ e i· , Σ e i· ), where
. . , T (i).
As draws from a multivariate truncated normal distribution cannot be obtained from a closed form density, the algorithm of Geweke (1991) is employed. Each element of e i· is drawn conditional on all other elements from a univariate truncated normal distribution. Denote I k×k as identity matrix and O k×k as a matrix containing only zeros. Hence, define for t = 1, . . . ,
such that M i/t filters the t th row out of matrix and M i/t filters all rows except the t th . Hence the moments of the univariate conditional truncated distributions for e it are given as
The truncation sphere remains unchanged.
(vi) Finally, define
The vector of fixed parameters corresponding to fixed variables β is hence sampled from a multivariate normal distribution (µ β , Σ β ), where
and µ β,0 , Ω β,0 denote the corresponding prior moments.
B -Treatment model with serial correlation and partial heterogeneity via random coefficients
The Gibbs sampler for this model specification consists of the set of full conditional distributions for
and θ = (β, α). Define the covariance of the composed error vector ( i· , e i· ) as
The full conditional distributions are given as follows.
(i) For each individual i a vector of random coefficients is drawn from the multivariate normal distribution
(ii.a+b) (a) When a conjugate normal prior with moments (µ a0 , Ω a0 ) is assumed, the mean parameter a is sampled conditional on the country specific random coefficients
(b) When a conjugate normal prior with moments (µ b0 , Ω b0 ) is assumed, the mean parameter b is sampled conditional on the country specific random coefficients
(iii.a+b) (a) The covariance matrix of the random coefficients can either be diagonal or allowing for correlation between the parameters. 
In case of a full specified matrix, W a is sampled from an inverted Wishart distribution IW(q W a , S W a ) with an inverted Wishart IW(q W a 0 , S W a 0 ) as a prior distribution. Hence
(b) The covariance matrix of the random coefficients can either be diagonal or allowing for correlation between the parameters. In case of a diagonal matrix and when conjugate inverse gamma priors
with an inverted Wishart IW(q W b 0 , S W b 0 ) as a prior distribution. Hence
(iv) The serial correlation parameter is obtained according to Step (iv) for the probit specification above. Hence, serial correlation parameter ρ is obtained via regressing the residuals of the probit equation on their lagged counterparts. Define
(v) The correlation between the two equations captured via parameter ψ is obtained via regressing the residuals of one equation on their counterparts from the other. Note that
Standardizing it on u it elementwise by σ and
leads to the full conditional distribution of ψ given as a normal distribution N T (µ ψ , σ 2 ψ ), when a normal prior is assumed. Hence
Note that standardization by the conditional variance σ 2 − ψ 2 does not violate the Gibbs principle, as in the next step only the conditional variance is sampled.
(vii) The unconditional variance of the growth equation σ is obtained via sampling the conditional variance and adding the parting stemming form the covariance. Starting point is again the conditional distribution it |u it . The conditional variance ζ = σ 2 − ψ 2 is hence sampled from an inverse gamma distribution IG(α ζ , β ζ ), where
(viii) The Bayesian estimation approach allows to linearize the model via inclusion of the latent dependent variable δ * it computed via
As gr it and δ * it are jointly normal distributed, the latent error e i· is sampled from a multivariate truncated normal distribution conditional on the errors of the growth equation i· . Define Ω ,e as upper right block of Ω i capturing the covariance of i· and η i· , Σ as upper left block of Ω i capturing the covariance of i· and Σ i as lower right block of Ω i . Hence
As draws from a multivariate truncated normal distribution cannot be obtained from a closed form density, the algorithm of Geweke (1991) 
(ix) Finally, the vector of fixed parameters is drawn from a multivariate normal distribution N (µ θ , Σ θ ). Define
Hence with µ θ,0 and Ω θ,0 denoting the prior moments
and µ θ,0 , Ω θ,0 denote the corresponding prior moments.
C -Specification of Prior Moments
The following 
D -Functional Forms of Densities
In the following the functional forms of the densities employed within the calculation of the posterior are given.
Multivariate Normal:
Let x ∈ R p , µ ∈ R p and Σ be a positive definite matrix of dimension p × p. Then
Gamma:
Let x be a scalar and α, β > 0. Then
Univariate Truncated Normal:
Let x ∈ [l, u] and Φ denote the cumulative density of a standard normal distribution. Then Notes: Reversals refer to a reduction of deficits; (all) gives the number of reversals identified under all schemes; (I) -refers to a 3% reduction of average current account over a period of three years when the maximum deficit after the reversal is below the minimum deficit before the reversal (II) -refers to a 3% reduction of average current account over a period of three years with no reversal allowed in the consecutive two years (III) -refers to a 5% reduction of average current account over a period of three years when the maximum deficit after the reversal is below the minimum deficit before the reversal (IV) -refers to a 5% reduction of average current account over a period of three years with no reversal allowed in the consecutive two years . Notes: Heterogeneity for reversal scheme I: left -histograms of the sampled country specific coefficient for variable mean CAD; middle -histograms of the sampled country specific coefficient for variable reserveshistograms of the sampled country specific coefficient for variable official transfers; The upper panel shows all countries; the lower panel shows the histogram of the average over all countries of the sampled coefficients.
