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Abstract
Multiple Input Multiple Output (MIMO) techniques for wireless networks
are investigated; adaptive strategies are analysed separately at PHY and
MAC layers. After, cross-layer MIMO-ARQ is proposed to further push
the resource exploitation in Multiple User (MU) MIMO networks.
Multiple antennas are used for enhanced signalling at the Physical
(PHY) layer, providing adaptivity to the channel status. Automatic Re-
peat Request (ARQ) and Dynamic Service Addition (DSA) protocols are
studied at the Medium Access Control (MAC) layer. Then, MIMO is used
with cross-layer strategies spanning over PHY and MAC layers. The cross-
layer approach allows to increase resource exploitation with per-antenna
ACKs, shifting
from MIMO Signal Processing Gain to MIMO Protocol Gain.
MIMO protocol gain can impact with a decisive role in achieving the ag-
gressive requirements of 4G wireless networks. Five original contributions
are presented.
Firstly, two strategies at the PHY layer are proposed and analysed: one
provides variable spectral efficiency via adaptive MIMO scheme selection
based on upper-bounded Bit Error Rate (BER). MIMO transmission is
varied among full spatial multiplexing and full diversity schemes also in-
cluding a trade-off between the former two. A second adaptive strategy
selects among Space Time Block Code (STBC) and Space-Frequency Block
Coding (SFBC) depending on the channel delay spread and Doppler shift.
Secondly, the MAC layer is studied and ARQ and DSA protocols are
analysed. The length of ARQ retransmissions is optimised jointly with
adaptive Modulation and Coding Schemes (MCS). Then, the probability
of signalling and admission blocking of the DSA protocol are expressed in
closed-form based on the parameters of the three-way handshake protocol.
The last contribution refers to a set of designs where adaptive MIMO
schemes (namely Spatial Multiplexing (SM) and STBC Alamouti) are used
with ARQ. A MU network is served in DownLink (DL) with a Round
Robin (RR) scheduler; the design is ready to include more advanced sched-
ulers. The ARQ state machine at the MAC layer is aware of per-antenna
ARQ. The interaction between the ARQ and the PHY layer, with a per-
antenna ACK, opens the floor for several re-transmission strategies which
are shown to improve the network throughput with no need of Channel
State Information (CSI) feedback. The absence of CSI feedback at PHY
layer is an important characteristic of the proposed MIMO-ARQ cross-
layer designs: MIMO CSI feedback (when feasible) drastically reduces the
network efficiency.
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xvi ABSTRACT
The added degrees of freedom offered by MIMO transmissions can make
the difference if correctly exploited both at the physical and medium access
layers, in particular for overcoming the problem of low MIMO channel
ranks. The advantages of the paradigm shift from signal processing to
protocol gain - together with the modifications to be applied at the classical
protocol stack - are discussed in the final chapter of the thesis.
With no loss of generality, the designs proposed in the thesis are evalu-
ated inside the IEEE802.16 framework: OFDMA is used at the PHY layer
with a connection-oriented MAC.
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Introduction
Currently, the traffic demand in wireless communication networks is grow-
ing with very fast pace: data transfers, voice calls, video streaming, inter-
active Web 2.0 browsing are requiring high capacity links with very tight
delay requirements. The scarcity of spectrum resources is forcing wireless
communication engineers to push for high spectral efficiencies which is even
more challenging when the Mobile Terminal (MT)∗ has an high degree of
mobility, as required in future wireless networks.
The research and the industry communities are facing the ambitious goal
of providing the so-called ”Mobile Internet”, i.e. an access to the network
on hand-held devices, data traffic and multimedia streaming, achieving
the same user experience available on a cable-connected computer, but on
the move. The achievement of a good performance in such harsh setting
requires several improvements; modifications are needed in all the layers of
the communication stack: if the physical layer spectral efficiency must be
increased, the network architecture is also to be simplified with backward
compatibility with the actual legacy systems already deployed.
Currently, the standardisation bodies are working on building the speci-
fications of Fourth Generation (4G) wireless networks. Looking back at the
history of wireless systems, each migration among the cellular generations
was driven by a specific market force. From the First Generation (1G) to
the Second Generation (2G), the main goal was to extend the access to
mobile communications to a big mass of users, as the 1G network was pro-
viding small room to accommodate an increasing amount of terminals. One
of the main technology upgrades was the passage from analog to digital
voice transmission with a subsequent smaller system bandwidth. From 2G
to 3G, the technological upgrades provided a good data connection both
in terms of capacity and costs, supporting packet switching networking on
a network specifically designed for the voice calls. From a native circuit
switched network, packet based services have been introduced.
4G systems are expected to provide a secure Internet Protocol (IP)-
based connection where dishomogeneous services are provided to users in
high mobility with much enhanced performance compared with the pre-
vious generations. Broadband and high mobility support are thus the
must-to-be-fulfilled requirements and high spectral efficiencies have to be
achieved with practical system implementation.
The technical performance expected by the 4G systems are defined glob-
ally by the International Communication Union (ITU) which published a
∗Varied terms are used in literature to indicate the mobile equipment in a cellular
network. The IEEE standards use Subscriber Station (SS) or Mobile Station (MS).
LTE-A prefers to use User Terminal (UT) or User Equipment (UE). In order to keep
the nomenclature as general as possible and to highlight a fully mobile equipment, in
this thesis the acronym Mobile Terminal (MT) is used.
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xviii INTRODUCTION
set of requirements collected in a series of recommendations which define
the International Mobile Telecommunications Advanced (IMT-A). Though
4G is a broader term and could include standards outside IMT-A, 4G is
here associated with IMT-A specification as published in [ITU08]. The
requirement for IMT-A candidates are broadly detailed in Appendix B.
The data rate targets for research have been set to 100 Mbit/s for high
and 1 Gbit/s for low mobility and MIMO has a crucial role and it has been
intensively proposed for the PHY layers of 4G systems.
As well defined the technical specifications of the upcoming 4G networks
are, as many doubts lay on the ground regarding which will be the stan-
dard that will lead the commercial deployment of 4G infrastructures and
devices. Two big standardisation bodies are working to submit a candidate
for IMT-A evaluation process: the data-centric Worldwide Interoperability
for Microwave Access (WiMAX) and the voice-centric Long Term Evolu-
tion Advanced (LTE-A). Although the different vision, the latter evolves
from his Third Generation (3G) predecessors, instead WiMAX, which was
started before LTE-A, adopts a clean-slate approach. The two standards
have profound technology similarities and are based on Orthogonal Fre-
quency Division Multiplexing (OFDM) and heavily exploit MIMO antenna
technology to attain very high spectral efficiency at the PHY layer.
On the opposite side, each standard has its peculiar focus and hence
they can be seen as non competing but complementary technologies. The
commercial success or predominance of one against the other is not to
be forecasted on their technical specifications but considering the com-
bination of technology performance, supported services and applications,
deployment coverage and requested initial investments.
The performance evaluations have been carried out in the framework of
WiMAX, following the specifications of Institute of Electrical & Electron-
ics Engineers 802.16 (IEEE802.16) standard and referring in particular to
IEEE802.16e and IEEE802.16-2009: the versions including high mobility.
Nonetheless, what is proposed here is applicable also in LTE-A. This is
possible since the two PHY layers share the same space-time-frequency-
antenna resource allocation mechanisms and both MACs are connection-
oriented.
Structure of this Thesis
The structure of this thesis is briefly outlined in this section. The thesis is
composed by five chapters.
Chapter 1 presents an introduction to the topic of this thesis. Single
User (SU) MIMO theoretical capacity is presented. While numerous infor-
mation theoretic results are available for SU MIMO, research is currently
on-going for several open problems in MU MIMO. After initial enthusiasms
during the first experiments more then one decade ago, MIMO has found
several practical difficulties to achieve the theoretical promised gains on a
single-radio link. The cross-layer design of multiple antenna PHY together
with MAC can be the key technical approach to push for better resource
exploitation with no (or limited) CSI feedback. The MU MIMO-ARQ
system proposed in this thesis is briefly outlined.
In Chapter 2, adaptive strategies at the PHY layer are analysed. Dy-
namic MIMO scheme selection based on channel status is presented for SU
radio-links. The result is a PHY layer with variable Spectral Efficiency (SE)
driven by the average SNR. At low SNR, diversity schemes are used for
lower bit error rates. When the channel is in a good state, spatial mul-
tiplexing can be used, transmitting multiple data streams over the same
time-frequency PHY layer resource. A 4×2 MIMO system is studied which
i
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STRUCTURE OF THIS THESIS xix
permits to use a Layered STBC (LSTBC) where both spatial multiplexing
and diversity gains are simultaneously achieved.
Then, the dynamic selection of STBC/SFBC over OFDMA is studied. A
performance loss is experienced in STBCs if the channel is not constant over
the length of the code. The constancy of the channel is usually not verified
in the case of high velocities of the MTs. Based on Wide Sense Stationary
- Uncorrelated Scattering (WSSUS) channel model and on the measures of
delay spread and Doppler shift, the proposed system can adapt the symbols
allocation over adjacent subcarriers or adjacent OFDMA symbols. This
mitigates the detriment effect of time varying channel for STBC. A closed-
form analysis for the Symbol Error Probability (SEP) is also proposed,
where the error rate is derived using the Moment Generating Function
(MGF) of the instantaneous SNR at the output of the Alamouti combiner
for non static channels.
Chapter 3 analyses two protocols at the MAC layer: namely the ARQ
and the DSA. The length of ARQ retransmissions is optimised jointly with
adaptive MCS at the PHY layer. This results in bandwidth savings with
time varying channels which are modelled including a SNR log-normal dis-
tribution (shadowing). The DSA is a three way handshake protocol used to
admit service-flows in the network. Signalling blocking probability and ad-
mission control blocking probability are derived in closed-form for a block
fading channel. The protocol is evaluated with fast varying channels pro-
viding insights over the DSA parameters impact on service-flow activation
for fast MTs.
In Chapter 4, a set of cross-layer designs is proposed for MU MIMO
network. The system employs open-loop MIMO schemes - Alamouti and
Vertical BLAST (VBLAST) - together with ARQ. The MAC layer is aware
of per-antenna Acknowledgement (ACK)s and/or Not ACK (NACK)s.
Several re-transmission strategies are proposed, in both cases of SU and
MU MIMO. The system uses a typical RR MAC scheduler. More ad-
vanced schedulers can be readily integrated in the current design. The
performance are compared with fixed MIMO and adaptive MIMO schemes
based on upper-bounded BERs, as presented in Chap. 2.
The MU MIMO-ARQ state machine is at the Base Station (BS). The
MU MIMO-ARQ system does not require any CSI feedback but it is still
able to capture a degree of MU diversity via a random user selection. The
absence of CSI feedback is an important characteristic of the proposed
design, as CSI feedback in MU MIMO has proven to be very capacity
demanding and generally practically unfeasible with high mobility MTs.
At the end, Chapter 5 presents the protocol stack of an IEEE802.16
network. The protocol stack is described firstly in its classical form. Then,
the issues related to the implementation of cross-layer MU MIMO-ARQ
strategies are discussed: an enriched PHY/MAC interface is discussed.
Several schedulers proposed in literature are also reviewed: the MU MIMO-
ARQ protocol proposed in Chapter 4 is ready for the integration of more
advanced scheduling techniques, finally resorting in a complete PHY/MAC
system.
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Chapter 1
The Promises of MIMO and
MIMO-ARQ designs
La liberta` e` un fatto
dell’intelligenza: ed e` quella che
dipende da questa, non
l’intelligenza dalla liberta`.
Freedom is a fact of the intelligence: it
depends on that and not the
intelligence on liberty.
Kurt Erich Suckert
Curzio Malaparte
Maledetti Toscani (1898 - 1957)
Recently, channel coding has reached impressive results, almost reach-
ing the Shannon capacity: in [Bou02] a BER of 10−5 is reached at
SNR = −0.46dB∗ Until today, the Shannon capacity barrier has never
been broken and the potent mathematics underneath Shannon formula-
tion seem to assure that this will never happen.
The raising traffic demand calls for lightweight implementation of pow-
erful coding but also requires new techniques for achieving higher spectral
efficiencies. Space for further improvement in channel capacity was surely
offered by the use of multiple antenna: MIMO have sparked a vibrant re-
search area since a decade ago. The added dimension of signalling coming
from the multiple antenna elements, offered the floor for a further leaps in
performance.
MIMO transmissions have played a crucial role in the last decade in
wireless communication research. Nowadays, MIMO is a fundamental com-
ponent included in all the standardisation activities for the current and
future wireless networks.
The first results with MIMO systems were showing impressive capacity
gains. The first MIMO testbed, [Fos96], showed that capacity could be
improved linearly with the minimum number of antennas installed at the
∗The BER is reached as closely as 0.03dB from Shannon capacity with a consid-
erably simple form of turbo-coding.
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2 CHAPTER 1. THE PROMISES OF MIMO AND MIMO-ARQ DESIGNS
transmitting or receiving sides of the radio link. A SE of 32bit/s/Hz was
achieved compared to almost unity efficiency for a SISO link over the same
channel.
MIMO can support not only capacity improvements but also be crucial
in several other directions: the energy efficiency can be leveraged with
an improved Signal-to-Noise Ratio (SNR) coming from array gain, larger
coverage areas can be achieved. MIMO also mitigates channel fading,
reducing the error rates compared to Single Input Single Output (SISO)
with equal link budget. MIMO can be used to partition various users in
the cell, thus reducing interferences and improving the frequency re-use
factor.
Beside all these opportunities, numerous practical limitations have been
discovered lying between the SU MIMO theoretical results and practical
implementations.
MU MIMO, e.g. the scheduling of multiple user sharing the spatial di-
mensions of the channel, provides again new scenarios for improvements.
While SU MIMO techniques are relatively well understood, new investi-
gations are needed to fully understand the relations among MIMO and
MU networks. The interaction of multiple MIMO links impacts over PHY,
MAC and Networking (NET) layers: they need to be addressed with a
wide comprehensive approach. During these last few years, the informa-
tion theory community has achieved important breakthroughs in the un-
derstanding of MU MIMO systems and these systems will play a crucial
role in achieving the performance requirements in terms of better spectral
efficiency, improved coverage and decreased latency.
In the following, first, the main results regarding SU MIMO capacity are
briefly presented. The gains obtainable when MIMO is used in such a way
are referred to as MIMO processing gains: the added degrees of signalling
are used uniquely for detection and processing of the radio signals. These
operations are fully contained at the PHY layer and the upper layers cannot
interact with the dynamics of MIMO transmissions. Then, the MIMO
protocol gain concept is presented, where the layers are interacting to grab
all the opportunities which arise in MU MIMO networks.
1.1 Capacity in MIMO Channels
The capacity improvements promised by MIMO technology have encoun-
tered several difficulties to be achieved. The main reasons of this implosion
of throughput gain come from:
• the difficulties of having an accurate and updated knowledge of the
CSI
• the propagation characteristics of the radio channel when low scat-
tering is encountered
• the correlation among antenna elements, mainly at the MT.
Classical SU MIMO channel capacity has been derived when the perfect
CSI at the Transmitter (CSIT)/CSI at the Receiver (CSIR) knowledge is
usually assumed, [GJJV03]. While this is usually considered a strong as-
sumption regarding CSIT, there are cases where a very accurate knowledge
of CSIR is also impracticable, especially when MIMO schemes are used
with very fast MTs. The problem gets worse as the number of antennas
grows: an high number of antennas is desired (beside high terminal cost),
since the capacity gain is increasing linearly with the minimum number of
antennas available at the transmitter and receiver sides. An high number
i
i
“PhD” — 2010/1/7 — 11:19 — page 3 — #27 i
i
i
i
i
i
1.1. CAPACITY IN MIMO CHANNELS 3
of antenna can exacerbates the problem of a performing CSI feedback and
requires high-complexity receivers.
Some capacity results have been found for SU MIMO when only some
statistical information about the channel are known: Channel Distribution
Information (CDI), but several problems are still open in the field of MU
MIMO.
In general, even if CSI is perfectly known, correlation among antennas
and poor scattering in the radio propagation environment, cause a big loss
on the channel capacity.
1.1.1 MIMO Channel Theoretical Capacity
The Shannon capacity is defined as the maximum mutual information be-
tween the channel input and the channel output. The mutual information
is the maximum data rate that the channel can sustain with an arbitrarily
small error probability.
In the case of static channel, the previous definition is complete. When
the channel is time-varying, several capacity definitions can be expressed
since the capacity has a statistical distribution. The ergodic (Shannon)
capacity is the maximum mutual information averaged over all the channel
states†.
0 5 10 15 20 25 30
0
5
10
15
20
25
30
35
SNR (dB)
bi
t/
s/
H
z
MIMO Channel Capacity
 
 
2X2 MIMO Capacity
3X2 MIMO Capacity
3X3 MIMO Capacity
4X2 MIMO Capacity
4X4 MIMO Capacity
1X1 SISO Capacity
Figure 1.1: MIMO Capacity with perfectly known CSIT and CSIR.
In Fig. 1.1, the ergodic capacity for a SISO and several MIMO systems
is reported with perfect CSIT and CSIR knowledge and perfectly uncor-
related antenna elements. The capacity improvement grows linearly with
min(NR, NT ).
The DL and UpLink (UL) CSI are represented by a single NT ×NR ma-
trix H where H = {hij} ∈ C with complex entries. Each entry represents
the channel baseband equivalent hij from transmitting antenna j
th to the
†Other common capacity definitions are: the outage capacity and the minimum-
rate capacity.
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4 CHAPTER 1. THE PROMISES OF MIMO AND MIMO-ARQ DESIGNS
receiving antenna ith. In the case where the channel reciprocity does not
hold, DL and UL links can have substantially different capacities.
The channel capacity (which is deterministic, since the channel is static)
is expressed as:
C = max
R;Tr(R)≤PT
log|INR + HRH†| (1.1)
where I is the identity matrix, Tr() is the trace operator, † is the transpose
conjugate operator, PT is the total maximum transmit power and H is
the MIMO channel matrix (CSI). The capacity depends on the covariance
matrix of the input symbols: R = E[x( )†], where x is the NT × 1 symbol
vector at the input of the transmitting antenna system‡. The maximum
capacity is achieved when the inputs are Gaussian independent streams§.
In the case of fading (not constant channel), the result when CSIT and
CSIR are perfectly known is straightforward and it is expressed as the
expectation of the capacity over all the channel instantaneous realisations:
C = EH
[
max
R;Tr(R)≤PT
log|INR + HRH†|
]
(1.2)
When perfect CSIR is available, but CSIT is not available, the capacity
has been evaluated by Foschini in [FG98] and Telatar in [Emr99] assuming
that the channel is Zero-Mean Spatially White (ZMSW), i.e. MIMO matrix
H is assumed to have uncorrelated i.i.d. complex Gaussian entries. This
assumption is very strong since it does not consider the followings effects
usually encountered in practical systems:
• Antenna elements correlation
• Coloured Spatial Channel: radio channel with low scattering and H
with low rank
In the ZMSW model without CSIT, the problem is still to find the
correct input covariance matrix to maximise the channel capacity, i.e. to
chose R such that the following is maximum:
C(R) = maxC(R)
R;Tr(R≤PT )
(1.3)
where C(R) is:
C(R) = EH
[
log|INR + HRH†|
]
(1.4)
In this case, it is found that the input covariance matrix which maximise
the capacity is the scaled identity matrix, i.e. the power is equally divided
among all the eigenmodes¶ and the ergodic capacity results as:
C(R) = EH
[
log|INR +
PT
NT
HH†|
]
(1.5)
Foschini and Gans proposed a scalar code to achieve the predicted C(R)
capacity: the Vertical Bell Laboratories lAyered Space-Time Architecture
‡The input covariance matrix includes eventual precoding at the transmitter and
antenna power allocation.
§In practise, the input streams cannot be Gaussian variables, but source data is
modulated, i.e. represented with discrete symbols taken from digital modulations.
This is also a source of capacity degradation for MIMO channels when low-order mod-
ulations are used.
¶Intuitively, since no information is known at the transmitter, the best uninformed
choice is to divide the power equally over each antenna.
i
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(BLAST) (VBLAST) vector coding scheme, [Fos96]. At 1% outage, at
SNR = 12dB, they shown, with a 12 × 12 antenna system, a spectral
efficiency of 32bit/s/Hz compared to 1bit/s/Hz for the SISO channel with
perfectly uncorrelated antennas and flat-fading channels‖.
When also CSIR is not available, which is the case for highly mobile
terminals, the theoretical capacity achievable is even lower. In the case
that only CDIT and CDIR are known, the MIMO channel capacity has
been demonstrated to grow only with the double log of the SNR with the
number of antennas as a constant additive term, [ZT00].
MIMO Channel Rank
So far, the problem of CSIT and CSIR availability has been discussed.
However, even if CSIT and CSIR are perfectly known, the propagation
characteristics of the MIMO channel can cause severe losses in capacity.
In particular, this depends on the MIMO channel matrix rank. High ranks
indicates a radio channel with rich scattering which leads to several inde-
pendent spatial channels. If the channel rank is low, this means that only
a principal propagation direction is available and that the spatial paths are
highly correlated. In App. C at page 167, MIMO capacity is analysed from
the perspective of the Single Value Decomposition (SVD) of the channel
matrix to highlight the impact of MIMO channel rank on the achievable
capacity.
As briefly outlined, theoretical MIMO capacity gain assumes perfect
CSIR/CSIT and Spatially White Channels which are very difficult to achieve
in practical system designs. In the following section, a MIMO ARQ system
design is proposed for exploitation of MU diversity aiming to a performance
improvement over the SU MIMO systems.
1.2 From MIMO signal processing gain to MIMO protocol
gain
Historically, MIMO has been employed as a PHY layer booster, where
added degree of signalling is used to reduce error probability or to commu-
nicate at higher data rates.
For several reasons, MIMO has failed to meet the promises. This
is mainly due to the difficulty in having decorrelated antenna elements
(mainly at the MTs) and to the fact that the radio channel may present
not-suitable conditions for spatial transmissions. Shifting from SU to MU
MIMO transmissions can be a key to recover some of performance losses
with a cross-layer design.
Cross-layer designs and layered-layerless architectures have been long
debated in the research community, with evolutionary and revolutionary
attitudes, [Pra08]. Without any doubt, layering plays an important role
in the development of wireless standards and sustains commercial viable
solutions, guaranteeing a stable setting for introducing technical ameliora-
tions in a coordinated way. However, it is also widely admitted that lay-
ering imposes performance losses due to the sub-optimality of the current
stack subdivision for multiple-access channels. In [Pop06], an interesting
overview of the layered-layerless topic is proposed discussing the funda-
mental features of a MU communication network.
‖In a more realistic system, as Gans reported in [GAY+02], the real capacity
improvements were in the order of the 30% of the idealised setting. In [GAY+02], the
results were still measured with independent antenna elements and totally avoiding
any kind of interference.
i
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6 CHAPTER 1. THE PROMISES OF MIMO AND MIMO-ARQ DESIGNS
SU MIMO is acting as a performance booster on the single radio link
and higher layers benefits from PHY greater Spectral Efficiency but are not
aware of what transmission is being used and cannot exploit multiple access
mechanisms at the antenna level. The recent developments of cross-layer
techniques have made widely recognised that separating channel access,
scheduling and MIMO schemes is limiting the total capacity attainable.
MIMO is not anymore regarded as a pure PHY technology, [GKH+07].
MU-MIMO is based on the spatial sharing of the channel, where several
users can be allocated along the spatial dimensions with an upgrade respect
to SM schemes in SU links where all the spatial directions were used for a
single user. MU-MIMO requires additional hardware cost and more com-
plex scheduling and resource allocation techniques but can achieve very
high spectral efficiencies without bandwidth expansion. MU-MIMO can
provide gains in several directions:
• MU-MIMO is more robust to channel rank-loss coming from low scat-
tering and antenna elements correlation at the MT
• MU-MIMO can use SM schemes with single antenna MTs (via uplink
collaborative schemes) reducing the cost of terminals and concentrat-
ing the wide antenna set at the BS
• MU-MIMO offers a capacity improvement exploiting multiuser diver-
sity
On the opposite side, some drawbacks limit also the practicality of MU-
MIMO schemes. From an information theoretic point of view, in MU-
MIMO DL Broadcast Channel the sum-rate capacity is achieved with Dirty
Paper Coding (DPC), [Cos83], which is an interference cancellation tech-
nique combined with user scheduling and power control.
Firstly, the complexity of signal processing and the feedback needed
for DPC are too heavy to be implemented in a practical system and a
pletora of solutions have been proposed to approach, as close as possible,
the capacity upper-bound represented by DPC.
Secondly, user selection requires to solve on optimisation problem with
a search space proportional to the number of users. Brute force search
can be unfeasible and several trade-off solutions have been proposed, as
in [WML02].
Thirdly, the CSI feedback overhead can deeply affect the performance of
the network in terms of throughput. A lower feedback MU-MIMO schedul-
ing with linear and non-linear precoding is presented in [GKH+07]. CSI
feedback is challenging for two main reasons: feedback channel capacity
is proportional to the number of users and antennas and, for highly mo-
bile MTs, the information quickly becomes outdated. The heavy feedback
poses serious limitations on the applicability of DPC and other closed-loop
MIMO techqnieus even for slowly varying channels. For these reasons,
partial (or no) feedback schemes have been proposed, [SU09, XZ09, DL08,
KK08], just to cite some recent works.
A simple MU-MIMO system design with low feedback was proposed
in [VTL02]: Opportunistic Random BeamForming (ORBF). The system
proposes a reduced feedback system assuming that the channel fading is
not too fast and the number of users in the system is not too low. The
antenna system is a dumb set of isotropic radiators where each one trans-
mits a signal multiplied with a time-varying random complex coefficient
(one or each antenna) communicated by the MTs to the BS. The aim is
to artificially create large and fast channel fluctuations. Large fluctuations
allow to schedule each user on the peak of its induced channel state and to
maximize the system throughput. Fast changing random coefficients are
i
i
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1.3. PROPOSED MU MIMO-ARQ PROTOCOL 7
able to follow fast fading peaks but require high feedback rates: to main-
tain the amount of feedback tolerable the coefficients cannot be chosen
arbitrarily fast. However, if the period of the coefficients is longer than the
correlation time of the fast fading process, ORBF will result in poor/no
gain.
ORBF needs also an high number of users in order to have an effective
system throughput gain. In [KHGT05], the issue of a low/realistic number
of MTs has been addressed using more random coefficients inside a single
transmission slot but exacerbating the rate of the feedback. In [KG05], a
memory-based approach is proposed to exploit the time correlation of the
channels when the number of users is low.
So far, the MIMO schemes presented needed CSIT: the feedback prob-
lem can be solved resorting to open-loop MIMO schemes, such as STBC or
SM, which do not require CSIT. These schemes can be exploited to achieve
diversity and/or rate gain; the diversity/spatial multiplexing trade-off∗∗
has been settled down in [ZT03]. The optimal scheme can be dynamically
selected based on the spatial characteristics of the MIMO channel.
A switching system based on the Demmel condition number†† of the
channel matrix was presented in [HP05]. The system in [HP05] is able
to select among MIMO scheme with equal spectral efficiency: a 16-QAM
Alamouti and a 4-QAM SM schemes, for instance, can be optimally chosen
based on constellation distances expected at the receiver, as described in
Sec. 2.5.1. The decision is taken at the receiver based on locally estimated
CSI and need to be communicated back to the BS. However, adaptation
to the channel state can be challenging in very fast channels and, as a rule
of thumb, the time to elapse the adaptive procedure needs to be at least
one-tenth of the channel coherence time.
A variable spectral efficiency at the PHY layer can be obtained when
adaptive MIMO schemes are chosen based on CSI maintaining the BER
under a target BER threshold, as in [MMPR07] and as reported in Sec. 2.5
at page 25.
1.3 Proposed MU MIMO-ARQ Protocol
A new approach for the exploitation of MIMO advantages is proposed in
this thesis which is based on the integration of MIMO, ARQ and scheduling
without CSI feedback. With no loss of generality, a 2× 2 antenna system
is studied for DL transmission in a MU network.
A simpler MIMO-ARQ protocol was firstly proposed in [dCP08] for SU
transmission. The proposed retransmission strategy is summarised here.
The MT had a Minimum Mean Square Error (MMSE) with Successive
Interference Cancellation (SIC) and Packet Combining (PC). The protocol
for single user operates as in the following. In the first time slot, two
packets are sent in SM, then the system evolves depending on the ACKs
of the previously transmitted packets as:
• when there are two packets in error, the packets are retransmitted
with STBC (Alamouti)
• when there is only one packet in error, the packet is retransmitted in
SM with a new packet. The packet is retransmitted from the weaker
∗∗The formal definitions of diversity and rate gain are discussed in Chap. 2 in
Sections 2.2 and 2.5.
††The Demmel Condition Number is a particular form of the condition number.
The condition number, in general, expresses how reversible a matrix is. The condition
number is related to the product of the norm of the matrix times the norm of the
inverse. The Demmel condition number is defined in Sec. 2.5.1 at page 26.
i
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8 CHAPTER 1. THE PROMISES OF MIMO AND MIMO-ARQ DESIGNS
antenna such that the combined signal does not get excessive SNR.
The weaker antenna is the one which gives the lowest post-processing
SNR at the output of the receiver
• when the two packets are received correctly, two new packets are sent
to the user in SM
As deeply analysed in Chap. 4, the system proposed in [dCP08] of-
fers improvements over the adaptive MIMO systems presented in Chap. 2.
However, the antenna allocation needs one bit feedback and the ARQ state
machine cannot be realised as a free-running state machine‡‡.
SU MIMO-ARQ could be straightforwardly applied in MU systems in a
Time Division Multiplexing (TDM) fashion. When the user is scheduled,
the system retransmits the packets until they are received or until the
maximum number of ARQ retransmissions are achieved prior moving to
the next user in the scheduler queue.
With the SU strategy applied in TDM, in the case of dishomogeneous
channel states, a MT in bad channel state forces the system to wait until
the ARQ protocol elapses the full retransmission time reducing the total
system throughput and serving the users with higher average delays.
A MU MIMO-ARQ protocol is proposed which integrates the ARQ
process and open-loop MIMO schemes in a MU network with an implicit
Round Robin (RR) scheduler with any need of CSI feedback.
Several retransmission strategies are proposed. Firstly, two strategies
are studied. Assume that in the first time slot two packets are transmitted
in SM. In this case, one strategy is to retransmit the wrong packet from
both antennas to the same user; a second strategy is to retransmit the
wrong packet with double power from a single antenna while the other is
switched off.
A third strategy is proposed, which shows the best performance, and
observes the following: when there is one packet in error for user (1), the
packet is assumed to have been transmitted from the weaker antenna. The
antenna allocation is thus switched (with no need of feedback signals) and
the packet is retransmitted from the stronger antenna. A packet for a
new user (u+ 1) is transmitted on the other antenna. The retransmission
on the stronger antenna permits to have the lowest service time for the
user (1) thus reducing the average delay in the system and maximising the
throughput. The antenna allocation follows the opposite principle with
respect to [dCP08].
The new user is chosen randomly. The Hybrid SM transmission – the
data streams are sent to different users – attains higher throughput ex-
ploiting the multi-user diversity. The performance is compared to the case
where the best user is chosen in order to maximise the throughput (i.e. the
user with the highest post-processing SNR at the output of the receiver).
The proposed MU MIMO-ARQ protocol principal features are:
• No feedback at the BS for antenna allocation
• No feedback at the BS for user selection
• Open-loop STBC and SM are used (no CSIT needed) with seamless
diversity/rate gain selection
• Integration of the ARQ state machine with the packet scheduler
‡‡i.e. an ARQ state machine which does not any feedback with the exception of the
ACKs/NACKs.
i
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1.3. PROPOSED MU MIMO-ARQ PROTOCOL 9
An optimised SIC-MMSE receiver is proposed in Sec. 4.6 at page 100.
The MT selected for Hybrid SM transmission stores and exploits unin-
tended packets sent in previous time slots to other users. The MT removes
the contribution of the ”overheard” packets to maximise the probability of
the good reception of his packet.
The system design allows for integration of any kind of scheduler ac-
counting for Quality of Service (QoS) attributes of the traffic flows. More
advanced schedulers that can be combined inside the MIMO-ARQ system
will be discussed in Chap. 5.
i
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Chapter 2
PHY Layer
MIMO Processing Gain
I have not failed, I’ve just found
10.000 ways that won’t work.
Thomas Alva Edison
(1847-1931)
2.1 Introduction
In this chapter, MIMO is analysed as a performance enhancer for SU PHY
layer, this gain is referred to as the MIMO processing gain. When MIMO
is employed at the PHY layer, there is a performance enhancement which
is originated from the processing of the signals with the added degrees of
freedom coming from multiple antennas.
The gains of multiple antennas can be divided into three main cate-
gories. MIMO can provide diversity gain exploiting the independent fad-
ing in the multiple antenna links to transmit several coded version of
a data stream to enhance signal diversity with STBCs and Space Time
Trellis Code (STTC)s. The first category is based on orthogonal de-
signs, [TSC98, Rad22] while STTC distributes a trellis code over the an-
tennas.
MIMO can also increase the rate (especially at high SNR) via spatial
gain – Spatial Multiplexing – when multiple data streams are transmitted
from different antennas and arrives at the receiver with sufficient different
spatial signatures. SM can be implemented with or without CSIT.
A third way is to use MIMO for beamforming or precoding. In closed-
loop, the MT sends back the CSI information at the transmitter and the
transmitter ”precodes” the signal, for instance, in order to maximise the
Signal to Interference Noise Ratio (SINR) at the MT. The precoding is done
via multiplication of each antenna signal with a complex coefficient, thus
modulating the amplitude and phase of the antenna signals individually
11
i
i
“PhD” — 2010/1/7 — 11:19 — page 12 — #36 i
i
i
i
i
i
12 CHAPTER 2. PHY: MIMO PROCESSING GAIN
such that when added together they add constructively after being passed
through the channel.
The diversity gain can be obtained exploiting every domain of the wire-
less transmission. Typical examples are delay diversity and frequency di-
versity where signals are repeated over time or over different frequencies∗.
For multiple antennas, an effective way of providing diversity is through
STBC; usually multiple transmissions are done over the two dimensions of
space (antennas) and time (successive time slots), thus the name Space-
Time Block Coding. STBCs assume that the channel is constant over time
for the whole duration of the STBC block. The performance is degraded
if the channel is varying over the successive time slots†.
The simplest STBC is the Alamouti code, [Ala98]. In its base version, it
employs two antennas at the BS and one antenna at the MT. The scheme
transmits two symbols from two antennas in two successive time slots, thus
a total of four symbols per Alamouti-block are transmitted. Alamouti has
been widely adopted because it is simple and requires low signal processing
load at the receiver, which is a mobile and energy-limited portable device.
A simple receiver, with a linear combiner and a single antenna, can extract
an order of diversity equal to 2 if the assumption of constant channel over
two time slots is met. Alamouti code with two transmitting antennas and
a single receiving antenna provides a diversity gain of two; if two receiving
antennas are used, the diversity gain is four. No spatial gain is achieved
with STBCs‡.
Block Coding is also possible over the two domains of antenna and
frequency with Space-Frequency Block Coding. In a Multi Carrier system,
such as OFDM, this means that the SFBC coded blocks are transmitted
during the same symbol time but from different antennas and over various
subcarriers.
Higher spectral efficiencies can be achieved with SM schemes which
transmit multiple data streams in the same time slot over the same fre-
quency allocation resource. SM needs independently faded spatial chan-
nels. This condition is easily achievable in channels with a lot of scatterers
and several spatial paths between the transmitter and the receiver. The
capacity supported by the MIMO channel in SM is related to the MIMO
channel matrix rank. In particular, channel matrix with low condition
number have highly correlated spatial paths and the throughput achieved
by SM is low. Regarding MIMO channel rank impact on capacity, see also
App. C. At the receiver, a BLAST [Fos96] or other Ordered Successive In-
terference Cancellation (OSIC) algorithms are used to extract the spatially
multiplexed data streams. Pure SM schemes gives no diversity gain but a
capacity gain depending on the number of parallel streams simultaneously
transmitted. The number of antennas at the receiver has to be major or
equal to the number of multiplexed streams.
The choice of MIMO schemes must be traded-off between total diver-
sity STBC (robustness against fading) and SM (high rate). In [TVZ04],
a rigorous definition of diversity rate is given and the tradeoff between
diversity and spatial multiplexing is assessed; the impact on capacity is
analysed from an information theory point of view. This tradeoff on the
usage of the antenna system gives the floor for research about adaptive
MIMO schemes. For instance, based on the instantaneous SNR, the best
MIMO scheme (STBC or SM) can be chosen dynamically to maximise the
∗See [Pro95] in Chap.14 at pag.777.
†Such situation is analysed in Sec. 2.6 for Alamouti scheme over uncorrelated
Rayleigh channels.
‡Spatial and Diversity gains are formally defined in the following Sec. 2.2 and
Sec. 2.3 respectively.
i
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2.2. SPACE-TIME BLOCK CODES 13
capacity while having the BER lower then a design threshold as presented
in Sec. 2.5 at page 25.
Hybrid schemes have been presented as an alternative to MIMO switch-
ing for achieving diversity and spatial multiplexing tradeoff enhancement
since they combine together diversity and rate enhancement in the same
transmission. In the case of four transmit antennas and two receiving an-
tennas, it is possible to transmit two parallel Alamouti blocks, getting a
spatial multiplexing of 2 and diversity gain of 2. The scheme is referred to
as LSTBC and it is described in Sec. 2.2.2.
The schemes studied in this chapter are: Alamouti code with one re-
ceiving antenna (2× 1) and with two receiving antennas (2× 2), VBLAST
(2× 2) and LSTBC (4× 2).
The reference system is WiMAX IEEE802.16e in OFDM/OFDMA con-
figuration. In Sec. 2.4, the MIMO support in the IEEE802.16 standard is
described. The Adaptive Modulation and Coding (AMC) support in 802.16
is also presented, as the modulation order will be dynamically tweaked
jointly with the MIMO schemes before-mentioned.
Two solutions for MIMO adaptivity at the PHY layer are proposed. In
Sec. 2.5, a dynamic PHY layer – switching among Alamouti, LSTBC and
SM – is studied for having the best Spectral Efficiency (SE) guaranteeing
an upper-bounded BER. In Sec. 2.6, the allocation of STBC over the time-
frequency grid of the OFDMA-PHY layer is analysed. The impact of the
frequency correlation among subcarriers and the time variability due to
mobility of the MT is studied. A general criterion for choosing between
Space-Time or Space-Frequency Block Codes is assessed under the WSSUS
channel assumption. The closed form of the Symbol Error Probability
(SEP) is derived for the Alamouti scheme based on the Laplace transform
of the channel fading distribution, as detailed in App. A.
2.2 Space-Time Block Codes
Diversity techniques are employed to counterfight fading and are widely
used in wireless systems. The basic idea behind this approach is to transmit
more copies of a signal which permits to be more resistant to deep fading : if
the receiver is supplied with more then one replica of the signal, transmitted
over independent fading channels, the probability that all the copies are in
deep fade is greatly reduced.
For example, let’s assume d frequency-non-selective Rayleigh indepen-
dent channels and Binary Phase Shifting Key (BPSK) modulation: the
slope of the BER curve over SNR depends on the number of replicas sent
over the channels, [Pro95]. When SNR is sufficiently large (say greater
then 10dB) the bit error probability Pe can be approximated as:
Pe(SNR) =
(
1
4 SNR
)d(
2d− 1
d
)
(2.1)
and for single or double transmitting antenna:
Pe(SNR)|d=1 =
1
4
SNR−1
Pe(SNR)|d=2 =
3
16
SNR−2 (2.2)
The diversity gain (or order) is related to the number of parallel channels
used. Since at high SNR the BER curve is characterised by its exponent,
i
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14 CHAPTER 2. PHY: MIMO PROCESSING GAIN
we can define the diversity gain d for a transmission scheme as:
d = − lim
SNR→+∞
logPe(SNR)
log(SNR)
(2.3)
where Pe is the bit error probability at fixed average SNR as expressed in
(2.1).
The hypothesis of independent channels is not easily attainable and can
be strengthen with several techniques. A first method is to exploit fre-
quency diversity. The same signal is transmitted over d frequency carriers
with a separation greater than the coherence bandwidth of the channel.
This frequency separation ensures statistical independence between signal
replicas. A second method provides diversity transmitting in successive
time slots: time diversity. The signals are to be transmitted with a time
separation greater then the channel coherence time.
A third interesting approach provides diversity using wideband signals.
If a signal with bandwidth greater then the channel coherence bandwidth
(BC) is sent over the channel; the receiver can resolve all the multipath
components. The receiver then exploits all the multipath replicas via a
RAKE receiver to achieve diversity, see [Che97] and reference therein.
Other diversity techniques regard polarisation and angle-of-arrival di-
versity. With MIMO, diversity can achieved over the antenna domain via
STBCs or STTCs.
STBC term was first reported in [TSC98] when Tarokh, Jafarkhani,
and Calderbank proposed a new scheme for transmission over wireless
Rayleigh-fading channels using multiple transmit antennas. Actually, the
work in [TSC98, TJC99, TJC00] can be thought as a generalisation for
an arbitrary number of transmitting antennas of the Alamouti code pre-
viously published in 1998, [Ala98]. Alamouti code is the simplest STBC
construction possible and it was proposed as a simple diversity technique
to achieve double diversity at an MT equipped with a single antenna with
a BS equipped with two antennas: Alamouti code is able to ”transfer” the
double diversity from the BS to the MT maintaining the more complex an-
tenna system at the BS, given the assupmtion that the channel is constant
over two symbols periods.
Design of STBC in [TSC98] was based on the intuition that orthogonal
designs§ could be used for the design of wireless transmission schemes;
with an underlying orthogonal structure, STBCs possess full diversity order
and a decoupled Maximum-Likelihood (ML) decoding algorithm avoids the
exponential complexity of the ML receivers.
Orthogonal designs have particular properties; according to Radon’s
results on real orthogonal designs, they only exist if they have dimension
of {1, 2, 4, 8}. The real orthogonal design can be used for code construction
with real symbols (for instance for Pulse Amplitude Modulation (PAM) or
BPSK modulations). In [TJC99] Radon’s results have been extended to
both rectangular and complex orthogonal designs (code construction for
complex modulations).
An important characteristics of STBCs is the design rate: the rate of
an STBC is defined as the ratio of the number of transmitted information
symbols and the decoding delay of these symbols at the receiver (for any
given number of transmit antennas).
A STBC design with a unitary rate (Rstbc = 1) means that it can send,
for instance, two symbols over two transmission time slots without loss
§The orthogonal designs have been studied in the field of pure mathematics by J.
Radon in [Rad22].
i
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in bandwidth. In this case, the antenna resource is used to add diversity
without sacrificing the capacity, [TSC98] Corollary 3.3.1, p.756.
For real orthogonal designs, it was shown that it exists a full-rate de-
sign for any given number of transmit antennas. With a real modulation,
STBCs can achieve the maximum possible rate for any given number of
transmit antennas.
However, regarding complex signal constellations, such as an arbitrary
order Phase Shifting Key (PSK) (i.e. order different from two) and
Quadrature Amplitude Modulation (QAM), the authors were not able to
prove the existence of orthogonal design for any number of transmit an-
tennas even if hypothesised. In [TSC98], the complex orthogonal design
with a dimension of 2 (Alamouti code) was pointed out as an example
of rate-one complex design which was probably part of a bigger family of
complex orthogonal designs with unitary rate. Contrary to this logical in-
tuition, in [LX03], it was proved that there does not exist any member of
the rate-one complex designs except of that with dimension equal to two
even if an infinite decoding delay is tolerated at the receiver. This result
is in sharp contrast to the existence of rate-one generalised real orthogonal
designs for any given number of transmit antennas.
2.2.1 Alamouti scheme
The Alamouti scheme [Ala98], also referred to as Space Time Transmit
Diversity (STTD), needs two transmit antennas at the BS and provides a
transmit diversity of 2 when the MT is equipped with a single antenna.
In this configuration, the Alamouti is able to provide a diversity gain of
two using the double antenna system at the BS instead of requiring 2
antennas at the MT. This is very beneficial, since the added costs of the
multiple transceivers and antennas are concentrated in a central point and
not replicated over each MT. The Alamouti scheme can offer a diversity
gain of 4 in 2× 2 MIMO system.
In the case of complex modulation, Alamouti scheme is the only scheme
for complex modulations known (and possible) to be fully orthogonal, with
full diversity and rate Rstbc = 1. The Alamouti coding matrix can be
expressed as:
A =
(
s1 s2
−s∗2 s∗1
)
(2.4)
where symbol s = aij is transmitted at the i
th time slot over jth transmit
antenna. The receiver is a linear combiner [Ala98] where symbols can be
reconstructed by using orthogonal properties of space-time coding matrix
A.
Channel variations that occur during two symbol time intervals are a
severe source of performance degradation. In [TJC99, Ala98], the channel
is assumed to be constant over the time length of the code. However, this
assumption is usually unverified especially when the code length is quite
long and MTs are moving at high speed. In this case, the channel value
at time t can be expressed in relation to the preceding one (t − 1) with a
correlation coefficient ρ < 1: the SEP was derived for the Alamouti scheme
as function of ρ. In [VLB04], the BER for Alamouti scheme over non
perfectly correlated channels has been derived in closed form for BPSK in
a narrow band Rayleigh channel. In Sec. 2.6.4, the BER will be extended in
closed form to QAM modulation of any order and used as a benchmark for
the performance evaluation of the dynamic allocation of STBC proposed
in Sec. 2.6.5. App. A at page 151 reports the closed-form calculation in
detail for a M-QAM modulation of any order with coherent receiver.
i
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2.2.2 LSTBC
STBC from orthogonal designs from [TSC98] has attracted considerable
attention thanks to their easy ML decoding and full diversity. A drawback
of such designs is that the orthogonality cannot be achieved with an high
number of antennas without losing the unitary rate of the scheme. For
increasing the symbol rates, the orthogonal STBC have been generalised
by relaxing the orthogonality among the columns of the design, firstly
presented in [Jaf01].
LSTBC is a Quasi-Orthogonal Space-Time Block Code (QOSTBC): the
scheme is operating over a 4× 2 MIMO system: two Alamouti blocks are
”layered”, i.e. transmitted from two set, composed of two antenna each.
Each Alamouti block is transmitted in Spatial Multiplexing. In LSTBC,
orthogonality is lost but the full diversity gain and the receiver linearity
are preserved. Of course, this scheme is a tradeoff between a full-diversity
(Alamouti) and a SM approach, which offers maximum capacity gain but
no diversity gain, as shown in Sec. 2.5.
Since layered schemes are subject to interference among symbols trans-
mitted from different antennas, this results in BER degradation with re-
spect to the orthogonal case. The receiver needs a number of receiving
antennas NR > Nblocks, where Nblocks are the orthogonal blocks which
have been spatially multiplexed (or layered). In the case of a 4-antenna
BS, the STBC matrix is:
B =
 s1 s2 s5 s6−s∗1 s∗2 −s∗6 s∗5s3 s4 s7 s8
−s∗4 s∗3 −s∗8 s∗7
 (2.5)
where the rows of matrix B represent the antennas and the columns the
time slots. Two Alamouti blocks are transmitted at the same time (over
two symbol times) from a subset of the available BS antennas. This solution
achieves the same transmit diversity as in the classic Alamouti scheme and
a spatial gain which is upper limited to 2. A spatial gain equal to two is
achieved when the channel matrix is orthogonal, see also C at page 167. In
this case, no detection loss is experienced since cross-stream interference
is null. However, if the MIMO channel rank is low, the receivers can have
difficulties to extract the multiplex streams.
The receiver operates as follows, [Jaf01]. Let us consider a system with
a number of transmitting antennas NT = 4 and a number of receiving
antennas NR = 2. The channel coefficient between the i
th transmitting
element and jth receiving one at the nth signalling time is hij(n) and s =
[s1, s2, s3, s4]
T .
At the receiver, the following composition of the two NR × 1 received
vectors y at time n and n+ 1 is considered:[
y(n)
y∗(n+1)
]
= (2.6)
=
 h11(n) h21(n) h31(n) h41(n)h12(n) h22(n) h32(n) h42(n)h∗21(n+1) −h∗11(n+1) h∗41(n+1) −h∗31(n+1)
h∗22(n+1) −h∗12(n+1) h∗42(n+1) −h∗32(n+1)
 s + [ n(n)n(n+1)
]
where n(n) is the NR × 1 noise vector at time n.
Channel matrix H has peculiar orthogonality properties that can be
exploited in order to separate the spatially multiplexed Alamouti blocks.
Let us partition the channel matrix as H = [H1|H2].
i
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The Least-Square (LS) receiver is obtained from the Moore-Penrose
pseudo-inverse H+, as follows:
sˆ = H+y = UV y =
[
HH1 H1 H
H
1 H2
HH2 H1 H
H
2 H2
]−1 [
HH1
HH2
]
y. (2.7)
The matrix U contains the auto-products of Alamouti blocks H1and H2
on the principal diagonal and it has two cross-products representing the in-
terferences due the spatial multiplexing. Let ( )H and ( )T be the hermitian
and real transpose operators, respectively. Due to Alamouti orthogonality,
the auto-products of Alamouti blocks are:
HH1 H1 = k1I H2
HH2 = k2I
where
k1 = ‖h1‖2 + ‖h2‖2 k2 = ‖h3‖2 + ‖h4‖2 .
The vector hi contains NR×1 channel coefficients from the ith transmitting
antenna. The anti-diagonal elements of matrix U satisfy:
HH1 H2H
H
2 H1 = (+ χ)I
where  =
∣∣hH1 h4 − hT2 h∗3∣∣2 and χ = ∣∣hH1 h3 + hT2 h∗4∣∣2.
It can be shown, [ZVRLG03], that a Moore-Penrose channel inversion
can be attained using linear processing exploiting orthogonal properties of
the LSTBC and the estimated transmit vector sˆ can be written as:
sˆ =
1
k1k2 − (+ χ)
F2︷ ︸︸ ︷[
k2I −HH1 H2
−HH2 H1 k1I
]−1 F1︷ ︸︸ ︷[
HH1
HH2
]
y (2.8)
First, the receiver vertically processes two spatially multiplexed streams
with matrix F1. Then, with matrix F2, it cancels cross-products (interfer-
ences). According to (2.8), SNR undergoes a reduction that is proportional
to ( + χ). The equivalent SNR values for the estimation of the received
symbols are:
SNR12 =
k1 − (+ χ)
k2
and SNR34 =
k2 − (+ χ)
k1
. (2.9)
LSTBC offers the ability to transmit simultaneously to two different
users at the cost of a BER degradation due to the spatial multiplexing of
Alamouti blocks. This can be very important when multiple connections
are active in a cell and strict QoS requirements are to be met, in particular
regarding delay constrains, and a multi-user scheduling on the same time-
frequency resource is desiderable.
2.3 Spatial Multiplexing
Multiple antennas can be exploited to leverage the rate of the system, when
the channel is in a good status, instead of being used for strengthening the
radio signal against deep fading. The diversity gain has been defined in the
previous section at page 14. The definition of multiplexing gain is similarly
expressed as:
r = lim
SNR→+∞
R(SNR)
log(SNR)
(2.10)
i
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Alamouti 4X2 ant, 2 Layers 4 QAM (4 bps/Hz)
Alamouti 2X2 ant, Single Layer 16 QAM (4 bps/Hz)
VBLAST 2X2 ant, 2 Layer 16 QAM (8bps/Hz)
Figure 2.1: STTD and Layered STBC comparison.
where R(SNR) is the rate achievable for a specified SNR.
As already discussed in Chap. 1, the ergodic capacity of the MIMO
channel in SM scales with the minimum of the number of receiving and
transmitting antennas as:
R(SNR) ≈ min(NT , NR)log(SNR) (bps/hz) (2.11)
The first and most famous SM implementation is the Vertical
BLAST.Independent data streams are spatially multiplexed. Each data
stream is referred to as a layer. Other forms have been proposed in liter-
ature such as Diagonal BLAST (DBLAST) and as in [JPWY08, Mou09,
ZBDS06].
Since VBLAST coding is operating over a single transmission time slot,
it is a space-only coding and the coding matrix is reduced to a vector
(VBLAST is sometimes called Vector Modulation):
C =
(
s1
s2
)
(2.12)
Layers can be separated at the receiver if the number of receiving antennas
is NR > Nstreams. While Alamouti and its hybrid version (two layered
Alamouti blocks) do not exploit all the degree of freedoms of the MIMO
channel, VBLAST can extract the complete spatial gain. On the other
hand, VBLAST does not achieve any diversity gain.
Optimum decoding order has been demonstrated in [WFGV98] and is
obtained detecting the highest SNR layer at each OSIC step. At each
stage, linear combinatorial nulling is applied to remove interference caused
by undetected layers. VBLAST receiver based on Zero Forcing (ZF) linear
detection technique can be briefly summarised with the following steps.
The initialisation phase is composed by the followings phases: initialisation,
cancellation and update.
Initialisation
I1 G1 = H
+, the channel matrix is inverted
i
i
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I2 k1 = arg min
j
||(G1)j ||2, the index of the column of G1 with minimum
squared norm is found
Then a loop is performed for cancellation – the number of times the loop
is executed is equal to the number of receiving antennas NR:
Cancellation
C1 find the highest SNR received signal out of NR signals available
C2 wki = (Gi)ki , compute the weight vector wki selecting the k
th
i column
of the inverted channel matrix Gi
C3 perform signal detection (weighting and slicing)
yki = w
T
ki
ri
aˆki = Q(yki)
C4 operate interference cancellation
ri+1 = ri − aˆki(H)ki
Update
U1 update channel matrix before next OSIC iteration
Gi+1 = H˜
+
ki
U2 ki+1 = arg min
j /∈{k1,...kj}
||(Gi+1)j ||2, the index for the next weighting vector
is found
U3 i+ 1→ i, update of the loop index for the next iteration
where Q() is the detection operator, Gi = H
+ is the channel matrix
pseudo-inverse at the ith step of the detection algorithm, (Gi)j is the j
th
row of Gi, H˜ki denotes the matrix obtained by zeroing columns k1, k2, . . . , ki
and ( )+ denotes the Moore-Penrose Pseudo-inverse. The process is re-
peated until the last interference-free layer has been detected.
As in the former hybrid transmission scheme, the receiver here described
can be used in a multiuser context and data layers transmitted with a SM
approach can belong to a single or multiple users as specified in the frame
map broadcasted from the BS, according to 802.16e standard: Hybrid
SM tranmission. Hybrid SM will be studied in conjunction with ARQ in
Chap. 4. Hybrid SM will form the base for the MU MIMO-ARQ protocol
proposed to achieve better opportunistic scheduling and network capacity.
2.4 MIMO support in WiMAX
IEEE 802.16 standards [IEE04, IEE06] are ready to support multiple an-
tenna systems. In particular, 802.16e standard includes mobile support and
adopts all the three solutions above: Alamouti, LSTBC and SM. Mainly
due to their cost, antenna elements are principally deployed at the BS
and receivers generally benefit from no more than one or two antennas.
The Multi Antenna support in the standard falls inside two main classes:
i
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the Adaptive Antenna Systems (AAS) and the MIMO schemes applied to
OFDM or OFDMA PHY layer.
IEEE 802.16-2004 (also known as IEEE 802.16d) standard [IEE04] in-
troduced multiantenna support. The “Amendment 2 and Corrigendum 1
to IEEE std. 802.16-2004”, namely 802.16e version [IEE06], added several
details about AAS and MIMO [Pig06].
The support of multiple antenna systems by IEEE802.16d/e is sum-
marised in Tab. 2.1. The columns report the 802.16 PHY layer configu-
rations: Single Carrier (SC), Single Carrier advanced (SCa), OFDM and
Orthogonal Frequency Division Multiple Access (OFDMA). The first two
configuration operate in Single Carrier over a narrowband flat-fading chan-
nel. SC is design to work on the 10-60 GHz band, while the second con-
figuration in the lower 2-11 GHz band. The difference between OFDM
and OFDMA is mainly related to the allocation mechanism. In OFDM, a
single OFDM symbol is to be directed to a single user, while in OFDMA
the transmissions are based on frames. Each frame is divided in smaller
resource units: time-frequency bins (or chunks), which can be assigned to
different users. AAS is briefly described in the next section.
SC SCa OFDM OFDMA
802.16d no STTD,
AAS
STTD,
AAS
2/4 BS antennas STTD
and SM, AAS
802.16e no STTD,
AAS
STTD,
AAS
2/3/4 BS antennas,
grouping, selection,
STTD, LSTBC, SM,
Collab. UL SM, AAS
with AMC perm.
Table 2.1: IEEE802.16d/e MIMO support
Adaptive Antenna Systems (AAS)
The Adaptive Antenna Systems (AAS) scheme works as a beamforming
technique. In AAS, the signals from several antenna elements (not neces-
sarily a linear array) are weighted (both in amplitude and in phase) and
combined to maximise the Signal to Interference Ratio (SIR) at the re-
ceiver side. AAS is used only in the OFDMA PHY layer configuration.
The smart antennas beams are not fixed and can place nulls in the radia-
tion pattern to cancel interferences and mitigate fading, with the objective
of increasing SIR and the SE of the system.
The IEEE 802.16d standard defines a signalling structure that enables
the use of adaptive antenna system. A Point to MultiPoint (PMP) frame
structure is defined for the transmission on downlink and uplink using
directional beams, each one covering one or more MTs. The BS forms a
beam based on channel quality reported by the MTs.
The part of the frame with adaptive antenna transmission is sent in a
dedicated AAS zone, which spans over all the subchannels until the end of
the frame or until the next permutation zone, as shown in Fig. 2.2. AAS
support for AMC permutation has been added in IEEE 802.16e version of
the standard.
When a Discrete Fourier Transform (DFT) size greater than or equal
to 512 is used, the BS can decide to allocate an AAS Diversity-Map Zone.
The Diversity-Map Zone is placed accordingly to the permutation used. In
Partially Used Subcarriers (PUSC), Fully Used SubCarriers (FUSC), and
i
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Figure 2.2: AAS Frame Structure in IEEE802.16
optional FUSC permutation, it is positioned on the two highest numbered
subchannels of the DL frame, while in AMC it is positioned on the first
and last subchannels of the AAS Zone, [IEE06].
These subchannels will be used to transmit the AAS-DownLink Frame
Prefix (DLFP) whose purpose is to provide a robust transmission of the
required BS parameters to enable MT initial ranging, as well as the beam
selection via beam indexes and the resource assigned in the AAS zone.
In order to enter the network involving the DLFP, an AAS-MT fol-
lows a specific procedure. The Downlink Channel Descriptor (DCD) and
Uplink Channel Descriptor (UCD) offer information useful for decoding
and demodulation. A channel with broadcast Connection IDentifier (CID)
is readable by every MT. The channels are allocated accordingly to the
DL/UL maps transmitted after the frame header. An MT entering the
network in AAS mode follows these steps:
• the AAS-MT synchronises time and frequency by using the DL pream-
ble
• after synchronisation, AAS-MT can receive necessary messages to
identify: used modulation and coding (as the DCD and UCD pointed
to by the allocation specified in the AAS-DLFP using the broadcast
CID)
• then, after the AAS-MT has decoded the DCD and UCD, the AAS-
MT should perform ranging
• the AAS-MT can receive a ranging response message through a DL-
MAP allocation pointed to by an AAS-DLFP with the broadcast
CID;
• then AAS-MT can receive initial downlink allocations through a DL-
MAP allocation pointed to by the AAS-DLFP with broadcast or
specific CID
i
i
“PhD” — 2010/1/7 — 11:19 — page 22 — #46 i
i
i
i
i
i
22 CHAPTER 2. PHY: MIMO PROCESSING GAIN
• other allocations can be managed by private DL-MAP and UL-MAP
allocations.
Multiple Input Multiple Output System (MIMO)
Multiple Input Multiple Output (MIMO) support has been introduced
in WiMAX since the IEEE 802.16d version has been released. In IEEE
802.16e, several features have been added for OFDM and OFDMA PHY
layers. These systems can be used to achieve diversity gain in a fading
environment or to increase capacity.
When transmit diversity is desired, multiple copies of the same data
stream are transmitted over independent spatial channels which are created
by employing multiple antennas. Transmission is more robust to wireless
channel fluctuations, since it is unlikely that all the channels will fade
simultaneously.
When higher capacity is needed, spatial multiplexing is utilised to trans-
mit various streams of data simultaneously over different antennas in the
same time slot, over the same frequencies. If statistical decorrelation among
antenna elements is available, multiple transmit and receive antennas can
create independent parallel channels and the transmitted symbol can be
correctly reconstructed at the receiver. Decorrelation condition can be sat-
isfied by using antennas well separated (by more than λ/2) and/or with
different polarisation.
IEEE 802.16e standard defines three MIMO operation modes: Alamouti
Code, referred to as STTD, as in Sec. 2.2.1 and in [Ala98], LSTBC, as
described in Sec. 2.2.2, and VBLAST SM, see Sec. 2.3 and [Fos96, EBS07].
Adaptive selection among the previous MIMO schemes, jointly with
adaptive modulation and coding techniques, can offer high flexibility at
the PHY layer and allows to maximise data throughput and coverage.
Alamouti STTD is standardised for SCa, OFDM, and OFDMA PHY
Layers. The receiver is a linear combiner [Ala98] where symbols can be
reconstructed by using orthogonal properties of space-time coding matrix
A as in (2.4).
For SCa (Single Carrier for NLoS operation in the frequency bands
below 11 GHz), STTD is used at a burst level. A burst p, composed by
QAM symbols, has length F as inf Fig. 2.3. The bursts are arranged on a
time basis. The STTD requires the processing of a pair of time bursts. A
Cyclic Prefix (CP) is pre-appended to absorb the effect of signal dispersion
due to the multipath: the length of the CP must be longer then the root-
mean-square of the channel delay spread.
First antenna transmits two sequence of F symbols while the second
antenna not only reverses the order in which burst are transmitted but
also conjugates the transmitted complex symbols and time-reverses the se-
quence of data within each burst. The index n is the running position inside
the burst. Due to the DFT/Inverse Discrete Fourier Transform (IDFT) op-
erations, the bursts need also a time reversing operation which is realised
by the (F −n)mod(F ) operation, as in Fig. 2.3, where the transmission for a
pair of bursts (p0 and p1) is reported. A portion of the bursts (U symbols)
is copied to form the CP. The receiver for the STTD scheme in SCa PHY
layer can be found in [IEE04] in Section 8.2.1.4.3.1.
In OFDM and OFDMA PHY layers, STTD transmission operates dif-
ferently. OFDM and OFDMA are differentiated by the minimum data unit
that can be manipulated. In OFDM PHY layer, Alamouti operates on two
subsequent OFDM symbols composed by all the data subcarriers available
in the system, while in OFDMA, STTD can operate on a single group of
subcarrier in the time-frequency allocation grid (a resource chunk).
i
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Tx 
Antenna 1
Tx 
Antenna 2
CP Payload 1: -p1*[(F-n)mod(F)]
U F
N
U
Cyclic prefix, last U symbols
CP Payload 0: po*[(F-n)mod(F)]
U F
N
U
Cyclic prefix, last U symbols
CP Payload 0: po[n]
U F
N
U
Cyclic prefix, last U symbols
CP Payload 1: p1[n]
U F
N
U
Cyclic prefix, last U symbols
Figure 2.3: Alamouti transmission for SCa PHy layer profile.
In both cases, the symbols are coded accordingly to the matrix in (2.4):
rows represent the transmitting antennas and columns represent OFDM
symbols or subcarriers for OFDM/OFDMA PHY layer respectively. Com-
pared to the SCa PHY layer case, no time-reverse operation is needed,
since STBC coding is done on the single subcarrier and not on a full burst.
When the BS has three or four antennas, it is not possible to achieve
a full-diversity approach, since it has been demonstrated that a full-rate,
fully orthogonal Space Time Code only exists for two antennas, [HTW03].
When a full rate transmission is desired, LSTBC schemes have to be used.
Data rate is increased at the expense of one of the followings: diversity
gain, linearity or orthogonality. In IEEE 802.16e, the proposed scheme for
four antennas is expressed by the coding matrix B, as in(2.5).
LSTBC offers the ability to transmit simultaneously to two different
users with the drawback of a BER degradation due to the spatial multi-
plexing of the Alamouti blocks.
As a third MIMO option, the system can switch on a VBLAST trans-
mission [Fos96]. Independent data streams are spatially multiplexed, i.e.,
they are transmitted from different antennas in the same OFDM symbol
time. VBLAST follows the coding matrix C as in (2.12).
While Alamouti and its hybrid version (two layered Alamouti blocks)
do not exploit all the freedom degrees of the MIMO channel, VBLAST can
extract the complete spatial gain.
VBLAST receiver decodes the streams in successive steps as described
in Sec. 2.3. Receiver algorithm starts from the detection of the signal with
the highest SIR. The detected symbol is then cancelled from each one
of the remaining received signals, and so on. It is evident the analogy
with the multi-user interference cancellation. The drawback of every SIC
method is that an error in the first stages of processing can propagate
destructively to the successive steps of detection. The maximum SNR
signal is decoded first, lowering the probability of error propagation. For
a VBLAST performance evaluation refer to [ZBDS06].
In uplink transmission, an additional scheme is available: the collabora-
tive SM scheme. In a multiuser collaborative SM context, two users may
share the same subchannel in the uplink. In this case, an MT can request
an allocation in the uplink to be used in coordination with a second MT
in order to perform a Collaborative Spatial Multiplex. MT participating
at the Collaborative SM can be equipped with a single antenna. The BS
will separate the transmitted streams by each MT.
i
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2.4.1 Adaptive Modulation and Coding
In wireless systems, the signal transmitted to and by a station can be
modified to counter-react to the signal quality variations through a process
commonly referred to as link adaptation. This allows to improve system
capacity, peak data rate, and coverage reliability. Traditionally, wireless
systems use fast power control as the preferred method for link adaptation.
In a system with power control, the power of the transmitted signal is
adjusted in order to meet a target carrier-to-interference-plus-noise ratio
at the receiver. Therefore, typically, the transmit power is low when a user
is close to the BS and it increases when the user moves away from the BS.
Adaptive Modulation and Coding (AMC) is offering an alternative link
adaptation method that promises the increase of the overall system capac-
ity. In a system with AMC, the power of the transmitted signal is held
constant, but the modulation and coding formats are changed to match
the current received signal quality. AMC provides the flexibility to match
the modulation-coding scheme to the average channel conditions of each
station. Users close to the BS are typically assigned higher-order modu-
lations and high code rates. The modulation-order and/or the code rate
may decrease as the distance from the BS increases.
In particular, in an OFDM/OFDMA wireless system, the inherent multi-
carrier nature of OFDM allows the use of AMC according to the behaviour
of each narrow-band channel (subcarrier) and different subcarriers can be
allocated to different users to provide a flexible multiuser access scheme,
that exploits multiuser diversity.
In this section, the Adaptive Modulation and Coding mechanisms of
IEEE802.16 standard family are briefly explained since adaptive MIMO
and AMC are jointly used in the dynamic MIMO link adaptation in Sec. 2.5
at page 25.
The key metric for link adaptation is usually the BER and is related to
the SE of the scheme used. In this sense, MIMO schemes will be adaptively
changed combined with different modulation orders to vary the spectral
efficiency of the transmission based on the channel quality.
AMC is twofold supported by IEEE 802.16 standard [IEE04]. First, a
large selection of modulation and channel coding is available at BS and MT.
All the possible combinations between the modulations QPSK, 16-QAM,
and 64-QAM and the coding rates 1/2 and 3/4 are allowed. In addition,
the 64-QAM modulation can be also combined with a coding rate 2/3.
Then, a special AMC permutation scheme is defined, where subchannels
are composed by groups of contiguous subcarriers.
In AMC permutation, the smallest allocation unit is called bin and
consists of 9 contiguous subcarriers (eight data subcarriers and one pilot
subcarrier) on a single OFDM symbol. Let N be the number of contiguous
bins and M be the number of contiguous symbols. A slot in AMC is defined
as a collection of bins of type (N x M), with (N x M) = 6. Thus, the
allowed combinations are: (6 bins, 1 symbol), (3 bins, 2 symbols), (2 bins,
3 symbols), and (1 bin, 6 symbols).
In addition to power control and AMC, Dynamic Subcarrier Assignment
schemes can be used in OFDM/OFDMA systems. In particular, due to the
contiguous subcarrier allocation, each user can experience highly-variable
channel conditions and may benefit from multiuser diversity by choosing
the subchannel with the best frequency response. High spectrum efficiency
can be achieved with adaptive subchannel allocation strategies.
In conclusion, there is a wide degree of flexibility for radio resource man-
agement in the context of OFDMA. Since channel frequency responses are
different at different frequencies for different users, adaptive power alloca-
tion, AMC, and dynamic subcarriers assignment, can significantly improve
i
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Figure 2.4: IEEE802.16 AMC System Diagram.
the performance of OFDMA systems. The link adaptation algorithms can
be designed to maximise the overall network throughput or to achieve tar-
get error performance. The former objective may be appropriate for Best
Effort (BE) services but does not meet QoS requirements in terms of er-
ror performance. The latter one may ensure the QoS requirements, at the
expense of network throughput.
Dynamic link adaptation in the DL is obtained through MT feedback,
by providing the transmitting BS with CSI estimates, as illustrated in
Fig. 2.4. In the uplink the MT can change its transmission parameters
based on its own channel estimates, if a good channel reciprocity can be
assumed.
The accuracy of the channel estimates and the latency of the feedback
affect the AMC algorithms performance. AMC strategies have to define
how quickly the transmitter must change its constellation size. Since the
constellation size is adapted to an estimate of the channel fade level, sev-
eral symbols may be required to obtain a good estimate. These practical
considerations are relevant in a mobile context with fast varying channels
and require accurate solutions such as prediction models for the channels.
The MU MIMO-ARQ system proposed in Chap. 4 will address the prob-
lem of fast feedback of the CSI which is challenging for power-control and
AMC. A cross-layer ARQ state machine will be designed which do not
need any CSI feedback. An opportunistic multiuser scheduling will be
shown to attain performance improvements comparable with an informed
user selection method based on the selection of the user with the best
post-processing SNR.
2.5 Link Adaptation with Dynamic MIMO
An adaptive selection of MIMO schemes is proposed considering the per-
formance of STTD, LSTBC and SM. A selection of different transmis-
sion schemes based on the CSI can increase the Spectral Efficiency (SE)
while maintaining the BER under a specified threshold. Link adaptation
i
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is achieved via dynamic modulation (AMC strategy) and switching MIMO
schemes (DIV/SM tradeoff).
This tradeoff has been analysed in [TVZ04] from an information theo-
retic point of view and with an analysis at high SNR. It has been demon-
strated that spatial and diversity gains can be achieved simultaneously.
The work quantifies the amount of diversity and multiplexing gains with
ideal coding and the tradeoff between them depending on the number of
antennas of the MIMO system.
With some hypothesis, this tradeoff can be simply expressed. Consider
a Nt × NR MIMO system transmitting over an identically independent
distributed (iid) spatially white Rayleigh-flat-fading channel; consider the
channel constant over the coding block length l (l ≥ NT +NR − 1) and a
coding scheme with a multiplexing gain equal to r. The optimal diversity
gain achievable d∗(r) can be expressed as:
d∗(r) = (NT − r)(NR − r) (2.13)
This means that the antenna resource, in the case of ideal coding and con-
stant channel over the block code, can be independently exploited for mul-
tiplexing or diversity gains. Out of the total NT ×NR antenna, r are used
for spatial multiplexing while the remaining (NT−r) at the transmitter and
(NR − r) at the receiver are used for diversity. The multiplexing-diversity
tradeoff represents the tradeoff between data rate and error probability of
a MIMO system.
In the preceding case, an optimal tradeoff curve can be plotted varying
the multiplexing gain from zero towards its maximum: 0 7→ min(NT , NR).
The correspondent diversity gain varies from 0 7→ NT ×NR, as illustrated
in Fig. 2.5.
Figure 2.5: Diversity – Spatial Multiplexing Tradeoff, m = NT and n =
NR, from [TVZ04].
2.5.1 MIMO switching based on Euclidean Distance
The previous analysis with an ideal coding of infinite length and for SNR→
∞ furnishes a theoretical tool useful to compare existing MIMO coding
i
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schemes but has no direct implication in the design of adaptive MIMO
systems.
Several designs for MIMO adaptivity have been proposed in literature.
In [MCFH07] and in [MMPR07], switching algorithms between diversity
and spatial schemes were proposed based on theoretical BER; in [XZG04]
the effect of partial channel estimation for dynamic MIMO systems was
considered.
A practical system for DIV/SM dynamic switching among equal SE
MIMO schemes was proposed in [HP05] which considered a narrowband
system with a Rayleigh channel. The adaptive criterion is based on the
Demmel condition number of the channel matrix. When equal SE schemes
are used, it is meaningful to assess a criterion based on the Euclidean
Distance (ED) of the codebook (or constellation).
The minimum codebook ED metric can be expressed for MIMO multi-
plexing and diversity codes; based on instantaneous channel condition, a
decision can be performed in order to adapt to the requirements in terms
of symbol and error rates. Let’s define the following codebook distances:
• d2min,SM the squared ED for SM at the source
• d2min,MD the squared ED for DIV at the source
• d2min,sm the squared ED for SM at the receiver
• d2min,md the squared ED for DIV at the receiver
For the SM schemes, the codebook ED at the receiver is related to the
channel eigenvalue distribution, where each eigenvector corresponds to the
energy of a spatial path in the channel. It can be demonstrated that for
SM, the ED at the receiver is bounded as:
λ2min(H)
d2min,sm
Nt
≤ d2min,SM (H) ≤ λ2max(H)
d2min,sm
Nt
(2.14)
where λmin and λmax are the minimum and maximum eigenvalues of the
MIMO channel matrix H and NT is the number of transmitting antennas.
For the diversity schemes, the distance at receiver is directly propor-
tional to the number of transmit antennas and inversely proportional to
Frobenius norm of the matrix: an higher codebook (or constellation) ED is
measured at the receiver when the eigenvalues λi are uniformly distributed.
The following relation holds:
d2min,MD ≤ 1
Nt
||H||2F d2min,md (2.15)
where ||H||2F is the squared Frobenius norm of the MIMO channel matrix¶.
The Frobenius norm (or the Hilbert-Schmidt norm) can be defined in
various ways:
||H||F =
√√√√ Nt∑
i=1
Nr∑
j=1
|hij |2
||H||F =
√
Tr(H†H)
||H||F =
√√√√min(NT ,NR)∑
i=1
λ2i
(2.16)
¶For Alamouti (2.15) holds with equality
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From (2.14) and (2.15), it is clear that a criterion can be derived for
MIMO scheme selection. Fixing the same transmit codebook ED at the
receiver and referring to the lower bound in (2.14), a conservative criterion
for choosing SM can be derived. SM is chosen when the following relation
holds:
λ2min(H)
d2min,sm
NT
≥ 1
NT
||H||2F d2min,md (2.17)
The previous can be rewritten using the definition of Demmel Condition
Number‖ of the matrix H. The Demmel Condition Number is defined as:
KD = ‖H‖F /λmin(H) (2.18)
Equation (2.17) can be expressed as:
‖H‖2F d2min,md ≤ λ2min(H)d2min,sm (2.19)
and using the definition of the Demmel condition number:
KD ≤ dmin,sm
dmin,md
(2.20)
The DIV/SM criterion can be summarised as the following: the SM scheme
is chosen if the ratio on the rigth hand side of (2.20) is greater then the
MIMO channel Demmel condition number KD.
If small ratios of dmin,md/dmin,sm are accepted by design, the criterion
allows to exploit SM with lower scattering channels with the penalty of
higher BERs.
In Fig. 2.6, the Demmel condition number measured over time is re-
ported along with the SM-STBC switching condition calculated for 4-QAM
SM (VBLAST) and 16-QAM STBC (Alamouti). The channel simulation
is based on WINNER II channel model. The time sampling period is 20ms
and the link is simulated in Urban Macro Cell (scenario C2) for a distance
between BS and MS of 1200m and a velocity of 120 Km/h. The chan-
nel simulator is available at [Ky08]. The C2 channel model is described
in [K+07]. It is evident that the switching condition can change several
times per second: this requires a very fast adaptive stack able to switch
from diversity to spatial multiplexing schemes with very low delay and
hysteresis.
The switching condition CSW is calculated considering the minimum
distance among symbol in M-QAM modulation, [Pro95], which is:
d2min,M =
12
2M − 1 (2.21)
Evaluating for M=2 (4-QAM) and M=4 (16-QAM), the following is ob-
tained:
Csw ≤
√
d2min,2
d2min,4
=
√
4
4/5
=
√
5 (2.22)
If CSW ≥ KD, the SM can be used, or, equivalently, SM can be used if the
condition number is lower than
√
5.
‖The ”standard” condition number can be calculated as: ‖H‖ ∥∥H−1∥∥ for any order
of the matrix norms; in the case of Demmel condition number, it is calculated as:
KD = ‖H‖F
∥∥H−1∥∥
2
.
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Figure 2.6: Demmel Condition Number simulated for WINNER II channel
and SM-STBC Switching Condition as in [HP05].
2.5.2 Adaptive MIMO with upper-bounded BER
A selection of different multiantenna systems is analyzed in this section
with the aim of keeping an upper-bounded BER over a wide range of
SNRs while maximising the SE, as reported in [MMPR07]. An adaptive
selection is performed based on BER of the multiantenna schemes proposed
in the IEEE802.16e standard, also considering channel estimation issues.
Sensitivity to channel estimation is analysed using a channel estimator
operating with linear interpolation only in the frequency domain.
The channel estimator is based on pilots transmitted according to the
adjacent data-pilot permutation. Channel estimator feeds the multiantenna
receivers and provides a CSI measure to select the correct AMC profile and
MIMO scheme.
The adjacent data-pilot permutation, or AMC permutation, is imple-
mented as defined in [IEE04, IEE06]. The choice of this permutation per-
mits to modulate and code the chunks independently on the basis of CSI
measured by the MT.
In Figure 2.7 a 4× 2 system is shown. The BS receives from the MT a
control signal to operate the best selection of MIMO transmission scheme.
The return link is supposed to be delay-less and error-free. The MIMO
encoded streams are allocated on the OFDM symbols which are composed
of encoded data, pilots, left and right guard subbands and a central DC
tone. Data and pilots subcarriers are ordered according to AMC permu-
tation. More details about IEEE802.16e AMC permutation are reported
in Sec. 2.5.3. A CP is added to avoid InterSymbol Interference (ISI). The
length of CP is LCP > Θ−1 where Θ is the maximum length of the channel
impulse response.
At MT, after CP removal and FFT, pilots are extracted to obtain
channel estimation. Channel coefficients and data subcarriers are fed into
MIMO receivers. The correct receiver is selected on the basis of the indica-
tion provided by the BS in the downlink map. Channel estimator operates
a linear interpolation over the frequency domain, as detailed in section
2.5.3.
Received signal at time n for each subcarrier can be expressed as:
yn = Hnsn + nn (2.23)
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Figure 2.7: Functional blocks of the considered BS and MT
where Hn ∈ MNT×NR is the channel matrix, s = [s1, s2, s3, s4]T is trans-
mitted symbol vector and vector n is additive gaussian noise with zero
mean and variance σ2.
2.5.3 Pilot Structure and Channel Estimation
IEEE802.16 PHY layer considers different data and pilots permutations. In
PUSC and FUSC modes data positions are scrambled on the whole OFDM
symbol, thus channel state is averaged in the frequency domain and upper
layers cannot exploit heterogeneous link qualities with Dynamic Subcar-
riers Assignment. AMC permutation, instead, groups data subcarriers in
adjacent blocks with heterogeneous channel qualities.
AMC permutation allows the MAC layer to chose independent profiles
for each burst in order to match QoS and upper layers requests.
According to Sec. 2.4, in this work the 6 · 1 configuration is used which
is allocated only in the frequency domain.
Pilots are positioned in linear ascending fashion on a regular grid, as in
Figure 2.8, where three bins are shown. The processing of regular spaced
i
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grids can be performed as indicated in [MS83].
The adopted channel estimator operates a linear interpolation over the
frequency dimension to extract channel coefficients for each data subcarri-
ers, no time-domain correlation is exploited and a new channel estimation
is performed for each OFDM symbol. Channel estimation has a two-fold
role: first it feeds the equalizer with frequency domain channel coefficients
for decoding process, then provides a CSI measure helpful to select the cor-
rect AMC profile and MIMO scheme. Pilots from multiple antennas are
multiplexed; when an antenna is transmitting its pilot tone, the other three
antennas are switched off thus allowing a simple reconstruction of MIMO
channel coefficients, as visible in Fig. 2.8. Feedback to the transmitter is
herein considered delay-less and with perfect quantization.
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Figure 2.8: AMC permutation pilots position in 4×4 multi-antenna system.
The position of the pilots inside the symbol, in the case of NT = 4, is
ruled by the following equations:
Pilot Location|ant0 = 9k + 3mmod3 + 1 m even
Pilot Location|ant1 = 9k + 3 (m− 1)mod3 + 1 m even
Pilot Location|ant2 = 9k + 3mmod3 + 2 m odd
Pilot Location|ant3 = 9k + 3 (m− 1)mod3 + 2 m odd
(2.24)
where m is the time index and k is the subcarrier index.
2.5.4 Performance Analysis
Computer simulation results for the different STBC, LSTBC and SM
schemes considered in the IEEE802.16e standard are presented. An spa-
tially white MIMO Rayleigh fading channel with iid coefficients is consid-
ered. The simulated system selects a MIMO transmitting scheme accord-
ingly to the estimated SNR. The communication is in Point to Point (PtP)
from the BS to the MT.
Simulation parameters have been chosen accordingly to IEEE 802.16e
standard. Tab. 2.2 reports the main parameters used in simulation.
Channel is modelled accordingly to ITU Pedestrian channel A, as in Tab. 2.3.
The transmission modes available (as described in the previous sections of
this chapter) are summarised in Tab. 2.4, and consist in all the combina-
tion of the three scheme with the three order of the QAM modulations.
The diversity d and spatial r gains of the schemes are reported.
In Figure 2.9, the Alamouti scheme with NR = 2 and the hybrid LSTBC
scheme with NT = 4 and NR = 2 are compared. Both schemes obtain
the same bandwidth efficiency of 4 bit/s/Hz. In the LSTBC, the loss of
orthogonality is paid with a reduction of Eb/No values, at fixed BER, due
to interference from spatially multiplexed Alamouti blocks. The Eb/N0
i
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Parameter Value
OFDM useful time 89.6 µs
CP time 11.2 µs
CP Ratio 1/8
FFT size 1024
Subcarrier frequency spacing 11.16071429 kHz
Guard subcarriers 159
Used subcarriers 865
Data subcarriers 768
Pilot subcarriers 96
Frame duration 2µs
Per frame OFDM symbols 19 (1 preamble)
Table 2.2: Upper-Bounded BER MIMO switching parameters.
Delay Gain
0 ns 0 dB
110 ns -9.7 dB
190 ns -19.2 dB
410 ns -22.8 dB
Table 2.3: PDP for ITU Pedestrian Type A Multipath Channel
Parameter Value
MIMO
modes
Mod d r Ant. SE
bit/s/Hz
A 4 QAM 4 1 2× 2 2
A 16 QAM 4 1 2× 2 4
A 64 QAM 4 1 2× 2 6
B 4 QAM 2 2 4× 2 4
B 16 QAM 2 2 4× 2 8
B 64 QAM 2 2 4× 2 12
C 4 QAM 1 2 2× 2 4
C 16 QAM 1 2 2× 2 8
C 64 QAM 1 2 2× 2 12
Table 2.4: Upper-bounded BER MIMO switching – MIMO transmission
modes.
degradation is around 2 dB in the range from 2 to 12 dB. Despite of this
performance loss, this scheme allows to allocate multiple user on the same
time-frequency resource∗∗.
A first adaptive system has been simulated with the constrain of a
minimum spatial gain of 2 which realises a selection of the adopted MIMO
architectures allowing an increase in bandwidth efficiency. The scheme
which provides a diversity gain of 2 are LSTBC and SM. The selection is
performed in order to maintain the uncoded BER within the operational
∗∗Multi-User spatial multiplexing will be the key of the MIMO-ARQ protocol pro-
posed in Chapter 4.
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Figure 2.9: Alamouti and hybrid STC schemes comparison at low Eb/N0.
range of 8 · 10−4 < BER < 10−2, as in Fig. 2.10. The adaptive scheme
aims at the highest spectral efficiency and will not use LSTBC. In the high
SNR range, a SE of 8bit/s/Hz is achieved; at 8.3dB the system doubles
efficiency, from 4 to 8 bit/s/Hz
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Figure 2.10: BER over SNR (dB) of a constrained Adaptive system with
Multiplexing Gain of 2, ITU Vehicular Channel A.
If no diversity constrains are applied and the unique adaptation criterion
is the maximisation of the system SE with a constrained BER, LSTBC
will not be chosen. This situation is illustrated in the following results
which report uncoded bit error rates for Alamouti and SM MIMO schemes.
Modulations used are 4− 16− 64 QAM .
Figs.2.11-2.12 show uncoded BER for Alamouti 2x2 and VBLAST 2x2
schemes with respect to the SNR. The SE is reported. The target BER is
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set to 0.01.
As shown in Fig.2.11, it is evident that in the case of flat fading channel,
diversity schemes are chosen for any order of QAM modulation before
resorting to spatially multiplexed transmissions and VBLAST 4QAM is
never used. VBLAST SM has very poor performance at low SNR since
the scheme needs a multipath environment to ensure multiple independent
paths from the transmitter to the receiver. If a non-selective channel is
encountered, the BLAST receiver tends to propagate errors in the decoding
stages, leading to high bit error rates.
In the case of ITU multipath channel, Fig. 2.12, BER performance of
16-QAM Alamouti and 4-QAM VBLAST schemes (same SE) are equal.
In this specific case, that ranges from 6 dB to 10 dB, the selection may
depend on other requirements, such as multi-user allocation on the same
radio resource or independent ARQ acknowledgements, as later illustrated
in Chap. 4.
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Figure 2.11: Adaptive MIMO Link Adaptation for upper-bounded BER,
Flat Fading Rayleigh Channel.
A general remark is to use SM for higher data throughput at high SNR
regions as long as the BER is below a desired threshold. When the channel
quality is detected to be poorer, data transmission should be switched to
exploit spatial diversity so that the reliability can be increased at low SNR
regions: operative SNR thresholds need to be determined to switch among
AMC/MIMO schemes.
However, when high throughput is requested and the channel quality is
sufficient to support it with a specified BER, data transmission can switch
on SMschemes with high order modulations increasing the overall data
rate.
Throughput graphs have been also produced. In Figure 2.13, the through-
put for an upper-bounded BER of 0.01 is shown in the case of ideal channel
estimation. As expected, it can be seen that LSTBC has always a lower
throughput respect to the equal efficiency (doubled modulation order) of
the Alamouti scheme due to the imperfect orthogonality of the code. Be-
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Figure 2.12: Adaptive MIMO Link Adaptation for upper-bounded BER,
ITU Veh channel A.
tween 16-QAM Alamouti and 4-QAM LSTBC, there is around a 2 dB loss
and more then 1 dB between 64-QAM Alamouti and 16-QAM LSTBC.
The VBLAST schemes start having an acceptable performance at higher
SNRs reaching the target BER for 64-QAM only at around 23 dB.
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Figure 2.13: Throughput for ideal channel estimation for a BERmax =
0.01.
In Figure 2.14, the throughput of Alamouti and VBLAST schemes is
compared in the case of a channel estimators operating as detailed in
Sec. 2.5.3. The reference channel is ITU multipath channel (specified in
Tab. 2.3 with a MT velocity set at 5 Km/h. Coloured (red and green)
curves report Alamouti scheme performance, while black curves are re-
i
i
“PhD” — 2010/1/7 — 11:19 — page 36 — #60 i
i
i
i
i
i
36 CHAPTER 2. PHY: MIMO PROCESSING GAIN
lated to the SM scheme. It can be noted that the channel estimation needs
to be accurate in order to have good throughput performance. The simple
interpolator in the frequency domain seems to be too far not enough robust
to support the MIMO schemes analysed; the 4-QAM Alamouti scheme has
around 4 dB loss. At 16-QAM the dB loss is around 7 dB.
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Figure 2.14: Influence of channel estimation over throughput for Alamouti
and Spatial Multiplexing schemes.
Based on their characteristics, the MIMO schemes adopted in IEEE
802.16e standard are selected in order to maximise the system capacity
while having a BER under a fixed threshold. If no constrains are posed
on the minimum multiplexing gain, the system maximises the throughput.
The system is proven to obtain a constrained BER over a wide SNR range.
The sensitivity of MIMO schemes regarding channel estimation has also
been reported for a linear estimator in the frequency domain.
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2.6 Dynamic Space-Time-Frequency Block Codes
OFDMA and MIMO are the key technologies for the Radio Access Technology
(RAT) in 4G networks. They are so suitable to be applied together that the
keyword MIMO-OFDM has been around in these last years as if their re-
spective advantages were naturally born to inter-work together. A panorama
over the challenges and technical solutions proposed in the field of MIMO-
OFDM can be found in [SBM+04].
In OFDMA, the division of the wide-band channel in several subcar-
riers allows to allocate data in time and/or frequency domains with the
opportunity for optimisation of STBCs. The three dimensions of time,
frequency and antennas can be exploited together for allocation of Space
Time Frequency Block Code (STFBC)s.
In the next sections, the STFBCs proposed in the literature are briefly
reviewed and then the proposed approach is described: a dynamic alloca-
tion of STBC and SFBC is studied. The method is based on a single bit
feedback and allows to counterfight the performance degradation due to
the MT mobility and channel frequency selectivity. The dynamic alloca-
tion criterion is assessed for WSSUS channels.
2.6.1 Space-Time-Frequency Block Codes (STFBC)
In order to combine the advantages of the MIMO systems and OFDM,
STFBC coded MIMO-OFDM systems have been designed in which cod-
ing is done across space, time and frequency to achieve maximum pos-
sible diversity gain. It has been proved that MIMO transmissions over a
frequency-selective fading channels can provide a diversity gain which is, at
maximum, the product of the number of transmit antennas, number of re-
ceive antennas and the channel length. It has been shown, in [BBP03], that
space-frequency-only coded OFDM systems cannot achieve full diversity:
coding over the three Space-Time-Frequency (STF) dimensions is needed.
In [JRSKR04] a full-diversity STFBC is proposed using the concept pro-
posed in [KR02] of Co-Ordinated Interleaved Orthogonal Designs (COID).
Three dimension coding has very complex implementation and simpler STF
solutions have been proposed in literature.
In [LXG02], constellation precoding and Space-Time (ST) are used. The
OFDM subcarriers frequency decorrelation can be exploited in order to
preserve (and enhance) the diversity when the channel spatial correlation
is high (thus the channel matrix rank is low). This can be accomplished
using subcarriers grouping as in [MWW02, LXG02] or multiple channel
fading blocks as proposed in [ZXC07]. In [MWW02] the diversity is im-
proved with subcarrier grouping: subcarriers with independent fading are
chosen achieving the highest frequency separation via a specific subcarriers
permutation. A permutation is needed since the subcarrier frequency sep-
aration ∆F is designed in order to have high correlation among adjacent
subcarriers, for channel estimation purposes, [vNP00].
Designs in [LXG02] and in [KR02] are no rate-one orthogonal design for
more than two transmit antennas. A rate-one STFBC for four transmit
antenna MIMO-OFDM systems with double symbol decoding is presented
in [GR05].
The solution proposed here,[MPDP09], relies on a single bit feedback for
choosing between STBC and SFBC. The dynamic allocation in OFDM can
be exploited to optimise the reception of MIMO streams for mobile MTs.
The effect of the frequency selectivity and time variation of the wireless
channel over STBCs in an OFDM system for a mobile MT is studied.
i
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In order to mitigate the influence of the channel variability, a dynamic
allocation over the time-frequency OFDM grid is proposed. The criterion
for dynamic allocation direction is derived for a WSSUS channel.
It is shown that medium to high velocity terminals (50-300 Km/h) have
comparable correlation coefficients along time and frequency directions and
results show that mobile users can greatly improve BER performance with
dynamically allocated STFBC symbols. The SEP gain is analytically de-
rived and computer simulations are provided for ITU Vehicular channel for
a DL connection in a IEEE802.16e system.
When the MTs are mobile, the channel has high variability. The move-
ment of the MT causes variations in the frequency domain due to varying
multipath delay spread and in the time domain due to the Doppler effect.
The time variability is worsen in the higher spectrum bands††.
A dynamic allocation of the STBC data symbols along the time or fre-
quency direction with a single-bit feedback is proposed aiming to maximise
the correlation between successive STBC symbols. It is shown that STBCs
can maintain the diversity if dynamically allocated. The effect of the chan-
nel multipath fading and Doppler spectra over STBCs in an OFDM system
is evaluated. The dynamic allocation of STBC proposed has low impact on
the legacy OFDM systems already developed and can enhance upper-layer
performance leveraging the throughput at the interface between PHY and
MAC layer, [MMAP08].
Based on WSSUS channel model [Bel63], the correlation coefficients
are derived among subcarriers – ρf (∆f) – and between different signalling
times – ρt(∆t). The correlation coefficients are used to analytically cal-
culate the SEP expression for the Alamouti-coded symbols for any order
QAM modulations. The STBC symbols are allocated based on whether
correlation coefficient is the highest between ρt and ρf , tracking the vari-
ation in channel Power Delay Profile (PDP) and Doppler variations. An-
tennas are considered uncorrelated both at the MT and at the BS.
In Section 2.6.2 the OFDM system model is explained. In Section 2.6.3,
the channel model is presented: correlation coefficients along time and
frequency domains are derived based on PDP and terminal velocity. After,
in Section 2.6.4, the method for calculating closed-form SEP for correlated
channel is reported for the case of Alamouti scheme using the MGF of
the channel fading statistic. The averageSEP calculation based on MGF
is reported in details in App. A. The proposed dynamic allocation with
feedback is presented in Section 2.6.5 and then results are shown in terms
of BER gains.
2.6.2 System Model
OFDM is an excellent transmission technique for broadband wireless links
since it divides the frequency-selective (time-dispersive) channel into a
number of narrow subchannels that can be considered as flat-fading via
an easy implementation with DFT. In OFDMA systems, the data to be
transmitted is organised in frames which can be represented as a grid or
a matrix with Ndata ×Nofdm entries, [vNP00], where Ndata is the number
of data subcarrier per OFDM symbol and Nofdm is the number of OFDM
symbols in one frame.
The number of data subchannels, Ndata in which the spectrum is di-
vided depends on the number of the IDFT/DFT points Nfft. The number
††In order to have large bandwidths, next generation systems will need to exploit
higher bands thus worsening the Doppler effect which is directly proportional to the
carrier frequency.
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of IDFT/DFT points are usually bounded to the powers of 2 for easy im-
plementation with the radix-2 and radix-4 algorithms, [DR97].
The total IDFT/DFT points are equal to sum of data subcarriers plus
guards and pilots: Nfft = Ndata + Nguards + Npilots + 1 where 1 is the
central DC tone.
If we consider a system with NT transmitting, NT frames are composed,
one for each antenna. The available subcarriers for data transmission are
less then the total number of DFT points because part of the tones are
used for guard intervals and then set to zero and some of them are as-
signed to pilots or training sequence transmission. The collection of all
the subcarriers along frequency is called an OFDM symbol. Tofdm, time
duration of the OFDM symbol, is related to the inverse of the frequency
subcarrier separation, ∆F . Tofdm and ∆F are defined in the first phase
of the system design [vNP00]. The OFDM symbol duration Tofdm and
the subcarrier spacing in frequency ∆F are fundamental for calculating
the STBC BER performance since they represent the minimum distance,
thus maximum channel correlation, that the symbols can experience once
allocated on the OFDMA grid, [vNP00].
Fig. 2.15 shows a diagram of a MIMO-OFDM system with a generic
STBC encoder. The symbols from the source are first modulated and
then enter the STBC encoder. The number of the outputs of the encoder
is equal to NT , the number of transmitting antennas. For each of these
output, a mapping function places the coded symbols on the frame based
on a single-bit feedback from the MT.
Source
Modulator
f
t
f
t
Dyn. Allocation
Ant #1 IDFT/RF
f
t
f
t
IDFT/RF
...
......
C
m
a t
r i x
...
STBC
encoder Dyn. Allocation
Ant #m
Figure 2.15: MIMO-OFDM system model with STBC encoder.
2.6.3 The Time-Frequency Correlation in the Frequency Domain
A model of the correlation coefficients ρt and ρf between subcarriers both
along time and frequency direction respectively is needed in order to asset a
generalised criterion to decide in which direction the STBC symbols should
be allocated. In Sec. 2.6.4, the SEP of the Alamouti scheme is computed for
different correlation coefficients which are obtained based on the derivation
of this section.
Almost in all the practical cases, the radio channel behaviour can be
effectively described as a Linear Time Variant (LTV) system. Stemming
i
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from the nomenclature used in [Bel63], where a set of dual frequency-
time functions were defined for LTV systems, the performance of diversity
schemes based on the spaced-frequency, spaced-time correlation function:
φH(∆t,∆f) is studied.
In a multipath channel the time-variant channel impulse response h(t, τ)
can be expressed as a sum of various paths:
h(τ, t) =
∑
i
βi(t)e
−jθi(t)δ(τ − τi(t)) (2.25)
where the index i represent the propagation paths, βi(t) are the time vary-
ing path gains and θi(t) are the path phases. Each path is delayed, respect
to a first reference path, of τi(t).
From the time-variant channel impulse response, h(t, τ), the time-variant
channel transfer function in the Frequency Domain (FD), H(f, t), can be
expressed via a the Fourier transform as:
H(f, t) = F{h(τ, t)} =
∫ +∞
−∞
h(τ, t)e−j2pifτdτ =
∑
i
βi(t)e
−j(2pifτ+θi(t))
(2.26)
The baseband equivalent of the channel matrix H(i, j) (hij ∈ C) is
obtained sampling the value of H(f, t) at f = f0 + ∆F · i where f0 is the
lowest frequency subcarrier and at t = T0 + Tofdm · j. In Fig. 2.16 the
channel magnitude (||Hij ||− [dB]) of one frame in the frequency domain is
reported. The channel model is the ITU Vehicular Channel Type A with
a terminal velocity of 100 Km/h. The plot shows the channel frequency
profile and its variation over time due to MT mobility. When MIMO is
used, a two-dimensional channel transfer function is measured for each
couple of transmitting-receiving antennas.
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Figure 2.16: OFDM Transfer Function Vehicular Channel, 128 subcarriers
and 48 OFDM symbols, 150 km/h.
i
i
“PhD” — 2010/1/7 — 11:19 — page 41 — #65 i
i
i
i
i
i
2.6. DYNAMIC STFBC 41
The general channel correlation function in the FD is:
φH(f1, f2, t1, t2) = E{H†(f1, t1)H(f2, t2)} (2.27)
Under the assumption that the channel is WSSUS, the correlation function
is depending only on time and frequency differences, thus (2.27) can be
written as:
φH(∆t,∆f) = E{H†(f, t)H(f + ∆f, t+ ∆t)} (2.28)
which is the spaced-frequency, spaced-time correlation function in the fre-
quency domain.
The real value of φH(∆t,∆f), sampled at multiplies of ∆F and Tofdm,
represents the correlation between various hij : φH(i, j). The correlation
along time or frequency direction on the OFDMA grid can be calculated
as:
ρf (i) = φH(0,∆f)|∆f=f0+i·∆F (2.29)
ρt(j) = φH(∆t, 0)|∆t=T0+j·Tofdm
The minimum time and frequency separations are lower bounded by the
OFDM system design parameters, respectively Tofdm and ∆F .
The functions φH(∆f) and φH(∆t) can be obtained by evaluating the
spaced-time spaced-frequency correlation function as in (2.29) by nulling
the domain which is not of interest or also by evaluating the Fourier trans-
forms of the PDP φh(τ) and of the Doppler Spectrum SH(ν) (where ν
is the Doppler shift variable) respectively. The proposed dynamic alloca-
tion can minimise the BER for the STBCs through the estimation of the
PDP and of the Doppler Spectrum. In OFDM systems, the Root Mean
Square (RMS) delay spread τrms and the Doppler frequency can be easily
estimated and are usually calculated at the receiver. Various methods have
been proposed in literature: [RB01, WLLC08, WKP01, YA08]. When only
the τrms and fd are available, an assumption about the shape of the PDP
and of the Doppler Spectrum is needed.
If an exponential decaying PDP model is assumed, the related spaced-
frequency correlation function can be expressed in function of the τrms
as:
φH(∆f) =
1
1 + j2piτrms∆f
(2.30)
The frequency correlation (ρf ) is illustrated in Fig. 2.17. The PDP is as-
sumed as in (2.30) and various correlation are reported for different channel
delay spreads τrms and subcarriers spacing ∆F .
The correlation among successive OFDM symbols on the same subcar-
rier index is related to the MT velocity and the Doppler Spectrum shape.
The Doppler spectrum shape depends on the geometrical assumption made
on the directions of the multipath signals impinging on the receiving an-
tenna. The most common model assumed is the Jakes model [DBC93]
which is between the two extreme cases of two rays and uniform distribu-
tion of the arriving rays at the receiving antennas.
In Tab. 2.5, the three most common cases are reported with the respec-
tive space-time correlation functions.
The time correlation is shown for Jakes spectrum in Fig. 2.18. Figs. 2.19
and 2.20 plot the theoretic correlation among subcarriers for the other two
Doppler models. The Doppler frequencies shown are corresponding to MT
velocities of 60− 125− 250 Km/h at a carrier frequency of 6GHz. In the
case of Jakes model, when Tofdm = 100µs, the correlation coefficient ranges
from 1 to 0.8. The Jakes model represent an of average situation for the
i
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Figure 2.17: Expontential Decaying PDP - subcarriers correlation over
frequency separation for various τrms delays.
Doppler Spectra SH(ν) φH(∆t)
Jakes Model

1
pifd
1√
1−
(
f
fd
)2 , if |f | < fd
0, otherwise
J0(2pifdτ)
Two Rays
{
1
2fd
, if |f | < fd
0, otherwise
sinc(fdτ)
Uniform 1
2
[δ(f + fd) + δ(f − fd)] cos(2pifdτ)
Table 2.5: PDP models and φh(∆f) correlation function
impinging signals on the antenna that can be encountered in typical urban
scenario. However, when the MT is in a worse scenario and the channel
has principal multipath rays, meaning that energy is received at the MT
antenna concentrated from certain directions, the correlation can be much
lower then in the Jakes case. In the case of two rays model it ranges from
1 to almost 0.6, as visible in Fig. 2.19. The uniform model is providing the
highest correlation values but represents the ideal situation of a very high
scattering channel where the antenna at the MT sees signals coming from
all the direction in the space. Further, high scattering channels are usually
encountered indoor which is not the typical environments for medium and
high velocity MTs.
Comparing the values of ρt and ρf from Figs. 2.17- 2.18, we note that
the correlation coefficient can be lower in the time or frequency domain,
depending on the relative ratio of terminal velocity and delay spread. Thus,
the BER performance of STBCs can be enhanced if a dynamic allocation
direction is implemented as shown in Sec. 2.6.5.
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Figure 2.18: Jakes model - subcarriers correlation over time for various
Doppler frequencies.
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Figure 2.19: Two Rays model - subcarriers correlation over time for various
Doppler frequencies.
2.6.4 Diversity Schemes in Uncorrelated Channels
A space-time block code is defined by a coding matrix which maps con-
stellation symbols over the NT transmitting antennas in successive T time
slots. The coding matrix A has to be orthogonal since a non-orthogonal
A will result in ISI interference at the receiver, as explained in Sec. 2.2.1.
Matrix A ∈ RL×NT maps L × NT data symbols over successive L time
slots over the transmitting antennas. The decoding process for the ST
codes is simple and it is based on linear combination of the transmitted
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Figure 2.20: Uniform model - subcarriers correlation over time for various
Doppler frequencies.
signals from each of the NT transmitting antennas.
The first and simplest STBC was proposed in [Ala98], where NT = 2
both for the case of NR = 1 and NR = 2. The coding matrix A can be
written as, see Sec. 2.2.1:
A =
[
s1 s2
−s∗2 s∗1
]
(2.31)
STBCs assume that the channel remains constant during the time duration
of the code (L signalling time slots). Alamouti code requires that the chan-
nel is constant over 2 signalling period. The constant channel assumption
is easily not verified particularly in quick time variant channels.
When channel coefficients are not correlated (ρ < 1), the BER perfor-
mance of the STBCs is influenced by the correlation coefficients between
two consecutive symbols: ρf if symbols are allocated along frequency, ρt
otherwise.
The SEP performance for the Alamouti transmit diversity scheme with a
time-varying channel has been derived for narrow-band partially correlated
Rayleigh channels for BPSK, in [VLB04]. We can express the channel
coefficients accounting for the correlation as:
h11 = ρh
2
1 +
√
1− ρ21 (2.32)
h22 = ρh
1
2 +
√
1− ρ22 (2.33)
where hij is the complex channel coefficient, j is the transmitting antenna
and i is the time slot of the Alamouti block, i|j ∈ {1, 2}. The random
variables i are distributed with Rayleigh distribution, as the channel co-
efficients. If the correlation ρ = 1, the transmit diversity scheme is not
suffering any performance losses. The other extreme case is represented
by ρ = 0, when no correlation exists between two successive channel coef-
ficients.
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When ρ is comprised between these two extremes, the SEP for a Zero
Forcing (ZF) detector can be expressed based on the SNR distribution at
the output of the STBC combiner. In [VLB04], the closed-form SEP for
BPSK has been derived; in [MPDP09], the closed-form SEP is derived for
any order QAM modulation, more details about the calculations can be
found in App. A.
If the channel coefficient hij are assumed to be Rayleigh distributed, the
SNR distribution at the output of the receiver is:
pγ(γ) =
2(1− ρ2)
γ
e−2γ/γ + 4ρ2
γ
γ
e−2γ/γ (2.34)
To obtain the averaged SEP over the fading channel, the SEP condi-
tioned on the instantaneous SNR needs to be integrated over the SNR
distribution.
SEPM (γ) =
∫ ∞
0
SEP (M,γ)pγ(γ)dγ (2.35)
where γ is the average SNR. Following the approach in [SA05], the SEP
for coherent detection of Alamouti symbol with QAM modulation of any
order is derived as:
SEPM (γ) = 4KI
(1)(a(M), γ)− 4K2I(2)(a(M), γ) (2.36)
where K = (
√
M − 1)/√M , M is the modulation order and
a(M) =
√
(3log2(M)/(M − 1))
I(1)(a(M), γ) = 1/pi
∫ pi/2
0
Mγ(−s(θ))dθ
I(2)(a(M), γ) = 1/pi
∫ pi/4
0
Mγ(−s(θ))dθ
In the integrand functions: s = a
2
2sin2(θ)
and Mγ(s) is the Moment Gener-
ating Function (MGF) function of the SNR distribution at the output of
the ZF receiver:
Mγ(s) =
(1− ρ2)
(sγ/2 + 1)
+
ρ2
(sγ/2 + 1)2
(2.37)
In Fig. 2.21, analytical SEP curves are reported for 4-16-64 QAM mod-
ulations with correlation coefficients ρ ∈ [1, 0.9, 08]. For SNR levels above
4dB, the Alamouti scheme is very sensitive to channel variability and the
performance is highly degraded. For a 4-QAM modulation at SNR =
20dB, the SEP shifts from around 10−4 to more then 3 · 10−3.
2.6.5 Performance Analysis
In the previous Sec. 2.6.3 we have analysed the correlation coefficient along
time and frequency allocation direction based on the spaced-time, spaced-
frequency correlation function in the frequency domain for a WSSUS chan-
nel. Then, based on general correlation ρ, SEP has been expressed in
closed-form for the Alamouti scheme in Sec. 2.6.4.
In this section we propose the adaptive allocation on the OFDM grid
based on the estimated delay spread τrms and Doppler frequency fd. In
Tab. 2.6 we report the OFDM system settings, referring to the standard
IEEE802.16e.
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Figure 2.21: Symbol Error Probability for Alamouti scheme for 4-16-64
QAM modulations over narrow-band partially correlated Rayleigh channel.
Param. Description Value in 802.16e
cf Carrier frequency 2.5 GHz
BW Total bandwidth 10 MHz
Nfft Number of FFT points 1024
∆F Subcarrier spacing 10.9375 kHz
Tofdm OFDM symbol duration
without CP
91.43 us
CP Cyclic prefix length 1/8 Tofdm
TCPofdm symbol duration with CP 102.86 us
F Frame length 5 ms
N Number of OFDM symbols
in frame
47
Table 2.6: STFBC: system parameters.
The proposed system is illustrated in Fig. 2.22. The system calculates
ρt and ρf . Then it decides the allocation direction where the correlation
is higher. These two coefficients can be exactly calculated if the PDP and
the Doppler Spectrum of the channel are known. However, assumptions
can be made on the Doppler Spectrum and PDP shapes. In that case, the
system needs only to estimate the channel delay spread and the Doppler
frequency.
The computer simulations show the Symbol Error Rate (SER) perfor-
mance of the OFDM system with the Alamouti scheme in a DL connection
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Figure 2.22: The dynamic allocation direction of STBC in an OFDM sys-
tem.
to a high velocity MT moving at 150 Km/h. The results are averaged
over a simulated real-time of 10 seconds. The dynamic allocation operates
with the assumption of Jakes Doppler spectrum and Exponential decaying
PDP. The ITU vehicular channel model A has a τrms = 3.32µs. In the case
of the exponential decaying PDP, we can calculate the expected correla-
tion between adjacent subcarriers along the frequency direction obtaining
ρf = φH(∆F ) = 0.98, ∆F = 10.9375kHz.
In Fig. 2.23, we can see that the dynamic allocation direction preserves
the diversity gain of the Alamouti scheme. The time allocated STBC is
losing performance due to low correlation between symbols allocated on
the same subcarrier but on different time slots. The dynamic allocation
is able to track the best correlation and dynamically change the alloca-
tion direction of STBC. This reduces the BER and preserves the system
throughput.
Since the MT velocity is high (150 Km/h), the best correlation is over
the frequency domain (ρt < ρf ). The SER of the dynamic allocation
tends to the theoretical one calculated in closed-form with the frequency
correlation coefficient ρf = φH(∆F ). The difference between the theoreti-
cally calculated Alamouti BER performance over correlated channels and
the simulated one derives from the fact that the closed-form calculation is
valid for narrow-band transmissions. The simulation results reported are
the average of STBC transmitted symbols over all the subcarriers of the
frame and include the effect of InterCarrier Interference (ICI) coming from
Doppler shift.
In the case of receivers with very low Doppler frequencies‡‡, the sym-
bols are likely to be mainly allocated along the time direction, especially
in scenarios with high delay spreads, providing better SER performance
respect to a fixed allocation along the frequency direction.
The multipath channel has been simulated with Rayleigh statistic dis-
tribution. Other fading statistic model can be inserted in the analysis.
The presence of various degrees of Line of Sight (LoS) can be studied using
Nakagami-m fading statistics. Correlated space-time coding over corre-
lated Nakagami-m channel fading has been studied in [MA06, SL04]. The
Nakagami index m has an important role being directly related to the
channel correlation in the frequency domain.
Based on these derivations, multivariate Gamma distribution can be
used to described the SNR at the receiver thus obtaining SEP for the cor-
‡‡This can be the case of static MTs which generally show an fd of the order of
some units of Hertz, due to moving object in the radio environment.
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Figure 2.23: BER improvement for ITU Vehicular Channel model A with
MT at 150 Km/h
related STCs over Nagakami-m channel. When the fading severity factor
of the channel is decreasing (when m > 1 in the Nakagami-m channel
statistic), the channel will show a reduced frequency selectivity, raising the
correlation between adjacent subcarriers: when LoS component is suffi-
ciently high, SFBC would perform better also with medium to high speed
MTs.
2.7 Conclusions
In this chapter, MIMO has been studied aiming at PHY layer enhance-
ments. The performance gains are coming from the added degrees of free-
dom of the radio signals which can be exploited with suitable receiving
techniques. However, this approach can be fragile and the performance are
very sensitive to several physical characteristics of the channel and of the
devices, among them:
• Antenna Correlation at transmitter and receiver sides
• MIMO Channel Matrix rank
• Channel variability in STBC
While the antenna correlation has not been addressed in this chapter,
MIMO channel matrix rank and channel variability have been studied and
two solution proposed.
To react to low channel ranks, an adaptive MIMO link adaptation strat-
egy has been presented. The system spectral efficiency is maximised given
an upper-bound on the BER. Hybrid LSTBC scheme have been analysed
jointly with SM for a system constrained with a multiplexing gain of 2.
If the diversity constrain is not required, Alamouti scheme has been used
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instead of LSTBC in order not to suffer from BER degradation due to the
quasi-orthogonal LSTBC structure.
A solution with a light feedback channel has been proposed for fast chan-
nel variation in the presence of high velocity MTs via a dynamic STFBC
allocation over the OFDMA frame. The system proposed is able to adapt
the allocation direction on the OFDMA grid in order to best match to the
channel characteristics of the MT. Current standards (as IEEE802.16e) are
using fixed allocation direction and they may lose the diversity enhance-
ment of the STBC. The proposed dynamic allocation requires low modi-
fications in the air-interface design and preserves the STBC performance
which otherwise would be lost due to the MT mobility. The feedback needs
only a single-bit feedback.
The strategy has been simulated with the Alamouti scheme, without a
loss of generality. The results can be extended to a general L length STBC
where the improvements will show even greater enhancements, considering
that the assumption of quasi-static channel is more difficult to be verified
when the STBC length increases.
i
i
“PhD” — 2010/1/7 — 11:19 — page 50 — #74 i
i
i
i
i
i
i
i
“PhD” — 2010/1/7 — 11:19 — page 51 — #75 i
i
i
i
i
i
Chapter 3
MAC Layer
ARQ and DSA analysis
We know the truth, not only by
the reason, but by the heart.
Blaise Pascal
(1623-1662)
3.1 Introduction
This chapter is focused on some of the mechanisms at the MAC layer of
the IEEE802.16 stack. The 802.16 networks have three sublayers: the
security sublayer, the Link Layer Control (LLC) sublayer and the MAC
sublayer. The MAC security sublayer will not be discussed in this thesis.
However a work by the author was published in [MWP09b], where subcar-
rier permutation at PHY layer is used to encapsulate higher layers security
mechanisms providing enhanced network security.
At the LLC, the communications are organised in flows and are managed
with a connection-oriented approach, each service flow has a connection-ID.
The reference standard for LLC is the IEEE802.2, [IEE89].
The MAC sublayer manages the ARQ retransmissions and the multiple
access to the radio resource. In 802.16 the multiple access to the channel is
supported with dynamic resource allocation. Depending on the PHY layer
configuration – SC,SCa,OFDM,OFDMA – the dynamic resource allocation
follows difference approaches. In OFDMA, the DL and UL frames are di-
vided in chunks: a set of subcarriers that can be assigned to a service flow
connection. The resources are allocated both in the time and frequency do-
main via a two-dimensional partition of the OFDMA grid, which is visible
in Fig. 2.16 at page 40.
The resource assignment mechanism in OFDMA is based on statistical
multiplexing which is a multiplexing technique where the communication
channel (in this case the RF bandwidth of the cell) is partitioned into a
number of variable capacity digital channels. The resources are shared and
51
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the allocation is adapted to the instantaneous traffic demands of the service
flows that are admitted in the system. Statistical multiplexing is opposed
to the fixed multiplexing where the sharing of the resource is static, as in
TDM.
Statistical multiplexing provides a system performance gain due to the
opportunistic scheduling of the admitted service flow. This gain is called
statistical multiplexing gain and permits to achieve higher link utilisation
factor: the scarce resources of the wireless networks (namely time and
spectrum) are thus better utilised. Statistical multiplexing accounts for
QoS requirements of each service flow when calculating the priorities for the
access to the radio resources, for instance calculating the priorities based
on rate and delay measurements at the scheduler queues as in [MMAP08].
Statistical multiplexing with QoS awareness and aggressive resource ex-
ploitation is facilitated by a packet-based design. The packet segmentation
of the traffic flows permits better flexibility and network performance.
The more complicated prediction of the network load and the more com-
plex admission control mechanisms are the main drawbacks of packet-based
statistical multiplexing compared to the circuit-switched designs. In cir-
cuit switched networks, once the line has been leased for a communication,
QoS is surely met and the load is readily calculable.
In this chapter the followings will be analysed:
• MAC sublayer: PHY/MAC cross-layer optimisation for a Stop and
Wait ARQ protocol
• LLC sublayer: Dynamic Service Addition blocking analysis
The work on ARQ and DSA protocols has been carried out in collaboration
with Isabella Cerutti and Scoula Superiore Sant’Anna Pisa, Italy.
3.2 ARQ: a Cross-Layer Strategy for QoS-guaranteed Links
Future wireless networks are going to offer high transmission rates to sta-
tionary and mobile users supporting the convergence of data, voice, and
video transmissions. Such convergence imposes strict requirements on the
QoS that must be ensured to users’ transmission. The problem of ensur-
ing QoS to 4G network users is especially hard due to the high data rate
involved and the high mobility of the MTs. QoS guarantees are extremely
difficult to maintain in wireless networks, especially due to the intermittent
quality degradation that radio channel may experience. Degradations and
fluctuations of the channel quality can be caused by various impairments
and are further exacerbated by high user mobility and high data rates. In
order to achieve the requested QoS, strategies that counteract the channel
quality variations in an adaptive way are, thus, necessary.
Aggressive QoS strategies can be greatly enhanced via cross-layering de-
sign. The classical layered communication stack has been shown to be very
useful for a coordinated technological development of data networks. How-
ever, dividing the problem of communication in strictly separated layers
has reduced the overall networks efficiency. It is true that some opera-
tions of the data networks are fundamentally separated in their nature and
cannot be solved with a single approach. In this sense, physical commu-
nications (radio, optic, cable, etc.) are a widely separated research fields
from those studying networking capabilities with data flowing from multi-
ple sources to multiple destinations. However, strictly layered stack, even
if represents a good base for standardised and well-organised development,
greatly reduces the performance and the flexibility of a wireless network.
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For a good overview of the fundamental capabilities of a data network and
the limitations in the current layered stack the reader can refer to [Pop06].
An Adaptive Cross Layer (ACL) strategy, that jointly optimises the
parameters of PHY and MAC layers using queueing theory, is proposed
and applied to a mobile user communication in an IEEE802.16 wireless
network, supporting different modulations and the ARQ protocol. PHY
and MAC layer parameters are here optimally combined by ACL strategy
to meet the QoS requirements.
The evaluation of the impact of mobility on ACL strategy performance
is assessed by using an accurate channel model that accounts for fast fading
and shadowing effects. The simulation results show that the ACL strategy
outperforms non-adaptive or single-layer strategies, in terms of bandwidth
savings. The ACL strategy is able to guarantee the requested QoS in the
different mobility scenarios.
3.2.1 State of the Art on Cross-Layer ARQ
Adaptive strategies for guaranteeing QoS may exploit the various degrees
of flexibility and redundancy that are offered by the different layers of a
4G wireless network. It is well-known that the choice of the layer at which
the adaptive strategy is implemented affects the overall performance of
the wireless network. In particular, strategies implemented at the upper
layers (e.g., IP layer) could be slowly counteract the channel variations.
In addition, if different disjoint strategies are implemented at the differ-
ent layers, lower layers (e.g., PHY layer) may tend to promptly under
or over-compensate the channel quality degradation and, thus, the upper
layer may strive to achieve the QoS requirements. Therefore, the adap-
tive strategy must feature a cross-layer approach to optimally achieve the
QoS requirements and a prompt adaptivity to compensate channel quality
variations.
A number of previous works considered cross-layer strategies suitable
for 4G networks (e.g., [LZG05, WLG06]). The performance of the pro-
posed solutions has been mainly evaluated for stationary users. The effects
of slowly varying Channel Quality Indicator (CQI) on ARQ protocol are
evaluated in [AB00]. In such paper, channel state information is derived
as long-term BER. The estimation is computed on a sliding windows and
four simple adaptation algorithms are provided. These strategies can react
only after a certain number of errors, thus with a delay that is not tolerable
by real time traffic.
A more accurate channel model that accounts for CQI variations is
considered in [LWG06, RLM02, LZG05, WLG06]. The model is based on
a Finite State Markov Chain (FSMC) that alternates good and bad channel
quality states, according to simulation parameters. Transition probabilities
and state holding times are inferred from statistical measurements of the
wireless channel and lack of a proper model for the user mobility inside a
wireless network cell.
3.2.2 ACL ARQ System Model
The proposed ACL strategy jointly and promptly optimises the PHY and
MAC parameters, [CMCP08]. The objective of ACL strategy is two-fold,
i.e., to meet QoS requirements and to allocate the minimum amount of
bandwidth necessary for transmissions. The proposed adaptive strategy is
applied to a IEEE802.16e network based on an OFDM PHY layer; system
parameters are set according to [IEE04, CVM+07, vNP00]. PHY and MAC
layer of IEEE802.16 support, respectively, different modulation profiles and
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a stop and wait ARQ protocol. In the work proposed herein, they are
optimally combined by the ACL strategy. The optimisation is based on
the analytical evaluation of the QoS performance in terms of packet loss
and expected delay, derived using queueing theory.
The ACL strategy is applied to a mobile user scenario, in which the
transmission channel is affected by both fast and slow fading. The slow
fading inter-frame process is originated by the shadowing due to buildings
or obstacles, encountered along the mobile user trajectories. The perfor-
mance of the ACL strategy is evaluated assuming perfect and immediate
knowledge of CQI. Simulation results assess the adaptivity and the op-
timality of the ACL strategy under different user mobility scenarios and
quantify the impact of user mobility on QoS.
The ACL strategy is tested over the radio link between the BS and
a single MT. BS and MT communicates using IEEE 802.16 protocols
operating in point-to-multipoint mode.
IEEE 802.16 is a connection-oriented protocol and transmissions are
time-division multiplexed. In each time frame, the BS schedules the trans-
missions and indicates the DL and UL bandwidth allocation in a map along
with the PHY layer parameters. Data packets, i.e., MAC Protocol Data
Unit (PDU), are transmitted during the scheduled time allocation.
Without loss of generality, a single connection, referred to as ”service
flow”, is established on the radio link from BS to MT. The following
assumptions are made on the derivation of the cross-layer optimisation
scheme.
For further details regarding IEEE802.16 packet processing refer to
Chap. 5 at page 115.
It is assumed that the transmitted power at BS is kept constant. The
BS has the perfect and immediate knowledge of the CQI. The service flow is
an Unsolicited Grant Service (UGS) type. The PDU packets of UGS have
fixed size and are assumed to be periodically issued (e.g., UGS supporting
voice traffic streams). Issued PDUs are stored in a buffer with unlimited
capacity. In each time frame, the bandwidth required for PDU transmission
is dynamically and optimally allocated upon ACL strategy computation.
3.2.3 Adaptive Cross Layer (ACL) Strategy
The main objective of the cross-layer optimisation is to minimise the amount
of bandwidth necessary for transmitting the service flow PDUs, while en-
suring the requested QoS. The bandwidth required to transmit a single
PDU is defined as the bandwidth (e.g., allocated time) for the first time
transmission of the PDU and for the subsequent retransmission of the same
PDU, until either the PDU is successfully received or the maximum number
of retransmissions is reached.
QoS requirements include maximum PDU loss rate, Lmax, and may
include a set of other QoS requirements (such as delay and jitter); the QoS
set is indicated with Q.
To minimise the bandwidth while ensuring QoS requirements, the PHY
and MAC layer parameters are optimally and jointly decided. The PHY
layer parameters (e.g., modulation order, code type, and rate) allows to de-
fine the PHY profile to select. The MAC layer parameters include whether
ARQ protocol is required, and if so the maximum number of times, K, the
transmission of the same PDU should be attempted, before dropping the
PDU.
Let S be the set containing the SE of each PHY profile. Let λ be the
expected arrival rate of PDUs. Let Pi be the expected probability that a
fixed-size PDU, transmitted using PHY profile i, is received incorrectly, for
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a given CQI measured at the PHY layer. The expected Pi can be calculated
measuring the channel status and using look-up table when complex MCS
are used and no closed-form expressions are available.
Under the assumption of unlimited buffer capacity, PDU losses occur
only when the maximum number of transmission attempts (i.e., K) is
reached. Thus, let f(Lmax, Pi) be the function that optimally selects the
MAC parameter K to meet Lmax values. Also, assume to know the set of
functions gj(K,λ, Pi) that evaluate each QoS metric j.
The cross-layer optimisation works as follows. The various PHY profiles
are considered, starting from those at maximum spectral efficiency; a set of
physical layer profile with the same SEs (which is the maximum possible)
is found as:
ξ = max
i
S[i] (3.1)
Among the PHY profiles having the same spectral efficiency, the PHY
profile at minimum PDU error rate is selected:
ρ = min
i:S[i]=ξ
Pi (3.2)
Then, the optimal number of transmission attempts, Kopt, for the given
value of ρ and Lmax can be derived as:
Kopt = f(Lmax, ρ) (3.3)
If constraint gj(Kopt, λ, ρ) < Q[j] holds for each QoS metric j, then
the optimum MAC parameter Kopt and PHY profile sopt = s are found.
Otherwise, the QoS for the other PHY burst options at the same spectral
efficiency ξ (if any) is evaluated. If QoS is not met, the other PHY profile
options at decreasing SEs are evaluated.
Such cross-layer strategy is performed each time the CQI deviates sig-
nificantly. A flow-chart of the strategy is sketched in Fig. 3.1. Notice that
the PHY profile at maximum spectral efficiency is selected when QoS re-
quirements are met. Also, for the same spectral efficiency, PHY profile
with the best performance in terms of PDU error rate is selected.
A derivation of functions f(.) and gj(.) is presented next.
The above presented ACL strategy is applied to the case in which the
QoS requirements are given in terms of maximum PDU loss rate, Lmax,
and expected PDU delay, Dmax. The estimation of PDU loss rate, L, and
the expected PDU delay, D, are analytically derived in this section using
a queueing model based on the following assumptions.
Realisation of the statistical process representing the BS-MT channel
behaviour during a time frame are assumed to be independent on a time
frame basis, i.e., fast fading is assumed to be block fading. BS can schedule
a single PDU per time frame. Fragmentation or packing of PDU is not
considered. ARQ acknowledgements are promptly received. Therefore,
the ARQ protocol is based on stop-and-wait mechanism, with up to K
transmissions of the same PDU, as shown in Fig. 3.2.
Under the above mentioned assumptions, the performance of stop-and-
wait protocol can be evaluated using a discrete time queueing model with
Bernoulli arrivals at rate λ. Traffic model is Poisson distribution which is
well-accepted for modelling voice calls and UGS service flows∗. Let X be
the expected service time; with Bernoulli arrival rates, first moment (X)
and second moment (X2) of X are as follows:
∗More accurate traffic models can be used for (non)real-time traffic: they may
affect Admission Control (AC) blocking,but not the signalling blocking or delay.
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Figure 3.1: ARQ Cross-layer optimisation algorithm.
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Figure 3.2: Considered Stop-and-Wait ARQ protocol.
X = Tf
( K∑
h=1
hPh−1i (1−Pi) +K · PKi
)
(3.4)
= Tf
( (1− PK+1i )
(1− P ) − (K + 1)P
K
i
)
+ Tf ·K · PKi ,
X2 =
( K∑
h=1
h2Ph−1i (1−Pi) +K2 · PKi
)
=
( (1+Pi−PKi (K+1)2 + PK+1(2K2 + 2K−1)
(1− P )2
+
PK+2i · (−K2))
(1− P )2
)
T 2f + T
2
f ·K · PKi , (3.5)
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where Tf is the time frame duration.
The expected delay experienced by correctly received PDUs is given by
the expected time spent in the buffer (Dw) and the expected time spent
for retransmissions (i.e., X). The expected value of the first term, Dw, is
derived using P-K formula [Kle75]
Dw =
λ(X2 −X)
2(1− λX) , D = Dw +
X −K · L
1− L . (3.6)
PDU loss rate is given by PKi,n. In order to meet the PDU loss rate
requirement, it is possible to derive:
f(Lmax, Pi) =
⌈
logLmax
logPi
⌉
, (3.7)
and find Kopt as indicated in (3.3). Notice that such value of Kopt is the
minimum value that allows to meet PDU loss rate requirement. Therefore,
the bandwidth required to transmit a PDU is minimal. The QoS metric
function concerning the expected delay is gj(Kopt, λ, Pi) = D, as in (3.6).
Finally, the expected amount of bandwidth necessary in each time frame
for supporting the service flow is equal to λ·X times the bandwidth required
for transmitting one PDU.
3.2.4 Performance Analysis
In this section, after a detailed description of the channel model for mo-
bile users and of the system parameters is provided. The performance
of the proposed ACL strategy is evaluated in different mobility scenar-
ios. The ACL strategy is compared against two strategies. The first, a
single-layer (SL) strategy, optimises the MAC parameters only, according
to the updated CQI, when PHY parameters are fixed and given. A second
a cross-layer (CL) strategy, that is not aware of CQI variations over time,
optimises jointly PHY and MAC parameters, according to the average av-
erage channel quality (i.e., SNR).
The channel model accounts for mobility. The MT is assumed to move
inside a network cell, along a circular path centred at the BS. The chan-
nel model for the MT is based on ITU Vehicular type A model [SMF05].
MT mobility induces shadowing effects, that make the received average
signal-to-noise, Γ, fluctuate according to a log-normal distribution. Path
loss variations are neglected in this work as the changes are slower than
shadowing, especially in urban mobility scenario. The ACL strategy which
is able to react to the shadowing, can easily adjust the MCS to the slower
variations of the link budget due to the long term variations of the path
loss.
For comparison purposes, a frequency flat fading model (LoS transmis-
sions without Doppler effects) is considered. In the LoS case, power of
the delayed multipath replicas is very low and no frequency selectivity is
appreciated.
System Parameters
The performance of the proposed cross-layer approach is evaluated for an
OFDM-based PHY layer, according to the parameters indicated in Ta-
ble 3.1. Parameters are defined according to IEEE 802.16 [IEE04] stan-
dard. PHY profiles consist of three different types of modulation, i.e.,
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4-QAM, 16-QAM, and 64-QAM, applied to uncoded data. Carrier fre-
quency is centered at 3.5 GHz and the wavelength is 8.6 cm. MT speed
is 50 Km/h, which leads to a Doppler frequency of about 160 Hz for the
specified carrier frequency. Shadowing is supposed to have a spatial co-
herence of 20 wavelengths. For the considered MT speed and time frame
duration, shadowing causes a log-normal Γ deviation every 120 ms or 24
time frames, [GGF94, Gud91]. It is assumed that only 2 dB variations of
Γ are detected (i.e., the log-normal distribution is quantized with a mini-
mum step of 2 dB step over a given Γ range). The standard deviation of
Γ depends on the mobility scenario. Shadowing parameters for the differ-
ent mobility scenarios are selected according to [FWC+06] and reported in
Table 3.2.
Upon detection of a channel quality variation, BS promptly performs
the cross-layer optimisation, presented in Sec. 3.2.3, and schedules PDU
transmissions according to the computed MAC and PHY parameters. Size
of PDU packets, including MAC header and CRC, is fixed to 288 bytes,
i.e., 1 (2 or 3) OFDM symbol(s) at 64-QAM (16 or 4 QAM).
Parameter Value
Data subcarriers 384
FFT size 512
Subcarrier freq. separation 31.25 KHz
OFDM symbols in frame 48
Frame duration (Tf ) 5 ms
Symbol duration 102.86 µs
Useful Symbol duration 91.43 µs
Cyclic Prefix Ratio 1/8
Table 3.1: ARQ ACL strategy, system parameters.
Numerical Results
In the simulation results, unless otherwise indicated, the ITU vehicular A
channel model with log-normal deviation σ = 2.3 dB and Γ range in [26-40]
dB is used. Unless otherwise stated, the QoS requirements to be met for
any value of Γ are: Lmax = 10
−4 and Dmax = 25 ms. PDU arrival rate
is λ = 0.1 PDUs per time frame. In the simulation, retransmissions of the
same PDU use the same MAC and PHY parameters computed for the first
transmission.
Fig. 3.3 plots the percentage of bandwidth saved for transmitting PDUs
of a single service flow (with QoS requirements) when bandwidth is dy-
namically allocated, instead of a fixed bandwidth allocation of 3 OFDM
symbols per time frame. Dynamic bandwidth allocation is achieved using
ACL strategy or an adaptive MAC (SL) strategy that optimises MAC pa-
rameter K for a given modulation. Results are shown for different values
of Γ, when σ = 0. In the figure, the curves are obtained using the queueing
model, while the points with the error bars indicate the simulation results.
Notice that at low values of Γ the modulations at higher spectral efficiency
are unable to meet QoS requirements. The plot in Fig. 3.3 shows the per-
fect matching between theoretical results and simulation results and the
optimality of ACL approach. Moreover, the results quantify the bandwidth
savings achieved by strategies with dynamic bandwidth allocation. Also,
the results clearly indicate the best performance of the cross-layer strategy
(i.e., ACL) with respect to a single-layer strategy (i.e., SL) in terms of both
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Scenario Log-normal σ
Urban Micro Cell 2.3 dB
LOS fixed station 3.4 dB
Urban Macro Cell 8.0 dB
Indoor small office 12 dB
Table 3.2: ARQ ACL strategy, mobility scenarios.
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Figure 3.3: ITU vehicular A channel: percentage of bandwidth saving vs.
Γ, for ACL and SL strategies, σ = 0 (no shadowing).
bandwidth savings (for a given Γ) and wider Γ range over which QoS can
be guaranteed.
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Fig. 3.4 plots the overall number of OFDM symbols used for PDU trans-
missions versus the time, when the ACL strategy (σ = 2.3 dB and σ = 12
dB) and when a (non-adaptive) cross-layer (CL) strategy (σ = 2.3 dB) is
used. The CL strategy optimises both the PHY and MAC layer param-
eters for a mean Γ value (i.e., Γ = 33 dB) at the MT, without tracking
the shadowing variations. The gap between the curves of ACL and CL
strategy indicates the amount of bandwidth (in number of OFDM sym-
bols) saved thanks to the adaptive approach. For higher values of σ (e.g.,
user in office), a higher amount of bandwidth is required, because there
is a higher probability that the channel quality degrades and thus lower
spectral efficiency modulations must be selected.
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Figure 3.5: ITU vehicular A channel: D vs. time, for different QoS require-
ments of Dmax, Lmax = 10
−4.
Fig. 3.5 plots the expected delay, D, computed from time instant at 0
s, versus time, for different requirements of Dmax. Results show that the
QoS is met even for the most stringent Dmax requirements and that D is
not significantly affected by channel quality fluctuations. The gap between
D and Dmax indicates that it is possible to propose other ACL strategies
that trade the delay for PDU loss rate (i.e., by increasing the value of K).
However, such strategies may require a larger bandwidth utilisation with
respect to the proposed one.
It is interesting to compare the performance of Fig. 3.5 against the
value of D achieved in a flat fading channel, as shown in Fig. 3.6. The
comparison shows that user terminal mobility cause wider fluctuations in
the MAC layer performance. Note that the performance of flat fading
channel are achieved on a wider Γ range (i.e, 12-40 dB) and for a log-normal
distribution centered at 26 dB, due to the very low channel frequency
selectivity.
Fig. 3.7 plots D versus time, for different mobility scenarios, i.e., for
different values of σ. Although, the value of D tends to stabilize in an
interval of few ms, it is interesting to notice that a channel with high
Γ variance, due to shadowing, leads to better performance in terms of
expected delay. This counter-intuitive result is due to the combination of
shadowing effects and ACL strategy performance.
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Figure 3.7: ITU vehicular A channel: D vs. time, for different values of σ.
Fig. 3.8 plots D versus time, for different service flow bandwidth require-
ments, i.e., for different values of λ, when Lmax = 0.001. The increase of
λ leads to an increase of D, making it difficult to ensure requested QoS.
For values of λ > 1.5 PDU per time frame, QoS requirements cannot be
guarantee anymore on the Γ range. In such case, Γ range on which QoS
should be guaranteed, service flow bandwidth (e.g., to allow more than one
PDU transmission per time frame) or service flow QoS (e.g., PDU loss rate
and expected delay) should be renegotiated with the BS.
Simulation results show that the ACL strategy is able to promptly adapt
to channel quality variations and to meet QoS requirements using the min-
imum amount of bandwidth.
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Figure 3.8: ITU vehicular A channel: D vs. time, for different values of λ.
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3.3 DSA: Dynamic Service Flow Addition
The family of IEEE 802.16 standards permits to easily manage and guar-
antee the requested QoS to each connection, referred to as service flows,
established between the BS and the MTs [CLME06].
At the LLC sublayer of the 802.16 networks, admission control is oper-
ated via a three-way handshake procedure, referred to as DSA and service
flows can be dynamically established upon request with specific QoS re-
quirements.
The decision whether admitting or not a new service flow to the network
has to guarantee that the QoS levels are maintained for the service flows
already active and for the one to be added.
The DSA protocol is based on a request message, a response message,
and an acknowledgement message, exchanged between BS and MT. Service
flow is activated and the requested QoS is guaranteed, when the protocol
terminates successfully (i.e., both the response and the acknowledgement
are positive and the corresponding messages are received).
However, the unreliable nature of the radio medium may seriously com-
promise DSA message exchange. Thus, to ensure a successful reception
of DSA messages, DSA protocol is provided with a robust retransmission
strategy. When a reply to a transmitted DSA message (e.g., the request or
the response message) is not received correctly within a timeout, a retrans-
mission of the same DSA message can be attempted. Maximum number
of message transmission attempts and timeout duration can be flexibility
selected within a wide range of values defined by the standard. Although
robust, DSA signalling can still be be blocked if all the multiple attempts of
sending a request (or a response) message fail. Thus, service flow requests
can be blocked due to unavailable resources to meet QoS (i.e., admission
control blocking) as well as erroneous termination of DSA protocol (i.e.,
signalling blocking). Blocking and latency of DSA protocol are both af-
fected by the selection of timeout values and the maximum number of
attempts.
A number of works addressed the performance of data transmissions
over wireless channels [TDN08] and ARQ protocol [CMCP08] in WiMAX
networks. Also, strategies to ensure QoS of activated service flows [LXG02,
BSY08], cross-layer approaches that adapt to the channel conditions [EF08,
CMCP08] and service flow scheduling [SIJT09, BdF08, LMP07, MMAP08]
have been proposed for WiMAX networks. Although relevant, these works
are unable to capture the peculiar behaviour of DSA protocol and its per-
formance, especially in a mobile environment. The problem is that a degra-
dation of the radio channel, for instance due to mobility, could lead to an
increase of DSA protocol blocking and in turn to a reduction of the over-
all network performance. Similar problems occur also during the message
exchange for handover procedure as investigated in [YHK08].
In this section, the performance of DSA protocol are thoroughly eval-
uated in a mobile networks based on OFDM physical layer in Time Divi-
sion Duplex (TDD). DSA is investigated in terms of signalling blocking,
admission control blocking, and latency for a variety of scenarios, i.e., for
different channel quality conditions, degrees of reciprocity between DL and
UL radio channels, MT speeds, OFDM configurations and DSA protocol
parameters.
Analytical expressions for admission and signalling blocking probabili-
ties and for service activation latency will be derived. The probability of
service activation without MT knowledge will be also derived.
A comprehensive study of the impact of the different parameters on DSA
protocol performance is assessed. Simulation results aim at quantifying
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the impact of mobile user speeds and PHY layer parameters on MAC
performance. This helps to derive useful considerations on the strategies
to use to counter-react the performance degradation due to high speeds,
long channel coherence time at low (pedestrian) speeds, and absence of
reciprocity between DL and UL channels. The work has been submitted
with the work in [MPCC10].
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Figure 3.9: Time chart of DSA signalling.
3.3.1 System Model
The considered physical layer is based on OFDM as standardised in [IEE06].
In the OFDM physical layer, each time frame is composed byNofdm OFDM
symbols. Each OFDM symbol consists of Nfft subcarriers. The frame du-
ration is Tf = Nofdm · Tofdm, where Tofdm is the OFDM symbol duration
and Tofdm =
1
∆F
where ∆F is the subcarrier frequency separation. Given
the maximum MT velocity and the maximum level of tolerable ICI, a min-
imum ∆F (i.e., a maximum duration of the OFDM symbol) is derived
according to [LC01, vNP00]. The frequency separation is kept fixed to a
value that usually ensures an ICI below −27dB. Typical values of Tofdm
are in the order of tens of µs and time frame duration in the range of
[1, 20]ms.
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An OFDM symbol is considered incorrectly received if the symbol car-
ried by any subcarrier is detected incorrectly (i.e., no FEC is assumed).
The probability that an OFDM symbol is received incorrect depends on
the SNR distribution over the frequency domain. The instantaneous SNR
of the ith subcarrier for the jth OFDM symbol of the frame is defined
as: γij =
ES
N0
||H(i, j)||2, where Es
N0
is the average SNR and H(i, j) is the
channel response in the frequency domain for the ith subcarrier for the
jth OFDM symbol, Sec. 2.6.3. The distribution γij along i depends on
the channel PDP. The PDPs are chosen accordingly to the ITU channel
model for pedestrian and vehicular scenarios [SMF05]. Each path of the
multipath channel is Rayleigh distributed,thus the distribution of the SNR
for the subcarriers follows a Rayleigh distribution too [KYL03]. The PDP
determines the channel frequency profile; mobility and the Doppler Spec-
trum affect the channel response reducing the correlation of the subcarrier
SNR over time, according to the speed, see Sec. 2.6.3.
3.3.2 DSA Signalling Analysis
Consider a wireless network based on IEEE 802.16 operating in point-to-
multipoint mode, i.e., the BS communicates with a number of MTs. DL
and UL transmissions are scheduled by the BS in TDD mode, within each
time frame. Time frame duration is fixed and indicated as Tf .
When a DL or UL service flow is requested, admission control opera-
tions are executed. The admission control blocking is derived under the
assumption that a fixed number m of service flow requests can be accom-
modated, i.e., each service flow requests 1/m of the available bandwidth
in the network. Under the above assumption and assuming that the sig-
nalling latency is negligible with respect to the service flow duration, the
network can be modelled as a M/M/m/m queue. The probability that an
arriving customer finds M/M/m/m queue full is given by the well-known
Erlang B formula [GH85].
If the service flow is admitted, it can be activated using a three-way
handshake between the BS and the MT. In the followings, the BS-triggered
signalling† is considered for establishing DL or UL service flows. For sim-
plicity and without loss of generality, a single MT is assumed.
Upon request of a service flow, the BS performs admission control op-
erations. If the service flow is admitted, the service flow can be activated
using a three-way handshake between the BS and the MT. Signalling is
triggered by the BS by sending a DSA-REQ message (i.e., dynamic ser-
vice flow activation request) to the MT. Upon correct reception of the
DSA-REQ message, the MT replies with a DSA-RSP (i.e., dynamic ser-
vice flow activation response). Upon correct reception of the DSA-RSP
message, the BS replies with a DSA-ACK (i.e., dynamic service flow ac-
tivation acknowledgement). Service flow is activated at the BS after the
expiration of timeout T10, as described in Sec.6.3.14.8 in [IEE09a]. This
case of successful signalling is sketched in Fig. 3.9(a).
The messages are sent on the primary management connection, using
the most robust physical layer profile. However, due to the unreliability of
the radio channel, one or more of the messages may be lost or incorrectly
received. For this purpose, DSA-REQ and DSA-RSP messages may be
retransmitted multiple times, upon expiration of a timeout.
†According to IEEE 802.16 standard, support of BS-triggered signalling is a
mandatory requirement, while support of MT-triggered signalling is optional.
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Upon expiration of timeout T7, BS can retransmit a copy of the DSA-
REQ message. BS can transmit up to nR copies of a DSA-REQ message.
This case is represented in Fig. 3.9(b), for nR = 3.
Upon expiration of timeout T8, the MT can retransmit a copy of the
DSA-RSP message. MT can transmit up to nS copies of a DSA-RSP
message. This case is represented in Fig. 3.9(c), for nS = 3.
A service flow request can be blocked due to:
• admission control: BS may decide to not admit a service flow when
the available bandwidth or QoS cannot be guaranteed;
• erroneous termination of signalling: when the BS does not receive any
DSA-RSP from the MT, the requested service flow is not activated,
Fig. 3.9(b);
• negative responses: for various reasons, MT (BS) can reply with
a negative DSA-RSP (negative DSA-ACK). In such cases, the re-
quested service flow is not activated.
In addition to the above cases, a service flow can be successfully acti-
vated at the BS, without that MT is informed. This happens when the MT
does not received any positive DSA-ACK sent from the BS (Fig. 3.9(c))
and may create burdens at the MAC and upper layers.
The performance of the DSA signalling is analytically quantified in
terms of blocking probability and latency, under the assumption of ab-
sence of negative responses from BS and MT: the blocking analysed here
is due to the radio transmission unreliability.
The analysis is based on the following parameters:
• pR, pS , pA: expected probability that DSA-REQ, DSA-RSP or DSA-
ACK is received incorrectly, respectively;
• nR, nS : maximum number of copies of a DSA-REQ or DSA-RSP
message, respectively;
• Tf : time frame duration;
• T7: timeout that triggers a DSA-REQ retransmission;
• T8: timeout that triggers a DSA-RSP retransmission;
• T10: timeout after which a service flow is considered blocked or ready
for data transmission;
• λ: expected arrival rate of service flow requests;
• τ : expected duration of a service flow.
DSA performance is analytically derived assuming that timeouts satisfy
(see Fig. 3.9):
T7 ≤T8 T10 > (nS − 1) · T8. (3.8)
The first assumption ensures that for a requested service flow up to nR
copies of DSA-REQ can be transmitted. In other words, two consecutive
DSA-REQ for the same service flow cannot trigger a new sequence of nS
copies of the DSA-RSP message. The second assumption ensures that the
BS takes the final decision about the activation or blocking of a service
flow only when all the copies of DSA-RSP should have been sent.
The expected blocking due to erroneous termination of signalling, or
signalling blocking, the expected admission control blocking and the ex-
pected probability that a service flow is activated without MT knowledge
are derived. The analysis is performed assuming that the radio channel in
different time frames is uncorrelated.
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Signalling Blocking
Let BR be the expected probability that no DSA-REQ is correctly received
by the MT, for a service flow request, i.e.,
BR = p
nR
R . (3.9)
Let BS be the expected probability that no DSA-RSP is correctly re-
ceived by the BS, under the assumption that MT correctly received one or
more copies of DSA-REQ for a service flow request, i.e.,
BS = p
nS
S . (3.10)
Thus, signalling blocking (BDSA) can be evaluated as
BDSA = BR + (1−BR) ·BS . (3.11)
Admission Control Blocking
Admission control blocking is derived under the assumption that a fixed
number m of service flow requests can be accommodated, i.e., each service
flow requests 1/m of the available bandwidth in the IEEE 802.16 network.
Assuming that the signalling latency is negligible with respect to the service
flow duration, the network can be modelled as a M/M/m/m queue. In such
queue, customers are the service flows, the service time is the duration of
a service flow, and the queue length is finite and equal to the maximum
number of service flows that can be accommodated, i.e., m.
Admission control blocking, Badm, can be computed as the probability
that an arriving customer finds M/M/m/m queue full, i.e., m customers
waiting in queue. Such probability is given by the well-known Erlang B
formula [GH85]:
Badm =
(1− ζm)
m!
∑m
h=0 ζ
h
, (3.12)
where ζ is the queue utilisation, i.e.,
ζ = λ · τ · (1−BDSA) (3.13)
When removing the assumption of negligible signalling latency with respect
to the service flow duration, Eq. (3.12) is a lower bound of the admission
control blocking.
Activation without MT Knowledge
The expected probability that a service flow is activated without MT
knowledge (Bawk) is given by the probability that MT is not able to decode
correctly any of the copies of a DSA-ACK message sent by the BS, i.e.,
Bawk =
nS∑
i=1
prob{first correct DSA-RSP is ith}
·
nS−i∑
m=1
prob{m correct DSA−RSP |(nS−i)DSA−RSP sent}
· prob{m+ 1 incorrect DSA−ACK}
=
nS∑
i=1
1− pS
1− pnSS
pi−1S
nS−i∑
m=0
(1− pS)mpm+1A pnS−i−mS
(
nS−i
m
)
=
pA(1− pS)
pS(1− pnSS )
[
sns
(1− ( pS
s
)nS+1
1− ( pS
s
)
− 1
)]
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where s = (pS + (1− pS) · pA).
Signalling Latency Analysis
Signalling latency is derived under the assumption that the primary man-
agement connection has always bandwidth sufficient to transmit any DSA
messages, i.e., no buffering delay of DSA messages is considered.
Signalling latency for a successfully activated service flow is defined as
the time interval from the arrival of a service flow request to the activation
of the service flow at the BS. Signalling latency can be decomposed into
three terms: the time interval from the arrival of a service flow request
to the start of the transmission of the first DSA-REQ message (Larr), the
time interval from the first DSA-REQ to the first correctly received DSA-
RSP (LDSA), and time interval from the activation of the service flow to
when data transmission can take place (i.e, T10), see Fig. 3.9. Thus, the
expected signalling latency (L) is equal to
L = Larr + LDSA + T10 (3.14)
When DSA requests follow a Poisson process, the first term can be approx-
imated‡ as:
Larr ≈ Tf
2
(3.15)
where Tf is the time frame duration. The second term, LDSA, is given by
LDSA =
nR∑
i=1
pi−1R
1− pR
1− pnRR
(i− 1)T7
⌈T7
Tf
⌉
+
nS∑
i=1
pi−1S
1− pS
1− pnSS
(i− 1)Tt + Ts (3.16)
where Tt is the expected latency between the transmission of two DSA-
RSP copies and Ts is the latency between the transmission of a DSA-REQ
and the corresponding DSA-RSP, according to transmission scheduling.
The first term of LDSA indicates the latency from the first transmitted
DSA-RSP to the first correctly received DSA-REQ. The second term is
the latency required to correctly receive a DSA-RSP once a DSA-REQ has
been correctly received. Tt depends on the number of DSA-RSP attempts
remaining to transmit, on the timeout values for T7 and T8 and their ratio.
An approximation is given in Sec. 3.17 in the following section.
3.3.3 DSA Analysis Validation
Blocking and latency experienced by DSA signalling are evaluated and
compared under different values of nR and nS . Results are obtained
Analytically (AN) and by Simulations (SIM). The theoretical analysis is
verified with computer simulations for a block fading channel: the channel
is uncorrelated among successive frames.
The considered IEEE 802.16 physical layer is as follows: Nsub = 1024
§,
∆f = 11.16071429 kHz, Tofdm = 102.86µ s, Nofdm = 48, Tf = 5
ms [Yag04]. Signal modulation is uncoded BPSK and carrier frequency
is 3.5 GHz. A single OFDM symbol is considered incorrectly received if
‡ When Badm = 0, Larr =
Tf
2 .§For simplicity, the number of gap and null subcarriers is 0.
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one or more (or all) subcarriers contain an error. For such physical layer,
a single OFDM symbol is sufficient to support a DSA message.
Inter-arrival times (1/λ) and duration (τ) of the service flow requests
are exponentially distributed. The timeouts used for DSA are: T7 = 3 ms,
T8 = 8 ms, T10 = 20 ms. With such selection of timeout values, it is
possible to approximate Tt in (3.16) as
Tt =
⌈T8
Tf
⌉
pR +
⌈T7
Tf
⌉
(1− pR), (3.17)
i.e., retransmission of a DSA-RSP message is triggered either by a DSA-
REQ message when the copy of a DSA-REQ message (transmitted upon
expiration of timeout T7) is received correctly or by the expiration of time-
out T8 for DSA-RSP message. Scheduling latency in Eq. (3.16) is set to
Ts = 0 ms.
To compare the analytical results with the simulation results, an OFDM
channel characterised by independent and uncorrelated and uniformly dis-
tributed OFDM symbol errors is considered. MAC layer parameters are
set as follows: nR = nS , nR ∈ {1, 2, 3}, λ = 1 s−1 and τ = 1 s.
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Figure 3.10: Simplified channel model: blocking probability vs. SER.
Fig. 3.10 shows the different components of blocking probability versus
the average OFDM SER. Analytical results closely match simulation re-
sults. This is true also for for the approximation given for the admission
control blocking (Badm) in (3.12).
The figure shows that signalling blocking (BDSA) and admission without
MT knowledge (Bawk) increases with SER. On the other hand, Badm
decreases with SER. This behaviour is due to the fact that a lower number
of service flows can be activated due to the higher signalling blocking,
resulting in a higher probability that resources are available for an incoming
service flow request.
Increasing the number of retransmissions of control messages (i.e., nR
and nS) helps to significantly reduce BDSA and Bawk. On the other hand,
Badm increases with nR and nS , due to the decrease in BDSA. Finally, it is
important to note that Bawk is non-negligible, especially at high SER. This
result calls for protocol improvement and strategies, in order to inform the
MT of the activated service flows.
The performance improvement of BDSA with nR and nS comes at the
price of an increased signalling latency (L), as shown in Fig. 3.11. Analyt-
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Figure 3.11: Simplified channel model: signalling latency vs. SER.
ical results well follow the simulation curves. Signalling latency is constant
with SER when nR = nS = 1, i.e., only one DSA-REQ and DSA-RSP is
allowed to activate a service flow. When increasing nR and nS , latency
arises with SER, as multiple retransmissions of the same control message
are allowed and may be required.
3.3.4 Performance Analysis in Mobility
In this section, DSA protocol performance is evaluated in terms of:
• signalling blocking probability: it is the probability that no DSA-
RSP is correctly received by the BS within T10 timeout in response
to DSA-REQ message.
• admission control blocking probability: it is the probability that a
service flow request cannot be admitted due to lack of available re-
sources.
• signalling latency: it is the time interval from the arrival of a service
flow request to the instant in which data transmission has taken place
A simplified admission control mechanism it is derived under the assump-
tion that a fixed number m of service flow requests can be accommodated,
i.e., each service flow requests 1/m of the available bandwidth in the IEEE
802.16 network.
To quantify the performance, MAC and PHY layer are implemented as
described in Section 3.3. in a IEEE802.16 C/C++ custom-made event-
driven simulator. Simulation results are collected using the following con-
figuration, unless otherwise indicated. Parameters of the OFDM physical
layer are: Nfft = 1024 , ∆F = 11.16071429 kHz, Tofdm = 102.86 µs,
NOFDM = 48, Tf = 5 ms [Yag04]. With this selection of Nfft, each
DSA message can be accommodated on a single OFDM symbol. Signal
modulation is uncoded BPSK and carrier frequency is 3.5 GHz.
At the MAC layer, the timeouts are set to: T7 = 3·Tf , T8 = 3·Tf , T10 =
4 · Tf . Scheduling latency for transmitting DSA messages (i.e., buffering
delay) is considered negligible. Latency due to signal and information
i
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processing at the PHY layer is accounted as indicated in Fig. 3.9, i.e., half
time frame is required for decoding the message and generating a reply.
Maximum number of copies of DSA-REQ and DSA-RSP messages are n =
nR = nS ∈ {1, 3}. Inter-arrival times (1/λ) and duration of the service flow
requests are exponentially distributed. Inter-arrival rate of DSA requests is
set to λ = 20 s−1 and expected duration of service flows is set to 1 s. Each
service flow requests 20% of the available bandwidth in the IEEE 802.16
network. Effects of MT mobility are taken into account by implementing
a channel model with Jakes Doppler spectrum. The ground speed v of
MT with respect to the BS is selected in the range [5, 300] km/h. For
comparison purposes, a single-path block-fading channel without mobility
is also considered and indicated as v = 0. DL and UL channels are assumed
to be independent.
Impact of Mobility
Figs. 3.12-3.14 show the impact of MT mobility in terms of signalling block-
ing, admission control blocking and latency, respectively, when n = 1, 2,
and 3. Mobility deteriorates the channel performance and degrades the
DSA performance in terms of signalling blocking and latency. However,
when MT speed exceed 50 km/h (i.e., from 50 km/h to 300 km/h), DSA
performance do not degrade any further. Signalling blocking can be im-
proved by resorting to higher number of transmission attempts (n), to
detriment of an increased latency. Admission control blocking is reduced
with mobility. This happens because the number of service flow requests
blocked by erroneous termination of signalling increases with MT speed
and, thus, the network load decreases lowering the probability of finding a
full admission queue.
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Figure 3.12: Signalling blocking vs. SNR for different values of v and n.
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Figure 3.13: Admission control blocking vs. SNR for different values of v
and n.
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Figure 3.14: Latency vs. SNR for different values of v and n.
Impact of Correlation between UL and DL Channels
Figs. 3.15 and 3.16 compare the signalling blocking and the latency, re-
spectively, experienced at pedestrian speed (v = 5 km/h), when the DL
and UL channels are reciprocal (i.e., DL and UL are considered as a single
fading channel) or independent fading processes. In Fig. 3.15, independent
block-fading channels (with no time correlation) are also included for com-
parison. The results indicate that the reciprocity is beneficial when n = 1
(no retransmissions) for any value of SNR. When n > 1, reciprocity ben-
efits are limited to low SNRs and may compensate the negative effects of
channel correlation which has worse performance of the case of block-fading
channels (no time correlation).
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Fig. 3.16 shows that the correlation between the DL and UL channels
allows to greatly lower the latency of the admitted service flows, especially
at low SNR.
In the presence of time correlation, the reciprocity of DL-UL channels
is beneficial. This is due to a lower coherence time of the error process
when DSA messages are sent over a single fading channel: the coherence
time of the independent channels is lower bounded by the coherence time
of the reciprocal DL/UL channels. Loss of reciprocity between DL and
UL channels can be recovered with calibration techniques [GSK05] which
could be available in future MTs.
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Figure 3.15: Signalling blocking vs. SNR for v = 5 km/h, when UL and
DL channels are either independents or fully reciprocal.
Impact of the Number of Subcarriers per OFDM Symbol
In IEEE802.16 scalable OFDM [Yag04], ∆F is fixed and different band-
widths can be exploited varying the number of subcarriers (Nfft), thus,
the impact of Nfft over DSA is analysed. For Nfft < 1024, the DSA
messages are spread over two (or more) consecutive OFDM symbols. A
DSA message is received incorrectly when at least one of OFDM symbols
is in error. In Figs. 3.17 and 3.18, the signalling blocking is evaluated
as a function of SNR for various value of Nfft, when v = 50 km/h and
v = 300 km/h, respectively. At 50km/h, the correlation of the channel
is favourable: if an OFDM symbol is received correctly, with high proba-
bility the consecutive OFDM symbols are received correctly too, leading
to a correct reception of a DSA message. Thus, the channel correlation,
combined with the small values of Nfft, lowers the signalling blocking. In
Fig. 3.18, at 300km/h, the difference among the curves at different Nfft
is greatly narrowed because, at high velocities, the channel varies sensibly
during consecutive OFDM symbols and the probability that two or more
consecutive OFDM symbols are received incorrect is lower.
Impact of Time Frame Duration and DSA Timeouts
In scalable OFDM, the frame duration, Tf , is also configurable; in particu-
lar, short Tf with lowNfft have high overheads and should be avoided, [Yag04].
Fig. 3.19 shows the impact of Tf on the signalling blocking probability as
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Figure 3.16: Latency vs. SNR for v = 5 km/h, when UL and DL channels
are either independents or fully reciprocal.
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Figure 3.17: Signalling blocking vs. SNR = 20 dB, for v = 50 km/h and
different values of n and Nfft.
a function of the SNR, for v = 5 km/h. The signal blocking probability
decreases not only with an higher number of retransmissions but also with
longer frame duration. Indeed, by using long time frames, the channel cor-
relation can be reduced, with a beneficial effect on the signalling blocking.
The positive effect of Tf duration is particularly evident at high SNR -
i
i
“PhD” — 2010/1/7 — 11:19 — page 75 — #99 i
i
i
i
i
i
3.3. DSA PROTOCOL 75
10 15 20 25 30
10−1
100
SNR [dB]
Si
gn
al
in
g 
Bl
oc
kin
g
 
 
n=2, N
sc
 = 128
n=2, N
sc
 = 256
n=2, N
sc
 = 512
n=2, N
sc
 = 1024
n=3, N
sc
 = 128
n=3, N
sc
 = 256
n=3, N
sc
 = 512
n=3, N
sc
 = 1024
Figure 3.18: Signalling blocking vs. SNR = 20 dB, for v = 300 km/h and
different values of n and Nfft.
where the channel performance is dominated by the fading coherence time
with respect to the additive white noise.
Fig. 3.20 shows the latency normalised to number of time frames, for
v = 5 km/h and various value of Tf . Correlation experienced at low Tf
plays a positive effect on the latency, i.e., if a message is received correctly
so do the following ones with high probability. Thus, low values of Tf
are preferable for a fast activation of service flows, However, in a practical
case, small values of Tf may lead to a loss of throughput due to overheads
(e.g., for synchronization and data maps). Since the normalized latency
for various Tf is comparable while Tf may up to 8 times longer, it is
evident that low values of Tf are preferable for a fast activation of service
flows. However, in a practical case, small values of Tf may lead to a loss
of throughput due to overheads (e.g., for synchronisation and data maps).
Viceversa, the use of long time frames allows to exploit the time diversity
and, thus, increase the probability of a successful reception to detriment
of a higher latency.
Impact of Timeout Duration
In addition to time frame duration, the channel correlation experienced
by successive transmission of DSA messages can be controlled by varying
the duration of DSA timeouts. Figs. 3.21 and 3.22 show the impact of
timeout duration on DSA performance, for increasing values of SNR and
v = 5 km/h. Consistently with the results in Fig. 3.19, the lower signalling
blocking is achieved for longer timeout duration (i.e., T7 = T8 = 4 time
frames in the figures) as time diversity can be exploited. Even in this case,
the price to pay for the improved blocking is an increase of the latency.
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Figure 3.19: Signalling blocking vs. SNR for v = 5 km/h and different
values Tf .
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Figure 3.20: Latency vs. SNR for v = 5 km/h and different values Tf .
Impact of Network Load
Fig. 3.23 shows the admission control blocking experienced by a MT moving
at v = 5 and 300km/h, respectively, and with a channel SNR of 20 dB, for
increasing inter-arrival rate λ. The admission control blocking increases
with λ, but also with n. The reason is that, for larger values of n, a
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Figure 3.21: Signalling blocking vs. SNR for different values of timeouts
and v = 5 km/h.
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Figure 3.22: Latency vs. SNR for different values of timeouts and v = 5
km/h.
higher number of service flows are admitted, leading to an increase of the
effective network load. The increase of admission control blocking with n
is particularly evident at MT speed of v = 300 km/h.
Results indicate that robustness of DSA protocol can be achieved by
increasing the number of message transmission attempts, at the expenses
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of an increased latency. This is especially important for fast moving MT.
Indeed, mobility has been shown to have a detrimental effect on the DSA
performance. Contrary to fast moving MT, slowly moving MT (e.g., pedes-
trian speed) suffers from the effect of the long channel coherence times
and from the independence of DL and UL channels. To compensate the
negative impact of the long channel coherence time on the signalling block-
ing, time diversity could be exploited, equivalently attainable by selecting
longer time frames or longer duration of timeouts, at the expenses of the
latency. In addition, a careful selection of the number of OFDM subcarri-
ers (e.g., as in scalable OFDM), that are used to carry the DSA message,
may help to reduce signalling blocking and latency. Finally, these results
help to properly configure DSA parameters (i.e., timeouts and number of
retransmissions) to achieve a requested level of DSA blocking and latency.
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Figure 3.23: Admission control blocking vs. λ for SNR = 20 dB and v = 5
and 300 km/h
3.4 Conclusions
This chapter has been focused on the analysis at the MAC Layer of a
IEEE802.16e wireless network¶. In particular, firstly an ARQ Adaptive
Cross Layer strategy that jointly optimises PHY and MAC parameters to
meet users’ QoS was presented. ARQ ACL strategy is based on a queueing
theory model. The theoretical results were shown to perfectly match the
simulation results. ACL strategy was tested in different scenarios of user
mobility.
Secondly, the performance of the Dynamic Service Addition (DSA) pro-
tocol has been analysed. An extensive performance evaluation of the DSA
protocol has been carried out through theoretical analysis. Theoretical re-
sults have been verified with computer simulations for block fading channel.
Theoretic results perfectly matched the simulations. Performance evalua-
tion have been performed also for a variety of scenarios. Signalling block-
ing, admission control blocking, and latency experienced by DSA protocol
¶These conclusions can also refer to a generic wirelees network with an OFDM
PHY layer and a connection-oriented MAC layer, such as LTE-A.
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have been quantified for different channel and mobility conditions and var-
ious PHY and MAC parameters. DSA protocol parameters thus can be
trimmed to meet QoS requirements especially for highly moving MTs to
react to detrimental signal shadowing.
The ARQ protocol will be used with dynamic MIMO schemes in Chap-
ter 4 and the MIMO signal processing gain will be jointly exploited with
the protocol gain coming from the ARQ process.
The integration of DSA and ARQ with MIMO schemes will be discussed
in Chapter 5 where the impact of introducing MIMO protocol gain in
current network architectures will be studied.
i
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Chapter 4
MIMO Protocol Gain
By gaining Paramatma,
everything will become
automatic. If you leave
Paramatma and try to gain
everything else, you will never be
able to gain anything. Whatever
is gained, will look so little, that
you will not feel happy.
Brahmananda Saraswati
(1870-1953)
4.1 Introduction
During the last decade, the research community has witnessed the transi-
tion from MIMO as a theoretical concept to a practical system component
for enhancing performance of wireless networks. Point-to-point MIMO
over a single radio link promised large gains for both channel capacity and
reliability, essentially via the use of spatial multiplexing and space diver-
sity respectively; the extra spatial degrees of freedom coming from MIMO
signalling are exploited for expanding the dimensions available for signal
processing and detection, acting mainly as a pure PHY layer performance
booster.
However, several difficulties have been encountered to achieved very
high SEs. This is mainly due to channel propagation characteristics (loss
of MIMO channel ranks) and high correlation of the antenna elements
mainly at the MT side, where the small dimensions pose challenges in
obtaining independent fading statistics on each antenna. Further, in sin-
gle user MIMO, the link layer protocol cuts the performance benefits of
MIMO antenna because it does not have full awareness of the MIMO ca-
pabilities, even if allowing for greater per-user data rate or more reliable
communications.
The recent development of cross-layer techniques, aiming at the joint
optimisation of the PHY and MAC layers, has shown that noticeable per-
81
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formance improvement is at hand. The research community is taking off
from single-link MIMO to Multi-User designs to attain a protocol gain.
An important benefit of this approach comes from the opportunistic
MU scheduling. As opposed to point to point communication, multi-user
communications introduces several new features like cooperation, super-
position of information, use of side information, joint source and channel
coding, interference management and competition techniques, [BBCS06,
ME09, TD08, LJ08].
Fundamental recent results in this area have pointed that PHY layer
(modulation/coding), link layer, resource allocation and scheduling are
deeply connected. A remarkable improvement can be achieved when all
these parameters are considered with the objectives of capacity maximisa-
tion and best resource exploitation.
4.2 MU MIMO State of the Art
Multiple antenna communications play an important role for achieving the
high data rates required by the increasing traffic demand to be supported
in future wireless networks.
When, from a processing gain exploited on a single link, MIMO is used
jointly with higher layers protocols, the SU MIMO limitations discussed in
Chap. 1 can be mitigated and information theory has shown that consistent
gains can be achieved when MIMO is applied in MU scenarios, [EGC80,
ZLH04, WK09, RH07, PW07, HCK09].
MU-MIMO can achieve capacity gains not only via multiuser multiplex-
ing schemes but also transmitting with multiple antennas at the BS towards
different users simultaneously (MU-MISO systems) and with transmission
from multiple MTs (even with a single antenna) towards the BS (MU-
SIMO systems). IEEE802.16 Uplink Collaborative scheme falls inside the
latter of the beforementioned classes.
The scheduling of the set of the best users in the cell maximise the sum-
rate, exploiting the multiuser diversity. Hybrid SM transmission can be
used to counterfight the problem of low MIMO channel rank for a certain
MT jointly scheduling different users: the equivalent MIMO matrix rank
can be preserved due to the statistical independence of the channels of
widely separated MTs.
However, from an information theoretic point of view, the sum-rate ca-
pacity in MU-MIMO DL Channel is achieved with Dirty Paper Coding
(DPC), [Cos83], which is an interference cancellation technique combined
with user scheduling and power control. The complexity of signal process-
ing and the heavy feedback needed for DPC are too high to be implemented
in a real system and a pletora of solutions have been proposed to approach,
as close as possible, the capacity upper-bound represented by DPC.
Another limitation comes from the CSI feedback. When CSI feedback
is feasible, its overhead can affect the performance of the network in terms
of throughput. The CSI feedback is challenging for two reasons: feedback
channel capacity is proportional to the number of users and antennas and,
for mobile MTs, the information quickly becomes outdated. Partial (or no)
feedback schemes have been proposed, [SU09, XZ09, DL08, KK08], just to
cite some recent works.
User selection mechanisms are also required. This calls for a problem
solver with a search space proportional to the number of users currently
admitted in the network. Brute force search can be not feasible and trade-
off solutions have been proposed, as in [WML02].
A simple MU-MIMO system design with low feedback was proposed
in [VTL02]: Opportunistic Random BeamForming (ORBF). ORBF needs
i
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an high number of users in order to have an effective system throughput
gain. In [KHGT05], the issue of a low/realistic number of MTs has been
addressed using multiple random coefficients inside a single time slot but
exacerbating the problem of the feedback rate. In [KG05], a memory-based
approach is proposed to exploit the time correlation of the channels when
the number of users in the cell is low.
The feedback problem can be solved resorting to open-loop MIMO
schemes, such as STBC or SM, which do not require CSIT. These schemes
can be exploited to achieve diversity and/or rate gain. The optimal scheme
can be selected dynamically, based on the channel status and on the spa-
tial characteristics of the MIMO channel. A switching system based on the
Demmel condition number of the channel matrix was presented in [HP05]
and discussed in Sec. 2.5.1 at page 26.
Equal SE can be optimally chosen based on constellation distances ex-
pected at the receiver. The decision is taken at the receiver based on
locally estimated CSI and then sent back to the BS. Adaptation to the
channel state can be challenging in very fast channels since the Demmel
condition number can be subjected to quick variations, as visible in Fig. 2.6
at page 29. When variable spectral efficiency MIMO schemes are available,
the selection can be based on a minimum BER to be guaranteed at the
PHY layer, for instance as in [MMPR07] presented at page 25.
This chapter presents the analysis of a system with ARQ and MIMO
schemes jointly integrated and optimised over a narrowband Rayleigh chan-
nel. Several retransmission strategies are proposed for MU networks, as
detailed in Sec. 4.4.
The reference MIMO system is chosen as a 2×2 system as it constitutes
the baseline for the next generation wireless networks. When more anten-
nas are available, more then two users can be served balancing the trade-off
between SM and STBC, e.g. using a Layered STBC [HP05, ITU08, Al-05],
see Sec. 2.2.2 at page 16.
Retransmission strategies can be designed for larger antenna sets or the
antenna elements can be partitioned in sets of two antennas and MIMO-
ARQ protocol applied independently on each set.
The work proposed in this chapter stems from the results obtained
in [dCP06, dCP08] where an optimal ARQ retransmission strategy has
been defined for a single user using SM and STBC MIMO schemes.
In MU scenario, the MIMO-ARQ transmission protocol addresses the
previous drawbacks of MU-MIMO exploiting multiuser diversity via ran-
dom user selection without any need of CSI feedback. Open-loop MIMO
schemes are used – with the added Hybrid SM scheme – jointly with Multi-
User ARQ; the strategy designed in [dCP08] has been extended for a Multi-
User scenario.
The SM-STBC switching allows for preserving diversity order in the
low SNR region in a smoother way than the strategies presented in [HP05,
MMPR07]. The system proposed allows for sending data streams to differ-
ent users in SM: Hybrid SM. When transmitting to two different users, the
users to be coupled together can be chosen randomly or informed by the
feedback of the post-processing SNR from the MTs to the BS. Hybrid SM
transmissions gives the opportunity to send a packet to a new user while
retransmitting the wrongly decoded packet to a previous user: the users
are served with a lower average delay and the total system throughput is
leveraged.
Multi-User ARQ has been investigated for optimising multicast/unicast
flows in broadcast transmissions, [LJ06a, Lar07a].
Antenna Allocation during retransmissions is also analysed. An optimal
strategy for single and multi user cases is defined. The packet scheduling
i
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is done in RR fashion. The system serves a pool of users in DL. The users
are served with an implicit RR scheduler with Time Division Multiple
Access (TDMA); fairness among users is thus guaranteed (as in [VTL02]).
However, the system design easily permits to introduce QoS aware schedul-
ing, taking advantage of the increasing capacity achieved via the MIMO-
ARQ transmissions, as visible in Fig. 4.1 at page 91.
The MIMO-ARQ protocol decides the packet scheduling after the BS
has decided the AMC profile based on the long term SNR of each MT and
the analysis is conducted for homogeneous AMC profiles among all the
MTs.
In Sec. 4.3, the work from [dCP08] is presented, as it is the basis for
the further developments in MU scenario. Then, in Sec. 4.4, the optimal
antenna allocation and MU retransmission strategies are analysed. In this
case, it is possible to enhance the performance of the system with an opti-
mised receiver which stores the unintended packets (the packets that were
sent to other users in the previous transmission slots). This receiver is
later referred to as: Packet Overhearing (PO) and detailed in Sec. 4.6.
In Chapter 5, the architectural issues related to the introduction of the
MIMO-ARQ protocol proposed in this chapter will be discussed.
4.3 ARQ Strategies for Single User MIMO
This section presents the work of [dCP08]. The design proposed herein is
then further generalised for the Multiple User case in [MDCP09].
The channels between the transmitting and receiving antennas are mod-
elled with flat fading Rayleigh statistics and are considered constant over
the retransmission period. The packets are composed by a number of data
symbols plus an appended Cyclic Redundancy Check (CRC) to enable error
detection at the receiver. The data is 4-QAM modulated and the duration
of the transmission slot is fixed. During each slot two packets are sent, one
from each transmitting antenna. The MIMO system is a 2 × 2. On each
antenna, the packet is coded/modulated independently and it can be in-
dependently retransmitted. The retransmission strategy has the following
characteristics:
• retransmitted packets have the same symbol content of the original
message
• sign and conjugation operations are allowed
The retransmission strategy is decided at the MT; 1 additional bit of
feedback is required to indicate if the antenna allocation is to be switched,
together with another bit (for each packet) indicating if the packet was
received or not (ACK/NACK). The feedback is received error-free and
without delay. The CSI at the receiver is assumed perfect.
The SU strategy is summarised as follows:
• when at time t only 1 packet is in error, the erroneous packet is
retransmitted at t + 1 from one of the antenna and a new packet is
transmitted from the other antenna
• when both packets are erroneously decoded, both are retransmitted
using Alamouti coding, [Ala98]
• when both packets are decoded correctly, in the next time slot two
new packets are sent.
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The receiver is a SIC-MMSE receiver with Packet Combining (PC): the
receiver stores the signals containing the packets decoded with errors until
the current time slot and removes the contribution of the correctly decoded
packets. Those past signals ensure a higher probability for correct decoding
of the transmitted packets.
The work in [dCP08] assumes the same AMC level. The aim of the
design is to maximise the throughput. Two designs are proposed: one
design based on post-processing SNRs at the output of the SIC-MMSE
receivers at the MTs and one based on an approximation of the throughput.
4.3.1 Single User (SU) Protocol Operation
The notation used in the following presentation is reported:
• XA is a packet (data plus CRC symbols), in the first time slot, XA
is transmitted from antenna one and XB from antenna two
• xa is the single modulation symbol inside packet XA
• H(t) is the 2× 2 MIMO channel matrix
• hij ∈ C is the channel coefficient from transmit antenna jth to re-
ceiver antenna ith
• HA or HB are the column vectors defined respectively as the channel
coefficients from the transmitting antenna for packet XA or XB to
the two antennas at the receiver.
The BS always optimistically starts with SM transmission. If two packets
are decoded, the receiver sends 2 ACKs and the system remains in SM
mode.
Assume that XA and XB have been transmitted in the first time slot.
The first case applies when XA and XB are decoded with errors. At time
t + 1, Alamouti coding starts, antenna allocation is switched – XB is re-
transmitted from antenna 1 and XA from antenna 2 – and sign and conju-
gation operations are applied, as in [Ala98]. The system design permits to
seamless switch between SM and STBC modes. This appears more flexible
than the solution proposed in [HP05] or in [MMPR07].
The second case applies when only 1 packet, say XA, is decoded with
errors: XA is retransmitted from the weakest antenna because if it were re-
transmitted from the strongest antenna, the total information available for
decoding the packet after two transmissions could have been unnecessarily
large.
The first 2 schemes are providing gain if the channel is highly correlated
between two successive time slots (see Sec. 4.7.4 for an analysis in fast
varying channels for SU and MU networks). The MIMO channel H(t) is
a 2 × 2 matrix and it is assumed constant over 2 transmission slots. If a
more complex MIMO system is available, the retransmission format could
be applied at each couple of antennas independently; it could happen that
two antenna are swapped while the other transmit other packets in SM
mode or LSTBC schemes could be applied as in Sec. 2.6.
Those schemes are optimal (according to the design criterion) when
XA and XB are new transmitted packets at time t. When either XA or
XB are (re)transmitted before time t, the schemes are not always optimal.
The design aims at maximising the system throughput. In the case of
retransmissions, the throughput cannot be expressed easily in closed-form.
Two retransmission designs are proposed with using an approximation of
the actual throughput: one based on throughput and one based on post-
processing SNR at the output of SIC-MMSE receiver.
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Throughput based design
Since HP (t + 1) = H(t) (correlated channel over two time slots assump-
tion), the receiver calculates the predicted SNRs for both streams at time
t+ 1: γPK(t+ 1), where K stands for the particular stream and K ∈ A,B.
The predicted throughput at time t+ 1 can be computed as:
ThrP (t+ 1) = ThrPA(t+ 1) + Thr
P
B(t+ 1) (4.1)
where
ThrPK(t+ 1) = rK(t+ 1)[˙1− PERK(γPK(t+ 1)]
and rK(t+ 1) and PERK(t+ 1) are the nominal bit rate and Packet Error
Rate (PER) for stream K at t + 1. The MT decides to swap antenna
allocation in order to obtain the maximum throughput evaluating (4.1)
for the two allocations possible. The reliability of the decision decreases
as the channel correlation decrease. Equation (4.1) do not express the
real throughput of the system since it does not take into account the whole
retransmission. This criterion is also valid when both streams have different
AMC levels.
When the two streams have the same modulation and coding profile,
maximizing (4.1) is equivalent to minimising the sum of the PERA and
PERB . When closed-form PER expressions are not available for the PHY
profile in use, look-up tables can be used.
SNR based design
In the region where ThrP (γ) is a concave function of γ, maximising (4.1)
is equivalent to maximising (4.2) and antenna switching is decided for
maximisation of the sum of the SNRs of both streams at the SIC-MMSE
receiver output:
γP (t+ 1) = γPA (t+ 1) + γ
P
B (t+ 1) (4.2)
Maximising (4.2) is equivalent to minimising the difference, over the
retransmission slots, of the sums of the channel coefficients from the trans-
mitting antenna to both the receiver antennas:
min
(
|χPA(t+ 1) + χPB(t+ 1)|
)
(4.3)
where
χPX(t+ 1) =
L∑
s≥0
||HX(t− s)||2 + ||HX(t+ 1)||2 (4.4)
and L is the number of retransmissions elapsed. The previous relations
mean that if packet XA is decoded with errors, retransmission is done
from the weakest antenna. When packets XA and XB are decoded with
errors, antenna allocation is switched or not, depending on the relative
value of χPA(t+ 1) and χ
P
B(t+ 1).
After antenna allocation has been decided, the retransmission has to
decide if sign or conjugate operators are to be used. Contrary to the case
where both packets are decoded with errors and are retransmitted following
the structure of a STBC using sign and conjugation operators, if only 1
packet is in error, the packet is retransmitted unchanged. In any case, the
format is unique and is known a-priori by the transmitter: the transmitter
only needs to know the antenna allocation.
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4.4 MU MIMO-ARQ
This work proposes a MIMO-ARQ cross-layer protocol without feedback
from the MTs to the BS which integrates the characteristics of SM and
STBC MIMO schemes and ARQ in a MU networks.
The system proposed in [dCP08] could be straightforwardly applied in
MU systems in a TDM fashion. For the current user scheduled, the sys-
tem retransmits the packets until they are received or until the maximum
number of retransmissions are achieved, then the next user in the scheduler
queue is served with the same strategy. However, a MT in bad channel
state forces the system to wait until the ARQ protocol elapses the full
retransmission time, which is not efficient.
The MU MIMO-ARQ protocol integrates the ARQ process and open-
loop MIMO schemes in a MU system with an implicit RR scheduler with
the ability to send packets in Hybrid SM, so that other users can be served
while the wrong packet directed to an user in bad channel condition is
being retransmitted. The system design allows for integration of any kind
of scheduler considering QoS attributes of the traffic flows.
Several retransmission strategies are proposed. Firstly, two strategies
are studied. Assume that in the first time slot two packets are transmitted
in SM. A first strategy is to retransmit the wrong packet with double power
from the best antenna (strategy S1) while the other antenna is switched off.
The other strategy is to retransmit the wrong packet from both antenna
to the same user in spatial repetition coding, (strategy S2).
A more comprehensive strategy is proposed in order to exploit the MU
diversity (strategy MU) which observes the following: when there is one
packet in error for user (1), the packet is assumed to have been transmitted
from the weaker antenna. The antenna allocation is thus deterministically
switched and the packet retransmitted from the (assumed) stronger an-
tenna. A packet for a new user (u+1) is transmitted on the other antenna.
The antenna allocation follows the opposite principle respect to [dCP08]
and aims to give the maximum SNR of the recombined signal in order to
get rid of the bad user as quickly as possible. This strategy permits to
have the lowest service time for the user (1), reducing the average delay in
the system.
The Hybrid SM transmission (data streams sent to different users) at-
tains higher throughput exploiting the multi-user diversity: indeed, while
the wrong packet is being retransmitted, other users have the chance to
receive a packet. The new user is chosen randomly. The performance of
the strategy is compared to the case where the best user is chosen in order
to maximise the throughput (i.e. the user with the highest post-processing
SNR at the output of the receiver for the antenna to be used).
During Hybrid SM, ARQ is used with two different users; this consti-
tutes a Multi-User ARQ. Multi-User ARQ was previously introduced at
MAC layer for multiple unicast flows in [LJ06b, Lar07b] where each MT
stores not only the packets directed to the local MT but also the packets
directed to the other users (unintended packets). ACKs are sent back by
each user for both types of packets (intended and unintended). The aggre-
gate throughput efficiency is enhanced via wise selection of the users and
joint encoding of retransmitted information. A joint network and chan-
nel coding with Multi-User ARQ has been proposed in [Tho08] where all
the received packets (intended and unintended) are exploited for iterative
decoding.
The benefits of the MU MIMO-ARQ protocol can be recognised in:
• No feedback at the BS for antenna allocation
i
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• No feedback at the BS for user selection
• Open-loop STBC and SM used seamlessly providing higher diversity
order at low SNR regions
• Robustness in the presence of very fast varying channels
• Good down-scalability: as the number of users decreases the perfor-
mance is lower-bounded by the SU protocol, as in [dCP08].
An optimized SIC-MMSE receiver is also proposed. The MT selected
for Hybrid SM transmission stores and exploits unintended packets sent in
previous time slots to other users. The MT removes the contribution of
the ”overheard” packets to maximize the probability of the good reception
of his packet. This receiver is later reffered to as PO.
The following Sec. 4.5 presents in details the MU MIMO-ARQ state
machine and the retransmission strategies proposed. Sec. 4.5.6 describes
the user selection methods: the random user selection and the best user se-
lection used to upper bound the performance achievable with MU diversity
exploitation. The optimised PO receiver is explained in Sec. 4.6. Then,
Sec. 4.7 reports the results before final conclusions in Sec. 4.8.
4.5 System Model
The DL transmission from a BS to a set of MTs - in number of Nusers
- is studied. The users are served with a RR scheduler with TDMA and
fairness among users is guaranteed, as in [VTL02]. The transmission is in
broadcasting to all the users. Without loss of generality, the MIMO system
is assumed with NT = NR = 2, i.e. two transmitting antenna at the BS
and two receiving antenna for each MT. If more antennas are available,
more then two users can be served balancing the trade-off between SM
and STBC, e.g. using a layered STBC [HP05, ITU08, Al-05]. Open-loop
MIMO schemes are used: STBC, SM and Hybrid SM. In Hybrid SM, two
data streams are sent to different users simultaneously. An ARQ protocol
is used with same symbol content and with independently coded packets.
Such ARQ configuration allows to retransmit packets independently to
different users in Hybrid SM mode.
The packets are composed by Ndata bits plus an appended CRC con-
sisting of Ncrc bits. The notation used in the design of MU MIMO-ARQ
protocol is reported here:
• X(j)K is the Kth packet for user j, the upper case letter X indicates
the whole packet
• x(j)K is the mth symbol for user j, the lower case indicates one mod-
ulation symbol inside Kth packet
• H(j)(t) is the 2 × 2 MIMO channel matrix from the transmitter to
user j at time t
• H(j)i (t) is the NR × 1 channel column vector from transmit antenna
i to user j at time t
The MU MIMO-ARQ protocol transmission is started in SM mode to
the first user (1) in the RR scheduler queue. If the two packets are received
correctly, the BS serves the second user in the scheduler queue again in SM
mode. If the two packets are received correctly, the BS transmits to the
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third user until the maximum number of users is reached and then it starts
again from the first user. The BS schedules the packets in RR fashion.
If both packets are decoded with errors, they are retransmitted in Alam-
outi mode: the two transmissions (first and second time slots) are equiva-
lent to one Alamouti block. The Alamouti transmission is carried out until
both packets are received or until the maximum number of retransmissions
Kmax is reached. In this status, the two packets are directed to the same
user and we have SU STBC transmission.
When one only packet is in error, the erroneous one is retransmitted
coupled with a new packet. In this case, three retransmission strategies
are proposed. The first strategy (S1), retransmits the packet from the
best antenna with double power. This strategy needs a single bit feedback
from the MT to the BS (for choosing one antenna out of two). Then, a
second strategy is proposed (S2) where the packet is retransmitted from
both antennas. In these first two strategies, Hybrid SM is never used.
A third retransmission strategy (MU) uses Hybrid SM to exploit multi-
user diversity gain. It operates as follows. Assume that only one out
of two packets for user (1) is received correctly. The packet in error is
assumed to have been transmitted from the weakest antenna. On the
first retransmission, the antenna allocation is switched. The erroneous
packet is transmitted from what it is supposed to be the best antenna
for communicating with user (1) and a new packet is transmitted on the
other antenna for a new user (u). In RAND user selection, the new user
is selected choosing randomly among all the users in the system. The
performance is upper-bounded by the BEST user selection, in this case
the new user is selected as the best user for throughput maximisation, the
user selection is detailed in Sec. 4.5.6. The BEST user selection needs the
feedback from all the MTs to the BS of the post-processing SNRs at the
two outputs of the receiver. The feedback link is assumed error-free and
delay-less.
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Figure 4.1: MU MIMO-ARQ Tx State Machine Diagram.
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The MIMO ARQ protocol can be described by a state machine located
at the BS which is reported in Fig. 4.1. The state machine includes SU and
MU systems. The main block of the state machine is the central ACKs
check block. Three output conditions are possible: no packets correctly
decoded (0), only one (1) or (2) correctly decoded. If both packets are
not decoded (Acks=0) , the antenna are switched and the STBC flag is
set to ”on”; in the next time slot, the transmission state machine will
enter the STBC branch. In the STBC branch, if the number of Alamouti
coded blocks transmitted is odd, the packets are transmitted with sign and
conjugate operation as in [Ala98]. If an even number of packets have been
transmitted – i.e. an integer number of Alamouti transmissions have been
completed – the packets are retransmitted unaltered to form the basis for
the next Alamouti block.
If only one packet has been decoded (Acks=1), in the case of a SU
system, a new packet is sent for the same user. Antenna switching cri-
teria is evaluated at the MT and the allocation is sent back to the BS,
as in [dCP08]. In MU systems, a new user is selected (RAND / BEST).
For the first retransmission, the antenna allocation is switched, while it
remains fixed in the following time slots if Hybrid SM transmission is still
used. Hybrid SM transmission continues to be used if these two condi-
tions are both met: the retransmitted packet has not been received and
both packets are not in error. If both packets are received in error during
Hybrid SM mode, both packets are retransmitted in STBC. Differently
from the previous case, the STBC packets are not directed to the same
user and we have a MU STBC. MU STBC is terminated if the packet re-
transmitted for the user (1) – the scheduled user in the first time slot –
is received or Kmax retransmissions have been tried. In MU STBC, if the
packet for the new user (u) is received, the system continues to retransmit
both packets in STBC. This is inefficient from the user (u) prospective,
but permits to preserve the information stored in the previous time slots
via PC for user (1) and to preserve the diversity order of the already sent
Alamouti blocks. Finally, if both packets are decoded correctly (Acks=2),
the scheduler transmits two new packets for the next user.
Fig. 4.1 highlights where other schedulers and user selection strategies
can be inserted in the proposed MIMO-ARQ protocol architecture. In par-
ticular, the RR scheduler can be enhanced considering QoS parameters at
higher layers for the determination of the users to be scheduled. Further,
the user selection process is also highlighted and other selection strate-
gies can be inserted in the system design. In particular, a joint design of
scheduling and user selection methods seems very promising for exploiting
at its best the MU network resources. The methods can be designed when
variable degrees of information about the MTs CSI are available at the BS.
User selection method can be dynamically adapted based on the queue sta-
tus – e.g. when an user has a delay approaching its maximum latency time,
this user can be selected for the next Hybrid SM transmission, thus giving
the chance to reset his Head Of Line delay (HOL) delay.
The system seamlessly switches between STBC and SM furnishing a
variable diversity order depending on the channel status. At low SNR
regions, a diversity order of two is available. In the high SNR region, SM
is usually used, while with moderate SNRs (from 5 to 20 dB) both schemes
are used.
4.5.1 MT Receiver
The MT receiver applies Packet Combining (PC) which combines the sig-
nals received during all the retransmissions in order to have the highest
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MMSE rx stream 1
MMSE rx stream 2
Packet Combining
Packet Combining
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For Packet
Combining
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CSI CSI
Figure 4.2: MIMO-ARQ Receiver Diagram.
probability of correct decoding the packets. The PC exploits only the
packets directed to the intended user. In Sec. 4.6, on optimized receiver
will be described where the user not only exploits the packets directed to
itself, but stores also the packets sent previously to other users.
In Fig. 4.2, a receiver diagram is reported. The MT has a SIC-MMSE
receiver which inverts the equivalent channel matrix H
(u)
eq , where (u) is the
user index. The data symbols are estimated via a pseudo-inversion as:
Xˆ = F (u)MMSE · Yu(t+ k)
=
(
H†(u)eq (t+ k)H
(u)
eq (t+ k) +
σ2n
P
)−1
H†(u)eq (t) · Yu(t+ k)
where † is the conjugate transpose operator, Yu(t+k) is the vector of all the
received signals until the current time slot and has dimension of 2× (k+1)
and k is the number of retransmissions elapsed until the current time slot.
The construction of H
(u)
eq depends on the protocol state evolution and it is
explained in the followings for each retransmission strategy.
After the MMSE channel inversion, the CRC of both streams is checked.
If only one packet is decoded, the SIC part is activated: the correct packet
is subtracted from the received signals and decoding is performed again.
After this cancellation, the final ACKs/NACKs are communicated to the
BS and the MIMO-ARQ protocol proceeds to the next transmission slot.
4.5.2 Retransmission Strategy S1
Assume that user (1) is the actual user scheduled for transmission and
assume that in the first time slot only packet X
(1)
B was correctly received
and X
(1)
A has to be retransmitted. In S1 strategy, the packet in error
is retransmitted from the antenna which gives the best post-SNR at the
receiver, while the other antenna is kept silent. The transmission power
over the best antenna is doubled. This strategy needs one-bit feedback at
the BS in order to select one antenna out of two available at the BS. It
is evident that if more then two antenna are used at the BS, the feedback
would need a number of bits equal to Nb = log2(NT ).
The correctly received packet at the first time slot is cancelled and the
received signals at MT1 at time t+ 1 for the m
th symbol of the packet can
i
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be written as:
Y1 =
[
y˜1(t)
y1(t+ 1)
]
=
[
H
(1)
1 (t)
H
(1)
B (t+ 1)
]
· x(1)A +N
where H
(1)
B (t+1) is the channel column vector for the antenna with the best
post-processing SNR for user (1), N = (nA(t) nB(t))T is the Gaussian
noise term, ni(t) is CN (0, 1) and the cancelled signals is:
yˆ1(t) = y1 −H(1)1 (t) · x(1)B (4.5)
If the packet is still not received, at the second time slot, the received signal
is expressed as:
Y1 =
 y˜1(t)y1(t+ 1)
y1(t+ 2)

=
 H(1)1 (t)H(1)B (t+ 1)
H
(1)
B (t+ 2)
 · x(1)A +N
This process holds until the packet is received or the maximum number of
retransmission Kmax has not been reached.
4.5.3 Retransmission Strategy S2
Assume that user (1) is the actual user scheduled for transmission and
assume that in the first time slot only packet X
(1)
B was correctly received
and X
(1)
A has to be retransmitted. In S2 strategy, the packet in error is
retransmitted from both antenna in spatial repetition coding. The MT
does not need to send the feedback of the preferred antenna to the BS,
since both antenna are used.
In strategy S2, after packet X
(1)
B has been cancelled in the first time
slot, the received signal at the second time slot for the mth symbol of the
packet is expressed as:
Y1 =
[
y˜1(t)
y1(t+ 1)
]
=
[
H
(1)
1 (t)
H
(1)
1 (t+ 1) + H
(1)
2 (t+ 1)
]
· x(1)A +N
The retransmission strategy S2 transmits the same signal from the two
antenna and do not doubles the power at the antenna port. The power
doubling required by strategy S1 is correct from an information theoretical
perspective but practical problems would be encountered if S1 is applied
in real system. The operating point of the RF transmitter chain will not
tolerate a power totally unbalanced on a single antenna element. For this
reason, S2 strategy seems more appropriate for a practical system design.
The act of transmitting from both antennas can be regarded as a form of
repetition coding: spatial repetition coding.
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Time Slot Tx Ant 1 Dec Tx Ant2 Dec
t X
(1)
A
√
X
(1)
B ×
t+ 1 X
(1)
B × X(u+1)A
√
t+ 2 X
(1)
B × X(u+2)A ×
t+ 3 −X†(u+2)A × X†(1)B ×
t+ 4 X
(1)
B
√
X
(u+2)
A
√
Table 4.1: MU MIMO-ARQ: case study
4.5.4 Retransmission Strategy MU
The third proposed strategy MU uses hybrid SM transmission in order to
exploit multiuser diversity. This strategy leads to a more complex MIMO-
ARQ state machine and several possible states are possible.
Assume that user (1) is scheduled in the first time slot, strategy MU
is illustrated for the following time evolution which summarises all the
configurations possible:
• First time slot t: transmission of packets X(1)A and X(1)B to user (1),
only packet X
(1)
A is decoded;
• t+ 1: retransmission of X(1)B from switched antenna; user (u+ 1) is
selected for hybrid SM transmission of packet X
(u+1)
A . Packet X
(1)
B
still not decoded, while packet X
(u+1)
A is correctly decoded at MTu+1;
• t + 2: retransmission of X(1)B (antenna is not anymore switched);
user (u+ 2) is selected for hybrid SM transmission of packet X
(u+2)
A .
Packet X1B is not decoded at MT1 and X
(u+2)
A is not decoded at
MTu+2;
• t+3: retransmission in MU STBC with Alamouti 2×2; both packets
are not decoded;
• t+ 4: retransmission of the first half of a new Alamouti block; both
packets are decoded correctly; the scheduler is reset and packets X
(2)
A
and X
(2)
B are transmitted for the second user in the scheduler queue.
Tab. 4.1 reports the packets sent on each antenna at the BS with the
relative CRC checking outcome at the intended MTs for each time slot.
In the following, the received signals at the MTs are expressed along
with the construction of the equivalent channel matrix: H
(u)
eq . In the first
time slot, user (1) receives packets X
(1)
A and X
(1)
B in SM at time t. The
corresponding received signal for the mth symbol of the packet is:
y1(t) = H
(1)(t) ·
(
x
(1)
A
x
(1)
B
)
+N (t)
where H(1)(t) = [H
(1)
1 (t)|H(1)2 (t)].
Assume that packet X1A is decoded. The SIC is performed and the
contribution from packet X
(1)
A is removed: the interference-cancelled signal
is:
y˜1(t) = y1 −H(1)1 (t) · x(1)A (4.6)
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After the cancellation, packet X
(1)
B is decoded again, if not successful in the
next time slot the packet X1B is transmitted from switched antenna (i.e.
one) and the packet Xu+1A for a new user is sent over antenna two. The
received signal at the MT1 can be written including the previous cancelled
received signal yˆ1 and the new time slot transmission:
Y1 =
[
y˜1(t)
y1(t+ 1)
]
=
=
[
H
(1)
2 (t) O2×1
H
(1)
1 (t+ 1) H
(1)
2 (t+ 1)
][
x
(1)
B
x
(u+1)
A
]
+N (t)
where N (t) is a four term additive Gaussian noise for Y1.
The received signal at the MTu+1 is composed by the two terms, one
for each antenna for the current t+ 1 time slot:
yu+1(t+ 1) = H
(u+1)(t+ 1) ·
(
x
(1)
B
x
(u+1)
A
)
+N (t) (4.7)
where H(u+1)(t+ 1) = [ H
(u+1)
1 (t+ 1) H
(u+1)
2 (t+ 1) ].
Now suppose that packet X
(1)
B is not correctly decoded and the new
packet in hybrid transmission X
(u+1)
A is decoded at MTu+1. In the third
time slot, packet X
(1)
B is retransmitted without antenna switching and a
new packet X
(u+2)
A is sent on the second antenna for a new user (u + 2).
At MT1 the signal is thus composed as:
Y1 =
 y˜1(t)y1(t+ 1)
y1(t+ 2)

=
 H(1)2 (t) O2×1 O2×1H(1)1 (t+ 1) H(1)2 (t+ 1) O2×1
H
(1)
1 (t+ 2) O2×1 H
(1)
2 (t+ 2)
 ·
 x(1)Bx(u+1)A
x
(u+2)
A
+N
The received signal at MTu+2 is:
yu+2(t+ 2) = H
(u+2)(t+ 2) ·
(
x
(1)
B
x
(u+2)
A
)
+N (t) (4.8)
where H(u+2)(t + 2) = [ H
(u+2)
1 (t+ 2) H
(u+2)
2 (t+ 2) ]. Now assume
that both packets at MT1 and MTu+2 are decoded with errors. A MU-
STBC transmission is started with a 2 × 2 Alamouti scheme. The STBC
transmission ends only when both packets are decoded correctly at the
MT1 or Kmax retransmission are achieved. In the next time slot, at MT1,
i
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the received signal is expressed as:
Y1 =

y˜1(t)
y1(t+ 1)
y1(t+ 2)
y†1(t+ 3)

=

H
(1)
2 (t) O2×1 O2×1
H
(1)
1 (t+ 1) H
(1)
2 (t+ 1) O2×1
H
(1)
1 (t+ 2) O2×1 H
(1)
2 (t+ 2)
H
†(1)
2 (t+ 3) O2×1 −H†(1)1 (t+ 3)
 ·
 x(1)Bx(u+1)A
x
(u+2)
A
+N (4.9)
At MTu+2 the signal is composed by a full STBC block as:
Yu+2 =
[
yu+2(t+ 2)
y†u+2(t+ 3)
]
(4.10)
=
[
H
(u+2)
1 (t+ 2) H
(u+2)
2 (t+ 2)
H
†(u+2)
2 (t+ 3) −H†(u+2)1 (t+ 3)
]
·
(
x
(1)
B
x
(u+2)
A
)
The expression of the equivalent channel matrix to be inverted by the
MMSE requires that the signal received for the second half of the STBC
block is conjugated, as expressed with y†1(t + 3) and y
†
u+2(t + 3) in (4.9)
and (4.10) respectively. If the packets are not correctly decoded, a new
first half of STBC block is transmitted. For brevity, the received signal is
reported only for MT1 (note that the received signal for the first half of
the new STBC block is not conjugated):
Y1 =

y˜1(t)
y1(t+ 1)
y1(t+ 2)
y†1(t+ 3)
y1(t+ 4)

=

H
(1)
2 (t) O2×1 O2×1
H
(1)
1 (t+ 1) H
(1)
2 (t+ 1) O2×1
H
(1)
1 (t+ 2) O2×1 H
(1)
2 (t+ 2)
H
†(1)
2 (t+ 3) O2×1 −H†(1)1 (t+ 3)
H
(1)
1 (t+ 4) O2×1 H
(1)
2 (t+ 4)
 ·
 x(1)Bx(u+1)A
x
(u+2)
A
+N (4.11)
Once the STBC transmission is started, the scheduler can proceed to the
next user in the queue only when:
• the packet X(1)B at MT1 is decoded
• maximum number of retransmission has been reached (Kmax).
i
i
“PhD” — 2010/1/7 — 11:19 — page 99 — #123 i
i
i
i
i
i
4.5. SYSTEM MODEL 99
4.5.5 SIC principle
To illustrate the SIC principle and how it is applied throughout the protocol
operation, let’s focus on MT1. Beside the cancellation of packet X
1
A (or
X1B) in the first time slot , SIC can be applied at each step of the protocol
evolution. The vector Xˆ contains the estimates of the packet(s) to be
received at the current MT and also other packets directed to other users,
if hybrid SM transmission mode has been used. Suppose that the intended
packet is not received. If one (or more) of the other packets is/are correctly
decoded, the MT cancels their contributions and then tries to recover again
the remaining packets. This can be done several times if a new packet is
decoded successful at each SIC iteration.
To illustrate this mechanism, let’s refer to (4.11). At the output of
the receiver, three estimates are available:
[
xˆ
(1)
B xˆ
(u+1)
A xˆ
(u+2)
A
]T
. If
X
(1)
B packet is decoded correctly the scheduler can serve the next user in the
queue. Otherwise, X
(u+1)
A and/or X
(u+2)
A can be decoded correctly. The
correctly received packets are subtracted from the received signal vector
and MMSE is performed again. If, say, X
(u+1)
A was decoded correctly, a
cancelled signal is constructed as:
Y˜1 = Y1 −Heq,2 ·X(u+1)A (4.12)
where Heq,2 = [ O2×1 H
(1)
2 (t+ 1) O6×1 ]
T is the second column of the
channel equivalent matrix. The estimates are then obtained via the MMSE
inversion:
Xˆ1 = FMMSE Y˜1 =
(
H†eqHeq +
σ2n
P
)−1
H†eq Y˜1 (4.13)
If, at this step, X
(u+2)
B was decoded without errors, a new SIC step could
have been enforced for the last chance of detecting X
(1)
B :
˜˜Y1 = Y˜1 −Heq,3 ·X(u+2)A (4.14)
where the third column of the equivalent channel matrix is as:
Heq,3 = [ O4×1 H
(1)
2 (t+ 2) −H(1)1 (t+ 3) H(1)2 (t+ 4) ]T
4.5.6 New User Selection
With the MU strategy, Hybrid SM mode is used and a new user is coupled
with the previous scheduled user which needs a single packet retransmis-
sion. On one hand, the new user selection can be performed without any
knowledge at the transmitter when the BS chooses randomly the new user
to be scheduled. On the other hand, if every MT reports to the BS the post-
processing SNRs at the outputs of the MMSE receiver for each stream, the
BS can chose the best user in order to maximise the system throughput.
Since the BEST user selection needs feedback of the post-processing SNR
from each MT to the BS, this strategy is here proposed as a comparison.
The BEST user selection is reliable when the channel between successive
time slots are highly time-correlated. The issue of the feedback rate given
the variability of the MT CSI is not in the scope of this work and the
best user selection is performed assuming that HP (t+ 1) = H(t), i.e. the
channels in the future time slot are assumed equal to the channels in the
current time slot and the time dependency is dropped in the following.
i
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MMSE Receiver and Post-Processing SNR
In this section, the post-processing for the MMSE is expressed: the esti-
mation error for the mth symbol for the Kth packet directed to the user u
can be expressed as:
eMMSE = min[E(x
(u)
K − xˆ(u)K )(x(u)K − xˆ(u)K )†]
= σ2n
(
H(u)
†
H(u) +
σ2n
P
)−1
(4.15)
where xˆ
(u)
K is the MMSE estimation of xK directed to the user (u), K ∈
{A,B}, σ2n is the noise variance, P is the power transmitted for each stream
and H(u) is the equivalent channel matrix for user (u). The post-processing
SNR for each stream i thus can be expressed as:
SNRMMSEi =
P
eMMSE
=
P[
σ2n
(
H(u)†H(u) +
σ2n
P
)−1] (4.16)
Expanding the matrix notation in (4.16) for the 2 × 2 MIMO case, the
post-processing can be expressed as:
SNRMMSEi =
P
σ2n
(||H(u)i ||2 + σ2nP
)
− |H
(u)†
i H
(u)
i |2
||Hi||2 + σ2nP
 (4.17)
where the alternative antenna to the ith is indicated with:
i = 3− i with i = {1, 2}
. The post-processing SNR for the ith stream depends on H
(u)
i , which is
the channel from the two transmitting antenna to the ith receiving one, but
it is also degraded from the non perfect orthogonality between the H
(u)
i
and H
(u)
i as represented in the second subtractive term.
When the same modulation is used for both streams [dCP08], the best
user selection for throughput maximization is to select the user with the
best post-processing SNR. Each user calculates the two post-processing
SNR at the output of the receiver (SNRMMSE1 and SNR
MMSE
2 ) and sends
this information back to the BS. The BS has all the information needed to
optimize the multi-user scheduling, the New User (NU) is decided searching
the Nusers space:
NU = max
u
(SNRMMSEi,u ) (4.18)
where SNRMMSEi,u is the post-processing SNR for user u for the antenna i
which will transmit the new packet. The best user selection is performed
after the antenna switching criterion has been evaluated.
4.6 PO - Packet Overhearing
The performance of the system can be further improved with an optimized
design of the SIC-MMSE receiver. When Hybrid SM transmission is used,
one antenna retransmits a previous packet which was decoded incorrectly
jointly with a packet directed to a new user. The probability that the
retransmitted packet will be decoded (due to the packet combining at the
i
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receiver) can be reasonably high. The probability of decoding the new
packet, instead, will be lower since it is based on a single received signal
collected at the new MT.
An optimized MT receiver with the ability of recording previous packets
transmitted is described here. The packet storing starts when the MIMO-
ARQ protocol is reset and a new user is scheduled in the system. This
condition is notificated by the BS. The MIMO-ARQ protocol can be reset
when the two packets directed to the scheduled user have been decoded or
when the maximum number of retransmission has been reached.
The PO receiver has an impact on the system performance due to a
two-fold improvement. Firstly, the joint detection at the MMSE receiver
of two (or more) received signals improves the probability of decoding
the new packet sent in the hybrid SM transmission. Secondly, the SIC
procedure of the PO receiver has more possibilities due to the larger set of
estimates.
4.6.1 Received Signals at the Second Time Slot
Let’s consider a transmission to MT1 with packets X
(u)
A and X
(u)
B . If MT1
has decoded correctly both packets, the BS skips to the next user in the
scheduling queue and user (u + 1) deletes the overheard signals from its
memory. If MT1 decodes only one packet, say X
(1)
A , X
(1)
B is retransmitted
with switched antenna allocation (as described in Sec. 4.5) and a new
packet X
(u+1)
A is sent for the new user (u+ 1).
The aim of user (u+ 1) is to detect the packet X
(u+1)
A exploiting all the
radio signals collected. In the next time slot, two cases can occur at MT1:
1. MT1 has decoded X
(1)
B after one retransmission
2. MT1 has decoded X
(1)
B incorrectly.
In the first case, the hybrid SM transmission is terminated and the MU
scheduler will compose two new packets for the next user in the scheduler
queue. The fact that MTu+1 decodes or not its packet is not affecting
the protocol state evolution; the protocol is reset anyway. In the second
case where MT1 has decoded the packet with errors, X
(1)
B is retransmitted
from the same antenna. If MTu+1 has decoded its packet, a new user will
be scheduled in hybrid SM, otherwise a Multi-User STBC is started for
packets X
(1)
A and X
(u+1)
B .
In either cases, at the end of the second time slot transmission, user
(u+1) has, so far, collected four radio signals. In the first time slot packets
X
(1)
A and X
(1)
B ; in the second time slot the packet X
(1)
B (retransmitted to
user 1) and X
(u+1)
A transmitted for the first time. At MTu+1, each signal
is transmitted on channel H(u+1) as the following:
• X(u)A : for user 1 from antenna 1. Corresponding (noise free) received
signal for the m− th symbol: H(u+1)1 (t)x(1)A
• X(u)B : for user 1 from antenna 2. Corresponding (noise free) received
signal for the m− th symbol: H(u+1)2 (t)x(1)B
• X(u)B : for user u retransmitted from antenna 1. Corresponding (noise
free) received signal for the m− th symbol: H(u+1)1 (t+ 1)x(u+1)B
i
i
“PhD” — 2010/1/7 — 11:19 — page 102 — #126 i
i
i
i
i
i
102 CHAPTER 4. MIMO PROTOCOL GAIN
• X(u+1)A : for user u + 1 from antenna 2. Corresponding (noise free)
received signal for the m− th symbol: H(u+1)2 (t+ 1)x(u+1)A
The received signal at MTu+1 for the first time slot can be expressed
as:
yu+1(t) = H
(u+1)
1 (t)x
(u)
A + H
(u+1)
2 (t)x
(u)
B +N (u+1)(t) (4.19)
where H
(u+1)
i (t) is the channel from transmitting antenna i to MTu+1 at
time t. The received signal during the retransmission (t+1) is:
yu+1(t+1) = H
(u+1)
1 (t+1)x
(u)
B +H
(u+1)
2 (t+1)x
(u+1)
A +N (u+1)(t+1) (4.20)
The received signals can be composed for a single MMSE channel in-
version to maximise the probability of correctly decoding packet X
(u+1)
A :
Y =
[
H
(u+1)
1 (t)
O2×1
]
x
(u)
A +
[
H
(u+1)
2 (t)
H
(u+1)
1 (t+ 1)
]
x
(u)
B
+
[
O2×1
H
(u+1)
2 (t+ 1)
]
x
(u+1)
A +
[ N (u)(t)
N (u)(t+ 1)
]
=
[
H
(u+1)
1 (t) H
(u+1)
2 (t) O2×1
O2×1 H
(u+1)
1 (t+ 1) H
(u+1)
2 (t+ 1)
] x(u)Ax(u)B
x
(u+1)
A

= H4×3 · X (4.21)
Then, the MMSE estimate is obtained via multiplication with FMMSE
which is the pseudo-inverse of H4×3:
Xˆ = FMMSE Y =
(
H†4×3H4×3 +
σ2n
P
)−1
H†4×3 Y (4.22)
After MMSE receiver, if packet X
(u+1)
A is not received, there is a double
SIC possibility: packet X1A and/or packet X
1
B can be subtracted if correctly
decoded. If PO was not used, only packet X1A could have been exploited
for SIC.
4.6.2 Generalisation of PO for any time slot
The PO is possible at any step of the MIMO ARQ protocol operation:
i.e. for any user chosen for hybrid SM transmission at any time slot. To
exemplify this case, let’s present the most general case where user (u+ 2)
is selected for hybrid SM transmission at time slot t+ 2 .
Assume that packets X
(1)
A and packets X
(1)
B are transmitted in the first
time slot for MT1 and assume that packet X
(1)
A has not been decoded.
Packet X
(1)
A is retransmitted with switched antenna. A first user (u + 1)
is scheduled in hybrid SM together with packet X
(1)
A . MTu+1 decoded
correctly its packet.
At the successive time slot, user (u+ 2) is scheduled. MT1 and MTu+2
are not able to decode the packets and a multi-user STBC starts. After
an Alamouti coded block, both packets are decoded and the MIMO ARQ
protocol can be finally reset without excess of retransmissions.
The received signals at MTu+2, after reception of a full STBC block
(4th time slot), can be expressed as reported in (4.23).
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Yu+2(t+ 3) =

Yu+2(t)
Yu+2(t+ 1)
Yu+2(t+ 2)
Y †u+2(t+ 3)
 (4.23)
=

H
(u+2)
1 (t) H
(u+2)
2 (t) O2×1 O2×1
O2×1 H
(u+2)
1 (t+ 1) H
(u+2)
2 (t+ 1) O2×1
O2×1 H
(u+2)
1 (t+ 2) O2×1 H
(u+2)
2 (t+ 2)
O2×1 −H†(u+2)2 (t+ 3) O2×1 H†(u+2)1 (t+ 3)
 ·
=

x
(1)
A
x
(1)
B
x
(u+1)
A
x
(u+2)
A
+N
4.7 Results
In this section, results are reported for different MIMO-ARQ protocol con-
figurations including PO receivers. The protocol configurations are listed
for clarity in Table 4.2 and include SU and MU modes. The performance
of the proposed strategies are compared with a system with non-adaptive
MIMO schemes and in the case when the schemes are selected based on a
maximum BER, as described in Chap. 2.
Protocol Con-
figuration
SU / MU User Selection
SU SU as in [dCP08] –
S1 SU –
S2 SU –
MU RAND Hybrid MU Random
MU BEST Hybrid MU Post-proc SNR
MU RAND PO Hybrid MU PO Random
MU BEST PO Hybrid MU PO Post-proc SNR
Table 4.2: MU MIMO-ARQ: configurations
The PHY layer is configured as reported in Table 4.3. The channel
is simulated in block fading. The channel power is normalized to one.
Where not otherwise specified, each fading block contains 250 packets,
which means a channel coherence time of ≈ 108ms. The total number of
packets simulated is 25000.
Results are reported in terms of system throughput and HOL delays.
The RR scheduler provides fairness among all the users and the results are
presented averaged over the users.
4.7.1 Cross-layer MIMO-ARQ versus single layer adaptivity
In this section, the average rate and delay of the MU strategy are compared
with three systems: fixed STBC, fixed SM and with a system where the
i
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Parameter Value
Modulation 4 QAM
Symbol Duration 1µs
Symbols per packet 432
Packet Duration Tp = 432µs
Length of CRC 17 bit
Data bits per packet 847
Number of Users 10
Max Number of rtx (Kmax) 7
Channel Rayleigh fading
Total packets simulated per SNR 25000
Block Fading Length in packets 250
Table 4.3: System Parameters
two former schemes are selected based on a maximum BER at the PHY
layer as in Chap. 2, [MMPR07].
The fixed STBC system transmits Alamouti blocks; the CRC is checked
only after an even number of transmission slots have been received (i.e.
after a full Alamouti block has been received). In the fixed SM system, if
two packets are in error, they are retransmitted as are. If one packet is in
error the packet is retransmitted from the same antenna and a new packet
is scheduled on the other antenna.
The adaptive system switches from the fixed STBC to the fixed SM
transmission when the SNR is high enough to support SM transmission
with a BER lower then a given threshold. From STBC to SM, the spectral
efficiency is doubled. Fig. 4.3 plots the BER curve for 4QAM Alamouti
and 4QAM VBLAST schemes which is used for the determination of the
cross-over point between SM and STBC. Two BER thresholds are chosen
in the following: BER ≤ 0.01 and BER ≤ 0.03. In all the three systems
(adaptive, fixed STBC and fixed SM), the receiver is a SIC-MMSE with
Packet Combining.
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Figure 4.3: 4-QAM Alamouti and VBLAST BERs over SNR.
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Fig. 4.4 reports the rate averaged over all the users for a fixed STBC
and a fixed SM system, the rate for an adaptive scheme (with two BER
thresholds) and the rate achieved by the MU strategy with PO in the case
of BEST and RAND user selection. The adaptive system chooses the best
scheme depending on the channel status and clearly outperform the fixed
MIMO systems.
The adpative system is outperformed by the proposed MU strategy:
the faster adaptivity of the MIMO-ARQ state machine offers higher data
rates and lower average delays due to added flexibility in the receiver and
exploitation of the multi-user diversity.
As evident in Fig. 4.4, the low SNR region is dominated by the diversity
gain of the STBC. The fixed STBC system data rate is converging to almost
200Kbps when SNR →∞, while fixed SM reaches 400Kbps: as expected
due to the double spectral efficiency. The different slopes of STBC and
SM in the range of [0, 5]dB represent the double and single diversity of the
SM and STBC schemes respectively. When the BER is constrained to be
lower then 0.01, the system switches to SM after 12.5dB. In the case of
0.03 BER threshold, the system switches after 10dB.
The MU strategy offers a better performance over all the SNR range. In
the low SNR region, the gain of the MU in respect to the fixed STBC system
comes from the possibility of receiving also halves of the STBC transmission
blocks (as explained in Sec. 4.5.4) and from the fact that sometimes, in the
case of particularly good CSI, SM can be used with an overall capacity gain.
Around a 1dB gain can be observed when SNR = 0dB. MU strategy and
fixed STBC offer same data rate when 5 ≤ SNR ≤ 7.5dB: in this SNR
region the higher probability of having a single packet in error during the
first time slot pushes the MU strategy in longer retransmission states,
compared to the fixed STBC system. After 7.5dB, the MU strategy offers
almost 5dB increase over the fixed SM scheme. The gain comes from
exploitation of multiuser diversity and from the seamlessly usage of STBC
and SM: in the high SNR region, still STBC can be seldom used when the
users are occasionally in bad fading.
In Fig. 4.5 and Fig. 4.6, the average delays and the average delay jitters
are plotted. In fixed STBC, the delay is converging to around 8ms against
the 4ms of the fixed SM scheme because a full Alamouti block has to be
received before decoding. The adpative schemes present a delay which
stabilises at 8ms for SNR = 10dB. After, the delay lowers to the level of
the fixed SM system∗.
The MU strategy sensibly improves the delay performance due to the
Hybrid SM transmissions: when one packet is in error, it is still possible
to chose another user and to send a packet to him. In the case of correct
reception the new user chosen for Hybrid SM has a reduction of his aver-
age delay. This results in the fact that MU strategy approaches the 4ms
average delay already at around 10dB with a considerably lower delay in
the low SNR region. At 5dB the average delay is 2ms lower that in the
STBC system, i.e. the users are served in average four time slots earlier
then in the other three systems.
The delay jitter of the MU strategy is higher than in the fixed STBC
strategy but it is lower-bounding the one of the fixed SM scheme. The
higher delay jitter is due to the larger set of states available in the MIMO-
∗The average delay is converging to 4.32ms when SNR → ∞: indeed all the
packets are transmitted in SM and successfully decoded. With RR scheduler, each
MT receives 2 packets every 1Nusers·Tp and the asymptotic average delay depends on
the number of users in the scheduler queue. If other schedulers are integrated in the
system, the asymptotic delay for each user may be different.
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Figure 4.4: Average Rate for MU MIMO-ARQ compared with non adaptive
and BER-adaptive systems.
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Figure 4.5: Average Delay for MU MIMO-ARQ compared with non adap-
tive and BER-adaptive systems.
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Figure 4.6: Delay Jitter for MU MIMO-ARQ compared with non adaptive
and BER-adaptive systems.
ARQ protocol compared to the unique retransmission possibility for the
fixed STBC.
4.7.2 S1 - S2 - MU - MU PO Comparison
In this section, the various retransmission strategies, namely S1, S2 and
MU, are compared when all the users have the same SNR.
Fig. 4.7 shows that SU strategy (as in [dCP08]) has a better performance
in the low SNR region. S1,S2 and MU strategies outperforms the SU
strategy in the medium to high SNR range where the SU strategy lacks to
exploit the multi-user diversity.
SU is the best choice in the low SNR region because retransmitting to
the same user implies an higher probability of packets in error and thus
higher probability of using double diversity transmission (STBC). When
STBC is used, the errors are quickly recovered and the system can send
two new packets. When the STBC is less used and its contribution is
vanishing (SNR > 10dB), SU performance quickly drops and S1,S2 and
MU strategies show around 3dB gain†. SU strategy also shows an higher
average delay as reported in Fig. 4.8.
The three strategies (S1-S2-MU) and the PO and non-PO receivers
have comparable performance when all the user have the same SNR, with
slightly better results for the MU strategy. When the user have different
SNRs, as reported in Sec. 4.7.3, S1 and S2 will show sensible performance
loss.
†The system studied in this work is 4-QAM uncoded; at 10db is BER ≈ 0.03. A
proper channel coding can move the cross-over point between SU and MU strategies
at lower SNRs comparable with the typical operating point of the wireless systems.
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Figure 4.7: Average Rate for S1, S2 and MU retransmission strategies.
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Figure 4.8: Average Delay for S1, S2 and MU retransmission strategies.
4.7.3 Performance with Log-normal SNR Distribution
The MIMO-ARQ protocol proposed is able to cope with heterogeneous
SNR distribution of the users in the system. In Fig. 4.9 the average rate
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of the MU MIMO-ARQ with random user selection is compared with fixed
and adaptive systems when the SNR follows a lognormal distribution with
a standard deviation of σSNR = 2dB. The adaptive system chooses the
MIMO scheme based on the average SNR calculated over all the users.
In Fig. 4.10 a tangible delay reduction can be observed compared to the
adaptive systems. This comes from the Hybrid SM transmissions the and
exploitation of MU diversity which has a bigger impact compared to the
case of σSNR = 0dB. When 5 ≤ SNR ≤ 10dB, a 5ms improvement is
available, which means that in average users are served 10 packets earlier
and the 4ms average delay is already reached at SNR ≈ 10dB. The delay
jitter is also improved, as shown in Fig. 4.11. Fixed STBC has, the lowest
jitter but the jitter of MU strategy is still low compared to the fixed SM
and the adaptive systems.
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Figure 4.9: Average Rate for MU MIMO-ARQ compared with non adaptive
and BER-adaptive systems with 2dB lognormal SNR distribution.
Fig. 4.12 reports the average rate for all the strategies when σSNR =
2dB. MU strategy shows the best performance while S1 and S2 show a
considerable reduction of performance of around 4dB, starting from 12dB.
The MU with PO and BEST user selection also achieves slightly better
rate compared to the RAND user selection due to optimal user selection
for throughput maximisation.
4.7.4 Performance for Short Channel Coherence Times
The MU MIMO-ARQ protocol has been evaluated also for short channel
coherence times. Two coherence periods of 250 packets (≈ 100ms) and of
5 packets (≈ 4ms) are compared. The performance of MU strategy with
random user selection and SU (as in [dCP08]) are compared. The results is
that MU strategy is more robust the fast changing channels. The average
rate is reported in Fig. 4.13, where at 15dB for 4ms coherence time, the SU
shows a loss of 2.5dB against the 0.5dB of the MU strategy. The reduction
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Figure 4.10: Average Delay for MU MIMO-ARQ compared with non adap-
tive and BER-adaptive systems with 2dB lognormal SNR distribution.
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Figure 4.11: Delay Jitter for MU MIMO-ARQ compared with non adaptive
and BER-adaptive systems with 2dB lognormal SNR distribution.
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Figure 4.12: Average Rate for S1, S2 and MU retransmission strategies
with 2 dB lognormal SNR distribution.
of average delay is maintain also with log-normal shadowing, as visible in
Fig. 4.14.
4.8 Conclusion
A MIMO-ARQ protocol has been developed for a MU network with three
retransmission strategies. An optimised receiver, able to store previous
transmitted packets, has been developed (Packet Overhearing). The users
are scheduled with a RR scheduler; the system proposed can be directly
extended including any kind of known scheduler.
The work extends the results achieved in [dCP08], where retransmis-
sion strategy was designed for a SU link. The antenna allocation criterion
was extended for MU networks. The MU MIMO-ARQ protocol can oper-
ate without any feedback (with the exception of the ACKs/NACKs) and
avoids the one-bit feedback needed in [dCP08]. Three strategies were pro-
posed: retransmission from single best antenna (which still needs one bit-
feedback), retransmission from boths antenna in spatial repetition coding
and MU strategy, which uses Hybrid SM transmissions.
In the last strategy, Multi-User diversity is exploited with a random
(RAND) user selection and no feedback is needed at the BS. The perfor-
mance is compared with the BEST user selection for throughput maximi-
sation based on post-processing SNR. The performance degradation of the
random user selection is small compared to the best user selection.
The MIMO-ARQ strategies for SU and MU are compared to wireless
systems where fixed STBC/SM transmissions are used and to an adaptive
system where the former two schemes are adaptively chosen to maintain
the BER under a specified target. Better throughput and lower average
delay are achieved over all the SNR range with a peak gain of 7dB.
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Figure 4.13: Average Rate for MIMO-ARQ in MU and SU modes for short
channel coherence times.
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The protocol proposed outperforms the one in [dCP08] for medium to
high SNRs. At low SNR, strategy in [dCP08] achieves better throughput.
A cross-over point between MU and SU strategies is found at 10dB for a
4-QAM uncoded modulation.
MU strategy outperforms the other strategy proposed (S1-S2), espe-
cially in the case of users with heterogeneous SNR. In log-normal SNR
distribution, the MU gain over the SU strategy is more tangible due to the
increasing impact of multi-user diversity.
The protocol proposed has been designed to maintain a good perfor-
mance with fast time varying channels (open-loop MIMO schemes are
seamlessly used with no CSI feedback). The MIMO-ARQ protocol pro-
posed in this work can adapt rapidly to the channel status with no need
of CSI feedback while exploiting Multi-User diversity.
i
i
“PhD” — 2010/1/7 — 11:19 — page 114 — #138 i
i
i
i
i
i
i
i
“PhD” — 2010/1/7 — 11:19 — page 115 — #139 i
i
i
i
i
i
Chapter 5
MIMO Protocol Gain
System Design Issues
The mental imagery involved
with pianistic tactilia is not
related to the striking of
individual keys but rather to the
rites of passage between notes.
Review of Payzant
Glenn Gould (1932-1982)
The first communication network that was designed during the primitive
years of information theory was the telephone network constituted by a
set of point-to-point links with fixed allocated resource. When a call is
originated, a path is reserved and the communication happens with no
restrictions inside the assigned bandwidth.
The origin of packet-switched networks and the concept of packet pay-
load itself was born with the need of interconnecting computing machines.
The burstiness of voice calls travelling over analog connection was, by far,
much more reduced compared to that of the messages originated by the
machines. Kleinrock was among the firsts to address this problem, for-
mulating the concept of the backbone elements of a packet-switched net-
working, which originated the well-known queueing theory, later published
in [Kle75].
During the late 1960s and early 1970s, several computer scientists and
engineers proposed the formulation of the seven-layer Open System Inter-
connection (OSI) framework. At that time, the separation between the
problem of physical data transmission and link management was very use-
ful. The idea of layers is even found in the work by Shannon, [Sha48].
Shannon clearly stated that the digital channel that he has been study-
ing was a layer above the underlying physical channel where the data was
transmitted in analog form. Shannon also considered the process of channel
coding as residing a layer below the process of data compression.
However, since some years, there is a strong revisionist feeling with
respect to the notion of layering. The research community has fully re-
115
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alised that the strict layering of a packet-switched networks leads to under-
exploitation of system resourcce. Nonetheless, the layered framework offers
a stable basis for technology development and standardisation.
The constrains introduced by the protocol stack are sometime clear
and less evident in some other cases. It is evident that the OSI layering
was not designed for multiaccess mediums, such as the wireless mediums.
The optimal exploitation of multiaccess networks requires a joint design
of physical, link and network mechanisms. When multiple antenna or
sectorized cells are available, the spatial dimension of the channel can be
exploited and Spatial Division Multiple Access (SDMA) can offer high
gains when designed with a cross-layer approach.
The field of multiuser detection theory represents a link between mul-
tiaccess information theory and network multiaccess and there has been
considerable activity on signal modelling, power-control, antenna patterns,
channel interference models, and receiver structures.
The provisioning of a channel for end to end transmission can be divided
in several subtasks and traditionally each one of this tasks is accomplished
in a layer of the stack. The PHY layer provides a bit tunnel adapted to the
physical medium used for data transmission. The organisation of bits in
packets is in charge of the Data Link Control (DLC) layer which provides
reliable transmission service to the NET layer. The route from a source to
a destination is provided by the NET layer, which manages a set of ordered
links, each one with its own DLC and PHY processing.
The OSI layering was designed for wired-networks, and the stack needed
to be modified to add the MAC layer to support communication over mul-
tiaccess channel, as ALOHA protocol in [Abr70] just to cite a famous
example. The MAC resides between the DLC and the PHY and basically
provides an intermittent data connection to the DLC layer.
The MAC layer can be totally unaware of the underlying PHY or some
information can be shared. This is the example of CQI signalling between
PHY and MAC for channel-aware schedulers. Other example is the joint
design of ARQ parameters based on CSI, as described in Sec. 3.2 at page 52.
An interaction among PHY and MAC layers has been proposed in
Chap. 4 when multiple antenna are available. In particular, the MAC
is aware of a per-antenna ACK and several retransmission strategies have
been designed for aggressive resource exploitation in multi-user networks
with fast mobile terminals without the need for feedback.
Introducing control of the ARQ process at the antenna elements level
has some impact on the network architecture. This impact will not require
substantial modification to the current approach, however, the key archi-
tectural ideas are outlined in this Chapter. In the current PHY/MAC layer
division, it is not possible to be aware at the MAC layer of the per-antenna
channel conditions. The designs described in Chapter 4 are analysed from
the signalling and architectural perspective.
The description of the current architecture refers to the last approved
version of the IEEE802.16 standard, [IEE09a]. Two topologies are defined
for 802.16 networks: Mesh and PMP. Only the latter is considered in this
Chapter.
The PMP traffic management, basic packet processing operations and
the ARQ process are described. The ARQ state machine is controlled by
the ACKs sent back by the MTs. ACKs (NACKs) are calculated based
on the CRC appended to the MAC PDUs, as visible in the diagram in
Fig. 5.1. A modified interface between PHY and MAC is then presented
(see Fig. 5.11), in order to support the SU and MU MIMO-ARQ protocols
of Chapt. 4.
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An overview of the schedulers presented in literature for IEEE802.16
networks is also proposed. This will clarify the possibilities offered by
the integration of MU MIMO-ARQ system with more advanced schedulers
compared to the RR scheduling assumed in the previous chapter.
5.1 General overview of IEEE802.16 Point-to-MultiPoint
In IEEE802.16, the BS is usually a central point with a sectorized antenna
system capable of handling multiple independent sectors simultaneously.
Inside a given frequency channel and antenna sector, all MTs receive the
same transmissions in DL. In UL, the BS collects all the signals coming
from the MTs previously associated and which are inside the same sector.
Only one BS is operating in the sector and does not have to coordinate with
other transmitting stations. For DL, the DL-MAP specifies the addressee
(MT) for each portion of the time-frequency resources. In the case where
the DL-MAP does not explicitly indicate that a portion of the DL subframe
is for a specific MT, all MTs will listen. The MTs decode the connection
identifiers (CIDs) in the received MAC PDUs and store only those PDUs
addressed to them. Messages can be sent to a single MT (unicast) or
to multiple MTs (multicast connections). The latter is used for control
messages and broadcast messages to all stations in the sector/cell.
In the UL subframe, all the MTs share the UL channels on a demand
basis. The right to transmit depends on the class of service flow which
will access the transmission bandwidth: the MT may be issued continuing
rights to transmit, or the right to transmit may be granted by the BS after
receipt of a request from the user.
MTs adhere to a transmission protocol that controls contentions and
enables the service scheduling to be adjusted to the QoS requirements
in terms of delay and bandwidth. There are three different types of UL
scheduling mechanisms:
• Unsolicited bandwidth grants
• Periodic polling
• Contention based
These three UL scheduling mechanisms allow vendors to optimise the sys-
tem performance by using combinations of all the scheduling techniques,
maintaining interoperability. For Unsolicited grants, the service flows has
a fixed amount of bandwidth reserved independently from the load of the
network and the status of the data queues. The use of polling guarantees
that service flows receive resources on a deterministic basis when required.
Contrary to data applications, which are delay tolerant, real-time appli-
cations, like voice and video, require service with very tightly-controlled
schedule for preserving delay-related QoS (average delay and jitters) and
need to have a constant check of the bandwidth requests (periodic polling).
Finally, contention is used to avoid individual polling of MTs that have
been inactive for a long period of time. The MT can send a request to
the BS for bandwidth allocation in contention with the others MTs in the
sector/cell in a specified part of the UL frame.
5.1.1 Packet Processing Workflow
The workflow for the packets to be transmitted over the wireless segment
follows the scheme depicted in Fig. 5.1, where a typical IEEE802.16 pro-
tocol stack is reported with the ARQ state machine in evidence. From the
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Application layer, packets are received at the air-interface. Following the
IEEE802 nomenclature, each layer receives packets to be dispatched from
upper layer (Service Data Unit (SDU)s) and transfer to the lower layer
fixed size packets to be transmitted (PDUs).
From the Networking layer, the NET PDU are passed to the MAC
layer. The MAC layer is divided into three sublayers. The MAC Con-
vergence Sublayer divides the traffic based on QoS attributes and provide
transparent access to the wireless transmission from the transport perspec-
tive.
The MAC privacy sublayer provides support for identification and as-
sociation to the network and for enforcement of security protocols. The
security aspect is not treated in this thesis. A work has been published
proposing a PHY subcarrier permutation in [MWP09b]. The PHY layer
security encapsulates upper layer protocols for an overall augmented secu-
rity.
The MAC Sublayer is the central entity which covers the aspects related
to the medium access. At this sublayer, NET PDU are packed or frag-
mented (depending on the size of the packets to be transmitted) in MAC
PDUs which are later transferred to the PHY layer. The ARQ process is
managed at this level of the protocol stack. Each MAC SDU, after being
fragmented or packed, is appended with a CRC which is used to detect
error during transmission on the radio channel. Fragmented/packed MAC
SDUs are passed to the PHY layer. Each packet is then mapped in the
OFDMA grid. Data randomization, modulation, subcarrier permutation
and MIMO scheme are applied. Prior to be sent at the RF transmitting
chains, the frame is composed along with data symbols, pilots and guard
bands. The DL and UL subframes are separated by appropriate timings
for permitting a correct ramp-up and ramp-down of the power amplifiers.
The frame is left-padded with a Frame Preamble which is used for syn-
chronisation and coarse channel estimation purposes.
On the receiver side, the signal is processed with the appropriate MIMO
receiver. Demodulation, decoding and depermutation is performed. A
single PHY SDU is passed to the upper MAC layer for the CRC check.
The result of this check (ACK/NACK) is then sent back to the BS. The
ARQ state machine is fully contained at the MAC layer of the BS. If a
NACK is received, a retransmission of packet happens until the packet is
correctly received or until the maximum number of retransmissions have
been reached.
In the followings, some details of the protocol stack will be deeper anal-
ysed.
5.1.2 MAC Layer
Each air-interface of a MT (each MT can have more then one air-
interface) has a 48-bit universal MAC address, as defined in the standard
IEEE802, [IEE89]. The MAC address uniquely defines the air interface of
the MT in the network and it is issued by the manufacturer. The MAC
address is used for the initial ranging and association processes and to
establish the connections between the BS and the MT. During the authen-
tication process, the MAC address is also used to verify the identity of BS
and MT.
IEEE802.16 MAC is connection-oriented: all data communications are
in the context of a transport identified with a CID. Upon the registration
of an MT (or the modification of the services already negotiated), higher
layers of the BS and of the MT are stimulated to initiate the setup of the
service flows. Each service flow is associated with a transport connection
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Figure 5.1: IEEE802.16 Protocol Stack for classical ARQ at MAC layer.
and each MT can have more then one connection; each service flow is
identified by a unique 16-bit CID. Bandwidth requests are always referred
to a single CID. New transport connections are established for new traffic
flows or when a MT changes the QoS attributes of an already established
service flow. Indeed, the service flow contains all the QoS attributes for the
PDUs that are exchanged on the MAC connection. Bandwidth is always
granted by the BS to an MT (also as an aggregate of grants) in response
to per-connection requests from the MT.
In the initialisation phase, two pairs of management connections, ba-
sic connections (UL and DL) and primary management connections (UL
and DL), are established between the MT and the BS∗. The manage-
ment connection pairs are used for three different levels of QoS of the
management traffic. The basic connection is used to exchange short and
urgent MAC management messages. The primary management connec-
tion is used to transport longer but more delay-tolerant MAC manage-
ment messages. In [IEE09a], Table 38 specifies on which connection pair
MAC messages have to be transferred, based on messages length and ur-
gency. The table also specifies which MAC management messages are
transported on the broadcast connection. An optional secondary man-
agement connection is used to transfer delay-tolerant messages of specific
∗Optionally, a third pair of management connections (secondary management, DL
and UL) can be generated.
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standards, such as: Dynamic Host Control Protocol (DHCP), File Trans-
fer Protocol (FTP) (only trivial messages) and Simple Network Manage-
ment Protocol (SNMP). The secondary management connection allows
for packet packing or fragmentation. When OFDM and OFDMA physi-
cal layers are used, all the management messages must have an appended
CRC.
Once established, transport connections for variable-rate data flows may
require maintenance. For example, in the case of an unchannelized T1†
service, virtually no connection maintenance is needed, since a constant
bandwidth is allocated. IP services usually require a considerable amount
of maintenance due to their bursty nature and the possibility of fragmenta-
tion. Transport connections may also be terminated: the termination of a
transport connection is stimulated by the BS or by the MT. The transport
connection management functions are implemented through the use of dy-
namic addition, deletion and modification of service flows, as described in
Sec. 3.3 at page 63.
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Bearer connection CID reassignments during handover or network re-entry shall be sent using the REG-RSP 
encodings TLV in the RNG-RSP message, the REG-RSP message, or reassigned autonomously without 
explicit assignment in any message (see 6.3.21.2.11).
Requests for transmission are based on these CIDs, since the allowable bandwidth may differ for different 
connections, even within the same service type. For example, an SS unit serving multiple tenants in an office 
building would make requests on behalf of all of them, though the contractual service limits and other 
connection parameters may be different for each of them.
Many higher layer sessions may operate over the same wireless CID. For example, many users within a 
company may be communicating with Transmission Control Protocol (TCP)/IP to different destinations, but 
since they all operate within the same overall service parameters, all of their traffic is pooled for request/
grant purposes. Since the original local area network (LAN) source and destination addresses are 
encapsulated in the payload portion of the transmission, there is no problem in identifying different user 
sessions.
The type of service and other current parameters of a service are implicit in the CID; they may be accessed 
by a lookup indexed by the CID.
6.3.2 MAC PDU formats
MAC PDUs shall be of the form illustrated in Figure 20. Each PDU shall begin with a fixed-length MAC 
header. The header may be followed by the Payload of the MAC PDU. If present, the Payload shall consist 
of zero or more subheaders and zero or more MAC SDUs and/or fragments thereof. The payload 
information may vary in length, so that a MAC PDU may represent a variable number of bytes. This allows 
the MAC to tunnel various higher layer traffic types without knowledge of the formats or bit patterns of 
those messages.
A MAC PDU may contain a CRC, as described in 6.3.3.5. Implementation of CRC capability is mandatory 
for OFDM and OFDMA PHYs. All reserved fields shall be set to zero on transmission and ignored on 
reception.
Figure 20— MAC PDU formats
MAC header Payload (optional) CRC (optional)
LS
B
M
SB
Figure 5.2: MAC PDU content in 802.16e.
The format of a MAC PDU is reported in Fig. 5.2. The first part of
the PDU is the General Mac Header (GMH) which is exploded in detail in
Fig. 5.3. The GMH contains several data fields, e.g.: the PDU length in
bytes, the CID and the Header Check Sequence (HCS) for detecting error
in the GMH. For a detailed description of all the fields of the GMH, the
reader can refer to [IEE09a], Sec. 6.3.2.1.1. In the case of fragmentation,MAC Functions and MAC Frames 97
WiMAX security is detailed. For both OFDM and OFDMA PHY layers, management mes-
sages must have a CRC, which is a 4-bytes fi eld, computed as defi ned in IEEE Std 802.3 and 
appended to the payload of the MAC PDU. The CRC must be calculated after encryption, i.e. 
the CRC protects the GMH and the ciphered payload [1].
Payload (optional) MAC Header  (6 bytes) 
CRC (optional) 
(4 bytes) 
Type (6) LEN LSB (8) CID MSB (8) CID LSB (8) HCS (8) LEN 
MSB (3) 1 2 3 4 5 6 
1: HT=0  
2: EC  
3: ESF
4: CI
5: EKS  
6: Reserved 
Figure 8.2 Header format of the Generic MAC frame [1]. The number in parentheses is the number 
of bits in the indicated fi eld
Table 8.1 Some fi elds of the MAC frame generic header. (From IEEE Std 802.16-2004 [1]. 
Copyright IEEE 2004, IEEE. All rights reserved.)
Name Length (bits) Description
HT 1 Header Type. Zero for generic MAC header
EC 1 Encryption Control: 0  payload is not encrypted; 1  payload is 
encrypted. For a MAC header without payload, this bit indicates 
whether it is Type I or II
Type 6 This fi eld indicates the subheaders and special payload types present in 
the message payload (see below)
ESF 1 Extended Subheader Field. If ESF  1, the extended subheader is 
present and follows the generic MAC header immediately (applicable 
in both the downlink and uplink)
CI 1 CRC Indicator: 1  CRC is included (see MAC frame format); 0  no 
CRC is included
EKS 1 Encryption Key Sequence. The index of the Traffi c Encryption 
Key (TEK) and initialization vector used to encrypt the payload. 
Evidently, this fi eld is only meaningful if the EC fi eld is set to one
LEN 11 Length. The length in bytes of the MAC PDU including the MAC 
header and the CRC, if present
CID 16 Connection IDentifi er (see Chapter 7)
HCS 8 Header Check Sequence. An 8-bit fi eld used to detect errors in the 
header
Figure 5.3: Generic MAC Header Content.
each fragment of the SDU is encapsulated into one or more PDUs, as
†Th historic l definition of T1 service is related to a digital transmission line with
1.544 Mb s data rate equivalent to 24 voice channels used in telephone network; an
unchannelized T1 service defines a service flow with 1.5 Mbps bandwidth.
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illustrated in Fig. 5.4. If SDUs are very small, more then one of them can
also be encapsulated into a single PDU (packing), as reported in Fig. 5.5.
Internal Packing Sub-Header (PSH) are inserted.
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bandwidth while taking into account the QoS requirements of a connection service fl ow. The 
presence of fragmentation is indicated by bit 2 of the Type fi eld (see Section 8.2) of a generic 
MAC frame. Usually, fragmentation concerns relatively long packets (such as IP packets). 
Fragmentation of a packet is shown in Figure 8.5.
The three MPDUs obtained in the example shown each contain a Fragment subheader. 
Thus bit 2 of the Type fi eld in the generic MAC header will be set to 1 (see Section 8.2.3). 
The Fragment subheader will contain information such as if the fragment is the fi rst, middle 
or last, etc.
The capabilities of fragmentation and reassembly are mandatory.
8.3.2 Packing
When packing is turned on for a connection, the MAC layer may pack multiple MAC SDUs 
into one single MAC PDU. When the radio channel is relatively good, this allows a better use 
of available resources. The transmitting side has the full decision of whether or not to pack a 
group of MAC SDUs in a single MAC PDU. The presence of packing is indicated by bit 1 of 
the Type fi eld of the generic MAC frame (see Section 8.2.3).
Packing is especially effi cient for relatively short packets. A packed packet is shown in 
Figure 8.6. The payload of the frame will contain many packing subheaders, and each one 
will be followed by its MAC SDU. The sum of packed headers is smaller than the sum of 
headers of normal SDUs. This is why packing saves bandwidth resources. On the other hand, 
if the packed PDU is lost, all component SDUs are lost (while possibly only one would have 
been lost if packing was not done).
If the ARQ mechanism is turned on, subheaders of fragmentation and packing are extended. 
For example, the subheaders of a packed packet are made of 3 bytes instead of 2.
The capability of unpacking is mandatory.
MAC SDU 
Fragment #1 Fragment #2 Fragment #3
Fragment 
Sub-Header  
(1 or 2  
bytes) 
MAC SDU 
Fragment #1
               
Optional 
CRC     
(4 bytes)
MAC SDU 
Fragment #3 
Fragment 
Sub-Header  
(1 or 2  
bytes) 
Generic  
MAC   
Header     
(6 bytes)
MPDU #1 MPDU #3 
Payload 
Generic  
MAC   
Header     
(6 bytes)
               
Optional 
CRC     
(4 bytes)
Generic  
MAC   
Header     
(6 bytes)
Fragment 
Sub-Header  
(1 or 2  
bytes) 
               
Optional 
CRC     
(4 bytes)
MAC SDU 
Fragment #2
MPDU #2
Figure 8.5 Illustration of the fragmentation of an MAC SDU giving three MAC PDUs (or MAC 
frames)Figure 5.4: Fragmentation Procedure at the MAC layer. Reproducedfrom [Nua07].
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8.3.3 Concatenation
Concatenation is the procedur  of concatening multipl  MAC PDUs into a single transmis-
sion (see Figure 8.7)  Concate ation is possible in both the upl nk and downlink. Since e h
MAC PDU is identifi ed by a unique CID, the receiving MAC entity able to present the 
MAC SDU t  the correct instance of the MAC SAP. It is then possible to send MPDUs of 
differe t CID  on the same physical burst. Then, MAC management m ssages, user data a d 
bandwidth request MAC PDUs may be concatenated into the same transmission. Evidently, 
in the uplink all the MPDUs are transmitted by the same SS.
8.4 Basic, Primary and Secondary Management Connections
As already mentioned, connections are identifi ed by a 16-bit CID. At SS initialisation, taking 
place at SS network entry, two pairs of management connections (uplink and downlink con-
nections) are established between the SS and the BS, and a third pair of management connec-
tions may be optionally established. These three pairs of connections refl ect the fact that there 
are three different levels of QoS for management traffi c between an SS and the BS:
•  The basic connection is used by the BS MAC and SS MAC to exchange short, time-urgent 
MAC management messages. This connection has a Basic CID (see Table 7.1).
•  The primary management connection is used by the BS MAC and SS MAC to exchange 
longer, more delay-tolerant MAC management messages. This connection has a Primary 
Management CID (see Table 7.1). Table 8.5 and 8.6 list all of the 802.16-2004 and 802.16e 
MAC management messages. See Annex A for brief descriptions of each message. Tables 
8.5 and 8.6, specify which MAC management messages are transferred on each of these 
two connections.
Generic MAC 
Header  
(6 bytes) 
Packing  
Sub-Header  
(2 or 3 bytes) 
MAC 
SDU
Packing  
Sub-Header  
(2 or 3 bytes) 
MAC 
SDU
……………. 
Optional CRC 
(4 bytes) 
Figure 8.6 Illustration of the packing of MAC SDUs in one MAC PDU
CID = 0x0EF1
Management
PDU User PDU
User
PDU
CID = 0x5F3E CID = 0x2310
Uplink Burst n+1
User PDU
Bandwidth
Request
PDU
CID = 0x2301 0x0399
Uplink Burst n
Figure 8.7 Illustration of the concatenation for an uplink burst transmission. (From IEEE Std 802.16-
2004 [1]. Copyright IEEE 2004, IEEE. All rights reserved.)
Figure 5.5: Packed SDU into a single PDU
5.1.3 ARQ
The ARQ mechanism is part of the MAC layer. ARQ is optional for
implementation. If implemented, ARQ may be enabled on a each single
transport connection. The per-connection ARQ is specified and negotiated
during the creation of the connection and is limited to unidirectional traffic.
A single connection cannot have ARQ and non-ARQ traffic mixed together.
For ARQ-enabled connections, is possible to activate fragmentation of
MAC SDUs: each SDU can be split into fragments for separate transmis-
sion. If fragmentati is not enabled, each PDU mus co tain all the data
rel t d to the parent SDU. The size of each MAC PDU is defined by the
ARQ BLOCK SIZE parameter. An ARQ block is a distinct u it of data
that is carried on an ARQ-enabled connection. The block size is a param-
eter negotiated during connection establishment. If the length of the SDU
is not an integer multiple of the ARQ BLOCK SIZE parameter, the last
fragment is padded with zero payload until the correct length has been
achieved. The ARQ block size needs to b accurately set to avoid losses
of network efficiency. Each PDU may contain ARQ blocks that re trans-
mitted for the first time as well as those being retransmitted. Every ARQ
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block has an assigned Block Sequence Number (BSN) and is managed as
a distinct entity by the ARQ state machines.
A diagram of the ARQ state machine, which is located at the BS, is
reported in Fig. 5.6. Once a MAC SDU has been scheduled for trans-
mission and MAC PDUs have been generated after eventual fragmenta-
tion/packing, the PDUs are sent to the PHY layer and the state machine
moves to the ”Outstanding” state, where it waits for the first response
(NACK or ACK). If an ACK is received, the state machine is reset. If
NACK is received, the state machine moves to the state ”Retransmission”.
The PDU is then transmitted again and the machine waits again in ”Out-
standing” for a NACK or an ACK from the MT.
When a NACK is receiver or a maximum Waiting-Time is elapsed the
state machine retransmit the packet. The maximum Waiting-Time is spec-
ified by ARQ RETRY TIMEOUT ‡. This parameter is fundamental to
avoid starving of the state machine for two cases: 1) the PDU has not
been received at the MT, 2) the packet was received at the MT and the
MT transmitted the NACK/ACK which was not received at the BS. Fi-
nally, from the two intermediate states presented before, the state machine
can interrupt the protocol operation when an ACK is received or when
a maximum amount of time is elapsed for the ARQ process, specified by
ARQ BLOCK LIFETIME. This specification is equivalent to specify-
ing the maximum number of ARQ retransmission, as done for Stop and
Wait ARQ in Sec. 3.2 at page 52 and for MU MIMO-ARQ in Sec. 4.4
at page 87. It is to be noted that an ACK signal also link the ”Discarded”
to the ”Done” state. This is to include the case where a positive ACK is
received slightly after the ARQ BLOCK LIFETIME was over.
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6.3.4.6.2 Transmitter state machin
An ARQ block may be in one of the following four states—not-sent, outstanding, discarded, and waiting-
for-retransmission. Any ARQ block begins as not-sent. After it is sent it becomes outstanding for a period of 
time termed ARQ_RETRY_TIMEOUT. While a block is in outstanding state, it is either acknowledged and 
discarded, or transitions to waiting-for-retransmission after ARQ_RETRY_TIMEOUT or NACK. An ARQ 
block can become waiting-for-retransmission before the ARQ_RETRY_TIMEOUT period expires if it is 
negatively acknowledged. An ARQ block may also change from waiting-for-retransmission to discarded 
when an ACK message for it is received or after a timeout ARQ_BLOCK_LIFETIME.
For a given connection the transmitter shall first handle (transmit or discard) blocks in “waiting-for-
retransmission” state and only then blocks in “nonsent” state. Blocks in “outstanding” or “discarded” state 
shall not be transmitted. When blocks are retransmitted, the block with the lowest BSN shall be 
retransmitt d first.
The ARQ Tx block state sequence is shown in Figure 49.
MAC PDU formation continues with a connection’s “not-sent” MAC SDUs. The transmitter builds each 
MAC PDU using the rules for fragmentation and packing as long as the number of blocks to be sent plus the 
number of block already transmitted and awaiting retransmission does not exceed the limit imposed by 
ARQ_WINDOW_SIZE. As each “not-sent” block is formed and included in a MAC PDU, it is assigned the 
current value of ARQ_TX_NEXT_BSN, which is then incremented.
When a Cumulative ACK acknowledgment is received, the transmitter shall check the validity of the BSN. 
A valid BSN is one in the interval ARQ_TX_WINDOW_START to ARQ_TX_NEXT_BSN – 1 (inclusive). If 
BSN is not valid, the transmitter shall ignore the acknowledgment.
When a Selective ACK, Cumulative+Selective ACI or Cumulative ACK with Block Sequence 
acknowledgement is received, the transmitter shall check the validity of each block described in the 
message. The acknowledgement of a block is valid if its corresponding block number lies in the interval 
ARQ_TX_WINDOW_START to ARQ_TX_NEXT_BSN-1 (inclusive). If the block number lies outside this 
interval, the transmitter shall ignore the acknowledgement of that block.
When a cumulative acknowledgment with a valid BSN is received, the transmitter shall consider all blocks 
in the interval ARQ_TX_WINDOW_START to BSN (inclusive) as acknowledged and set 
ARQ_TX_WINDOW_START to BSN + 1. 
Figure 49—ARQ Tx block states
ARQ_RETRY_TIMEOUT
or NACK
Retransmit
Transmit
Not sent Outstanding Waiting for
retransmission
Discarded
Done
ACK ACK
ACK
ARQ_BLOCK_LIFETIM
E
AR
Q
_B
LO
CK
_L
IF
ET
IM
E
Figure 5.6: ARQ TX state machine. Reproduced from [IEE09a].
A system s pportin ARQ must be able t receive and process the ARQ
f edback messages. The ARQ feedback information i sent back to the BS
and cannot be fragme ted. ARQ feedbacks can b mplemented in two
forms:
• on standalone MAC anagement connection (in UL)
• via piggyback on an existing UL data connection
The ARQ feedbacks always refer to the ARQ BSN. Several ARQ feedback
types are possible:
‡ e definition of ARQ RETRY TIMEOUT is s ecified in [?] in Sec. 6.3.4.3
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• selective
• cumulative
• cumulative and selective
• cumulative and sequence.
In the selective feedback, the MT acknowledges the ARQ blocks received
with a single BSN value and four 16-bit selective ACK maps. The BSN
value refers to the first block in the first map. The MT sets the bit of
the selective ACK map to one or zero according to the reception of blocks
without or with errors, respectively. The cumulative type can acknowledge
any number of the ARQ blocks. The MT acknowledges a BSN for which all
the packets with a lower or equal BSN have been correctly received. The
”cumulative and selective” ARQ feedback just combines the functionality
of the former two.
The last type, ”cumulative and sequence”, combines the functionality
of the cumulative type with the ability to acknowledge reception of ARQ
blocks in the form of block sequences. The ARQ block sequence is defined
as the set of ARQ blocks with consecutive BSN values and which have
been correctly or incorrectly received by the MT. The sequence ACK map
entity contains a bit that indicates that a corresponding block sequence
has been received without errors (or with errors) and the sequence length
which reports the number of block that are members of the ARQ block
sequence. The choice among ARQ feedback types is left to the feedback
sender. All the ARQ feedback types are mandatory with the exception of
”selective ARQ”.
2. 802.16 ARQ MECHANISM
2.1 Basics of the ARQ mechanism
If ARQ is enabled for a connection, the extended fragmen-
tation subheader (FSH) or the extended packing subheader
(PSH) is used, which is indicated by the extended bit in the
general MAC header (GMH). Regardless of the subheader
type, there is a block sequence number (BSN) in the sub-
header that indicates the first ARQ block number in the
PDU. A PDU is considered to comprise a number of ARQ
blocks, each of which is of the same constant size except the
final block which may be smaller. The ARQ block size is an
ARQ connection parameter negotiated between the sender
and the receiver upon a connection setup. It is worth men-
tioning that the ARQ block is a logical entity – the block
boundaries are not marked explicitly. The remaining block
numbers in a PDU can be derived easily on the basis of the
ARQ block size, the overall PDU size, and the first block
number. Precisely for these reasons the ARQ block size is
a constant parameter. Fig. 1 presents ARQ blocks with the
fragmentation and packing mechanisms. Block numbers are
given with respect to the BSN stored either in the FSH (see
Fig. 1(a)) or PSH (see Fig. 1(b)).
block 1 block 2 block 3 block 4126
GMH FSH CRC
(a) fragmentation
block 1 block 2 block 1 block 1 block 2126 128 129
GMH PSH PSH PSH CRC
(b) packing
Figure 1: ARQ blocks with packing and fragmenta-
tion mechanisms.
It is important to note that while the 802.16d specification
[1] defines an ARQ block size as any value ranging from 1
to 2040 bytes, the 802.16e specification [2] has limited it to
power of two values ranging from 16 to 1024 bytes, e.g. 16,
32, 64 and so on.
2.2 ARQ feedback types
To request a retransmission of blocks (NACK) or to in-
dicate a successful reception of blocks (ACK), a connection
uses ARQ block sequence numbers. In turn, the sequence
numbers are exchanged by means of the ARQ feedback mes-
sages. The specification defines the following feedback types:
a) selective, b) cumulative, c) cumulative+selective, and d)
cumulative+sequence.
The selective feedback type acknowledges ARQ blocks re-
ceived from a transmitter with a BSN and four 16-bit selec-
tive ACK maps. The BSN value refers to the first block in
the first map. The receiver sets the corresponding bit of the
selective ACK map to zero or one according to the reception
of blocks with or without errors, respectively. The cumula-
tive type can acknowledge any number of the ARQ blocks.
The BSN number in the ARQ feedback means that all ARQ
blocks whose sequence number is equal to or less than BSN
have been received successfully. The cumulative+selective
type just combines the functionality of the cumulative and
selective types explained above. The last type, cumula-
tive+sequence, combines the functionality of the cumula-
tive type with th ability to acknowledge rec ption of ARQ
blocks in the form of block sequen es. A block sequence,
whose members are associated with the same rec p ion sta-
tus indication, is defined as a set of ARQ blocks with co -
secutive BSN values. A bit set to one in the sequence ACK
map entity indicates th t a corr sponding block sequence
has been received without errors and the sequenc length
indicates the number of block that are members of the as-
sociated sequence.
When the ARQ feature is declared to be supported, a
transmitting side, i.e., a receiver of the ARQ feedbacks, must
suppport all the feedback types described by the 802.16
specification. The sender of the ARQ feedbacks has the
ability to choose whatever format it will use. The WiMAX
Forum recommendations [3] mandate the support of all the
types except the selective ACK.
32 blocks
MAP:1111110110000001
1 32
MAP:0100110110110001
BSN:6
Selective ACK
Cumulative ACK
Cumulative with Selective ACK
Cumulative with Block Sequence ACK
MAP:1011000000101001
16 22
Seq: 101
Seq: 010 Seq: 101
28
1 2 6 1 1 1
2 2 1 2 1
BSN:1
BSN:6
BSN:6 Seq: 010
2
Figure 2: Example of ARQ feedback types.
Fig. 2 presents an example in which every feedback type
is applied to the same set of ARQ blocks. Selective ACK
can acknowledge these 32 blocks in two maps. Cumula-
tive ACK cannot acknowledge all the blocks because there
are negative acknowledgements. Thus, only six blocks are
encoded. Cumulative+selective ACK can send both posi-
tive and negative acknowledgements. However, since there
should be 16 blocks per one selective map, some blocks re-
main unacknowledged. For this particular example, cumu-
lative+sequence ACK can acknowledge only 28 blocks; one
message can hold four sequence maps at most, whereas each
map can have either two or three sequences. This type does
not work effectively in this case because the block sequences
are very short.
2.3 Choosing the feedback type
Each feedback type has its advantages depending on the
ARQ feedback transmission frequency, the error disturbance
patterns, and the computational complexity. From the im-
plementation point of view, the selective feedback type does
not require much processing resources because a connec-
tion simply puts information on the received blocks into
the bitmap. On the other hand, a connection should try
to rely upon the cumulative+sequence feedback type if re-
source utilization is of greater importance. However, it is
more complex in implementation because block sequences
must be detected. It could form an obstacle for a low power
and low capacity mobile device.
315
Figure 5.7: ARQ types in IEEE802.16 2009. Reproduced from [STMA07].
Each ARQ feedback type has its drawbacks and advantages which de-
pend on the feedback transmission frequency, the error distributions and
the computational complexity that can be dedicated by the feedback sender
– which is usually quite limited at the MT. The selective feedback type is
the simplest and does not require a lot of processing resources. On the other
hand, selective ARQ feedback may have low protocol efficiency. When re-
source are scarce, the ”cumulative and sequence” feedback type should be
used. Of course, the implementation is more complex because ARQ block
sequences must be constructed analysing the pattern of the ACKs and
NACKs to be sent back.
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An advanced features of the ARQ at the MAC layer, is the rearrange-
ment of MAC PDUs, as shown in Fig. 5.8.
PART 16: AIR INTERFACE FOR BROADBAND WIRELESS ACCESS SYSTEMS IEEE Std 802.16-2009
Copyright © 2009 IEEE. All rights reserved. 277
 
6.3.4.2 ARQ Feedback IE format
Table 169 defines the ARQ Feedback IE used by the receiver to signal positive or negative 
acknowledgments. A set of IEs of this format may be transported either as a packed payload 
(“piggybacked”) within a packed MAC PDU or as a payload of a standalone MAC PDU. 
Table 169—ARQ Feedback IE format 
Syntax Size(bit) Notes
ARQ_Feedback_IE (LAST) { variable —
CID 16 The ID of the connection being referenced
LAST 1 0 = More ARQ Feedback IE in the list
1 = Last ARQ Feedback IE in the list
ACK Type 2 0x0 = Selective ACK entry
0x1 = Cumulative ACK entry
0x2 = Cumulative with Selective ACK entry
0x3 = Cumulative ACK with Block Sequence Ack 
entry
10
12
Figure 48—Block usage examples for ARQ with and without rearrangement
5 6 7 8 9 10 12 13 14 15 1611
Frag 0 Frag 1 Frag 0 Frag 1
SDU #1 SDU #2
Two consecutive SDUs presented to MAC for the same connection
5 6 75 9 108 8 11 12 13 14
Frag 0 of SDU #1 Frag 1 of SDU #1 Frag 0 of SDU #2
PDU #1 Packed PDU #2
Original transmission
128 98 10 11 12 13 14
Frag 1of SDU #1 Frag 2 of SDU #1 Frag 0 of SDU #2
PDU #3 Packed PDU #4
Retransmission of PDU #2 with rearrangement
129 108 8 11 12 13 14
Frag 1 of SDU #1 Frag 0 of SDU #2
Packed PDU #3
Retransmission of PDU #2 without rearrangement
Figure 5.8: Packet rearrangement for ARQ in 802.16 2009. Reproduced
from [IEE09a].
An SDU is partitioned into a set of blocks prior entering the ARQ
process and the partitioning remains in effect until the SDU is discarded by
the transmitter state machine (if maximum retransmission time is elapsed)
or if all blocks of the SDU are successfully delivered to the receiver.
Part of ARQ blocks, selected for transmission or retransmission, are
encapsulated into a PDU. When a PDU is composed, the sequence of
blocks immediately between MAC subheaders must have contiguous block
sequence numbers. However, if ARQ arrangement is available, the frag-
ments of MAC SDUs can be rearranged on MAC PDUs in order to save
bandwidth during retransmissions. This requires added processing at the
MAC layer for both ends of the connection.
5.2 Scheduling in IEEE802.16
The Scheduling service represents the mechanisms for data packets han-
dling on a single connection. Each connection can be associated only with
a single scheduling service. QoS parameters define a scheduling service (or
service class). IEEE802.16 wireless networks defined several QoS classes.
These classes are used to guarantee the required rate and delay performan e
for heterogeneous applications, such as: data, voice and video traffic flows.
IEEE802.16 standard does not include a definition for the scheduler
implementation and leaves freedom to the vendors for differentiation. Sev-
eral schedulers have been proposed in literature with channel-aware and
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channel-unaware techniques which needs to interwork with PHY layer to
obtain CSI information. Each scheduler is characterised by the following
tasks:
• guarantees of the QoS
• maximises the throughput
• optimises the resource utilisation
• minimises the average delays and delay jitters.
All these features are to be achieved with the smallest computational
complexity. Also, scalability is an important characteristic of the scheduler,
i.e. the scheduler has to be complexity-limited and viable when an high
number of connections is to be managed. The task is far from being easy,
since the radio channel has an high degree of variability (especially with
fast moving MTs).
5.2.1 BS and MT Schedulers
In IEEE802.16 with PMP configuration, the BS is equipped with a sec-
torised antenna and can manage independently several sectors. Inside a
single sector, the scheduler controls the admission of service flows and the
MAC SDUs scheduling. It is also a role of the BS scheduler to control the
adaptive modulation and coding of each flow and to enforce power control.
The MCS profile is decided by the BS based on several parameters:
• SIR
• Radio channel quality
• Network load
• Status of the packet queues.
The scheduler has to monitor constantly the received SIR values for each
associated MT and determine the bandwidth to be allocated considering
the service QoS attributes. Fig. 5.9 reports a simple diagram summarising
the inputs and outputs parameters of the scheduler.168 WiMAX: Technology for Broadband Wireless Access
sectorised antenna that is capable of handling multiple independent sectors simultaneously. 
WiMAX/802.16 uses the PMP centralised MAC architecture where the BS scheduler controls 
all the system parameters (radio interface). It is the role of the BS scheduler to determine the 
burst profi le and the transmission periods for each connection; the choice of the coding and 
modulation parameters are decisions that are taken by the BS scheduler according to the qual-
ity of the link and the network load and demand. Therefore, the BS scheduler must permanent-
ly monitor the received CINR values (of the different links) and then determine the bandwidth 
requirements of each station taking into consideration the service class for this connection and 
the quantity of traffi c required. Figure 11.11 shows the BS scheduler operation.
By specifying a scheduling service and its associated QoS parameters, the BS scheduler 
can anticipate the throughput and latency needs of the uplink traffi c. This is a mandatory op-
eration in determining the appropriate burst profi le for each connection. The BS may transmit 
without having to coordinate with other BSs, except possibly for the Time Division Duplexing 
(TDD) mode, which may divide time into uplink and downlink transmission periods common 
for different BSs.
Based on the uplink requests and taking into account QoS parameters and scheduling 
services priorities, the BS scheduler decides for uplink allocations. These decisions are trans-
mitted to the SSs through the UL-MAP MAC management message. Figure 11.12 shows the 
BS scheduler operation for the uplink. The BS scheduler also decides for the downlink and 
transmits the decision using the DL-MAP MAC management message. Figure 11.13 shows 
the BS scheduler operation for the downlink.
There is also a scheduler present in the subscriber station (SS). The role of this scheduler 
is to classify all the incoming packets into the SS different connections.
The standard does not defi ne a scheduling algorithm that must be used. Any of the known 
scheduling algorithms can be used: Round Robin, Weighted Round Robin, Weighted Fair Queu-
ing and probably other known or to be defi ned scheduling algorithms. New scheduling algo-
rithms are already being proposed specifi cally for WIMAX/802.16 scheduling in the literature.
11.4.2 Scheduling of the Different Transmission Services
Each SS to BS (uplink) connection is assigned a scheduling service type as part of its cre-
ation. When packets are classifi ed in the Convergence Sublayer (CS), the connection into 
Determination of the
burst profile
(coding & modulation
parameters)  
Received
SIR values 
Bandwidth
requirements 
QoS
Parameters
Burst profile 
and bandwidth
allocation
Figure 11.11 The BS decides for bandwidth and burst profi le allocations according to many entry 
parameters
Figure 5.9: Inpu Parameters for the s heduler.
The BS scheduler decides for the DL and UL resource allocation. The
DL allocation is broadcasted in the DL-MAP with MAC management mes-
sag s. On the UL, based on the UL requests and taking into account QoS
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parameters and scheduling services priorities, the BS scheduler decides an
UL resource allocation which is broadcasted in the UL-MAP. There is also
a scheduler in the MT which have the role to classify all the incoming
packets into the MT different UL connections.
The BS and MT schedulers are reported in the diagram of Fig. 5.10.
For each CID, a queue is set up in the scheduler memory space. At the
BS, two schedulers manage the DL and UL connections separately. DL
SDUs from the upper layers are placed in the queues after eventual pack-
ing/fragmentation and CRC appending operations. Instead, received UL
PDU are directly are transferred from the PHY to the MAC functions for
de-fragmentation/de-packing, decoding and CRC checks. The UL sched-
uler at the BS is informed of the Bandwidth Request sent by the MTs in
the previous UL subframes.
On the MT side, an UL scheduler is also present: UL PDUs generated at
the MT are placed in the scheduler queues. After having received from the
BS the UL bandwidth allocation grants in the previous DL subframes, the
MT scheduler transfers the packets to be transmitted from the scheduler
queues to the PHY layer. Received DL PDUs are directly transferred from
the PHY to the MAC layer.
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Fig. 7. Component Schedulers at BS and MSs
used to guarantee the delay requirement. Similarly, Largest
Weighted Delay First (LWDF) has been used to guarantee the
minimum throughput [38].
Throughput Optimization: Since the resources in wireless
networks are limited, another important consideration is how
to maximize the total system throughput. The metrics here
could be the maximum number of supported MSs or whether
the link is fully utilized. One of the best ways to represent
throughput is using the goodput, which is the actual trans-
mitted data not including the overhead and lost packets. The
overheads include MAC overhead, fragmentation and packing
overheads and burst overhead. This leads to the discussion of
how to optimize the number of bursts per frame and how to
pack or fragment the SDUs into MPDUs.
The bandwidth request is indicated in number of bytes. This
does not translate straight forwardly to number of slots since
one slot can contain different number of bytes depending upon
the modulation technique used. For example, with Quadrature
Phase-Shift Keying 1/2 (QPSK1/2), the number of bits per
symbol is 1. Together with PUSC at 10 MHz system band-
width and 1024 Fast Fourier transform (FFT), that leads to 6
bytes per slot. If the MS asks for 7 bytes, the BS needs to give
2 slots thereby consuming 12 bytes. Moreover, the percentage
of packet lost is also important. The scheduler needs to use
the channel state condition information and the resulting bit
error rate in deciding the modulation and coding scheme for
each user.
Fairness: Aside from assuring the QoS requirements, the
left-over resources should be allocated fairly. The time to
converge to fairness is important since the fairness can be
defined as short term or long term. The short-term fairness
implies long term fairness but not vice versa [39].
Energy Consumption and Power Control: The scheduler
needs to consider the maximum power allowable. Given the
Bit Error Rate (BER) and Signal to Noise Ratio (SNR) that
the BS can accept for transmitted data; the scheduler can
calculate the suitable power to use for each MS depending
upon their location. For mobile users, the power is very
limited. Therefore, MS scheduler also needs to optimize the
transmission power.
Implementation Complexity: Since the BS has to handle
many simultaneous connections and decisions have to be made
Fig. 8. Classifications of WiMAX schedulers
within 5 ms WiMAX frame duration [1], the scheduling
algorithms have to be simple, fast and use minimum resources
such as memory. The same applies to the scheduler at the MS.
Scalability: The algorithm should efficiently operate as the
number of connections increases.
III. CLASSIFICATION OF SCHEDULERS
In this section, we present a survey of recent scheduler
proposals for WiMAX. Most of these proposals focus on
the scheduler at BS, especially DL-BS scheduler. For this
scheduler, the queue length and packet size information are
easily available. To guarantee the QoS for MS at UL-BS
scheduler, the polling mechanism is involved. Once the QoS
can be assured, how to split the allocated bandwidth among
the connections depends on the MS scheduler.
Recently published scheduling techniques for WiMAX can
be classified into two main categories: channel-unaware sched-
ulers and channel-aware schedulers as shown in Fig. 8. Basi-
cally, the channel-unaware schedulers use no information of
the channel state condition in making the scheduling decision.
In the discussion that follows, we apply the metrics discussed
earlier in Section II.A to schedulers in each of these two
categories.
Channel-unaware schedulers generally assume error-free
channel since it makes it easier to prove assurance of QoS.
However, in wireless environment where there is a high
variability of radio link such as signal attenuation, fading,
interference and noise, the channel-awareness is important.
Ideally, scheduler designers should take into account the
channel condition in order to optimally and efficiently make
the allocation decision.
A. Channel-Unaware Schedulers
This type of schedulers makes no use of channel state
conditions such as the power level and channel error and loss
rates. These basically assure the QoS requirements among
five classes - mainly the delay and throughput constraints.
Although, jitter is also one of the QoS parameters, so far none
of the published algorithms can guarantee jitter. A comparison
of the scheduling disciplines is presented in Table VII and also
the mappings between the scheduling algorithms and the QoS
classes are shown in Table VIII.
1) Intra-class Scheduling: Intra-class scheduling is used to
allocate the resource within the same class given the QoS
requirements.
Round Robin (RR) algorithm: Aside from FIFO, round-
robin allocation can be considered the very first simple
Authorized licensed use limited to: Universita degli Studi di Firenze. Downloaded on November 30, 2009 at 06:36 from IEEE Xplore.  Restrictions apply. 
Figure 5.10: DL and UL Schedulers in IEEE802.16, from [SIJT09].
IEEE802.16 has not specified any packet scheduling or admission control
mechanisms and several algorithms have been proposed in literature.
Schedulers for WiMAX can be classified into two main categories. The
schedulers which do not have any information from the PHY layer regard-
ing the CSI of the admitted users (channel-unaware schedulers) and the
schedulers which accounts for the actual radio channel qualities (channel-
aware schedulers). The channel-unaware schedulers do not any informa-
tion of the channel state condition in making the scheduling decision and
generally assume error-free channel. In ireless networks there is a high
variability of radio links (sig al attenuation, noise, fading, int rference)
and the channel-awareness is import nt. An overview of the impact of
channel awareness on the scheduling process can be found in [BBT+07].
Scheduling mechanisms have a big impact on network performance and
a consistent amount of research is still ongoing; some recent works are
herein cited. Several scheduling algorithms have been proposed such as Fair
Scheduling [XYW09, TSZS09, KSH+09, LBS99, LMP07], Distributed Fair
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QoS
Classes
Maximum
traffic
rate
Minimum
traffic
rate
Tolerated
Jitter
Maximum
Delay
Traffic
Priority
BE
√ √
nrtPS
√ √ √
rtPS
√ √ √
ertPS
√ √ √
UGS
√ √ √
Table 5.1: IEEE802.16 mandatory QoS calsses and attributes.
Scheduling [CYK08], MaxMin Fair Scheduling [TS05, TS02], Customised
Deficit Round Robin, [LAC09].
Another family of schedulers is based on traffic priorities calculated from
the HOL delay and the averaged sustained data rate in respect to the QoS
delay and rate requirements, as in [WL09, MMAP08].
5.2.2 QoS Classes
The IEEE802.16-2009 standard MAC Layer is able to provide QoS differen-
tiation for the various types of applications through five types of scheduling
services, or QoS classes. This classification facilitates bandwidth sharing
among different MTs. According to the QoS classes and the radio channel
quality, the BS scheduler allocates the necessary amount of bandwidth re-
quired for each connection: e.g. a real-time application, such as a video or
voice over IP application, will be prioritised compared to FTP or email or
web traffic§.
In IEEE802.16d standard, four scheduling services were defined:
• Unsolicited Grant Service (UGS)
• real-time Polling Service (rtPS)
• non-real-time Polling Service (nrtPS)
• Best Effort (BE).
Each of these classes has a mandatory set of attributes (QoS parameters)
that are included in the service flow definition. The mandatory service
flow QoS parameters for each of the four scheduling services is defined
in [IEE04].
The UGS QoS class is designed to support real-time data with fixed-
size data packets to be transmitted at periodic intervals, e.g. Voice over IP
without silence suppression. In this case, the BS provides fixed-size data
grants at periodic intervals. eliminating the overhead due to MT grant
requests.
The nrtPS is designed for delay-tolerant data streams with variable-
size data packets. For nrtPS a minimum data rate is defined. This is
the situation, for example, of an FTP connection. The BS polls nrtPS
connections typically on an interval on the order of one second or less.
The rtPS scheduling class is used for delay sensitive service flows (i.e.
video streaming) and it is designed to support real-time data streams with
variable-sized data packets issued at periodic intervals. In this service, the
BS provides periodic unicast (UL) request opportunities.
§This feature is not included, for example, in Wi-Fi WLAN networks where all
services have the same level of QoS.
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The BE service is transmitted on a best available basis. This class is
designed to support data streams for which no minimum guarantees are
required. When the network is congested, a long period can run without
a BE connection receives any packet.
Another class, extended rtPS (ertPS), was added by the 802.16e amend-
ment. The aim of ertPS is to reduce overhead for grant requests in rtPS:
the BS provides unicast grants in an unsolicited manner like in UGS, thus
saving the latency of a bandwidth request. Compared to UGS allocations,
which have a fixed-allocation resource assigned, ertPS are dynamic provid-
ing variable bandwidths. The ertPS is suitable for variable rate real-time
applications with rate and delay requirements, as VoIP with silence sup-
pression. Tab. 5.1 reports the traffic attributes for each QoS service class.
5.3 MIMO-ARQ protocol stack
The MIMO-ARQ system proposed in Chap. 4 needs to be aware of a per-
antenna ACK in order to implement the retransmissions strategies.
A modified stack is proposed here and illustrated in Fig. 5.11. As every
cross-layer technique, an enriched interface is needed between the PHY
and MAC layer. The added signalling allows the ARQ state machine to be
aware of MIMO transmission with a per-antenna ARQ process. Compared
to the classical stack, as in Fig. 5.1 at page 119, more data pipes are
available on the PHY/MAC boundaries, one for each antenna element.
The resource allocation at a chunk level is still defined at the PHY layer,
but the antenna allocation is informed by the MAC layer MIMO-ARQ
state machine. The MIMO coding (STBC or SM) is decided at the MAC
layer. The PHY layer places the multiple MAC PDUs received to the
transmitting antenna as instructed by the MAC which follows one of the
strategies presented in Chap. 4. The PHY layer modulates the payloads
accordingly to the MIMO-ARQ transmission strategy.
At the receiver side, the MIMO receiver at the PHY layer processes the
packets and sends several PHY SDUs to the upper layer for CRC checking
(one for each receiving antenna). The CRC is checked for each packet and
multiple ACKs/NACKs are sent back to the BS. The MIMO-ARQ state
machine resides at the MAC level at the BS but it is aware of ACK/NACK
for each antenna as sent back by the MT (or MTs in the case of hybrid
SM transmission).
At the MT, a Packet Combining (PC) repository is available, where
all the packets previously transmitted are stored; the packets correctly
received are cancelled from the received signals, as explained in Sec. 4.5.5
at page 99.
The MU MIMO-ARQ protocol proposed in the previous chapter is de-
signed to be readily integrated with advanced packet schedulers. In par-
ticular, as shown in Fig. 4.1 at page 91, two levers are available.
The performance gains shown in the previous chapter were obtained
considering a simple RR scheduler and random user selection for Hybrid
SM transmission and the BEST user selection was solely analysed as a per-
formance upper-bound of the previous un-informed user selection method.
Despite the perfect fairness provided, the RR scheduler lacks to exploit
the network resource with heterogeneous traffic flows. A more advanced
scheduler could enhance the average data rate via multi-user opportunistic
scheduling.
An added opportunity is offered by the user selection method in Hybrid
SM transmission. Instead of being chosen randomly, the user could be
chosen based on some traffic parameters measured at the packet queue. For
instance, if a user is approaching its HOL maximum delay, the scheduler
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Figure 5.11: Modified Protocol Stack with per-antenna ARQ.
could promptly chose the user for the next Hybrid SM transmission thus
giving an opportunity of receiving a packet without a deep impact on the
current transmissions ongoing.
Various possibilities are clearly available and more then one urgency
level could be defined. A ”medium” urgency could be treated with the
scheduling for the next hybrid transmission while a ”severe” urgency could
be addressed scheduling the user directly in STBC, interrupting the current
transmission and thus providing the highest reception probability.
The scheduler has an enlarged set of actions compared to a classical
channel-aware scheduler. Indeed, the MIMO-ARQ scheduler can decide
to:
• schedule the user in SM after the next MIMO-ARQ state machine
termination
• schedule the user in STBC after the next MIMO-ARQ state machine
termination
• schedule the user for the next Hybrid SM transmission
• schedule the user in SM interrupting the current state machine evo-
lution
• schedule the user in STBC interrupting the current state machine
evolution
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The previous decision could be taken with all or some or none of the
followings: CSI, sustained data rate, average delay or average delay jitter
measured at the MAC scheduler queue.
The added degree of complexity should be evaluated with memory and
processing power constrains, particularly evaluating the scaling issues with
the number of MTs admitted in the system.
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Conclusions
The ongoing process of globalization requires interoperability of the wire-
less networks deployed around the world. The next generation wireless sys-
tems shall fulfil the specifications published by the International Communi-
cation Union (ITU) defining the International Mobile Telecommunications
Advanced (IMT-A) system which guarantees world-wide and intra-system
interoperability.
IMT-A Wireless networks shall be able to provide high Spectral
Efficiency (SE) radio links towards Mobile Terminals (MTs) moving with
velocities as high as 300Km/h. High transmission rates shall be offered to
stationary and mobile users supporting the convergence of data, voice, and
video transmissions providing the ”Mobile Internet”, i.e. a connection over
secure IP with the same performance of a cable-connected computer but
on the move. The convergence of heterogeneous services imposes strict re-
quirements on the Quality of Service (QoS) that must be ensured to users’
transmission. In wireless networks it is extremely difficult to guarantee
such level of QoS requirements, especially due to the intermittent quality
degradation that radio channel may experience, greatly exacerbated by the
high user mobility.
In order to achieve the requested QoS, strategies that counteract the
channel quality variations in an adaptive way are, thus, necessary. Such
adaptive strategies can be designed at each layer of the stack separately.
The choice of the layer at which the adaptive strategy is implemented
affects the performance of the wireless network. In particular, strategies
implemented at the upper layers (e.g., Internet Protocol (IP) layer) are too
slow to counteract the channel variations of vehicular radio channels. In
addition, if different disjoint strategies are implemented at different layers,
lower layers (e.g., Physical (PHY) layer) compensate the channel quality
degradation very fast and the upper layers may strive to achieve the QoS
requirements and stabilise their adaptive algorithms.
The classical OSI protocol stack has been a fundamental basis for a
coherent and stable technology development of practically viable commu-
nication systems. However, it is undoubtedly recognised that the strict
division among Physical (PHY) and Medium Access Control (MAC) lay-
ers is unsuitable for multiple access channels which is the typical situation
encountered in wireless cellular systems. The limitations are especially
demanding when aggressive performance is to be achieved and multiple
antennas are used. Indeed, Multiple Input Multiple Output (MIMO) en-
larges the signalling dimensions and enriches the possibilities of access to
the channel when the antenna elements are used for traffic directed to
different users in Multiple User (MU) networks.
For the previous reasons, the adaptive strategies must feature a cross-
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layer approach to optimally achieve the QoS requirements and promptly
compensate the channel quality variations. In a MU MIMO network, a
cross-layer approach is even more advocated since it can greatly improve
the performance exploiting the gain coming from Multi-User diversity.
The work presented in this thesis stemmed from several analysis con-
ducted separately at the PHY and MAC layers. After the characterisation
of PHY signalling and MAC protocols, a set of cross-layer designs have
been proposed integrating the features of each layer and advancing the
state of the art of the strategies previously proposed for each layer.
In particular, a MIMO-ARQ protocol, with several retransmission
strategies, have been proposed which integrates MIMO open-loop schemes
jointly with ARQ process and packet scheduling. The MIMO-ARQ pro-
tocol showed increased network throughput, reduced average delay and
reduced delay jitters over all the SNR range compared to fixed MIMO
schemes and to adaptive MIMO schemes applied at the PHY layer, inde-
pendently from upper layers.
Final Considerations
The work led to the multiple results and considerations that are sum-
marised here.
First, at the PHY layer, a dynamic MIMO scheme selection has been
designed with an upper-bounded BER. The system switches among sev-
eral PHY profiles using Space Time Block Code (STBC), Layered STBC
(LSTBC) and Spatial Multiplexing (SM) schemes in order to provide the
highest SE maintaining the BER under a specified target. When no multi-
plexing gains are required, the quasi-orthogonal schemes should be avoided
in order to have better throughput. Data throughput and spatial multi-
plexing gain can be traded-off based on channel quality. The performance
of this adaptive PHY layer is able to boost the PHY layer performance
but cannot address and mitigate the problem of low MIMO channel ranks
due to low scattering. This adaptive strategy is later compared with the
cross-layer MIMO-ARQ protocol. The impact of a dynamic PHY layer is
to be accounted in the design of the protocol stack since the MAC layer
has to adapt promptly to the variations of SE at the MAC/PHY interface.
Then, dynamic allocation of STBCs and Space-Frequency Block Coding
(SFBC)s has been studied for an OFDMA PHY layer in order to preserve
the performance of Space-Time Codes (STCs). Based on delay spread
and Doppler frequency measurements, which can be easily obtained in
OFDM Multicarrier systems as recently shown in literature, the diversity
order of the STC scheme is preserved allocating the symbols along the
direction (time or frequency) which shows the highest correlation. The
correlation coefficients have been derived under the Wide Sense Stationary
- Uncorrelated Scattering (WSSUS) channel assumption. It is shown that
at velocities over 120Km/h, comparable correlation is measured in the time
and frequency domains. This is a fundamental indication for the design of
high velocity radio links with STCs, they shall adapt to the time-frequency
characteristics of the MIMO channel. The proposed STBC/SFBC adaptive
system needs a single bit feedback. The ratio between the spatial coherence
of the channel delay spread and the MT velocity constancy period gives the
required feedback rate. Such lightweight feedback is an important design
feature to implement this solution with fast MTs.
At the MAC, two protocols have been analysed with the queueing the-
ory: Automatic Repeat Request (ARQ) and Dynamic Service Addition
(DSA). The number of ARQ retransmissions has been optimised with the
selection of one of several Single Input Single Output (SISO) PHY profiles.
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The proposed Adaptive Cross Layer (ACL) strategy jointly and promptly
optimises the PHY and MAC parameters with the objective of guarantee-
ing the QoS requirements while allocating the minimum amount of band-
width necessary for transmissions. Even without the use of MIMO, QoS
requirements are met on a larger SNR range compared to the non-cross-
layer adaptation and the ACL is able to counterfight the channel shadowing
very efficiently. Eigth times less bandwidth is needed to transmit the same
amount of data when the channel shows a log-normal shadowing with a
standard deviation of 2dB. A counter-intuitive result has been observed:
channels with high SNR deviation show lower average delays: mobility
can impact positively on the average transport delay if an ACL strategy is
implemented with the ARQ protocol.
DSA protocol have been analysed. When harsh radio propagation is
experienced, the DSA protocol can lead to high signalling blocking prob-
abilities, thus preventing service flow to enter the network and reducing
the resources utilisation factor. A closed-form signalling blocking, admis-
sion control blocking and latency have been derived, also for the case of
the activation of the service flow with an un-informed MT. The theoretical
model has been fully validated for a block fading channel. The impact of
mobility, network load, DL/UL reciprocity, OFDM PHY layer parameters
– such as the DFT size – have been studied over fast channels and the
impact on the blocking probabilities and latency has been determined for
slow and fast MTs.
Finally, an interaction among PHY and MAC layers has been designed
to exploit Multi-User diversity with open-loop MIMO schemes and ARQ.
In particular, the MAC is aware of a per-antenna ACK and several retrans-
mission strategies have been proposed for aggressive network exploitation
without the need of any CSI feedback. The feedback is two-fold avoided
by design: 1) for the optimal antenna selection for ARQ retransmissions
and 2) for the user selection in Hybrid SM transmission mode: the user is
chosen randomly. The random user selection show small performance loss
compared to the case where the best user is selected for network throughput
maximisation.
For MIMO-ARQ protocol, both Single User (SU) and MU networks are
analysed. A cross-over point for 4-QAM uncoded modulation has been
found at 10dB between SU and MU protocols. When the SNR is higher,
the MU MIMO-ARQ leads to more than 3dB improvement over the SU
strategy previously proposed in literature. This gain increases with the log-
normal deviation of the users’ SNR distribution. The MU MIMO-ARQ
protocol has shown very good performance even with channel coherence
times as low as 4ms: much lower than the minimum delay requirement for
the data plane specified for IMT-A system in the case of fully unloaded
network.
Further, the cross-layer MU MIMO-ARQ protocol had shown a through-
put gain of 7dB over the single layer adaptive strategy based on upper-
bounded BER previously discussed. Compared to single layer adaptive
strategies, the average packet delay of the MU MIMO-ARQ protocol is
noticeably lower over all the SNR range.
The strength of the cross-layer approach and the gains attained with
the MU MIMO-ARQ protocol have been shown and compared to other
adaptive strategies previously studied. The results are supported by several
theoretical analysis which have been conducted for the followings:
• closed-form calculation of the average Symbol Error Probability (SEP)
at the PHY layer
i
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• ARQ and DSA signalling blocking probability
• Average Delay of the ARQ protocol
• DSA admission control blocking probability
• DSA service flow activation probability with un-informed Mobile
Terminal (MT)
• DSA service flow activation latency.
The SEP calculations at the PHY layer were conducted using alternative
forms of the error and squared error-functions plugged with the Moment
Generating Function (MGF) of the SNR distribution at the output of the
MIMO receivers.
The system design issues have been discussed inside the IEEE802.16
framework (WiMAX), referring to the last version of the standard pub-
lished in 2009. However, the theoretical approach followed in the proposed
designs and the several common features shared by WiMAX and LTE-A
make the results achieved in this thesis valid and applicable in a very broad
context.
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Lady Presenter: Well, that’s the
end of the film. Now, here’s the
meaning of life. Well, it’s nothing
very special. Uh, try and be nice
to people, avoid eating fat, read
a good book every now and then,
get some walking in, and try and
live together in peace and
harmony with people of all creeds
and nations.
Monty Python
The Meaning of Life (1983)
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Appendix A
Closed-form SEP Calculation
In Chapter 2, the closed-form SEP for Alamouti STBC over time vary-
ing channels has been derived for M-order QAM modulations. First, the
SNR distribution at the output of the Alamouti receiver has been derived
for non-perfectly static channels. Then, the average SEP has been cal-
culated integrating the instantaneous SNR over the fading distribution.
The averaging was conducted using the MGF of the SNR distribution. In
this appendix, the previous calculation technique is thoroughly analysed
for a M-QAM modulation with a coherent receiver over a Rayleigh fading
channel.
The technique is based on the alternative expression of the Q-function
found by Craig in 1991, [Cra91], and on the alternative expression of the
squared Q-function as derived in [SA05].
A.1 SEP Calculation using Moment Generating Function
Closed-form average SEP evaluation is usually difficult; the average SEP
is obtained integrating the symbol error rate over the instantaneous SNR
distribution. The conditional SEP is, in general, an expression containing
non-linear functions of the SNR. The non-linear integrand depends on the
modulation and coding scheme adopted, but even in the case of a simple
BPSK, the error rate depends on the Q-function, which is an indefinite in-
tegral of an exponential function with no closed-form integral∗. The MGF
of the channel fading is the Laplace transform of the fading distribution.
The SEP integral can be evaluated more easily plugging the MGF of the
SNR distribution for the following reasons:
• the integrand function is in the form of a rational function (instead
of non-linear Q function)
• the integration interval is finite avoiding the calculation of the indef-
inite integral over all the instantaneous SNR distribution.
A.1.1 SEP for M-QAM Modulations in AWGN Channels
As well-known, the SEP for QAM modulation of order M is obtained as
the quadrature combination of two Amplitude Modulations (AM) with half
∗The Q-function is defined as: Q(x) = 1/
√
2pi
∫∞
x
exp(−y2/2)dy =
1/2 erfc(x/
√
2).
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symbol energy and order
√
M :
SEP (ES)|M−QAM,ES = 1−
[
1− SEP (ES)|√M−AM,ES/2
]2
(A.1)
Recalling the SEP for AM:
SEP (ES)|M−AM,ES = 2
(
M − 1
M
)
Q
(√
6ES
N0(M2 − 1)
)
(A.2)
the M-QAM SEP for the AWGN channel can be expressed as:
SEP (E)|M−QAM,ES = 4
(√
M − 1√
M
)
Q
(√
3ES
N0(M − 1)
)
− 4
(√
M − 1√
M
)2
Q2
(√
3ES
N0(M − 1)
)
(A.3)
For the calculation of the average SEP, the Q-function and Q-squared
function are involved as integrands of an indefinite integral. An alternative
Q-function expression is found by Craig in 1991, [Cra91] via a variable
transformation; it can be obtained extending the classical Q-function over
two dimensions in polar coordinates and then integrating over half plane.
The alternative form is written as:
QAL(x) =
1√
2pi
∫ ∞
x
exp
(
−y
2
2
)
dy
=
1
pi
∫ pi/2
0
exp
(
− x
2
2sin2θ
)
dθ (A.4)
For the Q-squared function, based on the previous derivation and following
Appendix 4A in [SA05], a similar alternative form can be obtained as the
following:
Q2AL(x) =
1√
2pi
2
∫ ∞
x
exp
(
−y
2
2
)
dy ·
∫ ∞
x
exp
(
−y
2
2
)
dy
=
1
pi
∫ pi/4
0
exp
(
− x
2
2sin2θ
)
dθ (A.5)
The Q-squared function integration can be obtained simply changing the
integration interval in the expression of (A.4). Despite its apparent sim-
plicity, however, this change of interval leads to closed-forms that can be
far more complicated compared to Q(x). We will see in the next section,
that a simple closed-form is available when the channel fading has Rayleigh
distribution.
Using the alternative functions reported in (A.4) and in (A.5), the SEP
for AWGN channel can be readily calculated as:
SEP (E) =
4
pi
(√
M − 1√
M
)∫ pi/2
0
exp
(
−Es
N0
3
2(M − 1)sin2θ
)
dθ
− 4
pi
(√
M − 1√
M
)2 ∫ pi/4
0
exp
(
−Es
N0
3
2(M − 1)sin2θ
)
dθ
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A.1.2 SEP with Generic Channel Fading
In the case of fading channel, the instantaneous SNR distribution needs
to be integrated in order to obtain the average SEP. For the narrowband
channel analysed in Section 2.6, the received signal amplitude is multiplied
by the channel fading amplitude which is a random variable β with a mean-
square value of Ω. The Probability Density Function (PDF) of the fading
amplitude (pβ(β)) is characteristic of the radio propagation. After being
multiplied by the channel fading, the signal is disturbed with the additive
noise at the receiver. The noise at the receiver is usually considered inde-
pendent from the fading statistic and defined by a one-sided power spectral
density of N0(W/Hz). Following the assumption of statistic independence
among fading and added noise at the receiver, an instantaneous SNR can
be defined as:
γ = β2
Eb
N0
(A.6)
where Eb is the energy per bit. The PDF of the SNR can be derived with
the variable transformation defined in (A.6) as:
pγ(γ) =
pβ(
√
Ωγ/γ)
2
√
γγ/Ω
(A.7)
where the average SNR is: γ = ΩEb/N0.
The conditional SEP for a certain instantaneous SNR, is obtained with
the AWGN SEP where ES/N0 is replaced by γlog2(M); log2(M) is the bits
per symbol which depends on the QAM modulation order. The average
SEP is obtained from the conditional SEP integrated over all the real axis
and the following has to be solved:
I =
∫ ∞
0
Q(a
√
γ)pγ(γ)dγ (A.8)
where a is a constant which depends on the modulation adopted.
Let us first define the integral expressions for Q and Q-squared functions
over the fading distribution.
IQ(a, γ) =
∫ ∞
0
Q(a
√
γ)pγ(γ)dγ
=
∫ ∞
0
1
pi
∫ pi/2
0
exp
(
− a
2γ
2sin2θ
)
dθ pγ(γ)dγ
=
1
pi
∫ pi/2
0
[∫ ∞
0
exp
(
− a
2γ
2sin2θ
)
pγ(γ)dγ
]
dθ (A.9)
The MGF† of the SNR distribution is defined as:
Mγ(s) =
∫ ∞
0
pγ(γ)exp(sγ)dγ (A.10)
and is the Laplace transform of the SNR probability density. The MGF
permits to easily evaluate the SEP for several channel statistics and mod-
ulation and coding schemes avoiding the complex indefinite integral with
non-linear integrand.
†The name Moment Generating Function comes from the fact that the the nth
moment of the random variable X(t) can be obtained simply deriving n times the
MGF and evaluating for t = 0: E{Xn} = dndtnMX(t)|t=0.
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Noting that:
Mγ(s)|s=− a2
2sin2θ
=
∫ ∞
0
exp
(
− a
2γ
2sin2θ
)
pγ(γ)dγ (A.11)
is the MGF of the instantaneous SNR distribution evaluated in s = − a2
2sin2θ
,
the averaged Q-function can be written as:
IQ(a, γ) =
1
pi
∫ pi/2
0
Mγ
(
− a
2
2sin2θ
)
dθ (A.12)
Using (A.5), the Q-squared function integrated over the SNR distribu-
tion pγ(γ) is:
IQ2(a.γ) =
∫ ∞
0
Q2(a
√
γ)pγ(γ)dγ
=
1
pi
∫ pi/4
0
Mγ
(
− a
2
2sin2θ
)
dθ (A.13)
Recalling SEP (ES)|M−QAM,ES from (A.3), substituting ES/N0 with
γlog2(M) and integrating over the fading distribution, yields to:
SEP (γ) = 4 ·
(√
M − 1√
M
)
IQ(a, γ)− 4 ·
(√
M − 1√
M
)
IQ2(a, γ) (A.14)
where for M-QAM modulations, a2 = 3 log2(M)
M−1 .
A.1.3 Rayleigh Fading Channel Statistic
In this section, the previous expressions are calculated for the particular
case of Rayleigh fading. The Rayleigh fading is used to model non LoS
channel with multipath fading. The fading statistic is expressed as:
pβ(β) =
2β
Ω
e−
β2
Ω (A.15)
and is defined for β ≥ 0. The instantaneous SNR probability density is
thus:
pγ(γ) =
1
γ
e
− γ
γ (A.16)
again defined for γ ≥ 0. The MGF for the Rayleigh statistic is:
MRayγ (s) =
1
1− sγ (A.17)
Other common fading models (such as Nakagami-m, Rice, Hoyt) and rel-
ative MGFs can be found in [SA05].
In this case, the followings can be derived:
IRayQ (a, γ) =
1
pi
∫ pi/2
0
MRayγ (s)dθ
=
1
pi
∫ pi/2
0
(
1 +
a2γ
2sin2θ
)−1
dθ
=
1
2
(
1−
√
a2γ/2
1 + a2γ/2
)
(A.18)
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For the Q-squared function with Rayleigh fading, the following derivation
holds:
IRay
Q2
(a, γ) =
1
pi
∫ pi/4
0
MRayγ (s)dθ
=
1
pi
∫ pi/4
0
(
1 +
a2γ
2sin2θ
)−1
dθ (A.19)
=
1
4
[
1−
√
a2γ/2
1 + a2γ/2
(
4
pi
tan−1
√
1 + a2γ/2
a2γ/2
)]
Finally, considering that a2 = 3 log2(M)
M−1 and γs = γ·log2(M), the SEP for
Rayleigh fading with coherent QAM modulation, reported also in Fig. A.1,
is obtained as:
SEP (γ) = 2
(√
M − 1√
M
)(
1−
√
3γlog2(M)/2
M − 1 + 3γlog2(M)/2
)
−
(√
M − 1√
M
)2 [
1−
√
3γlog2(M)/2
M − 1 + 3γlog2(M)/2 ·(
4
pi
tan−1
√
M − 1 + 3γlog2(M)/2
3γlog2(M)/2
)]
(A.20)
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Figure A.1: SEP for various order of Quadrature Amplitude Modulations
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Appendix B
IMT-A Requirements
The definitions and requirements for the 4G networks are defined globally
by the International Communication Union (ITU). ITU-R provides a set of
requirements collected in a series of recommendations that define the Inter-
national Mobile Telecommunications Advanced (IMT-A). Though 4G is a
broader term and could include standards outside IMT-A, 4G is generally
associated with ITU IMT-A specification. ITU also provides the guidelines
for the evaluation of the systems proposed as candidates to the IMT-A.
Currently, the major candidates for IMT-A are IEEE802.16 developed
inside the WiMAX Forum and the LTE-A developed inside the 3rd Gen-
eration Partnership Project (3GPP) consortium.
ITU has published the specifications for IMT-A candidates in Novem-
ber 2008, [ITU08]. The overall IMT-A requirements, as to the date of
publication, are briefly discussed in this section. It is important to note
that these requirements are being enhanced in line with the technology
developments. ITU compiles the following performance levels based on the
ongoing activities and including the latest technical developments.
It is worth mentioning that the system specified in the ITU-R M.1457
recommendation (3G -IMT 2000 Release 1) was already including the
3GPP LTE Release 8 and the IEEE 802.16e-2005 (”Mobile WiMAX”).
In that recommendation, many of the main 4G requirements were already
specified: support of fixed and mobile terminals supported, all-IP net-
work, flat network architecture, OFDMA, MIMO, Hybrid Automatic Re-
peat Request (HARQ) at the PHY layer, multi-megabit speeds delivered
to users, just to cite few.
This means that both Mobile WiMAX and LTE are officially designated
3G technologies evolving to 4G inside their respective standards bodies.
The race to 4G has been accelerated by a number of factors; the early
deployment of Mobile WiMAX is one of the most important.
Since its kick-off in late 2005, WiMAX has been deployed by almost 400
operators spanning 133 countries. Although not an independent source,
WiMAX forum predicts a worldwide WiMAX subscriber base of about
130 million by 2012 with a prediction of a strong base of about 27 million
subscribers in India. Chip manufacturers like Intel have committed to
the availability of embedded WiMAX chips for laptops, PCs and mobile
handsets by the end of 2009.
The competitor LTE provides an evolution path for advancement from
today’s 3G Universal Mobile Telecommunications System (UMTS) and
157
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3.5G High-Speed Downlink/Uplink Packet Access (HSXPA) cellular tech-
nologies to the future 4G networks. Given its voice-centric vision and its
evolutionary path, LTE has been supported by several mobile operators
worldwide. This endorsement makes LTE the most likely standard to be
dominant worldwide in the short term for mobile voice with seamless roam-
ing across different operators all over the globe. One key advantage of LTE
is the possibility to leverage the 700MHz spectrum for efficient support of
voice services with higher in-building penetration and across longer dis-
tances.
However, some consider the development road-map of LTE-A too slow
(the name itself - Long Term Evolution - is not a guarantee of fastness)
and the cellular industry can leverage on LTE as a way of slowing down
WiMAX commercial spreading without being committed to providing a
real user experience improvement. The advantage of the ”evolutionary de-
velopment” of LTE is also to be verified. In reality, LTE is more a ”forklift
upgrade” proposing a new Radio Access Technology (RAT), different net-
work architecture and a totally different PHY layer configuration and BS
capabilities. LTE modem pricing could be another issue considering an
extrapolation of the already available 3G modems: 3G-HSPA modems are
priced two to three times higher than a Mobile WiMAX modems delivering
a peak rate of 14Mbit/sec against the 40Mbit/sec supported in WiMAX.
RAT is one of the key blocks for wireless networks and 4G specifica-
tions require high-performing PHY layers with an increases spectral effi-
ciency, capacity and scalability. TDMA and/or Frequency Division Mul-
tiple Access (FDMA), used since 1G cellular networks, have their own
advantages and drawbacks. In particular, TDMA is less efficient in serving
the high data rate connection as it is requiring large guard periods to alle-
viate the multipath impact while FDMA has low spectral efficiency since
more bandwidth is needed for guards to avoid ICI. In the 2G networks, one
set of standards used the combination of FDMA and TDMA and another
gruop of standards introduced a new access scheme based on Code Divi-
sion Multiple Access (CDMA). The latter increased the system capacity as
this access scheme is efficient in handling the multipath channel. However
CDMA suffers from poor spectrum flexibility, poor spectrum exploitation
(due to bandwidth spreading factors) and scalability. CDMA is the base
of 3G extensions such as: Information System 2000 (IS-2000), UMTS,
HSXPA,1x Evolution-Data Only (1xEV-DO), Time Division CDMA (TD-
CDMA) and Time Division Synchronous CDMA (TD-SCDMA).
A big shift in the RATs came with the application of OFDM. Thanks
to simple implementation via DFT and IDFT, OFDM has been univer-
sally inserted in 4G candidates. OFDM permits very easy channel equal-
isation, efficient signal processing and very flexible MU resource alloca-
tion. A variant of pure OFDM radio access technoloqy is the OFDMA
where users can be allocated in parts of the time-frequency transmission
frame (resource chunk). Variants of OFDM have been also proposed for
reduced Peak to Average Power Ratio (PAPR) such as: Single Carrier
Frequency Division Multiplexing (SC-FDMA) and Interleaved Frequency
Division Multiple Access (IFDMA). On another side, Multi Carrier Code
Division Multiple Access (MC-CDMA) has been developed and chosen for
some standards as IEEE802.20 (MBWA).
WiMax uses OFDMA in the DL and in the UL. In LTE-A, OFDMA
is used for the DL while SC-FDMA is used in UL. SC-FDMA in LTE-A
UL has been considered one of the factors that could lead to a success
of LTE over WiMAX due to a reduced PAPR and lower cost BSs. This
argument seems not so strong as this issue has been addressed by the
research community and solved. Several solutions have been presented, the
i
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most recent in [TAP+08] where phase rotations create a constant envelope
OFDM signal solving the PAPR problem for non SC-FDMA uplinks, as in
WiMAX.
Based on these considerations, WiMAX has been chosen as the reference
standard for the work presented in this thesis. However, it is important to
note that the technical solutions proposed here are applicable in both can-
didates. This is allowed mainly because the RATs share several technical
aspect: OFDMA (or its variants as SC-FDMA) are used, user are allocated
in portions of the time-frequency grid in the same conceptual way (each
user is assigned to a piece of bandwidth for a certain time inside a frame)
and identical MIMO schemes are used. Further, both candidates have a
connection-oriented MAC layer.
B.1 4G Technical Requirements and Challenges
4G aims at several performance enhancements in respect to the current 3G
systems; various areas of research are vibrantly active and regard:
• Higher throughput per sector (both peak rates and average)
• Higher MT speeds supported
• Better coverage with reduced signal fading
• All-IP network
• Flat and simple network architecture
• Native VoIP support
• Lower latency (access < 10ms and handover < 30ms)
• Better cell edge throughput
• Enhanced broadcast and multicast services
• Enhanced location based services
• Deployment flexibility - Self Organising Networks (SON)
Due to spectrum segmentation, operators will have licensed spectrum
in widely separated frequency bands with heterogeneous bandwidths. 4G
broadband wireless systems should provide a single radio bearer channel
with the flexibility to aggregate non-uniform and non-contiguous channels.
Dynamic bandwidth allocation and scaling will be an important key for
providing the capacity demanded by multimedia services in a dynamic
mobile environment. The spectrum will be not anymore a fixed resource
but dynamically adapted to traffic and user requirements. MT will be
equipped with multiple transceivers operating over several radio channels
co-existing with low self-interference (Multi-Radio Multi-Band Terminals).
Such technology opens the problem of the added degree of freedom for
resources allocation and traffic scheduling. A common Radio Resource
Management (RRM) have been proposed in [MCM+09].
4G network will be deployed as a Single Frequency Reuse (SFR) network
in order to maximise the spectral utilisation over large geographical areas.
For this reason, interference will degrade the quality of the connections
especially for the users at the cell edges with more challenges during UL
connections. While in DL a maximum of 8-10 interferes are expected, in
the UL this number could easily reach more than one hundred. Techniques
i
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to manage and reduce interference will be needed jointly with resources and
users scheduling.
3G networks have two parallel infrastructures for circuit switched and
packet switched traffic. Instead, 4G will be based only on packet switching.
This requires very low latency times in the control and in the data planes.
The IP network in 4G will be supporting native IPv6.
The evolution of smart or intelligent antennas will deeply impact on the
future of wireless technologies. Multiple antennas at both sides of the radio
link can lead to improved capacity with SM transmission modes. In SM,
independent streams can then be transmitted simultaneously from all the
antennas increasing the data rate times a number equal to minimum of the
number of receive and transmit antennas. The independence of the fading
statistic for each antenna is the key for SM. Especially in small devices, low
correlation among antenna elements is hard to achieve. Solutions based on
antenna selection and Multiple Input Single Output (MISO) systems have
been already proposed. Antenna selection provides a sensible cost reduc-
tion due to a single transceiver chain attached to a multi-antenna port
and the MISO systems allow to have expensive antenna systems concen-
trated at the BSs, where the antenna elements can be separated several
wavelengths achieving very low correlation. MIMO can be exploited not
only for increased capacity but also for high reliability for lower error rates
and longer-range communications. Reliability is increased with transmit
or receive diversity, especially with Space Time Code (STC) which does
not require the CSIT. When CSIT is needed at the transmitter, the trans-
mitted signal can be pre-processed in order to have the best signal at the
antenna ports at the MT, [GKH+07].
B.2 IMT-Advanced Performance Requirements
The performance requirements of IMT-A candidates are analysed in detail,
referring to [ITU08] ITU recommendation. The key features to be fulfilled
by the candidate system are:
• a high degree of commonality of functionality worldwide while retain-
ing the flexibility to support a wide range of services and applications
in a cost efficient manner
• maintained compatibility inside IMT systems and fixed networks
• capability of interworking with non IMT radio access systems
• worldwide roaming capability
• high quality mobile services
• user equipment suitable for worldwide use
• user-friendly applications, services and equipment
• enhanced peak data rates to support advanced services and applica-
tions.
Quantitative specifications are divided in minimum requirements and
target requirements. The data rate for the mobile environment has been set
to 100Mbit/s for high and 1Gbit/s for low mobility as targets for research.
The followings are the minimum requirements for the candidates.
i
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Test environment Downlink
(bit/s/Hz/cell)
Uplink
(bit/s/Hz/cell)
Indoor 3 2.25
Microcellular 2.6 1.80
Base coverage urban 2.2 1.4
High speed 1.1 0.7
Table B.1: IMT-A Cell Spectral Efficiency
Cell Spectral Efficiency
The Cell spectral efficiency η is defined as the aggregate throughput of
all users (the number of correctly received bits, i.e. the number of bits
contained in the service data units (SDUs) delivered to Layer 3, over a
certain period of time) divided by the channel bandwidth divided by the
number of cells. The channel bandwidth for this purpose is defined as the
effective bandwidth times the frequency reuse factor, where the effective
bandwidth is the operating bandwidth normalised appropriately consider-
ing the UL/DL ratio.
Let Xi denote the number of correctly received bits by user i (DL or
UL) in a system with N users and M cells, ω be the channel bandwidth
and T the time over which the data bits are received. The system spectral
efficiency, η, is then:
η =
∑N
i=1 Xi
T · ω ·M (B.1)
For each test environment, as defined in the ITU-R Report M.2135, the
following minimum efficiency per cell to be fulfilled by the candidates is
reported in Tab. B.1.
Peak Cell Efficiency
The peak spectral efficiency is the highest theoretical data rate, which is
the received data bits assuming error-free conditions assignable to a single
mobile station, normalised by bandwidth when all available radio resources
for the corresponding link direction are utilised (i.e., excluding radio re-
sources that are used for PHY layer synchronisation, reference signals or
pilots, guard bands and guard times). The minimum requirements for peak
spectral efficiencies are:
• DL peak spectral efficiency is 15 bit/s/Hz
• UL peak spectral efficiency is 6.75 bit/s/Hz.
These values were defined assuming an antenna configuration for DL of
4× 4 and for UL of 2× 4.
Bandwidth
Scalable bandwidth is the ability of the candidate air interface to operate
with different bandwidth allocations. This bandwidth may be supported
by single or multiple RF carriers. The candidate shall support a scalable
bandwidth up to and including 40 MHz even if proponents are encouraged
to consider extensions to support operation in wider bandwidths up to 100
MHz.
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Test environment Downlink
(bit/s/Hz)
Uplink
(bit/s/Hz)
Indoor 0.1 0.07
Microcellular 0.075 0.05
Base coverage urban 0.06 0.03
High speed 0.04 0.015
Table B.2: Cell User Edge Spectral Efficiency
Edge Spectral Efficiency
The (normalised) user throughput is defined as the average user through-
put, i.e. the number of correctly received bits by users (the number of bits
contained in the SDU delivered to Layer 3) over a certain period of time
divided by the channel bandwidth and is measured in bit/s/Hz. The chan-
nel bandwidth for this purpose is defined as the effective bandwidth times
the frequency reuse factor, where the effective bandwidth is the operating
bandwidth normalised appropriately considering the UL/DL ratio. The
cell edge user spectral efficiency is defined as 5% point of the Cumulative
Distribution Function (CDF) of the normalised user throughput.
With Xi denoting the number of correctly received bits of user i, Ti the
active session time for user i and ω the channel bandwidth, the (normalised)
user throughput of user i, ci, is defined according to (B.2). Tab. B.2 lists
the cell edge user spectral efficiency requirements for various test environ-
ments. The test environments are defined in the ITU-R Report M.2135.
ci =
Xi
Ti ∗ ω (B.2)
Latency
The latency requirements are defined for the control plane (C-plane) and
the user date plane (U-plane). The C-plane latency is typically measured
as the transition time from different connection modes, e.g., from idle to
active state. A transition time (excluding wireline network signalling delay)
of less than 100 ms shall be achievable from idle state to an active state
in such a way that the user plane is established. The U-plane latency
(also known as transport delay) is defined as the one-way transit time
between an SDU packet being available at the IP layer in the MT/BS and
the availability of this packet, PDU, at IP layer in the BS/MT. U-plane
packet delay includes delay introduced by associated protocols and control
signalling assuming the user terminal is in the active state. IMT-A systems
shall be able to achieve a U-plane latency of less than 10 ms in unloaded
conditions (i.e., a single user with a single data stream) for small IP packets
(e.g., 0 byte payload + IP header) for both DL and UL.
Mobility
The following mobility classes are defined:
• Stationary: v = 0km/h
• Pedestrian: 0 ≤ v ≤ 10km/h
• Vehicular: 10 ≤ v ≤ 120km/h
• High speed vehicular: 120 ≤ v ≤ 350km/h
i
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Test Env. Mobility Classes Supported
Indoor Stationary, Pedestrian
Micro Cellular Stationary, pedestrian, Vehicular (up to
30 km/h)
Base Urban Stationary, Pedestrian, Vehicular
High speed High speed vehicular, Vehicular
Table B.3: Mobility classes for test environments.
SE
(bit/s/Hz)
Speed
(km/h)
Indoor 1.0 10
Microcellular 0.75 30
Base coverage urban 0.55 120
High speed 0.25 350
Table B.4: Traffic channels, link data rates
Handover type Interruption time
(ms)
Intra-frequency 27.5
Inter-frequency
within a spectrum band 40
between spectrum bands 60
Table B.5: Handover Interruption Times.
For each test environment, a set of mobility classes shall be supported as
reported in Tab. B.3. For each mobility class, a minimum spectral efficiency
is required as reported in Tab. B.4. These values were defined assuming
an antenna configuration of DL 4× 2, UL 2× 4.
Handovers
The Handover interruption times are defined in Tab. B.5 for intra- and
inter- system handovers and for handovering within a spectrum band and
among different spectrum bands.
VoIP capacity
The Voice over IP (VoIP) capacity for the IMT-A candidates is derived
assuming a 12.2kbit/s codec with a 50% activity factor such that the per-
centage of users in outage is less than 2% where a user is defined to have
experienced a voice outage if less than 98% of the VoIP packets have been
delivered successfully to the user within a one way radio access delay bound
of 50ms. The specified codec is used for measurements and does not need
to be effective part of the candidate system. The VoIP capacity is the
minimum of the calculated capacity for either link direction divided by
the effective bandwidth in the respective link direction. These values were
defined assuming an antenna configuration of 4 × 2 in the DL and 2 × 4
in the UL. The antenna configuration is not a minimum requirement and
the conditions for evaluation are described in Report ITU-R M.2135. The
i
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Test environment Min VoIP capacity (Active
users/sector/MHz)
Indoor 50
Microcellular 40
Base coverage urban 40
High speed 30
Table B.6: VoIP capacity
specifications indicate a minimum amount of VoIP connections to be sup-
ported, as in Tab. B.6.
B.3 WiMAX Mobile IMT-A Candidate
IEEE802.16m aims to provide an upgrade for previous IEEE802.16 stan-
dard to fullfill the requirements of IMT-Advanced next generation mobile
networks for the licesend spectrum bands. IEEE802.16m provides contin-
uing support for previous legacy 802.16d (WirelessMAN OFDMA) equip-
ment. The working group is producing the followings core documents. The
System Requirements Document (SRD), [IEE09d], contains a set of possi-
ble deployment scenarios and applications of the 802.16m standard. The
target performance and system features are specified.
The Evaluation Methodology Document (EMD), [IEE09b], proposes a
complete set of parameters, models, and methodologies for the link-level
and system-level evaluations. A set of spatial channel model parameters
are specified to characterise particular features of MIMO radio channels.
The System Description Document (SDD), [IEE09c] reports the archi-
tecture and design of the 802.16m air interface amendment.
The working group will porduce a final IMT-A Proposal to be submitted
at the ITU-R.
The requirements for IEEE802.16m are divided in three groups: func-
tional requirements. baseline requirements and a set of target requirements
fulfilling the IMT-A specifications.
The General requirements are intended to address and supplement the
requirements specified by the ITU-R for IMT-Advanced systems and are
the minimum performance requirements for the MTs and BSs.
The functional requirements contains system level functional require-
ments targeting higher peak rates, lower latency, lower system overhead
as well as PHY/MAC features enabling improved service security, QoS
and radio resource management (RRM) for a system comprised solely of
IEEE802.16m MTs and BSs.
The Baseline requirements describe the performance requirements for
IEEE802.16m systems specified in terms of absolute performance and rel-
ative performance with respect to that of the WirelessMAN-OFDMA Ref-
erence System.
B.3.1 Functional Requirements
IEEE802.16m systems will operate in RF frequencies less than 6 GHz
and be deployable in licensed spectrum allocated to the mobile and fixed
broadband services and shall be able to operate in frequencies identified
for IMT-A. The IEEE802.16m operative frequency bands are reported in
Tab. B.7.
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Freuqency Bands for IEEE802.16m
450-470 MHz
698-960 MHz
1710-2025 MHz
2110-2200 MHz
2300-2400 MHz
2500-2690 MHz
3400-3600 MHz
Table B.7: Frequency Bands for Mobile WiMAX
The frequency bands have been identified for IMT and/or IMT-2000
by World Administrative Radio Conference of 1992 (WARC92), World
Radio Conference of 2000 (WRC2000) and World Radio Conference of
2007 (WRC07) and are reported in Tab. B.7 and are described in Recom-
mendation ITU-R M.1036-3. New frequency bands have been identified in
the WRC07 but further work is ongoing inside the framework of ITU-R.
IEEE802.16m shall support scalable bandwidths from 5 to 40 MHz. This
bandwidth may be supported by single or multiple RF carriers.
IEEE802.16m shall support both Time Division Duplex (TDD) and
Frequency Division Duplex (FDD) operational modes. The FDD mode
shall support both full-duplex and half-duplex MT operation. A BS sup-
porting FDD mode shall be able to simultaneously support half duplex and
full duplex terminals operating on the same RF carrier.
IEEE802.16m shall support both unpaired and paired frequency alloca-
tions, with fixed duplexing frequency separations when operating in FDD
mode. In TDD mode, the DL/UL ratio should be adjustable with the
extreme of supporting DL-only configurations on a given carrier. In FDD
mode, the UL and DL channel bandwidths may be different and should be
configurable.
The IEEE802.16m standard defines minimum antenna requirements for
the BS and MT. For the BS, a minimum of two transmit and two receive
antennas shall be supported. For the MT, a minimum of one transmit and
two received antennas shall be supported. This minimum is consistent with
a 2 × 2 DL configuration and a 1 × 2 uplink configuration. IEEE802.16m
shall support MIMO, beamforming operation or other advanced antenna
techniques. IEEE802.16m shall further support single-user and multi-user
MIMO techniques.
IEEE802.16m peak spectral efficiency achievable between a BS and an
MT under ideal conditions is the highest theoretical data rate (normalised
by bandwidth), which is the received data bits assuming error-free condi-
tions assignable to a single mobile station, when all available radio resources
for the corresponding link direction are utilised (that is excluding radio re-
sources that are used for physical layer synchronisation, reference signals or
pilots, guard bands and guard times). IEEE802.16m peak SEs is specified
in Tab. B.8 where the baseline and the target specifications are reported.
Latency, handovers timing, VoIP capacity and the other specifications are
set to the same level as in the ITU IMT-A base requirements.
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Requirement
Type
Link MIMO Peak rate
(bit/s/Hz)
Baseline Downlink 2x2 8.0
Baseline Uplink 1x2 2.8
Target Downlink 4x4 15.0
Target Uplink 2x4 6.75
Table B.8: Mobile WiMAX Normalized Peak Data Rate
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Appendix C
MIMO Channel Capacity
SVD Decomposition
In this appendix, MIMO capacity is analysed from the perspective of the
Single Value Decomposition (SVD) of the channel matrix in order to high-
light the impact of MIMO channel rank on the achievable MIMO capacity.
In 1999, Telatar showed in [Emr99] that the MIMO channel can be
converted in a set of parallel and independent SISO channel via an SVD
of the MIMO matrix∗.
The SVD theorem states that for any complex NR×NT matrix H with
rank M , there exists an SVD of the form:
H = UΛV † (C.1)
where U(NR×NR) and V(NT×NT ) are unitary matrices. The NR×NT matrix
Λ = [λij ] has λij = 0 for all i 6= j, and λ11 ≥ λ22 ≥ λ33 ≥ λ44 ≥ λMM 6= 0
and λM+1,M+1 = ... = λaa = 0, where a = min(NT ;NR).
The singular values of H, {λii; i = 1, 2, ...,M}, are the nonzero eigen-
values of HH†, and hence are uniquely determined.
Let {λmm} be the M nonzero singular values of H. Then,
{
sm = λ
2
mm
}
are the M nonzero eigenvalues of either HH† or H†H. Since the number
of transmitting or receiving antennas could differ, depending on the case
where is NR > NT or NR < NT , eigenvalues can be expressed in two ways.
Following Telatar, a random matrix W can be defined as:
W =
{
HH∗ ifNR < NT
H∗H ifNR ≥ NT (C.2)
W is an M×M matrix, where M = min(NR, NT ) and it is a non-negative
definite matrix with real non-negative eigenvalues λ2i .
Each one of the set of parallel and independent SISO channel in which
the MIMO channel can be decomposed, has the gain of one of the eigen-
values of matrix W. The optimum power allocation that maximises the
channel capacity is the water-filling allocation: the power to be transmitted
∗SVD has several applications, i.e. in the field of matrix norm, rank and condition
number calculations and for linear system solving, noisy signal filtering and time series
analysis.
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over each subchannel is given by:
Pi =
(
µ− 1
λi
)+
(C.3)
with 1 ≤ i ≤ min(NT , NR), µ is the waterfill level, Pi is the power in the
ith eigenmode and the (x)+ operator is defined as max(0, x). The total
capacity is thus the sum of the capacities over each eigenchannel:
CT =
min(NT ,NR)∑
i=1
log(µλ2i )
+ (C.4)
SVD is not straightforward to be implemented since it has an high
computation complexity, with an order of O3 and needs perfect CSIR and
CSIT. Several advantages can be devised in SVD-based MIMO schemes:
there is no cross-talk between spatial channels (eigenmodes) and conven-
tional channel codes are readily used. SVD can be applied to channel
matrixes of any size and any rank, thus SVD can be applied seamlessly to
spatially correlated channels. Finally, SVD is optimal in the information
theoretical sense, since unitary filters preserve covariance of the input data
vector.
C.1 MIMO Channel Rank
The most important metric for a MIMO channel is the rank of W. The
rank of W is directly related to the number of possible independent parallel
subchannels that SVD decomposition can create, i.e. the spatial indepen-
dent paths that are available in the MIMO channel. The worst case is
when a unique path is present between the transmitter and the receiver:
rank(W) = 1. When the rank of W is maximum, the MIMO channel is
said to be orthogonal and is:
rank(W ) = min (NR, NT ) (C.5)
The rank corresponds to the maximum diversity gain d as defined in Equa-
tion (2.3) at page 14; the orthogonal channel represents the capacity upper
limit and the maximum diversity gain achievable.
High rank MIMO channel occurs when there is a rich scattering channel
with little correlation between spatial channel paths. When the rank of
matrix W is high, the capacity can be approximated showing two terms
related to transmit array gain and SNR improvement due to the receiver
array. The capacity can be expressed as:
Chigh ≈ min (NT , NR)︸ ︷︷ ︸
array capacityadvantage
· log
(
1 +
E
2σ2
NR
NT
)
︸ ︷︷ ︸
receiver antennaSNR advantage
(C.6)
Low rank MIMO channel occurs when there is high correlation between
the spatial subchannels. In the case of a MIMO channel with only one non-
zero eigenvalue, the system is equivalent to a single antenna system with
the same total power divided among NT elements. A completely correlated
H matrix (H ∈MNR×NT ) can be represented as:
H =
 1 . . . 1... . . . ...
1 . . . 1
 (C.7)
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and correspond to the case of no diversity gain and the SDMA gain is null.
The unique non-zero eigenvalue is given by:
λ2 = NR
NT∑
n=1
E {h∗nnhnn} = NRNT (C.8)
where hnn = 0 ∀n except for n = 1, i.e. h11 6= 0. The capacity of the
low-rank MIMO channel can be written as
Clow =
min(NR,NT )∑
n=1
log
(
1 +
E
2σ2
λ2n
NT
)
≈ log
(
1 +
E
2σ2
NT
λ2
)
(C.9)
The channel behaves like a point to point channel with NR times the
received signal power achieved by Maximum Ratio Combining at the re-
ceiver.
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