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Sub-Diffraction Limited Imaging of Plasmonic Nanostructures 
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Supervisor:  Katherine A. Willets 
 
This thesis is focused on understanding the interactions between molecules and 
surface-enhanced Raman scattering (SERS) substrates that are typically unresolved due 
to the diffraction limit of light. Towards this end, we have developed and tested several 
different sub-diffraction-limited imaging techniques in order to observe these 
interactions. First, we utilize an isotope-edited bianalyte approach combined with super-
resolution imaging via Gaussian point-spread function fitting to elucidate the role of 
Raman reporter molecules on the location of the SERS emission centroids. By using low 
concentrations of two different analyte molecules, we find that the location of the SERS 
emission centroid depends on the number and positions of the molecules present on the 
SERS substrate. 
 It is also known that SERS enhancement partially results from the molecule 
coupling its emission into the far-field through the plasmonic nanostructure. This results 
in a particle-dictated, dipole-like emission pattern, which cannot be accurately modeled 
as a Gaussian, so we tested the applicability of super-resolution imaging using a dipole-
emission fitting model to this data. To test this model, we first fit gold nanorod (AuNR) 
luminescence images, as AuNR luminescence is primarily coupled out through the 
longitudinal dipole plasmon mode. This study showed that a three-dimensional dipole 
model is necessary to fit the AuNR emission, with the model providing accurate 
orientation and emission wavelength parameters for the nanostructure, as confirmed 
using correlated AFM and spectroscopy. The dipole fitting technique was next applied to 
single- and multiple-molecule SERS emission from silver nanoparticle dimers. We again 
 vi 
found that a three-dimensional dipole PSF was necessary to accurately model the 
emission and orientation parameters of the dimer, but that at the single molecule level, 
the movement of the molecule causes increased uncertainty in the orientation parameters 
determined by the fit. 
 Finally, we describe progress towards using a combined atomic force/optical 
microscope system in order to position a carbon nanotube analyte at known locations on 
the nanoparticle substrate. This would allow for the simultaneous mapping of 
nanoparticle topography and exact locations of plasmonic enhancement around the 
nanostructure, but consistently low signal-to-noise kept this technique from being viable. 
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Chapter 1: Introduction 
1.1 Plasmons and Surface-enhanced Raman scattering (SERS) 
Noble metal nanostructures have been long studied by many researchers due to 
their ability interact with and focus light.
1–4
 This property is due to excitations of plasmon 
resonances, which are collective oscillations of surface conduction electrons, and can be 
excited at optical frequencies in structures with a negative real and small positive 
imaginary dielectric function, as shown in Figure 1.1 below for a noble metal 
nanoparticle.
1
 When this resonance occurs on a nanoparticle or nanoparticle aggregate, 
this is referred to as a localized surface plasmon resonance (LSPR). The scattering 
strength and resonance frequency of the LSPR is dependent on the size, shape and 
material of the nanoparticle. 
 
  
Figure 1.1. Diagram showing the electric field component of light exciting a localized 
surface plasmon (LSPR) on a single nanoparticle. 
The LSPR causes the nanoparticle to scatter light efficiently at its resonance 
frequency, and also causes strongly enhanced electric fields at the nanoparticle surface.
3,5
 
These fields are evanescent in nature, and can be several orders of magnitude larger than 
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the electric field of the incident light. These properties can be taken advantage of in 
surface-enhanced spectroscopy techniques such as surface-enhanced Raman scattering 
(SERS). In SERS, molecules are adsorbed on to a nanostructured surface, such as a 
plasmonic nanoparticle, where the LSPR enhanced electric fields at the nanoparticle 
surface can provide enhanced optical excitation to the molecule.
4,6
 Additionally, due to 
the strong scattering of the nanoparticle, Raman scattered light from the molecule can be 
further enhanced by coupling to LSPR modes of the nanoparticle.
7–9
 Because of these 
unique optical properties, noble metal nanoparticles are now being investigated for uses 
in fields such as biosensing,
1,2
 photothermal therapy,
10,11
 and surface enhanced 
spectroscopies like SERS.
4,12
  
1.2 Single-molecule surface-enhanced Raman scattering (SM-SERS) 
For certain types of plasmonic nanostructures, e.g. silver nanoparticle (AgNP) 
aggregates, LSPR enhancement of Raman scattering can even be high enough to observe 
SERS from single molecules. Single-molecule SERS (SM-SERS) sensitivity was first 
reported in 1997, and has been primarily observed in silver colloidal nanoparticles, 
aggregated with a reporter dye such as Rhodamine 6G (R6G).
13–18
 Through these initial 
studies, the strongest SERS enhancements were believed to originate from molecules in 
the junctions between nanoparticles in these aggregates, and these regions are known as 
SERS "hot spots", which are thought to be 1-10 nm in size.
8,19–21
 Example atomic force 
microscopy (AFM) images of SM-SERS active silver nanoparticle aggregates can be 
seen below in Figure 1.2. Since the discovery of SM-SERS, there have been many efforts 
in the field to characterize the nature of these "hot spots" in order to expand this SM-
SERS sensitivity to other systems of analytes and plasmonic nanostructures.  
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Figure 1.2. AFM images showing typical SM-SERS active colloidal silver aggregates. 
The particles shown have been aggregated with NaCl and R6G dye. 
 When undertaking research in the field of SM-SERS, one important aspect of any 
study is to confirm that SERS signals are indeed originating from single-molecules.
14,15
 
In order to do this, several different fundamental aspects of SERS can be used. One 
characteristic of SM-SERS (as well as SM-fluorescence) is the way that SM signals 
"turn-off" in a single step. An example of this behavior can be seen below in Figure 1.3. 
In this figure, a plot of integrated optical intensity of a SERS aggregate is shown, plotted 
against the image frame number (time). In this example, we can see that the SERS 
emission stops in a single digital step, possibly due to the molecule leaving the "hot 
spot".
13,16
 The intensity vs. time plot in Figure 1.3 also shows the strong intensity 
fluctuations that are also characteristic of SM-SERS. Again, due to the small size of the 
"hot spot", movement of the molecule on the surface of the nanoparticle can cause these 
intensity fluctuations. 
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Figure 1.3. Integrated intensity vs. frame number, showing the intensity fluctuations 
present in SM-SERS, as well as a digital step from "on" to "off". 
 While SERS intensity fluctuations and digital on-off steps in intensity can provide 
strong evidence for SM-SERS, the isotope-edited bianalyte approach, developed by the 
Van Duyne group, has been generally accepted as the strongest proof of SM-SERS.
14,22
 
In this technique, equal amounts of two rhodamine 6G isotopologues are used, which can 
be distinguished based on certain Raman peak differences in their spectra, as shown in 
Figure 1.4. These dyes will have equal scattering cross-sections and probabilities of 
adsorbtion on to the nanoparticle structures, making them equally likely to adsorb to a 
SERS-active nanoparticle aggregate. By using a concentration of roughly one 
dye/nanoparticle, when only one species is observed in the emission from a nanoparticle 
aggregate, it is most probable that the emission is due to SERS from a single molecule.
14
 
This isotope-edited bianalyte approach is used  to confirm the presence of SM-SERS in 
Chapters 3 and 5 of this work. 
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Figure 1.4.  Molecular structures showing (A) R6G-d4 and (B) R6G-d0. (C) Color 
coded SERS spectra of R6G-d4 and R6G-d0 with isotopologue marker 
modes indicated, taken on a Ag film-over-nanospheres (AgFONS). Adapted 
with permission from Titus, E. J.; Weber, M. L.; Stranahan, S. M.; Willets, 
K. A. Super-Resolution SERS Imaging beyond the Single-Molecule Limit: 
An Isotope-Edited Approach. Nano Lett. 2012, 6, 5103-5110. Copyright 
2012 American Chemical Society. 
1.3 Diffraction-limited imaging 
One of the major problems in characterizing SM-SERS "hot spots" is due to the 
diffraction limit of light, which limits the optical resolution of optical microscopy 
systems to roughly half the wavelength of the imaged light. This means that when we use 
visible light to excite and study SM-SERS, our resolution is limited to roughly 200 nm, 
which is significantly larger than the size of a 1-10 nm "hot spot". This limit makes it 
difficult to extract spatial information about the nature of the "hot spot" with optical 
microscopy. To illustrate this, Figure 1.5 shows a size comparison of a diffraction-limited 
SM-SERS emission spot and the AFM image (not subject to the diffraction limit) of the 
SM-SERS active aggregate. 
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Figure 1.5. Diffraction-limited optical image (A) of SM-SERS emission from a 
nanoparticle aggregate, compared to its structure as determined via AFM 
(B). 
1.4 Super-resolution imaging of SM-SERS "hot spots" 
One technique that has recently been used to overcome the diffraction limit is 
super-resolution microscopy.
23–25
 In this method, diffraction-limited images of point 
emitters, e.g. single fluorophores, are collected and then fit using a model point-spread 
function. For this purpose, a 2-dimensional Gaussian function is typically used, and has 
been shown to give a spatial resolution of <5 nm for well-isolated emitters.
25–27
 The 2-
dimensional Gaussian equation that is typically used is shown below in Equation 1.1. 
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In this equation, the spatially dependent intensity of the diffraction-limited spot, I(x,y,) is 
dependent on the background intensity, z0; the peak emission intensity of the spot, I0; the 
centroid positions x0 and y0; and the width of the emission spot in both dimensions, sx and 
sy. After fitting each diffraction-limited spot with Equation 1.1, the centroid positions for 
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each emission spot are extracted to give the diffraction-limited localization of the 
emission. 
While super-resolution imaging was originally developed for single-molecule 
fluorescence, it has been recently applied to plasmonic nanostructures to track 
nanoparticle motion,
28–32
 study ligand binding,
33,34
 follow catalytic processes in real 
time,
35
 and map SERS "hot spots".
13,36–38
 In the SERS "hot spot" mapping studies, super-
resolution imaging was used to localize and track the SM-SERS emission centroid in 
samples comprised of aggregated AgNPs and R6G dye molecules.
13,39
 The data collected 
using this technique was then correlated to nanoparticle structure using scanning electron 
microscopy (SEM) to compare SERS centroid movements to the AgNP aggregate 
structure, as shown below in Figure 1.6.
36,37
 In this figure, the SERS centroid position and 
intensity is compared to the AgNP aggregate structure. The super-resolution SERS 
optical data is represented using a spatial intensity map, in which the SERS centroids are 
binned spatially and are colored based on the average emission intensity captured within 
each bin.
13
 When this optical data is overlaid with the SEM data of the same aggregate, it 
can be seen that the trajectory of the SERS centroid matches the orientation of one of the 
aggregate junction regions very closely, which agrees with previous experimental and 
theoretical data indicating that the strongest SERS enhancements occur at the junction 
regions in these aggregates.
36
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Figure 1.6. (A) SERS spatial intensity map and (B) SEM image of a silver colloid 
trimer. (C) Overlay of the spatial intensity map and SEM image. Adapted 
with permission from Weber M. L. and Willets, K. A. Correlated Super-
Resolution Optical and Structural Studies of Surface-Enhanced Raman 
Scattering Hot Spots in Silver Colloid Aggregates. J. Phys. Chem. Lett. 
2011, 2, 1766-1770. Copyright 2011 American Chemical Society. 
While the data shown above in Figure 1.6 indicates that the SERS centroid 
conforms closely to the shape and intensity profile expected of a SM-SERS "hot spot", it 
should be noted that this data represents a qualitative overlay of the super-resolution data 
with the SEM data.
36
 Additionally, this data does not give any information on the source 
of the centroid motion, i.e. is this motion due to translation or rotation of the molecule or 
due to changes in the nanoparticle? The source of this emission is important to consider 
when using this technique to map the size and shape of "hot spots" on these structures. 
There have been several other studies on SM-SERS "hot spots" in these types of 
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aggregates that indicate that the polarization of the SERS emission from these structures 
can be strongly influenced by the aggregate geometry, indicating that the aggregate shape 
may also influence the emission centroid; there is also previous theoretical work in the 
field indicating that the SERS molecule should indeed have an effect on centroid 
position.
7,40–42
 
1.5 Scope of this work 
The overall goal of the research presented in this document is to develop and 
refine new tools to image plasmonic nanostructures below the diffraction limit, with a 
focus on techniques that can be used to map and understand the AgNP aggregates that 
enable SM-SERS. In Chapter 3, we start by using super-resolution imaging combined 
with the bianalyte approach in order to elucidate the role that the position of the molecule 
plays in dictating the centroid position of SM-SERS emission. Next, in Chapters 4-5, we 
develop the use of a dipole-emission PSF for use in super-resolution imaging of 
plasmonic emission. The dipole-emission PSF is one that has been used extensively in the 
field of single-molecule fluorescence, and cannot only provide a more accurate fit when 
used in super-resolution studies, but can also yield sub-diffraction-limited information 
about the orientation of the nanostructure under investigation.  This technique is first 
developed in Chapter 4, where it is used to fit the plasmon-mediated luminescence of 
gold nanorods. We continue by applying this same technique to SERS active AgNP 
aggregates to further understand coupling between Raman active dyes and the plasmon 
modes of the enhancing aggregates (Chapter 5). Finally, in Chapter 6, we describe work 
towards mapping the size and strength of SERS enhancement regions around AgNP 
aggregates using a scanning probe. In this work, a carbon nanotube is attached to an 
atomic force microscope (AFM) probe and scanned over AgNP aggregates while the 
system is illuminated with an attached total internal reflection microscope.  
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Chapter 2: Methods 
2.1 Sample preparation 
Silver nanoparticle preparation 
For all studies using colloidal silver nanoparticles, the Lee and Meisel method 
was used to synthesize the colloids.
1
 First, a 500 mL flask (containing a magnetic stir bar) 
and a 50 mL flask are both filled with aqua regia and allowed to sit for over one hour, in 
order to remove metal contaminants from the reaction vessel. Aqua regia is a 1:3 volume 
mixture of nitric acid:hydrochloric acid; due to its highly corrosive properties, it should 
be handled with care in a fume hood. After all glassware is cleaned and rinsed with 
nanopure water until at neutral pH, approximately 45 mg of AgNO3 (Sigma-Aldrich) is 
dissolved in 250 mL nanopure water in the 500 mL flask. This solution is heated to 
boiling, and then 5 mL of a 10% w/w solution of sodium citrate (Sigma-Aldrich), which 
is mixed in the smaller flask with nanopure water, is added to the large flask. This 
mixture is boiled for 1 hour, where it takes on a cloudy gray color, and then cooled. Any 
volume loss due to boiling is replaced with additional nanopure water. 
SERS sample preparation 
In order to prepare SERS (or SM-SERS) samples with the silver colloid solution, 
a 5 μL aliquot of rhodamine 6G (R6G) solution in methanol is combined with an aliquot 
(typically 100 μL) of silver colloids. This combination is vortexed for approximately 30 
s, and then an aliquot of 20 mM NaCl solution is added, and the solution is vortexed for 
another 30 s. The volume of the NaCl aliquot used is the same as the silver colloid aliquot 
volume. In the case of SM-SERS samples, the concentration of the R6G solution is such 
that the final dye concentration in the sample is usually between 2-5 nM.
2,3
 In the case 
where the isotope edited bianalyte approach is used, the final dye concentration in the 
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sample mixture is 1-2.5 nM in both R6G-d0 and R6G-d4. In the case of multi-molecule 
SERS (MM-SERS) samples, the R6G solution is adjusted so that the final concentration 
of R6G is 200 nM. After mixing the SERS solutions, they are incubated in the dark 
between 10 minutes and 15 hours. Short incubation times are used when smaller 
aggregates (such as dimers) are desired. In the case of MM-SERS samples, the solution is 
centrifuged at ~500g for 10 minutes and resuspended in 10 mM NaCl at an 8x dilution 
(8x the volume of the pre-centrifuged sample) in order to minimize the presence of 
excess dye
4
. 
SERS slide preparation 
In order to prepare coverslips (#1 thickness) for deposition of particles, they were 
first cleaned using argon plasma for approximately 15 minutes. After plasma cleaning, 
the slides were then functionalized with a coating of (3-Aminopropyl)triethoxysilane 
(APTES). Briefly, a 0.5% v/v solution of APTES in ethanol is prepared, the slides are 
incubated in the solution on an orbital shaker, then rinsed in both ethanol and nanopure 
water, and dried under a stream of dry N2. Incubation time is adjusted between 1-10 
minutes in order to control the density of sample coverage on the slide. After APTES 
functionalization, a 5 μL aliquot of SERS solution is allowed to sit on the slide for 
several seconds, and is blown off of the surface with a stream of N2. After deposition of 
the SERS sample, a 5 μL aliquot of a 50x dilution of 500 nm sky blue polystyrene 
fluorescent beads (Spherotech) is dropcast onto the same region of the slide. This drop is 
allowed to sit for 5 minutes before being gently rinsed with nanopure water and dried 
under a gentle stream of N2. Samples are typically imaged immediately after preparation. 
When not being imaged or undergoing AFM, samples were kept in a darkened vacuum 
dessicator. 
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Gold nanorod slide preparation 
CTAB-stabilized gold nanorods (AuNR) were prepared in the lab using 
previously published methods.
5,6
 First, a 1 mL aliquot of prepared AuNRs is centrifuged 
3x at ~6700g for 20 minutes in order to remove excess CTAB from the nanorods. After 
the last centrifugation, the nanorods are suspended in 500 μL nanopure water to form a 
2x concentrated solution. This solution is then dropcast onto an APTES functionalized 
coverslip and allowed to sit for 5 minutes before being rinsed thoroughly with nanopure 
water and dried with a stream of dry N2. After drying the slide, a 5 μL aliquot of a 50x 
dilution of either 500 nm or 200 nm sky blue fluorescent polystyrene beads (Spherotech) 
is dropcast onto the slide to act as markers for stage drift correction. 
2.2 Optical microscopy instrumentation 
The optical microscopy setup used in Chapters 3-5 is based around an Olympus 
IX-71 inverted optical microscope, which uses a variable NA (0.6-1.3) 100x oil 
immersion objective. This microscope is configured for widefield, epi-illumination laser 
excitation and transmission darkfield scattering using a tungsten white-light source and 
condenser. A block diagram of this system can be seen below in Figure 2.1. 532 nm 
quasi-circularly polarized light is used for all experiments. On the detection side of the 
microscope, the image is relayed to a non-polarizing cube beamsplitter, which sends half 
of the collected light to an electron-multiplied CCD camera (EMCCD, Princeton 
Instruments ProEM), and the rest to a spectrometer with a liquid nitrogen cooled 
spectroscopy CCD camera (Princeton Instruments 2500i/Spec10). The timing of the two 
detectors is synced to ensure that the spectral and image data are correlated in time. 
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Figure 2.1  Block diagram of widefield microscope setup. 
2.3 Correlated AFM and optical microscopy experiments 
Instrumentation 
For all experiments utilizing AFM, or correlated AFM and optical microscopy 
imaging, a combined total internal reflection (TIR)/AFM microscope system was used.
7
 
This system uses oil-immersion through-the-objective TIR for both white light and laser 
illumination, and the AFM head uses an IR laser to detect deflection of the AFM probe, 
in order to not interfere with the collection of optical data. A block diagram of this setup 
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can be seen in Figure 2.2. In TIR microscopy, excitation light is incident on the underside 
of the slide above the glass/air critical angle, which causes TIR and generates a quickly 
decaying evanescent field at the surface of the slide. This microscopy technique allows 
for both AFM and optical imaging to take place simultaneously. 
 
 
 
Figure 2.2. Block diagram of combined TIR/AFM setup. SPAD: single-photon 
avalanche diode. 
AFM correlation of widefield super-resolution experiments 
In the experiments presented in Chapters 3-5, after optical experiments were 
carried out on the widefield microscope (shown in Section 2 of this chapter), samples 
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were transferred to the combined TIR/AFM microscope in order to obtain correlated 
AFM images. In order to locate the particles from the optical experiment, experiments are 
carried out on gridded coverslips. These are prepared by depositing a 90 nm aluminum 
film onto the slide, using a bare copper TEM grid as a mask. The result is an 
alphanumeric aluminum grid on the coverslip, which can be used to locate regions of 
interest (ROIs) on both microscopes, as shown in Figure 2.3; Figure 2.3A is an image 
from the overhead AFM optical camera, showing the location of the AFM cantilever in 
relation to the gridded slide, and Figure 2.3B is a white light TIR image showing the 
scattering from both the nanoparticles on the slide and the AFM probe. Because 
calibrated, closed-loop AFM images can be correlated with optical data, this allows us to 
also use this technique to calibrate the pixel size of the widefield microscopy setup as 
well.
8
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Figure 2.3. (A) Bright field image of a gridded coverslip taken with the AFM 
(overhead) optical camera. Aluminum coated areas appear bright in the 
image. The AFM cantilever is located in grid B-2 in the image. (B) Dark 
field image of R6G-labled silver nanoparticles on the patterned coverslip 
taken with a TIRF objective using TIR dark field imaging. Scattering from 
the AFM probe is circled. The edge of the aluminum alignment grid appears 
dark in this image and is indicated by the yellow arrows. Adapted with 
permission from Stranahan, S. M.; Titus, E. J.; Willets, K. A. SERS 
Orientational Imaging of Silver Nanoparticle Dimers. J. Phys Chem. Lett. 
2011, 2, 2711-2715. Copyright 2011 American Chemical Society. 
2.4 Super-resolution microscopy 
Experimental conditions 
When imaging samples for the purpose of super-resolution imaging, samples are 
first prepared as described in Section 1. Once samples are prepared and on the 
microscope, the environment around the sample can be controlled via a nitrogen dry-box 
placed on the microscope stage, as was done for some samples in Chapter 5. The laser 
excitation used in super-resolution imaging is at 532 nm in a widefield setup, with 
powers ranging from approximately 400-800 W/cm
2
 for SERS samples, and 
approximately 8.8 kW/cm
2
 for gold nanorods. The studies presented in this work all used 
quasi-circularly polarized light. Regions for analysis are selected based on particle 
intensity dynamics and the presence of 2 or more fluorescent marker beads in the field of 
view in order to properly correct for stage drift. EMCCD/spectrometer integration times 
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range from 0.1-0.4 s/1-2 s for SERS data, and 5 s/frame for AuNR luminescence data. 
After super-resolution images are collected, a darkfield scattering image of the region is 
collected for structure correlation purposes. An example of a correlated widefield laser 
image and darkfield image are shown below in Figure 2.4. 
 
 
 
Figure 2.4. Widefield laser image (A) and darkfield image (B) of AuNR luminescence 
and fluorescent bead (yellow arrow).  
Gaussian fitting and background subtraction of images 
Super-resolution in this work is achieved through localizing the centroid position 
of the emission by fitting it using a model point-spread function (PSF). A commonly used 
model PSF for this technique is the 2-dimensional Gaussian function, shown in Equation 
2.1 
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In this equation, the spatially dependent intensity, I(x,y) is a function of the following 
parameters, which can be extracted by fitting experimental data to this equation: z0 
(background intensity), I0 (peak intensity), x0/y0 (centroid position), and sx/sy (width of 
the Gaussian). While the Gaussian function does not account for all aspects of the true 
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PSF, it is a common, computationally inexpensive model; more accurate models are 
discussed elsewhere in this document. 
Proper application of the Gaussian model, or any other PSF model, to the data 
first requires that other sources of emission are accounted for within the diffraction-
limited spot. When fitting with a Gaussian, multiple emission sites within a diffraction-
limited spot will result in centroid fits that represent the intensity-weighted super-position 
of the underlying emission centroids.
9
 In the case of the SERS studies in this work, 
background luminescence from the silver nanoparticles is subtracted off (when possible) 
in order to deconvolute the SERS emission centroid from the luminescence.
2
 In order to 
do this, SERS emission and background luminescence frames are identified through 
intensity vs. time plots and correlated spectra, as shown below in Figure 2.5. In this 
analysis, we identify background luminescence frames via a threshold intensity value, as 
shown in Figure 2.5A, which is determined by the user. Next, correlated spectra like the 
ones shown in Figure 2.5B are used to ensure that emission in frames below the threshold 
don't show signs of Raman scattering. Next, the mean luminescence Gaussian is 
subtracted off of all frames, and the resulting emission is fit to determine the SERS 
emission centroids. 
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Figure 2.5. SERS aggregate intensity vs. time plot (A), based off of EMCCD image, 
with SERS/luminescence threshold shown in red. (B) Correlated spectra 
showing SERS emission for the first 20 seconds of the acquisition. 
Data processing 
After the nanoparticle luminescence has been fit and subtracted from the raw 
images, the resulting SERS fits are filtered via their R
2
 values, usually with a threshold of 
80%. This ensures that skewed centroid positions due to poor fits do not impact the final 
data. Example data, which corresponds to the intensity and spectral data shown in Figure 
2.5, is shown in Figure 2.6. Figure 2.6A shows the R
2
 filtered SERS centroid positions, 
where the mean luminescence centroid is at (0,0). While this plot can give insight into the 
SERS centroid location, the plot points are difficult to distinguish, and give no intensity 
information. For this reason, we analyze this data through use of frequency and intensity 
2-dimensional histograms, shown in Figure 2.6B and C, respectively. The data shown in 
the scatter plot in Figure 2.6A are binned, based on their positions, into different pixels; 
Figures 2.6B-C both use 1 nm bins. Typically, the bin size used in these figures is on the 
order of the theoretically predicted uncertainty of the centroid position, given in Equation 
2.2.
10
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In this equation, the standard error of the mean of the PSF, σµ, is dependent upon the 
standard deviation of the Gaussian fit, si; the pixel size of the EM-CCD camera in 
nanometers, a; the standard deviation of the background in photons, b; and the total 
collected photons, N. Figure 2.6B shows a frequency histogram of the data, where the 
color axis indicates the number of SERS centroids falling within each binned pixel. In 
Figure 2.6C, the color axis indicates the mean intensity of the SERS events occurring 
within each bin, as determined by their centroids. The histogram representation of this 
data allows us to identify spatial locations exhibiting multiple events and/or high 
intensities.
2,3
 
 
 
Figure 2.6. Scatter plot of luminescence corrected SERS centroid positions (A), where 
(0,0) is the mean luminescence centroid. Frequency (B) and intensity (C) 2-
dimensional histogram representations of (A). The bin size in (B) and (C) is 
1 nm. 
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Chapter 3: Super-Resolution SERS Imaging beyond the Single-
Molecule Limit: An Isotope-Edited Approach1 
3.1 Introduction 
One of the major difficulties when studying single-molecule surface-enhanced 
Raman scattering (SM-SERS) substrates is due to their extremely small size; the true 
location of the hot spot, its size, the location of the molecule on the nanoparticle surface, 
and the nanoscale features of the nanoparticle that are required for SM-SERS 
enhancement are obscured by the optical diffraction limit, which limits the resolution of 
optical studies of this phenomenon
1–4
. In order to overcome the diffraction limit, super-
resolution optical imaging has recently emerged as a powerful tool for studying SM-
SERS hot spots in an effort to understand what hot spot properties enable the highest 
electromagnetic field enhancements.
5–8
 In super-resolution imaging, the point spread 
function (PSF) of a diffraction-limited spot is approximated as a two-dimensional 
Gaussian function in order to extract the spatial origin of the emitter.
9,10
 However, in SM-
SERS, the molecule responsible for the observed signal is coupled to a plasmonic 
nanoparticle, and thus the observed emission is a convolution of the Raman scattering 
from the molecule coupled to and radiated by the plasmon modes of the nanoparticle 
substrate.
5,11,12
 As a result, when the PSF of the SM-SERS signal is fit, the location of the 
emitter cannot be correlated in a one-to-one fashion with the position of the molecule. 
In previous work from our group, we used super-resolution imaging to show that 
the spatial origin of SM-SERS signals varied over time by as much as 50 nm and was 
highly correlated with changes in the SERS intensity.
5,7,8
 Because the position of the 
nanoparticle substrate is fixed in these experiments, we hypothesized that motion of the 
                                                 
1 Reproduced in part with permission from Titus, E. J.; Weber, M. L.; Stranahan, S. M.; Willets, K. A. 
Super-Resolution SERS Imaging beyond the Single-Molecule Limit: An Isotope-Edited Approach. Nano 
Lett. 2012, 6, 5103-5110. Copyright 2012 American Chemical Society. 
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probe molecule on the nanoparticle surface led to changes in the SERS intensity and 
corresponding shifts in the calculated SERS centroid.
5,13
 This hypothesis was supported 
by theoretical calculations from Ausman and Schatz, which predict that changing the 
location of a emitting dipole on the surface of a nanoparticle dimer will shift the 
scattering near-field distribution surrounding that dimer.
12
 We proposed that a shift in the 
near-field scattering distribution around the nanoparticle would translate to a shift of the 
PSF in the far-field, thus supporting our hypothesis that translation of the molecule on the 
nanoparticle surface led to the observed changes in the spatial position of the SERS 
emission in our experiments. However, alternate hypotheses have been proposed to 
explain our results, including spurious signal from the nanoparticle itself, reorientation of 
the probe molecule on the nanoparticle surface, polarization effects from the excited 
nanoparticle antennae modes, and even damage to the underlying nanoparticle. In this 
Chapter, we provide unambiguous proof that the position of the molecule impacts the 
measured SERS centroid position and is the dominant mechanism by which the SERS 
centroid shifts over time. 
For these studies, the isotope-edited bi-analyte SERS approach, first introduced 
by Van Duyne and coworkers, is used.
3
 The bi-analyte method uses equal amounts of two 
isotopologues as the SERS probe molecules, allowing for identification of each analyte 
through distinct marker modes in the SERS spectra. The non-deuterated R6G (R6G-d0) 
and its deuterated isotopologue (R6G-d4) are ideal candidates for bi-analyte SERS 
measurements due to the high Raman cross-section of R6G and clearly distinguishable 
marker modes at ~609 cm
-1
 (R6G-d0) and ~597 and ~1334 cm
-1
 (R6G-d4), with all other 
vibrational modes positioned at identical Raman shifts (Figure 1.4, Chapter 1). We 
prepare SERS samples with the bianalyte dye mixture adsorbed onto randomly assembled 
Ag colloid aggregates aggregated by 20 mM NaCl(aq).
14
 This SERS solution is dropcast 
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onto an aminopropyltriethyoxysilane-functionalized glass coverslip patterned with an 
aluminum alpha-numeric grid.
15
 The slide is placed on an inverted optical microscope 
equipped with a 532 nm laser and a beamsplitter that sends half of the SERS signal to an 
electron-multiplied charge-coupled device (EM-CCD) for PSF imaging, and the other 
half of the SERS signal to a spectrometer coupled to a liquid nitrogen cooled CCD 
camera for correlated SERS spectral data. The optical data is then correlated with 
aggregate structure using AFM after the experiment. More details regarding the 
experimental methods can be found in Chapter 2. 
3.2 Effects due to position of molecules 
The intensity time trace shown in Figure 3.1A is acquired by integrating the 
scattering intensity originating from the diffraction-limited spot generated by the SERS 
active aggregate shown in Figure 3.1D. The entire acquisition time is 200 s with 0.4 s 
image frames (500 frames total), although only the intensity data from the first 60 
seconds is shown. The concentration of each dye in the original sample is 1.5 nM (~ 3 
molecules per nanoparticle). This SERS intensity time trace exhibits step-like behavior 
going from low intensity (0 – 40 s) to a higher intensity (40 – 53 s) before a final return to 
background. These two time intervals, in which the SERS signal fluctuates around two 
different average intensities before the final intensity step to background, suggests the 
presence of multiple molecules contributing to this SERS on-event. This behavior is in 
contrast to intensity time traces we have reported in previous work, where the average 
intensity of a SERS on-event fluctuated around a single intensity level before the SERS 
signal turned off, suggesting behavior more consistent with a single-molecule event.
5 
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Figure 3.1. (A) Intensity time trace (left) and x- and y- SERS centroid trajectories 
(middle and right), colored-coded according to the identity of the emitting 
analyte: R6G-d4 (blue) and R6G-d0 (red). (B) Scatter plot of all SERS 
centroid positions from (A) with (0, 0) set at the position of the nanoparticle 
luminescence. Color corresponds to the identity of the emitting analyte as in 
(A). (C) Average SERS spectra for the first 41.6 seconds of the time trace 
(red) and time 41.6 – 53 seconds (blue) show switching between R6G-d0 
and R6G-d4, respectively. (D) AFM scan of the SM-SERS active aggregate. 
We use correlated SERS spectra (Figure 3.1C) to identify the analyte responsible 
for SERS emission at each time point in Figure 3.1A and color-code the time points as 
blue (R6G-d4) or red (R6G-d0). All identifications are made according to the presence of 
marker modes at ~608 cm
-1
 for R6G-d0 and ~593 cm
-1
 for R6G-d4. Vibrational mode 
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frequency shifts are characteristic of SM-SERS and we note the small shift in marker 
mode frequencies in this example from the ensemble measured marker modes to 594 cm
-1
 
for R6G-d4. In the case of the R6G-d4 assignment, we note a small shoulder in the peak 
that could be a small contribution from R6G-d0. However, given the dominance of the 
R6G-d4 peak, we believe that this molecule contributes the bulk of the signal to the 
measured PSF. 
 To analyze these data, we follow a procedure described in previous work.
5,8
 We 
begin by identifying frames that correspond to no SERS activity but have a weak 
luminescent background originating from the nanoparticle. The nanoparticle 
luminescence is fit to Equation 3.1 below: 
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In this equation, I(x,y) is the spatially-dependent intensity, z0 is the background, x0 and y0 
are the centroid of the fit, and sn is the standard deviation (width) in the n-direction.
9,16
 
Using this approach, we approximate the position of a single emitter as the location of the 
centroid of the fit, i.e. (x0, y0). Once we have the contribution of the nanoparticle, we 
subtract it from the image data corresponding to SERS activity (here, 0 – 53 seconds) in 
order to obtain the PSF corresponding to the isolated SERS signal. The SERS PSF is then 
fit to Equation 3.1 to extract the centroid position corresponding to the SERS signals. 
In Figure 3.1A, we plot the calculated x0 and y0 coordinates of the fitted SERS 
centroids against time (right two columns) next to the intensity time trace (left column). 
The corresponding spectral data are shown in Figure 3.1C and allow us to assign each 
centroid coordinate to a specific analyte. Each SERS spectrum is acquired over 2 s while 
each SERS image is 0.4 s so there are approximately five SERS centroid fits per 
spectrum. Because of this difference in time resolution, the analyte assignments are 
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limited by the time resolution of the spectra. Based on the SERS spectra, we see that the 
R6G-d0 and R6G-d4 exchange over the course of the experiment, with the intensity step 
in the time trace corresponding to a change in analyte identity.  
We create a scatter plot of all SERS centroid fits from time 0 – 53 s in Figure 
3.1B, color-coded with the same analyte assignments. This plot shows that the average 
SERS centroid positions corresponding to R6G-d0 or R6G-d4 (red and blue data points, 
respectively) are offset from each other by ~2 nm. Based on our photon counts, image 
pixel size, and background noise, the theoretical uncertainty in the centroid fit is ~0.2 nm 
for the R6G-d4 and ~0.3 nm for the R6G-d0, indicating that the centroid offset between 
the R6G-d0 and R6G-d4 only events is not simply uncertainty due to noise (see chapter 
2).
9
 Given that we have two distinct molecules on the nanoparticle surface and each 
appears at a discrete centroid position, these data allow us to conclude that the centroid 
position must be linked to a property of the molecule. If the nanoparticle alone were 
dictating the emission centroid (through spurious blinking in its luminescence), we would 
not expect each individual molecule to appear at a unique location.
17
  
Another important feature of these data is the distance of the two SERS centroids 
from the site of nanoparticle luminescence. We arbitrarily set the centroid of the 
luminescence at (0,0), and the scatter plot in Figure 3.1B shows that both centroids are 
offset from the luminescence centroid by more than 10 nm in the x-direction and 5 nm in 
the y-direction. In previous work, we have shown that the luminescence centroid reflects 
the collective plasmon modes of the nanostructure, while the SERS centroid is related to 
local plasmon modes based on the position of the molecule; in the case of larger 
aggregates, the two centroids can therefore be offset by tens of nanometers.
7
 The AFM 
image of this nanostructure, shown in Figure 3.1D, shows a large multi-nanoparticle 
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aggregate, which explains the offset between the SERS and luminescence centroids, but 
makes it difficult to assign the precise location of the hot spot.  
To explain the offset between the two centroid positions of the R6G-d0 and R6G-
d4, we speculate that differences in the position of the two molecules on the aggregate 
surface is responsible for the differences in the SERS centroids. A difference in the 
position of each molecule on the nanoparticle surface would lead to a difference in its 
ability to couple with and be re-radiated by the nanoparticle plasmon modes;
12
 as a result, 
the SERS centroid will appear in a spatially distinct location for the two analytes. We 
emphasize that the SERS centroid is not directly reporting on the position of the molecule 
on the nanoparticle surface, rather it is reporting how the nanoparticle re-radiates the 
Raman scattering from an adsorbed molecule into the far field. As the position of the 
molecule changes, how the plasmon re-radiates the SERS into the far field will also 
change, leading to a shift in the calculated SERS centroid. However, one could also argue 
that the two molecules are exchanging between the same molecule-sized hot spot, and the 
shift in the centroid is due exclusively to orientation effects of the different molecules 
within that hot spot. 
To address this hypothesis, we present a second example in which the intensity 
changes in a stepwise fashion in Figure 3.2. In this example, both R6G-d0 and R6G-d4 
are emitting simultaneously for the first 47 seconds, followed by a stepwise decrease in 
intensity that corresponds to a loss of the signal from the R6G-d4 (Figure 3.2A and 3.2C). 
Here, the concentration of R6G-d0 and R6G-d4 are both 2.5 nM in the original sample 
mixture (~5 molecules per nanoparticle). In this time trace, the SERS intensity never 
drops to background, preventing us from subtracting away the luminescence background 
as in the previous example; as a result, we fit all frames using Equation 3.1. 
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Figure 3.2. (A) Intensity time trace (left) and x- and y- SERS centroid trajectories 
(middle and right), colored-coded according to the identity of the emitting 
analyte(s): both R6G-d0 and R6G-d4 (black) and R6G-d0 (red). (B) Scatter 
plot of all SERS centroid positions from (A) with (0, 0) set at the average 
value of the SERS centroid. Color corresponds to the identity of the emitting 
analyte(s) as in (A).(C) Average SERS spectra for the first 47.7 seconds of 
the time trace (black) and time 47.8 – 100 seconds (red) showing switching 
between both molecules emitting, and then R6G-d0 alone, respectively. (D) 
AFM scan of the SM-SERS active aggregate. 
The resulting centroid values in x and y are plotted in Figure 3.2A, color coded as 
either both R6G-d0 and R6G-d4 (black) or R6G-d0 alone (red). In this case, a clear 
change in the centroid position occurs when the intensity drops due to the loss of the 
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R6G-d4 signal. To better visualize this change, a scatter plot of the centroid values is 
shown in Figure 3.2B and, again, we observe a clear offset between the two centroid 
positions with a distance between the mean centroid values of ~8.2 nm. In the case when 
both molecules are emitting simultaneously, we expect the fitted centroid to report an 
intensity-weighted super-position of the two individual emission centroids.
18
 When the 
signal from the R6G-d4 turns off (due to either photobleaching or movement out of the 
hot spot), the centroid shifts because the PSF changes from a super-position of the two 
emitters to a single PSF dictated by the isolated R6G-d0.
18
 Because the centroid changes 
when the the R6G-d4 molecules goes off, we know that the centroids from the two 
individual molecules are spatially distinct, similar to the data in Figure 3.1. Given that 
both molecules are emitting simultaneously during the first 47 seconds, we also know 
that the signal is not coming from a single molecule-sized hot spot. Lastly, we know that 
the molecules must be spatially distinct on the nanoparticle surface (AFM data showing 
the aggregate topography can be seen in Figure 3.2D), since two molecules cannot 
occupy the same physical space. Thus, these data further support our hypothesis that the 
location of the molecule on the surface influences the location of the calculated SERS 
centroid.  
3.3 Effects of changing molecule orientation 
Next, we show an example which allows us to rule out molecular orientation as 
the primary cause for changes in the SERS centroid. Figure 3.3A shows a third example 
of a time trace, collected from the aggregate shown in Figure 3.3D with a stepwise 
change in intensity. In this case, the concentration is 1 nM in each isotopologue (~2 
molecules per nanoparticle). The intensity time trace shows a sharp drop in intensity at 64 
s, much like the time trace in Figure 3.2. In this example, the molecule did turn off, but 
no nanoparticle luminescence was observed; given the still-unclear nature of this 
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background signal, it is impossible to speculate why the luminescence was so low for this 
sample.
19
 Because we could not fit the nanoparticle background, the data were fit using a 
single Gaussian (Equation 3.1). Two representative spectra from both the high intensity 
interval (20 – 64 s) and the low intensity interval (64 – 151 s) are plotted in Figure 3.3C. 
The marker mode for R6G-d4 (598 cm
-1
) is present in all four spectra and the marker 
mode for R6G-d0 (608 cm
-1
) is absent in all four spectra, allowing us to identify all time 
points as originating exclusively from R6G-d4. We speculate two possible sources of the 
step-like behavior in the time trace: (1) there are two R6G-d4 molecules emitting during 
the high intensity interval, and one turns off at ~64 seconds or (2) we have a single R6G-
d4 molecule emitting that reorients within the hot spot, thus changing its emission 
intensity. The former mechanism is consistent with the time trace and spectral data from 
Figure 3.2, while the latter mechanism is consistent with calculations from Xu and 
coworkers, which indicate that molecular orientation will affect SERS intensity due to 
changes in the coupling between the molecule and the plasmon modes of the nanoparticle 
antenna.
20,21 
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Figure 3.3. (A) Intensity time trace (left) and x and y SERS centroid trajectories (middle 
two columns). A zoomed-in view of the centroid positions from 55 –75 s is 
shown on the far right. (B) Scatter plot of the SERS centroid positions from 
(A). (C) Spectra taken at the indicated time points in (A) with (1) taken at 32 
s, (2) taken at 60 s, (3) taken at 69 s, and (4) taken at 90 s. Color scheme for 
the entire figure is as follows: R6G-d4 centroid positions corresponding to 
20 – 64 s in (A) are dark blue and R6G-d4 centroid positions corresponding 
to 64 – 151 s in (A) are dark cyan. (D) AFM scan of the SM-SERS active 
aggregate. 
To explore these two mechanisms, we extend the SERS spectra to include the 
peak in the 764 cm
-1
 region in Figure 3.3C. This peak evolves over time, initially 
dominated by a single peak (spectrum 1), then showing signs of a small shoulder 
(spectrum 2) immediately before the intensity step occurs, and finally evolving into two 
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distinct peaks at 764 cm
-1
 and 780 cm
-1 
(spectra 3 and 4) during the low intensity interval. 
If our first mechanism (intensity drop due to multiple molecules) is correct, we would not 
expect a new peak to emerge in our spectra upon one of the molecules turning off. On the 
other hand, changes in SM-SERS peak frequencies and peak splitting are consistent with 
reorientation of the probe molecule.
22–27
 Thus, we believe that the abrupt drop in the 
SERS intensity from the high to the intermediate value is associated with molecular 
reorientation on the surface of the nanoparticle. 
If we now consider the x and y centroid positions fit during this time period 
(Figure 3.3A, center; Figure 3.3B), we see a gradual change in the centroid positions over 
the entire time interval, with the x-centroid value shifting towards more positive values 
and the y-centroid shifting towards more negative values. The uncertainty in the position 
during the high intensity interval is ~0.9 nm, while this uncertainty reaches ~1.3 nm 
during the low intensity interval; this change in uncertainty is reflected in the increased 
scatter in the centroid data during the low intensity interval. However, if we now look at 
the centroid positions from 55 – 75 s, which overlap with the stepwise change in SERS 
intensity, we find that the centroid position is stable (Figure 3.3A, right). If changes in 
molecular orientation lead to changes in the SERS centroid, we would expect to see a 
large jump in the centroid position associated with the drop in the SERS intensity. 
However, since the centroid remains stable, we can eliminate molecular reorientation as 
an explanation for changes in the SERS centroid. The stable centroid also allows us to 
rule out multiple molecules as an explanation for the intensity drop in this example, since 
our previous data in Figures 3.1 and 3.2 have shown that multiple molecules lead to 
changes in the SERS centroid. 
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3.4 Mobile emitters 
Taken together, Figures 3.1 – 3.3 rule out molecular reorientation effects as the 
source of the changing SERS centroid and support our claim that the position of the 
molecule on the surface of the nanoparticle influences the location of the SERS centroid. 
Again, we emphasize that the centroid does not reflect the absolute position of the 
molecule, but reports how the nanoparticle re-radiates the Raman scattering from the 
molecule into the far field. In the case of a mobile single dipole, the centroid will shift as 
the molecule explores its local environment, consistent with our previous work.
5,8
 
However, the intensity of the measured SERS will be strongly influenced by the 
orientation of the probe molecule (Figure 3.3), which means there may not be a direct 
one-to-one correlation with the measured SERS intensity and the spatial origin of the 
signal. This observation may help explain why signals in SERS hot spots do not vary 
over many orders of magnitude in super-resolution images, simply due to orientational 
averaging effects.
5,8
 These data also highlight the critical importance of working at or 
near the single-molecule limit when mapping out SERS hot spots using super-resolution 
imaging. In the case when two molecules are emitting simultaneously (as in Figure 3.2), 
the SERS centroid is an intensity-weighted super-position of the two emitters. In the case 
of stationary emitters, we can simply wait for one probe to photobleach in order to 
determine the spatial origin of the two centroids.
18
 However, in the case of mobile 
emitters, this super-position effect can complicate the analysis. 
To illustrate this, Figure 3.4 presents an example in which two molecules 
dynamically exchange within a SERS hot spot. In this example, both molecules were 
introduced at a concentration of 1.5 nM (~3 molecules per nanoparticle). During the first 
part of the time trace (Figure 3.4A), the associated spectra show a clear signature of R6G-
d0 alone (Figure 3.4B-1). However, after 16 seconds, a small shoulder appears indicating 
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the presence of R6G-d4 (Figure 3.4B-2). As time progresses, the R6G-d4 grows in to 
become the dominant spectral species, while the contribution from the R6G-d0 slowly 
diminishes (Figure 3.4B-3 and 3.4B-4). At 43 seconds, all spectral evidence of R6G-d0 is 
gone, and the spectra are exclusively R6G-d4 (Figure 3.4B-5). This exchange in the 
spectra suggests slow dynamics associated with motion of the R6G-d0 away from the hot 
spot and R6G-d4 towards the hot spot. 
  
  
40 
 
Figure 3.4. (A) Intensity time trace (left) and x- and y- SERS centroid trajectories 
(middle and right), colored-coded according to the identity of the emitting 
analyte(s): R6G-d0 (red), R6G-d4 (blue), and both R6G-d0 and R6G-d4 
(black). (B) SERS spectra at the indicated times in the time trace in (A). (C) 
Scatter plot of all SERS centroid positions from (A) with (0, 0) set at the 
average value of the SERS centroid. Color corresponds to the identity of the 
emitting analyte(s) as in (A). (D) Spatial intensity map showing the 
relationship between the SERS centroid position and average intensity at 
that position. Bin size is 1 nm. Scale bar is 10 nm. (E) AFM image of the 
SERS-active nanoparticle. Scale bar is 50 nm.  
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If we now look at the x and y centroid fits (Figure 3.4A and 3.4C), the positions 
of the isolated R6G-d0 (red points) and R6G-d4 (blue points) appear at different 
locations, consistent with Figure 3.1. However, for the times when both molecules are 
emitting (black points), the super-position effect complicates the interpretation. In Figure 
3.4C, arrows indicate the proposed trajectory of each molecule over the course of the 
experiment, with a circle representing the start of the trajectory and an arrowhead 
representing the end of the trajectory. If we first consider motion in the x-dimension, we 
expect the centroid value to begin at (+x) values when only R6G-d0 is emitting. As the 
molecule moves towards (-x) values, its centroid contribution will shift towards (-x) 
values. At the same time, the R6G-d4 molecule begins moving towards the hot spot from 
its initial position. Because this molecule begins at (-x) values, we also expect it to 
contribute a (-x) centroid value. As a result, the x-centroid when both molecules are 
emitting is a super-position of the two (-x) values, resulting in an overall negative value 
of x in the centroid, as seen in Figure 3.4A (center column). As the two molecules 
continue to move past each other, the x-contributions from the two molecules effectively 
offset one another, as the x-centroid for R6G-d0 becomes more negative and the x-
centroid for R6G-d4 becomes more positive. Eventually, when the R6G-d0 is completely 
removed from the hot spot and the R6G-d4 reaches its final position, the x-centroid is 
restored to a (+x) value.  
Looking next at the y-dimension, we see the initial isolated R6G-d0 has a positive 
y-value, while the final isolated R6G-d4 has a negative y-value. During the intermediate 
times when both molecules are moving (Figure 3.4A, black data), the y-centroid 
smoothly moves from more positive to more negative values of y, tracking the transition 
in the spectra from R6G-d0 dominance to R6G-d4 dominance. As with the x-centroid 
data described above, it is clear that the centroid value is an intensity-weighted super-
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position of the two SERS centroids as the two molecules exchange. One interesting 
feature in this data is the presence of an “excluded area” between the R6G-d0 and R6G-
d4 scatter data. If the molecules are indeed moving past each other on the nanoparticle 
surface, then we would not expect them to occupy the same region in space, leading to 
discrete centroid positions associated with the position of each molecule. Although we 
again note that the centroid position does not reflect the absolute position of the molecule 
on the nanoparticle surface, this feature of the scatter plot is yet further evidence that 
SERS centroid is tied to the position of the molecule. 
Next we spatially bin the SERS centroid positions from Figure 3.4C into 1 nm 
bins (which corresponds to five times our uncertainty for this data set) and calculate the 
total number of SERS centroids that fall into each bin. From there, we calculate the 
average SERS intensity of all data points within a given bin to create a spatial intensity 
map (Figure 3.4D), which represents the spatial distribution of the SERS intensity 
associated with the hot spot.
5
 For this analysis, we did not exclude any data points, even 
though we know some SERS events originate from multiple molecules; this allows us to 
compare these data to previously published spatial intensity maps which were assigned to 
SERS from a single analyte.
5
 In the example shown in Figure 3.4D, the strongest SERS 
intensity occurs along the upper edge of the hot spot, with a decrease in the associated 
intensity as the SERS centroid moves in a directional fashion away from the “hottest” 
region. The orientation of this high intensity edge agrees extremely well with the 
orientation of the junction in the associated nanoparticle dimer, shown in Figure 3.4E. 
This observation is consistent with previous work, in which we noted that the 
SERS intensity decays in a gradient fashion as the centroid position shifts away from the 
“hottest” spot.5,8 This behavior was assigned to a single molecule diffusing in a hot spot 
and reporting on the local electromagnetic field enhancement at different positions.
5
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Because the electromagnetic field at the nanoparticle surface decays in a gradient fashion 
away from the junction region, we predicted that the SERS signal would also track with 
this locally varying electromagnetic field, as shown in later correlated structural and 
optical studies.
7,8
 However, in Figure 3.4D, the intensity initially decreases in gradient 
fashion away from the high intensity edge, but then there is a steep drop as the analyte 
identity switches from R6G-d0 to R6G-d4. This is due, in part, to the excluded area, but 
may also be due to the orientation of the R6G-d4, as described earlier. Moreover, the 
leftmost region of the spatial intensity map is dominated by centroid data contributed by 
two molecules at the same time, and therefore the SERS centroid positions corresponding 
to these time periods will report an intensity-weighted superposition of all emitting 
molecules at each time point.
18
 This leads to a bias in the spatial intensity map shown in 
Figure 3.4D and explains the loss of smooth gradient behavior because different 
molecules are reporting on different regions of the spatially-varying electromagnetic field 
at the same time. However, even with this bias due to multiple molecules, we still see that 
the SERS centroid position reflects the underlying shape of the nanoparticle.  
3.5 High concentration hot spot mapping 
Although these data suggest that it would be favorable to use even higher 
concentrations of SERS tags on the nanoparticle surface in order to map out the complete 
hot spot, we find that above a certain threshold, the data will converge to a single location 
due to the super-position effect. To illustrate this point, we consider the SERS-active 
trimer shown in Figure 3.5A that is composed of a sphere and two rods. In this example, 
the SERS signal remained “on” over multiple movies and never reached a stable 
background, consistent with emission from multiple emitters on the surface. The 
integrated scatter intensity from the first acquisition is plotted against time in Figure 3.5B 
(left) and that of a later acquisition is plotted in Figure 3.5C (left). The correlated SERS 
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spectral data (not shown) show marker modes from R6G-d4 and R6G-d0 during both 
acquisitions, and we can therefore assign multiple molecule contributions to both data 
sets. Additionally, the spectral peaks are broader than those seen in previous examples 
that corresponded to “both” events, indicating there are likely more than two molecules 
contributing to the spectra in this example. Moreover, the PSF of this data is broadened 
and oriented along the long axis of the nanorod, as expected for the addition of multiple 
PSFs. To address this, we fit the data using both Equation 3.1 as well as a rotated, 
asymmetric Gaussian, which is shown in Equation 3.2 
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          (3.2) 
The variables used to define the rotated, asymmetric Gaussian in Equation 3.2 are the 
same as those used in Equation 3.1, with the addition of the parameter ϕ, which defines 
the in-plane rotation of the Gaussian function. This PSF is used in fits to generate the data 
in Figure 3.5 
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Figure 3.5. (A) AFM of a SERS-active nanoparticle trimer. (B-C) Time traces (left) 
showing the fluctuation of the integrated SERS intensity and the 
corresponding SERS centroid scatter-plots (right). (B) is the first data 
acquisition and (C) is a second acquisition at a later time. Color assignments 
in (B) and (C) are arbitrarily assigned to regions separated by intensity 
jumps in the time trace.  
As shown in previous examples, SERS centroid positions will report an intensity-
weighted super-position of the plasmon-coupled emission sites for all contributing 
molecules. Therefore, we arbitrarily assign the color-coding in the intensity time traces in 
Figure 3.5B and 3.5C according to sharp changes in the intensity to observe the spatial 
relationship between each intensity region. The scatter plots in the right of Figures 3.5B 
and 3.5C plot the SERS centroid positions for the respective time traces. The centroid 
positions are color-coded according to the corresponding points in the time traces. The 
SERS centroids in the first acquisition are confined to a region roughly ~20 x 10 nm in 
size and the centroids from each time interval show significant overlap (Figure 3.5B, 
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right). We attribute this higher degree of spatial confinement to the presence of multiple 
molecules contributing to each PSF, such that the SERS centroids are super-positions of 
multiple emitters, leading to convergence in the fits to a confined region.  
On the other hand, for data acquired at a later time (Figure 3.5C), we observe that 
the SERS centroid locations are fit to spatially distinct positions and extend over a greater 
distance (~40 x 20 nm). As molecules photobleach (or diffuse out of the hot spots) in the 
later acquisition, the images become dominated by one (or few) molecules at a time, 
reducing the super-position effect and allowing distinct SERS centroids to be observed.
18
 
This example further highlights the fact that we cannot work too far outside the single 
molecule limit in super-resolution SERS imaging studies or we will simply see the 
average position of all emitters on the surface; this is an important point because it limits 
the substrates that can be studied with this approach to those that are SM-SERS active 
with signals that modulate in time. In the fluorescence community, this problem is 
addressed by using photoswitchable probes that can be actively modulated between 
emissive and non-emissive states.
28,29
 However, in SERS, we do not have a 
straightforward means of modulating the signal intensity, except for probe motion in and 
out of the hot spot.
9
 In the current data set, this motion is stochastic, driven by thermal 
energy due to localized laser heating, but the motion may also be suppressed if optical 
trapping in the hot spot is present.
30,31
 As a result, controlling the signal modulation is 
difficult without understanding the various factors that contribute to probe mobility on 
the nanoparticle surface. 
3.6 Quality of Gaussian PSF fitting 
The data presented in this chapter has all been fit using either a 2-dimensional 
Gaussian, or a rotated asymmetric 2-dimensional Gaussian (Equations 3.1 and 3.2, 
respectively), but it is important to note that neither theoretical PSF fully accounts for the 
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experimentally collected emission pattern.
15,20,32,33
 Figure 3.6A shows an experimentally 
collected image taken from the data used to generate Figure 3.5B, with the 2-dimensional 
Gaussian fit and residuals in Figure 3.6B and C, respectively. The residual plot is 
generated by taking the experimental data and subtracting off the theoretical PSF 
generated by the fit. In this case, it is apparent from the residuals that the 2-dimensional 
Gaussian fit does not account for all of the features in the experimental PSF. For this 
reason, we then fit the data with the rotated asymmetric 2-dimensional Gaussian function, 
described in Equation 3.2, in order to produce the fit and residual data shown in Figures 
3.6D-E. Again we can see a non-random pattern of residuals indicating a poor fit to the 
model; in this case, however, we do see smaller residual values, indicating that this fit is a 
better match to the data than Equation 3.1. For this reason, it was used to generate the 
data shown in Figure 3.5. 
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Figure 3.6. (A) Image of SERS emission from aggregate shown in Figure 3.5A. Fit data 
(B) and residuals of fit (C) when a 2-dimensional Gaussian is used to fit (A). 
Fit data (B) and residuals of fit (C) when a rotated asymmetric Gaussian is 
used to fit (A). Scale bars are 500 nm in all plots. 
While neither of the theoretical PSFs used completely matched the experimental 
PSF, the results obtained from the super-resolution fitting of this data still contains useful 
information regarding the emission centroid location. This is because the residual pattern 
for each fit type remains constant for all frames collected on each aggregate, and 
therefore remains a source of systematic, not random, error. While the absolute positions 
  
49 
of the emission centroids may be different in each case, the patterns and spread of the fit 
data remains unchanged, which can be seen in Figure 3.7. This Figure shows this using 
two examples, the first in Figure 3.7A-B, which is based on the optical data used to 
generate Figure 3.5B. The data in Figure 3.7A-B shows the centroid localization results 
of using two different PSFs to fit the same data. Here we show that the relative locations 
of the localized centroids do not change whether the data is fit with a Gaussian PSF 
(Equation 3.1, Figure 3.7A) or with a rotated asymmetric Gaussian PSF (Equation 3.2, 
Figure 3.7B). While there is likely a difference in the absolute position of the centroids 
between these two fits, it is the relative positions of the localized centroids that are most 
useful in this work, which again remain unaffected by PSF choice. While a 2-dimensional 
Gaussian PSF may not account for all features of the true emission pattern, the relative 
centroid positions determined with this fit are identical to those from a more complicated 
PSF.  
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Figure 3.7. Plot of centroid positions localized using (A) Equation 3.1 (Gaussian 
function) and (B) Equation 3.2 (asymmetric rotated Gaussian function) for 
data from Figure 3.5B. Plot of SERS centroid positions from Figure 3.1 
localized by fitting SERS data with Equation 3.1 (C) after subtracting 
background luminescence using a 2-dimensional Gaussian and (D) without 
background luminescence subtracted. Data in (B-C) is replicated from 
Figure 3.5B and 3.1B, respectively, for comparison purposes. 
Another benefit coming from the robustness of the Gaussian PSF is its ability to 
fit SERS emission where a constant background is present. In most super-resolution 
SERS fitting, we fit the background luminescence of the nanoparticle aggregate with 
Equation 3.1, and then subtract it from frames where SERS is seen, so that the 
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background can be deconvoluted from the SERS emission (as in the case of Figure 
3.1).
5,7
 In the instances of the rest of the data shown here, the emission from the SERS 
active aggregates never reached a stable background level, meaning that this background 
could not be identified or removed via fitting. To address whether or not this affects the 
relative centroid positions of the data, we can examine the data in Figure 3.7C-D, which 
shows the centroid positions from the optical data in Figure 3.1 both with and without the 
nanoparticle luminescence background subtraction, respectively. As the data in these two 
plots looks nearly indistinguishable, this indicates that the presence of unsubtracted 
nanoparticle background does not affect the relative centroid position determined by the 
fit.  
3.7 Conclusions 
In conclusion, we have used super-resolution imaging of isotope-edited analytes 
to show that changes in the SERS centroid are dominated by the changing position of the 
molecule on the nanoparticle surface, rather than molecular reorientation or spontaneous 
nanoparticle emission. This result means that it is possible to track the motion of a single 
molecule on the surface of a SERS-active nanoparticle and map out how the local 
electromagnetic field is enhanced by the nanoparticle, as we had previously 
hypothesized. However, we have also shown that multiple molecules will lead to a super-
position in the SERS centroid position, which underscores the importance of working 
close to the single molecule limit when trying to map out local electromagnetic field 
enhancements of SERS hot spots. The next question is how strongly the SERS centroid 
position reflects the actual position of the molecule. So far, we have discussed that the 
SERS centroid is a convolution between the position of the molecule and the plasmon 
modes of the underlying, radiating nanoparticle; however, knowing how much the SERS 
centroid position shifts as the position of the molecule changes is an important next step 
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towards relating the SERS spatial intensity maps back to nanoparticle structure. Our 
previous data has shown surprisingly good agreement between the spatial intensity maps 
and nanoparticle geometry, suggesting that the position of the molecule is a strong 
director of the centroid position.
7,8
 However, further work—both experiment and 
theory—is needed to help us better understand this molecule-metal coupling in this 
important, yet complex, plasmonic system.  
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Chapter 4: Accuracy of Super-Localization Imaging Using Gaussian 
and Dipole Emission Point-Spread Functions for Modeling Gold 
Nanorod Luminescence2 
4.1 Introduction 
While the results in the previous chapter showed that the single-molecule surface-
enhanced Raman scattering (SM-SERS) centroid in silver nanoparticle (AgNP) 
aggregates is influenced by the position of the molecule, previous studies have indicated 
that the SM-SERS emission has dipolar emission characteristics that are consistent with 
the structure of the nanoparticles.
1–4
. Evidence of this dipolar emission can actually be 
seen in Figure 3.6 in the non random fit residuals resulting from the Gaussian super-
resolution fitting. These residuals indicate that the true SERS emission PSF is more 
complicated than what can be modeled with a simple 2-dimensional Gaussian fit. To 
address this problem, we would like to apply a dipole emission model to our super-
resolution PSF fitting (replacing the 2-dimensional Gaussian PSF), in order to improve 
the accuracy of the super-resolution fit, as well as to extract information about the 
nanostructure itself. 
Dipole emission fitting has been extensively applied in single molecule 
fluorescence studies, where it has been shown that emission from a single dipole can 
cause anisotropy in the PSF, which is not captured by the 2-D Gaussian model.
5–8
   Early 
single molecule fluorescence studies recognized that this anisotropy could be exploited to 
determine the 3-dimensional orientation of the emitter, especially upon slight defocusing 
of the image.
5–10
 By modeling the dipolar emission PSF--accounting for the orientation of 
the emitter, the effects of any refractive index interfaces, and the imaging optics--
excellent agreement between experimentally measured PSFs and the calculated patterns 
                                                 
2 Reproduced in part with permission from Titus, E. J.; Willets, K. A. Accuracy of Super-Localization 
Imaging Using Gaussian and Dipole Emission Point-Spread Functions for Modeling Gold Nanorod 
Luminescence. ACS Nano. 2013, 7, 6258-6267. Copyright 2013 American Chemical Society. 
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were obtained.
5,6,9,10
 Later work from Enderlein and Selvin showed that the centroid 
position determined using this more rigorous dipolar PSF model could differ from the 
centroid position from a 2-D Gaussian fit by more than 10 nm, depending on photon 
counts, numerical aperture and detector pixel size, suggesting that the dipolar PSF model 
would provide superior localization accuracy when fitting experimental PSF data.
11
  
Subsequent single-molecule super-resolution studies have further substantiated that 2-D 
Gaussian models can introduce significant errors in the localization accuracy of the 
centroid, especially for dipoles that are tilted out-of-plane relative to the sample 
surface.
12–14
 Thus, several researchers have suggested that the dipole PSF model should 
be used in place of a 2-D Gaussian for fitting single-molecule fluorescence data to 
provide more accurate and rigorous centroid localization for super-resolution imaging.
11–
13
  
While the dipole-emission PSF has been successfully applied to single-molecule 
fluorescence, an accurate description of the emission PSF from systems involving 
nanoparticles can be more complicated. In the case of nanoparticle luminescence (such as 
the case of gold nanorods) or surface-enhanced Raman scattering (SERS), the emission is 
coupled out through the plasmon modes of the nanostructure.
1–4,15–19
 Because dipolar 
plasmons are usually the strongest contributors to emission in these cases, we expect that 
a dipolar emission PSF could serve as an appropriate model of the experimental PSF.
1–
4,19,20
 However, unlike single fluorophores, which behave as single dipoles, plasmonic 
nanoparticles often support multiple dipole modes and may have contributions from non-
plasmonic emission which can complicate the PSF.
15–18,21–24
 Thus, it is important to 
consider different PSF models to determine which provides the best fit to the 
experimental data, and therefore the optimal centroid localization accuracy. 
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In the following study, we compare different PSF models for fitting the 
luminescence emission from isolated gold nanorods (AuNRs) in order to determine how 
each model affects the localization accuracy of the calculated centroid. We compare the 
results of fits using a single-dipole PSF, a multi-dipole (3-axis) PSF, and a 2-D Gaussian 
model.  We chose AuNRs for this study because they have a strong luminescence 
signature that is dominated by the longitudinal plasmon mode, suggesting that a dipole 
PSF is an appropriate model.
15,17
  Moreover, both the scattering and luminescence from 
this system have been previously described using single- and multi-dipole PSF models to 
determine the 3-dimensional orientation of single AuNRs.
15,17,20,24–27
 In those studies, 
images were either defocused by hundreds of nanometers (or more) or the sample surface 
was modified to highlight the asymmetry inherent to the PSF.  However, for centroid 
localization, we choose to work close to the microscope focus and use a standard 
coverslip to preserve a high signal-to-noise ratio and work closer to realistic super-
resolution imaging conditions.  Here, we not only obtain 3-dimensional orientation 
information, which we compare to the AuNR structure as determined by atomic force 
microscopy (AFM), but we also obtain the centroid position associated with each fit, 
which allows us to understand how different plasmon modes contribute to the overall 
PSF of AuNR emission. 
4.2 Dipole emission model 
 For each diffraction-limited spot associated with single AuNR luminescence, 
three different models were used to fit the data.  The first model is based upon a 2-D 
Gaussian, as given by Equation 4.1: 
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In this expression, I(x,y) represents the intensity of the diffraction-limited spot as 
a function of position, z0 is the intensity of the background, I0 is the peak intensity of the 
diffraction-limited spot, sx and sy are the widths of the Gaussian, and x0 and y0 represent 
the centroid position.  This model has been the dominant fitting approach in previous 
super-resolution imaging studies (see Chapter 3) exploring plasmon-mediated emission 
processes and will serve as a reference for the other fitting models.
21–23,28–32
 
For the dipolar PSF models (both single- and multi-dipole), we modified code 
made available online by Jörg Enderlein.
33
 This model calculates the PSF of a multi-
dipole emitter at an interface, allowing for different contributions from three orthogonal 
dipolar axes, while taking into account refraction at the interface, how the PSF is 
distorted by the imaging system, and pixilation of the PSF by the detector.
9,34,35
 The 
parameters that were fit in this experiment were the defocus of the microscope, the 
wavelength of emission (λ), the azimuthal and inclination angles of the longitudinal 
dipole mode (ϕ and θ, as defined in Figure 4.1A), intensity, background, centroid 
position, and the contribution of each dipole component to the total emission intensity 
defined through parameters κ and R as shown in Equation 4.2.      
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In this expression, ILM, ITM and IOOP represent the emission intensity from each orthogonal 
dipole component as shown in Figure 4.1B, where the longitudinal mode (LM) is defined 
along the longitudinal dipole axis of the AuNR, the transverse mode (TM) along the 
transverse axis parallel to the substrate, and the out-of-plane (OOP) axis defined 
perpendicular to the substrate.  Because the three dipole components are fixed relative to 
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each other, rotating the longitudinal mode by ϕ and θ will result in a corresponding 
rotation of the transverse and out-of-plane dipole modes as well. 
 
Figure 4.1. Diagram of coordinate axes relative to the sample plane (x-y) and optical 
axis of the microscope (z). (A) The dipole orientation angles ϕ and θ 
correspond to the orientation of the LM dipole mode shown in red on the 
AuNR in (B). (B) Definitions of the LM, TM, and OOP dipole modes 
relative to the coordinate axes for a nanorod with ϕ = 90°/270° and θ = 90° 
(the in-plane nature of the dipole makes the ϕ value symmetric along the y-
axis). 
Based on previous studies, AuNR luminescence is strongly coupled to the 
longitudinal plasmon mode of the AuNR;
15,17,36,37
 this should cause the majority of 
emission to be polarized along the long axis of the AuNR, allowing for the possibility of 
fitting this emission to a single-axis dipole PSF.  To explore this, we set R = 1 in 
Equation 4.2 and fit our data to a PSF associated with a single emitting dipole; this 
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single-axis dipole fit is referred to as a 1-dipole fit in the remainder of the chapter.  On 
the other hand, although the majority of emission should be via the longitudinal plasmon 
mode of the AuNR, a small, depolarized amount of emission centered around the 
transverse plasmon peak has been observed in AuNR luminescence spectra as well, 
indicating the possible need to model the emission PSF of AuNR luminescence using a 3-
axis dipole.
15,17
 Previous work using defocused PSF images to probe AuNR orientation 
has shown that this 3-axis dipole model provides better overall fits to the data.
24,26
  In this 
case, both R and κ are allowed to vary in our fits, in order to determine the relative 
contributions of each dipole mode (LM, TM, OOP) to the overall intensity.  This fit is 
referred to as a 3-dipole fit for the remainder of this chapter.  For the bulk of our studies, 
the 3-dipole fit will be performed by fitting emission from all three dipole modes to a 
single wavelength value (3-dipole, single λ), although we will also test fits in which we 
allow each individual dipole component to emit at its own distinct wavelength (3-dipole, 
multi λ). 
4.3 Dipole emission fitting of single gold nanorods 
In this study, AuNR samples were prepared and imaged as outlined in Chapter 2. 
Briefly, AuNR solution was centrifuged to remove surfactant and dropcast (along with 
fluorescent beads for stage drift correction) onto an alphanumerically gridded glass slide, 
which was coated in an aminosilane layer to immobilize the AuNRs on the surface. The 
luminescence of the AuNRs was excited via a 532 nm laser (8.8 kW/cm
2
 intensity) in a 
widefield geometry using a 1.3 NA oil immersion objective. Luminesence signal was 
filtered using a dichroic/long pass filter combination and imaged onto an electron-
multiplied CCD or a spectrometer. After the completion of optical experiments, the 
sample was transferred to a correlated optical/atomic force microscope for correlated 
AuNR structure measurements, as described in Chapter 2.3. Before fitting, each image 
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stack was corrected to remove background due to the fluorescence of the glass coverslip 
substrate. We then fit a small number of data frames using the Gaussian and PSF code 
described in Appendix 1. 
To compare the accuracy of the different PSF models, we first examine the fits 
and residuals of two single AuNRs shown in Figures 4.2 and 4.3. The first AuNR (AuNR 
1) shown in Figure 4.2 is approximately 113 nm x 38 nm (Figure 4.2A). The 
experimental emission image of this AuNR is shown in Figure 4.2B; this raw image is fit 
using each of the three models described above, and residuals are calculated by 
subtracting the calculated PSF fit from the experimental data. The fit (Figure 4.2C) and 
residuals (Figure 4.2D) using the Gaussian model (Equation 4.1) show that the Gaussian 
PSF approximation is a non-ideal fit for the AuNR luminescence image. Using the 1-
dipole fit (Figure 4.2E), we see that the magnitude of the residuals decreases relative to 
the Gaussian model, but there are still strong systematic features in the residual image 
(Figure 4.2F).  The 3-dipole model (single λ), shown in Figures 4.2G and 4.2H, produces 
residuals that are less than half the magnitude of the Gaussian residuals and are nearly 
randomly distributed across the field-of-view.  Thus, the 3-dipole model (Figure 4.2G) is 
a better fit to the experimental data than the 1-dipole model (Figure 4.2E). This result is 
in agreement with previous studies, where fitting defocused images of AuNRs using a 
similar 3-dipole PSF algorithm yielded better fits than a 1-dipole model.
24,26
 The same 
trend in residual patterns can be seen again in the second AuNR example (AuNR 2) 
shown in Figure 4.3, which shows fit and residual results for an AuNR of approximately 
91 nm x 24 nm. Again we observe that the residuals are smaller and less regular as the 
model is changed from a 2-D Gaussian, to a 1-dipole PSF, and finally a 3-dipole PSF. 
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Figure 4.2. Comparison of different fits and corresponding residuals for AuNR 1. (A) 
AFM image of AuNR 1, with 25 nm maximum height. (B) Experimental 
AuNR 1 luminescence image. (C) Fit and (D) residuals of AuNR 
luminescence data using the 2-D Gaussian model. (E) Fit and (F) residuals 
using the 1-dipole PSF model. (G) Fit and (H) residuals using the 3-dipole 
PSF model with a single emission wavelength.  Images (B) – (H) share a 
common 500 nm scale bar. 
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Figure 4.3. Comparison of different fits and corresponding residuals for AuNR 2. (A) 
AFM image of AuNR 2, with 25 nm maximum height. (B) Experimental 
AuNR 2 luminescence image. (C) Fit and (D) residuals of AuNR 
luminescence data using the 2-D Gaussian model. (E) Fit and (F) residuals 
using the 1-dipole PSF model. (G) Fit and (H) residuals using the 3-dipole 
PSF model with a single emission wavelength.  Images (B) – (H) share a 
common 500 nm scale bar. 
Selected fit results using several different PSFs on AuNR 1 are shown in Table 
4.1.  The 2-D Gaussian model provides the least amount of information about the AuNR 
1 emission, yielding only the centroid position, but is two orders of magnitude faster than 
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the next fastest fit.  For convenience, the average x0 and y0 centroid values are arbitrarily 
set to zero for the 2-D Gaussian fit, and all other centroid positions are reported relative 
to these values for comparison of centroid localization accuracy. Next, we show the 
parameters associated with the 1-dipole model, in which we used the experimentally 
measured magnification of our optical microscope as a fixed parameter during the fit 
(denoted 1-dipole PSF (fixed mag.) in the table).  This model fits values of ϕ, θ, and λ, in 
addition to the centroid position.  The value of ϕ agrees very well with the orientation of 
the longitudinal dipole mode of the AuNR, based on the AFM image in the table.  
However, the model suggests that the AuNR is strongly tilted out-of-plane (θ = 74 ± 1°), 
whereas the associated AFM data indicated that the height of AuNR 1 only varied 
between 39.4 and 38.1 nm from end-to-end.  We also find the centroid localization is 
extremely different between the 1-dipole and Gaussian models, with a difference of 7 nm 
in the x-position and 23 nm in the y-position.  Lastly, we found that the 1-dipole model 
vastly overestimated the wavelength of the AuNR luminescence, as shown in Figure 
4.4A.  While the experimentally-measured luminescence peak is at 660 nm, the 1-dipole 
model fits the emission at 721 ± 6 nm, which is much more red-shifted than expected.   
To address this, we re-calculated the 1-dipole fit, fixing the emission wavelength 
at the experimentally determined maximum value of 660 nm and fitting the magnification 
in addition to ϕ, θ, and the centroid position (denoted 1-dipole PSF (fixed λ) in the table).  
Because both emission wavelength and magnification affect the size of the imaged PSF, 
one of the two parameters needs to be fixed or the parameters can converge to incorrect 
values that are well outside the expected values.  We see that the centroid location and 
three-dimensional AuNR orientation is unchanged between the two 1-dipole fits, but the 
magnification is now overestimated, as expected.  
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  Table 4.1.    Parameter values for different fitting functions applied to 
AuNR 1 from Figure 4.2  
ϕ (°) 
 
θ (°) λ (nm) mag. Δx 
(nm) 
Δy 
(nm) 
fit 
time
a 
R Κ 
 
2-D 
Gaussian  
N.A.  N.A.  N.A.  N.A.  0(1)  0(2)  1 s  N.A  N.A. 
1-dipole PSF 
(fixed mag.)  
286.3(5)  74(1)  721(6)  262
b 
 7(2)  -23(2)  6 min 1
b
 N.A. 
1-dipole PSF 
(fixed λ)  
286.3(5)  74(1)  660
b 
 286(2)  7(1)  -23(2)  8 min  1b N.A. 
3-dipole PSF 
(single λ)  
286.9(6)  85.8(7)  665(5)  262b  1(1)  -4(2)  18 min  0.72(5) -0.1(3)  
3-dipole PSF 
(multi-λ)c  
287  85  672 (LM) 
722 (TM) 
693 (OOP)  
262
b
  12  -4  80 min  0.8 0.4 
a
Per frame, approximate  
b
Fixed parameter (experimentally measured)  
c
single frame fit 
 
The dashed line on the AFM image indicates the fit ϕ value from the 3-dipole PSF 
(single-λ) fit (scale bar = 100 nm). 
 
Values in parentheses indicate the standard deviation (in the last significant digit) of the 
fit over 20 image frames.  
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Figure 4.4. (A) Luminescence spectrum of AuNR 1 from Figure 4.2. Lines show the 
location of the calculated emission wavelengths for three different fits.  For 
the 3-dipole fit where the emission wavelength of each dipole mode is fit 
independently, the corresponding wavelengths are indicated according to the 
mode assignment (LM, TM, and OOP). (B) Plot showing the relationship 
between the measured luminescence peak and the fitted emission 
wavelength using the 3-dipole PSF model of 21 AuNRs. A slope = 1 
trendline is included for comparison. 
Next, we show the results from the 3-dipole model, in which only a single 
emission wavelength was fit in addition to ϕ, θ, and the centroid position (denoted 3-
dipole PSF (single λ) in the table).  While the value of ϕ is essentially unchanged between 
the 1-dipole and 3-dipole fits, we observe that θ increases to 85.8 ± 0.7° which is more 
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consistent with the AFM data, although still slightly out-of-plane.  We also find that the 
calculated emission wavelength of 665 ± 5 nm is in excellent agreement with our 
experimental spectrum (Figure 4.4A).  Based on the R value of 0.7, the emission is 
dominated by the longitudinal dipole mode, as expected, although there is a significant 
contribution from the transverse and out-of-plane modes as well.  Lastly, we find that the 
difference between the Gaussian centroid position and 3-dipole centroid positions are 
quite small compared to the 1-dipole model, with differences of 1 nm and 4 nm in the x- 
and y-directions respectively.   
In the final row of the table, we show the results of a 3-dipole model fit where the 
emission wavelengths for the three dipole components were allowed to vary (denoted 3-
dipole PSF (multi-λ) in the table). This fit was tested because it is expected that if all of 
the emission is plasmon-mediated, then the transverse and out-of-plane modes would 
occur at shorter wavelengths than the longitudinal mode.
16,17
 Based on the orientation of 
each axis of the 3-dipole fit, we assigned the three fit emission wavelengths to the LM, 
TM, and OOP components of the emission dipole (as shown in Figure 4.1B). 
Interestingly, all three dipole axis emission wavelengths fall to the red of both the 
measured luminescence peak and the 3-dipole single-λ fit (Figure 4.4A).  The 
wavelengths determined for the TM and OOP dipole orientations are inconsistent with 
the expected blue-shifted wavelengths based on the results of references 16 and 17 
(which show that non-longitudinal mode polarized emission should be around the 
wavelength of the transverse plasmon mode of the AuNR). This suggests that the AuNR 
shows depolarized emission that is not mediated through the TM and OOP plasmon 
modes, consistent with results from Motegi et. al., where luminescence from AuNRs was 
often best fit to a 3-axis dipole, even when the wavelength of the transverse plasmon 
mode was well beneath the pass-band of their microscope dichroic.
24
 This multi-
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wavelength 3-dipole fit also yielded surprisingly poor localization accuracy, compared to 
the single-wavelength 3-dipole fit, particularly in the x-dimension where a difference of 
12 nm was calculated.  Lastly, this fit was the most computationally expensive, requiring 
~80 minutes to converge to a final result. 
For comparison, Table 4.2 shows the same set of parameters for the different 
models for AuNR 2, which is found to be completely planar with respect to the surface (θ 
≈ 90° for all models in Table 4.2, fits and residuals shown in Figure 4.3).  From the AFM 
data, the height of this nanorod was 23.2 nm and 23.6 nm, at each end, consistent with a 
planar structure.  All models (except the 3-dipole multi-λ PSF) converge to the same 
average centroid location, indicating that localization accuracy is not improved by using a 
more complex dipole PSF model instead of a simple (and computationally inexpensive) 
Gaussian fit.  We also find that all other trends described above are maintained in this 
second example.  For example, we find that the value of ϕ for all models matches quite 
well with the orientation of the AuNR, as shown in the AFM image in the table.  We also 
find that the 3-dipole single-λ PSF model fits to an emission wavelength of 694 ± 5 nm 
which is in excellent agreement with the experimental peak at 695 nm, while the 1-dipole 
fit is dramatically red-shifted to 778 ± 4 nm. 
  
  
70 
 
   Table 4.2.    Parameter values for different fitting functions applied to 
AuNR 2 from Figure 4.3  
ϕ (°)  θ (°)  λ (nm)  mag.  Δx 
(nm)  
Δy 
(nm)  
fit 
time
a  
R  Κ  
2-D 
Gaussian  
N.A.  N.A.  N.A.  N.A.  0(1)  0(2)  1 s  N.A  N.A. 
1-dipole PSF 
(fixed mag.)  
259.9(9)  89(2)  778(4)  262
b 
 0(2)  0(3)  10 min 1
b
 N.A. 
1-dipole PSF 
(fixed λ)  
258.9(9)  90(2)  695
b 
 293(1)  0(2)  0(2)  11 min  1
b
 N.A. 
3-dipole PSF 
(single λ)  
258.3(8)  89.8(2)  694(5)  262
b 
 0(2)  0.1(9)  19 min  0.75(3) -0.1(1)  
3-dipole PSF 
(multi-λ)c  
259  90  693 (LM) 
635 (TM) 
682 (OOP)  
262
b  -0.1  0.3  68 min  0.8 0.3 
a
Per frame, approximate   
b
Fixed parameter (experimentally measured)    
c
single frame fit 
 
The dashed line on the AFM image indicates the fit ϕ value from the 3-dipole PSF 
(single-λ) fit (scale bar = 100 nm). 
 
Values in parentheses indicate the standard deviation (in the last significant digit) of the 
fit over 20 image frames.  
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Since the 3-dipole (single λ) fit in the previous two examples provided the best 
overall agreement between the fitted wavelength and the peak in the experimental 
luminescence spectrum, we explored how well this model performed on other 
nanoparticles in our data set.  In Figure 4.4B, we plot the emission wavelength fits for 21 
individual AuNRs against their measured emission peak maximum. In this figure, we also 
include a line indicating where a relationship with a slope of one would lie in order to 
visualize the difference between the measured and fit values. We find that in all cases, the 
3-dipole model produces an emission wavelength that either agrees with or is red-shifted 
relative to the actual AuNR emission with the average difference equal to 20 ± 20 nm. 
We also note that the wavelength fits tend to improve at longer wavelengths, where we 
observe much stronger agreement between our experimentally-measured and fit 
wavelength values. For comparison, the average emission wavelength difference for the 
1-dipole PSF fit is red-shifted by 69 nm ± 10 nm from the experimental peak. 
4.4 Dipole orientation parameters over many nanorods 
Next, we compare the ϕ and θ estimates of the 1-dipole PSF (fixed mag) and 3-
dipole (single λ) PSF models. Figure 4.5, A-D, shows histograms of the ϕ and θ estimates 
with both PSF models for all 59 AuNRs examined for this study.  The histograms for ϕ 
(Figure 4.5, A and C) are distributed randomly from 0 - 360° as expected for an isotropic 
distribution of AuNRs on a surface.  The θ values (Figure 4.5, B and D), on the other 
hand, are clustered towards 90°, indicating that the AuNRs are lying mostly planar on the 
surface.  However, we find that the 1-dipole fit (Figure 4.5B) tends to pull the θ values 
somewhat out of plane relative to the 3-dipole fit (Figure 4.5D).  Figure 4.5, E and F, 
plots the ϕ and θ values, respectively, for the 1-dipole fit against the ϕ and θ values for 
the 3-dipole fit.  In the case of ϕ (Figure 4.5E), both fits show excellent agreement, as 
evidenced by the bulk of the fits lying on the slope = 1 trendline.  On the other hand, the 
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θ values show relatively poor agreement, with the 1-dipole fits often showing a larger 
out-of-plane orientation relative to the 3-dipole fits (Figure 4.5F). Additionally, the 
estimation of θ when using the 1-dipole PSF is of very low precision, as shown by the 
large error bars in Figure 4.5F. 
 
Figure 4.5. (A-D)  Histograms showing fits to ϕ and θ for the 1-dipole and 3-dipole PSF 
super resolution fits for 59 different AuNR. (E & F) Plots showing the 
relationship of the ϕ values (E) and θ values (F) between the 1-dipole and 3-
dipole PSF fits. 
  
73 
Because of the symmetry of the AuNRs used in this study, a completely in-plane 
nanorod could fit to two possible values of ϕ (e.g. ϕ1 and ϕ2) where ϕ1 = ϕ2 + 180° (as in 
Figure 4.1).  However, this symmetry is broken when the AuNR is out-of-plane, meaning 
that only one value of ϕ can accurately describe the data based on a given value of θ.  For 
our fits, we chose an initial guess for ϕ1 between 0 and 180° based on the orientation of 
the longitudinal axis of the AuNR as determined by AFM.  We then fit the data a second 
time using ϕ2 as the initial guess (our initial guess for θ was 90° for both fits).  We found 
that for one initial guess of ϕ, the fitted value of θ would never move from 90°, while for 
the other initial guess of ϕ, the value of θ would fit to a slightly out-of-plane value (as in 
AuNR 1).  Because the bounds for θ are defined between 0° and 90°, choosing the wrong 
initial guess for ϕ will not allow the fit to converge to the correct out-of-plane orientation, 
as the fit algorithm is unlikely to rotate the ϕ initial guess by 180° over the course of the 
fit. In 90% of cases where the fitted value of θ differed based on the initial guess for ϕ, 
we found that the average R
2
 values of the fits over the 20 frames was better for the ϕ 
value that generated θ ≠ 90°. Thus, the initial guess of the in-plane orientation angle ϕ is 
critical for yielding the best overall fit when θ ≠ 90° (note that this is not an issue in the 
Gaussian model, where no orientation parameters are included as initial guesses). 
4.5 Localization accuracy for different fit models 
Given the large disagreement in θ between the 1-dipole and 3-dipole fits shown in 
Figure 4.5F, we next explored how the different dipole PSF models affected centroid 
localization accuracy relative to the 2-D Gaussian model.  For this study, we calculated 
the distance (in nm) between the mean Gaussian centroid position (arbitrarily set to zero) 
and the mean position of a dipole PSF fit as 
22
PSFPSF yx  .  The result is plotted 
against the calculated θ values for 59 different AuNRs, as shown in Figure 4.6. In the 
case of the 1-dipole PSF fits (Figure 4.6A), the fit centroids show a large difference from 
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the 2-D Gaussian fit centroids, with larger differences in Δ observed for smaller values of 
θ.  We t-tested these data (at α=0.05) and found that 55 of 59 (93%) of the total 1-dipole 
centroid positions were statistically different than the 2-D Gaussian centroid locations.  
Next, we plotted Δ against θ for the 3-dipole fit and found that the centroids from the 3-
dipole fits show much less deviation from the 2-D Gaussian centroid fits. In this case, 42 
of 59 (71%) were statistically different at the 95% confidence level in the 3-dipole PSF 
fit.  Thus, we find much better agreement between the simple, computationally 
inexpensive 2-D Gaussian and the more robust 3-dipole model, compared to the 1-dipole 
model.  Importantly, this error in the centroid position is unrelated to the in-plane dipole 
angle, ϕ, given that we observe near identical ϕ values between the 1-dipole and 3-dipole 
fits (Figure 4.5E), and yet dramatically different localization accuracies.   
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Figure 4.6. Plots showing the difference between the Gaussian centroid and the dipole 
PSF centroid (Δ) as a function of the fitted θ value.  (A) 1-dipole PSF 
model.  (B) 3-dipole PSF model.  Colors indicate results of t-testing dipole 
PSF fit centroids against a 2-D Gaussian fit (tfail indicates statistically 
different centroid populations at α=0.05, while tpass indicates that the 
calculated centroids are the same within statistical error). Fits are shown for 
59 individual AuNRs. 
Our data shows that utilizing a 3-dipole PSF to fit the experimental PSF of AuNR 
luminescence yields the best quality fit and therefore a more accurate determination of 
the emission centroid. Although we tried to test whether our calculated centroid positions 
agreed with the relative positions of individual nanorods in the AFM images, drift in the 
AFM prevented an accurate comparison; thus, our conclusion that the 3-dipole PSF fit is 
the best model is based purely on the agreement between experimental and theoretical 
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results, both in the fitted values and in the associated residuals.  By modeling the PSF 
incorrectly (i.e. using a 1-dipole PSF in the case of AuNRs), the accuracy of the centroid 
determination can be even worse than when using a 2-D Gaussian model. This result 
should strongly inform the use of dipole PSF fitting in future studies, in that the PSF of 
the emission must be well understood before the proper model can be applied. In this 
study, we chose a strongly anisotropic nanostructure as a test system, which is expected 
to behave most like a single dipole relative to other nanostructures.  Even with this 
system, we found that the 1-dipole model yielded poor localization accuracy, which was 
exacerbated by under-estimation of the inclination angle θ.  We believe that this error is 
due to a small depolarized contribution to the luminescence, which is not radiated out 
through the higher-energy dipolar plasmon modes of the nanorod (e.g. the TM or OOP 
modes).  Given this depolarized emission, multiple dipoles were required to accurately 
model our experimental data, with emission fixed at a specific emission wavelength.  
Interestingly, Mortensen et al. have shown that when a diffraction-limited emitter is made 
up of many dipole emitters (such as a fluorophore-doped polystyrene sphere), a 2-D 
Gaussian will accurately describe the centroid location.
13
 Our data also indicate that as 
more dipoles are included in the PSF model, a 2-D Gaussian shows higher overall 
agreement with the calculated centroid in comparison to the 1-dipole fit.  This result has 
important implications for other plasmon-coupled emission processes, in which multiple 
dipole plasmon modes (possibly with different energies) may contribute to the measured 
emission PSF.
3,4,19
  In these cases, a computationally inexpensive 2-D Gaussian may 
serve as a reasonable model of the emission PSF, particularly when any dominant dipolar 
emission modes are not oriented strongly out-of-plane.  Lastly, we note that this study has 
focused largely on AuNRs that are oriented at fairly large values of θ relative to the 
substrate surface; this is due to the obvious asymmetry in the PSF which is introduced as 
  
77 
emitters orient further out of plane.  In these cases, a 2-D Gaussian would clearly be a 
poor choice of fitting function for super-localization studies, based on visual inspection 
alone.  Thus, as always, care must be taken when choosing a fitting model for any super-
resolution imaging experiment, whether emission is plasmon-mediated or not. 
4.6 Conclusions 
In this chapter, we have applied a dipole emission PSF to the super-localization 
fitting of luminescence from AuNRs. The 3-dipole PSF provided the best agreement 
between the fitted emission wavelength and the experimentally measured luminescence 
spectrum, and also yielded the lowest residuals compared to the 1-dipole PSF model and 
the 2-D Gaussian. This fit was also able to determine the dipole orientation parameters ϕ 
and θ with a precision below 1° in many cases, without the need for image defocusing, 
and the fitted ϕ-values were in good agreement with the orientation of the AuNR as 
determined via correlated AFM imaging. Thus, a 3-dipole PSF model increases 
localization accuracy over both a 2-D Gaussian fit and a 1-dipole fit for this system. We 
have also shown that AuNR localization accuracy using the 2-D Gaussian becomes worse 
as the dominant longitudinal dipole moves out-of-plane relative to the substrate surface, 
indicating the need for more robust fitting models.  Additionally, care must be taken that 
the correct PSF model is used, as an incorrect dipole PSF model was shown to strongly 
skew the localization results via mis-estimation of the inclination angle θ.  Thus, it is 
critical to consider multiple dipole contributions for localizing emission from complex 
emitters, especially in the case of plasmon-mediated emission processes. 
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Chapter 5: Superlocalization Surface-Enhanced Raman Scattering 
Microscopy: Comparing Point Spread Function Models in the Ensemble 
and Single-Molecule Limits3 
5.1 Introduction 
In the previous chapter, we showed that a dipole emission PSF could be used to 
accurately fit the emission of single gold nanorods (AuNRs), giving improved 
localization accuracy over the 2-dimensional Gaussian fit, while also giving the 
orientation and emission wavelength of the structure.
1
 In that study, the dipole PSF fitting 
technique was used on AuNRs because previous research had shown that the longitudinal 
dipole plasmon strongly dictates the luminescence emission of the nanostructure.
2,3
 Even 
though this mode is dominant, we found that we still needed to account for the 
contribution of multiple emitting dipole modes in order to obtain an accurate fit. After 
using this case study to understand the benefits and limitations of this fitting technique, 
we now move on to applying this technique to more complex nanostructures, such as 
single-molecule surface-enhanced Raman scattering (SM-SERS) substrates. 
In the case of SERS-active nanoparticle dimers, most of the emission is coupled 
out through the longitudinal dipole plasmon mode of the nanostructure, suggesting that a 
dipole PSF might also be an appropriate model for fitting emission from these types of 
structures.
4–7
 In previous work, we have shown excellent qualitative agreement between 
the SM-SERS emission from a nanoparticle dimer and a calculated dipole PSF based 
upon the 3-dimensional orientation of that dimer.
6
  Shegai et al. have shown similar 
qualitative agreement between a Fourier plane image of SERS emission from a 
nanoparticle dimer and a calculated dipole PSF, again using geometric parameters from 
the nanostructure to define the three-dimensional orientation of the calculated dipole 
                                                 
3 Reproduced in part with permission from Titus, E. J.; Willets, K. A. Superlocalization Surface-Enhanced 
Raman Scattering Microscopy: Comparing Point Spread Function Models in the Ensemble and Single-
Molecule Limits. ACS Nano. 2013, 7, 8284-8294. Copyright 2013 American Chemical Society. 
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emitter.
7
  However, these studies have not attempted to actually fit the experimental 
emission pattern to a dipole PSF, which would not only provide a quantitative evaluation 
of the appropriateness of the dipole PSF model, but also calculate the centroid position 
and the three-dimensional orientation of the best-fit dipole, which could then be 
compared to the actual nanoparticle structure.  Such a study would be especially 
informative when comparing the emission patterns from SERS-active nanoparticle 
dimers in the regimes of both high analyte concentration (where we expect the SERS 
emission to couple to all resonant plasmon modes in the dimer, reducing the influence of 
the molecule on the PSF shape) and the single molecule level (where the position of the 
molecule can impact plasmon coupling and therefore the site of the SERS emission).
8,9
 
In the current study, we have applied a dipolar PSF fitting algorithm to model 
SERS emission from dye-labeled silver nanoparticle dimers to extract the centroid 
position as well as other geometric parameters of the SERS emitter (which is again a 
dependent on both the analyte molecule and the nanoparticle structure). We have imaged 
dimers covered with a high concentration of SERS reporter dyes (multi-molecule SERS, 
or MM-SERS) as well as SM-SERS active nanoparticle dimers.  In addition to fitting the 
experimental emission patterns to a single dipole PSF, we have also fit the data to the 
sum of three mutually orthogonal dipoles in order to account for other dipolar plasmon 
modes that may interact with the molecule on the surface.  In the work shown in Chapter 
4, we found that three dipole modes were necessary to provide the optimum fit—and thus 
best localization accuracy—to luminescence from gold nanorods, suggesting that a 
similar three dipole approach might also be appropriate for these studies.
1
 The various 
dipole PSF fits are compared to the standard 2-D Gaussian model in order to compare the 
fit centroids and precision between the different models.  
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5.2 Dipole emission model 
The 2-D Gaussian used for fitting SERS emission is shown in Equation 5.1.  
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Each experimental diffraction-limited image is fit to Equation 5.1 to extract z0 
(background intensity), I0 (peak intensity), x0G, y0G (x and y Gaussian fit centroid 
positions), and sx and sy (the widths of the Gaussian in the x and y directions), for a total 
of 6 fit parameters.
9–11
To generate the dipole PSF for the SERS fitting, we utilized a 
modified version of Jörg Enderlein’s “QDControl.m” code, which is freely available 
online.
12
 This algorithm generates a theoretical PSF based on a dipole emitter with up to 
3 mutually orthogonal dipole components, and calculates the PSF based on the dipole 
component strengths, the orientation and position of the emitter, as well as the dielectric 
environment and microscope imaging parameters. When fitting data to this model, we fix 
as many known or experimentally verifiable parameters as possible, including 
microscope magnification, numerical aperture (NA) of the objective, refractive index of 
the coverslip and immersion medium, detector pixel size and coverslip thickness. The 
parameters that are fit (unless otherwise noted) include the microscope focus, the 
emission wavelength (λ), the orientation of the longitudinal dipole mode (φ and θ, see 
Figure 5.1), the dipole-fit centroid position of the dipole emission (x0D, y0D), the 
background and peak emission intensity, the distance of the emitter from the coverslip 
(z), as well as the values κ and R, which define the relative contribution of each dipole 
axis component, as described below in Equation 5.2. 
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In Equation 5.2, Itotal represents the total dipole emission vector, and ILM, ITM, and 
IOOP represent unit vectors along each dipole axis (representing the longitudinal, 
transverse and out-of-plane modes, respectively), as depicted in Figure 5.1. For 
nanoparticle dimers, the longitudinal plasmon mode is approximated as the line 
connecting the centers of the two nanoparticles, which is expected to dominate the SERS 
emission.
4–7
 As shown in Figure 5.1A, the longitudinal mode is defined by the 
orientational parameters φ and θ.  We define the transverse dipole mode as perpendicular 
to the longitudinal mode and parallel to the plane of the coverslip, and the out-of-plane 
mode as perpendicular to both the longitudinal and transverse modes. 
 
Figure 5.1. Orientation of axes used to define the dipole modes relative to the substrate. 
(A) Diagram showing how angles φ and θ define the longitudinal dipole 
mode. (B) Diagrams showing the definition of the longitudinal (LM), 
transverse (TM) and out-of-plane (OOP) modes relative to nanoparticle 
structure. LM is estimated to lie along the center-to-center line of the 
nanoparticles. 
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5.3 Dipolar emission from MM-SERS samples 
Samples of silver nanoparticle dimer aggregates labeled with rhodamine 6G 
(R6G) (or its deuterated analog, R6G-d4) were prepared as described in Chapter 2, with 
the MM-SERS samples containing roughly 200 R6G molecules/aggregate and the SM-
SERS samples containing roughly 2 dyes per aggregate; SM-SERS behavior was 
confirmed via on-off intensity fluctuations and a bi-analyte approach (see Chapter 2).
13,14
 
Optical data was collected using an inverted optical microscope with 532 nm laser 
excitation in a widefield geometry. Dark-field scattering was used to measure the 
localized surface plasmon resonance (LSPR) of selected nanostructures after SERS 
imaging.  The sample was then transferred to an atomic force microscope (AFM) coupled 
to an optical microscope in order to confirm that the nanoparticle aggregates are dimers 
and to determine their 3-dimensional structure. Fitting was carried out using protocols 
outlined in Chapter 4 and Appendix 1. 
We began by looking at MM-SERS samples, where we expect the geometric 
features of the nanoparticle to dominate the emission pattern.
7
 Figure 5.2 shows an 
example of a SERS-active dimer (Figure 5.2A) and its associated SERS emission pattern 
(Figure 5.2B).  The emission pattern is dominated by a bright central lobe, but there are 
low intensity side lobes oriented parallel to the long axis of the dimer, indicative of 
dipolar behavior.
6,15–17
 Fitting the emission pattern to the 2-D Gaussian in Equation 5.1 
(Figure 5.2C), we find that this simple model fails to capture all of the features of the 
SERS emission pattern, particularly the low intensity side lobes, as seen in the systematic 
error in the calculated residuals shown in Figure 5.2D. 
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Figure 5.2. (A) AFM structure of 
nanoparticle dimer, where the green 
line indicates the φ value of the 3-
dipole fit. (B) Experimental MM-
SERS intensity image. (C-L) Fits 
(left) and residuals (right) for the 
different PSF models as indicated. 
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Next, we fit the data to a single-axis dipole (fixing R = 1 in Equation 5.2 and 
assuming the emission originates at the surface, z = 0), which we refer to as a 1-dipole fit, 
shown in Figure 5.2E.  In previous work, this model has shown excellent qualitative 
agreement between experimental emission patterns and a single dipole PSF.
6,7
 
Qualitatively, the 1-dipole fit better accounts for the shape of the experimental PSF, 
especially the low intensity side lobes. We also obtain values for φ and θ (Table 5.1) 
which show reasonable agreement with the orientation and out-of-plane tilt of the 
longitudinal mode of the SERS-active dimer, the estimation of which is based on a line 
connecting the nanoparticle centers (Figure 5.2A and 5.3A, respectively).  However, the 
1-dipole fit also exhibits non-random residuals, as evidenced in Figure 5.2F. This 
observation is consistent with the study on gold nanorods shown in Chapter 4, where a 1-
dipole fit was insufficient for modeling the PSF due to the presence of non-LM polarized 
emission.
1
  Moreover, we find that the calculated emission wavelength of 661 ± 7 nm is 
well to the red of both the SERS and the LSPR spectra of the sample (Figure 5.3B), 
indicating that this model is insufficient to capture all of the properties of the SERS 
emission from the nanoparticle dimer. 
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 Table 5.1.    Parameter values for different fitting functions applied to the MM-SERS 
example from Figure 5.2  
 
φ (°)  θ (°)  λ (nm)  Δx 
(nm)
a
  
Δy 
(nm)
a
  
fit 
time
b  
R  Κ  z 
2-D Gaussian  N.A.  N.A.  N.A.  0.0(5)  0.0(4)  1 s  N.A  N.A. N.A. 
1-dipole PSF  279.8(9)  77.6(6)  661(7)  1.9(5)  -10(1)  7 min  11c N.A. 00c 
3-dipole PSF 
(single-λ)  
280.0(9) 85.3(2)  602(2)  0.5(5)  -2.5(4)  15 min  0.82(2) -0.7(1) 00c 
3-dipole PSF 
(multi-λ)d  
281  83  597 (LM) 
540 (TM) 
586 (OOP)  
0.8  -1.9  71 min  0.8 -0.05 00c 
3-dipole z-fit 
PSF 
278 (1)  83.3(5)  573(4)  0.0(5)  -0.3(4)  25 min  0.82(3)  -0.21(7)  74(8)  
aΔx(Δy) corresponds to (x(y)0D-x(y)0G) for each type of fit  
b
Per frame, approximate          
c
Fixed parameter     
d
Single frame fit 
 
Values in parentheses indicate the standard deviation of the fit in the last significant figure 
over 20 image frames.  
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Figure 5.3. (A) AFM cross-section along the φ axis of the nanoparticle dimer from 
Figure 2. The red and blue lines show the θ values from the 1-dipole and 3-
dipole fits, with the black line indicating the measured θ value. (B) 
Nanoparticle scattering (cyan) and Raman (black) spectra corresponding to 
the nanoparticle from Figure 2 with emission wavelength fit estimates 
overlaid. In the case of the 3-λ dipole fit, each wavelength is represented 
separately. 
To account for the possibility of any emission coupling through the transverse or 
out-of-plane modes of the nanoparticle aggregate, a 3-axis dipole model was used, in 
which both R and κ from Equation 5.2 were included as fit parameters.  For our first fit, 
we assumed a single emission wavelength, given that this model performed best when 
modeling luminescence from a gold nanorod, despite failing to capture the fact that the 
LM, TM, and OOP mode have different resonances.
1
  Figure 5.2, G-H, show the results 
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of the fit and associated residuals, and we find that this model exhibits smaller residuals 
than the 1-dipole and Gaussian fits, indicating that including contributions from each 
dipole axis is important in modeling the correct PSF.  This model also provides values for 
φ and θ (Table 5.1) which are in reasonable agreement with the geometry of the dimer 
(Figure 5.2A and 5.3A).  However, the residuals in Figure 5.2H remain non-random, 
which tells us that this model is also imperfect at representing the SERS emission from a 
nanoparticle dimer.  This conclusion is further supported by the wavelength fit value of 
602 ± 2 nm, which is still more to the red than the bulk of the SERS emission as well as 
the LSPR maximum (Figure 5.3B). 
Given that each dipole mode (LM, TM, and OOP) is expected to have a unique 
plasmon resonance, we next fit the data to a 3-axis, 3-wavelength dipole, where each 
dipole component has its own associated emission wavelength (denoted 3-λ dipole, 
Figure 5.2I-J).
18,19
 Interestingly, the residuals are nearly identical between the 3-dipole 
(single-λ) fit in Figure 5.2H and the 3-λ dipole fit in Figure 5.2J, showing that even if we 
allow the wavelengths to be fit independently, we do not observe a significant 
improvement in the overall quality of fit.  Comparing the calculated emission 
wavelengths of the three dipole modes (Figure 5.3B), we find that both the TM and OOP 
mode are blue-shifted of the LM emission, as expected.  However, the TM wavelength 
runs into our lower wavelength limit of 540 nm, which was set based on the cutoff 
wavelength of our longpass filter.  Moreover, the LM emission wavelength fit remains 
too far to the red of the actual emission, indicating that this model does not provide a 
significant improvement over the single-λ analog. 
As a final test, we reran the 3-dipole fit with a single emission wavelength, but 
this time included the distance of the emitter from the surface as a fit parameter (denoted 
3-dipole z-fit).  We had set this value to z = 0 for all previous fits, but we recognized that 
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the emission might be offset from the surface, based on the geometry of the nanoparticle 
dimer.  The fit and residuals for this model are shown in Figure 5.2, K-L; again, we 
observe the same systematic error in the fit residuals, although the magnitude of the 
residuals is smaller than the other 3-dipole cases.  Interestingly, the emission wavelength 
that was fit using this model shows excellent agreement with the strongest SERS 
emission as well as the LSPR of the nanoparticle dimer (Figure 5.3B).  Moreover, the 
calculated three-dimensional orientation once again agrees very well with the geometry 
of the nanoparticle dimer.  However, we note that the surface offset, z, was fit to a value 
of 74 ± 8 nm, which is larger than the actual height of the nanoparticles, as shown in 
Figure 5.3A.  We also find that allowing the z-value to be included as a fit parameter 
leads to non-convergence of several of our fits (4 out of 20 frames do not converge).  One 
possible explanation for this lack of convergence is the inclusion of too many fit 
parameters, which simply creates too large of a parameter space for our fits to ultimately 
reach a global minimum.  However, we do not have this same convergence issue in the 3-
λ case, where we have two additional fit parameters over the case in which an offset is 
included.  A second possible explanation for the poor convergence is that the model 
assumes that the emission is traveling through a uniform refractive index environment 
(air) from its offset height z to the coverslip surface, which is most likely a naïve 
assumption given the presence of the silver nanoparticle at the surface, as well as the 
possible presence of condensed water due to ambient humidity.
13
   
The results of the different fits used on this MM-SERS sample are compiled in 
Table 5.1. For all of the dipole fits, the φ values are within several degrees of each other 
and agree well with the orientation of the longitudinal axis of the dimer.  The θ values 
show slightly more variation, although they converge near the measured θ value of 80º, 
as shown in Figure 5.3A.  Thus, the various dipole fits perform reasonably well in 
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predicting geometric parameters for the MM-SERS case.  Moreover, all of the 3-dipole 
fits show R-values of ~0.8, indicating that the bulk of the emission (~80%) is dominated 
by the longitudinal dipole mode, as expected.   
The results of a 2-D Gaussian fit are presented in the top row of Table 5.1 for 
comparison, and the average Gaussian centroid position is set to 0 in both x and y, with 
all other dipole centroid positions reported relative to the Gaussian centroid (i.e. x0D-x0G).  
While there is variation in the calculated centroid positions, we observe that the worst 
agreement with the Gaussian centroid occurs for the 1-dipole case, which we also found 
was a poor model for representing the data.  For the 3-dipole z-fit model, we find that the 
centroid position actually agrees (within error) with the Gaussian, which is encouraging 
given that this model also yielded the best wavelength agreement.   However, as 
discussed above, this model also yielded a non-physical value for the surface offset, had 
poor convergence statistics, and is computationally expensive.   The single and multi-
wavelength variants of the 3-dipole fit both show a slight shift from the Gaussian 
centroid, with calculated distances of 2.5 nm and 2.1 nm, respectively.  Previous work 
has shown that as θ decreases from 90º, the calculated distances between the Gaussian 
and dipole centroids increases.
1,20–22
 Interestingly, for our previous gold nanorod work 
(Chapter 4), we found that a θ value of 85º (as calculated here for the 3-dipole fit) would 
lead to a centroid shift of nearly 10 nm between the Gaussian and 3-dipole models, well 
above what is calculated here.
1
 Thus, we find that using a Gaussian model to fit the MM-
SERS emission leads to much smaller standard  centroid standard deviations with respect 
to the more rigorous (and computationally expensive) 3-dipole fits compared to other 
plasmon-mediated emission processes.  Lastly, we note that in all cases where multiple 
image frames were fit, the standard deviation in the centroid position is ≤ 0.5 nm (except 
  
93 
for the 1-dipole model), indicating that the SERS centroid is immobile in the MM-SERS 
regime. 
5.4 Dipolar emission from SM-SERS samples 
We next proceed to an SM-SERS sample, which should allow us to observe the 
effect of the molecule on the PSF, given that the position of the molecule dictates how 
the emission couples to the different plasmon modes, as discussed in Chapters 1 and 
3.
5,10,23
  Figure 5.4 compares the fits and residuals of the Gaussian and dipole fits on the 
SM-SERS active nanoparticle dimer shown in Figure 5.4A, and we again see that the 
residual values shrink as we move from a 2-D Gaussian to a 1-dipole fit, and then 
improve incrementally as we apply the 3-dipole, 3-λ dipole, and 3-dipole z-fit models.  
As in the MM-SERS data presented in Figure 5.2, all of the fit residuals are non-random, 
indicating that these models are still not sufficient to capture the entirety of the SERS 
PSF. 
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Figure 5.4. (A) AFM structure of 
nanoparticle dimer, where the green 
line indicates the φ value of the 3-
dipole fit. (B) Experimental SM-SERS 
intensity image. (C-L) Fits (left) and 
residuals (right) for the different PSF 
models as indicated. 
  
  
95 
In previous super-resolution imaging experiments on SM-SERS substrates (see 
Chapter 3), we noted that silver nanoparticles are inherently luminescent and that this 
luminescence is convoluted with the SERS in the experimental emission patterns.
9,24
  We 
can isolate the two signals by exploiting the inherent on-off behavior of SM-SERS 
signals.  Accounting for the luminescence could have important implications for the 
resulting fits, because we have previously reported that the luminescence centroid can be 
spatially distinct from the SERS emission centroid.
24
 To remove the luminescence 
contribution, we first use our correlated spectra to identify images when no SERS is 
observed, and nanoparticle luminescence is the only contributor; an example is shown in 
Figure 5.5A.  We use a 2-D Gaussian to fit each of the images associated with 
nanoparticle luminescence, and then calculate an average best fit to represent the 
contribution from the nanoparticle, as shown in Figure 5.5B.  Given the poor signal-to-
noise of the luminescence, the more complex dipole models did not perform well, 
generating random and incorrect values of φ, which is why we used the 2-D Gaussian 
model to fit the luminescence images.   Next, we subtract away the fitted luminescence 
contribution from the experimental emission image shown in Figure 5.4B to yield the 
isolated SM-SERS shown in Figure 5.5C.  This image is then fit to the 3-dipole model 
(Figure 5.5D) and the residuals are calculated (Figure 5.5F).  We find that the residuals 
are nearly identical between the fits to the subtracted image (Figure 5.5F) and the non-
subtracted image (Figure 5.4H). However, if we compare the centroid positions that we 
calculate using either the raw image data or the subtracted image (Figure 5.5E), we find 
that the difference in average centroid position between the two cases is 1.7 nm. 
Although this offset is statistically significant as determined via a paired t-test (at 
α=0.05), we do not apply the luminescence subtraction for the rest of our SM-SERS 
analysis due to the lack of residual improvement. 
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Figure 5.5. (A) Example image of nanoparticle luminescence background. (B) Average 
2-D Gaussian fit of nanoparticle luminescence over 20 frames. (C) 
Subtracted SM-SERS intensity image obtained by subtracting the best fit to 
the luminescence in Figure 5B from the experimental data in Figure 4B.   
(D) 3-dipole fit and (F) residuals for the subtracted image in 5C.  (E) 
Calculated centroid positions of SM-SERS emission from 20 image frames 
with and without nanoparticle background subtraction. 
Table 5.2 compares the fit results of the different PSF fits on the SM-SERS sample from 
Figures 5.4 and 5.5.  Again, it is seen that the dipole PSF fits all show good agreement 
when fitting the in-plane orientation of the dimer (Figure 5.4A), φ, just as in the MM-
SERS case. In this case, the 3-dipole fits show a significantly better agreement with the 
measured θ value of 86° than the 1-dipole fit. As in the case of MM-SERS emission, the 
1-dipole PSF highly overestimates the emission wavelength (based on the MM-SERS 
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spectrum shown in Figure 5.3B).  The 3-dipole fit also overestimates λ, although not as 
dramatically as the 1-dipole fit, consistent with previous results.  Unlike the MM-SERS 
case, the 3-λ model provides very poor wavelength fits, with both the TM and OOP mode 
far to the red of the calculated LM emission. Also, by including a z offset in the 3-dipole 
model PSF, we again find the most reasonable prediction of the emission wavelength, but 
also observe an overestimate of the distance of the emission from the surface, as the z-
offset is calculated at 80 ± 12 nm from the surface, while the height of the tallest particle 
in the dimer is only 59 nm. Finally, we have included the results of the nanoparticle 
luminescence-subtracted fit, which shows that while there may be a slight difference 
between the average luminescence-subtracted and unsubtracted 3-dipole fit centroids, the 
other fit estimates are in agreement. 
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Table 5.2.     Parameter values for different fitting functions applied to the SM-SERS 
example from Figure 5.4. 
 
φ (°)  θ (°)  λ (nm)  Δx 
(nm)
a
  
Δy 
(nm)
a 
fit 
time
b
  
R  Κ  z 
2-D Gaussian  N.A.  N.A.  N.A.  0(2)  0(2)  1 s  N.A  N.A. N.A. 
1-dipole PSF  39(2)  70(2)  630(12)  28(3)  25(4)  13 min  11
c
 N.A. 00
c
 
3-dipole PSF 
(single-λ)  
38(1)  89(3)  603(7)  1(4)  4(3)  33 min  0.79(4) 0.0(2) 00
c
 
3-dipole PSF 
(multi-λ)d  
37.6(9) 85(1) 611(5) (LM) 
793(8) (TM) 
780(30) 
(OOP)  
4(1) 7(2) 137 min  0.84(1) 0.97(4) 00c 
3-dipole z-fit 
PSF
d
 
38(2) 85(2)  584(6)  6(2)  8(2)  26 min  0.92(4)  0.8(3)  80(12) 
bkgd. 
subtracted  3-
dipole PSF
d
 
38(2)  89(2)  603(8)  1(3)  5(2)  17 min  0.83(3)  -0.1(3)  00
c
 
aΔx(Δy) corresponds to (x(y)0D-x(y)0G) for each type of fit     
b
Per frame, approximate       
c
Fixed parameter 
 
Values in parentheses indicate the standard deviation of the fit in the last significant 
figure over 31 image frames (except for lines marked with (
d
). 
 
  
  
99 
Looking at the calculated centroid values across the different models, we see that 
the standard deviations are much higher for the SM-SERS centroid positions (2 - 4 nm) 
compared to the MM-SERS values (≤ 0.5 nm).  On first glance, one might assume that 
the larger error is due to lower signal-to-noise associated with SM-SERS, but a 
comparison across multiple samples found that MM-SERS samples with similar signal-
to-noise ratios showed smaller standard deviations in the centroid positions, as shown 
below in Figure 5.6.  Thus, we attribute the increased variability in the centroid position 
in the SM-SERS sample as an effect of molecular motion, which influences how the 
molecule interacts with the various plasmon modes of the nanoparticle, thereby shifting 
its centroid.
8,10,23
  
  
100 
 
Figure 5.6. Plots showing uncertainty in fit values of θ vs. the signal-to-noise ratio of 
the SERS emission in both the 1-dipole (A) and 3-dipole (B) fits. 
5.5 Localization of SERS emission in SM- and MM-cases 
To compare the calculated centroids between MM-SERS and SM-SERS samples, 
we calculated two-dimensional spatial intensity maps, which relate the intensity of the 
measured SERS to the position of the calculated centroid.
9
 To do this, fitted centroid 
locations from individual image frames associated with SERS emission are collected into 
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1 nm bins, and the color of the bin is determined by the average fitted intensity of the 
points in each bin.  We have calculated spatial intensity maps using both the 2-D 
Gaussian (Figure 5.7, middle column) and the 3-dipole (Figure 5.7, right column) 
models.  A white “x” is used to represent the average value of the Gaussian centroid in 
the 3-dipole spatial intensity maps for ease of comparison.  We chose the single-λ 3-
dipole model with no z offset for these calculations because the 1-dipole model has 
provided the poorest fits of all the dipole models, the 3-λ model produced unreasonable 
wavelength values for the TM and OOP modes in the SM-SERS regime, and the 3-dipole 
z-fit model produced non-physical offset values and poor convergence characteristics.  
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Figure 5.7. AFM images and spatial intensity maps that indicate the average intensity of 
all centroids located within each 1 nm bin. (Left column) AFM image (with 
the 3-dipole φ fit estimate indicated by the dashed line), (center column) 
spatial intensity map using the 2-D Gaussian model, and (right column) 
spatial intensity map using the 3-dipole model.  A white x indicates the 
average position of the 2-D Gaussian centroid. Panels (A-I) show SM-SERS 
examples, with MM-SERS examples in (J-O). 
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Figure 5.7 shows a series of AFM images and the associated spatial intensity 
maps for three SM-SERS samples and two MM-SERS samples.  In the case of the SM-
SERS examples (Figure 5.7, panels A-I), the Gaussian and 3-dipole fits not only localize 
the emission to different positions, but the 3-dipole fits also show significantly more 
spread in the centroid position, oriented along the φ axis of the dimer. This direction of 
centroid motion is highly correlated with changing values of θ which was also seen in the 
nanorod study shown in Chapter 4, and consequently we have noted higher uncertainties 
in the fit values of θ in the single molecule examples (typically ±3º). As described above, 
we assign the changing SM-SERS centroid to a mobile molecule on the nanoparticle 
surface; as the molecule moves, the efficiency with which it couples to the different 
plasmon modes of the nanoparticle changes, thereby shifting the measured centroid.
8–10
 
In previous work, we have noted that the SM-SERS centroid position can change by as 
much as 40 nm over the course of an experiment, allowing us to effectively map out the 
local electromagnetic enhancement associated with the hot spot.
9,11
  One question that has 
come up is whether the dramatic change in the centroid position was an artifact due to the 
relative simplicity of the 2-D Gaussian fitting model we used.  In this study, we find that 
using a more complex 3-dipole model actually generates more spread in the centroid 
position relative to the 2-D Gaussian.  Moreover, our previous work using a 2-D 
Gaussian model has shown excellent qualitative agreement between the shape of the 
spatial intensity maps and the structure of the underlying nanoparticle junctions.
24,11
 In 
the examples shown here, we find that the 3-dipole model does not provide good 
qualitative agreement with the orientation of the nanoparticle junctions 
In contrast to the SM-SERS examples, the MM-SERS data shown in Figure 5.7, 
panels J-O, show tightly confined centroid positions associated with low standard 
deviations in the calculated θ values (±0.7º). The MM-SERS centroid behavior is 
  
104 
consistent with the picture that we are measuring an ensemble-averaged centroid position, 
due to the fact that we have multiple molecules that are able to couple to all resonant 
plasmon modes within the structure.  Even if the molecules are mobile on the surface, the 
average centroid does not change dramatically because the high surface coverage ensures 
that emission is not dominated by coupling to a single plasmon mode.  As a result, the 
centroid collapses to a single value which is largely dictated by the geometry of the 
nanostructure, rather than the positions of the individual molecules. 
5.6 Determining dipole orientation in SM- and MM-cases 
Despite the fact that the SM-SERS samples show mobile centroids relative to the 
MM-SERS counterparts, we find that the 3-dipole fit is still able to produce orientation 
parameters that reflect the underlying nanoparticle structure.  In Figure 5.8, we show the 
relationship between the measured and fit values of both φ and θ using the 3-dipole PSF. 
In Figure 5.8A, the calculated φ value agrees well with the experimentally measured φ 
value based on the nanoparticle structure whether we are probing an SM-SERS or an 
MM-SERS-active dimer. However, when comparing θ fit values with the measured 
structure of the nanoparticle (Figure 5.8B), we see that the fit data does not agree with the 
measured structure as well as the φ values do.  The lack of agreement may be due to our 
definition of θ, which is based on the relative height and separation of the two 
nanoparticles and may not reflect the true orientation of the longitudinal plasmon mode. 
We also observe that the single molecule cases have larger uncertainties in θ than the 
MM-SERS cases, consistent with the larger centroid uncertainties noted in Figure 5.7. 
We again attribute the increased uncertainty in θ as an effect from the motion of a single 
molecule, whereas molecular effects in the case of the high-dye concentration samples 
are averaged over many molecules.  
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Figure 5.8. Relationship between 3-dipole fits and estimates based on structure for both 
(A) φ  and (B) θ. Points are color-coded based on whether the sample is SM- 
or MM-SERS. 
After comparing the quality of super-resolution fits using both Gaussian and 
dipole emission PSF modeling, we find that none of the dipole PSFs used in this study 
can accurately describe the full PSF of a SERS active aggregate, based on the non-
random residuals associated with the various fits. This being said, a 3-dipole PSF fit 
showed much lower residuals than the 2-D Gaussian, and was able to accurately represent 
the geometry of the underlying structure, while still being sensitive to the contributions of 
the molecule in the SM-SERS examples.  Even for the simple case of nanoparticle 
dimers, the minimum level of complexity that can give reasonable estimates for θ and λ is 
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a 3-dipole fit. Fitting plasmon-mediated emission with a dipole PSF of insufficient 
complexity (e.g. a 1-dipole fit) can strongly skew several fit parameters, notably θ, λ, and 
the centroid location.  
We hypothesize that one reason the 3-dipole fits show systematic residuals in both 
the MM-SERS and SM-SERS cases is that the three mutually-orthogonal dipoles share a 
common origin.  In reality, we would not expect this to be the case.  For example, an 
asymmetric dimer is expected to have a longitudinal dipole mode oriented along the long 
axis of the dimer, as well as two transverse modes, each associated with the two different 
nanoparticles that comprise the dimer.  If the two nanoparticles are of different size (as is 
the case in the examples shown here), then we expect one transverse mode to have a 
stronger resonant overlap with our emission than the other,
25
 which would bias the origin 
of the emission polarized along the transverse dipole mode towards one nanoparticle.  
Our 3-dipole model cannot capture this subtle shift because we model the three dipoles as 
originating from a common origin, which may explain why our fits still show systematic 
errors.  In principle, we could try to fit the data to three (or more) decoupled dipole 
modes, but the number of adjustable parameters becomes quite high and the 
computational expense nearly prohibitive.  Moreover, as we work on higher order 
aggregates (timers, tetramers, etc), representing the various mode contributions 
(especially in the absence of structure correlation) becomes extremely challenging. While 
the dipole models do give more insight into the nature of the underlying plasmon modes, 
the 2-D Gaussian still remains a useful model in super-resolution fitting of plasmon-
mediated emission, due to its robustness, low computational expense, and ability to 
capture the effect of a mobile molecule on the centroid position in SM-SERS samples.  
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5.7 Conclusion 
In this study, we have compared the results of fitting diffraction-limited emission 
patterns from both MM-SERS and SM-SERS active silver nanoparticle dimers, using a 2-
D Gaussian and several variations of a dipolar emission PSF.  A 3-dipole PSF fit 
provided the best overall fit, based on the magnitude of the residuals and fits to 
measurable parameters (φ, θ, λ), although with increased computational expense, 
systematic error in the fits, and imperfect agreement between the structure of the 
nanoparticle and the shape of the spatial intensity maps in the SM-SERS limit. We have 
also have shown that, based on the difference between the SM-SERS and MM-SERS 
examples, the position of the SERS reporter molecule can influence the shape of the 
PSF—and thus the results of the fit—in  the low concentration regime. On the other hand, 
a high concentration of SERS reporter molecules yields less uncertainty in the fit 
parameters and gives more precise centroid localization, due to the averaging of the 
various molecular contributions to the PSF. Lastly, we show that the choice of model 
when fitting plasmon-mediated emission strongly affects super-resolution results, and 
that structure correlation remains an important tool for comparing spatial intensity maps 
against nanoparticle geometry. 
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Chapter 6: Raman Characterization, Modification and Application of 
Carbon Nanotube AFM Probes Towards Problems in SERS4  
6.1 Introduction 
In the previous chapters, several methods of super-resolution imaging have been 
used to study single- and multi-molecule SERS "hot spots", yielding information about 
the interactions between the Raman active molecule(s) and the SERS active silver 
nanoparticle aggregates. One important piece of information that cannot be determined 
from these studies is exactly where the molecule is on the nanoparticle aggregate when it 
is emitting. This is due to the fact that the SERS emission from the molecule is coupled 
out into the far-field through the nanoparticle, as discussed in previous chapters. Being 
able to map out the size, shape, and location of the "hot spot" topography could aid in the 
rational design of SERS sensors with single-molecule sensitivity, but this is difficult to 
obtain through super-resolution studies due to the above mentioned problem.  
In previous studies, several different sub-diffraction limited techniques have been 
used to understand the structure of SM-SERS "hot spots", such as scanning near-field 
optical microscopy (SNOM)
1–3
 or structural imaging techniques like atomic force 
microscopy (AFM)
4,5
 or electron microscopies (SEM/TEM).
6,7
 While these techniques 
are useful tools in this field, they each have drawbacks, such as distortion of the 
plasmonic fields with a large probe (SNOM) or lack of optical information (SEM/AFM). 
It is for these reasons that we attempted to utilize a combined total internal reflection 
(TIR)/AFM microscope with a carbon nanotube (CNT) AFM probe, in order to allow for 
the simultaneous collection of optical and sub-diffraction-limited topographical 
information. In this technique, a CNT-functionalized AFM probe is scanned over a 
                                                 
4 Reproduced in part with permission from Kaplan-Ashiri, I.; Titus, E. J.; Willets, K. A. Subdiffraction-
Limited Far-Field Raman Spectroscopy of Single Carbon Nanotubes: An Unenhanced Approach. ACS 
Nano. 2011, 5, 1033-1041. Copyright 2011 American Chemical Society. 
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plasmonically active substrate to measure the structure of the substrate, while the sample 
is simultaneously excited with the evanescent field from a TIR microscope. By placing 
the CNT on the AFM probe in close proximity to the nanostructure, we hoped to enhance 
the Raman signal from the CNT (CNT-SERS), which would then be collected and 
correlated to the probe position in order to map regions of strong enhancement, as shown 
in Figure 6.1 below.
8,9
 One of the major benefits of this experiment is that by attaching 
the Raman analyte (CNT) to the AFM probe, the location of the enhanced fields can also 
be observed without the molecule-nanoparticle convolution of super-resolution imaging. 
Furthermore, this technique can even outperform standard AFM when it comes to 
determining nanoparticle topography, due to the high resolution offered by the high-
aspect ratio CNT-AFM probe.
10–12
 
 
 
Figure 6.1. Schematic of the CNT-AFM scanning experiment, showing weak Raman 
scattering in regions of low enhancement (A) and strong Raman scattering 
in regions of high enhancement (B). 
In order to accurately map the topography of SERS "hot spots" around 
nanostructures using this technique, we first started by preparing and characterizing 
CNT-AFM probes. The probes were structurally characterized via SEM and optically 
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characterized via the TIR/AFM microscope. In the process of optically characterizing the 
probes, we were able to use the tunable intensity profile of the evanescent field of the 
TIR microscope to characterize the Raman signature of the CNT-AFM probe along its 
long-axis with sub-diffraction limited resolution. Additionally, we were able to use this 
technique in order characterize the in situ chemical functionalization of the end of the 
CNT on the AFM probe.
13
 Once the normal Raman characteristics of these probes have 
been discussed, we include some data regarding the scanning of plasmonic structures 
with CNT-AFM probes. 
6.2 Fabrication of CNT-AFM probes and experimental setup 
CNT-AFM probes for all experiments were fabricated using a scanning electron 
microscope system (FEI Strata) equipped with a nanomanipulation system (Zyvex), and a 
gas injection system (Omniprobe)
14
. First, a tungsten wire is dipped into a dry multi-
walled CNT sample (8-15 nm OD), and then is attached to the manipulator, while a gold 
coated AFM probe (Budget Sensors Tap300GB) is mounted to a stub in the SEM. After 
locating an appropriate single CNT on the end of the wire, the CNT is brought into 
contact with the end of the AFM probe using the manipulator. To attach the CNT to the 
probe, a small amount of platinum is deposited onto the CNT-probe junction using 
electron beam deposition of an organo-platinum complex from the gas injection system. 
A SEM image of a fabricated probe is shown in Figure 6.2A. 
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Figure 6.2. (A) AFM tip functionalized with a single carbon nanotube. (B) General 
schematic of the experiment. An AFM is coupled with an optical 
microscope based on through-the-objective TIR for Raman excitation. The 
AFM tip is functionalized with a single carbon nanotube, which is excited 
by the TIR evanescent field, and its Raman scattering is detected. The 
penetration depth of the evanescent field is tuned by adjusting the angle of 
incidence (θi) of the excitation beam. Adapted with permission from 
Kaplan-Ashiri, I.; Titus, E. J.; Willets, K. A. Subdiffraction-Limited Far-
Field Raman Spectroscopy of Single Carbon Nanotubes: An Unenhanced 
Approach. ACS Nano. 2011, 5, 1033-1041. Copyright 2011 American 
Chemical Society. 
Once a CNT-AFM probe has been fabricated, it is then used in the combined 
optical/atomic force microscope, a basic schematic of which is shown in Figure 6.2B, 
with a more detailed description shown in Figure 2.2.
15
 In this setup, the CNT-AFM 
probe is imaged using the evanescent field from the TIR microscope. Excitation at the 
surface of the microscope slide is due to the evanescent field produced by excitation light 
that is incident on the coverslip/air interface above the critical angle. This creates an 
evanescent field that decays exponentially, as shown by Equation 6.1.
15–17
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dzeIzI  0)(        (6.1) 
In this equation, I(z) represents the intensity of the evanescent field at a distance z from 
the coverslip/air interface, I0 represents the intensity at the interface, and d represents the 
penetration depth, or decay factor, of the intensity profile. The penetration depth of the 
evanescent field can be controlled by adjusting the angle of incidence of the beam, which 
is dictated by Equation 6.2. 
 
  21222210 (sin
4

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

      (6.2) 
Again, d is the penetration depth of the field, while λ0 is the excitation wavelength, θi is 
the incident angle of the beam on the interface, and n1 and n2 are the refractive indices at 
the interface. Because TIR occurs at the coverslip/air interface, n1=1.515 (glass) and n2=1 
(air); the minimum and maximum angles of incidence in this setup are dictated by the 
critical angle of the interface and the NA of the objective (1.45), respectively. In this 
experiment, the TIR angle is controlled via a micrometer driven lens at the back of the 
microscope, allowing θi, and therefore d, to be reproducibly set, after calibration of the 
lens position vs. θi.
18
 Based on this experimental setup, the range of penetration depths 
used for experiments were between roughly 300-50 nm. While smaller penetration depths 
are achievable, low signal-to-noise becomes an issue. Based on this knowledge, CNTs for 
AFM probes are selected to have lengths of over 500 nm in order to ensure that the 
evanescent field interacts with the CNT only, and not the metallic part of the AFM probe. 
Additionally, because this microscope system is being used to measure Raman signals 
from the CNT, inorganic immersion oil (Cargille) is used to couple the microscope 
objective to the coverslip in place of the typically organic immersion oil, which has a 
Raman spectrum that overlaps with the CNT. 
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6.3 Position dependent Raman spectra along length of CNT-AFM probe 
In order to utilize the CNT-AFM tips as Raman probes to investigate SERS, the 
unenhanced Raman of the CNT-AFM probes needs to be characterized. Due to the highly 
localized fields around plasmonic nanoparticles, we wanted to have an understanding of 
how the relative strength of the CNT Raman bands change along the length of the CNT. 
We accomplished this by collecting CNT-AFM probe Raman spectra at a range of 
different penetration depths. Because the penetration depth of the field can be adjusted in 
small steps (down to 2-10 nm), this technique actually allows for sub-diffraction limited 
optical characterization of the probes.
16,17
 The Raman bands that we use to characterize 
the CNT-AFM probe are known as the G band and D band, which show up at ~1580-
1590 cm
-1
 and ~1350 cm
-1
, respectively. The G band is associated with graphitic in-plane 
vibrations, associated with the sp
2
 hybridization of the CNT. The D (disorder) band is 
associated with sp
3
 hybridization, which is expected at the end of the CNT, or at defect 
sites along the CNT.
19–24
 These two Raman bands can be seen in the spectra shown in 
Figure 6.3A. This figure shows the Raman D and G bands (excited with p-polarization) 
for the CNT-AFM probe shown in Figure 6.2A, collected at several different penetration 
depths.  
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Figure 6.3. (A) Spectral series showing decrease in AFM-CNT Raman signal as 
penetration depth of evanescent field is lowered (p-polarized excitation). (B) 
Plot showing combined G and D band Raman intensity of probe and 
theoretical integrated intensity of the evanescent field vs. penetration depth. 
(C) Plot of D/G Raman intensity ratios decreasing as penetration depth 
increases. Adapted with permission from Kaplan-Ashiri, I.; Titus, E. J.; 
Willets, K. A. Subdiffraction-Limited Far-Field Raman Spectroscopy of 
Single Carbon Nanotubes: An Unenhanced Approach. ACS Nano. 2011, 5, 
1033-1041. Copyright 2011 American Chemical Society. 
In order to more quantitatively investigate the changes in the Raman scattering of 
the CNT-AFM probe with respect to changing penetration depth, we started by fitting 
collected Raman spectrum containing G and D bands to the sum of two Lorentzians with 
a linear background using Equation 6.3. 
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In this equation, 
~
~,0, BGBG II   is the linear, frequency dependent background, 0I  is the 
peak intensity, iw  is the width of each peak, and i,0
~  is the center frequency of the peak. 
By fitting the Raman spectrum of the CNT, we can extract integrated intensities for both 
the G and D bands. We start this analysis first by looking at the sum of the G and D peaks 
vs. the integrated intensity of the TIR evanescent field, which can be calculated based on 
the angle of incidence of the beam. The intensity of the evanescent field decreases with 
increasing θi (decreasing d) due to a decrease in I0, which itself is dependent on θi.
16
 
Figure 6.3B shows that the sum of the integrated G and D peaks tracks closely with the 
calculated intensity of the evanescent field. Next, in Figure 6.3C, we compare how the 
D/G Raman integrated intensity ratio is affected by changing penetration depth. Here we 
can see that the relative contribution of the D band to the overall Raman scattering 
increases as penetration depth decreases. 
In order to understand why the D/G Raman scattering ratio changes with 
penetration depth, we start by considering the relative Raman scattering contributions 
from different parts of the CNT, and how this will change with penetration depth. First, 
previous studies have shown that the majority of the D band Raman signal originates 
from the end of the CNT, due to the sp
3
 hybridization present at the CNT terminus.
19
 
Next, we consider that this terminus will be very close to the interface generating the 
TIR, and that by changing the penetration depth, we adjust the overall fraction of the field 
intensity that is in the region close to the interface.
16,17
 This means that at lower 
penetration depths, the end of the CNT gets a larger fraction of the overall illumination 
than it does at higher penetration depths. 
6.4 Polarization sensitivity of CNT-AFM probes 
The CNT-AFM polarization response is also an important characteristic of the 
probe, due to the highly polarized nature of the plasmon modes that give rise to 
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spectroscopic enhancement; if this system is to be used to map plasmonic enhancements, 
the CNT needs to be able to be excited by the plasmon enhanced fields.
25,26
 In order to 
study this, we use linearly polarized excitation, with the polarization direction controlled 
via a doubled Fresnel rhomb. In TIR/evanescent field excitation, we define our 
polarization directions as s- and p-polarized, where s-polarized light is polarized parallel 
to the TIR interface, and p-polarized light is polarized perpendicular to this.
16
 Because 
the incident angle of the excitation beam is not normal to the coverslip air interface, p-
polarized light will have both in-plane and out-of-plane components, while s-polarized 
light will be exclusively in plane with respect to the coverslip surface; This means that p-
polarized light will have a polarization component aligned with the long axis of the CNT, 
which should be more polarizable.
16,22,27
 This is reflected in the p- and s-polarized Raman 
spectra shown in Figure 6.4, which correspond to the CNT-AFM probe shown in Figure 
6.2A. At both penetration depths shown in this figure, we observe no observable Raman 
scattering from the CNT when exciting with s-polarization. 
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Figure 6.4. Excitation polarization dependence of the Raman spectra of a single carbon 
nanotube. The nanotube was excited separately with p-polarized (red line) 
and s-polarized (blue line) light. Spectra at two different penetration depths 
are presented, (A) d = 160 nm and (B) d = 98.7 nm. Adapted with 
permission from Kaplan-Ashiri, I.; Titus, E. J.; Willets, K. A. 
Subdiffraction-Limited Far-Field Raman Spectroscopy of Single Carbon 
Nanotubes: An Unenhanced Approach. ACS Nano. 2011, 5, 1033-1041. 
Copyright 2011 American Chemical Society. 
Based on the polarization sensitivity of the Raman signal shown in Figure 6.4, we 
should also be able to utilize the polarization dependence of the CNT-AFM probe Raman 
in order to characterize its orientation. In this case, we would expect linear, vertically 
aligned CNT-AFM probes to have a polarization response similar to Figure 6.4, while a 
bent CNT should have more intense s-polarized scattering. Figure 6.5 shows p- and s-
polarized Raman spectra at 2 penetration depths for two different probes. The CNT probe 
shown in Figure 6.5A appears bent in the SEM, and consequently shows much stronger s-
polarized signal. Additionally, there appear to be extra spectral features in the Raman 
spectra of this CNT, possibly due to what appears to be amorphous carbon on the CNT as 
shown in the SEM image. In the case of the CNT-AFM probe shown in Figure 6.5B, we 
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again see spectral features indicating non-vertical CNT-AFM probe, but this cannot be 
confirmed via SEM. Because this CNT-AFM probe was fabricated from CNTs from a 
different manufacturer then those shown in Figures 6.5A and 6.2B, it may have Raman 
characteristics that do not match what has been observed for the other two probes, 
highlighting the need for Raman characterization of these probes. 
 
 
 
Figure 6.5. Excitation polarization dependence on nanotube orientation and structure. 
Sets of spectra for two different carbon nanotubes, each having different 
orientation and structure, were acquired using both p-polarized (red line) 
and s-polarized (blue) excitation. For each nanotube, spectra at two different 
penetration depths are presented. Adapted with permission from Kaplan-
Ashiri, I.; Titus, E. J.; Willets, K. A. Subdiffraction-Limited Far-Field 
Raman Spectroscopy of Single Carbon Nanotubes: An Unenhanced 
Approach. ACS Nano. 2011, 5, 1033-1041. Copyright 2011 American 
Chemical Society. 
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6.5 In situ functionalization of CNT-AFM probes. 
For any nanostructured, plasmonic substrate where we might consider using these 
CNT-AFM probes to map field enhancements, the fields generated by the plasmonic 
substrates are expected to have polarizations in the plane of the sample.
25,26
 This could be 
problematic, because one of the major lessons of the CNT-AFM probe polarization study 
is that well aligned probes show significantly less Raman scattering when excited with 
in-plane (s) polarization compared to vertically (p) polarized light. Additionally, the type 
of topography that is accessible to the CNT probe is more likely to support in-plane 
plasmon modes rather than modes perpendicular to the substrate. This presents one of the 
most significant challenges to the goal of mapping plasmonic enhancement with these 
probes. One method of possibly addressing this problem could be to chemically 
functionalize the end of the CNT probe such that additional probe molecules with a 
different polarization response could be attached to the end of the CNT. In working 
towards this goal, we started by tracking the in situ chemical oxidation of the CNT using 
Raman spectroscopy. This oxidation is carried out by landing a CNT-AFM probe in a 
dried drop of 5% nitric acid on a coverslip, while simultaneously observing it on the TIR-
AFM microscope. Because this experiment happens in ambient conditions, there is 
enough moisture on the slide due to ambient humidity to facilitate the oxidation 
reaction.
28
 This process oxidizes the CNT, generating more sp
3
 hybridization, which can 
be tracked through the growth of the Raman D band scattering.
19,20
 Before and after 
spectra of a CNT-AFM probe undergoing this process can be seen in Figure 6.6 below. In 
this figure, the increase in the Raman D band intensity can be clearly seen in the 
spectrum of the functionalized CNT. Despite the success of this experiment, further 
functionalization of the CNT proved to be too difficult to undertake, due to the fragility 
of the CNT probe. 
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Figure 6.6.  Raman spectra of a single carbon nanotube before and after 1 minute 
dipping in HNO3. Adapted with permission from Kaplan-Ashiri, I.; Titus, E. 
J.; Willets, K. A. In Situ Chemical Functionalization of a Single Carbon 
Nanotube Functionalized AFM Tip using a Correlated Optical and Atomic 
Force Microscope. Proc. Mat. Res. Soc. 2011, 1318, 1-6. Copyright 2011 
Materials Research Society.  
6.6 Scanning plasmonically active silver nanoparticle aggregates 
Samples and experimental setup 
Although the data presented in the previous sections indicates that the Raman 
polarizibility of the CNT-AFM probes is not likely to be efficiently excited by the 
polarization of the enhanced fields around nanostructures, we still attempted to scan 
several silver nanoparticle aggregates using the CNT-AFM probes. Because the goal is to 
observe SERS from the CNT as it interacts with a plasmonic substrate during a scan, 
strong plasmonic enhancement is needed from the sample in order to obtain a measurable 
Raman signal on the timescale of an AFM scan.
7
 For this reason, silver nanoparticle 
(AgNP) aggregates were chosen for this study due to the strength of their plasmonic 
enhancement, which can support single molecule SERS (SM-SERS) when coupled with 
specific Raman reporters.
7,29
 AgNP aggregate samples for the CNT-AFM scanning 
experiment were prepared as specified in Chapter 2, but dye molecules were omitted 
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from the solutions. Dye was omitted in order to ensure that any optical signals collected 
during a scan originate from the CNT. We considered using rhodamine 6G (R6G) labeled 
samples, which would allow for a quick optical identification of strongly enhancing 
aggregates, but the possibility of spurious signals from the R6G makes assignment of the 
origin of the Raman signal (due to R6G or CNT) difficult. Unlabeled aggregates avoid 
this problem, but don't allow for identification of "hot" (strongly enhancing) aggregates 
before the start of a scan, and previous work has shown that "hot" aggregates are present 
at a very low percentage in these samples.
30
  
In order to carry out a CNT-AFM scanning experiment, silver nanoparticle 
aggregates are prepared and deposited onto a plasma cleaned coverslip as described in 
Chapter 2. In addition to standard borosilicate coverslips, we also used #1 thickness 
quartz coverslips, which have a less intense fluorescence background. These samples 
were then mounted on the combined TIR/AFM setup shown in Figure 2.2 for scanning. 
During these experiments, we are using inorganic immersion oil in order to minimize 
background carbonaceous Raman signals. The optical detection setup used here was a 
single photon avalanche diode (SPAD), which was aligned to collect signal from a large 
area of the sample. A counting card (National Instruments) was used to measure photon 
counts from the SPAD and was also used to collect signals from the AFM controller that 
indicate the end of each AFM scan line. This allowed for correlation of optical signals 
from the SPAD and the position of the AFM probe. Laser intensities on the order of 0.5-6 
kW/cm
2
 were used to excite the nanostructures used in this experiment. 
 Scanning unlabeled AgNP aggregates 
Examples of CNT-AFM scanning experiments using a relatively low laser power 
(500 W/cm
2
) are shown below in Figure 6.7. Figure 6.7A shows the topography of the 
AgNP aggregate under investigation as determined using the CNT-AFM probe. Figure 
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6.7B shows the simultaneously-collected photon counts from the system, mapped in 2-
dimensions in order to correlate the location of the CNT-AFM probe with the emitted 
photons from the system. In the optical data shown in Figure 6.7B, the minimum level on 
the colorbar axis is set to 3 standard deviations above the mean photon count rate, in 
order to show only statistically significant counts. Tip positions showing significant 
photon counts are boxed in Figure 6.7A-B. In order to increase the resolution, a small 
subsection of the scan region from Figure 6.7A-B was rescanned, with the results shown 
in Figure 6.7C-D, again with the tip positions where significant optical intensity was 
recorded highlighted on both plots. These highlighted regions agree with the correlated 
optical and topographical data of the larger scan, indicating the possibility that we are 
collecting enhanced Raman signals from the CNT, albeit with a low signal-to-noise ratio. 
Additionally, it is difficult to assign optical signals to a single CNT-AFM probe position 
due to the poor resolution in the X axis. In the scan data shown in Figure 6.7C-D, the 
AFM probe moved in 0.6 nm steps with a 3 ms dwell time at each point along the X-axis 
(fast scan direction) in a line-by-line scan, which when coupled with the 500 ms 
integration time, makes the photon count mapping resolution 99.4 nm in the x-direction. 
This is an important limitation, as this resolution is dependent on some fundamental 
limitations of both the optical detection and AFM sides of the experiment; better signal-
to-noise is obtained with long integration times, but this sacrifices spatial resolution due 
to limits on how slow the AFM probe can be scanned to accurately determine 
topography. In this case, the y-direction (slow scan direction) is unaffected because each 
row of the AFM image is built up one line at a time.  
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Figure 6.7. (A) Topography of AuNP aggregate from AFM scan, with correlated optical 
counts from SPAD (B) for low laser intensity CNT-AFM scan of aggregate 
(500 W/cm
2
). Zoomed in AFM measured topography (C) and correlated 
optical counts (D) of same particle at same power. The gray box in (A) 
shows the region mapped in (C) and (D). Colorbars in (A) and (C) represent 
height in nm, while the colorbars in (B) and (D) represent SPAD counts/500 
ms   
Because the scans in shown in Figure 6.7 showed optical signals in the same 
topographical regions around the aggregate, but had low signal-to-noise, we rescanned 
the particle under higher intensity laser illumination in order to increase the signal from 
any potential CNT-AFM SERS. The results of this scan are shown in Figure 6.8A-B. In 
this case, we still see photon counts that correlate to nanoparticle topography, but we also 
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see additional regions that show strong optical signals where there is no nanoparticle (as 
indicated by the green boxes in Figure 6.8B). One hypothesis that we posited for this 
effect is that the enhanced fields from the aggregate could have damaged the CNT, which 
has been observed in the case of other Raman probes.
31
 Additionally, when we scanned 
the topography of the AgNP aggregate after the high power illumination, we saw that the 
aggregate topography had changed, shown in the before and after AFM scans in Figure 
6.8C-D, likely due to melting of the nanoparticle.
32
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Figure 6.8. (A) Topography of AuNP aggregate from AFM scan, with correlated optical 
counts from SPAD (B) for high laser intensity CNT-AFM scan of aggregate 
(3 kW/cm
2
). Yellow boxes in (B) indicate aggregate-correlated photon 
counts, while green boxed areas have no correlation.  Panel (C)-(D) show 
the changing topography of the AgNP aggregate before (C) and after (D) the 
high intensity laser illumination. Gray box in (D) shows region mapped in 
(A) and (B). Colorbars in (A), (B), and(C) represent height in nm, while the 
colorbar in (B) represents SPAD counts/500 ms, where the colorbar 
minimum is set to 3 standard deviations above the mean.  
6.7 Conclusions 
In the pursuit of developing a scanning-analyte method of mapping SERS 
enhancements using our TIR-AFM instrument, we were unable to collect meaningful 
optical signals from around AgNP aggregates using a CNT-AFM probe. Uncorrelated 
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signals, poor signal to noise, and lack of intensity bursts were all problems in most scans 
using this technique. These issues could have been due to the incompatible Raman 
polarizability of the CNT, which results in a low Raman cross-section for the CNT when 
illuminated with light polarized in the plane of the sample, or the low probability of 
finding a nanoparticle aggregate with strong enhancement when searching unlabeled 
AgNP aggregates.
22,27,30
 Additionally, the experiment time (approx 50 minutes for a 
single scan) makes it very time consuming to scan many aggregates when looking for a 
"hot" AgNP aggregate on a slide. While we were unable to map SERS enhancements, we 
were able to develop methods to use TIR microscopy to spectrally characterize the CNT-
AFM probe along its length with sub-diffraction-limited resolution using TIR, and to 
track the oxidation of the CNT-AFM probe in situ using Raman spectroscopy. 
Throughout this document, the overarching goal of this work has been to gain a 
deeper understanding of how molecule/nanoparticle interactions affect the emission of 
SERS. In this work, we have seen that molecule position can affect the far-field emission 
centroid in SM-SERS, and seen evidence that this is due to the ability of the molecule to 
couple into different plasmon modes based on its location. We have also applied dipole 
PSF super-resolution fitting to plasmonic emitters, and shown it to be a useful tool to 
understand which plasmon modes are emitting, and to get the orientation of certain 
nanostructures. We also attempted to control the position of the SERS active molecule in 
these studies by using a CNT-AFM tip to probe SERS enhancements around AgNP 
aggregates. Hopefully this work has illuminated the impact of the molecule on the 
emission characteristics of SERS active nanostructures, and helps provide some tools for 
future studies in this field. 
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Appendix 1: Details of Super-Resolution Fitting using a Dipole Emission 
Model 
A1.1 Dipole Emission theory 
The super-resolution dipole-emission model fit algorithm is designed to fit the 
emission from one or more single, isolated dipolar emitters imaged with a high NA 
objective. This technique is used in place of/in addition to fitting with another point-
spread function (PSF) model, such as a 2-dimensional (2-D) Gaussian, in order to 
localize the emission centroid produced by the dipolar emitters. When imaging a dipole 
emission pattern, it is known that the orientation of the emitting dipole is captured in the 
experimental image.
1–4
 By fitting this pattern with the appropriate dipole emission model, 
the dipole orientation, location, emission wavelength, and other parameters can be 
extracted. In addition to this, the dipole emission model accurately fits the dipole-
orientation-linked asymmetry of the emission pattern, which yields improved centroid 
localization accuracy when compared to a 2-D Gaussian function.
5
 While there are many 
benefits to using a dipole emission model, it is important to note that it is much more 
complex than a 2-D Gaussian PSF making it more computationally expensive as well as 
very sensitive to distortions of the dipole emission pattern. 
The dipole emission model that is discussed here is derived from the 
QDControl.m code provided online by Jörg Enderlein, which calculates a theoretical 
dipole emission pattern based on user-provided dipole orientation and imaging 
conditions.
6,7
 In our work, the program has been modified to fit experimental optical data 
using user-provided initial guesses and non-linear least-squares minimization, and dipole 
emission parameters of interest are then extracted from this fit. Anywhere from 8-10 
variables are fit during a dipole model fit, depending on the type of model used. Several 
additional known values need to be verified and input into the model before fitting, such 
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as the numerical aperture (NA) of the microscope objective, the microscope 
magnification (as determined via a USAF 1951 test target and AFM, see Chapter 2.3), the 
pixel size of the detector, and the refractive indices of the glass coverslip, microscope 
immersion oil, and imaging medium. The fit variables are the microscope focus, λ 
(emission wavelength), ϕ and θ (dipole orientation parameters, see Figure A1.1), κ and R 
(controls contributions from mutually orthogonal dipole components, see Equation A1.1), 
x0 and y0 (centroid position), I0 (peak intensity), z0 (background intensity), as well as the 
distance of the emission from the slide surface (in some experiments).  
In this fitting scheme, we use the angles ϕ and θ (ranging from 0°-360° and 0°-90° 
respectively) to determine the orientation of the longitudinal dipole mode of the structure; 
a diagram showing how ϕ and θ are defined is included below in Figure A1.1A. In 
addition to fitting data to a single dipole (1-dipole model), we can also allow the dipole 
fit to include two additional orthogonal dipole modes resulting in a 3-dimensional dipole 
model (3-dipole model). The presence of these orthogonal modes is controlled through 
the variables R and κ, which are defined below in Equation A1.1.7 
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In this equation, Itotal represents the overall dipole emission vector, where ILM, ITM, and 
IOOP represent unit vectors along the subscripted axes, which are defined in Figure A1.1B. 
R is fixed at 1 when fitting data to a 1-dipole model, while R and κ are included as 
variables in the 3-dipole model. 
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Figure A1.1. Diagram of coordinate axes relative to the sample plane (x-y) and optical 
axis of the microscope (z). (A) The dipole orientation angles ϕ and θ 
correspond to the orientation of the LM dipole mode shown in red (B). (B) 
Definitions of the LM, TM, and OOP dipole modes relative to the 
coordinate axes with ϕ = 90º/270º and θ = 90º (the in-plane nature of the 
dipole makes the ϕ value symmetric along the y-axis). Adapted with 
permission from Titus, E. J.; Willets, K. A. Accuracy of Superlocalization 
Imaging Using Gaussian and Dipole Emission Point-Spread Functions for 
Modeling Gold Nanorod Luminescence. ACS Nano. 2013, 7, 6258-6267. 
Copyright 2013 American Chemical Society. 
A1.2 Data Collection and preprocessing  
In most experiments, the dipole model fitting is carried out on several successive 
frames of the same data acquisition, which requires us to apply a stage drift correction to 
obtain accurate centroid locations. Typically, fluorescent polystyrene beads are deposited 
on the substrate near the sample, and data is only collected from dipole emitters in 
regions where there are two or more beads in the field of view that are capable of being 
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used to correct the stage drift. To calculate the stage drift correction, the bead centroids 
are first localized using a 2-D Gaussian function, as shown in Equation A1.2.
8
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 In this equation, z0, I0, x0, and y0 all represent the same parameters as in the dipole 
model, while sx and sy represent the width of the Gaussian in each dimension. After 
extracting the centroid position for each bead from each frame of the fit, the centroid shift 
of the beads is used to generate an average shift for each frame. This process is carried 
out before any dipole emission fitting takes place, and is carried out with the program 
Create_Correction.m, which is another in-house MATLAB script. This shift data is 
applied to the dipole emitter centroids (as determined by the dipole model fit) to correct 
for the effects of the stage drift on centroid localization. It is also important to note that 
this method can only counteract slow (~1nm/frame) stage drift; if the stage drift is too 
fast, it can move the emitter enough during the acquisition of one frame to distort the 
dipole emission pattern. 
A second aspect of the fitting to consider is background subtraction during data 
pre-processing. Depending on the imaging conditions, background subtraction is often 
needed due to the intrinsic fluorescence of microscope coverslips, which are commonly 
used as imaging substrates. Because the experiments discussed here are collected using a 
widefield excitation geometry, the background appears as a large Gaussian with the 
dimensions of the laser spot. This is compensated for by taking images from a region of 
the slide that shows this glass background only (empty of dipole emitters and drift 
markers), then fitting this background image with Equation A1.2. This fit is then 
subtracted from the images that were collected of the dipole emitters. This background-
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subtraction is typically carried out when the background-to-signal ratio is high enough 
that it negatively impacts the dipole model fit. If the data necessitates the use of this 
background subtraction, it is carried out before the drift correction or dipole emission 
code is run on the data using a separate algorithm. 
A1.3 Dipole Emission Fitting 
The code used to run the dipole model fitting is named FitLauncherGUI.m, and is 
written in MATLAB. The main control panel for this script is shown in Figure A1.2. The 
first step of this code is to read-in the image data (formatted as a TIFF stack) by clicking 
"Load Image". Next, a region-of-interest (ROI) is selected using the "View Data" button, 
such that it only encompasses the dipole emission pattern of a single emitter, usually a 
region of less than 2 microns in image-space. After accepting the ROI, the initial guesses 
of the fit need to be set, so that the starting point of the model is a close approximation of 
the experimental data. This step is important because due to its complexity, the model can 
converge to a false minimum or take too long to iterate to the global minimum of the fit. 
In order to quickly generate accurate initial guesses, the first frame of the data is initially 
fit to a rotated asymmetric 2-D Gaussian function, shown below in Equation A1.3. 
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          (A1.3) 
The parameters in this equation are the same that are in the 2-D Gaussian equation 
(Equation A1.2), with the addition of the parameter ϕ, which determines the rotation of 
the asymmetric Gaussian. This fit is applied using the "Gaussian pre-fit" control, and can 
be run on a single frame in approximately 1 second, giving good initial estimates of x0, 
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y0, I0, z0 and ϕ. Following this fit, ϕ is also checked by eye, as the in-plane and out-of-
plane orientation of the dipole can be visually estimated, as shown in Figure A1.3A-B. 
This is accomplished by visually comparing the model image (middle frame, Figure 
A1.2) to the experimental data (top frame, Figure A1.2). The rest of the guesses, lower 
boundaries and upper boundaries for each optimizable fit parameter are then set using the 
text entry boxes shown on the panel in Figure A1.2. The defocus guess is typically set to 
0 μm for these studies, as the microscope was focused before image collection. In the 
cases where a 1-dipole fit (LM mode) is desired, R is locked at 1, and κ is locked at an 
arbitrary value. This is done for any variable by simply setting the initial guess, upper 
boundary, and lower boundary to the same value. For 3-dipole fits (LM, TM, OOP 
modes), the initial guesses for R and κ need to be set according to the predicted mode 
contributions of the nanostructure. It should be noted that even in the case of highly 
anisotropic particles such as gold nanorods, the 3-dipole model provides better fits to the 
data than the 1-dipole mode. In the studies presented in this document, the particles under 
investigation have very strong contributions from the LM mode, therefore initial guesses 
for R are typically set between 0.9-1 (depending on the R
2
 of the starting model), with the 
κ guess starting at 0. The λ guess is set based on an estimate of the emission peak (e.g. 
from ensemble measurements). Finally, the θ guess is typically set to 90° when fitting 
most emission patterns, unless they show a strong out-of-plane tilt, as shown in Figure 
A1.3C-D. In the course of our research, we have not seen that setting the θ initial guess to 
90° impacts the optimized fit model. For all fit frames after the initial frame, the initial 
guesses are taken from the fit estimates of the previous frame. After these parameters are 
set, the ROI should be assigned a name ("Mol. Name" control), and additional ROIs can 
be defined from the same image stack by selecting "View Data". 
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Figure A1.2. FitLauncherGUI.m control panel. 
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Figure A1.3. Calculated images showing emission from dipoles at different orientations. 
All images show 1-dipole models (R= 1). 
Because most of the plasmonic nanostructures imaged in the dipole emission 
studies discussed in this document are all nearly planar, i.e. θ≈90°, it can often be difficult 
to assign a correct ϕ guess (ϕguess), due to the apparent symmetry of the emission pattern. 
As shown in Figure A1.4, the emission patterns of dipoles with θ values of 85° results in 
a slightly asymmetric image without a clear indication of whether ϕguess should be set 
below or above 180°. This causes problems in the fits because the patterns are not 
identical, and if the wrong ϕguess value is used, the fit will converge to a local minimum 
near the ϕguess, instead of rotating 180° to converge at ϕguess+180°. Typically when this 
happens, the fit estimate for θ will be at 90° for all fit frames, as this gives the best R2 
value when ϕ is off by 180°. In order to address this problem, each ROI needs to be fit 
using a ϕguess between 0° and 180° that appears to match the data, as well as ϕguess +180°.  
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This is carried out by the user by setting ϕguess for the ROI, then selecting "make duplicate 
region" from the "Options" menu. This creates a copy of the current ROI, including initial 
guesses and boundaries. In the copied ROI (be sure to assign it a unique name using 
"Mol. Name"), simply set the new ϕguess to ± 180° of the original guess. Once the fit has 
been carried out, the θ values from the two fits are compared, and the fit with θ values 
below 90° are chosen. 
 
 
Figure A1.4. Theoretical images showing emission from nearly planar dipoles with ϕ 
values of 90° and 270°. Patterns are difficult to distinguish by eye. Both 
images are 1-dipole models (R=1) 
In addition to the fit steps described previously, there are additional procedures 
that can reduce the amount of time that it takes to fit the data (the median fit time for a 1-
dipole fit is between 5-10 minutes a frame, while a 3-dipole fit typically takes 10-20 
minutes per frame). Because of this, only 10-20 data frames are fit at one time. This is 
accomplished through short data acquisitions, or selecting a subset of a larger acquisition, 
either sequentially or randomly, depending on the experiment. If a subset of frames needs 
to be fit, a contiguous series of frames can be fit by setting appropriate "Start Frame" and 
"Stop Frame" values. Next, it is important to make sure that the starting guesses for each 
optimization are as close as possible to their minimized values. For the first frame, this is 
accomplished by having the user adjust the initial guesses until the error between the fit 
  
141 
and the data is minimized (R
2
 greater than 0.95 in many cases). For subsequent frames, 
initial guesses for frames in a stack are set as the optimized values of the previously fit 
frame, and the initial guesses for x0 and y0 are based on both the previous frame estimates 
and the stage drift correction data (check the "use correction file for guesses?" control). 
Once all initial guesses and boundaries are set, the fit can be run by clicking "Fit Data". 
Output data will go to the directory selected with "choose output dir" button. 
Once the fitting of the data is complete, the data is checked first by examining the 
fit residuals (the difference between the experimental image and the fitted model). The 
residual image is visually inspected to check for signs of non-random patterns, which 
indicate that the fit model does not match the experimental data. In our experiments, we 
also checked that the optimized dipole orientation and λ values matched the 
experimentally determined structure and emission wavelength of our nanoparticle 
samples. Additionally, we also compare the centroid localization between the dipole and 
2-D Gaussian models. 
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Appendix 2: Atomic Force Microscope Mapping of Optically-Induced 
Forces around Plasmonic Nanoparticles 
A2.1 Introduction 
In optical trapping, optical forces are typically broken down into two types. The 
first type of optical force is known as radiation pressure, which is the force due to the 
momentum transfer of the photons to an object that is scattering or absorbing light. The 
other type of force is known as the gradient force, which is the main optical force 
responsible for trapping. This force is proportional to the electric field gradient of the 
trapping beam, such that stronger field gradients yield stronger optical trapping (more 
force).
1,2
 Because of this field gradient dependence, optical trapping experiments are a 
natural match for plasmonic nanostructures.
3
  
Plasmonically-assisted optical trapping has recently been investigated for use in 
techniques such as chemical sensing,
4
 nano-manipulation,
5–7
 and biological imaging
8,9
 
due to its many advantages over traditional lens-based methods.
3
 The advantages are due 
to the strongly enhanced electric fields and field-gradients that can be generated at the 
surface of a plasmonic structure upon illumination. These fields can trap particles and 
molecules with just a fraction of the laser power needed in traditional optical traps.
7
 
Because this technique does not rely on far-field optics to focus the trap, it also is well 
suited for applications in "lab-on-a-chip" detection schemes, where analytes can be 
immobilized on plasmonic optical traps and then detected via plasmon enhanced 
spectroscopies.
9
 
 Another area of recent interest in this field is to determine how these strong 
optical forces may affect the molecule-nanoparticle interactions in surface-enhanced 
spectroscopy substrates such as those used for single-molecule surface-enhanced Raman 
scattering (SM-SERS). Due to the confined nature of the electric fields, particles that 
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support strong SERS enhancement should also yield strong optical trapping of 
molecules.
10,11
 This is an interesting concept, as it could provide an explanation of how 
analyte molecules find their way to the "hot spots" that provide the enhancement 
necessary to observe SM-SERS.
12
  
In order to understand and best take advantage of the strong trapping at plasmonic 
nanostructures, it is important to be able to map the optical forces around these structures 
with high spatial resolution. Due to the nanometric size scale of the plasmonic structures 
used in optical trapping and their even-smaller regions of field enhancement, traditional 
methods of mapping optical forces, such as those using microbead probes, may not 
provide adequate spatial resolution to give insight into the spatial distribution of the 
optical force.
13,14
 To measure these forces with relevant spatial resolution, we have 
adapted techniques used by Kohoutek et. al. in order to map optical forces around 
nanoparticle structures.
15
 In this technique, an atomic force microscope (AFM) is used to 
measure the optical forces around a nanostructure as it is exited by a coupled optical 
microscope system. We have modified this experiment such that it can be carried out on 
our combination total-internal reflection/atomic force microscope setup (TIR/AFM), 
which was described in Chapter 2. In this Appendix, we first show our attempts at 
mapping the evanescent field gradient generated by the TIR excitation of the microscope, 
which was performed as a test of the optical force mapping method. Next, we show 
experiments where we attempted to map optical forces around both a single gold 
nanoparticle and a gold nanoprism. 
A2.2 Evanescent wave mapping 
Prior to using the AFM optical force mapping technique on plasmonic 
nanoparticles, the optical force generated by the evanescent field of the TIR microscope 
was measured to determine the sensitivity of the AFM to optical forces, as well as  
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measure the optical force background due to the excitation from the microscope. The 
optical forces in this study originate from the evanescent field gradient of the TIR 
excitation, as given by Equation A2.1.
16,17
 
 
dzeIzI /0)(
        (A2.1) 
In this equation, the distance dependent intensity of the evanescent field is given as I, the 
intensity at the interface as I0, the distance from the surface as z, and the characteristic 
decay length (or penetration depth) of the evanescent field as d. The penetration depth of 
the field is given below in Equation A2.2. 
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      (A2.2) 
As shown above, d is a function of the wavelength of the totally-internally reflected light, 
the refractive indices at the TIR interface (n1 and n2, representing the refractive indicies 
of glass and air, respectively), and the angle of incidence of the light. This means that in a 
TIR microscope, the penetration depth of the field can be easily tuned by adjusting the 
incidence angle of the light. The expected optical trapping force associated with the 
evanescent field gradient can be estimated from the gradient force equation expressing 
the force on a point dipole, shown in Equation A2.3.
1
 
 
 2
2
1
EF           (A2.3) 
This equation gives the optical gradient force as a function of the polarizablitiy of the 
trapped particle (α), and the gradient of the square of the electric field (∇E2). In the case 
of an AFM probe, the end of the probe is sufficiently small compared to the wavelength 
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of light that we feel comfortable utilizing Equation A2.3 to model the gradient force on 
the probe. 
A brief schematic of the experimental setup for evanescent field force mapping is 
given below in Figure A2.1A, with a more detailed schematic of the system given in 
Chapter 2. In this setup, the AFM head is positioned over the laser focus of the TIR 
microscope, such that the AFM probe is in the center of the excitation field. The Si 
probes used for this study are made for contact mode imaging (NT-MDT CSG01), and 
have a small spring constant in order to be more sensitive to any optical forces present. 
An experiment is executed by first placing a clean glass slide in contact with the oil 
immersion objective to act as the TIR interface of the microscope and as a substrate to 
land the AFM probe on. Next, an isolation hood is placed on the AFM microscope setup 
and purged with dry N2 for several hours to dry out the sample and AFM probe; this 
prevents the typical adhesion seen between the probe and sample due to the water 
meniscus formed by ambient humidity levels.
18
 To map the evanescent field, we run a 
standard AFM force vs distance curve with the AFM probe centered in the excitation 
field. In this process, the AFM tip starts in contact with the slide, is raised to a certain 
height from the surface, and is finally brought to the surface while the probe deflection is 
monitored. The optical forces acting on the AFM probe are detected by measuring the 
deflection of the AFM probe as it approaches the surface. 
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Figure A2.1 . (A) Block diagram of TIR optical force mapping setup. QPD: four-
quadrant photodiode. (B) Plot of tip deflection versus AFM piezo Z-
extension (zero is arbitrary) for laser-on and laser-off cases. Larger values of 
Z indicate that the probe is farther from the surface. 
An example of a typical AFM contact mode approach curve collected with this 
experimental setup is shown in red (no laser illumination) in Figure A2.1B. In this type of 
approach curve, we can see that as the probe approaches the surface, it does not deflect 
until it reaches the attractive van der Waals force regime near the surface of the material 
and snaps into contact. When the experiment is repeated with the added illumination from 
the evanescent field, we see (Figure A2.1B) that the tip is negatively deflected indicating 
that it bends toward the surface as it approaches. If this effect is due to the optical 
gradient force, the force on the AFM probe (i.e. deflection) should track the derivative of 
the evanescent field decay (given in Equation A2.3). To test this relationship, we 
proceeded to fit the AFM approach curve data with Equation A2.4. This equation is based 
on Equation A2.3, where we have replaced ∇E2 with ∇I(z), where I(z) is taken from 
Equation A2.1. 
 
fitdzeDFLzDFL

 0)(       (A2.4) 
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Here, DFL(z) indicates the height dependent deflection of the AFM probe, with DFL0 
representing the base-level deflection reading of the probe in free space. The DFL value 
is used here as it is proportional to the force on the cantilever, which can be calculated 
through the contact-region of the approach curve. The value β represents the exponential 
scaling term, which encompasses the AFM probe polarizability as well as force 
conversion factors. The penetration depth dfit is the depth of the evanescent field as 
determined by the fit. If the data is well modeled by this curve, the force on the probe is 
likely due to the optical gradient force. When fitting approach curves with this function, 
we are careful to only include data outside the range of the van der Waals forces, so that 
surface interaction forces do not skew our results.  
One problem that arises when fitting the AFM approach data to Equation A2.4 is 
that the only fit parameter that is both easy to check experimentally and meaningful is dfit. 
While fitting the data to this model resulted in good R
2
 values, the value of dfit obtained 
from the model fit was too low. In order to understand why, we applied this fit to 
approach curves taken under different experimental conditions, as shown in Figure A2.2. 
The first relationship that we tested was the effect of laser power on the scaling factor (β) 
that is determined for the data from a fit to Equation A2.4. Here, we see a nearly linear 
relationship between β and the incident laser power used to excite the evanescent field, 
which matches our expectations. Next, we test the value of dfit vs both the incident laser 
power and the measured penetration depth, shown in Figure A2.2B-C. In Figure A2.2B, 
we see that the value of dfit changes significantly when the laser power is tuned over an 
order of magnitude for both p- and s-polarizations. Based on the force gradient of the 
evanescent field shown in Equation A2.4 and the fact that the penetration depth should 
not be affected by laser power (Equation A2.2), this result doesn't match the optical force 
gradient model that we have calculated for this system. We again see data that doesn't 
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match the expected trend in Figure A2.2C as we compare the dfit values with those 
calculated from Equation A2.2 shown in blue.  
 
Figure A2.2. (A) Plot showing how the scaling factor described in Equation A2.4 scales 
with incident laser power for both p- and s-polarized excitation. (B) Data 
showing the relationship between the calculated penetration depth of the 
field based on an approach curve fit vs incident laser power. The penetration 
depth based on the measured TIR angle is shown with a black line. (C) Plot 
comparing the changes in penetration depth as calculated from the approach 
curve fits to the TIR angle. The blue line shows the penetration depth as 
calculated from Equation A2.2. 
 As can be seen from the fit-derived error bars, the experimental data is well fit by 
the model with higher error due to low force signals at lower powers. Understanding that 
this discrepancy is not just due to a poor fit, there are several other possibilities that could 
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explain the discrepancies between the data shown in Figure A2.2 and the model used to 
fit the data (Equation A2.4). One assumption made in the model is that the AFM probe is 
small compared to the wavelength of light generating the evanescent field. While this is 
true for the end of the AFM probe, which should have a 10-30 nm radius, it is still 
conical, meaning that as the probe nears the surface, a significantly larger portion of the 
probe is interacting with the evanescent field; this will also affect the probe's 
polarizability, which is not accounted for in the model. Another possible source of error 
is that the measured height of the probe is based on the z-piezo motion only, not the 
actual position of the probe. When the probe is attracted to the surface by the evanescent 
field, it causes the probe to bend towards the surface (by up to 10 nm), and this difference 
in probe height is not reflected in the z-piezo measurement. Additionally, radiation 
pressure could be playing a role in disrupting the model, or we could be dealing with 
additional problems due to the laser-heating of the silicon AFM probe.  
A2.3 Mapping optically-induced forces around plasmonic nanoparticles 
After our attempts to measure the optical force gradient induced by the evanescent 
field of the microscope, we attempted to measure forces around single plasmonic 
nanoparticles. Due to the confined, strongly enhanced fields at the nanoparticle surface, 
any optical forces present around the nanoparticles should be much stronger than those 
measured in the evanescent field in the previous section. To do this, we use a different 
AFM technique than in the previous section, which is modeled on the technique 
discussed in reference 15.
15
 A block diagram of the AFM/microscope setup is shown 
below in Figure A2.3A. In this method, we switched to using the semi-contact mode of 
the AFM, where a stiffer, oscillating silicon tip (NT-MDT NSG30) is used to measure the 
topography of the sample. The laser excitation intensity of the sample is then modulated 
via an acousto-optic modulator (AOM), while we use a separate lock-in amplifier to 
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detect any deflection of the AFM cantilever at the laser modulation frequency. The 
frequency of the laser modulation is set to overlap with the second resonance frequency 
of the cantilever, as shown below in Figure A2.3B, which is done to enhance the force 
detection sensitivity.
19–21
 When using this method, it is very important to ensure that the 
beam used to excite the sample is completely in TIR, as any non-evanescent light-leakage 
from the excitation beam could easily hit the QPD, giving spurious signals from the lock-
in amplifier. Sample preparation for these experiments is similar to those described in 
Chapter 2. 
 
 
 
Figure A2.3. A) Block diagram of optical force mapping microscope. AOM: acousto-
optic modulator, QPD: four-quadrant photodiode. B) Typical frequency 
response of a 40 N/m tapping mode AFM cantilever. The first and second 
resonance frequencies are indicated by the red arrows, and correspond to the 
frequencies used in A. 
Figure A2.4 shows an example of the data collected from an experiment on a 70 
nm gold nanosphere (topography shown in A2.4A, and darkfield scattering shown in 
A2.4G). The data shown in Figure A2.4B is the correlated optical force data from the 
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lock-in amplifier, taken with the laser off to check that there are no cantilever oscillations 
at the second resonance frequency (fR2) as the probe is used to map the nanoparticle 
topography without laser excitation. Figures A2.4C-F show the cantilever phase at fR1 
and its amplitude at fR2 during scans under modulated laser illumination. The phase 
measurements (panels C and E) show the oscillation phase of the AFM probe, which 
should be at 90° when there is no force acting on the probe (black line on colorbars in 
Figures A2.4C and E). This phase measurement indicates how close the probe is to the 
surface. As the probe gets close to the surface, it experiences the repulsive regime of the 
surface interaction forces, which shifts the phase towards 0°. When the tip is farther away 
from the surface but still in the attractive regime of the surface interaction forces, the 
phase shift will be above 90°.22 These phase maps are collected at the same time as the 
optical force maps shown in Figure A2.4B, D and F are measured (shown in arbitrary 
units). 
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Figure A2.4. (A-B) AFM topography image (A) of single gold nanoparticle (AuNP) with 
(B) simultaneously detected force map collected at fR2, without laser 
excitation. (C-D) AFM phase (C) and laser-induced force (D) images for p-
polarized excitation. Arrows on phase image indicate scan direction. (E-F) 
AFM phase (E) and laser-induced force images for s-polarized excitation. 
Dashed lines indicate cross sections shown in Figure A2.5. (G) Darkfield 
scattering spectra of AuNP shown in (A) (green line indicates excitation 
wavelength). 
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Upon first inspection of the optical force maps shown in Figure A2.4, we notice 
several characteristics that do not match with how we expect optical forces should behave 
around nanoparticles. The first notable feature is that the AFM probe seems to be 
experiencing forces at distances over 200 nm away from the particle, which is unexpected 
due to the strongly confined field enhancement associated with plasmonic particles. This 
effect can be seen more clearly in the cross sections of the force maps of the particle 
shown in Figure A2.5, taken along the lines indicated in Figure A2.4D and F. These maps 
show a steady fall-off of optical force signal as the tip moves away from the particle. 
Additionally, the position of the field enhancement around the nanoparticle should 
change with different excitation polarizations,
23–25
 which is again not reflected in the 
force measurements as seen in both the 2-D force map and cross-sectional data. In 
addition to these observations, we also see sudden dips in the force map data 
corresponding to positions on the nanoparticle where the cantilever phase spikes. These 
phase spikes are indicative of the probe coming far enough off of the surface to leave the 
repulsive regime of the surface-interaction forces. This causes dips in the force 
measurement because the tip may not be close enough to the particle to interact with the 
plasmonically enhanced electric fields. All of these data indicate that the AFM probe is 
mapping out forces that are occurring at the laser frequency and are optically mediated, 
but nothing measured matches the expectations of what optical forces should look like 
around these nanostructures.  
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Figure A2.5. (A) AFM phase and B) optically induced force cross section for p-polarized 
excitation of particle shown in Figure A2.4C-D. Cross-section position is 
indicated in Figure A2.4D C) AFM phase and D) optically induced force 
cross section of s-polarized excitation of particle shown in Figure A2.4E-F. 
Cross section is indicated in Figure A2.4F. 
In order to ensure that the effects seen in Figures A2.4-A2.5 were not all due to 
the shape of the nanoparticle used, we also collected optical force map data on a gold 
nanoprism, shown in Figure A2.6. Again, we see optical force maps with similar effects 
to what has been measured on the single nanosphere, even though the particle is excited 
well off-resonance (Figure A2.6G). The force maps in Figure A2.6D and A2.6F again 
show forces at the optical modulation frequency acting on the probe at distances too far 
away from the nanoprism for them to be the optical gradient force. Although these effects 
are still present, this structure has a much flatter topography, which makes scanning the 
structure without the probe losing contact much more likely and less prone to the 
topography/optical force signal convolution problem that was seen on the gold 
nanosphere. 
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Figure A2.6. (A) AFM topography image of single gold nanoprism. (B) Simultaneously 
detected force map collected at fR2, without laser excitation. (C & D) AFM 
phase (C) and laser-induced force (D) images for p-polarized excitation. 
Arrows on phase image indicate scan direction. (E & F) AFM phase (E) and 
laser-induced force images for s-polarized excitation (G) Darkfield 
scattering spectra of the nanoprism shown in (A) (green line indicates 
excitation wavelength). 
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A2.4. Conclusions 
In the course of trying to map the optical forces around plasmonic nanoparticles 
using our combined TIR/AFM system, we have consistently seen excitation-mediated 
forces acting on the AFM probe that do not follow the expected models that govern the 
optical gradient force. Whether this is due to convolution between the electric field 
gradients associated with the evanescent field of the particle and the AFM probe or if 
there are forces other than the optical gradient force playing a role is unclear at this time. 
Other possible excitation-mediated effects that could be influencing this data include 
radiation pressure, thermal effects, or light-induced electrostatic effects such as surface 
photovoltage.
26,27
 While we do not yet have a complete understanding of what forces are 
acting on the AFM probe, the AFM methods here are sensitive enough to detect these 
forces with high signal-to-noise while simultaneously mapping the topography of 
nanoparticles. 
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