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Chapter 1. Introduction 
Computational chemistry as one of youngest branches of chemistry has made a great deal of 
progress over past 30 years, as the hardware has become cheaper and faster and different computational 
algorithms and programs have been developed. Computational method has been widely used in every 
aspect of chemistry research, especially in biomolecular studies.1,2 It has become a powerful tool to 
explain and predict the energies and structures of biomolecules.  
The key issue for computational chemistry is calculation of energies of molecular systems. Even 
if a research is related to structures study, the procedure could look for the structures with potential 
energy minima. The most accurate technique to compute energies for molecular systems is quantum 
mechanics (QM). 
With the innovation of the digital computer technology in the 1940s, it became possible to solve 
wave functions for complex atomic systems. No technology in human history has developed at the pace 
that computer technology have over past 65 years. Computational chemists have taken advantage of this 
evolution to develop and utilize new theoretical methodologies at amazing speed. In 1956, Boys and 
coworkers reported by implementing Gaussian orbitals, they carried out the first configuration 
interaction calculation on the EDSAC computer.3 In the early 1970s, several QM software packages 
became available to speed up the calculations, such as ATMOL,4 Gaussian,5,6 POLYATOM and so on. 
Among those three pioneers, only GAUSSIAN is still in use and widely extended, however many other 
programs have been developed and in use now. All the three pioneers were employing ab initio methods.   
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As one kind of QM methods, ab initio methods do not include any empirical or semi-empirical 
parameters in their equations. The techniques are based on quantum methods to solve the molecular 
Schrödinger equation with different levels of approximation.7 Although QM methods are the most 
accurate ones, there are severe problems that prevent them from being widely used in protein 
simulations—QM calculations require huge computational resources when dealing with large size 
systems like proteins, or DNA; Moreover, it is often hard to choose an appropriate QM method to solve 
a specific problem. 
In 1970s, molecular mechanics (MM) methods such as MM2 system by Norman Allinger8 were 
developed to overcome the deficiency of QM techniques mentioned above. MM methods use empirical 
classical Hamiltonians for determining molecular energies. This is done to avoid solving the 
Schrödinger equation for QM that would require large amounts of computational resources. A force 
field is a set of parameters and functions used to carry out MM calculations.9 Values of parameters of 
the force field are obtained by fitting to experimental data or results of QM calculations. This is why the 
term “empirical force fields” is often used.  
For the most common force fields like AMBER,10 CHARMM,11 GROMOS12 and OPLS,13 the 
total energy expression contains several common parts - bond stretching, angle bending, torsional 
energy, and non-bonded interaction including Coulomb and Lennard-Jones contributions.  
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The above equation shows one example of a potential energy function.9 Bonds, angles and out-
of-plane distortions can be treated harmonically. Lennard-Jones (LJ) 6-12 term is employed to describe 
the repulsion and dispersion between atoms, and Coulomb term is used to represent electrostatic 
interactions with fixed charges. 
With the development of fixed-charges force field, studies on systems of 100,000 or more atoms 
become possible. Moreover, with proper adjusted parameters, biomolecules can be simulated with high 
accuracy. For instance, Wang and her coauthors reported they used AMBER force field to screen drugs 
leads for human immunodeficiency virus type 1 reverse transcriptase (HIV-1 RT). High efficiency was 
achieved with reliable results, and the best binding energy was found to be 17.0 kcal/mol (Figure 1.1).14  
 
 
Figure 1.1. The key residues of HIV-1 RT around the binding domain.14 
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However, one problem with fixed-charges force field is that the charge cannot redistribute when 
the electrostatic field around them changes, and no induced dipoles or other polarizable approximations 
are considered. 
Polarizability which determines the dynamical response of a bound system to an external 
electrostatic field, is a fundamental property of particles.15 It is the tendency of a charge redistribution, 
such as the electron cloud of an atom to be distorted from its normal sharp by an external electrostatic 
field. In general, the less the nuclear charge, the greater the number of the electrons increase 
polarizability of the atom. Thus, involving polarizability is a theoretically reasonable way for empirical 
fixed-charges force field to add the function of charge redistribution under changing electrostatic field. 
Practically, several examples have shown accurate calculations with empirical force fields often 
require that explicit treatment of electrostatic polarization would be included.16-20 Examples of such 
cases include small molecule and protein pKa assessments and accurate calculations of binding energies, 
especially those of ions. Our group have previously demonstrated that using a polarizable force field 
allows to reduce the errors in calculating pKa values of the acidic residues of the OMTKY3 protein 
from 3.3 to 0.6 pH units (Figure 1.2),17 and the improvement of accuracy for the basic residues was 
from 2.1 to 0.7 units.18  
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Figure 1.2. Comparison of pKa values of OMTKY3 residues computed with PFF and OPLS and 
experimental results.17 
  
Our group also showed that polarization is required for predicting a thermodynamically stable 
structure for the complex of the CopZ protein with the Cu(I) ion (Figure 1.3).20 It has been demonstrated 
that the polarizable force field (PFF) is qualitatively superior in reproducing protein pKa shifts and 
allows a uniformly better level in assessing energies of ions with polarizable systems. Comparing to 
experimental data, the errors of PFF pKa values for cysteine are within ca. 0.8–2.8 pKa units, while the 
fixed-charges force field OPLS-AA yields errors of up to tens of pKa units. The PFF magnitude of the 
copper binding energy is -33.05 kcal/mol, about 10 kcal/mol or 50% higher than the experimental value 
of -22.48 kcal/mol, while utilizing the refitted OPLS-AA parameters produces to an overall positive 
binding energy, 10.66 kcal/mol, thus predicting no thermodynamically stable complex forming. 
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(a) (b)  
Figure 1.3. Simulation complex of CopZ with Cu(I) by OPLS-AA (a) and PFF (b).20 
 
Therefore, polarization is a crucial component in many computational studies of proteins and 
protein-ligand complexes. In some cases, it is included in surrogate forms, such as conformation-
specific protein charges.21 
Some prominent examples of creating and using polarizable force fields include the following. 
MacKerell and Roux have developed and applied a polarization model based on the classical Drude 
oscillator. In this case, the polarization is represented by a charge with a fictitious mass that can move 
away from its original position at an atomic center.22 Jiang and coworker reported a large-scale 150mM 
NaCl aqueous solution is simulated by molecular dynamics (MD) with classic Drude oscillator, and the 
ionic conductivity of the solution is calculated in good agreement with experiment data.23 The Drude 
oscillator model has also been used with the CHARMM force field.24,25 And there are numerous other 
applications of this technique.26-30 
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AMOEBA polarizable force field included in TINKER computational package has been 
developed by Ponder with co-workers. It has been successfully used in a number of applications from 
modeling of small molecules to protein-ligand binding calculations.31 SIBFA polarizable methodology 
has been employed in simulation of ion binding to metalloproteins and hydrated metal ion systems.32 
Explicit polarization can now be used with AMBER.33  
At the same time, there are still unresolved issues with polarizable force fields, which prevent 
them from being employed in an even broader range of applications. First, functional forms used in 
polarizable simulations vary significantly. Inducible point dipole, fluctuating charges, point multipoles, 
the Drude oscillator and continuum dielectric model are all employed in such simulations. While it is 
certainly good to have a variety of tools available, it would also be beneficial to have a better analysis as 
to what are their relative advantages in various areas of applications. Having a uniformly approved 
technique would be likely to increase usage of polarizable force fields by a broader community.  
Second, polarizable calculations are more time- and memory-consuming than nonpolarizable 
ones, and the total energy of the system cannot be expressed analytically. Polarization can lead to a very 
low overhead when systems like pure simple liquids are considered and the tools are optimized for such 
tasks, but if a computational framework has to be able to deal with a variety of chemically and 
biologically relevant systems, it grows significantly.  
Third, parameterizing a polarizable force field permits one to use more parameters than for 
fixed-charges force fields, and thus raises the issue of overparameterization and transferability. Ideally, 
a polarizable force field should have relatively few new parameters, their values should be as 
standardized across the set of test and target molecular systems as possible, and the parameters should 
be as transferable from small to large molecules as practical. Such transferability should assure that the 
resulting force field would work well in new applications and environments without additional refitting.  
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Finally, another question is in choosing the right source of the fitting target data. High-level 
quantum mechanical results can be very useful,34,35 but we have demonstrated that they have to be 
significantly supplemented by experimental data. Our group has been pursuing a balanced approach of 
using both quantum mechanical and experimental results in building fitting target for force field 
development. 
We are using a second-order approximation to the inducible point dipole approximation that 
permits to speed up polarizable calculations by ca. an order of magnitude without any loss of 
accuracy.36,37 This method also eliminated the danger of the so called polarization catastrophe (the 
resonance-like infinite growth of the induced dipole moment values).  
Our research group has also pursued the goal of transferability and significantly reduced the 
number of parameters fitted in the presented complete polarizable force field for proteins, as compared 
to those employed in the previous generation of polarizable protein force field.34,38 This should even 
further strengthen the ability of the polarizable force field to reproduce and predict molecular properties 
in various environments based on the physically correct underlying basis rather than on 
parameterization to specific circumstances.  
Three goals of this work are (1) to implement POSSIM (POlarizable Simulations with Second 
order Interaction Model) force field and develop parameters for small molecules serving as models for 
peptide and protein side-chains, (2) to complete the side-chain torsional fitting for CH3-capped 
dipeptides, and (3) to validate POSSIM force field by studying conformational properties of elastin-like 
peptides. 
This dissertation is divided into six chapters. Chapter 2 includes background information of 
fixed-charge force field (OPLS-AA), POSSIM force field, Monte Carlo (MC) simulation, 
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parameterization procedure of POSSIM. The development of parameters for protein side-chain 
analogues is provided in Chapter 3. Chapter 4 presents side-chain torsional fitting for CH3-capped 
dipeptides.  The study of conformational properties of elastin-like peptides is discussed in Chapter 5. 
The possible future directions are included in Chapter 6. Each chapter starts with a brief introduction, 
followed by methods, results and discussion.   
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Chapter 2. Background 
This chapter describes methodology used as the basis for POSSIM force field and software. 
Section 2.1 presents more details about the OPLS-AA, a widely used fixed-charges force field which we 
are heavily employing for benchmarking. All the components of the total energy are explained one by 
one. Section 2.2 introduces electrostatic polarization term in the form of the induced point dipole which 
is the model used in POSSIM. Electrostatic polarization term is the only difference in functional form of 
the total energy of OPLS-AA and POSSIM, but it plays a crucial role in improving the accuracy. 
Section 2.3 provides a brief review of Monte Carlo simulations in POSSIM. Section 2.4 explains 
parameterization procedure for small molecules, from fitting electrostatic polarizability, then permanent 
charge and Lennard-Jones parameter, to torsional parameters, and finally ending with liquid-state 
simulation utilized for finely tuning values of the potential energy parameters, while section 2.5 
describes the techniques for dipeptide torsional fitting. 
2.1 Fixed-Charges Force Field—OPLS-AA 
The OPLS (Optimized Potentials for Liquid Simulations) force field has been developed by 
Professor William L. Jorgensen group since 1978.1 The OPLS series of force fields have proven to be 
successful in calculating thermodynamic properties of liquids and solutions2,3 and in protein and 
protein-ligand simulations.4,5 In this dissertation, OPLS-AA (All Atoms) was used to benchmark the 
POSSIM methodology. Therefore, it is necessary to provide more detail for it here. 
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In OPLS-AA, the total energy of a molecular system Etot is expressed as a sum of the following 
components – the bond stretching and angle bending terms Ebond and Eangle, the torsional energy Etorsion, 
and the non-bonded energy Enn.
2  
The energies of bond stretching and angle bending are showing in by eqs 2.1 and 2.2. 
 
bonds
eqrbond
rrKE 2)(                                                    (2.1) 
  
angles
eqangle
KE 2)(                                                (2.2) 
Both of bond stretching and angle bending are treated with the simple harmonic formalism. Here 
eqr  and eq  are the equilibrium value of bond length and angle. 
The torsional energy is expressed as follows, 
2 31
2 2 2
[1 cos( )] [1 cos(2 )] [1 cos(3 )]
i i i
torsion i i i
i
V V V
E                                (2.3)                      
Where if  
is the dihedral angle, and
1
iV , 
2
iV  and 
3
iV
 
are the coefficients in the Fourier series. 
The non-bonded interactions include Coulomb and Lennard-Jones terms for inter- and 
intramolecular interaction (eq 2.4). 
  
onA
i
onB
j
ijijijijijjinb
frrreqqE
ijij
)]//(4/[ 6612122                             (2.4) 
Here, standard combining rules for the Lennard-Jones coefficients are employed: ij=(iijj)1/2 
and ij=(iijj)1/2. The summation runs over all the pairs of atoms (i < j) on molecules A and B for 
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intermolecular interaction or A and A for the intramolecular interactions. Moreover, in the 
intramolecular case, the coefficient fij is equal to 0.0 for any i-j pairs connected by a valence bond (1-2 
pairs) or a valence bond angle (1-3 pairs). fij = 0.5 for 1,4-interactions (atoms separated by exactly 3 
bonds) and fij = 1.0 for all the other cases.  
2.2 Polarizable Force Field—POSSIM6,7 
The only difference compared to OPLS-AA force field is that additional electrostatic 
polarization terms Epol, in the form of the induced point dipole approximation, is added to the total 
energy.  

i
iipolE
0
2
1
E                                                               (2.5) 
Here i is the induced dipole moment on the ith polarizable site and Ei0 represents the 
electrostatic field produced by permanent charges only in the absence of the induced dipoles. The 
induced dipole moment depending on the total electrostatic field (produced by both the permanent 
charges and other dipoles) expresses in eq 2.6. 
tot
iii E                                                                     (2.6) 
Here i stands for the isotropic polarizability of the ith site. The total field Eitot is computed as 
follows: 



ij
jiji
tot
i TEE
0                                                            (2.7) 
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where  
)
R
3
(
R
1
23
I
RR
T 
ij
ijij
ij
ij                                                          (2.8) 
is the dipole-dipole interaction tensor, and I is the unit tensor. Thus,  



ij
jijiiii  TE
0                                                      (2.9) 
or, with )(1 TIA   , 
0EA                                                                  (2.10) 
and a system of linear equations has to be solved in order to determine the values of induced 
dipole moments i to be substituted into the eq 2.5.  
Also, a cutoff procedure has been employed here to avoid unphysical growth of the induced 
dipoles at close distances to each other and to the permanent electrostatic for small interatomic distances 
Rij.
8,9 In this calculation, the “perceived” of “effective” distance is modified if it is under a cutoff Rcut.  
cut
j
cut
i
cut
ij RRR                                                                (2.11) 
In this case,  
cut
ijij
xx R)1(R 32  , where cut
ijij
RRx /                                     (2.12) 
Thus, the effective distance used in calculating the polarization energy is unable to approach 
zero. 
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The system in eq 2.10 can be solved with direct matrix inversion, with elimination method, or 
iteratively. For the iterative method, the left-hand side of the eq 2.9 is calculated by substituting an 
initial guess for into the right-hand side, and then the cycle is repeated until the presetting level of 
self-consistency is achieved. This technique or the extended Lagrangian method are normally used in 
application to molecular systems, as they are by far less demanding in terms of the computational 
resources.10  
However, even using the iterative method, the consumption of CPU-time and memory is still 
prohibitively large for big systems. In such cases, only a small part of the system is treated as possessing 
explicit polarizable atomic sites. The rest of the atoms are treated differently – as having no 
polarizability at all or as a dielectric continuum medium. 
Furthermore, most of liquid-phase molecular simulations with explicitly treated atomic 
polarizabilities are performed with molecular dynamics instead of Monte Carlo technique. This is due to 
the fact that Monte Carlo with explicit polarization requires to solve the eq 2.6 every time when even 
one molecule in the system is moved, and the number of configurations in an average Monte Carlo 
computation is by orders of magnitude greater than in a molecular dynamics run. Therefore, employing 
Monte Carlo becomes much less practical for explicit polarizable systems. 
In order to reduce the computational resources requirement to utilize the dipole polarization 
model, an approximation was devised as below.  
0
ii
I
i E                                                                  (2.13a) 



ij
jjijiii
ij
I
jijiii
II
i
000
ETETE                                   (2.13b) 
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ij jk
kkjkjiji
ij
jjijiii
ij
II
jijiii
III
i
0000
ETTETETE               (2.13c) 
Eq 2.13 shows the iterative procedure which is, in fact, usually employed in solving eq 2.10. 
Doing the substitution infinitely many times will produce the exact solution. However, the procedure is 
normally stopped as soon as the difference in  between two iterations becomes sufficiently small.  
Let us first focus on the first- and the second-order approximations (eqs 2.13a and 2.13b, 
respectively). The energy is still calculated according to the eq 2.5. The first-order approximation has 
the physical meaning of using inducible dipoles, with magnitudes determined in assumption that they 
cannot interact with each other at all. Other researchers have employed this approximation and found 
that it has a good level of computational efficiency, but provides only a limited improvement of 
accuracy compared to fixed-charges force fields.11,12  
We use a higher level of the theory in POSSIM. Our main objective is to utilize the more 
accurate second-order approximation from the eq 2.13b, which, while retaining a greater part of the 
dipole-dipole interactions than the first-order approximation in eq 2.13a, also provides the benefits of 
reduced computational consumption compared to the full-scale polarization model. Indeed, if eq 2.13b 
is used instead of the eq 2.6, the time needed to find the dipole moments vector  from scratch is equal 
to the time consumption just for one iteration in a full-scale point dipole method. Therefore, the second-
order approximation reduces computational consumption dramatically, as the full-scale polarization 
calculations usually take ca. 5-10 iterations to converge. 
The second-order approximation in eq 2.13b does not have a direct physical meaning. It can be 
comprehended as utilizing a set of induced dipoles with magnitudes calculated in the assumption that 
each of them perceives all the other dipoles as if those other dipoles were induced by the electrostatic 
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field of the permanent charges only. Nevertheless, our results indicate that this approximation permits to 
capture the needed part of many-body interactions that cannot be reduced to pairwise additivity.6,7,13,14 
2.3 Monte Carlo Simulations15 
In POSSIM, Monte Carlo (MC) simulations are carried out with the Metropolis sampling. The 
ensemble is NPT, in which the total number of molecules, pressure and temperature of the system are 
fixed during the simulation. At each MC step, an attempt is made to either randomly change the volume 
or to randomly move one molecule. The following value is calculated:  
C = [E(new) – E(old)]/RT                                                             (2.14) 
for the molecule moves, where E(old) is the energy of the last accepted configuration (or the 
initial energy at the beginning of the simulation), E(new) is the energy of the new configuration, R is the 
universal gas constant, and T is the temperature in K. For the attempted volume moves,  
C = [E(new) – E(old)]/RT – NMOL log(V(new)/V(old))                       (2.15) 
where NMOL is the total number of molecules, and V(new) and V(old) are the new and the old 
values of the volume of the system, respectively. Then exp(-C) is compared to a random number 
between 0 and 1. If exp(-C) is greater or equal than this number, the move is accepted. Otherwise it is 
rejected.  
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2.4 Parameterization Procedure for Small Molecule 
POSSIM is an empirical framework, and parameterization plays a crucial role in its development. 
In order to achieve a completed force field for protein simulation, parameterizations for analogues of the 
side chains is carried out first. Several parameters have to be determined for use in equations 2.1 – 6.  
Fortunately, bond stretching and angle bending parameters are transferable between various force fields 
since 1,2- and 1,3- pairs are excluded from the non-bonded part of the Hamiltonian, and the parameters 
for these parts of POSSIM are adopted from OPLS-AA without change.  
Following is the sequence used to derive parameter values for rest of the potential energy 
functions: 
I. Electrostatic polarizabilities in eq 2.6. 
II. Permanent charge and Lennard-Jones parameters in eq 2.4. 
III. Torsional parameters in eq 2.3. 
IV. Liquid-state simulations are carried out to finely tune the non-bonded parameters. . 
2.4.1 Fitting Values of Electrostatic Polarizabilities 
Let us consider two-body and three-body systems shown in Figures 2.1A and 2.1B, respectively.  
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Figure 2.1. Two-body (A) and three-body (B) systems. 
 
Here the molecule is brought into interaction with electrostatic dipolar probes consisting of bare 
charges and placed at the potential hydrogen-bonding locations. 
When a system consists of the molecule and one probe, the interaction energy between them 
could be expressed as, 
E(1-2)=E(12)-E(1)-E(2)                                                       (2.16) 
with E(1-2) being the binding energy, E(12) being the energy of the complex, and E(1) and E(2) – 
energies of the separate molecule and probe, respectively. 
Two-body energy, E(1-2) includes Coulomb and electrostatic polarization terms. When one 
more particle is added in the system, it becomes a three-body system. The interaction between particles 
1 and 2 in the three-body system is different from interaction of the same particles in the two-body 
system (without particle 3 present). The energy of 1-2-3 binding cannot be reduced to a simple sum of 
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E(1-2), E(1-3), and E(2-3), and the remainder is the three-body energy that has to be reproduced with 
the aid of explicit polarization:  
E(1-2-3)=E(123)-E(1-2)-E(1-3)-E(2-3)-E(1)-E(2)-E(3)                              (2.17) 
In eq 2.17, E(1-2), E(1-3) and E(2-3) can be substituted by using eq 2.16. 
E(1-2-3)=E(123)-E(12)-E(13)-E(23)+E(1)+E(2)+E(3)                              (2.18) 
Here, the three-body energy, E(1-2-3) only depends on the polarizabilities of those three 
particles.  
The two electrostatic dipolar probes are fixed at appropriate hydrogen bonding position around 
the target molecule (Figure 2.1). Each probe has a dipole moment of 2.17D, consisting of ±0.7815 e 
point charge separated by 0.57744 Å.16 This probe configuration has been utilized in our previous 
research for polarizable force field. It has shown the fitting results are reasonably insensitive to the exact 
magnitude and separation of the charges.9,17   
The single-point energies of all the complexes shown in eq 2.18 are computed with the cc-
pVTZ(-f) level ab initio by the Jaguar program.18 The resulting three-body energies are used to fit the 
atomic polarizabilities.  
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 2.4.2 Fitting Values of Permanent Charges and Lennard-Jones Parameters  
After obtaining the polarizabilities, atomic permanent charges and Lennard-Jones parameters are 
fitted next. In this step, the ab initio data, including binding energies and distance of hydrogen-bonding 
complexes, are also generated from using the Jaguar program. The difference is optimized before the 
single point energy computation. The geometries of molecule-water (heterodimer) or molecule-
molecule (homodimer) complexes are optimized with LMP2/cc-pVTZ(-f) level of theory, and then 
single-point calculations are carried out with LMP2 and both cc-pVTZ(-f) and cc-pVQZ basis sets.19 
The binding energy Ebind is extrapolated as follows:  
1 2Ebind ccpvtz ccpvqzC E C E                                               (2.19a) 
1
1
1 2
C
a
a a


    2
2
1 2
C
a
a a
 

                                           (2.19b) 
1 exp( 2.7)a       2 exp( 1.8)a                                             (2.19c) 
Here coefficients C1 and C2 are fit to the set of extrapolated dimerization energies.
20
 This 
technique has been demonstrated to give an agreement with basis set-limit results.21 
Then the atomic permanent charges and Lennard-Jones parameters are adjusted to reproduce the 
ab initio data for both the dimerization distances and the dimerization energies. 
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2.4.3 Torsional Parameter 
Finally, torsional parameters values are fitted to reproduce quantum mechanical torsional energy 
profiles. The target fitting ab initio data are computed at the LMP2/cc-pVTZ(-f) level. 
2.4.4 Liquid-State Simulation 
Condensed-phase simulations are carried out by using MC technique. All runs are performed 
with N=216 molecules in a cubic periodic boundary conditions cell (shown schematically in Figure 2.2), 
under constant pressure and temperature (NPT) ensemble at a pressure of 1 atm. Calculation for 
different molecules are run at different temperatures. Generally, 25°C is the preferred temperature 
unless the substance in hand is not liquid at this temperature. In the latter cases, the boiling temperature 
is typically used.  
The heat of vaporation is calculated as following, 
 H
liq
vap gas
E
E RT
N
                                                          (2.20) 
gasE is the total energy for a single molecule in the gas phase and liqE is the total energy of liquid 
system. In this case, N=216. 
The average molecular volume in liquid-state is calculated as: 
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total
average
V
V
N
                                                             (2.21) 
All the simulations are performed with at least l×106 MC configurations for equilibration, and 
l×107 configurations for averaging. Hvap  
and 
averageV  are  compared to the available experiment data 
and atomic parameters are adjusted in order to minimize the deviations. Single-molecule and 
dimerization properties are then re-checked to make sure they are still correct, and further parameter 
adjustments are carried out if necessary. 
The periodic boundary conditions are employed here to avoid surface effects. As Figure 2.2 
shown, the blue box represents the system simulated. During the MC procedure, the surrounding boxes 
are exact copies from the simulation cell. As a result, a molecule on one side could interact with a 
molecule copied from the opposite side, so none of the molecules are on the surface. Moreover, in order 
to avoid unphysical situation, where a molecule interacted with itself in the closest cells, a cutoff 
distance rcut is utilized. No interactions are included if two molecules are farther than this cutoff distance 
apart.  
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Figure 2.2. Periodic boundary conditions and cutoff radius rcut.
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2.5 Torsional Fitting for CH3 – Capped Dipeptides 
Parameters for small molecules are used in protein residue side chains. Torsional parameters for 
the 1, 2, etc. dihedrals have to be refitted to complete the protein parameter set. The backbone 
parameters, including the  and  torsions, are taken directly from the alanine dipeptide (NMA 
parameters are used for the nonbonded part of the backbone model).6  
 A brief summary of the torsional fitting technique is as follows: (i) We do the side-chain 
torsional fitting for CH3 – capped dipeptides. (ii) The fitting is done with ab initio data as the target. 
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Unless noted otherwise, we use results of LMP2/cc-pVTZ(-f)//HF-6-31G** calculations19,23 with Jaguar 
software suite. (iii) The fitting subspace for any coupled torsions (such as 1 and 2) in side chains 
consist of the point of the quantum mechanical energy minimum and four additional points in each 
direction with 20º spacing, for a total of 17 points for two-dimensional coupled torsions for each 
minimum. This is the same choice of the fitting subspace as was applied in our group in previous 
protein force field fitting projects. In cases of charged residues, the minima are found in continuum 
aqueous solution, but the actual energies of the rotamers are calculated in the gas phase (for comparison 
with the POSSIM results) and with all the ,  and side-chain  dihedral values fixed in the fitting. In 
cases of electrostatically neutral residues, the backbone dihedral values are allowed to change. (iv) The 
resulting parameters are tested by reproducing the quantum mechanical conformational energies and 
geometries for completely unconstrained dihedral in neutral residues and with fixed side-chain dihedrals 
for the charged ones. (v) Initial guesses for the torsional parameters are found by applying a non-
Boltzmann weighting scheme for the error at the fitting points: 
)exp( ii GbAW                                                          (2.22) 
Here Gi stands for the absolute value of the torsional surface gradient at the point i, for which the weight 
Wi is to be produced. The coefficient A is adjusted to change the maximum weight/minimum weight 
ratio for the fitting and is chosen independently for each particular dipeptide fitting. This way, the points 
at the bottoms of the potential energy wells have greater weights than points on the walls. Then the 
parameters were further adjusted to minimize errors in the conformational energies and dihedral angles.  
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Chapter 3: Developing Parameters for Protein Side-chain 
Analogues 
3.1 Introduction  
This chapter describes extending the POSSIM force field to include parameters for small 
molecules serving as models for peptide and protein side-chains. The parameters have been fitted to 
permit reproducing many-body energies, gas-phase dimerization energies, and geometries and liquid-
phase heats of vaporization and densities. Quantum mechanical and experimental data have been used 
as the target for the fitting. The POSSIM framework combines accuracy of a polarizable force field and 
computational efficiency of the second-order approximation to the full-scale induced point dipole 
polarization formalism. The resulting parameters can be used for simulations of the parameterized 
molecules themselves or their analogues and larger systems that include these molecules as fragments. 
In addition, these force field parameters are being used in further development of the POSSIM fast 
polarizable force field for proteins, as described in Chapter 4. 
Computer simulations have become an invaluable tool in biophysical research. Quantum 
mechanical calculations yield valuable data in a number of applications, but the area of their utility is 
limited. Therefore, simulations with empirical force fields remain the method of choice in a large 
majority of computational biophysical projects.  
Obtaining accurate results by employing empirical force fields often require that these force 
fields include explicit treatment of electrostatic polarization.1-6 Some examples of such problems 
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include small molecule and protein pKa calculations, accurate determination of dimerization energies, 
modeling of sugar-protein binding, ion binding by proteins and small molecules. For instance, our group 
has demonstrated that using a polarizable force field allows to reduce the errors in calculating pKa 
values of the acidic residues of the OMTKY3 protein from 3.3 to 0.6 pH units,6 and polarization is 
required for predicting a thermodynamically stable structure for the complex of the CopZ protein with 
the Cu(I) ion.1  
Overall, it is usually acknowledged that polarization is a crucial component in many 
computational studies of proteins and protein-ligand complexes, even though it is sometimes included in 
surrogate forms, such as, for example, conformation-specific protein charges.7 This is why polarizable 
simulations have gained a certain level of popularity in spite of the higher computational cost.  
While the number of polarizable simulations has been growing, it is still common to see 
statements that the majority of biophysical simulations are carried out with nonpolarizable force fields, 
even in articles describing development of polarizable methodologies. There is a good reason for that. 
Polarizable simulations represent a growing field with unresolved questions, perhaps more so than in 
fixed-charges molecular modeling. The following two main issues should be emphasized. The first one 
pertains to the functional form of the polarization. For instance, one can use fluctuating charges, which 
offer a fast way to obtain polarizable reaction to changing electrostatic environment,8 (even though they 
can be insufficient in certain situations, such as a need to reproduce a bifurcated hydrogen bond or an 
out-of-plane polarization). Inducible point dipoles are a popular means of representing many-body 
electrostatic polarization effects (and this is the technique used in the presented work). The Drude 
oscillator is yet another method.9 And there are other techniques as well.10-14  
The inducible point dipole method is employed, but we combined it with our fast second-order 
approach that has been demonstrated to decrease the amount of computational time needed for 
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simulations by ca. an order of magnitude without any loss of accuracy.15,16 This method also eliminated 
the danger of the so called polarization catastrophe (the resonance-like infinite growth of the induced 
dipole moment values). This second-order technique forms the basis of the polarizable part of the 
POSSIM framework.  
The second question relates to choosing the right source of the fitting target data. High-level 
quantum mechanical results are very attractive in this respect,17,18 but our group has found that they 
have to be augmented by robust experimental data, for example, in fitting parameters for small 
molecular systems which then act as models for peptide and protein fragments. Therefore, we have been 
pursuing a balanced approach of using both quantum mechanical and experimental results in creating 
fitting target for force field development.  
Moreover, based on our experience, polarizable parameters fitted to represent electrostatic 
response to changing environment under one set of conditions should automatically work in other 
reasonably chosen circumstances. For example, polarizabilites fitted to reproduce three-body energies in 
gas-phase interactions with dipolar electrostatic probes15,16 should perform well in liquid-state 
simulations where the molecule interacts with the bulk solvent. This statement has been confirmed by 
the good overall performance of our force fields in applications to solvation of small molecules, binding 
and pKa calculations.3,6,15-17 The parameters are very transferable. This is a result of using a 
fundamentally robust underlying physical model, which makes the very exact specifics of the procedure 
of fitting the parameters less crucial (although the need to validate potential energy functions and 
parameter values should not be downplayed).  
Previously, our research group has successfully developed polarizable POSSIM parameters for a 
number of small molecules16 and alanine and protein backbones,19 and have also simulated polyalanine 
peptides in their -helical form,19 as well as similar systems with an added protonated lysine residue.20 
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It has been demonstrated that the POSSIM framework works very well in reproducing experimentally 
known structure and stability properties of these systems, while also offering more detailed microscopic 
information about them and the processes they undergo. Following this success, we have now extended 
the development of the POSSIM force field to a much broader variety of small molecules which can 
serve as side-chain analogues for protein residues. The results are presented in this chapter. 
 The rest of the chapter is organized as follows: Given in Section 3.2 is description of the 
methodology involved. Section 3.3 contains results and discussion. Finally, conclusions are presented in 
Section 3.4. 
3.2 Methods 
Parameters for small molecules are valuable both as such and as a basis for simulating other 
systems containing similar functional groups (such as protein side-chains). The following part of this 
chapter contains a description of POSSIM parameterization techniques used in addition to those 
introduced in Chapter 2.  
3.2.1 Fitting Values of Atomic Polarizabilites 
The first step in fitting parameters for small molecules is producing atomic polarizabilities. We 
used the three-body energies as targets, similarly to what was done in previous work.16,19 Briefly, we 
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considered the molecule in hand with two electrostatic dipolar probes composed of bare fixed charges. 
The positions of the probes were chosen to correspond to possible hydrogen bonds with the molecule. 
One such pair of probes for the CH3CONH2 system (used as an example) is shown on Figure 3.1.   
 
Figure 3.1. Calculating two-and three-body energies of a small molecule with dipolar probes.  
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Each dipolar probe contains two opposite charges of magnitude 0.78 e, separated by 0.58 Å (so 
that the dipole moment is equal to 2.17D which is similar to that of non-polarizable SPC/E water 
model21). The three body energies were calculated as follows: 
)3()2()1()32()31()21()321(3 EEEEEEEE body   
In the essence, this is the part of the total energy which cannot be reduced to a sum of the molecule-
probe and probe-probe dimerization energies. The target quantum mechanical values of the energies 
were evaluated by density-functional theory (DFT) with the B3LYP method22,23 and cc-pVTZ(-f) basis 
set. Jaguar software suite was used. The resulting three-body energies were then employed to fit 
isotropic atomic polarizabilities i, which were chosen to minimize the difference between the POSSIM 
and DFT three-body energies.  
3.2.2 Fitting of Permanent Charges and Lennard-Jones Parameters 
 After this first step, atomic charges and Lennard-Jones parameters were optimized to reproduce 
gas-phase quantum mechanical dimerization energies. Normally, for electrostatically neutral molecules, 
homodimer energy and energies of binding to a single water molecule at hydrogen bonding positions 
were calculated. Distances between the heavy atoms in these bonds were used as a fitting target as well. 
For charged molecules, which were used as prototypes for ionized side-chains of corresponding protein 
residues, only heterodimers with water were simulated. The quantum mechanical calculations were 
carried out following the general extrapolation protocol involving LMP2 data with the cc-pVTZ(-f) and 
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cc-pVQZ basis sets which has been described elsewhere.24 This protocol was found to yield very 
accurate results and has been used it in developing parameters in a number of cases.15,16,20,25 
3.2.3 Fitting Procedure for Obtaining Values of Torsional Parameters 
Torsional parameters were fitted to reproduce quantum mechanical torsional profiles calculated 
with the LMP2/c-pVTZ(-f) level of theory. 
3.2.4 Evaluating the Complete Set of Parameters 
Finally, the non-bonded parts of the potential energy functions for the electrostatically neutral 
molecules were fine-tuned by reproducing liquid-state heats of vaporizations and molecular volumes 
(and thus the densities). The target accuracy in this fitting was ca. 2-3%. Once a new improved set of 
parameters was obtained, the dimerization energies were recomputed (and further adjustments to the 
parameters were made if needed), new torsional parameters were produced, and the liquid-state 
simulations were rerun. The whole cycle was repeated if necessary.  
The empirical force field calculations, including liquid-state simulations, were carried out with 
the POSSIM software suite. The NPT ensemble (constant temperature, pressure and the number of 
molecules) was employed, and a cubic cell with 216 molecules subject to periodic boundary conditions 
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was used for each compound. The simulations were run at 1 atm. The heats of vaporization were 
calculated as follows: 
RTliqEgasEHvap  )()(  
The difference between the energy for one molecule in the gas-phase and in the condensed state had to 
be modified by adding the RT term to account for the (PV) part of the enthalpy, in the assumption that 
the vapor obeys the ideal gas law, and the molecular volume of the liquid can be neglected compared to 
that of the gas. All the calculations consisted of at least 1 x 106 Monte Carlo configurations of averaging 
and no less than 5 x 106 configurations of averaging for the thermodynamic properties. Elements of the 
dipole-dipole interaction tensor were set to zero for distances beyond 7.0 Å. The other intermolecular 
interactions were cut off at 11.0 Å. The charge-charge interactions were switched off smoothly over the 
last 0.5 Å. The standard correction for the neglected Lennard-Jones energies beyond the cutoff distances 
was applied.  
3.3 Results and Discussion 
3.3.1 Three-Body Energies 
 As stated in the previous section, fitting POSSIM three-body energies to the quantum 
mechanical target was the first step in producing the new potential energy parameters. Shown on Figure 
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3.2 are location of the dipolar probes used in calculating the three-body energies for the four aromatic 
compounds parameterized in this work – benzene, phenol, and neutral and protonated imidazole.  
 
(a)                  (b)  
 
(c)               (d)  
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Figure 3.2. Dipolar probes used in calculating three-body energy for benzene (a), phenol (b), imidazole 
(c) and protonated imidazole (d). Symbols “P” and “N” denote the positive and negative point charges, 
respectively. 
 
 There were only two probes for the benzene case (and thus only one three-body energy value), 
both perpendicular to the molecular plane. We used benzene carbon and hydrogen polarizabilities in the 
other aromatic compounds. The dipolar probes for phenol were located at the hydrogen-bonding sites 
for the –OH group, two at the positions to be bound to the oxygen and one to the hydrogen. The 
imidazole cases had both probes hydrogen bonded to the N and NH fragments and to the delocalized -
orbitals of the aromatic rings, as shown on Figure 3.2. The average unsigned errors in the three body 
energies for these compounds were 0.014, 0.276, 0.081 and 0.179 kcal/mol, respectively. All the 
average errors in three-body energies are given in Table 3.1.  
 
Table 3.1. Average unsigned errors in three-body energies, kcal/mol.  
System Error in three-body energy 
Benzene  0.014 
Phenol 0.276 
Pyrrole 0.184 
Acetamide 0.264 
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Methanethiol 0.002 
Acetic Acid 0.209 
Imidazole 0.081 
Methylamine 0.245 
Imidazolium 0.179 
Carboxylate (CH3COO
–) 0.093 
Methyl guanadinium 0.118 
 
 
 
(a)        (b)  
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(c)  
Figure 3.3. Dipolar probes used in calculating three-body energy for CH3NH2 (a), acetamide (b) and 
pyrrole (c). Symbols “P” and “N” denote the positive and negative point charges, respectively. 
 
 Configurations of the dipolar probes used in calculating three body energies for methyl amine, 
acetamide and pyrrole are given on Figure 3.3. For pyrrole, the molecule was fused with a benzene ring 
to produce the POSSIM model for the tryptophan residue. There are three dipolar probes used in three-
body energy fitting. We did fitting only for the nitrogen polarizability, the polar hydrogen had no 
polarizability associated with it and the other atoms had their parameters adopted from benzene 
POSSIM. The average errors in the three-body energies were all in the acceptable range, their values at 
0.245, 0.264 and 0.184 kcal/mol, respectively.  
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(a)            (b)  
Figure 3.4. Dipolar probes used in calculating three-body energy for CH3SH (a) and acetic acid (b). 
Symbols “P” and “N” denote the positive and negative point charges, respectively. 
 
 The two compounds shown on Figure 3.4 served as a basis for parameters that can be used in a 
number of derivative molecules. First of all, all aliphatic groups have the same parameters for saturated 
hydrocarbons.8 In the specific case of the compounds on Figure 3.4, the resulting parameters for the –
SH and –COOH groups were used in dimethyl sulfide and dimethyl disulfide, and in propanoic and 
butanoic acids, respectively. The average errors in the methane thiol and acetic acid three-body energies 
were 0.002 and 0.209 kcal/mol.  
 Two more charged species are shown on Figure 3.5. They are the CH3COO
– carboxylate ion and 
methyl guanadinium cation needed as models for side-chains in aspartic and glutamic acid, and arginine. 
The fitting of the carboxylate polarizabilities gave an average unsigned error in three-body energies of 
0.093 kcal/mol.  
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 There are seven possible positions of hydrogen-bonded dipolar probes around the methyl 
guanadinium ion. Five of them have their negative charges pointed toward the five polar hydrogen 
atoms of the cation. The other two have their positive point charges at hydrogen-bonding distances from 
the –NH2 nitrogens, as can be seen from Figure 3.5b. Therefore, there is a total of twenty-one possible 
three-body energies for the methyl guanadinium cation. The average absolute value error in the three-
body energies of methyl guanadinium was only 0.118 kcal/mol, which is a great result given that there 
are 21 three-body configurations. 
(a)       (b)  
Figure 3.5. Dipolar probes used in calculating three-body energy for CH3COO
– carboxylate ion (a) and 
methyl guanadinium cation (b). Symbols “P” and “N” denote the positive and negative point charges, 
respectively. 
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3.3.2 Dimerization Energies and Distances 
 The second step in producing the potential energy functions was in fitting charges and Lennard-
Jones parameters to reproduce gas-phase dimerization energies and geometries. Wherever a water 
molecule was involved in the dimers, it was the H2O model previously developed in the POSSIM 
framework.16 The water model was not refitted in the project presented here.  
 Two benzene-water dimers were considered. They are shown on Figure 3.6.  
 
Figure 3.6. Dimers of benzene with one water molecule.  
 
Two values of the distance are given on the figure for the second dimer. The potential energy surface is 
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rather flat for these dimers, and even the C…O distance change significantly in transition from the 
initial 6-31G** to the final cc-pVTZ(-f) optimization. Therefore, it looks like fitting this distance 
precisely with the POSSIM formalism might not be entirely justified. Our computed quantum 
mechanical (QM) and POSSIM dimerization energies and distances are shown in Table 3.2. The 
quantum mechanical energies are reproduced by POSSIM rather well (within ca. 0.25-0.35 kcal/mol) 
and the quality of the calculated POSSIM distances is also good if we take into the account the range of 
the quantum mechanical distances which we saw in this case for the second benzene-water dimer.  
 In case of phenol, both the homodimer and two dimers with water were considered (Figure 3.7). 
At this stage, we fitted charges on the atoms of the –OH group and on the adjacent carbon. The polar 
hydrogen has zero Lennard-Jones parameters, and the Lennard-Jones  and  values of the carbon and 
oxygen atoms were the same as in their benzene and alcohol16 counterparts, respectively. Comparison of 
our dimerization results calculated with the POSSIM software and force field was done with literature25 
quantum mechanical values of binding energy and oxygen-oxygen distance in phenol homodimer and to 
O…O distances in the phenol-water dimers, as calculated at our standard LMP2/cc-pVTZ(-f) geometry 
optimization level. As can be seen from the results in Table 3.2, the energy was reproduced within ca. 
0.5 kcal/mol accuracy, and errors in the distances were only 0.01 – 0.03 Å.  
 
Table 3.2. Computed dimerization energies (in kcal/mol) and distances (in Å).  
 Energy Distance 
Dimer QM POSSIM QM POSSIM 
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C6H6…H2O (a) –2.97 –3.33 2.59 2.66 
C6H6…H2O (b) –1.21 –0.96 3.47/3.81 3.85 
C6H5OH x 2 –5.68a –5.16 2.98a 3.01 
C6H5OH…H2O (H2O)  –3.77 3.13b 3.12 
C6H5OH…H2O (OH2)  –8.12 2.81b 2.80 
pyrrole…H2O (OH2) -5.13 -5.71 2.94 3.03 
CH3CONH2 x 2 –12.8 –12.96 2.94 2.82 
CH3CONH2…H2O (NF) –3.72 –5.54 3.03 2.94 
CH3CONH2…H2O (OF) –4.29 –3.84 2.96 2.96 
CH3SH x 2 –1.56a –2.72 4.27a 3.80 
CH3SH… H2O (SH)  –4.34  3.28 
CH3SH… H2O (OH)  –4.34  3.44 
CH3COOH x 2 –15.64 –15.60 2.68 2.67 
CH3COOH…H2O (H2O) –4.33 –4.16 2.91 3.02 
CH3COOH…H2O (OH2) –9.17 –9.15 2.75 2.66 
imidazole x 2 –9.19c/–7.70e –7.59 3.00c,e 2.81 
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imidazole…H2O (H2O) –6.73/–6.59d –6.18 2.85/2.92d 2.86 
imidazole…H2O (OH2) –6.37/–6.11d –5.45 2.91/2.99d 2.89 
CH3NH2 x 2 –3.09 –2.62 3.18 3.07 
CH3NH2…H2O –6.48 –5.68 2.84 2.87 
protonated imidazole…H2O –15.76 –16.00 2.80 2.80 
CH3COO
–…H2O –20.21 –20.17 2.83 2.93 
methyl guanadinium…H2O –17.86 –17.19 2.98, 3.09 2.92, 3.04 
aReference25. bLMP2/cc-pVTZ(-f). cLMP2/cc-pVQZ for energy, LMP2/cc-pVTZ(-f) for distance. 
dReferences26,27.  
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Figure 3.7. Dimers of phenol with another benzene molecule and with water. 
 
 For pyrrole, the dimer with water employed in fitting the non-bonded parameters is shown on 
Figure 3.8.  
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Figure 3.8. Dimer of pyrrole with one water molecule.  
 
We adjusted only the nitrogen Lennard-Jones parameters and the N – H electrostatic charge 
separation. Once again, the rest of the atoms had their parameters taken directly from the benzene model. 
The quantum mechanical distance between the oxygen and nitrogen atoms was 2.94 Å, and the 
dimerization energy is –5.13 kcal/mol. The POSSIM results are 3.03 Å and –5.71 kcal/mol. Thus, the 
geometry is reasonably close to the ab initio data, with the distance being within 0.1 Å error, and the 
energy is 0.58 kcal/mol, which is within the error range that was observed for dimers containing water 
molecules previously.16 
 Acetamide represented another case for which both homo- and heterodimers were considered. 
Their geometries are shown on Figure 3.9.  
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Figure 3.9. Dimers of acetamide with another acetamide molecule and with one water molecule.  
 
As can be seen from Table 3.2, all the quantum mechanical distances are reproduced very well, 
with errors ranging from less than 0.01Å for the OF acetamide-water dimer to about 0.1Å for the other 
two dimers. The POSSIM dimerization energies are not very far from the quantum mechanical data 
except for the NF heterodimer. The error is significant in this case, but it is not unusual to have such a 
deviation for amides, and some other groups are even known to disregard such gas-phase dimerization 
energies altogether in some cases.16  
 49 
  
 
 For the sulfur-containing compounds, we considered dimers of methanethiol only. We had 
previously shown that quantum mechanical simulations of such system give results which are less 
robust than those obtained for other hydrogen-bonded dimers.25 Therefore, the only comparison of the 
POSSIM results for these dimers (shown on Figure 3.10) with quantum mechanics was done for the 
methanethiol homodimer, and the quantum mechanical results are taken from Reference 25.  
 
Figure 3.10. Dimers of methanethiol with another methanethiol molecule and with one water molecule. 
 50 
  
POSSIM distances are shown.  
  
 
Figure 3.11. Dimers of acetic acid with another acetic acid molecule and with one water molecule. 
 
 Dimerization properties of carboxylic acids used in the parameterization were studied with the 
systems shown on Figure 3.11. Charges and Lennard-Jones parameters of the acid atoms were adjusted 
(we kept the methyl group with the standard aliphatic parameter set). The dimers with water were 
labeled as shown on Figure 3.10. The OH group of the water molecule in the H2O structure was 
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restricted to be in the plane of the heavy atoms of CH3COOH. It can be seen from the data in Table 3.2 
that the results of this parameter fitting were very good, with the O…O distances produced by POSSIM 
being within 0.1 – 0.2 Å of the quantum mechanical results, and the energy being within 0.1 – 0.2 
kcal/mol from the quantum extrapolated data. 
 
 
Figure 3.12. Dimers of imidazole with another imidazole molecule and with one water molecule. 
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We considered three imidazole dimers shown on Figure 3.12. The homodimer has the NH group 
of one molecule hydrogen bonded to the nitrogen atom of the other one, with the LMP2/cc-pVTZ(-f) 
distance between the two nitrogens of 3.00Å. The H2O and OH2 heterodimers with a water molecule 
had hydrogen and oxygen atoms of the water bonded to the imidazole molecule, respectively.  
As has already been observed in fitting POSSIM parameters for other systems containing 
nitrogen, the uncertainty in dimerization energies for such molecules can be significant, and some 
research groups even omit comparison with quantum mechanical dimerization energies altogether.16 In 
the particular case of imidazole, the range of reported homodimer energies can be ca. 1.5 kcal/mol, with 
the energies for the imidazole – water dimers varying by several tenths of a kcal/mol, as can be seen 
from the data presented in Table 3.2. Given these differences, the accuracies of the POSSIM 
dimerization energies are satisfactory. The interatomic distances are correct within 0.1 – 0.2Å, which is 
also acceptable.  
The two dimers used in fitting the nitrogen Lennard-Jones  and  and the charge distribution 
are shown on Figure 3.13.  
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Figure 3.13. Methylamine-methylamine dimer and dimer of methylamine with one water molecule. 
 
We have managed to fit the parameters so that the distances between the heavy atoms are reproduced 
within ca. 0.1Å. At the same time, the errors in the binding energies are once again somewhat higher 
than could be expected from molecules with no nitrogen atoms. The same rational as the one for the 
imidazole dimerization results presented above is applicable here. 
 Dimers of ionic species with water displayed higher values of their binding energies (and no 
stable homodimers were possible). Only one dimer was considered for each ion. The dimers for the 
protonated imidazole and the carboxylate ion are shown on Figure 3.14, and the methyl guanadinium 
dimer with one water molecule is given on Figure 3.15.  
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(a)         (b)  
 
Figure 3.14. Dimer of the protonated imidazole (a) and carboxylate (b) ions with water. 
 
Lennard-Jones parameters and charges of the aromatic C and H atoms in imidazolium were kept 
at the same values as for the benzene molecule which served as the basis for all the aromatic systems. 
Following the usual protocol, all the polar hydrogen atoms were kept with zero Lennard-Jones 
parameters. For the carboxylate, the methyl group Lennard-Jones (and the hydrogen charges on the 
same group) were kept at their standard values.  
The only dimer considered for methyl guanadinium ion is shown on Figure 3.15. The planes of 
the water molecule and the methyl guanadinium are perpendicular to each other. The position of the 
water molecule is almost completely symmetric but with a ca. 0.1 Å shift toward the nitrogen connected 
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to the methyl group. The quantum mechanical dimerization energy is –17.86 kcal/mol, and the distances 
between the nitrogen atoms and the water oxygen are 2.98 and 3.09 Å. Our refitting of the N – H charge 
distribution and nitrogen Lennard-Jones  produced a value of the dimerization energy of –17.19 
kcal/mol and distances of 2.92 and 3.04 Å. 
 
Figure 3.15. Dimer of the methyl guanadinium ion with one water molecule. 
As can be seen from the results presented in Table 3.2, the fitting was successful, with the 
dimerization energy errors being within 0.5 kcal/mol, and the distances reproduced with an accuracy 
level of 0.1Å or better. 
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3.3.3 Torsional Fitting 
 We followed the validation procedure established by both other researchers and ourselves16,28 to 
fit the V1 – V3 coefficients in the torsional energy term. We carried out fitting of the POSSIM energies 
to LMP2/cc-pVTZ(-f) quantum mechanical energies at key conformational (equilibrium) and non-
equilibrium rotamer points. The improper torsional parameters were adopted from the OPLS-AA29 
without changes. The torsional parameters produced for benzene were used as the basis for the other 
aromatic systems. For phenol, V2 coefficients for the H–O–C–C rotation and O–C–C–C out-of-plane 
bending were parameterized. For pyrrole, V2 coefficient for the H–N–C–C was adjusted. In acetamide, 
the C–C–N–H parameters were created. All the necessary torsional parameters for the thiols and 
carboxylic acids were fitted, and O–C–C–H was the torsion fitted for the carboxylate ion. N–C–C–N, 
C–C–N–H and H–C–N–H torsional parameters were considered for imidazole C–C–N–H for the 
protonated version of this molecule. H–C–N–H was the only angle for methylamine. Several torsional 
parameters were produced for the methyl guanadinium. 
 All the resulting POSSIM and reference quantum mechanical energies are given in Table 3.3. It 
can be seen that in almost all of the cases the deviations were no more than ca. 0.1 kcal/mol, and in 
many cases much smaller. Overall, the quality of the torsional fitting was very adequate.  
 
Table 3.3. Torsional energies in kcal/mol 
Molecule Dihedral Angle Values Energy, QMa Energy, POSSIM 
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C6H6 C–C–C–C 15º 1.748 1.654 
  0º 0.000 0.000 
 H–C–C–C 150º 5.190 5.089 
  180º 0.000 0.000 
C6H5OH C–C–O–H 90º 3.187 3.238 
  60º 2.461 2.389 
  30º 0.763 0.770 
  0º 0.000 0.000 
 C–C–C–O 165º 1.505 1.505 
  180º 0.000 0.000 
C4NH5  H–N–C–C 180° 0.000 –0.001 
  165° 0.424 0.438 
  150° 1.345 1.432 
CH3CONH2 C–C–N–H 135º 12.244 12.361 
  150º 7.147 6.917 
  180º 1.845 1.850 
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  0º 0.000 0.000 
CH3SH H–C–S–H 0º 1.19 1.19 
  60º 0.000 0.000 
CH3SCH3 H–C–S–C 120º 1.753 1.742 
  150º 0.832 0.857 
  180º 0.000 0.000 
CH3SSCH3 C–S–S–C 120º –3.469 –3.469 
  150º –0.869 –0.866 
  180º 0.000 0.000 
 H–C–S–S 120º 1.248 1.242 
  150º 0.616 0.627 
  180º 0.000 0.000 
CH3COOH C–C–O–H 0º 5.486 5.490 
  150º 2.923 2.938 
  135º 6.125 6.119 
  180º 0.000 0.000 
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C2H5COOH C–C–C–O 90º 0.032 0.032 
  60º 0.000 0.000 
 H–C–C–C 150º 1.406 1.406 
  180º 0.000 0.000 
C3H7COOH C–C–C–C 0º 4.363 4.363 
  135º 2.746 2.747 
  150º 1.516 1.513 
  180º 0.000 0.000 
C3H4N2 N–C–C–N 5º 0.453 0.224 
  0º 0.000 0.000 
 C–C–N–H 175º 0.061 0.140 
  180º 0.000 0.000 
 H–C–N–H 5º 0.067 0.107 
  0º 0.000 0.000 
CH3NH2 H–C–N–H 0º 2.017 2.116 
  30º 0.830 0.716 
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  60º 0.011 0.018 
  180º 0.000 0.000 
C3H5N2
+ C–C–N–H 150º 3.492 3.608 
  165º 0.864 0.928 
  170º 0.380 0.415 
  175º 0.091 0.104 
  180º 0.000 0.000 
CH3COO
– O–C–C–H 150º 0.020 –0.316 
  180º 0.000 0.000 
C2N3H8
+ H–N(H2)–C–N 0º 0.000 –0.333 
  30º 0.175 0.482 
  60º 2.615 2.641 
 C–N–C–N(H2)  0º 0.000 –0.097 
  15º 0.140 0.217 
  30º 1.115 1.136 
 H–C(sp3)–N–C 0º 1.191 1.176 
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  60º 0.000 0.008 
  180º 0.000 0.008 
aLMP2/cc-pVTZ(-f) 
3.3.4 Heats of Vaporization and Molecular Volumes of Pure Liquids 
 Following the common procedure,15,16,25,28 we assessed the quality of reproducing condensed-
phase properties of the parameterized neutral compounds by simulating the corresponding pure liquids 
and determining their molecular volumes. The results are shown in Table 3.4. Overall, these data 
demonstrate that our fitting of the parameters has been successful, with the average errors in the heats of 
vaporization and molecular volumes (and thus the densities) being 3.0% and 1.4%, respectively. A 
couple of specific things to note here are as follows. 
 It can be seen that the methanethiol error in the enthalpy of vaporization is about 2.5%, while the 
error in molecular volume/density is less than 0.5%. For the CH3SCH3 molecule, the error in the heat of 
vaporization is only 0.8%, while the density is off by about 2.6%. For CH3SSCH3, the errors in the 
Hvap and V are about 4.8% and 2.6%, respectively. Overall, the accuracy of these results is quite 
adequate. This does not only mean that our fitting of POSSIM parameters yielded good results, but also 
confirmed once again that the quantum mechanical results for the methanethiol dimer are not entirely 
reliable given that our polarizable POSSIM dimer is bound noticeably tighter than its quantum 
mechanical counterpart, and yet the most reliable part of the target data which are the liquid-state heats 
of vaporization and densities are reproduced correctly. 
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Table 3.4. Heats of vaporization (in kcal/mol) and molecular volumes (in Å3).  
 Hvap Molecular volume 
System Reference POSSIM Reference POSSIM 
C6H6, 25ºC 8.09
a 7.85 148.4a 149.3 
C6H5OH, 25ºC 13.8
a 14.2 147.8a 148.4 
CH3CONH2, 100ºC  15.32 99.9
b 97.15 
CH3CONH2, 221ºC 13.4
b 13.22  109.28 
CH3SH, 5.96ºC 5.87
c 6.023 90c 90.41 
CH3SCH3, 25ºC 6.61
c 6.663 122.5c 125.74 
CH3SSCH3, 25ºC 9.18
c 9.616 148c 151.77 
CH3COOH, 25ºC 12.49
b 13.08 95.5b 95.47 
CH3COOH, 100ºC 11.30
b 12.01 104.1b 103.28 
C3H4N2, 25ºC 14.94
e 15.41 100.9e 102.1 
CH3NH2, –6.30 ºC 6.17e 6.18 73.9e 72.18 
C4NH5, 25ºC 10.8
f 10.6 115.3f 117.4 
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aReference25. bReference28. cReference25. dReference28. eReference15. fReference30 
 
 
Acetic acid heat of vaporization and molecular volumes are reported in Table 3.4. At 25ºC, the 
calculated Hvap is equal to 13.08 kcal/mol, which is within ca. 0.6 kcal/mol from the experimental 
result of 12.49 kcal/mol. Errors of this relative magnitude are slightly greater than the average for our 
force field development, but certainly not out of the range of what has been deemed adequate before.25 
At the same time, the molecular volume computed with POSSIM (95.46Å3) coincides with the 
experimental result of 95.5Å3 within the reported precision. We have also simulated pure liquid acetic 
acid at 100ºC. While this temperature is far outside of the characteristic range of biophysical simulations, 
the error in the enthalpy of vaporization was only about 0.7 kcal/mol, and the molecular volume was 
less than 1% off. Thus, our model appears to robustly reproduce the physical properties of the 
carboxylic acid system at a broad range of conditions. 
3.4 Conclusions 
We have extended our previously introduced POSSIM (POlarizable Simulations with Second 
order Interaction Model) framework to include a potential energy parameters for a number of 
electrostatically neutral and charged small molecules. These parameters are important as permitting to 
model the molecules as such and as side-chain analogues intended as the basis for development of the 
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POSSIM force field for proteins. The POSSIM force field includes explicit treatment of the electrostatic 
polarization. Moreover, this is done with the second-order approximation which permits to reduce 
computational cost associated with the polarizable calculations and to avoid the possibility of the 
polarization catastrophe by making the expressions for the induced dipole moments essentially 
analytical. Both experimental and quantum mechanical data has been used as fitting target for the newly 
introduced parameters. The accuracy of the POSSIM results is adequate and consistent with the 
acceptable standards of the field.  
The parameters for the above systems can be used for small molecules as well as a basis for 
parameterization of protein residues as described in following chapters and as functional groups in other 
larger molecules.  
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Chapter 4: Developing Parameters for Protein Amino Acids 
4.1 Introduction  
Presented in this chapter are methodology and results of parameterizing a complete POSSIM 
force field for proteins. The majority of this work was done by fitting torsional parameters for protein 
dihedrals while using the other parameters developed for the amino acid analogues as described in the 
previous section. The second-order approximation used in POSSIM (POlarizable Simulations with 
Second order Interaction Model) permitted to speed up the polarizable component of calculations by ca. 
an order of magnitude without any loss of accuracy. Most of the parameter fitting was done to high-
level quantum mechanical data. Conformational geometries and energies for dipeptides are reproduced 
within average errors of ca. 0.5 kcal/mol for energies of the conformers (for the electrostatically neutral 
residues) and 9.7º for key dihedral angles. We have also validated this force field by running Monte 
Carlo simulations of collagen-like proteins in water. The resulting geometries were within 0.94Å RMSD 
from the experimental data. Furthermore, our fitting of the force field parameters for the peptides and 
proteins has been streamlined compared with the previous generation of the complete polarizable force 
field and relied more on transferability of parameters for non-bonded interactions (including the 
electrostatic component). The resulting deviations from the quantum mechanical data are similar to 
those achieved with the previous generation, thus the technique is robust and the parameters are 
transferable. At the same time, the number of parameters used in this work was noticeably smaller than 
that of the previous generation of our complete polarizable force field for proteins, thus the 
transferability of this set can be expected to be greater and the danger of force field fitting artifacts is 
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lower. Therefore, we believe that this force field can be successfully applied in a wide variety of 
applications to proteins and protein-ligand complexes.  
Previously, our group successfully developed polarizable POSSIM parameters for alanine, lysine 
and protein backbones.1,2 Alanine dipeptide complexes with water, alanine di- and tetrapeptide were 
simulated and demonstrated in good agreement with high-level quantum mechanical results. The force 
field parameters of protein backbone were validated by simulation and characterization of a simple α 
helix in both gas phase and water. Presented in  Chapter 3, is the development of the parameters for a 
number of small molecules serving as models for peptide and protein side-chains.3 Following this 
success, we have now extended the development of the POSSIM force field to the complete set of 
amino acids and applied it in test simulations of a collagen-like protein. The results are presented in this 
chapter.  
The rest of the chapter is organized as follows: Given in Section 4.2 is description of the 
methodology involved in this chapter. Section 4.3 contains results and discussion. Finally, conclusions 
are presented in Section 4.4. 
4.2 Methods 
The methods of fitting torsional parameters for dihedrals of the side chains and simulations of 
the collagen-like Peptides are presented below.  Please refer to Chapter 2 for the basic methodology of 
building and using the POSSIM force field. 
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4.2.1 Parameterization of the Complete Protein Force Field 
 In the overwhelming majority of the cases, small molecules – analogues of the side chains had 
already been parameterized previously.4 In these instances, parameterization consisted of fitting 
torsional parameters for the 1, 2, etc. dihedrals of the side chains. The backbone parameters, including 
the  and  torsions, were taken directly from the alanine dipeptide set.1  
 It should be specifically emphasized that, unlike in the process of producing the previous 
generation of the polarizable force field for proteins (PFF),5 we did not refit parameters for non-bonded 
interactions for the residues but adopted them from the corresponding small molecules without any 
change. For example, methanol parameters were used in serine, acetamide – in asparagine and 
glutamine, etc. The performance of the resulting POSSIM force field is no less accurate than that of the 
previously parameterized PFF, as will be shown in the Results section. Therefore, it can be concluded 
that the transferability of the POSSIM formalism and parameters is excellent, and that the quality of the 
POSSIM framework does not suffer from overparameterization or excessive requirements and 
complexity in the parameterization process.  
 A brief summary of the torsional fitting technique is as follows: (i) We did the side-chain 
torsional fitting for CH3 – capped dipeptides. (ii) The fitting was done with ab initio data as the target. 
Unless noted otherwise, we used results of LMP2/cc-pVTZ(-f)/HF-6-31G** calculations5,6 with Jaguar 
software suite. (iii) The fitting subspace for any coupled torsions (such as 1 and 2) in side chains 
consisted of the point of the quantum mechanical energy minimum and four additional points in each 
direction with 20º spacing, for a total of 17 points for two-dimensional coupled torsions for each 
minimum. This was the same choice of the fitting subspace as was applied in previous protein force field 
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fitting projects carried out in our group. In cases of charged residues, the minima were found in 
continuum aqueous solution, but the actual energies of the rotamers were calculated in the gas phase (for 
comparison with the POSSIM results) and with all the ,  and side-chain  dihedral values fixed. In 
cases of electrostatically neutral residues, the backbone dihedral values were allowed to change. (iv) The 
resulting parameters were tested by reproducing the quantum mechanical conformational energies and 
geometries. (v) Initial guesses for the torsional parameters were found by applying a non-Boltzmann 
weighting scheme for the error at the fitting points: 
)exp( ii GbAW   
Here Gi stands for the absolute value of the torsional surface gradient at the point i, for which the weight 
Wi is to be produced. The coefficient A is adjusted to change the maximum weight/minimum weight 
ratio for the fitting and is chosen independently for each particular dipeptide fitting. Then the parameters 
were further adjusted to minimize errors in the conformational energies and dihedral angles.  
 It should also be pointed out that this version of our complete polarizable force field for proteins 
(POSSIM) contains fewer parameters than the previous one (PFF5). For example, we do not employ 
virtual sites on oxygen atoms and at the middle of C–H bonds, van-der-Waals interactions are described 
by only two terms and we use no permanent dipoles. Thus, one can expect that probability of 
encountering artifacts of parameter fitting with POSSIM should be lower.  
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4.2.2 Simulations of the Collagen-Like Peptides 
 We simulated a collagen-like peptide trimer (PDB ID 3AH9) as a test case. Simulations were 
carried out with POSSIM, using the Monte Carlo technique. The trimer is shown on Figure 4. 1. 
 
Figure 4.1. Collagen-like peptide trimer, PDB ID 3AH9. 
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 The system was solvated in 1000 water molecules in a periodic box of ca. 21.7 Å x 21.7 Å x 
86.6 Å size. We employed NPT simulations at 25ºC and 1 atm. Overall, 13 x 106 Monte Carlo 
configurations were used. RMS deviation from the X-ray PDB structure was determined as a measure of 
adequacy of the POSSIM results.  
4.3 Results and Discussion 
4.3.1 Parameterization of Protein Residues 
Alanine and Lysine 
 Parameters for the alanine1 and lysine2 residues were produced previously. We did not refit them 
in this work.  
For all the residues, the backbone atomtype will be the same, and the variety will be appeared in 
their side-chain atomtype assignments.  Arginine dipeptide with side-chain and backbone atomtype 
assignments (shown in Figure 4.2) is used as an example to demonstrate the backbone atomtype 
assignments. For simplicity reason, in the rest of the chapter all the figures just show the side-chain 
atomtype assignments. 
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Figure 4.2. Arginine side-chain atomtype assignments.  
 
 
Serine 
 For the serine amino acid, the backbone model was adopted without change from the alanine 
set,1 and the side-chain parameters (with the exception of the torsional parameters noted below) were 
taken from methanol.3 The side-chain torsional parameters related to  ( and ’) and  were fitted. 
The results of comparing the final conformational analysis for serine dipeptide simulated with POSSIM 
compared to the quantum mechanical data are given in Table 4.1. The average energy RMSD is only 
0.19 kcal/mol, compared with 0.34 kcal/mol in the previous version of the polarizable force field that 
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we used (we will denote it as PFF)5 and the same 0.34 kcal/mol in the refitted OPLS-AA.5 The average 
error in the key dihedral angles as calculated is 6.3° vs. 8.1° and 4.9° in PFF and OPLS-AA, 
respectively. Overall, the POSSIM model performs well in simulating the serine residue. Atomtype 
assignments for serine dipeptide are shown in Figure 4.3. 
 
Table 4.1. Conformational energies (kcal/mol) and angles (degrees) for serine dipeptide. “QM” stands 
for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 –0.32 –85.4 –75.0 75.0 35.5 54.1 63.5 67.3 70.2 
2 2.76 2.86 –157.5 –166.2 –176.10 178.0 –166.10 –162.9 82.5 82.5 
3 3.75 3.65 –156.7 –165.5 178.5 169.8 –170.7 –170.6 167.9 168.0 
4 3.95 3.92 –171.5 –163.9 166.2 157.0 –92.9 –92.1 53.9 53.7 
5 5.12 5.25 –154.3 –158.0 174.2 169.3 66.1 81.6 –61.2 –61.3 
6 7.43 7.65 –157.7 –157.5 172.5 172.8 68.0 75.5 –167.5 –170.6 
Error  0.19  6.6  11.4  6.1  1.1 
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Figure 4.3. Serine (left) and cysteine (right) side-chain atomtype assignments. The backbone atomtypes 
are as on Figure 4.2.  
 
Phenylalanine 
 The model for the phenylalanine residue was produced by merging the alanine backbone 
parameters and the POSSIM benzene ones, and the torsional energy parameters for the 1 and 2 side-
chain dihedrals were fitted in this work. The target and fitting quantum mechanical data were taken 
from previous work,6 just like it was done for the majority of the other residues. The results of fitting the 
torsional parameters related to the side-chain dihedral angles are shown in Table 4.2. The energy RMS 
deviation was only 0.02 kcal/mol, same as for the PFF and lower than the OPLS-AA 0.15 kcal/mol,5 
although all the errors are sufficiently small. The average error in the key dihedrals was 8.9°, between 
the 9.5° and 7.5° values for the PFF and OPLS-AA, respectively. Atomtype assignments for 
phenylalanine dipeptide are shown in Figure 4.4. 
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Table 4.2. Conformational energies (kcal/mol) and angles (degrees) for phenylalanine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 0.02 –156.1 –160.2 150.2 160.8 –171.7 –160.1 72.4 71.1 
2 0.88 0.86 –88.7 –73.6 76.7 36.2 –57.6 –59.6 112.0 119.4 
3 1.65 1.64 –157.7 –160.4 166.1 162.6 55.8 55.9 85.7 78.2 
Error  0.02  7.3  18.2  4.6  5.4 
 
        
Figure 4.4. Phenylalanine side-chain atomtype assignments. The backbone atomtypes are as on Figure 
4.2. 
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Cysteine 
 Alanine dipeptide and CH3SH molecule were used for the non-bonded parameters of this residue, 
as well as for the other parameters except for the torsions related to the 1 and 2 side-chain dihedrals. 
The results of fitting of these torsional parameters are shown in Table 4.3. It can be seen that the 
geometry is consistently close to the quantum mechanical target (with only one slight exception of the y 
angle in the first conformation that differs by about 30°). The overall energy error is 0.25 kcal/mol, 
comparable with the 0.27 kcal/mol of the PFF and somewhat better than the 0.35 kcal/mol error with the 
OPLS-AA. The average angular deviation is 6.0°, not very different from the PFF (4.8°) and OPLS-AA 
(5.8°) values and definitely in the acceptable range. Atomtype assignments for cysteine dipeptide are 
shown in Figure 4.3. 
 
Table 4.3. Conformational energies (kcal/mol) and angles (degrees) for cysteine dipeptide. “QM” stands 
for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 –0.38 –86.6 –74.1 64.7 34.2 52.4 63.3 68.1 64.7 
2 1.72 1.77 –159.2 –157.8 166.7 160.4 –160.7 –160.6 75.4 73.8 
3 2.26 2.20 –156.8 –156.9 144.1 144.0 –174.8 179.9 –81.4 –71.2 
4 3.18 3.50 –154.8 –156.4 174.4 163.6 65.1 69.2 –65.1 –53.9 
5 4.79 4.86 –160.0 –175.3 166.1 165.1 62.8 65.4 –175.3 –176.2 
Error  0.25  3.9  9.8  4.6  5.5 
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Asparagine and Glutamine 
 Asparagine and glutamine dipeptides were created by combining the alanine backbone and the 
acetamide parameters developed previously.3 Results for the conformational studies and side-chain 
torsional fitting for these systems are given in Tables 4.4 and 4.5. For asparagine, the RMSD of the 
conformational energies was 0.14 kcal/mol, between the OPLS-AA value of 0.16 kcal/mol and the PFF 
result of 0.02kcal.mol,5 all these deviations well within the target accuracy. The average error in the key 
dihedrals (, , 1 and 2) as compared to the quantum mechanical data was 8.6° with POSSIM and 8.7° 
and 19.5° with PFF and OPLS-AA, respectively. POSSIM performs very well in this respect, with only 
one relatively large deviation of ca. 30° in the second conformer .  
 
Table 4.4. Conformational energies (kcal/mol) and angles (degrees) for asparagine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 0.10 –166.3 –168.3 –176.1 172.4 –138.7 –133.7 89.3 88.4 
2 3.49 3.38 –179.2 176.7 –135.3 –102.1 55.3 48.7 –99.4 –94.1 
Error  0.14  3.0  22.3  5.8  3.1 
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Table 4.5. Conformational energies (kcal/mol) and angles (degrees) for glutamine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1/2/3 
 QM P QM P QM P QM P 
1 0.19 0.40 –154.1 –157.9 167.6 163.0 –99.6/–66.8/171.8 –103.8/–53.9/148.1 
2 0.46 0.62 –146.1 –152.5 169.2 158.9 –84.1/–60.8/128.8 –83.5/–52.9/123.9 
3 0.00 –0.65 –158.8 –156.7 154.2 148.1 –174.7/54.0/89.9 154.9/66.4/163.9 
4 1.07 1.68 –84.9 –76.6 57.1 32.1 66.3/–86.5/–155.8 70.5/–19.0/108.4 
5 0.92 1.68 –85.4 –76.7 77.8 32.1 76.8/–48.5/126.7 70.4/–19.0/108.4 
6 1.80 1.98 –85.8 –72.9 71.0 26.9 –60.8/88.8/169.4 –40.2/85.1/108.4 
7 2.83 1.63 –155.7 –156.1 154.7 156.8 62.3/81.2/–154.4 80.8/78.1/163.1 
8 4.02 4.32 –86.5 –79.3 78.0 67.0 –174.6/172.8/150.6 –175.2/–132.8/–137.9 
9 5.29 4.76 –138.7 –150.5 160.9 153.1 –62.3/–172.4/–170.0 –50.8/–174.7/–179.2 
10 5.32 5.43 –153.6 –162.1 164.6 160.6 59.0/171.6/150.5 63.1/166.1/152.9 
11 8.54 8.60 –153.4 –151.7 166.7 160.0 38.6/54.2/62.5 39.5/37.7/82.8 
Err  0.58  6.5  14.6  9.3/19.6/31.6 
  
 
 In case of the glutamine, the average energy RMS error is 0.58 kcal/mol, compared to the 0.92 
kcal/mol for PFF and 0.96 for the OPLS-AA.5 This is a significant improvement, especially given that 
there are eleven conformers. The average angular deviation with POSSIM of 16.3° is comparable with 
the PFF and OPLS-AA average errors of 18.0° and 13.9°, respectively. The larges error is in the values 
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for the 3 side-chain dihedral, as could be expected. Atomtype assignments for asparagine dipeptide and 
glutamine dipeptide are shown in Figure 4.5. 
        
Figure 4.5. Asparagine (left) and glutamine (right) side-chain atomtype assignments. The backbone 
atomtypes are as on Figure 4.2. 
 
Histidine 
 We considered two electrostatically neutral histidine dipeptide forms, Hid (protonated nitrogen 
atom in -position) and Hie (protonation at the -nitrogen). The quantum mechanical conformational 
data for the Hid form was not used in deriving parameters for the PFF force field5 and we have 
produced them in the course of this project. The results of testing the conformational equilibrium for 
Hid are shown in Table 4.6. Average deviations in energy and the key dihedral angles are 0.94 kcal/mol 
and 15.6°. Those values are generally consistent with the other residues given the number of conformers. 
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We did not compare them with the PFF and OPLS-AA results as they were not reported in the previous 
work. 
 
Table 4.6. Conformational energies (kcal/mol) and angles (degrees) for Hid dipeptide. “QM” stands for 
the quantum mechanical data (this work), “P” stands for POSSIM results from this work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 4.69 2.90 –82.7 –72.8 68.1 22.5 44.6 45.2 –120.8 –90.4 
2 3.59 4.74 177.9 –163.0 168.1 155.4 38.8 41.1 –94.8 –83.0 
3 3.02 3.06 –161.4 –161.1 132.9 148.8 173.2 176.3 –86.9 –79.1 
4 0.00 –0.27 –163.5 –163.1 173.0 157.5 –132.5 –123.1 65.7 62.7 
5 3.46 3.40 –87.2 –74.6 70.7 30.1 –51.4 –43.5 –66.0 –60.8 
6 6.74 6.82 –114.1 –74.5 144.3 36.6 –62.6 –60.6 162.5 162.4 
7 2.64 3.49 –169.9 –159.5 136.7 150.5 40.1 49.4 58.9 48.4 
Error  0.94  13.2  34.6  4.9  9.8 
  
 
Table 4.7. Conformational energies (kcal/mol) and angles (degrees) for Hie dipeptide. “QM” stands for 
the quantum mechanical data (this work), “P” stands for POSSIM results from this work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 –0.44 –85.2 –70.2 48.0 18.0 56.3 59.3 –74.8 –82.3 
2 0.19 0.18 –162,3 –164.7 –178.3 175.1 –143.1 –145.1 –67.3 –78.3 
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3 2.41 2.52 –154.0 –164.2 149.8 157.9 179.4 179.8 42.2 47.1 
4 2.95 3.69 –155.6 –164.2 –161.1 174.0 67.3 72.2 89.9 98.8 
5 3.26 3.69 –157.8 –164.2 173.9 174.0 64.5 72.2 77.3 98.9 
6 3.45 2.64 –87.5 –80.22 77.2 53.3 –57.7 –62.7 –54.9 –70.2 
7 4.90 5.80 –118.9 –124.2 150.1 146.7 –69.9 –68.7 174.3 161.4 
8 5.48 4.57 –155.0 –159.8 171.1 163.9 68.2 71.5 173.3 168.0 
Error  0.68  7.5  13.0  3.4  10.9 
  
 
 The torsional parameters related to the side-chain 1 and 2 dihedral angles in the Hie dipeptide 
were fitted to the same quantum mechanical set as used previously for the PFF and OPLS-AA force 
fields.5 The results of POSSIM calculations are presented in Table 4.7. We have managed to achieve an 
improvement of both the energy-related and angular results. The POSSIM RMS deviation of the 
conformational energy is only 0.68 kcal/mol (compared with the PFF result of 0.83 kcal/mol and the 
OPLS-AA one of 0.85 kcal/mol). The average error in the key conformational angles decreased by more 
than a factor of two, it is 8.7° for POSSIM versus 18.2° in PFF and 18.7° with OPLS-AA.5 It should be 
noted that conformers 4 and 5 do differ in the quantum mechanical calculations, with the only 
geometrical difference worth mentioning being the ca. 26° shift in the value of the backbone  angle. 
However, all the three force fields (POSSIM, PFF and OPLS-AA) yield the same result of these two 
conformers converging to just one.  
 Overall, performance of the POSSIM polarizable force field for the neutral histidine residues is 
adequate and consistent with that for the other amino acids. Atomtype assignments for Hie dipeptide 
and Hid dipeptide are shown in Figure 4.6. 
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Figure 4.6. Hie (left) and Hid (right) side-chain atomtype assignments. The backbone atomtypes are as 
on Figure 4.2. 
 
Leucine, Isoleucine and Valine 
 These protein residues were constructed by combining aliphatic POSSIM parameters with the 
backbone fitted to alanine. Results of leucine conformational fitting are given in Table 4.8. POSSIM 
performed reasonably well for all the conformers except for the very first one, with the backbone in the 
C5-conformation region. The quantum mechanical geometry is still reproduced by the POSSIM very 
well. The average error in the key dihedrals is only 5.4°, compared with the 5.1° and 5.9° of the PFF 
and OPLS-AA results.5 All these are in great agreement with the quantum mechanical data. The 
POSSIM conformational energy RMSD is 1.02 kcal/mol, noticeably greater than the PFF and OPLS-
AA errors of ca. 0.35 kcal/mol. However, given that the problem is created mostly by the first 
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conformer in the C5 backbone region, we believe that the overall performance of our leucine parameters 
is acceptable.  
 
Table 4.8. Conformational energies (kcal/mol) and angles (degrees) for leucine dipeptide. “QM” stands 
for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 1.80 –129.1 –137.3 151.7 153.5 –64.0 –64.7 170.7 170.5 
2 0.81 –0.12 –87.2 –82.3 78.2 63.0 –84.6 –74.0 61.7 67.0 
3 0.77 –0.63 –149.2 –155.7 136.8 155.0 –178.0 –168.6 64.0 61.6 
4 1.23 0.71 –155.9 –155.3 164.9 160.5 75.5 78.4 173.7 173.9 
5 1.28 1.99 –152.7 –155.0 169.2 166.0 54.2 61.2 71.1 71.7 
6 2.01 2.38 –150.0 –154.1 135.5 146.4 –177.4 –176.5 145.4 147.8 
7 2.91 3.81 –142.6 –154.4 120.5 137.3 –172.9 –171.9 –73.7 –77.5 
8 3.27 3.08 –152.2 –155.0 162.7 160.9 67.4 70.7 –57.8 –62.0 
9 3.63 2.89 75.3 72.4 –58.3 –40.3 –68.9 –62.8 –56.1 –55.9 
Error  1.02  4.9  10.0  4.7  2.1 
  
 
Table 4.9. Conformational energies (kcal/mol) and angles (degrees) for isoleucine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1  2 
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Conf. QM P QM P QM P QM P QM P 
1 0.00 0.49 –86.4 –84.2 87.1 82.9 –51.6 –54.4 –59.3 –55.5 
2 0.69 0.66 –128.8 –141.5 160.5 156.5 58.1 58.7 169.4 167.6 
3 0.88 0.85 –152.0 –154.8 151.2 157.6 –167.8 –168.5 165.9 159.7 
4 1.00 0.85 –117.1 –82.3 126.5 94.8 –63.7 –60.2 168.4 168.6 
5 1.11 0.56 –151.3 –155.3 150.9 155.8 –168.8 –168.6 61.3 62.0 
6 1.80 2.27 –126.7 –141.0 166.6 159.5 52.4 52.9 71.0 64.3 
7 2.18 1.29 –128.7 –143.8 160.2 154.9 75.0 65.3 –63.3 –74.1 
8 3.49 4.18 –147.8 –152.4 136.2 145.0 –172.6 –172.8 –87.4 –89.4 
Error  0.54  11.3  9.0  2.3  4.0 
  
 
Table 4.10. Conformational energies (kcal/mol) and angles (degrees) for valine dipeptide. “QM” stands 
for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this work.  
 Energy   1 
Conf. QM P QM P QM P QM P 
1 0.00 0.03 –129.7 –142.9 160.3 158.0 59.4 65.7 
2 0.35 0.20 –152.2 –154.1 151.3 154.1 –168.1 –168.1 
3 0.69 0.80 –115.2 –114.6 125.3 138.9 –60.0 –64.8 
Error  0.13  5.2  6.3  3.7 
  
 
 The isoleucine results are shown in Table 4.9. Here the performance of the parameters was 
uniformly good without any special conformational cases. The average RMSD in the conformational 
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energies was 0.54 kcal/mol, and the average error in the key dihedral was 6.7°. This compares well with 
the PFF errors or 0.88 kcal/mol and 11.8° and the OPLS-AA deviations of 0.38 kcal/mol and 5.5°.5  
 Conformational data for the valine dipeptide is given in Table 4.10. The POSSIM force field 
produced conformational energies within 0.13 kcal/mol RMSD and the ,  and 1 angles within an 
average of 5.1° from the quantum mechanical results. The PFF deviations were 0.01 kcal/mol and 5.1°, 
and the OPLS-AA errors are 0.08-0.16 kcal/mol and 8.4 – 8.6°.5 Thus, all the three force fields 
reproduce these conformational properties for valine adequately. Atomtype assignments for leucine 
dipeptide, isoleucine dipeptide and valine dipeptide are shown in Figure 4.7. 
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Figure 4.7. Leucine (top left) isoleucine (top right) and valine (bottom) side-chain atomtype assignments. 
The backbone atomtypes are as on Figure 4.2. 
 
 Methionine 
 88 
  
 Results of methionine dipeptide conformational energy optimization with POSSIM are shown in 
Table 4.11. The side-chain torsional parameters refitted in this case were those for 1, 1’, 2 and 3, as 
well as torsional parameters for the H-C-C-S and C-C-S-H dihedrals. Average error in the 
conformational energies as obtained with POSSIM were 0.23 kcal/mol. This is much better than the 
0.53 kcal/mol and 0.59 kcal/mol RMS deviations for the same system simulated with the PFF and 
OPLS-AA, respectively.5 The average errors in the key dihedrals as calculated with those force fields 
were 5.4° and 5.2°. The average error in the POSSIM key dihedrals (including the backbone  and ) is 
5.1°. Thus, the overall, the quality of the POSSIM parameters for this amino acid is very good. 
Atomtype assignments for methionine dipeptide are shown in Figure 4.8. 
 
Table 4.11. Conformational energies (kcal/mol) and angles (degrees) for methionine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1/2/3 
 QM P QM P QM P QM P 
1 0.00 –0.27 –157.3 –158.0 148.4 154.5 –175.7/51.5/55.8 –177.4/61.1/56.1 
2 2.95 3.18 –13.2 –146.6 155.9 158.8 –63.1/–177.2/–179.5 –65.3/–170.6/179.4 
3 2.49 2.39 –155.7 –157.5 167.0 163.3 61.8/–179.1/72.6 63.5/176.2/72.2 
4 1.88 1.83 –86.6 –67.0 61.8 29.7 60.1/–83.8/173.9 63.2/–87.8/–175.4 
5 3.06 3.31 –152.4 –156.1 164.4 162.8 62.0/–179.2/179.1 63.5/175.4/–179.3 
6 2.07 1.78 –152/4 –157.2 146.9 152.5 175.8/60.5/–178.8 –179.7/66.8/174.7 
7 3.56 3.78 –155.5 –157.1 163.6 166.9 63.1/94.2/–170.5 65.0/94.0/–175.8 
Err  0.23  6.2  7.9  2.4/5.2/3.7 
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Figure 4.8. Methionine (left) and proline (right) side-chain atomtype assignments. The backbone 
atomtypes are as on Figure 4.2 (unless explicitly specified here). 
 
Proline 
 Proline dipeptide represents a special case. Just like in the previous works,5,6 we validated 
proline parameters by calculating energies with values of the N–C–C(O)–N angle constrained at its 
value corresponding to the energy minimum, as well as at positions where this angle deviated from the 
minimum by ±60° and 180°. The results are shown in Table 4.12. The average energy error of 0.74 
kcal/mol is good, especially given that the maximum rotamer energy exceeds 12 kcal/mol. The 
corresponding errors with the PFF and OPLS-AA force fields were 1.27 and 1.54 kcal/mol.5 However, it 
should be noted that we refitted torsional parameters for N–T–T–C, C–C–C–C(O), and C(O)–C–N–C 
angles, and this refitting was not carried out in our previous projects involving torsional force field 
parameters refitting for this residue. Atomtype assignments for proline dipeptide are shown in Figure 
4.8. 
 
Table 4.12. Proline dipeptide energies (kcal/mol) for different values of the N–C–C(O) –N angle with 
respect to the one corresponding to the energy minimum. The quantum mechanical energies are from 
Reference 5.  
N–C–C(O) –N angle Energy, QM Energy, POSSIM 
Minimum 0.00 0.26 
+60° 3.18 3.94 
–60° 2.99 1.99 
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+180° 12.45 12.43 
RMS deviation  0.74 
 
 
Tryptophan 
 Results of torsional fitting for the tryptophan dipeptide are shown in Table 4.13. We have 
produced parameters for the C–C–C–N, C–C–C–C(O) (1 and 1’ dihedrals) and C–C–C–C (2 
dihedral). The conformational energy RMSD calculated previously with the OPLS-AA and PFF force 
fields were 0.50 and 0.49 kcal/mol, respectively, and the average deviations for the key dihedrals were 
24.2° and 19.4°.5 The average angular error obtained with the POSSIM simulations is 19.2°, but the 
energy deviates from the quantum mechanical result by 0.75 kcal/mol. While this error is somewhat 
higher than that obtained for the previous version of the force field, its value as such is not outside of the 
range where conformational energy errors can be considered reasonable and acceptable. It appears that 
this system has a relatively flat potential energy surface with a number of shallow minima. This 
character of the energy landscape is reproduced by all the three force fields (OPLS-AA, PFF and 
POSSIM). Atomtype assignments for tryptophan dipeptide are shown in Figure 4.9. 
 
Table 4.13. Conformational energies (kcal/mol) and angles (degrees) for tryptophan dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1  2 
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Conf. QM P QM P QM P QM P QM P 
1 0.00 0.03 –154.5 –158.7 148.4 160.2 –171.8 –171.2 –112.6 –122.8 
2 0.15 0.31 –156.0 –159.6 145.8 157.9 –175.5 –170.4 87.6 85.1 
3 1.30 2.57 –87.8 –81.7 77.3 38.3 –53.8 –65.8 115.3 131.0 
4 1.65 2.27 –160.1 –164.3 165.2 163.1 52.8 65.9 84.4 79.3 
5 2.18 2.36 –89.9 –82.7 76.6 47.8 –62.9 –68.1 –23.7 –11.1 
6 2.22 2.52 –152.8 –160.3 164.7 161.4 58.5 68.3 –89.8 –92.9 
7 3.26 2.37 –126.9 –82.7 140.0 48.9 –59.8 –68.2 –89.1 –12.0 
8 2.91 2.36 –118.8 –82.7 146.7 47.8 –70.2 –68.1 –7.6 –11.0 
9 3.41 2.28 –155.9 –164.2 171.7 162.8 68.5 65.9 –6.1 79.1 
Error  0.75  13.5  32.9  6.5  23.9 
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Figure 4.9. Tryptophan side-chain atomtype assignments. The backbone atomtypes are as on Figure 4.2.  
 
Threonine 
 For this system, the torsional parameters for the 1, 1’, 2 and related dihedrals were refitted. 
The results are shown in Table 4.14. The value of the average error in the key dihedrals was 6.9° with 
the OPLS-AA and 8.9° with the PFF, the previous version of the polarizable force field.5 In 
parameterizing this residue with the POSSIM formalism, we have obtained a comparable error of 7.7°, 
as can be seen from the data in the table. The RMS deviation of the conformational energy was 0.76 
kcal/mol if obtained with POSSIM. Application of the OPLS-AA and PFF yielded errors of 0.87 and 
0.75 kcal/mol, respectively. Overall, the quality of parameterization of this residue with all the above 
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methods appears to be adequate. Atomtype assignments for Threonine dipeptide are shown in Figure 
4.10. 
 
Table 4.14. Conformational energies (kcal/mol) and angles (degrees) for threonine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 –0.17 –86.3 –77.5 76.8 40.7 52.8 57.8 66.4 70.2 
2 2.80 4.03 –154.7 –162.0 179.3 174.6 –166.3 –164.6 81.7 81.9 
3 3.64 2.85 –154.5 –162.2 176.2 167.8 –169.0 –170.9 167.1 171.5 
4 5.29 4.74 –87.5 –78.7 76.7 60.5 –46.7 –50.8 179.1 179.1 
5 5.36 5.39 –159.9 –161.4 142.2 148.5 –81.9 –83.9 37.8 47.0 
6 6.09 6.90 –134.9 –155.0 169.3 159.0 62.4 72.0 –62.8 –58.5 
7 7.66 7.10 –128.7 –143.5 168.2 163.6 65.3 61.3 –178.5 172.6 
Error  0.76  9.9  12.4  4.0  4.4 
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Figure 4.10. Threonine (left) and tyrosine (right) side-chain atomtype assignments. The backbone 
atomtypes are as on Figure 4.2. 
 
Tyrosine 
 For this residue, we refitted torsional parameters for the 1, 1’ and 2 dihedral angles. The 
parameters related to 6 were adopted from torsional parameters for phenol4 without change, and the 
remaining torsional coefficients that include atoms of the aromatic ring were the same as in 
phenylalanine and benzene. The results of validating these parameters with the conformational 
calculations are presented in Table 4.15. The RMS deviation of the conformational energies is 0.27 
kcal/mol. This value is the same as for the PFF and is somewhat smaller than the OPLS-AA RMSD of 
0.39 kcal/mol.5 The average error in the key dihedral angles was found to be 13.7° with POSSIM and 
8.9° and 8.1° with the PFF and OPLS-AA, respectively. Atomtype assignments for tyrosine dipeptide 
are shown in Figure 4.10. 
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Table 4.15. Conformational energies (kcal/mol) and angles (degrees) for tyrosine dipeptide. “QM” 
stands for the quantum mechanical data (from Reference 5), “P” stands for POSSIM results from this 
work.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 0.15 –156.8 –158.9 154.0 157.2 –166.7 –164.9 72.7 72.5 
2 0.34 0.37 –88.8 –77.8 77.1 45.9 –56.0 –65.2 113.9 166.0 
3 0.39 0.35 –156.0 –159.3 147.7 156.1 –174.7 –167.6 –105.3 –95.9 
4 1.67 2.11 –161.4 –158.8 166.2 162.8 52.6 63.9 –96.3 –87.5 
5 2.17 1.92 –156.4 –158.3 166.6 161.5 57.1 63.4 86.7 77.8 
6 2.64 2.31 –117.9 –76.4 139.9 42.2 –64.0 –66.3 96.1 96.3 
Error  0.27  10.4  24.8  6.3  13.3 
  
 
 
Protonated Aspartic and Glutamic Acids 
 In cases of these protonated carboxylic acid residues, we report the average errors in key 
dihedrals including the last angles (3 for Aspp and 4 for Glup), those that contain the acid OH 
hydrogen, even though the values of these angles are not given in the tables describing the fitting results 
(Table 4.16 for the protonated aspartic acid and Table 4.17 for its glutamic acid counterpart). The 
inclusion of these values into the calculated averages is justified by the fact that the quantum mechanical 
deviations of their values from 0° and 180° is in some cases as big as 25.5°, thus reproducing their 
values is not simply a matter of having them approximately at the planar 0° or 180° values.  
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Table 4.16. Conformational energies (kcal/mol) and angles (degrees) for protonated aspartic acid 
dipeptide. “QM” stands for the quantum mechanical data, “P” stands for POSSIM results.  
 Energy   1  2 
Conf. QM P QM P QM P QM P QM P 
1 0.00 0.26 –161.7 –162.2 162.6 154.8 –161.0 –150.6 –1.1 –5.9 
2 4.90 4.64 –86.2 –72.0 54.2 –0.1 68.1 59.3 –31.3 –0.9 
3 6.13 6.14 –107.6 –86.2 8.7 –6.9 –59.9 –59.5 136.9 136.3 
Error  0.26  12.0  25.9  6.6  11.9 
 
 
Table 4.17. Conformational energies (kcal/mol) and angles (degrees) for protonated glutamic acid 
dipeptide. “QM” stands for the quantum mechanical data, “P” stands for POSSIM results.  
 Energy   1/2/3 
 QM P QM P QM P QM P 
1 1.65 0.42 –152.7 –163.5 145.0 148.3 –178.9/60.2/–90.3 178.3/57.3/–117.4 
2 0.00 0.64 –86.8 –71.6 76.0 32.4 –59.2/105.7/146.4 –40.2/99.9/131.9 
3 3.68 4.90 –163.7 –162.7 164.0 158.0 51.4/–74.1/152.6 63.9/–69.4/139.9 
4 0.46 –0.40 –155.2 –159.4 169.1 163.0 –100.4/–70.5/–170.6 –101.9/–81.7/–155.0 
5 7.51 7.79 –127.6 –144.8 20.2 4.3 48.2/49.2/–125.8 48.6/50.6/–108.5 
6 2.57 2.53 –85.7 –80.4 78.6 62.5 –175.9/173.3/–5.2 –171.4/–172.2/–6.2 
Err  0.92  9.0  15.2  6.8/6.7/14.7 
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 We have refitted 1, 1’, 2 and 2’ torsional parameters for Aspp and 1, 1’, 2, 3 and ’ ones 
for Glup. The protonated acid group parameters were taken from previous work4 without any changes.  
 As can be seen from Tables 4.16 and 4.17, the RMS deviations for the protonated aspartic and 
glutamic acid dipeptides as simulated with POSSIM were 0.26 kcal/mol and 0.92 kcal/mol, respectively. 
The latter error is somewhat on the larger side, but not unacceptable, given the absolute values of the 
conformational energies. The average errors in the key dihedrals for these two systems were 12.4° for 
Aspp and 9.9° for Glup.  
 Protonated forms of the Asp and Glu residues are not very typical in proteins, but they have to 
be parameterized for such applications as calculations of protein pKa shifts. Atomtype assignments for 
protonated aspartic acid dipeptide and protonated glutamic acid dipeptide are shown in Figure 4.11. 
         
Figure 4.11. Protonated aspartic acid (left) and protonated glutamic acid (right) side-chain atomtype 
assignments. The backbone atomtypes are as on Figure 4.2. 
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Aspartic and Glutamic Acids 
 As discussed in the Methods section, parameterization of charged residues was carried out with 
constrained geometry optimizations, thus only the POSSIM conformational energies (and not 
geometries) are compared to the quantum mechanical references.  
 Torsional parameters for the 1, 1’and 2 dihedral were refitted in the both cases, In addition to 
that, the H–C–C–C(O) torsional parameters were fitted for Asp, and used in the both restudies, 
supplemented with refitted parameters for C–C–C(O)–O in Glu. 
 Results of the torsional fitting are given in Tables 4.18 and 4.19. The average error for the 
aspartic acid dipeptide conformational energies is 0.71kcal/mol, and the error for the glutamic acid case 
is 1.48 kcal/mol. The OPLS-AA results were varying between 0.16 kcal/mol and 1.95 kcal/mol for Asp 
(depending on the torsional parameter set) and the error was 1.53 kcal/mol for Glu.5 The RMS 
deviations with PFF were 0.77 kcal/mol and 1.47 kcal/mol.5 Overall, the performance of the POSSIM 
parameters is consistent of that of the previous generation polarizable PFF force field. Atomtype 
assignments for aspartic acid dipeptide and glutamic acid dipeptide are shown in Figure 4.12. 
 
Table 4.18. Conformational energies (kcal/mol) for aspartic acid dipeptide. “QM” stands for the 
quantum mechanical data (from Reference 5), POSSIM results are from this work.  
 Energy 
Conformer QM POSSIM 
1 5.40 6.08 
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2 0.00 0.06 
3 3.72 2.98 
Error  0.71 
 
 
Table 4.19. Conformational energies (kcal/mol) for glutamic acid dipeptide. “QM” stands for the 
quantum mechanical data (from Reference 5), POSSIM results are from this work. 
 Energy 
Conformer QM POSSIM 
1 0.00 –1.55 
2 7.89 8.35 
3 3.68 3.68 
4 14.10 14.12 
5 7.20 9.89 
6 12.79 10.99 
7 10.95 11.12 
Error  1.48 
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Figure 4.12. Aspartic acid (left) and Glutamic acid (right) side-chain atomtype assignments. The 
backbone atomtypes are as on Figure 4.2. 
 
Protonated Histidine 
 This residue was parameterized by refitting the torsional parameters for the 1, 1’,2  and 2’ 
dihedrals. The results are shown in Table 4.20. The average error in the conformational energies was 
less than 0.01 kcal/mol. This result was achieved without any torsional coefficients exceeding 5.0 
kcal/mol in magnitude. Atomtype assignments for protonated histidine dipeptide are shown in Figure 
4.13. 
 
Table 4.20. Conformational energies (kcal/mol) for protonated histidine dipeptide. “QM” stands for the 
quantum mechanical data (from Reference 5), POSSIM results are from this work. 
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 Energy 
Conformer QM POSSIM 
1 0.00 0.00 
2 4.86 4.86 
3 0.31 0.31 
4 7.20 7.20 
5 4.48 4.48 
6 4.67 4.67 
Error  <0.00 
 
        
Figure 4.13. Protonated histidine (right) side-chain atomtype assignments. The backbone atomtypes are 
as on Figure 4.2. 
 
Arginine 
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 The last charged side-chain residue we worked with in this project was arginine. The side-chain 
parameters were produced by fitting methyl guanidine potential energy functions as described above. 
The torsional fitting for this amino acid was carried out by adjusting the Fourier coefficients for the 1, 
1’,2, 3  and 4 dihedral angles. The results of this fitting are presented in Table 4.21.  
 
Table 4.21. Conformational energies (kcal/mol) for arginine dipeptide. “QM” stands for the quantum 
mechanical data (from Reference 5), POSSIM results are from this work. 
 Energy 
Conformer QM POSSIM 
1 0.00 0.00 
2 10.76 10.73 
3 3.29 3.28 
4 13.87 19.97 
5 8.58 8.65 
6 4.25 4.19 
Error  1.05 
 
 The average error in the conformational energies was 1.05 kcal/mol, this falls between the PFF 
and OPLS-AA results of 0.79 and 1.15 kcal/mol, respectively.5 It should be noted that the error in the 
POSSIM energies is defined almost entirely by the highest-energy (and thus the least probable) 
minimum number 4. Removing this minimum would reduce the average error to ca. 0.04 kcal/mol. Thus, 
we believe that the POSSIM parameters for this residue are adequate. Atomtype assignments for 
arginine dipeptide are shown in Figure 4.2. 
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                                          (a)                                                                           (b)  
Figure 4.14. Structures used to fit torsional parameters for the ionized C-terminus (a) and N-terminus 
(b). Similar systems were used for electrostatically neutral forms of the termini.  
 
N- and C-termini 
 In order to be able to use POSSIM in simulations of complete peptides and proteins in gas-phase 
and solution, torsional energy parameters for the electrostatically neutral and charged proteins, with the 
end-groups being –COO–, –COOH, –NH3+ and –NH2, were fitted previously.2 These parameterizations 
were carried out using structures shown on Figure 4.14 for the charged forms and similar ones for the 
electrostatically neutral ones. These fragments correspond to the termini with alanine residue adjacent to 
them. The angles for which the fitting of the torsional parameters was carried out are marked on the 
figure. In each case, we compared POSSIM rotamer energies with those obtain with the LMP2 quantum 
mechanical calculations, and the angles were varied in 20° steps.  
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 The values of the parameters were produced and employed previously.2 Tabulated here are the 
resulting average errors in the rotamer energies presented in Table 4.22. It can be seen that all the errors 
are in the reasonable ca. 0.3 kcal/mol range. Atomtype assignments for protonated and deprotonated C-
terminus and deprotonated (left) and protonated (right) N-terminus are shown in Figure 4.15 and Figure 
4.16 respectively. 
 
Table 4.22. Average deviations (kcal/mol) of POSSIM energies from those obtain with quantum 
mechanical calculations for rotamers used in fitting torsional parameters for protein termini.  
Terminus Average Error in Rotamer Energies 
–COO– 0.18 
–COOH 0.33 
–NH3+ 0.29 
–NH2 0.32 
 
 106 
  
 
 
Figure 4.15. Protonated and deprotonated C-terminus atomtype assignments. 
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Figure 4.16. Deprotonated (left) and protonated (right) N-terminus atomtype assignments. 
 
 In summary, results of applying the produced torsional parameters for serine, phenylalanine, 
cysteine, asparagine, glutamine, protonated and deprotonated histidine, leucine, isoleucine, valine, 
methionine, proline, tryptophan, threonine, tyrosine, protonated and deprotonated aspartic and glutamic 
acids and arginine, N- and C-termini are presented in Tables 4.1 – 4.22. Overall, the performance of 
POSSIM is robust. Given in Table 4.23 is comparison of the energy and dihedral angles deviations from 
quantum mechanical targets for POSSIM, as well as for the OPLS-AA and PFF (the previously 
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developed polarizable force field).5 The average deviations with all the three techniques are almost 
completely the same, with the energy and key dihedral angle errors for the neutral residues being ca. 0.5 
kcal/mol and 10°, respectively. Thus, we conclude that the POSSIM methodology is adequate for 
reproducing these properties. It should also be emphasized that the POSSIM errors are about the same 
as the PFF ones, even though the number of parameters in the latter is greater.  
 
Table 4.23. Average energy (kcal/mol) and dihedral energy (degrees) deviations from the quantum 
mechanical results for POSSIM as well as the OPLS and PFF (previously developed polarizable force 
field). The OPLS and PFF results are from Reference 5.  
Residue POSSIM OPLS-AA PFF 
Energy Angles Energy Angles Energy Angles 
Serine 0.19 6.3 0.34 4.9 0.34 8.1 
Phenylalanine 0.02 8.9 0.15 7.5 0.02 9.5 
Cysteine 0.25 6.0 0.35 5.8 0.27 4.8 
Asparagine 0.14 8.6 0.16 19.5 0.02 8.7 
Glutamine 0.58 16.3 0.96 13.9 0.92 18.0 
Hid 0.94 15.6     
Hie 0.68 8.7 0.85 18.7 0.83 18.2 
Leucine 1.02 5.4 0.35 5.9 0.35 5.1 
Isoleucine 0.54 6.7 0.38 5.5 0.88 11.8 
Valine 0.13 5.1 0.08 8.4 0.01 5.1 
Methionine 0.23 5.1 0.59 5.2 0.53 5.4 
Proline 0.74  1.54  1.27  
Tryptophan 0.75 19.2 0.50 24.2 0.49 19.4 
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Threonine 0.76 6.9 0.87 6.9 0.75 8.9 
Tyrosine 0.27 13.7 0.39 8.1 0.27 8.9 
Protonated Asp 0.26 12.4     
Protonated Glu 0.92 9.9     
Aspartic Acid 0.71  0.16  0.77  
Glutamic Acid 1.48  1.53  1.47  
Protonated His <0.01  0.97  0.97  
Arginine 1.05  1.15  0.79  
Average deviations 0.48a/0.81b 9.7a 0.46a/0.95b 10.3a 0.44a/1.00b 10.1a 
aElectrostatically neutral residues, proline not included. bCharged residues.  
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                         (a)                                                      (b)                                                        (c)  
Figure 4.17. Structures of the simulated collagen-like peptide: (a) 3ah9 Protein Data Bank geometry; (b) 
a snapshot from the simulations in this work and (c) the same snapshot with the solvent water molecules 
and hydrogen atoms removed for clarity. All the nonbonded parameters and torsional parameters in the 
POSSIM model are presented in Tables 4.24 and 4.25, respectively. 
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4.3.2 Simulations of the Collagen-Like Peptides 
 While results of these simulations cannot be considered an exhaustive test of our second-order 
polarizable POSSIM formalism and parameters, they do provide an illustration of validity of the 
technique. The reference 3ah9 geometry and representative structures from the simulations are shown 
on Figure 4.17. The RMSD for this snapshot is 0.94Å, and the maximum deviation is 2.04Å.  
4.3.3 Effects of Using the Second-Order Polarization Model 
 We have been constantly monitoring results of our second-order polarizable simulations to make 
sure that the second-order approximation is capable of reproducing physical phenomena as well as the 
full-scale polarization approach. So far, we have seen no indications that it is not so. The main evidence 
that this formalism works well is that both gas-phase and liquid state properties can be reproduced with 
the same set of parameters, as this is something that fixed-charges force fields cannot accomplish 
consistently because of the lack of an explicit many-body effect representation in them.  
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Figure 4.18. Polarization energy between two particles with charges ±0.5 e and polarizability of 2.0 Å3 
as a function of distance between their centers.  
 
The only case when the second-order polarization would definitely give qualitatively different 
results from the full point-dipole model would be for the polarization catastrophe, when the relative 
position of the dipoles is such that the iterative process for finding the induced dipole values converges, 
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and the dipoles grow without any limit. However, this is certainly an undesirable scenario, and full 
polarization techniques usually employ methods for avoiding this computational artifact anyway.  
It should be emphasized that the second-order POSSIM method does not include parameterizing 
the force field for the full-scale polarization and then using the parameters in the approximate second-
order implementation. All the parameterization is done for the second order, and thus any systematic 
differences between the full-scale and second-order parameterization are compensated.  
 Let us also consider the following illustration. Given on Figure 4.18 are polarization energies 
calculated for two particles, one with a charge of +0.5 e and this other with a  –0.5 e one as a function of 
distance between them. Each particle is assigned a polarizability of 2.0 Å3. We did these calculation for 
the full-scale polarizability, the second-order one (POSSIM) and for the first-order approach in Equation 
4a. It can be seen that significant deviations occur only at short distances, especially if we consider the 
full and second-order techniques. At a distance of only 2.6 Å, the difference between the two is already 
ca. 5%, and any physically meaningful deviations at shorter (but still reasonable) distances can be taken 
care of by the proper second-order parameterization. Moreover, the rapid growth of the magnitude of 
the full-scale polarization energy at short distances is likely to take place in the region where the point-
dipole approximation is already less valid, and the result of –1076.32 kcal/mol at 1.6 Å does not seem to 
be physically reliable. Therefore, we believe that our second-model is a robust way to represent many-
body interactions, and this is confirmed by its ability to reproduce both the gas-phase and liquid-state 
results.  
 The above illustration cannot account for all the possible configurations. But it is used as an 
illustration, and we will continue to monitor results of our simulations to make sure that the second-
order approximation is adequate in reproducing many-body effects.  
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4.4 Conclusions 
 We have produced a complete second-order polarizable force field for protein within the the 
POSSIM framework. In validating the values of the parameters, we reproduced dipeptide 
conformational energies within an average deviation of 0.52 kcal/mol from the quantum mechanical 
data and achieved an average accuracy of 9.7º for the key dihedral angles. We have performed 
additional validation by running Monte Carlo simulations of collagen-like proteins in water. The 
resulting geometries were within 0.94Å RMSD from the experimental data. 
 The procedure for fitting the parameters was somewhat simplified compared to that used in 
building the previous version of the polarized force field for proteins. Even more importantly, we have 
noticeably reduced the number of parameters used in our formalism. This means two things, first, we 
have achieved a greater level of transferability by more extensively using small-molecule parameters as 
those for protein fragments. Second, we reduced the number of parameter types (for example, 
permanent electrostatic dipoles are no longer employed). In spite of these changes, the average accuracy 
of the resulting POSSIM force field is at approximately the same level as the previous version of the 
polarizable force field (PFF) and the all-atom OPLS force field. We are hoping that these changes will 
further improve robustness of biophysical simulations involving the polarizable force field.  
Moreover, the methodology applied in this work can be applied to other classes of organic and 
biologically significant molecules.  
 Further validation and application of POSSIM will include extensive simulations of other protein 
and protein-ligand systems, and this has been set as the direction of current and future work in our 
research group.  
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Table 4.24. Nonbonded Parameters in the POSSIM model.  stands for the inverse polarizability.  
Atom Charge, 
electrons 
, Å , 
kcal/mol 
-1, Å-3 
General types (including some 
parameters derived previously) 
    
CT135 –0.180 3.500 0.066 0.5069 
CT136 –0.120 3.500 0.066 0.5069 
CT137 –0.06 3.500 0.066 0.5069 
HC140 0.06 2.500 0.030 – 
CT224 0.108 3.500 0.066 0.5069 
C235 0.529 3.400 0.086 0.7797 
O236 –0.558 3.220 0.152 0.8948 
N238 –0.378 3.350 0.170 0.6307 
H241 0.239 0.000 0.000 – 
CT242 –0.012 3.500 0.066 0.5069 
CH3NH3
+ molecule and lysine     
N287 –0.08 3.60 0.280 1.0000 
H290 0.36 0.00 0.000 – 
C292 –0.18 3.50 0.066 1.9728 
C145 benzene, phenol (except for 
C(OH)), other aromatics 
–0.100 3.550 0.070 3.26 
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H146, benzene, phenol, other 
aromatics 
+0.100 2.420 0.030 – 
C166 in phenol –0.025 3.550 0.070 1.00 
O167, phenol –0.450 3.285 0.180 2.95 
H(O)168, phenol  0.475 0.000 0.000 3.91 
S200, CH3SH –0.266 3.700 0.450 0.5565 
C217, CH3SH –0.115 3.500 0.066 0.5069 
H(S)204, CH3SH 0.201 0.000 0.000 5.0828 
S202, CH3SCH3, methionine –0.130 3.700 0.450 0.5565 
C209, CH3SCH3, CH3SSCH3 –0.115 3.500 0.066 0.5069 
S203, CH3SSCH3 –0.065 3.740 0.370 0.5565 
C(O)267, CH3COOH 0.780 3.200 0.090 1.074 
O(=C)269, acids –0.610 3.400 0.160 1.35 
O(H)268, acids –0.590 2.900 0.160 1.31 
H(O)270, acids 0.420 0.000 0.000 – 
NA503, imidazole –0.256 3.254 0.175 2.203 
CW508, imidazole –0.268 3.550 0.070 1.8329 
CV507, imidazole 0.188 3.550 0.070 1.8329 
NB511, imidazole –0.587 3.254 0.175 1.190 
CR506, imidazole 0.287 3.550 0.070 1.8329 
H(NA)504, imidazole 0.262 0.000 0.000 3.026 
H(CW)146, imidazole 0.187 2.500 0.030 – 
H(CV)146, imidazole 0.119 2.500 0.030 – 
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H(CR)146, imidazole 0.068 2.500 0.030 – 
N900, CH3NH2 –0.772 3.3562 0.154 0.962 
H(N)909, CH3NH2 0.2485 0.000 0.000 2.946 
C903, CH3NH2 0.095 3.500 0.066 0.5069 
H(C)911, CH3NH2 0.060 2.500 0.030 – 
NA512, imidazolium, Hip –0.5075 3.355 0.270 2.500 
CX510, imidazolium, Hip 0.215 3.550 0.070 3.260 
CR509, imidazolim, Hip 0.385 3.550 0.070 3.260 
H(NA)513, imidazolium, Hip 0.450 0.000 0.000 – 
H(C)146, imidazolium 0.100 2.420 0.030 – 
C(H)273, CH3COO
– –0.280 3.500 0.066 0.5069 
C(O)271, CH3COO
– 0.700 3.750 0.105 1.000 
O272, CH3COO
– –0.800 3.275 0.290 1.500 
OW111, water –0.702 3.270 0.175 1.300 
HW112, water 0.351 0.0 0.0 3.300 
OH154, methanol –0.580 3.185 0.170 – 
HO154, methanol 0.350 0.0 0.0 1.68 
CT857, methanol 0.050 3.500 0.066 0.5069 
C (–N–C), NMA –0.012 3.500 0.066 0.5069 
CT135 (–C–N), NMA –0.180 3.500 0.066 0.5069 
N237, acetamide –0.501 3.250 0.170 0.400 
H240, acetamide 0.274 0.000 0.000 – 
C235, acetamide 0.449 3.400 0.086 0.913 
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O236, acetamide –0.496 3.170 0.152 4.00 
Arginine and methyl guanadinium     
N2 300 –0.920 3.420 0.170 1.400 
H3 301  0.454 0.000 0.000 – 
CA302 0.862 3.550 0.050 2.200 
N2 303  –0.464 3.420 0.170 1.400 
H3 304 0.390 0.000 0.000 – 
CT307 0.056 3.500 0.066 0.5069 
CT308 –0.120 3.500 0.066 0.5069 
CT807 0.116 3.500 0.066 0.5069 
Triptophan and Pyrrole     
CA845  0.000 3.550 0.070 3.26 
CA945 –0.057 3.550 0.070 3.26 
N503 –0.387 3.750 0.120 0.700 
H504 0.387 0.000 0.000 – 
CT157, serine 0.110 3.500 0.066 0.5069 
CT149, phenylalanine –0.020 3.500 0.066 0.5069 
CT206, cysteine –0.055 3.500 0.066 0.5069 
C335, asparagine, glutamine 0.449 3.400 0.086 0.9130 
O336, asparagine, glutamine –0.496 3.170 0.152 4.000 
CT635, Hid 0.067 3.500 0.066 0.5069 
CW508, Hid, Hie –0.268 3.550 0.070 1.8329 
NA503, Hid, Hie –0.256 3.254 0.175 2.203 
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H504, Hid, Hie 0.262 0.000 0.000 3.026 
CV507, Hid, Hie 0.188 3.550 0.070 1.8329 
HA846, Hid 0.119 2.500 0.030 – 
NB511, Hid, Hie –0.587 3.254 0.175 1.190 
CR506, Hid, Hie 0.287 3.550 0.070 1.8329 
HA847, Hid, Hie 0.068 2.500 0.030 – 
CT835, Hie –0.001 3.500 0.066 0.5069 
HA848, Hie 0.187 2.500 0.030 – 
CT210, Met –0.055 3.500 0.066 0.5069 
CT809, Met –0.190 3.500 0.066 0.5069 
N239, Pro –0.027 3.350 0.170 0.6307 
CT245, Pro –0.212 3.500 0.066 0.5069 
CT246, Pro –0.012 3.500 0.066 0.5069 
CT836, Pro –0.002 3.500 0.066 0.5069 
CT158, Thr 0.170 3.500 0.066 0.5069 
CT149, Tyr –0.020 3.500 0.066 0.5069 
CT274, Asp, Glu –0.220 3.500 0.066 0.5069 
CT855, Hip 0.148 3.500 0.066 0.5069 
*Bond stretching and angle bending parameters taken from OPLS-AA (as implemented in BOSS version 
4.8. For BOSS reference see Reference 7) without refitting.  
 
Table 4.25. Torsional Parameters in the POSSIM model. 
Torsion V1, kcal/mol V2, kcal/mol V3, kcal/mol 
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General types (including some 
parameters derived previously) 
   
H-C-C-H 0.0 0.0 0.3640 
H-C-C-C 0.0 0.0 0.2100 
C-C-C-C 0.980 –0.570 0.6400 
H-O-C-H, methanol 0.0 0.0 0.3500 
H-C-C-O, NMA 0.0 0.0 0.0 
H-C-C-N, NMA 0.0 0.0 –0.1365 
C-C-N-C, NMA 1.160 –1.733 0.0 
C-C-N-H, NMA 0.0 4.900 0.0 
O-C-N-H 0.0 4.900 0.0 
O-C-N-C 0.0 6.089 0.0 
C-N-C-H, NMA 0.0 0.0 –0.2500 
H-N-C-H, NMA 0.0 0.0 0.0 
N-C-C-O (improper), NMA  
0.0 
 
21.00 
 
0.0 
C-N-C-H (improper), NMA  
0.0 
 
2.000 
 
0.0 
C-N-C-C,  2.000 –0.500 –3.772 
N-C-C-N,  –2.837 3.942 –3.328 
C-N-C-C, ’ –2.718 1.757 5.202 
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C-C-C-N, ’ 0.372 –0.915 3.321 
HC–CT–CT–N, peptides  0.000 0.000 0.348 
HC–CT–CT–C, peptides  0.000 0.000 0.348 
CH3NH3
+, C2H5NH3
+, lysine    
H-C-N-H 0.000 0.000 0.249 
H-C-C-N 0.000 0.000 0.210 
C-C-N-H 0.000 0.000 0.355 
Lysine residue only    
N-C-C-C ( 1) –3.862 –0.355 5.035 
C(O)-C-C-C ( 1’) –6.000 –3.905 0.454 
C-C-C-N ( 4) 0.286 –2.595 –5.020 
C-C-C-C (lys side-chain only) 0.980 –0.570 0.640 
C–C–C–C, benzene 0.0 7.450 0.0 
C–C–C–H, benzene 0.0 5.783 0.0 
H–C–C–H, benzene 0.0 7.250 0.0 
C–C–O–H, phenol 0.0 1.865 0.0 
C–C–C–O, phenol 0.0 7.452 0.0 
H–C–C–O, phenol 0.0 7.250 0.0 
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H–N–C–O, acetamide 0.0 4.900 0.0 
H–N–C–C, acetamide 0.0 4.900 0.0 
H–C–C–O, acetamide 0.0 0.0 0.0 
H–C–C–N, acetamide 0.0 0.0 –0.140 
H–C–S–H, CH3SH 0.0 0.0 0.3916 
H–C–S–C, CH3SCH3 0.0 0.0 0.515 
C–S–S–C, CH3SSCH3 0.0 –6.850 1.711 
H–C–S–S, CH3SSCH3 0.0 0.0 0.366 
H–C–C–O, acids 0.0 0.0 0.0 
C–C–O–H, acids 1.244 6.048 0.0 
O–C–O–H, acids 0.0 5.500 0.0 
C–C–C–O(H), acids 0.0 –2.140 0.0 
H–C–C–C(O), acids 0.0 0.0 0.185 
C–C–C–C(O), acids 0.223 0.706 0.0 
H–C–NB–C, imidazole 0.0 5.783 0.0 
C–C–NB–C, imidazole 0.0 7.450 0.0 
H–C–NB–C, imidazole 0.0 7.450 0.0 
NB–C–C–H, imidazole 0.0 5.783 0.0 
H–C–C–H, imidazole 0.0 7.250 0.0 
H–C–C–NA, imidazole 0.0 5.783 0.0 
C–C–NA–C, imidazole 0.0 7.450 0.0 
C–C–NA–H, imidazole 0.0 5.783 0.0 
H–C–NA–C, imidazole 0.0 5.783 0.0 
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H–C–NA–H, imidazole 0.0 7.250 0.0 
C–NA–C–NB, imidazole 0.0 7.450 0.0 
C–NA–C–H, imidazole 0.0 5.783 0.0 
H–NA–C–NB, imidazole 0.0 5.783 0.0 
H–NA–C–H, imidazole 0.0 7.250 0.0 
C–NB–C–NA, imidazole 0.0 7.450 0.0 
C–NB–C–H, imidazole 0.0 5.783 0.0 
C–NB–C–H, imidazole 0.0 0.0 0.565 
X–X–X–X, imidazoliuma 0.0 7.450 0.0 
H–X–X–X, imidazoliuma  
(except H–N–C–C) 
 
0.0 
 
5.783 
 
0.0 
H–N–C–C, imidazolium 0.0 0.0 0.0 
H–X–X–H, imidazoliuma 0.0 7.250 0.0 
H–C–C–O, CH3COO– 0.0 0.0 0.0 
Z–CA–X–Y, improper torsionb 0.0 2.2 0.0 
Z–N–X–Y, improper torsionb 0.0 2.0 0.0 
O–C–X–Y, improper torsionb 0.0 21.0 0.0 
Arginine and methyl guanadinium    
H–C–N–H 0.0 0.0 0.0 
H–C–N–C 0.0 0.0 0.045 
C–N–C–N(H2) 0.0 4.000 0.0 
H–N–C–N 0.0 2.400 0.0 
Z–CA–X–Y, improper torsionb 0.0 2.2 0.0 
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Z–N–X–Y, improper torsionb 0.0 2.0 0.0 
O–C–X–Y, improper torsionb 0.0 21.0 0.0 
N–CT–CT–CT, Arg 1 5.000 –2.500 4.500 
C–CT–CT–CT, Arg 1’ 2.300 1.650 –3.47 
CT–CT–CT–CT, Arg 2 3.300 –1.430 4.840 
CT–CT–CT–N2, Arg 3 –1.650 1.970 5.440 
CT–CT–N2–CA, Arg 4 3.800 –4.050 1.290 
Triptophan and Pyrrole    
H–N–CA–CA 0.000 –0.500 0.000 
CA–CT–CT–N, Trp 1 5.57441 –4.07773 2.91885 
CA–CT–CT–C, Trp 1’ –1.78332 1.03626 5.500 
CA–CA–CT–CT, Trp 2 –1.000 1.15243 –1.16324 
Serine    
N–CT–CT–OH, Ser 1 8.900 –5.375 6.322 
C–CT–CT–OH, Ser 1’ –1.624 –2.672 –5.882 
Phenylalanine    
N–CT–CT–CA, Phe 1 0.003 0.639 0.580 
C–CT–CT–CA, Phe 1’ –0.399 0.016 0.700 
CT–CT–CA–CA, Phe 2 0.000 0.615 0.000 
Cysteine    
HC–CT–SH–HS 0.000 0.000 0.392 
N–CT–CT–SH, Cys 1 1.286 1.243 –1.827 
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C–CT–CT–SH, Cys 1’ –1.671 0.098 3.455 
CT–CT–SH–HS, Cys 2 –1.425 –0.164 0.537 
Asparagine     
N–CT–CT–C, Asn 1 –0.832 –0.373 3.595 
C–CT–CT–C, Asn 1’ –4.430 –1.053 –0.379 
CT–CT–C–N, Asn 2 –1.392 0.118 –3.596 
CT–CT–C–O2, Asn –1.079 0.849 –3.251 
HC–CT–CT–C, Asn 0.000 0.000 0.210 
Glutamine    
N–CT–CT–CT, Gln 1 –1.830 3.988 1.397 
C–CT–CT–CT, Gln 1’ –3.053 4.190 –1.378 
CT–CT–CT–C, Gln 2 –1.588 2.497 –1.090 
CT–CT–C–N, Gln 3 4.771 0.891 –0.241 
CT–CT–C–O2, Gln 0.000 0.250 0.000 
Histidine    
N–CT–CT–CW, Hid 1 3.172 –0.518 2.645 
C–CT–CT–CW, Hid 1’ –0.597 –1.821 –2.950 
CT–CT–CW–NA, Hid 2 –1.222 –1.022 –0.159 
CT–CT–CW–CV, Hid 2’ 1.780 –0.247 –3.516 
N–CT–CT–CV, Hie 1 0.641 –2.740 1.133 
C–CT–CT–CV, Hie 1’ –1.202 –0.907 1.467 
CT–CT–CV–NB, Hie 2 1.927 –0.416 0.884 
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CT–CT–CV–CW, Hie 2’ –2.506 –1.058 0.331 
Leucine, Isoleucine, Valine    
N–CT–CT–CT, Leu 1 1.490 –0.083 –2.246 
C–CT–CT–CT, Leu 1’ –0.053 –0.252 4.216 
CT–CT–CT–CT, Leu 2 1.450 –0.050 1.453 
N–CT–CT–CT, Ile 1 1.699 –1.078 4.355 
C–CT–CT–CT, Ile 1’ 2.622 0.738 –1.807 
CT–CT–CT–CT, Ile 2 –0.064 –0.185 0.292 
N–CT–CT–CT, Val 1 3.198 –1.054 1.988 
C–CT–CT–CT, Val 1’ 1.857 2.177 0.821 
Methionine    
N–CT–CT–CT, Met 1 5.000 –0.870 4.651 
C–CT–CT–CT, Met 1’ 2.500 –1.042 3.069 
CT–CT–CT–S, Met 2 5.000 –5.000 0.000 
CT–CT–S–CT, Met 3 –0.266 –0.461 –0.170 
HC–CT–CT–S, Met –0.147 –2.832 0.142 
Proline    
CT–CT–CT–N, Pro 0.568 0.218 0.852 
C–CT–N–CT, Pro 4.914 5.000 –0.234 
CT–CT–CT–C, Pro –2.474 3.757 2.471 
C–N–CT–HC, Pro 0.000 0.000 0.000 
CT–CT–N–CT, Pro 0.980 –0.570 0.640 
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CT–N–CT–HC, Pro 0.000 0.000 0.000 
Threonine    
N–CT–CT–OH, Thr 1 5.000 –1.347 3.219 
C–CT–CT–OH, Thr 1’ 0.070 0.057 –4.721 
N–CT–CT–CT, Thr 3.024 –0.969 3.497 
C–CT–CT–CT, Thr 1.299 2.750 1.598 
CT–CT–OH–HO, Thr 2 –0.444 –1.317 1.098 
Tyrosine    
N–CT–CT–CA, Tyr 1 3.789 –2.784 2.555 
C–CT–CT–CA, Tyr 2 –0.649 –1.232 3.073 
CT–CT–CA–CA, Tyr 2 –3.882 2.369 5.000 
Protonated Aspartic and Glutamic 
Acids 
   
HC–CT–CT–C, Aspp, Glup 0.000 0.000 0.210 
HC–CT–C–O, Aspp, Glup 0.000 0.000 0.000 
HC–CT–C–OH, Aspp, Glup 0.000 0.000 0.000 
N–CT–CT–C, Aspp 1 –5.000 –1.000 –1.500 
C–CT–CT–C, Aspp 1’ –0.704 1.100 1.500 
CT–CT–C–O, Aspp 2, Glup  –5.000 2.700 –1.000 
CT–CT–C–OH, Aspp 2’, Glup ’ –1.000 1.500 0.594 
N–CT–CT–CT, Glup 1 –0.319 4.308 –1.157 
C–CT–CT–CT, Glup 1’ 2.011 3.160 3.800 
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CT–CT–CT–C, Glup 2 3.500 1.252 0.000 
Aspartic and Glutamic Acids    
HC–CT–CT–C, Asp, Glu 0.000 0.000 0.210 
N–CT–CT–C, Asp 1 –7.820 –7.830 7.550 
C–CT–CT–C, Asp 1’ –6.330 3.210 5.610 
CT–CT–C–O2, Asp 2 1.400 1.890 3.100 
CT–CT–C–O2, Glu 0.000 0.250 0.000 
N–CT–CT–CT, Glu 1 –9.930 –1.010 –2.360 
C–CT–CT–CT, Glu 1’ –3.990 –0.270 4.700 
CT–CT–CT–C, Glu 2 –9.060 –9.940 9.930 
Protonated Histidine    
HC–CT–CT–CX, Hip 0.000 0.000 0.000 
N–CT–CT–CX, Hip 1 –0.021 –2.290 3.251 
C–CT–CT–CX, Hip 1’ –2.282 2.646 4.999 
CT–CT–CX–NA, Hip 2 –2.148 –1.282 4.661 
CT–CT–CX–CX, Hip 2’ 4.090 1.786 –4.578 
Neutral C-terminus    
C-C-C-O 2.840 0.0 2.090 
N-C-C-O 4.343 –0.698 –3.634 
Deprotonated C-terminus    
N-C-C-O 5.000 2.980 0.000 
C-C-C-O 0.000 0.370 1.000 
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Neutral N-terminus    
H-C-C-N 0.000 0.000 0.210 
H-C-N-H 0.000 0.000 0.249 
C-C-N-H 0.151 1.648 0.920 
Protonated N-terminus    
H-C-C-N 0.000 0.000 0.210 
H-C-N-H 0.000 0.000 0.249 
C-C-N-H 0.792 3.914 –0.435 
aX stands for either C or N. bCA stands for an aromatic carbon atom or the central carbon atom in 
methyl guanadinium. X, Y, Z can be any atomtype. All the improper torsional parameters were adopted 
from OPLS-AA (as implemented in BOSS version 4.8. For BOSS reference see Reference 7) without 
any changes. 
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Chapter 5. Validating of POSSIM Force Field by Simulating an 
Elastin-like Polypeptide 
5.1 Introduction 
Validation of POSSIM force field by simulating an elastin-like polypeptide is described in this 
chapter. In previous chapters, we have presented that complete parameterizing POSSIM force field by 
parameterizing the side-chain analogues and fitting torsional parameters for dihedrals of the side chains. 
We have performed additional validation by simulating an elastin-like polypeptide GVG(VPGVG)3 in 
aqueous solution. Elastin-like peptides with the (VPGVG)n motif are known to exhibit anomalous 
behavior in that the peptide molecule becomes more structured when the temperature is raised in 
aqueous solution (the so called inverse temperature transition). We have simulated the system with the 
OPLS-AA and POSSIM force fields and demonstrated that our newly developed polarizable POSSIM 
parameters permit to capture the experimentally observed decrease of the radius of gyration with 
increasing temperature, while the fixed-charges OPLS-AA ones do not. Therefore, we believe that 
POSSIM force field can be successfully applied in a wide variety of applications to proteins and protein-
ligand complexes and in predicting and analyzing temperature-related protein behavior. 
Elasticity is the tendency of a deformed material to return its original shape when the forces 
causing the deforming are removed.3 Elastin is the major component of elastic fiber which is responsible 
for the elasticity of the tissues, such as, arteries, lung, bladder and skin. In order to explore the 
relationship of structure and elasticity of the protein in molecular level, various elastin-like peptides 
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(ELPs) have been synthesized and studied by using spectroscopies and other biophysical methods, such 
as nuclear magnetic resonance,4-6 circular dichroism,7 Raman and infrared spectroscopy,8 X-ray 
crystallography,9 atomic force microscopy.10 In these ELPs, the most common sequence is GVGVP 
(amino acids valine, V; proline, P; and glycine, G).11 Interestingly, poly(GVGVP) is soluble in water at 
low temperature, but it crystallizes on raising of the temperature and redissolves when the temperature 
drops.12 This phenomenon that the polymer becomes more ordered as the temperature increases from 
below to above the temperature of the phase transition is so called inverse temperature transition.13  
This anomalous behavior of ELPs has also caught the interest of computational chemists, 
although direct observation of phase separation through computational simulation has not been achieved. 
The temperature-induced conformational changes of a single ELP in water have been investigated by 
several groups. Li and coworker simulated a 90-residue elastin peptide, (VPGVG)18, with explicit water 
molecules for 80 ns by molecular dynamics, and they observed that elastin has formed more β-structure 
at higher temperature.14 Rousseau and coworkers conducted molecular dynamics simulation of 
octapeptide GVG(VPGVG) in aqueous solution for 32 ns, and the simulated peptide undergoes an 
inverse temperature transition.15 Molecular dynamics simulations of GVG(VPGVG)3 in aqueous 
solution for 350 ns were carried out by Krukau and coworkers and they found two main conformational 
state of the peptide, a rigid conformational state at low temperatures and a flexible conformational state 
at high temperature. Their simulation failed to reproduce the inverse temperature transition behavior of 
ELP.16 
We have simulated GVG(VPGVG)3 ELP at different temperatures with the OPLS-AA and 
POSSIM force fields to validate the parameters produced for the latter and to gain additional insight into 
the physical reason for the anomalous behavior. The work is presented in this chapter. The rest of the 
chapter is organized as follows: Given in Section 5.2 is description of the methodology involved in this 
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part of our work. Section 5.3 contains results and discussion. Finally, conclusions are presented in 
Section 5.4. 
5.2 Methods 
The methods of simulating and characterizing GVG(VPGVG)3 ELP are presented in this section. 
Please refer to Chapter 2 for the general description of POSSIM and OPLS-AA force fields and 
methodology. 
5.2.1 Simulations of the Elastin-Like Peptide GVG(VPGVG)3 
 We have simulated this peptide with the POSSIM software. The system was soaked in a cluster 
of 2602 water molecules. To assess the effect of the temperature, simulations were carried out at 5ºC, 
25ºC, 77ºC and 95ºC. While the lowest and the highest of them somewhat exaggerate the actual 
experimental conditions, we used these points as a way to observe the full trend. Moreover, given that 
most force fields are not parameterized at a variety of temperatures, it is conceivable that the values of 
temperature use in simulations do not necessarily completely correspond to exactly the same physical 
temperature, which makes our decision to extend the temperature range even more justified. In the 
OPLS simulations, the TIP3P water model was used.17 
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 Moreover, to better understand the effect of employing the explicit treatment of electrostatic 
polarization, we have run four kinds of simulations: NVNU (nonpolarizable OPLS-AA solute and 
solvent), NVPU (OPLS solvent and polarizable POSSIM solute), PVNU (POSSIM solvent and OPLS 
solute) and PVPU (completely polarizable POSSIM system).  
Each simulation was run for 36 x 106 Monte Carlo configurations.  
5.2.2 Characterizations of the Elastin-Like Peptide GVG(VPGVG)3 
 We monitored the radius of gyration R as the main measure of the size of the peptide used in this 
work: 

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5.3 Results and Discussion 
5.3.1 Total Energy of Simulated Systems 
The fluctuation of the total energy E of the system with the Monte Carlo (MC) step number for 
various solvent-solute combinations at 25ºC is shown in Figure 5.1. It is worth to be mentioned that the 
absolute values of E are not important, because the simulations were running under different force fields 
which contain their own definition of the energy baseline. The importance is the pattern of E 
progressing with increasing of the number of the MC configurations to verify whether the simulation 
reaches equilibrium.18 For nonpolar solvent with nonpolar solute (NVNU), the total energy E is ca. 
45000 kcal/mol after the first MC simulation, the value of E is dropping rapidly during next 50 
simulations, and then E stays constant within the range of -13000 to -11000 kcal/mol. The simulation 
system achieves equilibrium after 10 million MC configurations. For NVPU, PVNU and PVPU, 
although the absolute energies are different, the same conclusions can be reached. At 5, 77 and 95ºC the 
total energies E show similar patterns as the function of the number of Monte Carlo configurations (data 
not shown).  
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Figure 5.1. Total energy E of the system with Monte Carlo (MC) configurations at 25ºC for various 
combinations of solvent and solute models. Each MC simulation contains 200k configurations. 
 
Thus, all the simulations for various solvent-solute combinations at various temperatures reach 
equilibrium after about 12 million MC configurations. All data presented in the following part of the 
chapter was collected after 12 million MC configurations of equilibration. 
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5.3.2 Radius of Gyration 
 
Figure 5.2. Average radius of gyration R of the GVG(VPGVG)3 system calculated for the last 8 x 10
6 
Monte Carlo configurations at 5, 25, 77 and 95ºC for various solvent-solute combinations. Error bars 
illustrate root-mean-square deviation of last 40 data points (each data point represents 2 x 105 Monte 
Carlo configurations). 
 
Radius of gyration R of the elastin-like peptide simulated in water box with various solvent-
solute combinations is shown in Figure 5.2. For nonpolar solvent with nonpolar solute (NVNU), the 
average radius of gyrations are 7.20 ± 0.05, 6.82 ± 0.07, 8.32 ± 0.17 and 7.90 ± 0.13 Å at 5, 25, 77 and 
95ºC, respectively. For nonpolar solvent with polar solute (NVPU), the average radius of gyrations are 
9.66 ± 0.08, 9.80 ± 0.09, 8.50 ± 0.09 and 8.48 ± 0.07 Å at 5, 25, 77 and 95ºC, respectively. For polar 
solvent with nonpolar solute (PVNU), the average radius of gyrations are 9.53 ± 0.15, 9.20 ± 0.21, 8.07 
± 0.13 and 8.02 ± 0.24 Å at 5, 25, 77 and 95ºC, respectively. For polar solvent with polar solute (PVPU), 
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the average radius of gyrations are 9.24± 0.12, 8.68 ± 0.14, 9.26 ± 0.20 and 7.96 ± 0.08 Å at 5, 25, 77 
and 95ºC, respectively.  
Simulations with the completely fixed charges NVNU model (OPLS solvent and OPLS solute) 
yield the values of the R that are ca. 1 Å greater for the higher temperatures. This result corresponds to 
the regular pattern when increasing temperature leads to increases of the radius of gyration, by is not in 
agreement with the experimental results for the ELP.12,13 At the same time, all the simulations that 
include either polarizable POSSIM solute (NVPU), polarizable POSSIM solvent (PVNU) or both 
(PVPU) show that the radius of gyration decreases with temperature, and the change is 1.0 – 1.5 Å (the 
only exception being the 77°C run for the PVPU model).  
The process of the decrease of R with increasing temperature is most likely driven by entropy of 
the solvent. In liquid water, each of the water molecules is able to form four hydrogen bonds with its 
neighbors. When a nonpolar solute is introduced, the hydrogen bonding network is disrupted. In order to 
minimize the disruption, reorientation of the water molecules along the interface leads to formation of 
an “iceberg”9 or cage around the nonpolar solute, which confine the mobility of solute. Water molecules, 
involved forming and surrounding the “iceberg” have less entropy than water molecules in bulk water. 
At higher temperature values, the strength of those solute-solvent interactions decreases, since the water 
molecules prefer to move faster rather than to stay put to optimize those interactions (thus the entropic 
factor). Therefore, the bonds between the solute and solvent molecules become weaker on average, and 
it is then more favorable for the solute to form internal bonds between different parts of itself. This way, 
the more compressed form of the protein with a smaller size (and smaller R) becomes more preferable.  
 The above reasoning leads to the conclusion that solute-solute, solute-solvent and solvent-
solvent interactions are all playing a role in the fine interaction balance governing the inverse 
dependence of R on temperature for this peptide, and it is therefore not surprising that introduction of 
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the explicit polarizability into either the solvent of the solute model has a positive effect on the result. 
Fixed-charges force fields such as OPLS-AA are known to be parameterized to reproduce bulk liquid 
properties. Since fixed-charges formalism is not capable of responding to changing electrostatic 
environment, this usually means that intermolecular interactions between individual molecules in gas-
phase or in the presence of a medium with lower dielectric constant (such as a protein or peptide) are 
overestimated. Therefore, the fixed-charges OPLS-AA force field predicts solute-solvent interactions 
that are too strong, and thus the applied increase in temperature was not sufficient to make the decrease 
of R thermodynamically favorable. At the same time, these interactions are weaker than those in the 
bulk solvent when simulated with the polarizable POSSIM, and the experimentally observed inverse 
dependence of R on T is reproduced. This demonstrates an advantage of our POSSIM formalism and 
parameters.  
5.3.3 End-to-end Distance 
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Figure 5.3. Average end-to-end distance D of the GVG(VPGVG)3 system calculated for the last 8 x 10
6 
Monte Carlo  configurations at 5, 25, 77 and 95ºC for various solvent-solute combinations. Error bars 
illustrate root-mean-square deviation of last 40 data points (each data point represents 2 x 105 Monte 
Carlo configurations). 
 
End-to-end distance D of the elastin-like peptide simulated in water box with various solvent-
solute combinations is shown in Figure 5.3. For nonpolar solvent with nonpolar solute (NVNU), the 
average end-to-end distance are 16.47 ± 1.38, 12.97 ± 0.59, 21.18 ± 0.93 and 22.39 ± 1.50 Å at 5, 25, 77 
and 95ºC, respectively. For nonpolar solvent with polar solute (NVPU), the average end-to-end distance 
are 29.43 ± 0.93, 26.97 ± 0.87, 21.45 ± 0.40 and 17.19 ± 0.44 Å at 5, 25, 77 and 95ºC, respectively. For 
polar solvent with nonpolar solute (PVNU), the average end-to-end distance are 26.21 ± 0.98, 19.81 ± 
0.58, 24.03 ± 0.61 and 24.01 ± 0.32 Å at 5, 25, 77 and 95ºC, respectively. For polar solvent with polar 
solute (PVPU), the average end-to-end distance are 16.23 ± 0.37, 17.61 ± 0.57, 23.14 ± 0.90 and 17.09 
± 0.70 Å at 5, 25, 77 and 95ºC, respectively. 
The data from the NVPU simulations shows a clear trend of decrease of the end-to-end distance 
with raising temperatures.  But this trend cannot be observed on the other three groups of data. It seems 
like this challenges the conclusion from analyzing the radius of gyration results. However, a closer 
analysis demonstrates that our previous conclusions are still valid. 
  
 141 
  
  
                                          (a)                                                                           (b)  
Figure 5.4. Structures of ELPs of PVPU after 36 × 106 Monte Carlo configurations. (a) At 5 ºC, end-to-
end distance is 15.53 Å and radius of gyration is 8.86 Å and (b) at 95 ºC, end-to-end distance is 17.99 Å 
and radius of gyration is 7.85 Å. Water molecules are removed for clarity. 
 
The snapshots of ELPs of PVPU after 36 × 106 Monte Carlo configurations are shown in Figure 
5.4. The end-to-end distance of ELPs at 5 ºC is lower than 95 ºC, but the radius of gyration is higher 
than 95 ºC. In order to understand the contradiction between D and R, we should take a closer look at 
those two indicators. The end-to-end distance D measures the distance between the methyl carbons of 
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the capped groups. End-to-end distance can fluctuate in range of several angstroms simulation by 
simulation even due to a slight change of the backbone dihedral angle. Also, the decrease of the end-to-
end is not directly relative to the shrinkage of the ELPs. On the other hand, radius of gyration, 
measurement the root mean square distances of the atoms from the center of geometry, is the directly 
indicator the shrinking or swelling of the ELPs. 
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5.3.4 Ramachandran Plots 
 
Figure 5.5. Ramachandran Plots for various residues (P, green square; V, red triangle; G, blue cross)  of 
ELPs with PVPU after 36 × 106 Monte Carlo configurations (a) at 5 ºC, (b) 25 ºC, (c) 77 ºC and (d) 95 
ºC.  
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Ramachandran plots for various residues of ELPs with PVPU are provided in Figure 5.5. Due to 
the steric hindrance, all proline and valine residues locate in the region of α-helix and β-sheet at all the 
temperatures. Proline residue is known to show high energy barrier in conformational changes.19 On the 
other hand, glycine residues have no side chain and therefore are able to adapt their phi and psi angles in 
all four quadrants of the Ramachandran map. Thus, the adaptive capacity of glycine residues plays the 
major role in providing conformational flexibility to the inverse temperature transition of ELPs.20 
 
As shown in Figure 5.5, at 5 ºC, two proline residues and five valine residues locate in α-helix 
region, and one proline residue and  two valine residues locate in β-sheet region. At 25 ºC, two proline 
residues and four valine residues locate in α-helix region, and one proline residue, three valine and one 
glycine locate in β-sheet region. At 77 ºC, two proline residues, four valine residues and one glycine 
residue locate in α-helix region, and one proline residue, three valine residues and one glycine residue 
locate in β-sheet region. At 95 ºC, one proline, five valine and one glycine residues locate in α-helix 
region, and two proline, two valine and one glycine residues locate in β-sheet region. Also, it is worth to 
notice that type II β-turn has been observed at 95 ºC. As mentioned above, our simulations show at 
higher temperature, glycine residues tend to move into α-helix and β-sheet regions. Also, although the 
simulated ELPs only contain 18 amino acids length and no classic α-helix and β-sheet has been 
distinguished, residues tend to form more β-structure elements at higher temperatures. 
5.4 Conclusions 
This study was successful in reproducing the inverse temperature transition (ITT) in a model 
ELP with the POSSIM force field. In order to validate our newly developed POSSIM force field, 
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simulations of the elastin-like peptide (ELP), GVG(VPGVG)3 were carried out at four different 
temperatures various solvent-solute combinations. Radius of gyration, end-to-end distance and 
Ramachandran plot were employed to characterize the degree of the ELP structure. The resulting radii 
of gyration demonstrate that the fine effect of the reversed transition dependence with increasing 
temperature can be reproduced with POSSIM force field for proteins but not with the fixed-charges 
OPLS-AA. End-to-end distance results challenged the ITT trend observed from radius of gyration. After 
comparing results between radius of gyration and end-to-end distance of two conformer snapshot, we 
concluded radius of gyration is better indicator for ITT than end-to-end distance. Ramachandran plot 
results showed ELP tend to form more β-structure elements at higher temperatures. 
This success means two things. First, POSSIM force field is able to handle large simulation 
systems. In this case, the simulation system had more than 8000 atoms, and smoothly run more than 36 
million MC configurations. Second, reproduction of ITT validates the parameters from the work present 
in Chapter 3 and 4, also demonstrates an advantage of our POSSIM formalism.   
 Further validation and application of POSSIM will include extensive simulations of other protein 
and protein-ligand systems.  
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Chapter 6. Future Directions 
 
Our long-term goal is in developing and applying POSSIM force field in chemically accurate 
and computationally efficient molecular simulations, especially those of proteins. In previous chapters, 
we presented results of parameterizing a complete second-order polarizable force field for proteins by 
fitting parameters for small molecules – analogues of the side chains, the torsional parameters for 
peptides and validating POSSIM force field by simulating elastin-like peptides. We will apply POSSIM 
force field to other protein and protein-ligand systems. First, (VPGVG)18 aqueous solution will be 
simulated. Although We’ve successfully reproduced inverse temperature transition of ELP 
GVG(VPGVG)3, we expect to get more information about temperature-induced conformational change 
from the simulation of (GVGVP)18. Second, a local movement algorism will be implemented to improve 
the efficiency of MC sampling. We will also expand our POSSIM force field to include parameter sets 
for metal cations. This work will permit to qualitatively improve simulations of ion binding and 
transport in the near future. More details on the future directions are given below. 
6.1 Simulations of the Elastin-Like Peptide (VPGVG)18 
Following the success of the simulation of GVG(VPGVG)3, we will extend our study of the 
molecular basis of elasticity into (VPGVG)18. (VPGVG)18 is believed to be a “unit” of elasticity1 and 
has been studied by several groups.2,3 Comparing GVG(VPGVG)3, (VPGVG)18 will provide us more 
information about conformational changes that constitute the ITT (inverse temperature transition). 
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 This Monte Carlo simulation will be carried out with the POSSIM software. The system will be 
soaked in a cluster of 6000 water molecules. In order to compare the conformational changes with 
results of experimental studies and other simulation, the temperature of the system will be set at 7ºC, 
10ºC, 20ºC, 25ºC, 30ºC, 40ºC and 42ºC (in separate runs).  
 Moreover, to further validate POSSIM force field, we will run four kinds of simulations: NVNU 
(nonpolarizable OPLS-AA solute and solvent), NVPU (OPLS solvent and polarizable POSSIM solute), 
PVNU (POSSIM solvent and OPLS solute) and PVPU (completely polarizable POSSIM system). In the 
OPLS simulations, the TIP3P water model will be used. 
Each simulation will run for at least 12 x 106 Monte Carlo configurations of equilibration and 
averaged data will be collected after that. 
In addition to the radius of gyration, end-to-end distance and Ramachandran plots, the DSSP 
(Define Secondary Structure of Protein) method will be involved into the characterization of the 
secondary structure.4 DSSP technique is an algorithm to standardize secondary structure assignment to 
each amino acid based on the atomic coordinates.5 
We expect to reproduce the inverse temperature transition by POSSIM simulation. Radius of 
gyration will be observed to decrease as the temperature increases. According to the simulations of Li 
and coworkers, the transition temperature (Tt) is approximately 27 °C.
2 We’d like to examine whether 
radius of gyration of ELP will significantly change for simulations below and above Tt in our simulation. 
Although, end-to-end distance is not a direct indictor for the shrinkage of the ELP, as can be seen from 
our results presented in Chapter 5, we will still measure it for benchmarking and comparison. 
Ramachandran plot and DSSP method will be employed to analyze the secondary structure 
change of the ELP. On Ramachandran plot, we expect to observe gradual increase of the number of 
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residues located in β-sheet region as the temperature increase from 7ºC to 42ºC. From DSSP analysis, 
we expect to see higher fraction of residue form β-strand and β-turn at 30ºC, 40ºC, and 42ºC. If the 
results of the POSSIM simulations are not in such a good agreement with available experimental data as 
expected, reparameterizing the water model will be carried out to obtain more accurate results related to 
water entropy changes (for example, reparameterizing the water model to more accurately reproduce the 
density-temperature curve of liquid water). 
6.2 Monte Carlo Backbone Sampling 
Before we move into even larger peptide simulations, the usual low efficiency of Monte Carlo 
backbone sampling needs to be addressed. For molecules with short chains, like the small molecules 
we’ve presented in Chapter 3, the simple Monte Carlo sampling works very well. For example, it took 
0.4 million MC configurations for liquid simulation of 216 acetic acid molecules to reach equilibrium. 
However, for larger system like the ELP ones presented in Chapter 5, simple Monte Carlo sampling 
leads to steric clashes and very low efficiency. As Figure 5.3 shows, it took 12 million MC 
configurations for the ELP aqueous solution to reach equilibrium. (1 million MC configurations took 
about 120 hours of simulation on a 2.5GHz E5420 CPU.) The low efficiency occurs because even a 
modest change in a dihedral angle in the middle of a long chain molecule will lead to a large movement 
in the ends of chain.6 We would like to improve the efficiency of MC sampling by implementing a local 
move algorism which restrict the modification only on a segment of a chain and keep rest of chain 
unchanged. 
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We will be building our improvement of the POSSIM code using developments achieved by 
other groups as the basis and the starting point. Crankshaft rotation model7,8 will be employed in 
POSSIM force field for peptide simulation. As Figure 6.1 shown, two types of movement along the 
backbone of peptide will be added to simple MC sampling to improve the efficiency. First, a crankshaft 
rotation is around an axis through two Cα in the middle of the backbone. Second, a rotation is around a 
random axis through one Cα closed to the end of the chain.  
 
 
Figure 6.1. The scheme for crankshaft rotation model. From Reference 7. 
 
The planned implementation of the crankshaft rotation model will increase the acceptance ration 
of the attempted movement and overall efficiency of the MC simulations. The simulations of 
GVG(VPGVG)3 in aqueous solution will be carried out by POSSIM force field with crankshaft model 
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for benchmarking. All the initial input files used in this simulation will be identical to the files used in 
the simulation presented in Chapter 5. We will compare the computational cost of simulations with and 
without the crankshaft, including the total MC configuration to reach the equilibrium and the overall 
acceptance ratios of MC moves.  
6.3 Developing Parameters for Metal Ions 
Metal cations are essential structural and functional components for many protein reactions, for 
example, Zn2+ ion in zinc finger,9 Fe2+ ion in oxygen transportation,10 Cu2+ ion in superoxide 
dismutase,11 Mo2+ ion in nitrogen fixation.12 The importance of metal cations provides us substantial 
motivation to expand our POSSIM force field to include parameter sets for cations, such as Li+, Na+, K+, 
Ca2+, Mg2+, Zn2+, Cu+, Cu2+, Cd2+, Hg+, Hg2+, Ag+.  
We have already discussed in Chapter 3 that explicit treatment of polarization is crucial for an 
empirical force field to provide an accurate result in a variety of electrostatic environments, especially in 
simulations involving ions.13-15 
The parameters will be optimized by using Monte Carlo simulations and free energy 
perturbation theory with explicit water molecules to reproduce experimental free energies of hydration 
and locations of the first maxima of ion-oxygen radial distribution function.16,17 All the simulation will 
be carried out for a single ion in a droplet with 10 Å radii of water molecules. Free energy perturbation 
will be carried out by annihilating the ions to obtain the free energies of hydration. All the simulation 
will be at 25 ºC and 1 atm.  
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For all alkaline and alkaline earth metal ions, Li+, Na+, K+, Ca2+, Mg2+, only Lennard-Jones 
parameters will be fitted to yield good agreement with experimental free energies of hydration and ion-
water radial distribution function. For all transition metal ions, based on their coordination numbers, 
corresponding numbers of virtual sites (additional points used to distribute the ionic charge) surrounding 
the ion will be created. Beside Lennard-Jones parameters of ion and virtual sites, the charges of ion and 
virtual sites and distance between ion and virtual sites will be optimized. We expect extending POSSIM 
force field to ions will permit to qualitatively improve simulations of ion binding and transport in the 
near future.    
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