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1. JUSTIFICACIÓN Y OBJETIVOS GENERALES 
 
La motivación principal que me ha llevado a trabajar en este proyecto es conseguir crear una 
plataforma de ejecución remota de juegos interactivos, lo más heterogénea posible, que facilite 
la experiencia del usuario para el disfrute de cualquier título desarrollado para un computador, 
accesible desde un navegador web que entienda HTML CANVAS [1]; cuyo único requisito sea 
este, un navegador relativamente moderno. Las grandes barreras inherentes existentes entre la 
infinidad de títulos desarrollados para diferentes plataformas, Sistemas Operativos o 
dispositivos específicos, y el poder aunar todos estos títulos bajo un mismo ente, accediendo a 
todos ellos a través de un navegador web, es el factor principal que impulsa este reto. 
Otros aspectos que me llevan a desarrollar todos los componentes que veremos más adelante, es 
el hecho de que no vamos a centrarnos en el uso o aplicación y desarrollo con una sola 
tecnología, si no que vamos a realizar una tarea multidisciplinar. 
Haremos uso de tecnologías como: programación en PHP [2], para el API REST [3] que se 
desarrollará; HTML, CSS y JavaScript para el lado del cliente de la aplicación Web; 
configuración de servicios y Sistemas Operativos Debian Wheezy para crear una infraestructura 
de clústering de Máquinas Virtuales; programación en ShellScript para la administración de las 
Máquinas Virtuales donde se ejecuten los juegos; integración de un proyecto libre llamado 
Guacamole [4] para establecer sesiones remotas a las Máquinas Virtuales donde se ejecutarán 
los juegos a través del navegador. 
Alcanzaremos, por tanto, los siguientes objetivos generales, mucho más detallados y extendidos 
en este documento: 
- Desarrollo de un acceso Web para los usuarios, a la sesión de un juego remoto en 
ejecución. 
- Control de estos juegos desde el acceso Web para cada usuario. 
- Clústering de Máquinas Virtuales para dar soporte a la aplicación como un conjunto 
de servicios. 
- Todos los procesos desencadenados en las Máquinas Virtuales serán transparentes 
para el usuario. 
- Se desarrollará un API REST en PHP para la interacción entre la aplicación Web y 
las Máquinas Virtuales. 
- Integración de Guacamole como servicio de establecimiento de sesiones remotas a 





El mundo e industria de los videojuegos es un concepto relativamente joven. Su evolución en 
los pocos años de su existencia es vertiginosa, dado que va de la mano con de la evolución de la 
tecnología, y esta última sufre grandes cambios año tras año, tanto en prestaciones, como en 
rendimiento, posibilidades y herramientas que proporciona para el desarrollo de estos 
videojuegos [5]. 
El mercado, por otro lado, es muy cambiante. El género de los videojuegos demandado y 
consumido ha ido cambiando año tras año, e incluso en pocos meses, así como la figura de su 
consumidor: el usuario. 
En este aspecto, la figura de un computador como estación de juego siempre ha estado presente, 
pero la aparición de las videoconsolas como plataforma alternativa ha ganado mucho terreno al 
computador. 
El consumidor ha aceptado de buen grado la facilidad que aporta una videoconsola al hecho de 
poder disfrutar de cualquier título. La gran diferencia en este punto entre un computador y una 
videoconsola, crucial a la hora de haber decidido abordar este proyecto, es el encender la 
máquina, elegir el título al que jugar, y estar en ello en cuestión de pocos minutos o segundos. 
Por tanto, la ventaja que aporta una videoconsola como plataforma de juego radica en este 
hecho. Es una plataforma especialmente diseñada para ello, cuyo objetivo es proporcionar al 
usuario un acceso casi instantáneo a cualquier título disponible. Esto, comparado con un 
computador como estación de juego, es una barrera que en muchos casos para los usuarios 
supone la decisión de utilizar estas videoconsolas como plataforma de juego. 
En un computador debemos de contar con varios aspectos antes de poder disfrutar de un título: 
requisitos HW, SW, Sistema Operativo, periféricos y sobre todo la instalación del título sobre la 
máquina si cumplimos con todo lo anteriormente mencionado; así como lidiar con posibles 
incompatibilidades, errores de ejecución, cuelgues de la aplicación, etc. Esto último, en muchos 
casos supone la adquisición de una videoconsola como estación de juego, para no tener que 
lidiar con toda esta lista de inconvenientes. 
Aquí radica el hecho de la defensa de este proyecto. Crear una plataforma interactiva de 
videojuegos a través de un navegador Web moderno. 
El hecho de que un usuario sólo tenga que abrir el navegador, elegir el título a disfrutar y poder 
hacerlo sin tener que lidiar con todos los problemas relacionados con los requerimiento HW y 
SW, hace de esta plataforma algo “ideal” en cuanto a plataforma de videojuegos, para cualquier 
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Sistema Operativo que soporte la ejecución de un navegador Web moderno, hecho 
prácticamente asegurado en la mayoría de ellos. 
 




En esta industria del videojuego, hay innumerables plataformas para la ejecución de 
videojuegos, prácticamente todas ellas, de algún modo u otro, son plataformas privativas. La 
evolución de la tecnología ha ido originando más y mejores plataformas en distintos formatos. 
Un computador como plataforma de juego es sinónimo, hasta esta última década, de un 
computador corriendo bajo el sistema operativo Windows. Originalmente y hasta ahora, la gran 
mayoría de títulos desarrollados por todas las compañías y Desarrolladores Indie han sido 
títulos para este Sistema Operativo. Esto supone una primera barrera en cuanto a la elección de 
plataforma de juego. El usuario estaba prácticamente obligado (incluso en el momento actual), a 
disponer de un computador con el Sistema Operativo Windows y un mínimo de requisitos HW 
para poder ejecutar un videojuego. 
En este aspecto, Apple, por su parte, ha conseguido abrir el mercado y el desarrollo de estos 
títulos bajo su Sistema Operativo. Actualmente, la gran mayoría de títulos se desarrollan y 
venden con soporte para ambos Sistemas Operativos como plataforma interactiva de ejecución 
de videojuegos. 
Por otro lado, la comunidad de Software Libre, ha conseguido que el eterno y olvidado Sistema 
Operativo Linux Based como Sistema Operativo para jugar, consiga abrirse espacio poco a poco 
en este mundo. 
Las videoconsolas como plataforma de juego es el otro gran mercado. Esto significa que existen 
diferentes brechas de mercado a la hora de desarrollar un título. 
Debido a estas nuevas brechas de mercado, las grandes desarrolladoras han comenzado a 
desarrollar sus títulos para más de una plataforma y Sistema Operativo. 
Por tanto, se puede hablar de un gran dilema a la hora de liberar un título por parte de las 
desarrolladoras si tienen en cuenta el mercado actual. ¿Deberían desarrollar un título solo para 
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la plataforma PC? ¿O cuentan también con adaptarlo y liberarlo para MacOSX? ¿Deberían 
también abordar el mercado de las videoconsolas? Si es así, ¿Para qué videoconsola lo 
liberarán? 
          
Fig. 3.1 MagnaBox Odysse                           Fig. 3.2 Proyecto Omni [5] 
 
Sin duda, es un gran problema decidir con qué tecnología se va a desarrollar un título, ligado a 
qué plataforma va a estar disponible y bajo qué Sistema Operativo se ejecutará dicho título. 
Esto ha jugado un papel crucial en la última década, originando la aparición de entornos de 
desarrollo completos que soportan el último paso del desarrollo de un videojuego, el despliegue 
final para una plataforma. 
Estos entornos, como Unity3D, Unreal Engine o CryEngine entre otros, proporcionan la 
facilidad de, una vez desarrollado el título, realizar el despliegue de ese mismo código original 
en el necesario para su ejecución en distintas plataformas y Sistemas Operativos. 
Por otro lado, la aparición de plataformas de juego interactivas basadas en SW, ha facilitado y 
estimulado el desarrollo de títulos para distintos sistemas operativos bajo una misma plataforma 
SW. Entre ellas, la más destacada, Steam, ha jugado un papel crucial en este aspecto, al aunar 
títulos bajo una misma aplicación SW compatible con los tres principales Sistemas Operativos: 
Windows, MacOSX y Linux Based. 
Steam, propiedad de Valve Corporation, a su vez ha incitado el desarrollo de títulos compatibles 
con Sistemas Operativos Libres Linux Based. La decisión de su director, Gabe Newell de abrir 
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mercado para este sistema operativo ha supuesto un punto de inflexión para los grandes pesos 
pesados que están detrás de cada uno de los títulos liberados.  
En primer lugar, y probablemente el peso más pesado detrás del telón, las compañías de HW. 
Las más directamente involucradas, las desarrolladoras de los dos principales tipos de Tarjetas 
aceleradoras y procesadoras de gráficos: NVidia y ATI.  
Debido a que Steam es la plataforma por excelencia elegida por los usuarios que juegan en 
computadores, si Steam decide trabajar con otro Sistema Operativo más, los títulos deben 
tenerlo presente. Gracias a ello, estas compañías de HW están empezando a liberar sus tan 
codiciados y necesarios drivers y controladores para sus tarjetas gráficas. 
Este es el primer paso para dar soporte a un título, un paquete SW que precisa de HW para 
poder ser ejecutado. Si el HW necesario no es compatible con el Sistema Operativo, el SW, en 
este caso el título en cuestión, no podrá ejecutarse por muy compatible que sea con dicho 
Sistema Operativo. 
Así, la primera gran barrera para el desarrollo de títulos para los tres grandes Sistemas 
Operativos de computadoras del hogar se está superando. 
La segunda gran barrera, el desarrollar el título con unas herramientas específicas para que sea 
compatible para el Sistema Operativo en cuestión, también ha sido superada gracias a que los 
entornos de desarrollo más importantes y potentes permiten realizar el despliegue del título para 
cualquiera de ellos (PC, MacOSX, Linux, videoconsola, dispositivos móviles, etc.). 
Desgraciadamente, estos títulos estarán disponibles sólo para ciertas plataformas, para ciertos 
Sistemas Operativos y con unos necesarios requerimientos SW y HW. Existen aproximaciones 
que subsanan este problema en peor o mejor manera. 
 
 
3.2 TECNOLOGÍAS EXISTENTES RELACIONADAS 
 
Frente a este dilema de elección de la plataforma para la ejecución de un videojuego, existen 
tecnologías que ofrecen de algún modo cierta compatibilidad en la ejecución o disfrute de un 
título sobre diferentes plataformas o Sistemas Operativos. 
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3.2.1 STEAM [6] 
Steam es, por excelencia, la gran plataforma de juego para computadoras. Proporciona una 
aplicación SW compatible con los tres principales Sistemas Operativos, Windows, MacOSX y 
Linux Based. 
A través de su aplicación, el usuario puede gestionar sus títulos, adquirir nuevos, arrancarlos, 
jugar con otros usuarios de Steam y mucho más. 
Recientemente Steam ha desarrollado y liberado la tecnología “Home Streamming”. Gracias a 
ello, es posible utilizar una máquina lo suficientemente potente para la ejecución física de los 
juegos, y retransmitir la sesión a cualquier otro dispositivo de Steam en la red doméstica. Sólo 
es necesario disponer de Steam en el otro dispositivo. 
De esta forma, se consigue anular de cierta forma la limitación de la ejecución de títulos bajo 
ciertos requisitos HW y SW y disfrutarlos en otros dispositivos en los que resulta imposible 
debido a que no superan estos requisitos HW y/o SW. 
Esta tecnología permite, desde la estación donde se ejecuta el juego, capturar la ejecución del 
juego, renderizarla, codificarla y comprimirla y retransmitirla al dispositivo cliente, donde se 
recibirá está información, descomprimirá, decodificará y mostrará al usuario en forma de vídeo 
interactivo. 
En esta estación cliente se capturarán las interacciones del periférico de juego (teclado y ratón o 
GamePad) y se enviarán a la estación de juego para simular la interacción remota. 
 
 
Fig. 3.3 Esquema de funcionamiento de Home Streaming 
Proporciona así una solución “para el hogar”, pero requiere de una estación de juego potente 
que cumpla los requisitos HW y SW del título que se necesite ejecutar. Por tanto no deja de ser 
15 
 
una solución superficial al problema del disfrute del título, ya que seguimos precisando de una 
máquina que cumpla todos los requisitos HW y SW. 
 
3.2.2 ONLIVE [7] 
Esta plataforma es algo mucho más avanzado y posiblemente una muy buena solución al 
problema de la ejecución y disfrute de los títulos por parte de los usuarios. 
 
Fig 3.4 Ejemplo del interfaz desde una tablet 
 
Su funcionamiento es, a gran escala, parecida a la abordada en este proyecto. 
Dispone de una granja de servidores virtualizados en los que se ejecuta físicamente el 
videojuego. Esta sesión se comprime, codifica con sus propios algoritmos y envía sobre UDP. 
Es interesante que la sesión se envíe a través de este protocolo ya que no asegura que los 
paquetes llegarán a los nodos cliente, y esto, en un juego que necesita un mínimo de cadencia de 
FPS puede ser fatídico. Hay algo de información al respecto, y parece que lo solventan en cada 
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dispositivo de una forma, aprovechando al máximo sus prestaciones vía HW+ SW o sólo vía 
SW. 
Por poner un ejemplo, si en la recepción de paquetes hay una pérdida, se procede a "rellenar" 
ese o esos frames de manera predictiva, al estilo a como lo hacen los televisores modernos que 
trabajan a 120Hz a pesar de que la señal recibida sea de 60Hz. Lo consiguen "rellenando" ese 
frame perdido interpolando la imagen desde el útlimo frame hasta el siguiente recibido, 
consiguiendo una sensación de "suavidad" a pesar de que muchos paquetes no lleguen. 
Por su parte, los usuarios, deberán disponer de un SW cliente para recibir esta sesión, 
decodificarla en vivo, capturar la interacción del usuario con la máquina y enviar esta 
interacción a los servidores. Gracias a que se recibe solo la sesión interactiva, no es necesario  
instalar el juego en la máquina cliente, ni disponer de grandes requisitos HW. Solo los 
suficientes para reproducir vídeo en HD. 
Ofrece clientes para varios Sistemas Operativos, Windows, MacOSX, Linux, Andriod e IOS. 
Por tanto es una muy buena aproximación y solución a este problema de disfrutar de los títulos, 
en contrapartida es que es necesario instalar un cliente de juego y un gran ancho de banda para 
poder transmitir en vivo la sesión del juego. 
 
3.2.3 GAIKAI [8] 
Esta plataforma ofrecerá un servicio similar a OnLive, pero enfocado, por ahora, a títulos de 
PlayStation, debido sin duda a que forma parte en estos momentos de Sony tras haberla 
comprado por 380 millones de dólares [9]. Se anunció la salida de esta plataforma para la 
segunda mitad del 2014 en EEUU, pero aún no ha visto la luz. 
Fig 3.5 Posibilidades del Cloudgaming, punto de vista de Gaikai 
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Ofrecerá dos tipos de servicios: 
 Por un lado, permitirá un servicio a la par de Steam Home Streaming, enviando la 
ejecución de un juego en una PlayStation 4 a una PlayStation Vita. 
 Por otro, ofrecen un servicio Cloud como OnLive, PlayStation Now. Promete ser un 
servicio con requerimientos de ancho de banda menores (del orden de la mitad que 
OnLive en algunos títulos). 
No hay mucha información al respecto en cuanto al funcionamiento e infraestructura del 
servicio Cloud, pero está claro que será parecida a la infraestructura tipo OnLive, pero con 
servidores específicos para ejecutar los juegos de PlayStation. 
 
 
3.2.4 MICROSOFT DELOREAN [10] 
Este proyecto anunciado hace escasamente un mes, promete ser un punto de inflexión por parte 
de Microsoft en este concepto del cloud gaming. 
Será un servicio a la par que OnLive o PlayStation Now. Se basará en la ejecución, de nuevo, de 
los títulos en servidores específicamente diseñados para ellos, cuya sesión será enviada a los 
dispositivos cliente.  
En este aspecto no ofrece nada nuevo, sin embargo, el equipo de Microsoft asegura que ha 
conseguido enmascarar latencias de hasta 250ms, haciendo inapreciable al usuario esta latencia 
tan alta, considerando que latencias superiores a 100ms son molestas. 
Se basan en un sistema predictivo o especulativo, con el que aseguran haber logrado que los 
usuarios que han probado este prototipo no logren diferenciar entre estar jugando a un título de 
forma local o de forma remota. 
Así, intentan de alguna manera estudiar los movimientos del jugador durante la partida e ir 
creando un modelo predictivo y especultativo. Y ¿Por qué lo llamamos también especulativo? 
Este motor DeLorean, tratará de procesar acciones posteriores a aquellas que el usuario aún no 
ha realizado, pero que probablemente realizará, por lo que la plataforma ya estará preparada 
para realizar la acción si al final se ejecuta. De esta forma, Microsoft no se queda atrás en este 




El hecho de que un título pueda ser ejecutado en cualquier plataforma es la razón que me ha 
impulsado a desarrollar este proyecto, sufridor como muchos otros de no poder disfrutar de uno 
o varios títulos míticos por la barrera que supone una plataforma incompatible. 
Todo lo mencionado anteriormente desemboca en la siguiente cuestión: 
¿No sería ideal que un título fuera accesible a través de alguna plataforma común a todas ellas, 
donde sea y cuando sea? 
Por tanto, tenemos un problema entre manos, y es, ¿Cómo se podría lograr algo así? Me 
atrevería a asegurar que sería llevando a cabo una aproximación similar a OnLive o DeLorian, 
pero yendo más allá. 
OnLive ejecuta los juegos en sus granjas de servidores adaptadas especialmente para ello, 
capturan la sesión y la envían a los nodos clientes sobre UDP, pero utilizando su propio SW 
requerido en el cliente. Por tanto, al final les obligamos a que adquieran dicho SW, que en 
ciertos casos no será compatible debido a que no se ha desarrollado dicho cliente para ese 
Sistema Operativo o plataforma, como las videoconsolas, por ejemplo. 
Por tanto, teniendo en cuenta esto, y aprovechando la idea de separar la ejecución física de los 
juegos de los nodos cliente, ¿Por qué no "reproducir" el juego en los nodos cliente sin necesidad 
de un SW privativo, sino algo común a todas las plataformas y Sistemas Operativos, y sobre 
todo, compatible?  
Lo primero que le viene a uno a la mente al pensar en algo común a todas las plataformas, 
entendido por todas ellas y conocido a nivel mundial es la Web. Por tanto, ¿por qué no hacer 
una aplicación Web y embeber ahí la sesión de los juegos? 
Con esta premisa en la mano, llegamos a la conclusión de que debe ser una retransmisión 
óptima vía streaming, que permita interacción con el usuario, y trabaje, en un principio, sobre 
HTTP [11]. 
Así, la opción elegida para este proyecto será crear un prototipo web donde un usuario pueda 
interactuar con un juego ejecutado remotamente en un clústering de servidores que den soporte 
e infraestructura, de manera prácticamente instantánea, sin incompatibilidades ni requisitos HW 
o SW elevados. Sin descargar nada, sin instalar nada. 
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Se conseguiría dar un paso más allá en lo existente hasta el momento, ya que eliminamos la 
última barrera entre el usuario y el juego, el tener que ejecutar un cliente SW privativo en 
algunos casos incompatible o inexistente para la plataforma; ya que un navegador web es algo 
prácticamente universal para cualquiera, incluyendo las videoconsolas, tablets, dispositivos 
móviles, etc. 
La idea de conseguir aproximarme con el desarrollo de este proyecto a algo así me anima 





En este proyecto, podemos seguir claramente tres posibles caminos: 
 La implementación de un protocolo y algoritmo de compresión de la sesión del juego al 
nodo cliente remoto, específico y optimizado para este propósito, optimizando el ancho 
de banda necesario y la carga en el cliente. 
 La implementación de una plataforma Web de juegos, completa y funcional, donde un 
usuario pueda gestionar todo lo necesario y posible en la plataforma, así como permitir 
la ejecución de juegos remotos a través de ella. 
 La creación de todo el clústering para dar soporte a las dos primeras opciones, así como 
conseguir jugabilidad remota en el cliente a través de una pequeña aplicación Web. 
 
El desarrollo de este proyecto comprende todo lo relacionado con la tercera opción indicada 
arriba. Esta elección implica alcanzar los siguientes objetivos generales: 
 Planteamiento e implementación de una infraestructura de Máquinas Virtuales que 
permitan la escalabilidad y desacople de servicios que den soporte al servicio Web. 
 Aprovisionamiento de Máquinas Virtuales de forma dinámica para las ejecuciones 
físicas de los juegos, según sus requerimientos. 
 Elección y adaptación del protocolo/servicio para el envío de la sesión remota al nodo 
cliente. 
 Creación de una pequeña aplicación Web para interactuar con el juego remoto. 
 Creación de una Base de Datos para la aplicación Web. 
 Creación de un API REST para la integración de la aplicación Web con el 










Ya decididos los objetivos a alcanzar, pasamos a plantear cómo se va a conseguir, qué 
necesitaremos y cómo interactuará cada pieza con el resto. 
En primer lugar, debemos conseguir crear una infraestructura de Máquinas Virtuales (VM's a 
partir de ahora) que den soporte al resto. Se ha decidido trabajar en un entorno virtualizado 
debido a las grandes ventajas que aporta en cuanto a escalabilidad y reducción de costes.  
El entorno ideal sería un entorno para virtualizado controlado con algún hipervisor baremetal de 
altas prestaciones tipo 1, como Xen, Citrix XenServer, Oracle VM, etc. Pero debido a los pocos 
recursos disponibles, se ha elegido trabajar con VirtualBox, debido a varias razones: 
 Es un hipervisor tipo 2. 
 Es libre. 
 Dispone de un completo kit de comandos por terminal para el control de todos y cada 
uno de los aspectos y acciones con las VM’s [12], necesario para este proyecto en 
comparación a otros de tipo 2. 
 Su instalación y uso es extremadamente sencillo. 
Fig. 6.1 Infraestructura física de VM’s 
Así, todo el clustering de VM's se configurará sobre VirtualBox, aprovechando su amplio kit de 
comandos para la terminal. 
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El Sistema Operativo usado en todas las VM’s, ha sido la distribución oficial y mínima “Debian 
Wheezy”, excepto en las VM’s donde se ejecutarán los juegos, que trabajan con el Sistema 
Operativo Windows 7. 
Por otro lado, todas las VM’s de servicios se configurarán con IP’s estáticas, excepto las VM’s 
de Windows, que recibirán la dirección IP del servidor DHCP del router del entorno. 
 
6.2 ESTRUCTURA DEL CÓDIGO DEL PROYECTO 
 
El código generado en PHP y ShellScript para el API durante el proyecto conforma una 
jerarquía dividida en 5 partes:  
- Las clases que procesarán las peticiones del API, localizadas en /api/. 
- Las clases que actuarán como controladores de los recursos “juego” y “usuario”. 
Localizadas en /controller/. 
- Las clases de la Capa de Acceso a Datos. Localizadas en /database/. 
- La clase que controlará la comunicación con el Host de VM’s. Enviará los 
comandos ShellScript a dicho script remoto. Tanto la clase como el script están 
localizados en /Shell/, donde también estará la librería “phpseclib” utilizada para la 
comunicación entre el API y el nodo que hospeda las VM’s. 
- Un directorio, /sql/, donde están los dos ficheros que pueden ser usados para crear e 




  API.class.php 
  CGAPI.class.php 
 controller/ 
  Controller.class.php 
  UserCTRL.class.php 




  Db.class.php 
  Game.class.php   
  User.class.php 
  settings.ini.php 
 Shell/ 
  Shell.class.php 
  Cgmanager.sh 
  Shelltunnel.class.php 
  phpseclib/  






6.3 DESCRIPCIÓN GENERAL DE SERVICIOS 
 
Los servicios que será necesario configurar en el proyecto, serán los siguientes: 
 Servicio Web: como se desarrollará un completo API REST, implantaremos un 
servidor Web Apache 2. Este API REST se implementará en PHP. 
 Base de Datos: para permitir la persistencia de datos de la aplicación Web y el servicio 
de VM's, haremos uso de un servidor de bases de datos MySql. 
 Servicio de sesión remota de los juegos: haremos uso del protocolo RDP de Microsoft 
para establecer sesiones remotas en las ejecuciones de los juegos. 
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 Renderizado de la sesión Web: nos apoyaremos en un proyecto libre denominado 
"Guacamole", que permite establecer sesiones remotas a otros nodos y renderizar con 
HTML5 CANVAS dichas sesiones remotas en el navegador. 
 Servicio Web Java: necesario para ejecutar la aplicación Guacamole. Configuraremos 
dos servidores Apache Tomcat 7 como contenedores de la aplicación. 
 Balanceadores: configuraremos dos balanceadores para el tráfico Web a los servlet 
mediante HAProxy. 
 Alta disponibilidad: dotaremos de alta disponibilidad a estos balanceadores mediante 
HeartBeat. 
 Servidor centralizado rsyslog: en el clústering de VM’s, un nodo actuará como 
almacén de todas las entradas rsyslog de los servicios configurados en dicho clúster.  
 
 









Se ha decidido trabajar con balanceadores para no sobrecargar la carga en los nodos Tomcat. En 
estos nodos, la aplicación Java que permitirá establecer sesiones remotas en las VM’s donde se 
ejecutarán los juegos y renderizará dicha sesión en el navegador Web de los nodos cliente. 
Realizamos la instalación del servicio a través de los repositorios oficiales de Debian [13] en 
ambos nodos: 
Apt-get install haproxy 
 
Acto seguido editamos el fichero de configuración /etc/haproxy/haproxy.cfg, donde 
indicaremos, entre otros aspectos, las direcciones IP y puerto que se atenderán y redireccionarán 
a otros nodos, en este caso las peticiones HTTP al puerto 80, que serán redirigidas a la 
aplicación Web de los nodos Tomcat mediante roundrobin al puerto 8080: 
defaults 
 log    global 
 mode   http 
 option   httplog 
 option  dontlognull 
 retries  3 
option  redispatch 
timeout  connect  5000 
timeout  client  10000 
timeout  server  10000  
 
# Configurar nodos balanceados 
Listen webfarm 0.0.0.0:80 
 mode   http 
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 stats   enable 
 stats   uri  /haproxy?stats 
 stats   realm  Strictly\ Private 
 stats   auth  user:pass 
 balance  roundrobin 
 option  httpclose 
 option  forwardfor 
 server  <nodo_tomcat_1> <IP_nodo_1>:8080 check 
 server  <nodo_tomcat_2> <IP_nodo_2>:8080 check 
 
Establecemos estos servicios para que se carguen durante el arranque de los nodos editando el 
fichero /etc/default/haproxy, agregando la siguiente entrada: 
ENABLED=1 
 
Por último arrancamos los servicios: 
service haproxy start 
 
Así, cualquier petición recibida por uno de estos nodos al puerto 80 será redirigida por 
roundrobin a uno de los nodos Tomcat, al puerto 8080 que será donde estará escuchando la 
aplicación Java. 
 
7.2 ALTA DISPONIBILIDAD 
 
Dotaremos de alta disponibilidad a estos nodos balanceadores con HeartBeat. De esta forma, si 
el nodo principal sufre una caída, el nodo esclavo pasará a tender las peticiones HTTP. Por otro 
lado, como estas peticiones son balanceadas a varios nodos donde se ejecuta la aplicación Web, 
si uno de estos nodos cae, las peticiones serán atendidas por aquellos que sigan vivos. 
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Lo que hará HeartBeat será definir un “grupo” de nodos pertenecientes a una IP virtual. Estos 
nodos balanceadores pertenecientes a ese grupo atenderán las peticiones enviadas a esta 
dirección IP virtual, y la redirigirán a los nodos Tomcat. 
Para instalar en ambas máquinas HeartBeat, añadiremos los repositorios donde está contenido 
este paquete en /etc/apt/sources.list: 
 
deb http://mirror.vorboss.net/debian/ wheezy-backports main 
deb-src http://mirror.vorboss.net/debian/ wheezy-backports main 
 
Acto seguido actualizamos los repositorios de los nodos y procedemos a instalar los paquetes: 
apt-get update && apt-get install heartbeat 
 
Lo siguiente que debemos hacer es crear los 3 archivos de configuración necesarios por 
HeartBeat. Estos son haresources, ha.cf y authkeys. El primero contendrá la 
definición de la IP virtual que gestionará HeartBeat y el nodo preferido para hacerse cargo de 
ella. El segundo contiene las claves de autenticación para que HeartBeat se comunique entre los 
nodos y el último la configuración general del servicio. Todos estarán localizados en 
/etc/heartbeat/. 
Comenzamos definiendo la IP en haresources, que contendrá el nombre de la máquina 
preferida o nodo maestro (balanceador 1) y la IP virtual que gestionará dicho grupo de 
balanceadores: 
<nombre_balanceador_1> <IP_balanceador_1/máscara_red/interfaz > 
 
Lo siguiente es crear las claves, hasheadas con MD5, en el fichero ha.cf: 
auth 3 
3 md5 %<clave_a_hashear>% 
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Ahora editamos el fichero de configuración de HeartBeat, donde indicaremos dónde se 
almacenarán los ficheros de log; los tiempos para comprobación del estado de nodos; interfaz 
usada para el envío y recepción de estos paquetes; puerto de escucha del demonio; y los nodos 
que conformarán este grupo de alta disponibilidad: 
logfile  /var/log/cluster.log 
warntime  5 
deadtime  30 
initdead  120 
keepalive  2 
bcast   eth0 
udpport  694 
auto_failback on 
node   <nombre_balanceador_1> 
node   <nombre_balanceador_2> 
 
Arrancamos los servicios en ambos nodos y lo agregamos al resto de servicios encendidos 
durante el booteo de las máquinas: 
service heartbeat start && update-rc.d heartbeat defaults 
 
De esta forma, los clientes accederán al servicio Web de los nodos Tomcat a través de esta IP 







7.3 SERVIDOR RSYSLOG CENTRALIZADO 
 
Vamos a preparar otra máquina virtual cuyo único propósito sea recibir y almacenar los logs de 
las otras máquinas del clústering. Esto proporciona una serie de ventajas y desventajas. 
La principal ventaja es el hecho de centralizar los logs, de forma que la tarea de búsqueda de los 
logs de administradores o auditores será mucho más sencilla, en vez de tener que ir buscando  la 
entrada deseada en un entorno clusterizado y altamente escalable, donde un mismo servicio 
puede estar activo en multitud de nodos distintos. 
La gran desventaja es la seguridad. Un acceso malintencionado a este nodo supone el acceso a 
todos los logs del sistema clúster. Este punto crítico es vital. 
Para configurar este servicio, en este nodo dedicado a ello, editamos el fichero de configuración 
de rsyslog [13] en /etc/rsyslog.conf. Aquí, vamos a indicarle que escucharemos a 
través del protocolo UDP y puerto por defecto 514 las peticiones de almacenamiento de logs de 
las otras máquinas. 
Descomentamos entonces las líneas siguientes líneas del fichero: 
$ModLoad  imudp 
$UDPServerRun 514 
 
Reiniciamos el servicio y este nodo estará disponible para almacenar los logs de otros nodos. 
service rsyslog restart 
 
Acto seguido, en el resto de nodos Debian del clústering de VM’s deberemos añadir una línea 
en este mismo fichero de configuración para que redirijan sus entradas rsyslog a este nodo, así 
como una entrada en el fichero /etc/hosts para la correcta resolución de la IP del nombre 
del nodo: 
*.*  @Logserver:514 
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Con esta línea todos los registros de rsyslog de los nodos del clústering, serán enviados al 
servidor rsyslog configurado anteriormente a través del puerto UDP 514. Para que tenga efecto 
esta modificación reiniciamos el servicio en los nodos: 





Utilizaremos un contenedor Apache 2 para habilitar el acceso al API desde el nodo 
específicamente creado en el clústering para ello. 
Como el API REST ha sido implementado en PHP, deberemos proveer además de este módulo 
al servidor Web Apache 2. Otra dependencia que deberá ser habilitada en el servidor será el 
módulo de reescritura de URL’s de Apache. 
Por tanto, instalamos estos paquetes desde los repositorios oficiales de Debian [13]: 
Apt-get install apache2 php5  
 
Con los servicios ya instalados, añadimos Apache al resto arrancados durante el encendido de la 
máquina y lo arrancamos: 
Service apache2 start && update-rc.d apache2 defaults 
 
Acto seguido, habilitamos el módulo de reescritura de Apache: 
A2enmod rewrite 
 
Así, las reglas para el control de acceso al API configuradas en el .htaccess podrán ser 
procesadas. 
Por último, debemos colocar en el directorio de recursos web de Apache, que en esta 
distribución Debian por defecto estará localizado en /var/www/, el directorio que contiene todo 







Para poder ejecutar la aplicación Web Java “Guacamole”, instalaremos un servidor Tomcat, en 
este caso hemos optado por la versión 7, ya que con esta versión se soportarán conexiones sobre 
WebSockets entre la aplicación Web y los clientes, mejorando notablemente la calidad y 
rendimiento. 
Instalaremos los paquetes desde los repositorios oficiales de Debian [13]: 
apt-get install tomcat7 
 
Esta instalación, por dependencias instalará también un entorno de ejecución virtual de Java, 
necesario para Tomcat. 
Arrancamos los servicios y los agregamos a los servicios arrancados durante el encendido de las 
máquinas: 





7.6 SERVICIOS GUACAMOLE 
 
La aplicación Web consta de dos servicios claramente diferenciados. Por un lado está la parte 
cliente, la aplicación Web Java, o servlet, que se ejecutará en el contenedor Tomcat; por otro 
lado está el propio servicio “Guacamole” [4], que atenderá en un puerto específico peticiones 
del cliente Web, estableciendo y tunelizando sesiones remotas a otras máquinas a través, en este 
caso, del protocolo RDP. 
 
 
Fig. 7.1 Arquitectura del servicio Guacamole 
 
De esta forma, la aplicación Web recibirá estas sesiones tunelizadas y las servirá a los nodos de 
los usuarios, donde se renderizará en su navegador exclusivamente con HTML5 CANVAS y 
JavaScript. 
Las configuraciones de estos dos servicios se han hecho siguiendo la completa guía de la página 
oficial de este proyecto libre. 
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7.6.1 SERVIDOR GUACAMOLE  
El servidor Guacamole contiene todos los componentes necesarios del lado del servidor nativos  
y requeridos por el propio Guacamole, para conectar de forma remota a sesiones de escritorio en 
otras máquinas, sin distinción en cuanto a Sistema Operativo, ya que soporta múltiples 
protocolos, como RDP, VNC, SSH o TELNET. Para este proyecto nos hemos centrado en dotar 
de soporte para RDP, ya que estableceremos sesiones remotas a máquinas Windows. 
El código fuente con el que trabajaremos descargado de la página oficial contiene una librería 
en C, “libguac”, de la que dependen el resto de componentes que se quieran activar en la 
construcción del servicio; así como un demonio que actuará de proxy, “guacd”, el corazón del 
servicio Guacamole. 
“guacd” será el demonio proxy que estará esperando peticiones de la aplicación Web en los 
nodos Tomcat. Al construir este demonio se creará un ejecutable binario, el cual estableceremos 
como servicio de arranque durante el booteo de los nodos. 
Para poder construir el servicio, deberemos proveer una serie de dependencias necesarias para 
las clases Java de la aplicación Web. 
Obligatoriamente deberemos instalar las librerías “Cairo”, una librería de gráficos; “libpng”, la 
librería oficial para manipular PNG; y la librería “OSSP UUID”, usada para asignar 
identificadores únicos a cada una de las conexiones de Guacamole. 
Habrá una serie de librerías opcionales que deberemos aportar para la construcción de 
Guacamole, dependiendo del tipo de protocolo que deseemos activar, o funcionalidades 
opcionales, como audio, conexiones sobre SSL, etc. 
Así, instalamos todas las librerías y paquetes desde los repositorios oficiales de Debian. 
Librerías obligatorias Cairo, libpng y OSSP UUID: 
apt-get install libpng12-dev libcairo2-dev libossp-uuid-dev 
 
Ahora, como queremos dotar de soporte para el protocolo RDP, deberemos instalar la librería de 
desarrollo propia de RDP, así como una librería soportada por este servicio para comprimir el 
audio en formato “.ogg”, “libvorbis”, si no enviaría todo el sonido de la sesión en formato 
“.wav”, mucho más pesado e influiría drásticamente en el rendimiento. 
apt-get install libvorbis-dev libfreerdp-dev 
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En este punto estamos listos para construir el servicio Guacamole. 
Descargamos el código fuente de la página oficial, en este caso hemos trabajado con la versión 
0.9.3, y procedemos a su construcción: 
tar –xzf guacamole-server-0.9.3.tar.gz 
cd guacamole-server-0.9.3 
./configure --with-init-dir=/etc/init.d 
checking for a BSD-compatible install... /usr/bin/install -c 




guacamole-server version 0.9.3 
------------------------------------------------ 
 
   Library status: 
 
     freerdp ............. yes 
     pango ............... no 
     libssh2 ............. no 
     libssl .............. no 
     libtelnet ........... no 
     libVNCServer ........ no 
     libvorbis ........... yes 
     libpulse ............ no 
 
   Protocol support: 
 
      RDP ....... yes 
      SSH ....... no 
      Telnet .... no 
      VNC ....... no 
 
   Init scripts: /etc/init.d 
 




Al ejecutar la configuración previa a la construcción, se nos muestra un resumen de los 
protocolos y funcionalidades soportadas que se van a incluir, en nuestro caso soporte para 
conexiones RDP y compresión de audio a “.ogg”. Al indicar --with-init-
dir=/etc/init.d automáticamente creará un script de inicio. Procedemos a su 
construcción: 
make && make install 
 
Por último, actualizamos la caché de las librerías cargadas en las máquinas para poder ejecutar 
el servicio con el comando ldconfig. 
En este punto ya podremos arrancar el servicio, pero debemos indicar que existe un pequeño 
bug de forma que no establecerá correctamente las conexiones remotas si se arranca de forma 
normal con el comando service guacd start, por lo que deberemos arrancarlo 
manualmente con el argumento “-f”, así el demonio no pasará a segundo plano, evitando este 
pequeño problema. 
Pero antes de arrancar el servicio deberemos crear y configurar una serie de directorios. De esta 
forma el servicio cargará la configuración deseada, y si en algún momento necesitamos 
actualizar el servicio a una versión superior, hemos seguido el estándar de jerarquías de 
directorios, no habrá ningún problema. 
 
7.6.2 CLIENTE GUACAMOLE 
La aplicación Java consiste en un archivo “.war” descargable desde la página oficial. Este 
servlet, al moverlo al directorio de las aplicaciones Web de Tomcat, automáticamente será 
extraído. Tendremos la aplicación Web accesible desde el navegador, no sin antes crear y 
configurar una serie de directorios y archivos donde se cargarán las configuraciones y 
extensiones pertinentes. 
Descargamos el paquete guacamole-client-0.9.3.war de la página oficial y lo movemos y 
renombramos con el nombre deseado al contenedor de aplicaciones Web de Tomcat: 
mv guacamole-client-0.9.3.war /var/lib/tomcat7/webapps/<app>.war 
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Ahora, creamos un directorio donde almacenaremos el archivo de configuración principal de 





ln –s guacamole.properties /usr/share/tomcat7/.guacamole/ 
 
La aplicación Web leerá del archivo de configuración guacamole.properties el tipo de 
autenticación usado y cómo conectar al demonio guacd. 
 
7.6.3 DESPLIEGUE DE GUACAMOLE 
El despliegue completo de Guacamole, comprendido con el despliegue del cliente y del 
demonio, si se hace correctamente, futuras actualizaciones del servicio serán automáticamente 
desplegadas, por tanto seguiremos las recomendaciones del manual. 
Hay dos ficheros críticos envueltos en este despliegue de Guacamole: <app-cliente>.war, el 
fichero contenedor de la aplicación Web como hemos visto anteriormente, y 
guacamole.properties, el fichero principal de configuración de Guacamole. 
Anteriormente, hemos movido el ".war" a una ruta estándar y creado el link simbólico necesario 
para que el contenedor Tomcat pueda procesar los ficheros de la aplicación Web, así como para 
que Guacamole localice correctamente el fichero de configuración 
guacamole.properties. 





7.6.4 CONFIGURACIÓN GUACAMOLE 
Como se ha citado anteriormente, la aplicación Web leerá el fichero 
guacamole.properties para saber cómo conectar con el demonio guacd y qué tipo de 
autenticación será usada. Las entradas en este fichero serán las siguientes: 
- guacd-host: El Host donde estará arrancado el demonio. 
- guacd-port: El puerto donde estará escuchando el demonio. 
- guacd-ssl: Si trabajará sobre conexiones bajo SSL. 
- auth-provider: El tipo o extensión usada para la autenticación de los usuarios contra el 
servlet. 
- lib-directory: El directorio desde donde se cargarán todas las extensiones y módulos. 
- enable-websocket: Si se intentara establecer la conexión remota con el cliente a través 
de un WebSocket. Soportado solo por el servlet en los contenedores Tomcat 7 y Jetty 8. 
Siempre que el contenedor del servlet soporte WebSockets, se debería habilitar la opción. Si por 
cualquier razón Guacamole no pudiera establecer la conexión usando WebSockets, 
inmediatamente y de forma transparente pasará a establecerla mediante HTTP. Una conexión 
remota usando WebSocket mejora el rendimiento y reduce la carga en los nodos cliente. 
La configuración usada en los nodos Tomcat será, por tanto, la siguiente: 
# Hostname and port of guacamole proxy 
guacd-hostname: localhost 
guacd-port:     4822 
 
# Location to read extra .jar's from 
lib-directory:  /var/lib/guacamole/classpath 
 






7.6.5 MÓDULO DE AUTENTICACIÓN MYSQL 
Para la autenticación de usuarios contra la aplicación del servlet se ha habilitado un módulo 
desarrollado por la comunidad de Guacamole, y adaptado para el proyecto. 
Este módulo sustituye la autenticación por defecto basada en documentos estáticos XML, de 
manera que los cambios se registrarán y estarán activos de forma dinámica. 
Una vez establecido este módulo como método de autenticación en el archivo 
guacamole.properties, deberemos indicar una serie de parámetros adicionales, como el 
Host de la base de datos, puerto, nombre de la base de datos y las credenciales para la 
autenticación. 
Este Host, será otra VM cuyo único propósito será alojar este servidor de bases de datos MySql. 
Por tanto, en dicho nodo instalamos el servicio desde el repositorio de paquetes oficial de 
Debian: 
apt-get install mysql5-server 
 
Una vez instalado el servidor, deberemos editar su archivo de configuración para permitir el 
acceso desde nodos remotos, ya que por defecto sólo permitirá conexiones locales. Editamos el 
archivo /etc/mysql/my.cfg, y cambiamos la siguiente entrada: 
bind-address <red_interna> 
 
De esta forma estaremos permitiendo acceso sólo a los equipos de la red interna, o lo que es lo 
mismo, a los nodos Tomcat y al nodo que contiene el API REST. 
Lo siguiente que haremos como recomendación para el primer inicio de un servidor MySql será 
lanzar el comando mysql_secure_installation  para una instalación segura en el 
servidor de bases de datos. Así estableceremos las credenciales para el usuario root, 
deshabilitaremos su acceso remoto, removeremos cuentas de acceso anónimo y la base de datos 
de tests. Con todo configurado arrancamos el servicio y lo agregamos al resto que se lanzarán 
durante el arranque de la máquina: 




Acto seguido deberemos crear la base de datos para Guacamole y un usuario con el que 
trabajará: 
$ mysql -u root -p 
Enter password: <password> 
Welcome to the MySQL monitor.  Commands end with ; or \g. 
Your MySQL connection id is 233 
Server version: 5.5.29-0ubuntu0.12.10.1 (Ubuntu) 
 
Copyright (c) 2000, 2012, Oracle and/or its affiliates. All rights 
reserved. 
 
Oracle is a registered trademark of Oracle Corporation and/or its 
affiliates. Other names may be trademarks of their respective 
owners. 
 
Type 'help;' or '\h' for help. Type '\c' to clear the current input 
statement. 
 
mysql> CREATE DATABASE <db_name>; 
Query OK, 1 row affected (0.00 sec) 
 
mysql> CREATE USER ‘<username>’@’%’ IDENTIFIED BY ‘<password>’; 
Query OK, 0 rows affected (0.00 sec) 
 
mysql> GRANT SELECT,INSERT,UPDATE,DELETE,EXECUTE ON <db_name>.* TO 
‘username’@’%’; 
Query OK, 0 rows affected (0.00 sec) 
 
mysql> FLUSH PRIVILEGES; 






Con la base de datos creada, pasamos a dar forma a su esquema. Dicho esquema básico también 
está disponible en los repositorios de la comunidad, pero ha sido extendido para soportar el 
resto de necesidades del proyecto, y almacenado en un archivo llamado 
“createSchema.sql”.  
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El esquema podremos cargarlo con el siguiente comando: 
cat createTables.sql | mysql -u root -p 
 
En este punto necesitamos indicar en el fichero de configuración guacamole.properties 
los parámetros de conexión, agregando lo siguiente: 
# MySQL properties 
mysql-hostname:  <MySql_host> 
mysql-port:   3306 
mysql-database:  <db_name> 
mysql-username:  <username> 
mysql-password:  <password> 
 
La aplicación estará lista para trabajar con la base de datos recién creada. Más adelante en el 
documento explicaremos una serie de funcionalidades de la base de datos, como la forma en la 
que se crean los usuarios y sus contraseñas hasheadas o el almacenamiento de sus claves de 
sesión con el API REST. 
 
 
7.7 APLICACIÓN WEB 
 
En este punto tendremos nuestro clústering de VM’s preparado y funcionando para la 
interacción de los usuarios con la aplicación Web Java. 
La aplicación Web del servicio Guacamole, en un principio está indicada y creada para permitir 
abrir conexiones remotas a otras máquinas a través de varios protocolos que lo permitan y los 
cuales soporta, como RDP, VNC, SSH o TELNET. 
Las posibles acciones que permite esta aplicación a través de su interfaz Web de cara a un 
usuario sin privilegios, (el usuario al que está dirigido el proyecto), son: 
- autenticar contra la aplicación. 




- Una vez abierta la sesión remota, interactuar con la máquina a través del navegador 
como si estuviera interactuando con ella físicamente. 
 
Estas funcionalidades se han aprovechado, adaptado y extendido considerablemente para 
adaptarlas a las necesidades del proyecto. 
En primer lugar, se ha refactorizado todo el código HTML del único archivo servido y 















Fig. 7.3 Interfaz adaptada al proyecto 
Paralelamente, se ha creado un archivo con todo el código JS para extender las funcionalidades 
de la aplicación Web. De esta forma, se permitirán las siguientes nuevas acciones a un usuario: 
- Crear una cuenta en la aplicación. 
- Ver todos los juegos disponibles en la plataforma para añadirlos a su cuenta. 
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- Añadir uno de estos juegos a su cuenta. 
- Jugar remotamente a uno de los juegos de su cuenta, como extensión de la apertura de 
conexiones remotas proveída por Guacamole. 
De esta forma hemos adaptado y extendido la parte cliente de la aplicación Web aportada por 






8. API REST 
 
En un principio se planteó crear un servicio Web básico a través del cual se gestionarían las 
peticiones de aprovisionamiento de las máquinas virtuales, creación y gestión de usuarios, 
sesiones, etc. 
Tras un replanteamiento posterior, se decidió crear un completo API REST [14] para tratar 
todas estas necesidades. 
De esta forma, conseguimos habilitar también un servicio paralelo a la aplicación Web, con lo 
mencionado anteriormente, sino desacoplar completamente dicho servicio, y permitir realizar 
todas y cada una de las funciones de forma externa. O lo que es lo mismo, todas las acciones 
realizadas a través del API REST podrán ser ejecutadas realizando las peticiones pertinentes y 
correctas al API, sin necesidad de hacerlo a través del interfaz Web. 
Otro motivo por el cual se ha decidido implementar un API siguiente el estándar REST, es la 
alta compatibilidad que dicho API tendrá con cualquier otra aplicación que desee interactuar 
con él, simplemente haciendo peticiones HTTP. Así, al usar exclusivamente este protocolo, 
implementado en prácticamente cualquier dispositivo que pueda tener acceso a un entorno de 
red, estamos asegurando su compatibilidad. 
Más ventajas del porqué de haber usado este enfoque API REST, se describirán con más detalle 
en el siguiente apartado. 
Así, para el cometido de este proyecto se han implementado todas aquellas funcionalidades 
necesarias para satisfacer las necesidades inherentes del mismo, activadas a través de la 
interacción de un usuario con la aplicación Web. Sin embargo, la escalabilidad de esta 
aproximación es prácticamente infinita, ya que está basado en este enfoque RESTfull. 








8.1 ¿QUÉ ES UN API REST? 
 
REST, REpresentational State Transfer, es un tipo de arquitectura de desarrollo web que se 
apoya totalmente en el estándar HTTP. 
 
REST nos permite crear servicios y aplicaciones que pueden ser usadas por cualquier 
dispositivo o cliente que entienda HTTP, por lo que es increíblemente más simple y 
convencional que otras alternativas que se han usado en los últimos años, como SOAP y XML-
RPC. 
Podríamos considerar REST como un framework para construir aplicaciones web respetando 
HTTP. 
Existen varios niveles de calidad a la hora de aplicar REST en el desarrollo de una aplicación 
web y más concretamente una API. Estos niveles son: 
 
1. Uso correcto de URIs 
2. Uso correcto de HTTP. 
 
Además de estas dos reglas, nunca se debe guardar estado en el servidor, todos los datos que 
se requieren para mostrar la información que se solicita deben estar en la consulta por parte del 
cliente. 
 
Al no guardar estado, REST nos da mucho juego, ya que podemos escalar el API sin tener que 
preocuparnos de temas como el almacenamiento de variables de sesión, e incluso, podemos 




8.1.1 USO CORRECTO DE URI’S 
Cuando desarrollamos una web o una aplicación web, las URLs nos permiten acceder a cada 
uno de las páginas, secciones o documentos del sitio. 
Cada página, información en una sección, archivo, cuando hablamos de REST, los nombramos 
como recursos. 
 
El recurso, por lo tanto, es la información a la que queremos acceder o que queremos modificar 
o borrar, independientemente de su formato. 
 
Las URL, Uniform Resource Locator, son un tipo de URI, Uniform Resource Identifier, que 
además de permitir identificar de forma única el recurso, nos permite localizarlo para poder 
acceder a él o compartir su ubicación. 
 
Una URL se estructura de la siguiente forma: 
<protocolo>://<dominio o hostname>[:puerto]/<ruta del recurso>?<consulta de filtrado> 
Existen varias reglas básicas para ponerle nombre a la URI de un recurso: 
 Deben ser únicas, no debemos tener más de una URI para identificar un mismo recurso. 
 Deben ser independientes de formato. 
 Deben mantener una jerarquía lógica. 
 Los filtrados de información de un recurso no se hacen en la URI. 
8.1.2 HTTP [11] 
Para desarrollar API’s REST los aspectos claves: 
 Métodos HTTP 
 Códigos de estado 






Para manipular los recursos, HTTP nos dota de los siguientes métodos más comunes con los 
cuales debemos operar: 
 GET: Para consultar y leer recursos. 
 POST: Para crear recursos. 
 PUT: Para editar recursos o actualizarlos. 
 DELETE: Para eliminar recursos. 
 PATCH: Para editar partes concretas de un recurso. 
 
Quizá debido al desconocimiento o el soporte de ciertos navegadores, los desarrolladores web 
han usado, durante los últimos años, únicamente los métodos GET Y POST para realizar todas 
estas acciones.  
 
 
8.1.4 CÓDIGOS DE ESTADO 
 
Uno de los errores más frecuentes a la hora de construir una API suele ser el reinventar la rueda 
creando nuestras propias herramientas en lugar de utilizar las que ya han sido creadas, pensadas 
y testadas. La rueda más reinventada en el desarrollo de APIs son los códigos de error y códigos 
de estado. 
Cuando realizamos una operación, es vital saber si dicha operación se ha realizado con éxito o 
en caso contrario, por qué ha fallado. 
HTTP nos permite especificar en qué formato queremos recibir el recurso, pudiendo indicar 
varios en orden de preferencia, para ello utilizamos el header Accept. 
En la respuesta, se devolverá el header Content-Type, para que el cliente sepa qué formato se 





8.2 EXTENSIÓN DE MÉTODOS HTTP Y JUSTIFICACIÓN 
 
En ocasiones, no basta con identificar claramente un recurso en la URL, y hacer uso de uno de 
los métodos (o verbos) anteriores. Por ejemplo, en el caso que nos ocupa, cuando queramos 
cambiar el estado de una de las VM’s (juego) a petición del usuario, haremos referencia al 
recurso mediante la siguiente URL: 
http://<aplicación_web>/api/game/id/<estado> 
Si quisiéramos arrancar la máquina, el estado sería “on”. Si quisiéramos apagarla sería “off”, o 
si quisiéramos clonar la máquina para asociarla al usuario sería “clone”. 
Esto significa que debemos, en ciertas ocasiones, extender los parámetros enviados en la 
petición REST, referenciando el recurso en concreto e indicando el “estado” al que queremos 
cambiar. Este último parámetro en cuestión lo denominaremos estado. 
Dependiendo de lo que queramos conseguir, se enviarán peticiones PUT o POST al API. Las 
peticiones PUT serán aquellas que modifiquen el estado de la máquina, o lo que es lo mismo, 
arrancarlas o pararlas. Las peticiones POST a ese mismo recurso serán para crear un nuevo 
elemento a partir del referenciado. 
Otro ejemplo es la autenticación o cierre de sesión de un usuario. En ambos casos se usarán 
peticiones GET, aunque hay infinidad de enfoques en este tipo de solicitudes, en relación con el 
método usado. Se ha optado por esta implementación, ya que en ambos casos se redirigirá al 
usuario a una nueva vista, lo que significa que estamos solicitando dicha vista tanto en la 
apertura de sesión como en su cierre. 
Esta petición sería lo siguiente: 
http://<aplicación_web>/api/user/<estado> 
Donde estado puede ser “login” o “logout”. 
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Como conclusión, el parámetro “estado” implementado dentro de la URL de este API REST 
podría haberse hecho como un parámetro más en la petición, pero al ser algo común para 
prácticamente todas las peticiones tanto al recurso “usuario” como al recurso “juego” se ha 
decidido incluir en la URL. 
 
 
9. CORS Y SAME-ORIGIN POLICY 
 
Para la implementación de nuestro API REST, hemos hecho uso de Cross-Origin Resource 
Sharing (CORS) [15]. 
CORS es un estándar o mecanismo para permitir que distintos recursos de una página Web sean 
solicitados a otro dominio distinto al original que ha servido dicha página. Este tipo de 
peticiones, conocidas como peticiones “cross-domain”, no son permitidas por los navegadores 
por la política de seguridad “same-origin policy”. 
Esta política de mismo origen realiza una serie de comprobaciones en las peticiones, para 
garantizar que son peticiones en un principio fiables, desde contenido ofrecido por el mismo 
dominio que ha servido el recurso Web. 
Estas comprobaciones siguen tres reglas básicas para validar la petición en primera instancia: 
protocolo, host y puerto. Si la URI no se corresponde con esos mismos parámetros usados por el 
host que ha servido el contenido Web, se considerará que la petición viola esta política y será 
rechazada. 
 
Existen diferentes métodos o mecanismos para “sortear” esta política, como por ejemplo: 
- Proxy: dirigir en primer lugar las peticiones a otro nodo que actuará como proxy. Este 
nodo reenviará la petición al recurso objetivo sin saltarse la política, y el contenido 
devuelto será redirigido al primer nodo solicitante. 
- JSONP: permite recibir datos en formato JSON de diferentes dominios  añadiendo el 
elemento <script> a la página que carga la respuesta JSON de un dominio diferente. 
- CORS: trabaja a nivel de cabeceras en las peticiones HTTP, donde se indicarán las 




De esta forma, cuando un navegador vaya a realizar peticiones cross-origin utilizando CORS 
como mecanismo para poder realizarlas, en primera instancia realizará lo que se denomina una 
“petición al vuelo” o “preflight request” mediante el método OPTIONS al otro dominio. En 
esta primera petición se determinará si es segura o no. 
En esta petición al otro dominio se solicitarán a través de las cabeceras aspectos como: 
- Método que se usará en la siguiente petición (GET, PUT, POST; DELETE etc.). 
- Cabeceras opcionales que se enviarán. 
- Origen del host de la petición. 
- Tiempo máximo de validez de los datos devueltos en esta petición. 
- Si se permitirá utilizar autenticación en la petición. 
 
Fig. 9.1 Ejemplo de cabeceras negociadas mediante CORS 
Como observamos, la petición solicita acceso al recurso /resources/acces-control-
with-credentials/, desde el origen http://foo.example como cabeceras de la 
petición al vuelo. 
En contrapartida, el dominio al que va dirigida responde con las cabeceras CORS, entre otras, 
que permitirá ese origen, sólo dejará solicitar contenido en texto plano, y será posible negociar 
las credenciales en las cabeceras de la petición. Por tanto, devuelve el código de estado “200 
OK” ya que la petición al vuelo entra dentro de los márgenes permitidos para estas peticiones. 
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Fig. 9.2 Ejemplo de peticiones “al vuelo” CORS 
 
En nuestro caso, hemos habilitado los siguientes aspectos CORS: 
- Una wildcard que permitirá cualquier origen. 
- Los métodos GET, PUT, POST y OPTIONS serán permitidos. 
- El contenido solicitado sólo podrá ser JSON. 
 
header("Access-Control-Allow-Origin: *"); 
header('Access-Control-Allow-Methods: GET, POST, PUT, OPTIONS'); 
header('Content-Type: application/json'); 
 
De esta forma, los nodos clientes al interactuar con la aplicación Web, irán realizando peticiones 
cross-origin a nuestro API, así como será posible construir peticiones válidas desde 





10. IMPLEMENTACIÓN API 
 
Una vez explicado qué es REST, y el estándar CORS explicaremos la implementación del API 
REST. 
Para su implementación se han creado dos clases, API.class.php y CGAPI.class.php, en PHP [2] 
ambas, debido, en parte a su fácil integración con el servidor Web Apache 2 y a los 
conocimientos previos sobre este lenguaje de programación. 
 
Fig. 10.1 Diagrama de clases del API REST 
 
La primera, API.class.php, es el corazón del API REST. Esta superclase será la encargada de 
abstraer el funcionamiento del API conforme a las especificaciones de un API REST, de todas 
las funcionalidades de los recursos implementados. 
Esta clase procesará todas y cada una de las peticiones. Extraerá de estas peticiones aspectos 
como el tipo de método utilizado, el recurso al que se quiere acceder (o endpoint), así como 
realizar todas las comprobaciones necesarias para validar la correcta estructura de la petición o 
devolver el correspondiente código de error. Si la petición es correcta y existe el endpoint 
solicitado, se delega en la clase que la extiende, CGAPI.class.php, la ejecución de toda la 






public function processAPI() { 
if ((int)method_exists($this, $this->endpoint) > 0) { 
return $this->_response($this->{$this->endpoint}($this->args)); 
} 
       




Por otro lado, el acceso al API está en parte controlado por un archivo .htaccess. En este archivo 
redirigiremos todas las peticiones a cualquier lugar del API a su index.php, donde se comenzará 
a procesar. 
En este fichero, hemos utilizado el módulo de reescritura de Apache, de forma que estas 




RewriteCond %{REQUEST_FILENAME} !-f 
RewriteCond %{REQUEST_FILENAME} !-d 
RewriteRule api/(.*)$ index.php?request=$1 [QSA,NC,L] 
</IfModule> 
 
Así, en este index.php procesamos la petición correctamente redireccionada: 
//Requests from the same server don't have a HTTP_ORIGIN header 
if (!array_key_exists('HTTP_ORIGIN', $_SERVER)) { 




$API = new CGAPI($_REQUEST['request'], $_SERVER['HTTP_ORIGIN']); 
echo $API->processAPI(); 
} catch (Exception $e) { 




10.1 CLASE CGAPI 
 
Esta clase implementa toda la funcionalidad de nuestro API REST. Una vez procesadas y 
validadas las peticiones en la superclase, aquí se desencadenará toda la funcionalidad para cada 
uno de los accesos a los recursos, obteniendo el resto de información de la propia URL o de sus 
parámetros asociados. 
Existen dos endpoints relacionados con la abstracción de lo que representan de cara a la 
aplicación Web, el recurso “usuario” o “user” y el recurso “juego” o “game”. 
Para cada uno de estos recursos se ha implementado funcionalidad para las siguientes tipos de 
peticiones: 
Recurso usuario: 
- /api/user/logout  tipo GET 
- /api/user/login  tipo GET 
- /api/user/new   tipo PORT 
Recurso juego: 
- /api/game/   tipo GET 
- /api/game/id   tipo GET 
- /api/game/id/clone  tipo POST 
- /api/game/id/on  tipo PUT 
- /api/game/id/off  tipo PUT 
 
Cada una de estas peticiones irá acompañada, para poder ser atendida, de una firma y un 
timestamp para asegurarnos que no es una petición modificada y enviada a destiempo; así como 
de los parámetros necesarios para procesar la petición. 
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10.1.1 AUTENTICIDAD DE LAS PETICIONES 
Como se ha mencionado anteriormente, se ha dotado de un mecanismo de autenticidad para 
cada una de las peticiones recibidas en el API REST, una de las premisas de REST, no existe 
estado y habrá que autenticar de alguna forma dichas peticiones. Hemos seguido la idea 
que Amazon describe perfectamente en la documentación de su API (AWS) [16]. 
Para hacerlo, hemos seguido dos caminos.  
- Uno, para aquellas peticiones de registro o apertura de sesión de un usuario, que por 
ende no dispondrá de su API KEY válida para esa sesión. Se codificarán los datos 
enviados en Base64 y se acompañará de un timestamp válido para variaciones de +-5 
minutos. 
- Dos, para todo el resto de peticiones, será necesaria la presencia de una firma hasheada 
con el API KEY del usuario y su ID. Ambos parámetros serán únicos para cada usuario, 
además de que se acompañará de nuevo con el timestamp. 
Si la firma o el timestamp son incorrectos, se denegará la petición devolviendo el código de 
error correspondiente. 




10.1.2 AUTENTICIDAD SIN API KEY 
Para certificar estas peticiones de registro o logeo de un usuario, al no disponer de un API KEY 
con el que generar su firma, se ha optado por codificar los datos enviados en Base64, además de 
acompañar un timestamp también codificado en Base64. 
 
Esto se realiza desde el código JS [17] del lado del cliente, usando la librería CryptoJS del 
repositorio público de Google, o la codificación en Base64 del propio JS. 
La porción de código que realiza esta tarea en JS es la siguiente, contenido en el archivo donde 
está localizado todo el código JS generado, cloudgaming.sj. 
Por ejemplo, en la petición de registro: 
var d = new Date(); 
//encode base64 timestamp because we havent the api key yet 
var timestamp = d.getTime()/1000; 
timestamp = utf8_to_b64(timestamp); 
//encode password and username too 
password = utf8_to_b64(timestamp); 
username = utf8_to_b64(username); 
 
$.ajax({ 
 url: resgisterURL, 
 type: 'POST', 




Para codificar en Base64 una cadena hemos implementado la función “utf8_to_b64”: 
//Signs data in Bae64, used for register or login. We haven't any Key yet 
function utf8_to_b64( str ) { 
   return window.btoa(unescape(encodeURIComponent( str ))); 
} 
 
Por otro lado, en el servidor, se comprueba si el timestamp está dentro del rango permitido en 
relación a la variación máxima de +-5 minutos. 
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Si la petición es correcta, se generará una nueva API KEY para ese usuario, y se devolverá en la 
respuesta junto con su ID único y su nombre. Ambas variables serán usadas desde ese momento 
para cifrar el resto de peticiones: 
$this->checkNewUserDigestData($this->method); 
 
$password = $_GET['password']; 
$name = $_GET['username']; 
$timestamp = $_GET['timestamp']; 
 
//decode base64 timestamp 
$timestamp = base64_decode($timestamp); 
$date = new DateTime(); 
$current_timestamp = $date->getTimestamp(); 
 
//decode base64 username and password 
$name = base64_decode($name); 
$passwrod = base64_decode($password); 
 
//digest Timestamp between 5 minutes 
$variance = $current_timestamp - $timestamp; 
if(!($variance >= 300) && !($variance <= 300)) 
 throw new Exception("Error. Timestamp expired", 1); 
 
$user = new UserCtrl(); 
$this->id = $user->getID($name); 




 throw new Exception("Login error. Username/Password is incorrect", 1); 
} 
 
//generate a new api_key for this session, store it and send it to the user 
$API_KEY = sha1(microtime(true).mt_rand(10000,90000)); 
 
//store the temporary session user key 
$success = $user->storeApiKey($this->id,$API_KEY); 
 
$data = array( 'key' => $API_KEY, 
  'id' => $this->id, 








La clave de sesión o API KEY generada es completamente aleatoria, ya que depende del 
instante en concreto en que es generada, y acto seguido es hasheada con el algoritmo SHA1: 
$API_KEY = sha1(microtime(true).mt_rand(10000,90000)); 
 
 
Para dotar de persistencia en el lado del cliente de estos datos recibidos, se ha hecho uso de la 
librería JQuery Cookie, disponible libremente desde la página de plugins del portal de JQuery. 
Así, en la misma llamada AJAX enviada en el registro o el logueo, si la respuesta es 
satisfactoria se ejecutará la promesa AJAX “done”, y se almacenarán dichos datos, válidos 
durante un día.  
Por ejemplo, en la petición de login: 
$.ajax({ 
 url: loginURL, 
 type: 'GET', 






  console.log("Alert, get response BUT NO KEY provided in 
response."); 
  return; 
 } 
 if(!(data.hasOwnProperty("id"))){ 
  console.log("Alert, get response BUT NO USER ID provided in 
response."); 
  return; 
 } 
 
 $.cookie('key',data['key'], { expires: 1 }); 
 $.cookie('id',data['id'], { expires: 1 }); 
 $.cookie('name',data['name'], { expires: 1 }); 
 … 
 
Cabe destacar que aunque el nombre de usuario y su contraseña viajen codificados en Base64, la 
intercepción de este paquete supone un punto crítico en cuanto a la seguridad de los datos 
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enviados. Esta debilidad se podría subsanar fácil y eficazmente trabajando sobre HTTPS para 
esta interacción con el interfaz Web, pero no para las sesiones remotas, ya que influiría 
notablemente en su rendimiento. Para esto último no supone riesgo ya que todas las peticiones 




10.1.3 AUTENTICIDAD CON API KEY 
Una vez que un usuario disponga de su API KEY al registrarse o logearse, el resto de peticiones 
que mandará al API estarán acompañadas de su firma única. 
Esto se hace de nuevo en el código JS del cliente, usando la librería CryptoJS: 
var data = $.cookie('name') + $.cookie('id'); 
 
var signature = stampSignature(data); 
var timestamp = stampTimestampSignature(); 
 
$.ajax({ 
 url: <URL_objetivo>, 






Así, las funciones “stampSignature” y “stampTimestampSignature” generarán una cadena 
hasheada con el API KEY de sesión, y los valores del nombre de usuario y su ID único: 
 
 
//Add a timestamp to the query signed with user Key 
function stampTimestampSignature(){ 
 var d = new Date(); 
 var timestamp = d.getTime()/1000; 
 timestamp = timestamp.toString(); 
     return stampSignature(timestamp); 
} 
 




 var hash = CryptoJS.HmacSHA256(data.toString(), $.cookie('key')); 
 return hash.toString(); 
} 
 
Gracias a esta librería CryptoJS, estamos hasheando mediante el algoritmo HMAC + SHA256 
el contenido de cualquier cadena, que en este caso también será una cadena única para cada 
usuario, con su clave de sesió. 
Generamos así tanto la firma como un timestamp, que acompañarán a todas y cada una de las 
peticiones que soliciten actuar contra el recurso “juego” o el resto de funcionalidades que no 
sean logear o registrar un usuario. 
Por su parte, en el lado del servidor, tras validar la petición se procede a comprobar su 
autenticidad. 
En cada endpoint se llama a las funciones que comprueban tanto el timestamp como la firma: 




 throw new Exception("Error in the Digest. Signature, timestamp or 
userID are wrong", 1); 
} 
 
Por un lado, se comprueba la firma del usuario:  
private function makeDigest($signature = null, $userId = null){ 
 
 $digest = false; 
 if($signature !== null && $userId !== null){ 
  $user = new User(); 
      $API_KEY = $user->getApiKey($userId); 
      $userName = $user->getName($userId); 
      $realSig = hash_hmac("sha256",$userName.$userId,$API_KEY); 
  if($signature === $realSig){ 
   $digest = true; 
  } 
  return $digest; 
 } 
 else{ 
  throw new Exception("Signature and userID must be not null", 
1); 
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    } 
} 
Por otro lado, se realiza la comprobación de la variación de tiempo del timestamp para 
cercionarnos de que no es más de +-5 minutos: 
private function makeTimestampDigest($userId = null, $timestamp = null){ 
 
 $digest = false; 
 if($timestamp !== null && $userId !== null){ 
 
  $user = new User(); 
  $API_KEY = $user->getApiKey($userId); 
 
  $date = new DateTime(); 
          $current_timestamp = (string)$date->getTimestamp(); 
          $realTimestamp = 
hash_hmac("sha256",$current_timestamp,$API_KEY); 
 
          //digest Timestamp between 5 minutes 
          $variance = $current_timestamp - $realTimestamp; 
           
          if($variance >= 300 || $variance <= -300) 
           throw new Exception("Error. Timestamp expired", 1); 
  else{ 
   $digest = true; 
  } 
 
  return $digest; 
 } 
 else{ 





De esta forma comprobamos la autenticidad de cada petición al API REST, y puede seguir la 






10.2 CONTROLADORES Y CAPA DAO 
 
En el API, trabajaremos con los datos de la base de datos MySql. Estos datos serán accesibles a 
través de una serie de clases de nuevo en PHP [2] que conformarán dos capas diferenciadas: 
- Los controladores UserCTRL.class.php y GameCTRL.class.php: Ambas clases 
representarán estos recursos y permitirán crear instancias como objetos con todos los 
atributos representativos de cada uno de ellos, siempre que se construya este objeto 
proporcionando un ID. Además. expondrán una serie de métodos públicos al API REST 
que servirán los datos extraídos por la Capa de Acceso a Datos. 
- La Capa de Acceso a Datos o capa DAO: contendrán todas las consultas SQL que se 
realizarán a la base de datos MySql. Los resultados de estas consultas se expondrán 
como métodos públicos a los controladores asociados. 
 
Fig. 10.3 Flujo de una petición al API REST 
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10.2.1 CAPA DAO 
Especificaremos en profundidad esta capa, ya que se comprende no sólo de una clase de Acceso 
a Datos para cada controlador, sino de una clase de más bajo nivel que desacopla toda la lógica 
de consultas con el driver que permitirá la conexión y comunicación de la base de datos. 
 
Fig. 10.4 Diagrama UML de la capa DAO 
De esta forma, ambas clases de Acceso a Datos, User.class.php y Game.class.php incluirán a la 
clase DB.class.php. Esta clase se encargará de establecer las conexiones con la base de datos 
MySql, usando el driver PDO de PHP. 
Otras funcionalidades implementadas en esta clase son la preparación, refinación, limpieza y 
filtrado de las consultas provenientes de las clases User.class.php y Game.class.php. Además 
controlará todos los errores relacionados con la comunicación con la base de datos. 
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El filtrado se realiza tras preparar la consulta a la base de datos, eliminando espacios en blanco y 
consultas potencialmente peligrosas de SqlInjection; ya que aunque el propio Driver PDO 
realiza un gran filtrado de estas consultas potencialmente peligrosas, se puede jugar con la 
codificación de la base de datos para realizar consultas en otras codificaciones cuya 
combinación de caracteres se interpreten como otros y conseguir expresiones del tipo “WHERE 
1=1”. Esto lo conseguimos forzando siempre la codificación de las consultas en UTF-8. 
Una vez filtrada y preparada, realiza un nuevo filtrado permitiendo sólo los siguientes tipos de 
consulta: 
- SELECT, SHOW, CALL, INSERT y UPDATE. 
 
No hemos incluido otros tipos de sentencia, como DELETE ya que en la aplicación no se ha 
implementado ninguna funcionalidad que haga uso de un borrado en la base de datos. 
El siguiente paso es asociar los parámetros pasados en la consulta al driver PDO, también 
filtrados, con los métodos “bind” para asociar un solo valor o “bindMore” para asociar un array 
de valores. 
Por defecto, los métodos, si no se hace expresamente, usarán “bindMore”. 
Acto seguido realiza la conexión leyendo los parámetros del fichero “settings.ini.php”, y 
ejecutando la consulta dependiendo del método invocado para ello: 
- query: devuelve en forma de array tantos valores como filas afectadas en la consulta. 
- single: devuelve el valor de una sóla columna, infiriendo su tipo de la propia base de 
datos. 
 
Así, hemos creado una sencilla pero muy eficaz clase de Acceso directo a Datos, que expone 
una serie de métodos públicos para realizar las consultas pertinentes desacoplando estas capas 
superiores de Acceso a Datos (User.clas.php y Game.class.php) de la propia conexión a dicha 




10.3 ESQUEMA DE LA BASE DE DATOS 
 
10.3.1 ESQUEMA DE GUACAMOLE 
La base de datos creada para el funcionamiento de la aplicación Web y el resto de 
funcionalidades asociadas a ella, extiende el propio esquema proporcionado y usado por 
Guacamole. De esta forma satisfacemos las necesidades de la extensión de este servicio al 
haberlo integrado al contexto del proyecto. 
Este esquema inicial de base de datos de Guacamole permite dotar de un módulo de 
autenticación basado en base de datos a la aplicación Web. 
Por otro lado, permite controlar y asociar las conexiones a las máquinas remotas a cada usuario, 
por grupos e incluso dotar de distinto grado de privilegios a estos usuarios. 
 
 
Fig. 10.5 Diagrama del esquema Guacamole 
De este esquema original de base de datos de Guacamole aprovecharemos prácticamente todas 
las relaciones existentes. Explicaremos las funcionalidades más notables que se reflejarán a su 
vez en la aplicación Web. 
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El registro de los usuarios almacenará en la base de datos su nombre, un ID autogenerado, una 
“sal” aleatoria y la contraseña hasheada con dicha sal única y aleatoria. Esto permite almacenar 
un hash irreversible de la contraseña dotando de seguridad adicional a los datos almacenados. 
La porción de código SQL recomendado por Guacamole para hacerlo es el siguiente: 
-- Generate salt 
SET @salt = UNHEX(SHA2(UUID(), 256)); 
 
-- Create user and hash password with salt 
INSERT INTO guacamole_user (username, password_salt, password_hash) 
 VALUES (username, @salt, UNHEX(SHA2(CONCAT(pass, HEX(@salt)), 256))); 
 
De esta forma se genera la sal a través del valor único proporcionado por la función UUID(). 
Este valor se hashea con la función SHA2 de 256 bits, y a su vez este resultado se le aplica la 
función UNHEX(), que interpreta cada par de caracteres de la cadena resultante como caracteres 
en hexadecimal, y los convierte en su carácter asociado UTF-8. 
Acto seguido, se utiliza esta sal para hashear la contraseña del usuario, aplicando la misma 
función de hasheado que en la generación de dicha sal, concatenando el valor de la contraseña 
con la función contraria a UNHEX() a la sal. 
Por otro lado, cada usuario podrá disponer de una serie de conexiones a otras máquinas remotas 
a través de los permisos que se le doten para esa conexión. Es posible englobar estas conexiones 
en grupos de conexiones, y trabajar a nivel de grupo tanto para asignar y tratar todas las 
conexiones de un usuario como para dotar de privilegios al grupo y no a cada conexión 
individualmente. 
Por su parte, cada conexión tendrá asociado un número indefinido de parámetros, dependiendo 
del tipo de protocolo usado en cada conexión. 
En nuestro caso, como abriremos conexiones remotas sobre RDP, almacenaremos para cada una 
de estas conexiones los siguientes parámetros: 
- hostname: nombre del host o VM al que se abrirá la sesión remota. 
- port: puerto usado en la conexión. Será el 3389 al trabajar con RDP. 
- username: nombre de usuario usado en la autenticación. 
- password: contraseña usada en la autenticación. 
- width: ancho en píxels de la resolución de la sesión remota. 
- height: alto en píxels de la resolución de la sesión remota. 
- color-depth: profundidad de color de la sesión remota. 
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- initial-program: path absoluto de la aplicación arrancada al abrir la sesión. 
Utilizaremos esta funcionalidad para autoarrancar los juegos dependiendo de la VM a la 
que abrimos la sesión. Además, el ámbito de interacción del usuario con la VM se 
restringe exclusivamente a este programa. 
 
Estos son los parámetros usados en el proyecto para cada una de las conexiones. Existen 
multitud de parámetros adicionales soportados por el protocolo RDP, que no usaremos.  
 
Este esquema ha sido necesario ampliarlo, así como crear todo el SQL para trabajar con él, ya 
que Guacamole solo proporciona el esquema, no el código fuente de ejemplo para acceder a la 





10.3.2 AMPLIACIÓN DEL ESQUEMA Y FUNCIONALIDADES 
Para poder reutilizar el esquema anterior idóneo para la aplicación Web original de Guacamole, 
y poder integrarlo con el resto de funcionalidades del proyecto, se ha procedido a extenderlo. 
 
Fig. 10.6 Diagrama del esquema ampliado 
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Como la pieza angular del esquema original es la tabla “guacamole_user”, simplemente hemos 
creado nuestra propia tabla que relaciona ese usuario y el resto del esquema con nuestra 
extensión. 
Para poder hacerlo, se ha creado un disparador en la tabla “guacamole_user”, que se activará 
cuando se produzca una inserción en dicha tabla. De esta forma, al crear un usuario en el 
esquema original, se insertarán los datos necesarios tanto en nuestra tabla “cg_user” como en la 
tabla “guacamole_connection_group” del esquema original. 
Así estamos consiguiendo enlazar el esquema original con el nuestro, así como crear 
automáticamente un grupo de conexiones para un nuevo usuario: 
DELIMITER $$ 
CREATE TRIGGER ins_user AFTER INSERT ON guacamole_user 
FOR EACH ROW BEGIN 
 INSERT INTO vm_group (name) VALUES 
(CONCAT('/VMGroup_',NEW.user_id,'_',NEW.username)); 
    INSERT INTO cg_user (user_id, vm_group_id) VALUES(NEW.user_id, 
  (SELECT MAX(id) FROM vm_group)); 
 
 -- Create connection group 
 INSERT INTO guacamole_connection_group (connection_group_name, type) 





Por otro lado, hemos creado un procedimiento almacenado para realizar las inserciones de 
nuevos usuarios desde el API REST, que activará el disparador anterior: 
DELIMITER $$ 
CREATE PROCEDURE `addUser`(IN username VARCHAR(50), pass VARCHAR(50)) 
BEGIN 
 
 DECLARE salt blob; 
 
 -- Generate salt 
 SET @salt = UNHEX(SHA2(UUID(), 256)); 
 
 -- Create user and hash password with salt 
 INSERT INTO guacamole_user (username, password_salt, password_hash) 








En este procedimiento almacenado, hemos hecho uso de la especificación de Guacamole de 
cómo se deberán crear nuevas entradas en su tabla de usuarios. Este procedimiento, devolverá el 
ID del usuario recién creado. 
Por otro lado se ha creado otro procedimiento almacenado para poder comprobar los datos de un 
usuario en el proceso de logeo. 
En este procedimiento  recuperaremos la sal del usuario en cuestión, y la utilizaremos para 
hashear la contraseña proporcionada y poder comprobarla con la ya hasheada y almacenada en 
la base de datos: 
-- stored procedure that checks user login 
DELIMITER $$ 
CREATE PROCEDURE `checkLogin`(IN id int(11), passw VARCHAR(50)) 
BEGIN 
         DECLARE pass blob; 
 DECLARE originalPass blob; 
 DECLARE salt blob; 
 DECLARE result bool; 
 
 SET salt := (SELECT u.password_salt FROM cloudgaming.guacamole_user as 
u where u.user_id = id); 
 SET originalPass := (SELECT u.password_hash FROM 
cloudgaming.guacamole_user as u WHERE u.user_id = id); 
 SET pass := (UNHEX(SHA2(CONCAT(passw, HEX(salt)), 256))); 
 SET result := (SELECT pass = originalPass); 
  
 SELECT result; 
END$$ 
 
De esta manera tenemos un nuevo esquema de base de datos preparado para interactuar tanto 









Este es probablemente el punto más importante para el funcionamiento del proyecto. La 
interpretación o abstracción de un juego de cara a la aplicación Web no es más que la ejecución 
física de dicho juego en una VM creada específicamente para esa ejecución. 
Existe una premisa: para el usuario todos los procesos que se desencadenarán para el 
manejo de las VM’s será completamente transparente. 
El usuario será el responsable de lanzar dos de los cinco procesos implementados en el manejo 
de las VM’s: la clonación y el encendido de una VM. Los otros tres procesos, automáticos, 
serán el apagado de la VM, recabar información sobre su estado y descubrir la IP que le ha sido 
asignada de forma dinámica por el servicio DHCP del router. 
La forma o aproximación para conseguir esta premisa es un punto crucial y delicado para el 
rendimiento de la aplicación, ya que debe ser un proceso lo más rápido posible, que ponga a 
disposición del usuario una nueva estación de juego privada y diseñada específicamente para la 
ejecución del juego que contiene, basándose en los requerimientos de dicho juego. 
Hemos seguido la siguiente aproximación: 
- Disponemos de un grupo de VM’s a modo de templates. Cada juego disponible en la 
plataforma de juego Web será una abstracción de una de estas VM’s. 
- Cuando un usuario agregue a su cuenta un juego, se clonará la VM template de dicho 
juego y se asociará al usuario. 
- Los requerimientos HW se solucionan gracias a que proporcionamos una copia exacta 
como estación de juego al usuario a partir de una máquina preparada expresamente para 
ello. 
- Cuando un usuario desee jugar a uno de sus juegos, se arrancará su VM asociada. 
- Durante el proceso de arranque, capturamos la IP dinámica facilitada a la VM por 
DHCP para poder conectar a ella. 
- Tras un tiempo fijo de espera de 15 segundos, o 30 en el peor de los casos, se establece 
la conexión remota a través de Guacamole a esta máquina arrancada, y se enjaulará al 
usuario al ámbito exclusivo del juego arrancado también durante el arranque de la 
máquina. 
70 
- Para el parado de las VM’s, se ha aprovechado el hecho de que al cerrar el ámbito 
donde se está procesando la sesión remota a la máquina en el navegador, Guacamole 
cierra automáticamente la sesión con dicha máquina. Un fichero batch será lanzado 
cuando se produzca un cierre de sesión, que desencadenará el apagado de la VM. 
 
 
11.2 IMPLEMENTACIÓN EN EL API REST Y HOST DE VM’S 
 
Toda esta funcionalidad será desencadenada a través del API REST, gracias a la interacción de 
una clase PHP [2] del propio API y un ShellScript ubicado en el Host que gestiona las VM’s. 
 
Fig. 11.1 Diagrama de dependencia del API y el ShellScript 
 
Para la comunicación entre la clase PHP Shell.class.php y el script de administración de VM’s, 
cgmanager.sh, se ha hecho uso de túneles SSH. 
Hacerlo de esta manera proporciona dos grandes ventajas: 
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- Desacoplamos físicamente la ubicación del API REST del propio Host de VM’s. En una 
primera aproximación debía estar ubicado el API REST en este Host para comunicar los 
comandos PHP con ejecuciones en el terminal de dicho Host para la manipulación de 
las VM’s. 
- La comunicación entre ambos Host es controlada, cifrada y segura. 
 
La primera ventaja nombrada es sin duda la más importante, ya que como se explica en ella, 
hemos conseguido eliminar la responsabilidad del Host de VM’s de la ejecución del API REST. 
Minimizamos la carga en este nodo, vital para el funcionamiento de la aplicación. 
La responsabilidad de la clase PHP, es preparar una cadena que conformará el comando a 
ejecutar en el ShellScript, enviado a través de un túnel SSH. 
public function execCommand($args){ 
 
 $ssh = new Net_SSH2($this->settings['host']); 
 if (!$ssh->login($this->settings['user'], $this-
>settings['password'])) { 
     exit('Login Failed'); 
 } 
 $this->command = $args['commandArg']; 
 $this->switchCommand(); 
 //clonevm 
 if($this->command == "clonevm"){ 
  return $ssh->exec($this->settings['script'] . ' ' . 
$args['commandArg'] . ' ' . $args['vmName'] . ' ' . $args['vmTargetToclone'] . 
' ' . $args['groupName'] . ' ' . $args['userName']); 
 //on and off 
 }else{ 
  return $ssh->exec($this->settings['script'] . ' ' . 




Esta clase leerá los datos necesarios para establecer la conexión con el Host de VM’s del fichero 
“shelltunnel.ini.php”, datos como el Host, el usuario y la contraseña usadas para la autenticación 
en el establecimiento del túnel SSH. 
Acto seguido parseará el comando a ejecutar desde los argumentos enviados por el API REST. 
Se conformará así un comando para ejecutar las siguientes acciones: 
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- Clonar una VM: conforma el comando para la clonación de la VM objetivo con los 
datos precisos y registrarla en el resto de VM’s de VirtualBox. 
- Encender una VM: conforma el comando para arrancar la VM objetivo. 
- Apagar una VM: conforma el comando para apagar la VM objetivo. Este comando no 
es usado, aunque ha sido implementado para futuras necesidades. 
- Obtener el estado de una VM: conforma el comando para recibir el estado de una VM. 
Los estados de interés serán “apagada” o “encendida”. 
- Obtener la IP de una VM: necesario para poder establecer la conexión remota a la 
VM. Una vez arrancada, se irá solicitando una IP válida. Cuando sea obtenida se 
almacenará en la BD para establecer la conexión remota a la VM. 
 
Una vez conformado correctamente el comando, se abrirá la conexión SSH con el Host de 
VM’s, y se ejecutará remotamente dicho comando. Así conseguimos administrar las VM’s de 
forma remota y transparente a petición del usuario. 
 
 
11.3 BATCH FILE PARA APAGADO DE VM’S 
 
Como se ha mencionado anteriormente, se ha aprovechado la funcionalidad de Guacamole para 
cerrar automáticamente las sesiones remotas a las máquinas una vez se cierra el ámbito del 
navegador que las mantenía abierta. 
Así, se ha creado un batch file en cada una de las VM’s template que será activado en el proceso 
de cierre de sesión. 
Este script simplemente apagará la VM: 
shutdown.exe /s /t 00 
 
Para conseguir que este script se lance durante cualquier proceso de cierre de sesión en las 
VM’s Windows, hemos creado una tarea programada, aprovechando uno de los tipos de 




Fig. 11.2 Ejemplo de creación de la tarea programada 
 
Así, cuando un usuario cierre el ámbito de la sesión remota de Guacamole del navegador, este 
script será lanzado y la VM procederá a apagarse. 
 
 
12. USO REMOTO DEL API REST 
 
Uno de los aspectos más importantes que llevaron a la implementación del API como API 
REST, es la posibilidad de interactuar con él desde cualquier aplicación externa a la 
implementada en el proyecto. 
Realizando peticiones de forma correcta al API, se pueden controlar las acciones como si desde 
el interfaz Web se estuvieran enviando. 
La implementación del API mediante el estándar CORS permiten realizar así peticiones desde 
cualquier aplicación. 
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Las bases de estas peticiones serán descritas a continuación. Esto es, lo desarrollado en el 
proyecto son peticiones específicas para las necesidades del mismo, pero todas seguirán el 
mismo procedimiento. 
Una petición seguirá, siempre, esta estructura: 
http://<dominio_api>:80/api/<recurso>/<selección_recurso_id>/<estado>/<argumentos> 
 
Eso quiere decir, que cualquier petición al API REST con esa estructura será atendida y 
procesada para certificar si es correcta o no. 
Las distintas peticiones implementadas en el proyecto son las que se mencionan a continuación, 
no sin mencionar que su extensión es completamente factible y relativamente sencilla. Sólo 




12.1 PETICIONES IMPLEMENTADAS 
 
12.1.1 RECURSO USUARIO 
Si se quisiera realizar peticiones al API REST hacia este recurso, construiríamos dichas 
peticiones de la siguiente forma: 
http://<dominio_api>:80/api/user/ 
Todas las peticiones, como se ha descrito anteriormente, deberán ir acompañadas, siempre, de 
un timestamp y una firma del usuario si ya dispone de su API KEY. 
 
12.1.1.1 REGISTRO 
Para el registro de un nuevo usuario, se debe realizar esta petición: 
http://<dominio_api>:80/api/user/new  tipo POST 
En esta petición se deben incluir los siguientes parámetros: 
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- username: nombre del usuario codificado en Base64. 
- password: contraseña del usuario codificada en Base64. 
- timestamp: estampa temporal de la petición en Bae64. 
 
12.1.1.2 LOGIN  
Para el logeo de un usuario, se debe realizar esta petición, con los mismos parámetros que en el 
logeo: 
http://<dominio_api>:80/api/user/login  tipo GET 
 
En la respuesta se recibirá el ID del usuario, su nombre y el API KEY para esa sesión. 
 
12.1.1.3 LOGOUT 
Para el deslogeo de un usuario, se debe realizar esta petición: 
http://<dominio_api>:80/api/user/login  tipo GET 
- signature: codificación con la función HMAC - SHA256 bits de (username + ID) con 
el API KEY . 
- userID: el ID del usuario. 
- timestamp: estampa temporal de la petición codificada de nuevo con HMAC-SHA256 
bits y el API KEY. 
 
Ejemplo de codificación en JS para la firma: 
var hash = CryptoJS.HmacSHA256(username+userID, API_KEY); 
 
Ejemplo de codificación en JS para el timestamp: 
var d = new Date(); 
var timestamp = d.getTime()/1000; 
timestamp = timestamp.toString(); 
var hash = CryptoJS.HmacSHA256(timestamp, API_KEY); 
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12.1.2 RECURSO JUEGO 
Todas las peticiones a este recurso deberán ir acompañadas de la firma del usuario y un 
timestamp. 
Los parámetros adicionales enviados en todas estas peticiones son los descritos en los enviados 
en una petición de deslogeo: 
- signature: codificación con la función HMAC - SHA256 bits de (username + ID) con 
el API KEY . 
- userID: el ID del usuario. 
- timestamp: estampa temporal de la petición codificada de nuevo con HMAC-SHA256 
bits y el API KEY. 
 
12.1.2.1 OBTENER TODOS LOS JUEGOS DISPONIBLES 
http://<dominio_api>:80/api/game  tipo GET 
 
12.1.2.2 OBTENER TODOS LOS JUEGOS DE UN USUARIO 
http://<dominio_api>:80/api/game/userID  tipo GET 
 
12.1.2.3 AÑADIR UN JUEGO A LA CUENTA DE UN USUARIO 
http://<dominio_api>:80/api/game/gameID/clone  tipo POST 
 
12.1.2.4 ARRANCAR UNA VM ASOCIADA A UN JUEGO 
http://<dominio_api>:80/api/game/gameID/on  tipo PUT 
 
12.1.2.5 PARAR UNA VM ASOCIADA A UN JUEGO 





13. EXTENSIÓN DEL API REST, NÚCLEO DE 
SOLUCIONES ALTERNATIVAS 
 
Como se ha mencionado anteriormente, las peticiones al API REST pueden llevarse a cabo 
desde cualquier aplicación externa siempre que sean correctas. 
Las acciones implementadas en el proyecto son muy limitadas en comparación a la infinidad de 
posibilidades que se desprenden del hecho de poder controlar VM’s de forma remota a través de 
un navegador Web. Esto significa que el enfoque del proyecto como plataforma de juego 
interactiva va más allá. Otros enfoques, como proporcionar acceso a aplicaciones específicas de 
escritorio a través del navegador, es otro ejemplo de la aplicación de este proyecto; u ofrecer un 
servicio de escritorio remoto a usuarios o empresas a través del navegador sería otra opción. 
Aplicaciones, por tanto, hay tantas como necesidades se planteen y el acceso a recursos de 
VM’s remotas a través del navegador faciliten su solución. 
La extensión del API REST y su escalabilidad le convierten en un “core” o “núcleo” para poder 
implementar tantos endpoints como soluciones se necesiten a través de las VM’s remotas, 
controladas por el ShellScript. 
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14. PRUEBAS Y RESULTADOS 
  
Expondremos a continuación una serie de valores y medidas relacionadas con el 
aprovisionamiento dinámico de las VM’s en la interacción de un usuario desde el interfaz. 
Este aprovisionamiento, tiene un punto crítico. Éste es el desencadenado al añadir un juego a la 
cuenta de un usuario. Esta acción dispara la clonación de una VM template, una clonación 
completa. Esta clonación comprende en todos los casos de una copia binaria de 
aproximadamente 10 GB para cada título disponible en la aplicación del proyecto. 
Detallaremos también las características HW configuradas en cada VM usada para la ejecución 
de los juegos remotos, así como los tiempos de respuesta de cada proceso en dos escenarios, en 
cuanto a infraestructura HW se refiere, distintos. 
 
 
14.1 CARACTERÍSTICAS DE LAS VM’S 
 
En la realización de este proyecto se han configurado, en concreto, cuatro VM’s a modo de 
template. Cada una de estas VM, a su vez, es una clonación de una VM con una instalación 
limpia del Sistema Operativo Windows 7 (64 bits). 
A estas VM’s, dependiendo del juego que alojen, se les ha asignado distintos parámetros HW. 
Todas estas VM’s, están alojadas físicamente en el Host que realiza este papel de 
administración de VM’s. Las características de este Host son las siguientes: 
- CPU: Intel Core i7 3,2 GHz, 8 núcleos 
- RAM: 16 GB 
- Vídeo: NVidia EVGA 770 SC, 1 GB 
- Dos tipos de Disco Duro en la realización de pruebas: 
o HDD NTFS a 7200 rpm, 70 MB r/w aprox. 
o SSD HFS a 500 MB r/w aprox. 





Por otro lado, los títulos elegidos durante este proyecto para realizar las pruebas han sido: 
- Age of Empires II 
- Command and Conquer Red Alert II 
- Command and Conquer Red Alert II Yuri’s Revenge 
- Command and Conquer Tiberian Sun 
 
La elección de esos títulos es debido a los bajos requisitos HW de cada uno de ellos, así como la 
posesión de los títulos originales. 
 
14.1.1 REQUISITOS 
1. Age of Empires II 
 CPU: 90MHz 
 Vídeo: 1 Mb 
 RAM: 16 Mb 
 HDD: 80 MB o más 
 SO: Microsoft Windows 95 o superior 
2. Tiberian Sun 
 CPU: 166 MHz 
 RAM: 32 MB 
 Vídeo: 2 MB 
 HDD: 200 MB o más 
 SO: Microsoft Windows 98 o superior 
3. Red Alert II + Yuri’s Revenge 
 CPU: 266 MHz 
 RAM: 64 MB 
 Vídeo: 2 MB 
 HDD: 350 MB o más 




Por otro lado, los requisitos HW recomendados por Microsoft para la instalación y 
funcionamiento correcto de Windows 7 son los siguientes: 
- CPU: 1 procesador a 1 GHz 
- RAM: 1 GB 
- HDD: 20 GB 
 
Aun así, tras realizar una instalación con esos requisitos HW supuestamente mínimos, 
realmente, el espacio físico requerido es menos de la mitad, en concreto la instalación del 
Sistema Operativo ocupa 8,2 GB de espacio en disco. De esta forma, teniendo en cuenta que 
ninguno de los títulos elegidos para las pruebas supera siquiera 1 GB de espacio requerido, 
hemos aprovisionado para cada una de estas VM’s un espacio en disco de 10 GB. 
Por otro lado, se le ha asignado a cada VM 1 GB de RAM, debido a los requisitos del SO, no 
a los requisitos del propio título para su ejecución. 
Con estos recursos asignados, hemos realizado pruebas con las mismas VM’s alojadas, en 
primer lugar en un Disco Duro Mecánico especificado anteriormente, por otro, en un Disco 
Duro en estado Sólido también especificado anteriormente. 
La diferencia entre cambiar simplemente el almacenamiento físico supone una diferencia 




Todos los tiempos indicados a continuación son tiempos medios de los necesitados para cada 
acción en la arquitectura establecida en el proyecto: 
HDD 
- Arranque VM: 20 seg. 
- Apagado VM: 15 seg. 
- Clonación completa VM: 150 seg. (2 minutos y medio) 
- Arranque VM + ejecución título: 25 seg. 
SSD 
- Arranque VM: 7 seg. 
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- Apagado VM: 7 seg. 
- Clonación completa VM: 20 seg. 
- Arranque VM + ejecución título: 10 seg. 
Fig. 14.1 Gráfico de tiempos en segundos 
 
Como se puede observar, la diferencia con un cambio de soporte físico, supone un cambio 
drástico en los tiempos de respuesta en las posibles acciones con las VM’s. De esta forma, la 
acción más crítica en cuanto a tiempo de espera del usuario hasta su finalización, la clonación 
completa de una VM, supone una mejora del 650%, o lo que es lo mismo, se lleva a cabo seis 
veces y media más rápido sobre un SSD que sobre un HDD. 
Esto pone de manifiesto la necesidad de una infraestructura con este tipo de soporte, si se sigue 
este enfoque seguido en el proyecto, y un esquema de la infraestructura HW y SW parecido. 
La necesidad de contar con un entorno mucho más preparado para dar soporte a un proyecto de 
estas características, es un punto crucial, como se mencionó anteriormente en este mismo 
documento. Una infraestructura en un entorno para virtualizado, donde los tiempos de respuesta 
entre las VM’s es prácticamente insignificante, así como la velocidad de transmisión de datos 
entre los distintos volúmenes del entorno, por ejemplo de una cabina, que soporta velocidades 
de transmisión de fibra óptica entre sus nodos, supondría otra reducción drástica en estos 
tiempos.  
Así, este enfoque de clonación de VM’s para la asignación de títulos a los usuarios, gana más 

















El trabajo en este proyecto ha supuesto toda una aventura. El gran proceso de integración de 
servicios ha sido todo un reto y un gran aprendizaje, que me permitirá afrontar mejor mi futuro 
laboral. 
Gracias a todos los conocimientos adquiridos en estos cuatro años de Grado, transmitidos 
perfectamente por todo el equipo docente, he podido conseguir el reto, no sin innumerables 
problemas y soluciones. 
Crear una plataforma de juego interactiva funcional como aplicación Web supone algo que 
siempre me había preguntado: cuál es la razón de que no existiera ya algo así, y ver que 
funciona como se esperaba es toda una satisfacción. 
Su creación acerca un poco más el hecho de que el “juego en la nube” o cloudgaming, sea una 
realidad cada vez más cercana. Los resultados obtenidos en un entorno controlado certifican que 
una plataforma de juego a través de internet, como único requisito establecido sea la ejecución 
de un navegador que soporte HTML5 CANVAS añade un paso más a la facilidad que esto 
supone para los usuarios de hacer uso de una plataforma de estas características como su 
plataforma de juego. 
Por otro lado, no ha sido un proyecto enfocado en el uso o investigación de una tecnología en 
concreto. Me he aproximado a multitud de campos y tecnologías, como programación en PHP, 
HTTP, CSS, JavaScript, ShellScript, configuración de servicios y Sistemas Operativos, 
administración de VM’s en forma de clústering y una abstracción e interacción de todos y cada 
uno de estos aspectos nombrados en forma de un único ente. 
Otro aspecto que me gustaría destacar ha sido la implementación desde cero de un API REST 
que cumple con las especificaciones de cómo debe serlo. Me ha llevado a entender aspectos tan 
básicos e importantes como la comunicación a través del protocolo universal HTTP, y lo que se 
puede lograr con él haciendo un correcto uso de lo ya existente. ¿Para qué reinventar la rueda si 
ya proporciona multitud de mecanismos para interacciones a través de este protocolo? Además, 
haber implementado el API conforme al estándar REST, proporciona escalabilidad a la 
aplicación, así como la posibilidad de acceder a él no sólo desde la propia aplicación Web, si no 
desde cualquier otra que realice correctamente peticiones al API REST. 
El haber conseguido también el manejo de Máquinas Virtuales de forma completamente 
abstracta y a través de peticiones de una aplicación Web, ha sido reto constante, pero al final ha 
valido la pena viendo los resultados. 
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En definitiva, se ha conseguido implementar de forma bastante satisfactoria algo que siempre 
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