Approches asymptotiques en gestion des risques financiers by Genin, Adrien
HAL Id: tel-02361422
https://tel.archives-ouvertes.fr/tel-02361422
Submitted on 13 Nov 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Asymptotic approaches in financial risk management
Adrien Genin
To cite this version:
Adrien Genin. Asymptotic approaches in financial risk management. General Mathematics
[math.GM]. Université Sorbonne Paris Cité, 2018. English. ￿NNT : 2018USPCC120￿. ￿tel-02361422￿

2
A` mes grands parents
A` Nana
4
Remerciements
Je souhaite ici adresser mes remerciements a` l’ensemble des personnes qui ont di-
rectement ou indirectement permis le bon de´roulement de ma the`se.
Tout d’abord je souhaite remercier tout particulie`rement mon directeur de the`se,
Peter Tankov, pour son encadrement, son aide pre´cieuse, sa patience et ses encour-
agements qui ont largement permis a` cette the`se d’aboutir. Je tiens e´galement a`
remercier Damien Lamberton et Henrik Hult, qui ont accepte´ de rapporter cette
the`se ainsi que pour leur lecture attentive du manuscrit. Enfin je suis reconnais-
sant que Jean-Franc¸ois Chassagneux, Zorana Grbac, Ying Jiao et Stefano De Marco
fassent partis du jury et les remercie d’avoir accepte´.
Je tiens e´galement a` remercier l’ensemble du LMPA (d´sormais LPSM) qui est
un environnement ide´al pour effectuer une the`se. Je souhaite donc remercier ici son
directeur Francis Comets ainsi que l’ensemble de l’e´quipe administrative pour leur
aide tout au long de ces anne´es. Mon expe´rience au sein du LPMA a e´te´ largement
marque´e par les doctorants qui ont permis d’installer une ambiance amicale et bi-
enveillante. Ainsi un grand merci a` tous ceux que j’ai croise´ durant ces anne´es, et
en particulier: Anna, Arturo, Aser, Jiatu, Guillaume, Lorick, Marc-Antoine, Sophie
et Vu-Lan. Je tiens a` adresser un mot spe´cial a` Maud pour son soutien et ses en-
couragements ainsi que son amitie´. Enfin je remercie e´galement Noufel qui, bien que
n’e´tant plus doctorant, a accepte´ de partager de´jeuner et pause cafe´ avec les ”petits”.
Je souhaite remercier l’ensemble de l’e´quipe d’Opus Finance pour m’avoir don-
ner l’opportunite´ d’effectuer cette the`se tout en m’ayant permis de me confronter
au monde professionnel dans lequel j’ai e´norme´ment appris. Merci donc a` Philippe,
Henk, Olivier, Vincent ainsi qu’a` l’ensemble des personnes que j’ai eu l’opportunite´
de rencontrer durant mon parcours.
Je terminerai en remerciant mes proches, amis et famille, pour leur soutien et
les merveilleux moments passe´s et a` venir.
5
6
Abstract
Cette the`se se propose de traiter de trois proble`mes de gestion des risques financiers
en utilisant diffe´rentes approches asymptotiques. La premie`re partie pre´sente un al-
gorithme Monte Carlo d’e´chantillonage d’importance pour la valorisation d’options
asiatiques dans des mode`les exponentiels de Le´vy. La mesure optimale d’e´chantillonage
d’importance est obtenue graˆce a` la the´orie des grandes de´viations. La seconde par-
tie pre´sente une e´tude du comportement asymptotique de la somme de n variables
ale´atoires positives et de´pendantes dont la distribution est un me´lange log-normal
ainsi que des applications en gestion des risque de portefeuille d’actifs. Enfin, la
dernie`re partie, pre´sente une application de la notion de variations re´gulie`res pour
l’analyse du comportement des queues de distribution d’un vecteur ale´atoire dont
les composantes suivent des distributions a` queues e´paisses et dont la structure de
de´pendance est mode´lise´e par une copule Gaussienne. Ces re´sultats sont ensuite ap-
plique´s au comportement asymptotique d’un portefeuille d’options dans le mode`le
de Black-Scholes.
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Abstract
This thesis focuses on three problems from the area of financial risk management,
using various asymptotic approaches. The first part presents an importance sam-
pling algorithm for Monte Carlo pricing of exotic options in exponential Le´vy mod-
els. The optimal importance sampling measure is computed using techniques from
the theory of large deviations. The second part uses the Laplace method to study
the tail behavior of the sum of n dependent positive random variables, following
a log-normal mixture distribution, with applications to portfolio risk management.
Finally, the last part employs the notion of multivariate regular variation to analyze
the tail behavior of a random vector with heavy-tailed components, whose depen-
dence structure is modeled by a Gaussian copula. As application, we consider the
tail behavior of a portfolio of options in the Black-Scholes model.
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Cette the`se propose 3 contributions a` la the´orie de la gestion des risques financiers
en se basant sur des me´thodes asymptotiques. Ce chapitre introductif pre´sente les
difficulte´s majeures de la gestion des risques ainsi que les me´thodes couramment
utilise´es. Il se propose e´galement de montrer dans quelles mesures les me´thodes
asymptotiques peuvent eˆtre performantes notamment dans le cadre d’e´ve`nements
rares. Enfin, les principaux re´sultats de´veloppe´s dans la the`se sont pre´sente´s dans
les parties suivantes.
1 Les de´fis et me´thodes de gestion des risques fi-
nanciers
1.1 Valorisation d’instruments de´rive´s
La valorisation d’instruments de´rive´s est le fondement de la gestion des risques. En
effet, le prix des actifs illiquides de´tenus dans un portefeuille, ne´cessaires pour cal-
culer la charge en capital re`glementaire, est calcule´ via un mode`le. Par conse´quent,
la se´lection d’un mode`le approprie´ est un e´le´ment cle´ du processus de valorisation.
Un mode`le approprie´ doit reproduire les faits stylise´s observe´s sur les marche´s afin
d’estimer de fac¸on ade´quate les risques. De plus, il doit e´galement fournir un cadre
ope´rationnel pour calculer les prix et les mesures de risques. Les principaux mode`les
utilise´s pour la valorisation d’instruments de´rive´s sont pre´sente´s ci-dessous.
Le mode`le de Balck-Scholes Le ce´le`bre mode`le de Black -Scholes de´veloppe´ en
1973 permet d’obtenir une formule explicite de valorisation des options europe´ennes.
Si le prix d’un actif S suit un mouvement Brownien ge´ome´trique de volatilite´ σ alors,
le prix du call europe´en de maturite´ T et de strike K au temps t et avec le taux
d’inte´reˆt r est donne´ par la formule suivante:
C(t, σ;T,K) = StN(d1)−Ke−r(T−t)N(d2)
ou` St est le prix de l’actif sous-jacent au temps t, N est la fonction de re´partition
de la loi normale standard et
d1 =
log St
Ke−r(T−t) + (T − t)σ
2
2
σ
√
T − t
d2 = d1 − σ
√
T − t.
D’apre`s ce mode`le, le prix de l’option de´pend de deux types de parame`tres: des
parame`tres de marche´s tels que la volatilite´ et e´ventuellement le taux d’inte´reˆt et
les dividendes (ici conside´re´s comme nuls) ainsi que des parame`tres contractuels tels
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que le strike et la maturite´ de l’option. Tous ces parame`tres sont observables sauf
la volatilite´. Ainsi la volatilite´ est telle que le prix de marche´ est e´gal au prix donne´
par le mode`le. Le mode`le de Black-Scholes est une fonction bijective de la volatilite´,
il est ainsi possible de re´soudre le proble`me d’inversion a` partir du prix de marche´
afin d’obtenir la volatilite´, appele´e volatilite´ implicite. Formellement, la volatilite´
implicite est de´finie comme le parame`tre σimpT,K tel que
C(t, σimpT,K ;T,K) = C
mkt(t;T,K)
ou` Cmkt(t;T,K) est le prix de marche´ de l’option. Ce parame`tre, constant pour
tous les strikes et maturite´s, peut ensuite eˆtre utilise´ pour valoriser des options non-
cote´es. Le principal avantage de ce mode`le est qu’il permet d’obtenir une formule
explicite et que sa calibration est relativement simple a` imple´menter.
Ne´anmoins, les observations empiriques du marche´ des options montrent que la
volatilite´ implicite n’est pas constante pour tous les strikes et maturite´s. En effet,
le mapping T,K 7→ σimpT,K appele´ surface de volatilite´ implicite, n’est pas constant
ce qui contredit une des hypothe`ses importantes du mode`le. De plus, le mode`le de
Black-Scholes s’appuie sur l’hypothe`se que les rendements du sous-jacent sont nor-
malement distribue´s mais cette hypothe`se est e´galement contredite par l’observation
des marche´s qui mettent en e´vidence des distributions a` queues e´paisses pour les ren-
dements.
Afin de prendre en compte les observations sur la volatilite´ implicite et les dis-
tributions des rendements, le mode`le de Black-Scholes a e´te´ e´tendu. Certaines de
ces extensions sont pre´sente´es ci-apre`s.
Le mode`le a` volatilite´ locale Le mode`le a` volatilite´ locale suppose que la
volatilite´ est une fonction de´terministe du temps et du prix du sous-jacent. Il est
de´fini de la fac¸on suivante:
dSt
St
= µdt+ σ(t, St)dWt
ou` µ ∈ R et W est un mouvement Brownien standard. Ce mode`le permet de
reproduire la surface de volatilite´ implicite. En effet, e´tant donne´e une surface de
volatilite´ implicite au temps t = 0, il existe une unique fonction σ(t, x) qui reproduit
le prix des options [?]. Cependant, ce mode`le pre´voit une mauvaise dynamique de
cette surface dans le temps. Ainsi, le smile de volatilite´ futur pre´dit par le mode`le
est souvent plus aplati que le smile observe´. Les mode`les a` volatilite´ stochastique
permettent de pre´voir une meilleure dynamique de la volatilite´ implicite.
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Les mode`les a` volatilite´ stochastique Dans les mode`les a` volatilite´ stochas-
tiques, le prix du sous-jacent est mode´lise´ comme la premie`re composante d’un
processus 2-dimensionnel (S, σ) dirige´ par un mouvement Brownien (W 1,W 2) bi-
dimensionnel,
dSt
St
= µdt+ σtdW
1
t (1.1)
σt = f(Yt) dYt = atdt+ btdW
2
t . (1.2)
La volatilite´ est suppose´e eˆtre un processus ale´atoire possiblement corre´le´ avec les
trajectoires du sous-jacent. Deux mode`les a` volatilite´ stochastique couramment
utilise´s sont le mode`le SABR [?] et le mode`le de Heston [?].
Les mode`les a` volatilite´ stochastique permettent en ge´ne´ral de re´pliquer le smile
de volatilite´ meˆme si le skew (la pente du smile de volatilite´) pour les maturite´s cour-
tes est souvent trop faible. En effet, un choix approprie´ des coefficients de diffusion
permet d’obtenir une distribution a` queues arbitrairement e´paisses. Ne´anmoins, une
telle calibration pour les maturite´s courtes a pour conse´quence des valeurs irre´alistes
pour la volatilite´ de la volatilite´ (parame`tre b dans (1.2)). Ces mode`les ne sont pas
toujours adapte´s pour la valorisation d’options. Un important skew de volatilite´
pour les options de courtes maturite´s signifie que les prix des options ne sont pas
compatibles avec le mode`le de diffusion. Ce phe´nome`ne refle`te la crainte d’un mou-
vement baissier important.
Dans ce contexte, ajouter des sauts au mode`le de diffusion permet de re´pondre
aux variations importantes des rendements ainsi qu’aux faits stylise´s observe´s sur
la volatilite´ implicite. Les mode`les de Le´vy permettent de mode´liser les trajectoires
des prix du sous-jacent avec des sauts.
Les processus de Le´vy
Les processus de Le´vy sont des processus stochastiques dont les incre´ments sont
inde´pendants et stationnaires. Le livre [?] propose une description de´taille´e des pro-
cessus de Le´vy et de leurs applications en finance. La loi d’un processus de Le´vy
(Xt)t≥0 est de´termine´e par la loi de Xt au temps t ≥ 0 et est caracte´rise´e par sa
fonction caracte´ristique donne´e par la formule de Le´vy-Khintchine: pour s ∈ R,
E
[
eisXt
]
= etΨ(s)
Ψ(s) = isγ − σ
2s2
2
+
∫
R
(
eisx − 1− isx1|x|≤1
)
ν(dx).
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Le triplet (σ2, ν, γ) est appele´ le triplet caracte´ristique du processus de Le´vy ou`
γ ∈ R, σ2 ∈ R+, et ν une mesure positive qui satisfait la condition d’inte´grabilite´∫
R
(1 ∧ |x|2) ν(dx) <∞.
La de´composition de Le´vy-Itoˆ permet d’obtenir la de´composition de la trajectoire
de X:
Xt = γt+ σBt +
∫ t
0
∫
|x|≤1
xJ˜(ds× dx) +
∫ t
0
∫
|x|>1
xJ(ds× dx)
ou` B est un mouvement Brownien standard, J est une mesure de Poisson d’intensite´
dt× ν(dx) et J˜ est la version centre´e de J .
Le mode`le Variance-Gamma [?] et le mode`le Normal Inverse Gaussien [?] sont
deux exemples de mode`les construits a` partir de processus de Le´vy et utilise´s pour
la mode´lisation des actifs avec des sauts.
1.2 Les mesures de risque
La gestion des risques permet notamment d’atteindre trois objectifs. Elle permet de
(i) re´duire la volatilite´ des rendements d’un portefeuille, (ii) diversifier les positions
d’un portefeuille et limiter les effets de concentration, (iii) mesurer l’exposition d’un
portefeuille a` des sce´narios e´conomiques et identifier ceux pouvant entrainer des
pertes de valeur importantes du portefeuille.
Value-at-Risk La Value-at-Risk permet d’analyser le risque de marche´ d’un porte-
feuille a` partir d’hypothe`ses sur les rendements. Son avantage principal est qu’elle
constitue une mesure synthe´tique du risque d’un portefeuille. La Value-at-Risk cor-
respond au quantile de la distribution des pertes et profits du portefeuille conside´re´.
Elle repre´sente le niveau de pertes qui pourrait eˆtre atteint avec une certaines prob-
abilite´ et pour un horizon de temps donne´. Plus formellement, si Vt repre´sente la
valorisation (connue) du portefeuille au temps t, τ l’horizon de temps conside´re´, alors
la Value-at-Risk au niveau α ∈ (0, 1), note´e VaRα,τ , est de´finie comme la solution
de l’e´quation suivante:
VaRα,τ = inf{x : P [Vt+τ − Vt ≤ −x] ≤ 1− α}.
Il existe principalement trois approches pour calculer la Value-at-Risk de´crites ci-
dessous.
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La me´thode historique L’approche par simulation historique consiste a` de´duire
la distribution des pertes et profits du portefeuille a` partir de l’observation des
mouvements historiques des facteurs de risques. Les mouvements historiques sont
re´plique´s sur le portefeuille actuel donnant ainsi une distribution des pertes et profits
et permettant ainsi de calculer le quantile. Bien que simple et rapide a` imple´menter,
cette me´thode de´pend fortement de l’historique conside´re´ qui peut ne pas contenir
d’importants mouvements baissiers et ainsi minimiser la Value-at-Risk. En pratique,
cette me´thode est essentiellement utilise´e pour calculer une Value-at-Risk stresse´e,
inte´grant intentionnellement des historiques contenant des mouvements baissiers
importants des facteurs de risque.
Les me´thodes delta-normale et delta-gamma La valorisation d’un porte-
feuille peut s’e´crire comme une fonction d’un ensemble de n facteurs de risque(
x(1), . . . , x(n)
)
. Ainsi,
V = f
(
x(1), . . . , x(n)
)
La me´thode delta-normale suppose que les variations de valeur du portefeuille peu-
vent eˆtre approche´e de la fac¸on suivante:
Vi+1 − Vi ≈
n∑
j=1
∂f
∂x
(j)
i
(
x
(j)
i+1 − x(j)i
)
=
n∑
j=1
∂f
∂x
(j)
i
x
(j)
i r
(j)
i+1
ou` r
(j)
i+1 =
x
(j)
i+1
x
(j)
i
− 1 repre´sente le rendement du facteur j. De plus, en supposant
que les rendements sont distribue´s selon une loi normale centre´e et de matrice de
variance-covariance constante en fonction du temps, alors la variance du portefeuille,
note´e σ2V , peut eˆtre calcule´e de la fac¸on suivante:
σ2V,i+1 =
n∑
j=1
n∑
k=1
σ(j)σ(k)ρ(j,k)
∂f
∂x
(j)
i+1
x
(j)
i
∂f
∂x
(k)
i+1
x
(k)
i .
La VaR du portefeuille au niveau p sur une pe´riode temps se calcule donc:
V aRi,i+1 = σV,i+1N
−1(1− p)
ou` N est la fonction de re´partition de la loi normale standard.
Cette me´thode pre´sente l’avantage d’eˆtre relativement simple a` imple´menter,
cependant l’approximation a` l’ordre 1 se re´ve`le inexacte pour les portefeuilles con-
tenant des options. En effet, la de´rive´e de second ordre a un impact direct sur la
queue de distribution du portefeuille et donc sur la VaR. Ainsi, une extension de
cette me´thode, conside´rant l’approximation a` l’ordre 2, a e´te´ de´veloppe´e. Elle est
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appele´e la me´thode delta-gamma. Ne´anmoins, cette me´thode peut eˆtre relativement
complexe a` imple´menter notamment pour calculer les de´rive´es d’ordre 2.
Ces 2 me´thodes reposent sur l’hypothe`se que les rendements du portefeuille sont
normalement distribue´s, ce qui est contredit par les observations empiriques. Cette
approximation peut conduire a` une sous-estimation du quantile de la distribution et
donc a` une sous-estimation de la VaR. Meˆme si ces me´thodes peuvent eˆtre re´plique´es
dans un contexte non-gaussien, leur mise en oeuvre peut s’ave´rer difficile et cou-
teuse en temps de calcul. Ainsi, en pratique, l’analyse des queues de distribution
d’un portefeuille et le calcul de la VaR sont ge´ne´ralement conduits au travers de la
me´thode de Monte Carlo, plus flexible.
Me´thode de Monte Carlo. La me´thode de Monte Carlo consiste a` ge´ne´rer des
scenarios pour les facteurs de risques afin d’en de´duire le quantile de la distribution
des variations de prix du portefeuille. En fonction des facteurs de risques, le porte-
feuille s’e´crit V = f(x(1), . . . , x(n)) ou` f est une fonction connue (e.g. payoff). La
flexibilite´ de la me´thode repose sur le fait qu’elle s’applique a` tous les mode`les de
diffusion des facteurs de risques (tant qu’il est simulable) permettant ainsi de pren-
dre en compte des distributions a` queues e´paisses. Dans ce contexte, cette me´thode
permet de mesurer de fac¸on plus pre´cise les queues de distribution, et par conse´quent
les risques associe´s au portefeuille. Au-dela` des indicateurs de risques, cette me´thode
est aussi largement utilise´e pour le pricing d’instruments de´rive´s. Dans cette the`se,
les me´thodes de Monte Carlo sont applique´es aux deux situations.
Autres mesures de risque D’autres mesures de risque ont e´te´ de´veloppe´es afin de
mesurer d’autres types de risques contenus dans les portefeuilles d’actifs financiers.
En effet, la VaR indique le niveau de pertes potentielles d’un portefeuille pour une
probabilite´ donne´e, cependant elle ne fournit pas d’indications sur les montants de
pertes au-dela` de ce niveau ni d’analyse sur le comportement du portefeuille en cas
de sce´narios de´favorables.
Afin de compenser une potentielle sous-estimation des risques mesure´s au travers
la VaR, le re´gulateur impose le calcul d’une VaR stresse´e incluant une pe´riode
stresse´e des marche´s. Ceci permet de forcer la prise en compte de mouvements
extreˆmes et re´alistes afin de quantifier l’impact de ces mouvements sur les porte-
feuilles.
De plus, l’Expected Shortfall permet de calculer le montant moyen des pertes
subies pour les e´ve`nements ayant une probabilite´ d’occurence infe´rieures au niveau
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de la VaR. Elle est de´finie de la fac¸on suivante:
ESα =
1
α
∫ α
0
VaRγdγ.
Cependant, le calcul de l’Expected Shortfall n’est pas imme´diat car il est ne´cessaire
de pouvoir calculer l’espe´rance des valeurs du portefeuilles pour des probabilite´s
faibles.
Outre les mesures de risque, les stress tests sont un autre outil largement utilise´s
pour la gestion des risques. Le stress testing consiste a` simuler diffe´rents sce´narios
adverses et analyser leurs impacts sur le portefeuille (cf. [?] du Comite´ de Bale
pour la supervision Bancaire, BCBS). Les stress tests jouent un roˆle important
notamment pour compenser les limitations des mode`les utilise´s ou le manque de
donne´es historiques, ainsi que pour tester la validite´ des hypothe`ses d’un mode`le en
cas de sce´nario adverse. De plus, les mode`les de risque sont ge´ne´ralement calibre´s
sur des donne´es historiques. De fait, dans des conditions stresse´es, les sche´mas
usuellement observe´s et les de´pendances entre les facteurs de risque peuvent eˆtre
modifie´s. Par exemple, les me´thodes de stress tests utilise´s avant la crise de 2007,
n’ont pas permis d’anticiper les effets de corre´lations entre le risque de marche´ et
de cre´dit ou encore entre le financement et la liquidite´. Le comite´ de Bale souligne
notamment les faiblesses des sce´narios se´lectionne´s jusqu’alors (cf. [?]).
Ainsi, la se´lection de sce´narios pour les stress tests est essentielle. En effet,
ils doivent eˆtre a` la fois suffisamment se´ve`res pour reproduire un choc brutal sur
les marche´s et eˆtre re´alistes pour correspondre a` une possible situation de tension
e´conomique.
1.3 Simulation d’e´ve`nements rares et analyse asymptotique
Comme de´crit dans les sections pre´ce´dentes, le calcul des mesure de risque ne´cessite
d’e´valuer des faibles quantiles de la distribution des portefeuilles et par conse´quent
le calcul de probabilite´ d’occurence d’e´ve`nements rares. Dans cette the`se, nous
proposons de s’appuyer sur (i) les me´thodes de Monte Carlo avec re´duction de
variance pour calculer les probabilite´s d’e´ve`nements rares de manie`re efficiente ainsi
que (ii) des me´thodes asymptotiques base´es sur la the´orie des variations re´gulie`res
et des grandes de´viations.
La me´thode de Monte Carlo pour les e´ve`nements rares La valorisation
d’instruments financiers complexes par me´thode de Monte Carlo requiert d’eˆtre ca-
pable de simuler des e´ve`nements rares. Par exemple, pour valoriser une option
barrie`re, les e´ve`nements rares a` simuler correspondent a` l’e´ve`nement ou` le prix du
20
sous-jacent de´passe un certain niveau. Dans ce contexte, l’application de la me´thode
de Monte Carlo brute peut se re´ve´ler inapproprie´e comme de´crit ci-dessous.
Description du proble`me Soit X une variable ale´atoire. Supposons que l’on
cherche a` estimer la probabilite´ p = P[X < x], avec p petit. En utilisant un
e´chantillon de taille n, (X1, . . . , Xn), il est possible d’estimer p via la moyenne em-
pirique:
pˆ =
1
n
n∑
i=1
1Xi≤x.
D’apre`s le the´ore`me central limite, quand n→∞, la distribution de la variable
√
n(pˆ− p)√
Var1X≤x
=
√
n(pˆ− p)√
p− p2
tend vers une loi normale standard N (0, 1). Ainsi, pour n suffisamment grand, on
obtient
P
[
p ∈
(
pˆ− z
√
p− p2√
n
; pˆ+
z
√
p− p2√
n
)]
≈ 2N(z)− 1, z > 0.
ou` N est la fonction de re´partition de la loi normale standard. Autrement dit, la
quantite´
z
√
p−p2√
n
mesure la largeur de l’intervalle de confiance. Ne´anmoins, l’erreur
relative est une mesure plus approprie´e de la pre´cision de la simulation. Elle est
de´finie comme:
RE =
z
√
p− p2
p
√
n
Ainsi, pour un e´ve´nement rare, p est petit et
RE ≈ z√
pn
,
devient tre`s grand a` moins que n soit suffisamment grand par rapport a` 1
p
. Cepen-
dant, augmenter la taille de l’e´chantillon augmente le temps de calcul ne´cessaire ce
qui peut rendre la me´thode inapproprie´e pour des applications pratiques. Dans ce
contexte, la re´duction de variance de l’estimateur peut s’ave´rer une me´thode efficace
pour ne pas augmenter la taille de l’e´chantillon.
Echantillonnage d’importance pour la re´duction de variance des estima-
teurs Monte Carlo Dans cette section, nous ne pre´sentons pas les de´tails tech-
niques lie´s a` la me´thode mais nous nous concentrerons sur les ide´es principales de
la me´thode. Ainsi, comme le proble`me vient de la faible probabilite´ d’occurence des
e´ve`nements que nous cherchons a` simuler, l’objectif de la me´thode est de leur don-
ner une plus grande probabilite´ d’occurence. Supposons que l’on souhaite estimer
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l’espe´rance de la variable ale´aoire X, θ = EP[X]. Alors, e´tant donne´e une autre
mesure de probabilite´ Q, e´quivalente a` P, on peut e´crire
EP[X] = EQ
[
X
dP
dQ
]
.
et donc, θ = EQ
[
X dP
dQ
]
. L’estimateur devient donc
θˆQ =
1
n
n∑
i=1
X̂i
dP
dQ
∣∣∣
i
ou` X̂1, . . . , X̂n sont des copies inde´pendantes et identiquement distribue´es de X
sous la probabilite´ Q et dP
dQ
∣∣∣
i
sont les re´alisations correspondantes de la densite´ du
changement de mesure. La variance de cet estimateur s’e´crit
σ2Q = EQ
[
X2
(
dP
dQ
)2]
− θ2
L’objectif est alors de trouver le changement de mesure P ❀ Q qui minimise la
variance de l’estimateur σ2Q. Il s’agit de minimiser
EQ
[
X2
(
dP
dQ
)2]
= EP
[
X2
dP
dQ
]
.
En supposant que X > 0 et en choisissant dQ
dP
= X
EP[X]
, nous obtenons
EP
[
X2
dP
dQ
]
= EP[X]
2
et ainsi σ2Q = 0. Bien que ce choix de Q est optimal, il ne peut eˆtre atteint car cela
requiert la connaissance de EP[X], qui est pre´cise´ment la quantite´ que nous cher-
chons a` estimer. Cependant, dans certains cas le changement de mesure optimal
peut eˆtre calcule´ de fac¸on nume´rique.
Les me´thodes d’e´chantillonnage d’importance ont e´te´ largement utilise´es pour
la valorisation d’options notamment dans les articles [?, ?, ?, ?, ?, ?, ?]. Dans
le Chapitre 2, nous pre´senterons une application de la me´thode d’e´chantillonnage
d’importance pour valoriser les options exotiques dans des mode`les base´s sur les
processus de Le´vy.
Me´thodes asymptotiques.
L’e´tude du comportement asymptotique des portefeuilles conside´re´s peut con-
stituer une alternative aux me´thodes de Monte Carlo pour la simulation d’e´ve`nements
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rares. En effet, ceci peut permettre de calculer rapidement (sans effectuer des simula-
tions couˆteuses en temps de calcul) les mesures de risque associe´es a` des portefeuilles
contenant un nombre important d’actifs.
Dans cette the`se, nous nous baserons sur la the´orie des variations re´gulie`res
ainsi que sur la the´orie des grandes de´viations. Les paragraphes suivants proposent
une vue d’ensemble de ces me´thodes et de leurs applications en mathe´matiques
financie`res.
La the´orie des variations re´gulie`res La the´orie des variations re´gulie`res con-
stitue une me´thode inte´ressante pour l’e´tude asymptotique des distributions. Dans
cette section, nous pre´sentons les principales de´finitions et concepts de cette the´orie.
Pour plus de de´tails, le lecteur peut se re´fe´rer a` [?].
Definition 1.1. Une fonction mesurable f : R+ → R+ est dite a` variations re´gulie`res
a` l’infini d’indice ρ ∈ R (note´ f ∈ RVρ) si pour x > 0,
lim
t→∞
f(tx)
f(t)
= xρ.
Si ρ = 0, f est dite a` variations lentes. Une conse´quence directe de cette de´finition
est que si f ∈ RVρ, alors f(x)xρ ∈ RV0 et nous nous avons la proposition suivante.
Proposition 1.2. Si f ∈ RVρ, alors il existe une fonction a` variations lentes l telle
que f(x) = xρl(x).
Definition 1.3. Une variable ale´atoire positive X de fonction de re´partition F a`
une queue a` variations re´gulie`res a` l’infini d’indice α si sa fonction de survie s’e´crit
de la fac¸on suivante
F¯ (r) := 1− F (r) = r−αL(r), r > 0, α > 0,
ou` L est une fonction a` variations lentes.
Le lecteur peut se re´fe´rer a` [?] pour une description de certaines applications de
la the´ories de variations re´gulie`res aux me´thodes asymptotiques pour la valorisation
d’options.
L’extension de la the´orie des variations re´gulie`res dans R aux situations mul-
tivarie´es de´crit dans [?, ?] est un outil important pour l’e´tude des de´pendances
asymptotiques et le calcul des mesures de risque.
Soit un vecteur ale´atoire X = (X1, . . . , Xn) a` valeurs dans [0,∞)n. La distribu-
tion de X est a` variations re´gulie`res multivarie´es a` l’infini avec mesure limite ν si
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il existe une fonction b(t) ↑ +∞ quand t → +∞ et une mesure de Radon positive
ν 6= 0 telles que
tP[b(t)−1X ∈ ·] v−−−−→
t→+∞
ν, (1.3)
dans E = [0,∞]n \ {0}, ou` v−→ correspond a` la convergence vague des mesures. Dans
ce cas, la fonction b est a` variations re´gulie`res. Si on suppose que ν({x : x1 >
1, . . . , xn > 1}) > 0 et que la mesure de la frontie`re de cette ensemble est nulle,
alors
P[X1 > x, . . . , Xn > x] ∼ ν({x : x1 > 1, . . . , xn > 1})
ν({x : x1 > 1}) P[X1 > x], x→∞.
Des re´sultats similaires sont donne´s dans [?]. Ainsi, dans ce contexte, les vari-
ations re´gulie`res multivarie´es permettent de calculer des asymptotiques pour des
distributions jointes de vecteurs ale´atoires (qui peuvent repre´senter les rendements
d’un portefeuille par exemple).
L’hypothe`se (1.3) de variation re´gulie`re multivarie´e implique que les fonctions de
re´partition des composants de X sont asymptotiquement e´quivalents entre eux. Si
cela n’est pas ve´rifie´, il est possible d’imposer cette condition sur la copule de X.
Lorsque ν({x : x1 > 1, . . . , xn > 1}) = 0, les variations re´gulie`res ne perme-
ttent pas de calculer des asymptotiques de fac¸on pertinente pour les probabilite´s
jointes. Dans ce cas, le degre´ de de´pendance peut eˆtre mesure´ en utilisant les varia-
tions re´gulie`res cache´es (cf. [?] pour une revue de´taille´e de la the´orie des variations
re´gulie`res cache´es). Cette the´orie suppose que, outre (1.3), il existe une fonction
croissante b∗(t) ↑ +∞ telle que b(t)
b∗(t) → +∞ quand t → +∞, et une mesure de
Radon ν∗ on E0, telle que
tP[b∗(t)−1X ∈ ·] v−−−−→
t→+∞
ν∗,
sur E0, where E0 := E \⋃ni=1 Li ou`
Li = (0, . . . , 0, (0,∞], 0, . . . , 0),
avec (0,∞] en position i. Intuitivement, les variations re´gulie`res cache´es impliquent
que la mesure ν est concentre´e sur les axes et que les probabilite´s de la forme
P[Xi > txi, Xj > txj]
pour i 6= j de´croissent plus rapidement quand t→∞ que les fonctions de re´partition
des composants de X.
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L’hypothe`se de variations re´gulie`res cache´es impose´e sur la distribution de X
permet de calculer des asymptotiques a` gauche de la somme des composants de X
de fac¸on approprie´e. En effet, si on suppose que ν∗({x : x1 > 1, . . . , xn > 1}) > 0 et
que cette mesure ne charge pas la frontie`re de cet ensemble, alors
P[X1 > x, . . . , Xn > x] ∼ ν
∗({x : x1 > 1, . . . , xn > 1})
b∗(−1)(x−1)
,
ou` b∗(−1) est l’inverse asymptotique de b∗. Dans le chapitre 5, nous pre´sentons une
application de la the´orie de variations re´gulie`res cache´es pour le calcul des mesures
de risque pour des portefeuille d’options valorise´es via le mode`le de Black-Scholes.
Les grandes de´viations. Au sens strict, les grandes de´viations permettent de
mesurer la vitesse de convergence de la loi des grands nombres. Soit X un espace de
Haussdorf e´quipe´ de sa tribu Bore´lienne. Une fonction de taux est une fonction a`
valeurs dans [0,∞] semi-continue infe´rieurement sur X . Elle est dite bonne fonction
de taux si l’image re´ciproque des compacts est compacte. Une famille {Xε} de
variables ale´atoires a` valeurs dans X satisfait le principe de grandes de´viations (LDP)
dans X avec une bonne fonction de taux I si pour tout sous-ensemble ouvert G ⊂ X
et chaque sous-ensemble ferme´ F ⊂ X :
Definition 1.4 (Principe des Grandes De´viations).
lim sup
ε→0
ε logP [Xε ∈ F ] ≤ − inf
x∈F
I(x)
et
lim inf
ε→0
ε logP [Xε ∈ G] ≥ − inf
x∈G
I(x).
Il existe de nombreuses situations dans lesquelles un principe de grandes de´viations
s’applique. Une des situations les plus connues est caracte´rise´e par le the´ore`me de
Crame´r’s dans le cas de variables ale´atoires i.i.d. Dans un effort de simplicite´, le
the´ore`me est donne´ dans le cas unidimensionnel.
Theorem 1.5. Soit X1, . . . , Xn, . . . des variables ale´atoires i.i.d. distribue´es selon
la loi de probabilite´ µ. La log fonction ge´ne´ratrice des moments associe´e a` cette loi
est donne´e par
Λ(λ) = logE[eλX1 ],
et sa transforme´e de Fenchel-Legendre par
Λ∗(x) = sup
λ∈R
{λx− Λ(λ)}.
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Soient les moyennes empiriques
Sn =
1
n
n∑
j=1
Xj.
Alors la se´quence {Sn} satisfait un principe de grandes de´viations sur R et sa fonc-
tion de taux est Λ∗.
Le the´ore`me de Ga¨rtner-Ellis est un autre re´sultat important sur les grandes
de´viations dans lequel l’hypothe`se d’inde´pendance est affaiblie. Dans le chapitre 3,
nous utiliserons des re´sultats de grandes de´viations sur les processus de Le´vy sur
l’espaces de trajectoires cadlag.
Le the´ore`me de Varadhan est un autre re´sultat important que nous utiliserons
dans cette the`se pour analyser le comportement asymptotique de fonctionnelles de
l’espe´rance.
Lemma 1.6 (Varadhan’s lemma). Supposons que {Xε} satisfait un principe de
grandes de´viations avec une bonne fonction de taux I : X → [0,∞[ et soit φ : X → R
une fonction continue. Supposons de plus que pour γ > 1,
lim sup
ε→0
ε logE
[
e
γφ(Xε)
ε
]
<∞.
Alors,
lim
ε→0
ε logE
[
e
φ(Xε)
ε
]
= sup
x∈X
{φ(x)− I(x)} .
La the´orie des grandes de´viations a e´te´ utilise´e dans la litte´rature pour le calcul
d’e´ve´nements rares pour des applications en finance, en particulier dans le cas de
valorisations (cf. [?, ?]), la mesure du risque de cre´dit (cf. [?, ?]) et des asympto-
tiques de mode`les a` volatilite´ stochastique (cf. [?, ?]). De plus, [?, ?, ?] ont applique´
les me´thodes d’e´chantillonage d’importance et de grandes de´viations dans le cadre
de simulations de Monte Carlo.
2 Principales contributions de cette the`se
Cette the`se propose trois contributions principales a` la valorisation et la gestion
des risques en mathe´matiques financie`res. Dans le chapitre 3, nous de´veloppons
une me´thode de re´duction de variance pour la valorisation des options exotiques
lorsque le sous-jacent suit un mode`le exponentiel de Le´vy. Le chapitre 4 propose
une me´thode d’analyse asymptotique de portefeuilles dont les composantes sont
mode´lise´es par un me´lange gaussien. Ces analyses couvrent notamment les mode`les
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de Heston et variance-gamme multi-dimensionnels. Ces re´sultats asymptotiques
permettent de construire des me´thodes de re´duction de variance pour les simulations
de Monte Carlo d’e´ve`nements rares. Enfin, le chapitre 5 pre´sente des re´sultats sur
le comportement asymptotique de portefeuilles dont la structure de de´pendance
est mode´lise´e par une copule gaussienne. Ces re´sultats couvrent notamment le cas
de portefeuilles d’options mode´lise´es par le mode`le de Black-Scholes. La section
suivante pre´sente les re´sultats principaux associe´s a` chaque sujet.
2.1 Echantillonage d’importance dans le contexte de pro-
cessus de Le´vy
Dans cette section, nous proposons une me´thode efficace pour imple´menter des esti-
mateurs de l’espe´rance de fonctionnelles des processus de Le´vy permettant notam-
ment de valoriser des options dans les mode`les exponentiels de Le´vy. Soit un marche´
financier compose´ d’un actif sans risque S0t ≡ 1 et de n actifs risque´s S1, . . . , Sn ou`
Sit = S
i
0e
Xit ,
et (X1, . . . , Xn) est un processus de Le´vy tel que Si est une martingale pour tout i
sous la probabilite´ risque neutre P. Soient T < ∞ un horizon de temps fixe´ et un
actif de´rive´ de (Si)1≤i≤n avec un payoff positif P (S) qui de´pend de l’ensemble de
la trajectoire du sous-jacent jusqu’au temps T . L’objectif est de calculer le prix de
l’actif de´rive´ donne´ par l’espe´rance sous la probabilite´ risque neutre E [P (S)].
L’estimateur standard de Monte Carlo de E [P (S)] est de´fini de la fac¸on suivante:
P̂N :=
1
N
N∑
j=1
P (S(j)),
avec S(j), j = 1, . . . , N , des tirages i.i.d. de meˆme loi que S. Afin d’ame´liorer la
convergence de l’estimateur standard, nous proposons une me´thode d’e´chantillonage
d’importance base´e sur la transforme´e de Escher des trajectoires.
dPθ
dP
=
e
∫
[0,T ]〈Xt,θ(dt)〉
E
[
e
∫
[0,T ]〈Xt,θ(dt)〉
] , (1.4)
ou` θ est une mesure signe´e (de´terministe) borne´e de [0, T ] a` valeur dans Rn. Le
choix optimal de θ doit minimiser la variance de l’estimateur sous Pθ,
VarPθ
(
P
dP
dPθ
)
= EP
[
P 2
dP
dPθ
]
− E [P ]2 .
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En notant H le log-payoff de l’option
H(X) = logP (S), X it = log
Sit
Si0
, 0 ≤ t ≤ T,
et le proble`me de minimisation s’e´crit
inf
θ∈M
EP
[
exp
{
2H(X)−
∫
[0,T ]
〈Xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt
}]
,
ou`
G(θ) =
1
2
〈θ, Aθ〉+ 〈θ, γ〉+
∫
Rn
(e〈θ,x〉 − 1− 〈θ, x〉1|x|≤1)ν(dx),
et (A, ν, γ) est le triplet caracte´ristique du processus X.
Inspire´ du travail de Guasoni et Robertson [?] dans le cas Balck-Scholes, la princi-
pale contribution de ce de´veloppement est d’utiliser la the´orie des grandes de´viations
pour obtenir une approximation relativement simple a` imple´menter du parame`tre
de re´duction de variance optimale θ∗opt. Plus pre´cise´ment, nous utilisons le lemme
de Varadhan et le principe de grandes de´viations trajectoriel applique´ aux processus
de Le´vy de´veloppe´ par Leonard [?] pour calculer une approximation du parame`tre
de re´duction de variance optimal.
Dans un premier temps, nous obtenons une expression pour l’approximation de
la variance que l’on cherche ensuite a` minimiser asymptotiquement pour obtenir le
parame`tre de re´duction de variance optimal.
Pour cela, nous avons besoin de l’hypothe`se suivante:
(A1) Il existe λ0 > 0 avec
∫
|x|>1 e
λ0|x|ν(dx) <∞.
Dans la proposition suivante et celles qui suivront, D repre´sente l’espace de
fonctions continues a` droite posse´dant des limites a` gauche sur l’intervalle [0, T ], M
repre´sente la classe des mesures borne´es sur [0, T ] a` valeurs dans Rn, et σ(D,M)
correspond a` la topologie sur D de´finie par
lim
n
yn = y ⇔ ∀µ ∈M, lim
n
∫
[0,T ]
yndµ =
∫
[0,T ]
ydµ.
Proposition 1.7. Supposons que l’hypothe`se (A1) est ve´rifie´e, et que l’ensemble
{x ∈ D : H(x) > −∞} est ouvert pour la topologie σ(D,M) et contient 0. Sup-
posons de plus que H est continue sur cet ensemble pour la topologie σ(D,M) ainsi
que H et θ ∈M ve´rifient une des hypothe`ses suivantes:
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(i) Il existe des constantes C <∞ et B < λ0/4n telles que
H(x) ≤ C +B sup
s∈[0,T ]
n∑
i=1
|xis|
et
max
0≤t≤T
|θ([t, T ])| < λ0 − 4nB.
(ii) H est borne´e et ∫
[0,T ]
G(γθ([t, T ]))dt <∞
pour certains γ > 1.
Alors
lim
ε→0
ε logE
[
e
2H(Xε)−∫[0,T ]〈Xεt ,θ(dt)〉
ε
]
= sup
x∈D
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉 − J(x)
}
.
ou` Xε est de´fini tel que: Xεt = εXt/ε et la fonction J est de´finie comme:
J(x) =

sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 −
∫
[0,T ]
G(µ([t, T ]))dt
}
si x ∈ Vr,
+∞ sinon.
ou` Vr repre´sente le sous-espace de D contenant l’ensemble des fonctions dans D a`
variations borne´es.
D’apre`s ce re´sultat, un candidat pour le parame`tre de re´duction de variance
optimal θ∗ s’obtient en minimisant sur θ ∈M l’expression suivante:
sup
x∈D
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
. (1.5)
Il est alors naturel de se demander a` quel point la mesure obtenue est ”e´loigne´e”
de la mesure de re´duction de variance optimale. Dans ce contexte, le lemme de
Varadhan permet de de´finir la notion d’optimalite´ asymptotique. Soit une famille
de mesures d’e´chantillonnage d’importance (Q(ε))ε>0. D’apre`s l’ine´galite´ de Jensen,
lim inf
ε↓0
ε logEQ(ε)
[(
e
1
ε
H(Xε) dP
dQ(ε)
)2]
≥ 2 lim sup
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
.
Ainsi, nous dirons qu’une famille de changement de mesure d’e´chantillonnage
d’importance est optimale, si, pour cette famille, l’ine´galite´ ci-dessus est une e´galite´
et les liminf/limsup deviennent des limites. En d’autres termes, un changement de
mesure optimal doit faire au moins aussi bien que tout autre changement de mesure
sur une e´chelle logarithmique.
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Definition 1.8. Soit (Q(ε))ε>0 une famille de changement de mesures d’e´chantillonnage
d’importance. Nous dirons que (Q(ε))ε>0 est asymptotiquement optimale si
lim
ε↓0
ε logEQ(ε)
[(
e
1
ε
H(Xε) dP
dQ(ε)
)2]
= 2 lim
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
.
Le the´ore`me suivant, qui constitue le deuxie`me re´sultat principal, montre que
dans le cas d’un log-payoff concave, la mesure d’e´chantillonnage d’importance θ∗ cal-
cule´e en minimisant l’expression (1.5) est asymptotiquement optimale. En d’autres
termes, pour de tels payoffs, il suffit de conside´rer les mesures de la forme (1.4) avec θ
de´terministe pour eˆtre asymptotiquement optimal. En pratique, les options de type
put europe´ens sur des paniers ainsi que diffe´rentes options trajectoire-de´pendantes
de type put ont des payoffs concaves. Nous de´montrons ce the´ore`me en supposant
l’hypothe`se suivante:
(A2) La fonction G est semi-continue infe´rieurement et son domaine D := {x ∈ Rn :
G(x) <∞} est ouvert et borne´.
Theorem 1.9. Soit H concave, et nous supposons que l’ensemble {x ∈ Vr : H(x) >
−∞} est non vide et contient 0. Nous supposons e´galement que H est continue
sur cet ensemble au sens de la topologie σ(D,M). Supposons e´galement que les
hypothe`ses (A1) et (A2) sont ve´rifie´es. Alors,
inf
θ∈M
sup
x∈Vr
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
= 2 inf
θ∈M
{Ĥ(θ) +
∫
[0,T ]
G(θ([t, T ]))dt} (1.6)
avec
Ĥ(θ) = sup
x∈Vr
{H(x)−
∫
[0,T ]
〈xt, θ(dt)〉}.
De plus, si l’infimum a` droite de l’expression (1.6) est atteint par θ∗, alors la meˆme
valeur θ∗ atteint l’infimum a` gauche de l’expression (1.6). Si, de plus, le payoff
H et θ∗ ve´rifient (i) ou (ii) de la proposition 3.5 alors la mesure d’e´chantillonnage
d’importance correspondante a` θ∗ est asymptotiquement optimale.
Ce travail a fait l’objet d’une pre´-publication avec P. Tankov qui est en cours de
revue pour Stochastic Processes and Their Applications.
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2.2 Analyse asymptotique des portefeuilles suivants des me´langes
log-normaux
Dans cette section, nous conside´rons le comportement asymptotique de la somme
de n variables ale´atoires non inde´pendantes et positives
X =
n∑
i=1
Xi.
Dans un contexte financier, X peut repre´senter la valeur d’un portefeuille (long
en actifs seulement) contenant n actifs. Comprendre le comportement asymptotique
de X est important du point de vue de la gestion des risques notamment dans les
contextes de calculs de Value-at-Risk, de mesures d’e´ve`nements rares ou encore pour
pour la simulation d’e´ve`nements extreˆmes. En particulier, les scenarios de stress
test peuvent eˆtre construits sur la base de simulations des composants X1, . . . , Xn
conditionnellement aux valeurs de X.
Ce proble`me a e´te´ largement traite´ dans la litte´rature notamment dans le con-
texte de l’assurance ou` les variables ale´atoires X1, . . . , Xn repre´sentent les pertes des
actifs et l’e´tude asymptotique deX permet d’estimer les probabilite´ de pertes impor-
tantes du portefeuille agre´ge´. Si les distributions des variables ale´atoires X1, . . . , Xn
sont a` queues suffisamment e´paisses (sous-exponentielle), alors sous certaines hy-
pothe`ses sur la structure de de´pendance, il est possible de montrer que le comporte-
ment asymptotique a` droite de X est de´termine´ par la variable ale´atoire dont la
distribution a la queue la plus e´paisse. Dans cette the`se, nous nous concentrons
sur la gestion des risques financiers ou` l’on s’inte´resse aux petites valeurs de X.
Ainsi, afin d’estimer la probabilite´ de pertes importantes, nous nous inte´ressons
au comportement asymptotique a` gauche de X. Par la positivite´ des variables
ale´atoires X1, . . . , Xn, les comportements asymptotiques a` droite et a` gauche sont
tre`s diffe´rents.
Dans cette e´tude, nous calculons l’asymptotique a` gauche de la fonction de
re´partition et de la densite´ de X sous l’hypothe`se que X1, . . . , Xn sont distribue´es
selon un me´lange log-normal. De plus, nous proposerons des applications de ces
de´veloppements. Plus pre´cise´ment, nous supposons que pour i = 1, . . . , n, Xi = e
Yi ,
ou` le vecteur Y = (Y1, . . . , Yn) suit un me´lange gaussien.
Un me´lange gaussien sur Rn est de´fini de la fac¸on suivante:
Y =
√
ΘZ +Θµ+Λ
ou` µ ∈ Rn et Λ ∈ Rn sont des vecteurs constants, Z ∼ N (0,B) avec B ∈ Mn×n une
matrice syme´trique, de´finie positive et Θ ∈ R+ est la variable ale´atoire de me´lange.
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Dans ce travail, nous supposons que Θ admet une densite´, note´e ρ(s), qui de´croit
de fac¸on exponentielle lorsque s→∞.
Rappelons quelques notations que nous utiliserons par la suite. Pour deux fonc-
tions f et g, on note f(x) ∼ g(x) quand x → a lorsque f(x)
g(x)
→ 1 quand x → a. La
notation 1 repre´sente un vecteur en dimension n dont tous les composants valent 1.
De fac¸on ge´ne´rale, les vecteurs seront note´s en gras, de sorte que w = (w1, . . . , wn)
⊥,
ou` ⊥ repre´sente la matrice transpose´e. Pour v ∈ Rn+, on note E(v) = −
∑n
i=1 vi log vi
avec la convention usuelle 0 log 0 = 0. Les e´le´ments de la matrice de variance co-
variance B seront note´s (bij)1≤i,j≤n et ceux de la matrice inverse B
−1, (aij)1≤i,j≤n.
∆n repre´sente le simplex en dimension n de´fini par:
∆n =
{
w ∈ Rn : wi ≥ 0, i = 1, . . . , n and
n∑
i=1
wi = 1
}
.
Les fonctions seront applique´es a` chaque composants des vecteurs, de sorte que
log(w) e´quivaut a` (logw1, . . . , logwn)
⊥. De fac¸on similaire, les ine´galite´s sur des
vecteurs telle que w > 0 doivent eˆtre lues composants par composants. Enfin,
rappelons que la fonction beta est de´finie de la fac¸on suivante:
B(x, y) =
∫ 1
0
tx−1 (1− t)y−1 dt, x, y > 0
Pour α ∈ Rn, n ≥ 2, avec αi > 0, i = 1, . . . , n, la fonction beta multidimensionnelle
est de´finie par:
B(α) :=
∫
∆n
n∏
i=1
wαi−1i dw =
∏n
i=1 Γ (αi)
Γ (
∑n
i=1 αi)
.
Par convention, B(α) = 1 pour tout α ∈ R.
Principaux re´sultats Conside´rons la fonction suivante:
F (t,w) = θt+
(1 + tµ⊥w)2
2w⊥Bwt
.
Le lemme suivant, de´montre´ dans [?], e´tablit certaines proprie´te´s de cette fonction.
Lemma 1.10. Il existe un unique couple (t¯, w¯), avec t¯ ∈ (0,∞) et w¯ ∈ ∆n tel que
F (t¯, w¯) = min
t>0
max
w∈∆n
F (t,w).
De plus, la fonction
f(t) = F (t, w¯)
posse`de un unique minimum atteint au point t¯.
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Dans la suite, nous ferons les hypothe`ses suivantes:
(A1) Le point auquel le minimum est atteint t¯ satisfait
B
−1(1+ t¯µ) > 0.
(A2) ρ(t) admet l’e´criture suivante:
ρ(t) = e−θt+m
√
tρ0(t)
avec θ > 0, m ∈ R et ρ0 une fonction a` variations re´gulie`res d’indice α lorsque
t→∞.
L’hypothe`se (A1) est relativement forte et nous la discutons en de´tail dans le
chapitre de´die´. Le the´ore`me suivant constitue le re´sultat principal qui e´tablit une
formule asymptotique pour la fonction de re´partition et la densite´ de la variable
ale´atoire X.
Theorem 1.11. Sous les hypothe`ses (A1)-(A2), la densite´ de X, p(z), satisfait
p(z) ∼ (2π)
1−n
2 t¯α+
3−n
2√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log 1
z
)
z
(
log 1
z
)n−1
2
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z .
lorsque z → 0, et la fonction de re´partition
F (x) ∼ (2π)
1−n
2 t¯α+
3−n
2
F (t¯, w¯)
√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
× exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log
1
x
)(
log
1
x
) 1−n
2
e− log
1
x
F (t¯,w¯)+m
√
t¯ log 1
x
lorsque x→ 0
Le the`oreme 4.3 permet d’estimer les espe´rances conditionnelles associe´es. Le
corollaire suivant caracte´rise le comportement asymptotique de la transforme´e de
Laplace conditionnelle de Y1, . . . , Yn, e´tant donne´ que X ≤ x.
Corollary 1.12. Supposons que les hypothe`ses (A1)-(A2) sont ve´rifie´es et soit u ∈
Rn fixe´. On note:
Cu = µ
⊥u+
1
2
u⊥Bu
µu = µ+Bu
θu = θ − Cu
Fu(t, w) = θut+
(
1 + tµ⊥uw
)2
2w⊥Bwt
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Si θu > 0 et B
−1(1+ t¯µu) > 0, alors lorsque x→ 0,
E
[
e
∑n
i=1 uiYi |X ≤ x
]
∼ x1⊥u F (t¯, w¯)
F (t¯, w¯) + 1⊥u
B
(
1
t¯
B
−1 (1+ t¯µ) + u
)
B
(
1
t¯
B−1 (1+ t¯µ)
)
E
[
e
∑n
i=1 uiYi |X = x
]
∼ x1⊥uB
(
1
t¯
B
−1 (1+ t¯µ) + u
)
B
(
1
t¯
B−1 (1+ t¯µ)
)
Le corollaire suivant e´tablit une formule asymptotique pour la Value-at-Risk.
Corollary 1.13. Sous les hypothe`ses du the´ore`me 4.3, la Value-at-Risk au niveau
1− y satisfait
VaR1−y(X) ∼
y
(
F−1 log 1
y
)n−1
2
Cρ0
(
F−1 log 1
y
) exp(−m√t¯F−1 log 1
y
− m
2t¯
2F
)
1
F
,
ou` nous avons note´ F = F (t¯, w¯) et
C =
(2π)
1−n
2 t¯α+
3−n
2
F
√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
×exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
2.3 Asymptotiques de distributions a` queues e´paisses et struc-
ture de de´pendance a` copule Gaussienne
Dans cette section, nous montrons qu’une distribution multivarie´e dont les marginales
sont a` queues e´paisses (a` variations re´gulie`res) et dont la structure de de´pendance
est de´crite par une copule Gaussienne est a` variations re´gulie`res sur le cone (0,∞)n,
sans qu’il soit ne´cessaire que les marginales sont identiquement distribue´es et que
la distribution est a` variations re´gulie`res sur [0,∞)n. Ceci nous permettra ensuite
d’obtenir des formules asymptotiques de fonctionnelles, telle que la somme des com-
posants, de vecteurs ale´atoires a` queues e´paisses avec une structure de de´pendance
donne´e par une copule Gaussienne. Nous de´velopperons e´galement des applications
pour le calcul de mesures de risque sur des portefeuilles d’options mode´lise´es par le
mode`le de Black-Scholes ainsi que pour des fermes de production d’e´nergie e´olienne.
SoientX1, . . . , Xn des variables ale´atoires a` valeurs dans (a,∞) avec a ∈ [−∞,∞),
dont les fonctions de distributions sont note´es F1, . . . , Fn. Nous supposons que la
de´pendance des e´le´ments du vecteur ale´atoire X = (X1, . . . , Xn) est de´crite par
une copule Gaussienne, c’est-a`-dire que, Xk = F
−1
k
(
N
(
X˜k
))
pour k = 1, . . . , n,
ou` X˜ =
(
X˜1, . . . , X˜n
)
est un vecteur Gaussien centre´ re´duit et de matrice de
corre´lation Σ, N est la fonction de distribution de loi normale standard et F−1k
34
repre´sente l’inverse ge´ne´ralise´e de Fk.
Notre re´sultat principal permet de quantifier le comportement asymptotique
de X1, . . . , Xn sous l’hypothe`se que les composantes du vecteur sont a` variations
re´gulie`res. Avant d’e´noncer le re´sultat, nous introduisons les notations ne´cessaires.
Soit X˜ un vecteur gaussien dont les marginales sont centre´es re´duites et dont
la matrice de corre´lation Σ est de´finie positive. On note B la matrice inverse de Σ.
Pour x ∈ Rn+ fixe´, tel que x 6= 0, on note x∗ la solution (le minimiseur) du proble`me
suivant:
min
z≥x
〈z, Bz〉. (1.7)
Alors (cf. Proposition 2 dans [?]), il existe de fac¸on unique, 2 ensemble d’indices
disjoints I et J , avec I ∪ J = {1, . . . , n}, tel que
x∗I = xI , x
∗
J = −B−1JJBJIxI , (1.8)
et 〈ei,Σ−1II xI〉 > 0, ∀i ∈ I, (1.9)
ou` dans la notation pre´ce´dente, l’indice de la matrice est choisi avant l’inverse.
Theorem 1.14. Soient X1, . . . , Xn des variables ale´atoires a` valeurs dans (a,∞),
dont les fonctions de re´partition sont note´es F1, . . . , Fn. Supposons que la structure
de de´pendance du vecteur X = (X1, . . . , Xn) est donne´e par une copule gaussienne
de matrice de corre´lation Σ, et que pour tout i, la fonction de survie F˜i = 1−Fi est
a` variations re´gulie`res en +∞ d’indice −αi < 0. Notons β = (√α1, . . . ,√αn), β∗
la solution du proble`me
min
z≥β
〈z, Bz〉,
ainsi que I et J les ensembles d’indices correspondants. Supposons que β∗J > βJ .
Alors pour x1 > 0, . . . , xn > 0, lorsque u ↑ ∞,
P [X1 > ux1, . . . , Xn > uxn]
= exp
{
−
∑
i,j∈I
bij
√
ln F˜i (u) ln F˜j (u)
}
L(u)ν(x) (1 + o(1))
ou`
L(u) = C ln u
1
2
∑
i,j bij
βi
βj
− |I|
2
C =
∏
i∈I
β
1
βi
∑
j∈I bijβj
i
(4π)
1
2
∑
i,j∈I bij
βi
βj
− |I|
2
|ΣII | 12
∏
i∈I〈ei,Σ−1II βI〉
ν(x) =
∏
i∈I
x
−βi
∑
j∈I bijβj
i
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Remark 1.15. Le the´ore`me ci-dessus montre que le vecteur X posse`de la proprie´te´
de variations re´gulie`res sur le cone (0,∞)n mais pas ne´cessairement sur [0,∞)n\{0}.
En effet, comme les composantes du vecteur ne sont pas identiquement distribue´es
la proprie´te´ de variations re´gulie`res sur [0,∞)n n’est pas syste´matiquement ve´rifie´e.
Le corollaire suivant permet de quantifier le comportement asymptotique a` gauche
de la somme des composants d’un vecteur a` queues e´paisses dont la structure de
de´pendance est caracte´rise´e par une copule gaussienne.
Corollary 1.16. Soient X1, . . . , Xn des variables ale´atoires a` valeurs dans (0,∞),
dont les fonctions de distribution sont note´es F1, . . . , Fn. Supposons que la structure
de de´pendance du vecteur X = (X1, . . . , Xn) est donne´e par une copule gaussienne
de matrice de corre´lation Σ. Supposons e´galement que pour tout i, les fonctions
de re´partition Fi sont a` variations re´gulie`res en 0 d’indice αi > 0. Notons β =
(
√
α1, . . . ,
√
αn), β
∗ la solution du proble`me
min
z≥β
〈z, Bz〉,
ainsi que I et J les ensembles d’indices correspondants. Supposons que β∗J > βJ .
Alors, lorsque z ↓ 0,
P [X1 + · · ·+Xn < z] = exp
{
−
∑
i,j∈I
bij
√
lnFi(z) lnFj(z)
}
L
(
1
z
)
ν0(A)
ou` L est la fonction de´finie dans le the´ore`me 5.2 et
ν0(A) =
|I|−1∏
k=1
pikB
pik , 1 + |I|∑
j=k+1
pij
 .
pi = βi
∑
j∈I
bijβj.
Ici B correspond a` la fonction Beta d’Euler, les e´le´ments de l’ensemble I sont note´s
ik pour k = 1, . . . , |I| (dans l’ordre croissant) et le produit sur un ensemble vide vaut
1 par convention.
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This thesis presents three contributions to the theory of financial risk manage-
ment, based on asymptotic methods. In this introductory chapter, we first review
the main challenges and methods of financial risk management, and show how the
asymptotic methods may prove useful to address these challenges in a rare event
context. We then present in detail the main contributions of this thesis.
1 Challenges and methods of financial risk man-
agement
1.1 Pricing of derivative instruments
Pricing of derivative instruments is a cornerstone of risk management since the
pricing of illiquid assets in the bank’s portfolio, required for the computation of the
regulatory capital charge, is done through a model. The selection of an appropriate
model is then key to achieve this goal. A good model should reproduce stylized
facts observed on the markets in order to accurately estimate the risks and provide
an appropriate operational framework to compute prices and risk measures. Below,
we briefly review the main models used in the banking sector for the pricing of
derivatives.
Black-Scholes model The well-known pricing model developed by Black, Scholes
and Merton in 1973 [?] provides a framework for the pricing of European style options
with an explicit formula. Assuming that the underlying asset follows a geometric
Brownian motion with volatility σ, the price of a European call option written on
an underlying S at time t with maturity T and strike K, with interest rate r, is
given by:
C(t, σ;T,K) = StN(d1)−Ke−r(T−t)N(d2)
where St is the price of the underlying at time t, N is the standard normal distri-
bution function and
d1 =
log St
Ke−r(T−t) + (T − t)σ
2
2
σ
√
T − t
d2 = d1 − σ
√
T − t.
The option price in this model depends on two types of parameters: market parame-
ters such as the volatility and eventually interest rates or dividends (here considered
as null) and contractual parameters, the strike and the maturity of the option. All
of them are observables except the volatility. In the case of European style options,
the associated market is often very liquid which means that, at any time, there are
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enough buyers and sellers so that the quoted prices reflect the equilibrium between
them. Therefore, for a quoted option, the value of the volatility in the model is to
be such that the option’s model price equals its market price. In the Black-Scholes
model, the price is bijective with respect to the volatility and thus one can solve the
inverse problem and find the so-called implied volatility. In other words, the implied
volatility is defined as the parameter σimpT,K such that
C(t, σimpT,K ;T,K) = C
mkt(t;T,K)
where Cmkt(t;T,K) is the quoted price of the same option at time t. This param-
eter, assumed to be equal for all strikes and maturities, can then be used to price
non-quoted options. The main advantage of this formula is that the price is given
by an explicit formula and the calibration of the model is relatively straightforward
to implement.
However, empirical observations have shown that the implied volatility is not
constant across strikes and maturities. Indeed, the mapping T,K 7→ σimpT,K , called
the implied volatility surface, is not constant and contradicts one major assump-
tion of the model. The dependence of the implied volatility on strike and maturity,
known as the implied volatility smile phenomenon, shows that the Black-Scholes
model is not supported by the option market data. In addition, the Black-Scholes
model relies on the assumption that the stock returns are normally distributed but
this assumption is also contradicted by empirical observations which provide evi-
dence of a fat-tailed distribution of the returns.
In order to deal with the observations of the implied volatility surface and fat-
tailed distributions, the Black-Scholes model has been extended. Some of these
models are briefly presented hereafter.
Local volatility models The local volatility model assumes that the volatility is
a deterministic function of time and stock price. It is defined as follows:
dSt
St
= µdt+ σ(t, St)dWt
where µ ∈ R and W is a standard Brownian motion. This model provides a perfect
fit of the implied volatility surface. Indeed, for any given arbitrage-free surface at
time t = 0, there exists a unique function σ(t, x) that matches all the option prices
[?]. Nevertheless, this model predicts a wrong dynamic for the surface. Indeed, the
forecasted future smile is usually flatter than the observed future smile. A better
description of the implied volatility dynamics is provided by the stochastic volatility
models.
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Stochastic volatility models In stochastic volatility models the stock price pro-
cess is modelled as the first component of a two-dimensional process (S, σ) driven
by a bi-dimensional Brownian motion (W 1,W 2),
dSt
St
= µdt+ σtdW
1
t (2.1)
σt = f(Yt) dYt = atdt+ btdW
2
t . (2.2)
The volatility is assumed to be a random process possibly correlated with the stock
trajectories. Two widely used stochastic volatility models for financial risk manage-
ment are the SABR model [?] and the Heston model [?].
Stochastic volatility models generally provide a good fit of the smile and en-
joy better dynamical properties than local volatility but the skew (the slope of the
volatility smile) for short maturities is often too low. Indeed, while an appropriate
choice of diffusion coefficients can lead to an arbitrary fat-tailed distribution, such
calibration, when carried out for short maturities, often results in unrealistic values
of volatility of volatility (the parameter b in (2.2)). These models are then not fully
adapted for pricing purposes. The strong implied volatility skew of short maturity
options means that these options have higher prices than what is compatible with
diffusion models. This effect reflects a fear of asymmetric large downward moves of
market participants. Adding jumps to the diffusion model could thus be an answer
to both high amplitude and peaked returns as well as stylized effects observed on
the implied volatility surface. A convenient class of asset price models with jumps
is provided by Le´vy processes which are briefly described below.
Le´vy processes
Le´vy processes are stochastic processes with independent and stationary incre-
ments. For a detailed review of the main results related to Le´vy processes and
their applications to financial modelling, the interested reader can refer to [?]. The
law of a Le´vy process, (Xt)t≥0 is determined by the law of Xt at any given time
t ≥ 0, and can be characterized by its characteristic function. It is given by the
Le´vy-Khintchine formula: for s ∈ R,
E
[
eisXt
]
= etΨ(s)
Ψ(s) = isγ − σ
2s2
2
+
∫
R
(
eisx − 1− isx1|x|≤1
)
ν(dx).
The triplet (σ2, ν, γ) is called the characteristic triplet of the Le´vy process with
γ ∈ R, σ2 ∈ R+, and ν a positive measure, which satisfies the integrability condition
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∫
R
(1 ∧ |x|2) ν(dx) <∞.
The Le´vy-Itoˆ decomposition gives a representation of the paths of X:
Xt = γt+ σBt +
∫ t
0
∫
|x|≤1
xJ˜(ds× dx) +
∫ t
0
∫
|x|>1
xJ(ds× dx)
where B is a standard Brownian motion, J is a Poisson random measure with in-
tensity measure dt× ν(dx) and J˜ is the compensated version of J .
The Variance Gamma model [?] and the Normal Inverse Gaussian model [?]
are two examples of models based on Le´vy processes which are used for financial
modelling with jumps.
1.2 Measuring the risk
Risk measures as tools for mitigation and control provide a comprehensive framework
to make tradeoffs between risks and returns and between different types of risks.
Among many others, risk management has three key objectives. First, it enables to
reduce the volatility of portfolio returns, second it allows to diversify the positions in
order to limit concentrations, and third, it measures exposures to extreme economic
scenarios in order to identify those causing extreme losses.
Value-at-Risk
The well known Value-at-Risk allows to analyze portfolio market risk based on
assumptions on the returns. One of its main advantages is that it provides a syn-
thetic view of the risk held even in large and complex portfolios. Value-at-Risk is
related to the quantile of the profit and loss distribution. It represents the level of
loss that could be exceeded with a given probability and in a given time horizon.
More precisely, if Vt denotes the (known) value of the portfolio at time t, τ the time
horizon considered, then the Value-at-Risk at level α ∈ (0, 1), denoted VaRα,τ , is
defined as the solution to the following equation:
VaRα,τ = inf{x : P [Vt+τ − Vt ≤ −x] ≤ 1− α}.
There exists three main approaches to compute the VaR which are briefly described
thereafter.
The historical simulation approach. The historical simulation approach con-
sists in deducing the profit and loss distribution of the portfolio from the observations
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of the historical movements of the risk factors. These movements are then replicated
on the actual portfolio giving an historical distribution from which the desired per-
centile can be easily computed. Thus, this method is quite simple to implement
but its main drawback is its strong dependance upon the chosen period which may
not contain extreme negative returns. Hence, it is mainly used to compute the
Stressed-VaR, which explicitly integrates adverse scenarios for the risk factors.
The delta-normal method and delta-gamma method. In VaR computations,
the value of the portfolio is assumed to be a function of a set of n risk factors denoted(
x(1), . . . , x(n)
)
V = f
(
x(1), . . . , x(n)
)
The delta-normal method assumes that the variation of the value of the portfolio
can be approximated by:
Vi+1 − Vi ≈
n∑
j=1
∂f
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− 1 is the return of the risk factor j. In addition, if one assumes
that the returns are normally distributed with mean 0 and covariance matrix con-
stant over time, then the variance of the portfolio, denoted σ2V , can immediately be
deduced through
σ2V,i+1 =
n∑
j=1
n∑
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σ(j)σ(k)ρ(j,k)
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The VaR at level p and over one period of time of the portfolio can then be computed
as
V aRi,i+1 = σV,i+1N
−1(1− p)
where N is the distribution function of the standard Gaussian law. This method
has the advantage of being relatively convenient to implement, however the first-
order approximation can be inaccurate for a portfolio containing options. Indeed,
the second-order derivative has a direct impact on the tail of the distribution of the
portfolio and thus on the VaR. To this end, an extension of this method considering
the second-order derivative was developed, called the delta-gamma method. How-
ever, this method is not straightforward to implement since it needs the computation
of the mixed second-order derivatives.
These two methods rely on the assumption of normally distributed returns which
is contradicted by empirical studies and thus lead to an underestimation of the quan-
tile of the distribution and, by consequence, to an underestimation of the potential
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losses. Using these approximations under a non-Gaussian context leads to more
complex computations since there is no explicit formula in general. Hence, these
methods are not used in practice for VaR computations or in the more general con-
text of computing tails of portfolio distributions, and practitioners prefer the more
flexible Monte Carlo method.
The Monte-Carlo method. This method relies on the generation of scenarios
for the risk factors to compute the percentile of the distribution of the price vari-
ations. The portfolio writes V = f(x(1), . . . , x(n)) with respect to risk factors and
the function f is known (e.g. the payoff). The flexibility of this method relies on
the fact that one can choose any stochastic model for the risk factors (it only has
to be simulable) and hence it allows to take into account any arbitrary fat-tailed
distribution. In this context, this method leads to a more accurate measure of the
distribution tail and consequently of the risk. In addition to risk indicators, this
method is also widely used for the purpose of pricing financial instruments. In this
thesis, we developed several improved methods of Monte Carlo simulation in both
situations.
Other risk measures The Value-at-Risk has been complemented with several
other risk measures in order to capture additional aspects of the risk held in port-
folios. Indeed, the VaR provides insights on the level of potential loss with a fixed
probability. However, it provides neither the amount that can be lost with lower
probabilities nor how the portfolio behaves in case of adverse events for example.
In order to overcome the potential underestimation of the risks assessed through
the usual VaR, the regulator requires the computation of a Stressed-VaR which in-
cludes a period of stress observed on the markets. This allows to leverage on brutal
and realistic moves in order to quantify potential losses under adverse scenarios.
In addition, the Expect Shortfall allows to compute the expected amount that
could be lost with probabilities lower than the confidence level of the VaR. It is
defined as:
ESα =
1
α
∫ α
0
VaRγdγ.
It is to be noted that the computation of the Expected Shortfall is not straightfor-
ward since it requires to compute the expectation of the portfolio values for scenarios
with very small probabilities of occurence.
Another tool widely used in financial risk management is stress testing. Stress
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testing consists in simulating several adverse scenarios, corresponding to huge shocks
on the market, and analyzing their impact on the portfolios. As stated in the
BCBS report on stress testing [?], Stress testing alerts bank management to adverse
unexpected outcomes related to a variety of risks and provides an indication of how
much capital might be needed to absorb losses should large shocks occur. Stress tests
play an important role in overcoming the limitations of models and historical data,
give a way to challenge assumptions of the risk models and provide insights about
the validity of these models under adverse scenarios. As stress testing allows for
the simulation of shocks which have not previously occurred, it should be used to
assess the robustness of models to possible changes in the economic and financial
environment. Moreover, risk models are generally calibrated on historical data. In
stressed conditions, usual features may become inaccurate and strong dependencies
between them may appear and lead to non-anticipated system-wide interactions.
For example, prior-crisis stress test methodologies did not anticipate new sources
of risk, such as the Wrong Way Risk and neglected the strong interaction between
funding and liquidity risk. As a consequence, the selection of stress scenarios is
also key. The Basel Committee report underlines the weaknesses of previous choices
for crisis scenarios: Most bank stress tests were not designed to capture the extreme
market events that were experienced [?]. Indeed, those scenarios have to be extreme
enough to provide a real test of severe losses and realistic enough to highlight a
plausible economic situation.
1.3 Rare events simulation and tail analysis
As expained in the previous sections, the computation of risk measures requires
the evaluation of the low percentiles of the portfolio distribution and hence the
estimation of probabilities of rare events. In this thesis, we propose to rely on
(i) the Monte Carlo simulation with variance reduction allowing to estimate the
probabilities of rare events efficiently and on (ii) asymptotic methods based either
on the regular variation theory or the large deviations approach.
Rare events and Monte Carlo simulation The pricing of certain sophisticated
financial instruments may require the simulation of rare events. For example, in
order to price barrier options, one needs to compute the potentially very small
probability that the stock price exceeds a certain level. In this context, the crude
Monte Carlo method can be inaccurate as presented thereafter.
Description of the problem. Let X be a random variable and assume that we
need to estimate the probability p = P[X < x], and that p is small. Using a sample
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of size n, (X1, . . . , Xn), we can estimate p by the empirical mean:
pˆ =
1
n
n∑
i=1
1Xi≤x.
By the central limit theorem, as n→∞, the distribution of the random variable
√
n(pˆ− p)√
Var1X≤x
=
√
n(pˆ− p)√
p− p2
tends to the standard normal distributionN (0, 1). Therefore, for n sufficiently large,
one can write
P
[
p ∈
(
pˆ− z
√
p− p2√
n
; pˆ+
z
√
p− p2√
n
)]
≈ 2N(z)− 1, z > 0.
where N is the cumulative distribution function of the standard normal distribution.
In other words, the quantity
z
√
p−p2√
n
measures the width of the confidence interval.
However, a more adequate measure of the accuracy of the simulation process is the
relative error
RE =
z
√
p− p2
p
√
n
Then, in the case of a rare event, p is small and therefore the relative error satisfies
RE ≈ z√
pn
,
and will be very large unless n is large compared to 1
p
. However, increasing the
size of the sample leads to an increase of the computational time and the method
becomes inappropriate for operational applications. Hence, in order to obtain a
more efficient simulation algorithm, one needs to find a way to reduce the variance
of the estimator without increasing the sample size.
Importance sampling to reduce the variance of Monte Carlo estimators.
Importance sampling is a widely used method for rare events simulation. Here, we do
not detail all technical considerations in order to focus on the main ideas underlying
the method and its efficiency for rare events simulation. Since the problem of the
simulation comes from the small probability of the event considered, the basic idea
of the method consists in giving this event a larger probability to occur. We assume
that our goal is to estimate the expectation of a random variable X, θ = EP[X].
Then, for any other probability measure Q, equivalent to P, we can write
EP[X] = EQ
[
X
dP
dQ
]
.
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and thus θ = EQ
[
X dP
dQ
]
. The importance sampling estimator is therefore defined by
θˆQ =
1
n
n∑
i=1
X̂i
dP
dQ
∣∣∣
i
where X̂1, . . . , X̂n are independent and identically distributed copies of X under
the probability Q and dP
dQ
∣∣∣
i
are the corresponding realizations of the density of the
measure change. The variance of this estimator writes
σ2Q = EQ
[
X2
(
dP
dQ
)2]
− θ2
Then, the purpose of importance sampling is to find the change of measure P❀ Q
that minimizes the variance of the estimator σ2Q. This is equivalent to minimizing
EQ
[
X2
(
dP
dQ
)2]
= EP
[
X2
dP
dQ
]
.
Now, assuming tht X > 0 and choosing dQ
dP
= X
EP[X]
, we see that
EP
[
X2
dP
dQ
]
= EP[X]
2
and therefore σ2Q = 0. While this choice of Q is optimal, it cannot be achieved
since it requires us to know EP[X], which is the very value we want to compute!
However, in some specific cases this optimal measure change can be approximated
numerically. In addition, it is to be noted that the importance sampling method
requires the ability to simulate the random variable and the density of the measure
change under the new probability.
Importance sampling has been widely used for options pricing purpose, see for
example [?, ?, ?, ?, ?, ?, ?]. In Chapter 2, we will present an application of the
importance sampling method to compute prices of exotic options in models based
on Le´vy processes.
Asymtotic methods.
An alternative to Monte Carlo methods for rare events computation consists in
finding approximations exploiting the asymptotic behavior of distributions. For
example, such approximations can be used to quickly compute some risk measures
even for large portfolios and heavy tailed distributions without requiring simulations.
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In this thesis, we mainly rely on 2 methods: regular variation and large devia-
tions. An overview of the basic definitions and concepts as well as some financial
applications of these methods are presented hereafter.
Regular variation The regular variation theory provides some interesting tools
in the context of measuring tail behaviour. Hence, some basics definitions and prop-
erties are presented in this part. For a detailed review of regular variations theory,
the interested reader can refer to [?].
Definition 2.1. A measurable function f : R+ → R+ is regularly varying at ∞ with
index ρ ∈ R (written f ∈ RVρ) if for x > 0,
lim
t→∞
f(tx)
f(t)
= xρ.
If ρ = 0, f is said to be slowly varying. A direct consequence of this definition
is that for f ∈ RVρ, then f(x)xρ ∈ RV0 and thus we have the following proposition.
Proposition 2.2. If f ∈ RVρ, then there exists a slowly varying function l such
that f(x) = xρl(x).
Definition 2.3. A non-negative random variable X with distribution function F has
a regularly varying right tail at ∞ with heavy-tail index α if its survival function is
of the following form,
F¯ (r) := 1− F (r) = r−αL(r), r > 0, α > 0,
where L is a slowly varying function.
See e.g., [?] for an application of regular variation to asymptotic approximation
option prices and implied volatilities.
The multivariate extension of regular variation provides a powerful tool for the
study of joint extremal dependence and the computation of risk measures in the
multivariate setting [?, ?]. For a random vector X = (X1, . . . , Xn) with values in
[0,∞)n, the distribution of X is multivariate regularly varying at +∞ with limit
measure ν if there exists a function b(t) ↑ +∞ as t → +∞ and a non-negative
Radon measure ν 6= 0 such that
tP[b(t)−1X ∈ ·] v−−−−→
t→+∞
ν, (2.3)
on E = [0,∞]n \ {0}, where v−→ stands for the vague convergence of measures. In
this case, the function b is necessarily regularly varying. Assuming that ν({x : x1 >
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1, . . . , xn > 1}) > 0 and that the measure ν does not charge the boundary of this
set, we then get:
P[X1 > x, . . . , Xn > x] ∼ ν({x : x1 > 1, . . . , xn > 1})
ν({x : x1 > 1}) P[X1 > x], x→∞.
Similar results are given in [?]. Therefore, in this case the multivariate regular
variation allows to compute the sharp asymptotics of the joint tail probability of a
random vector (which may, e.g., represent the portfolio returns).
The multivariate regular variation assumption (2.3) implies that the distribution
functions of the components of X are equivalent to each other in the tail. If this is
not the case, one may impose this assumption after a marginal transformation, in
other words, on the copula of X.
When ν({x : x1 > 1, . . . , xn > 1}) = 0, the regular variation does not allow
to compute sharp asymptotics of the joint tail probability. In this case, the precise
degree of dependence may be quantified using the concept of hidden regular variation
(see [?] for a comprehensive review). This concept assumes that in addition to (2.3),
there exists a non-decreasing function b∗(t) ↑ +∞ such that b(t)
b∗(t) → +∞ as t→ +∞,
and a Radon measure ν∗ on E0, such that
tP[b∗(t)−1X ∈ ·] v−−−−→
t→+∞
ν∗,
on E0, where E0 := E \⋃ni=1 Li with
Li = (0, . . . , 0, (0,∞], 0, . . . , 0),
with (0,∞] at the i-th position. Intuitively, hidden regular variation implies that
the measure ν is concentrated on the coordinate axes, and probabilities of the form
P[Xi > txi, Xj > txj]
for i 6= j decay faster as t → ∞ than the distribution functions of the components
of X.
The assumption of hidden regular variation imposed at the level of the distribu-
tion of X once again allows to compute sharp asymptotics for the left tail of the
sum of the components. Indeed, assuming that ν∗({x : x1 > 1, . . . , xn > 1}) > 0
and that this measure does not charge the boundary of this set, we have
P[X1 > x, . . . , Xn > x] ∼ ν
∗({x : x1 > 1, . . . , xn > 1})
b∗(−1)(x−1)
,
where b∗(−1) is an asymptotic inverse of b∗. In Chapter 5, we shall present an
application of the hidden regular variation to the computation of risk measures for
option portfolios in the multidimensional Black-Scholes model.
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Large deviations. In a very narrow sense, the large deviations theory provides
convergence rates for the law of large numbers. We first formulate the large de-
viations principle (LDP) on abstract spaces. Let X be a Haussdorf topological
space endowed with its Borel σ-field. A rate function is a [0,∞]-valued lower semi-
continuous function on X . It is said to be a good rate function if its level sets are
compact.
Definition 2.4 (Large Deviation Principle). A family {Xε} of X -valued random
variables is said to obey a LDP in X with rate function I if for each open subset
G ⊂ X and each closed subset F ⊂ X
lim sup
ε→0
ε logP [Xε ∈ F ] ≤ − inf
x∈F
I(x)
and
lim inf
ε→0
ε logP [Xε ∈ G] ≥ − inf
x∈G
I(x).
There are many different contexts in which a large deviations principle holds,
the simplest and most famous one being Crame´r’s theorem, dealing with sequences
of i.i.d. random variables. For simplicity we give here the one-dimensional version.
Theorem 2.5. Let X1, . . . , Xn, . . . be i.i.d. random variables distributed according to
the probability law µ. Define the logarithmic moment generating function associated
with this law by
Λ(λ) = logE[eλX1 ],
and the Fenchel-Legendre transform of Λ by
Λ∗(x) = sup
λ∈R
{λx− Λ(λ)}.
Consider the empirical means
Sn =
1
n
n∑
j=1
Xj.
Then the sequence {Sn} satisfies the LDP on R with the rate function Λ∗.
Another famous large deviations result is the Ga¨rtner-Ellis theorem, where the
independence assumption is replaced with a much weaker one on the limiting be-
havior of the Laplace transforms of Sn. Both Cramer’s theorem and Ga¨rtner-Ellis
theorem deal with finite-dimensional random variables. In chapter 3 we shall make
use of a large deviations result for Le´vy processes which holds on the space of ca`dla`g
trajectories.
The LDP allows to quantify the asymptotic behavior of the probability distri-
bution of a family of random variables at the log-scale. Another important result
which will be used in this thesis, the Varadhan’s lemma, may be used to quantify
the asymptotic behavior of more general expectation-type functionals.
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Lemma 2.6 (Varadhan’s lemma). Suppose that {Xε} satisfies the LDP with a good
rate function I : X → [0,∞[ and let φ : X → R be a continuous function. Assume
further that for some γ > 1,
lim sup
ε→0
ε logE
[
e
γφ(Xε)
ε
]
<∞.
Then,
lim
ε→0
ε logE
[
e
φ(Xε)
ε
]
= sup
x∈X
{φ(x)− I(x)} .
The large deviation theory has been used for rare events computation for finan-
cial applications, in particular for pricing purposes in [?, ?], measurement of credit
risk in [?, ?] and for various asymptotics for stochastic volatility models in [?, ?].
In addition, [?, ?, ?] have applied both importance sampling technics and large
deviation theory in order to obtain efficient Monte Carlo simulations.
2 Main contributions of this thesis
This thesis contains three contributions to pricing and risk management problems
in mathematical finance using asymtptotic methods. Chapter 3 develops a variance
reduction technique for Monte Carlo pricing of exotic options when the stock price
is modelled as the exponential of a Le´vy process. Chapter 4 develops a framework
for asymptotic analysis of portfolios whose components are modelled by log-normal
mixtures. This includes for instance multidimensional extensions of Heston and
variance gamma model. These asymptotic results are applied to construct variance
reduction methods for Monte Carlo simulation of rare events associated to such
portfolios. Finally, Chapter 5 presents results on asymptotic behavior of portfolios
whose dependence structure is modelled by a Gaussian copula. This covers for
example a portolio of options in the multidimensional Black-Scholes model. The
following sections give an overview of the main results related to each contribution.
2.1 Optimal importance sampling for Le´vy processes
In this part we develop effective and easy to implement importance sampling es-
timators of expectations of functionals of Le´vy processes, corresponding to option
prices in exponential Le´vy models. To model a financial market with a Le´vy process,
we assume that the market consists of a risk-free asset S0t ≡ 1 and n risky assets
S1, . . . , Sn where
Sit = S
i
0e
Xit ,
and (X1, . . . , Xn) is a Le´vy process, such that Si is a martingale for each i, under the
risk-neutral probability P. We fix a time horizon T < ∞ and consider a derivative
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written on (Si)1≤i≤n with a nonnegative pay-off P (S) which depends of the entire
trajectory of the stocks up to time T . We are interested in computing the price of
this derivative, given by the risk-neutral expectation E [P (S)].
The standard Monte Carlo estimator of E [P (S)] is defined as the empirical mean
P̂N :=
1
N
N∑
j=1
P (S(j)),
where S(j), j = 1, . . . , N are i.i.d. samples with the same law as S. The standard
estimator often converges too slowly, and we therefore propose to use an importance
sampling estimator based on the path-dependent Esscher transform,
dPθ
dP
=
e
∫
[0,T ]〈Xt,θ(dt)〉
E
[
e
∫
[0,T ]〈Xt,θ(dt)〉
] , (2.4)
where θ is a (deterministic) bounded Rn-valued signed measure on [0, T ]. The opti-
mal choice of θ should minimize the variance of the estimator under Pθ,
VarPθ
(
P
dP
dPθ
)
= EP
[
P 2
dP
dPθ
]
− E [P ]2 .
Denoting byH the log-payoff of the option expressed as function of the Le´vy process,
H(X) = logP (S), X it = log
Sit
Si0
, 0 ≤ t ≤ T,
the minimization problem writes
inf
θ∈M
EP
[
exp
{
2H(X)−
∫
[0,T ]
〈Xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt
}]
,
where
G(θ) =
1
2
〈θ, Aθ〉+ 〈θ, γ〉+
∫
Rn
(e〈θ,x〉 − 1− 〈θ, x〉1|x|≤1)ν(dx),
and (A, ν, γ) denotes the characteristic triplet of the process X.
The main contribution of this paper, inspired by the work of Guasoni and Robert-
son [?] in the setting of the Black-Scholes model, is to use the large deviations theory
to construct an easily computable approximation to the optimal importance sam-
pling measure parameter θ∗opt. Namely, we use Varadhan’s lemma and the pathwise
large deviation principle for Le´vy processes due to Leonard [?] to derive a proxy for
the variance of the importance sampling estimator which is much easier to compute
than the true variance. Our first main result provides an expression for such a proxy,
which we aim to minimize to obtain an asymptotically optimal variance reduction.
It requires the following assumption.
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(A1) There exists λ0 > 0 with
∫
|x|>1 e
λ0|x|ν(dx) <∞.
In this proposition and below, D denotes the space of right-continuous functions
with left limits on the interval [0, T ], M denotes the class of bounded Rn-valued
measures on [0, T ] and σ(D,M) denotes the topology on D defined by
lim
n
yn = y ⇔ ∀µ ∈M, lim
n
∫
[0,T ]
yndµ =
∫
[0,T ]
ydµ.
Proposition 2.7. Let Assumption (A1) hold true, and suppose that the set {x ∈
D : H(x) > −∞} is open for the σ(D,M) topology and contains the zero element,
that H is continuous on this set for the σ(D,M)-topology, and that H and θ ∈ M
satisfy one of the following alternative assumptions.
(i) There exist constants C <∞ and B < λ0/4n such that
H(x) ≤ C +B sup
s∈[0,T ]
n∑
i=1
|xis|
and
max
0≤t≤T
|θ([t, T ])| < λ0 − 4nB.
(ii) H is bounded and ∫
[0,T ]
G(γθ([t, T ]))dt <∞
for some γ > 1.
Then it holds that
lim
ε→0
ε logE
[
e
2H(Xε)−∫[0,T ]〈Xεt ,θ(dt)〉
ε
]
= sup
x∈D
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉 − J(x)
}
.
where we have defined
Xεt = εXt/ε
,
J(x) =

sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 −
∫
[0,T ]
G(µ([t, T ]))dt
}
if x ∈ Vr,
+∞ otherwise.
and Vr denotes the subspace of D containing all functions in D with bounded varia-
tion.
In view of this result we suggest to obtain the candidate variance reduction
parameter θ∗ by minimizing
sup
x∈D
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
(2.5)
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over θ ∈M . It is then natural to ask, how close the corresponding measure change
will be to the optimal one which minimizes the variance of the Monte Carlo estimator
over all possible measure changes. Varadhan’s lemma allows to define a notion of
asymptotic optimality, which provides a partial answer to this question. Consider a
family of importance sampling measures (Q(ε))ε>0. By Jensen’s inequality,
lim inf
ε↓0
ε logEQ(ε)
[(
e
1
ε
H(Xε) dP
dQ(ε)
)2]
≥ 2 lim sup
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
.
We shall call a family of importance sampling measure changes asymptotically op-
timal if, for this family, the above inequality becomes an equality and the lim-
inf/limsup become limits. In other words, the asymptotically optimal measure
change does at least as well as any other measure change at the logarithmic scale of
large deviations.
Definition 2.8. Let (Q(ε))ε>0 be a family of importance sampling measure changes.
We say that (Q(ε))ε>0 is asymptotically optimal if
lim
ε↓0
ε logEQ(ε)
[(
e
1
ε
H(Xε) dP
dQ(ε)
)2]
= 2 lim
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
.
The following theorem, which is our second main result, shows that for con-
cave log-payoffs, the importance sampling measure associated to the parameter θ∗
computed by minimizing the expression (2.5) is asymptotically optimal, and its
computation is greatly simplified. In other words, for such pay-offs, it is sufficient
to consider only measure changes of the form (2.4) with deterministic θ to achieve
asymptotic optimality over all possible measure changes. European basket put op-
tions and many path-dependent put-like payoffs encountered in practice are indeed
concave. This theorem is proven under the following assumption.
(A2) The function G is lower semicontinuous and its effective domain D := {x ∈
Rn : G(x) <∞} is open and bounded.
Theorem 2.9. Let H be concave, and assume that the set {x ∈ Vr : H(x) > −∞}
is nonempty and contains the zero element, and that H is continuous on this set for
σ(D,M)-topology. Let Assumptions (A1) and (A2) be satisfied. Then,
inf
θ∈M
sup
x∈Vr
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
= 2 inf
θ∈M
{Ĥ(θ) +
∫
[0,T ]
G(θ([t, T ]))dt} (2.6)
where
Ĥ(θ) = sup
x∈Vr
{H(x)−
∫
[0,T ]
〈xt, θ(dt)〉}.
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Moreover, if the infimum in the right-hand side of (2.6) is attained by θ∗ then the
same value θ∗ attains the infimum in the left-hand side of (2.6). If, in addition, the
pay-off functional H and the candidate parameter θ∗ satisfy the assumptions (i) or
(ii) of Proposition 3.5 then the importance sampling measure corresponding to θ∗ is
asymptotically optimal.
This work led to a pre-publication with P. Tankov which is under second round
of review for Stochastic Processes and Their Applications.
2.2 Tail asymptotics of log-normal mixture portfolios
In this part we consider the tail behavior of the sum of n dependent positive random
variables
X =
n∑
i=1
Xi.
In financial mathematics, X may represent the value of a long-only portfolio of n
assets, and understanding the tail behavior of X is important for risk management
applications, such as computing the Value at Risk, evaluating tail event probabilities
or designing efficient simulation algorithms for tail events. In particular, stress test
scenarios may be constructed in a systematic manner by simulating the values of
the components X1, . . . , Xn conditionnally on the event that X takes a given small
value.
This problem has received considerable attention in the literature, but mainly
in the insurance context, where the random variables X1, . . . , Xn represent losses
from individual claims, and one is interested in the right tail asymptotics of X, so
as to estimate the probability of having a very large aggregate loss. In this setting,
provided the variables X1, . . . , Xn are sufficiently fat-tailed (subexponential), under
various assumptions on the dependence structure, it can be shown that the right tail
behavior of X is determined by the single variable with the fattest tail. In our work,
we focus on the context of financial risk management where the extreme event of
interest corresponds to a small value of the random variable X. In this context, to
estimate the probability of a large loss, one needs to focus on the left tail asymptotics
of X. Owing to the positivity of the variables X1, . . . , Xn, the asymptotic behavior
of the left tail of X turns out to be very different from that of the right tail.
In this work, we compute sharp asymptotics of the distribution function and the
density of X in the left tail, and discuss the relevant risk management applications,
under the assumption that X1, . . . , Xn follow a log-normal mixture distribution.
That is, we assume that for i = 1, . . . , n, Xi = e
Yi , where the vector Y = (Y1, . . . , Yn)
follows a Gaussian variance-mean mixture distribution.
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The Gaussian variance-mean mixture distribution on Rn is defined as :
Y =
√
ΘZ +Θµ+Λ
where µ ∈ Rn and Λ ∈ Rn are constant vectors, Z ∼ N (0,B) where B ∈ Mn×n
is a symmetric, positive definite matrix, and Θ ∈ R+ is the mixing random vari-
able. In this paper, Θ is assumed to admit a density, denoted ρ(s), which decays
exponentially fast as s→∞.
Let us now recall some necessary notation. For two functions f and g, we denote
f(x) ∼ g(x) as x → a whenever f(x)
g(x)
→ 1 as x → a. The symbol 1 stands for
the n-dimensional vector with all elements equal to 1. In general, vectors will be
denoted by bold-faced symbols, so that w = (w1, . . . , wn)
⊥, where ⊥ stands for
matrix transposition. For v ∈ Rn+, we denote E(v) = −
∑n
i=1 vi log vi with the usual
convention 0 log 0 = 0. The elements of the covariance matrix B will be denoted by
(bij)1≤i,j≤n and those of the inverse matrix B
−1 will be denoted (aij)1≤i,j≤n. ∆n will
stand for the n-dimensional simplex defined by:
∆n =
{
w ∈ Rn : wi ≥ 0, i = 1, . . . , n and
n∑
i=1
wi = 1
}
.
Elementary functions are applied to vectors component-wise, so that log(w) stands
for (logw1, . . . , logwn)
⊥. Similarly, inequalities involving vectors like w > 0 are
understood component-wise. Recall that the beta function is defined in the following
way:
B(x, y) =
∫ 1
0
tx−1 (1− t)y−1 dt, x, y > 0
For α ∈ Rn, n ≥ 2, with αi > 0, i = 1, . . . , n, the multidimensional Beta function
can be defined as:
B(α) :=
∫
∆n
n∏
i=1
wαi−1i dw =
∏n
i=1 Γ (αi)
Γ (
∑n
i=1 αi)
.
By convention, we set B(α) = 1 for all α ∈ R.
Main results Consider the following function:
F (t,w) = θt+
(1 + tµ⊥w)2
2w⊥Bwt
.
The following lemma, proved in [?] establishes some properties of this function.
Lemma 2.10. There exists a unique couple (t¯, w¯), with t¯ ∈ (0,∞) and w¯ ∈ ∆n
such that
F (t¯, w¯) = min
t>0
max
w∈∆n
F (t,w).
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In addition, the function
f(t) = F (t, w¯)
has a unique minimum at the point t¯.
We make the following assumptions:
(A1) The minimizer t¯ satisfies
B
−1(1+ t¯µ) > 0.
(A2) ρ(t) can be written as :
ρ(t) = e−θt+m
√
tρ0(t)
where θ > 0, m ∈ R and ρ0 is a regularly varying function of order α as t→∞.
Assumption (A1) is a relatively strong assumption which is discussed in detail in
the main body of the chapter. The following theorem is our main result. It provides
a sharp asymptotic formula for the density and the cumulative distribution function
of the random variable X.
Theorem 2.11. Under assumptions (A1)-(A2), the density of X, p(z), satisfies
p(z) ∼ (2π)
1−n
2 t¯α+
3−n
2√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log 1
z
)
z
(
log 1
z
)n−1
2
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z .
when z → 0, and the cumulative distribution satisfies
F (x) ∼ (2π)
1−n
2 t¯α+
3−n
2
F (t¯, w¯)
√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
× exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log
1
x
)(
log
1
x
) 1−n
2
e− log
1
x
F (t¯,w¯)+m
√
t¯ log 1
x
when x→ 0
Theorem 4.3 allows us to estimate various conditional expectations. The next
assertion provides a characterization of the limiting conditional law of the Laplace
transform of Y1, . . . , Yn, given that X ≤ x.
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Corollary 2.12. Suppose Assumptions (A1)-(A2) hold and u ∈ Rn fixed. We
denote :
Cu = µ
⊥u+
1
2
u⊥Bu
µu = µ+Bu
θu = θ − Cu
Fu(t, w) = θut+
(
1 + tµ⊥uw
)2
2w⊥Bwt
If θu > 0 and B
−1(1+ t¯µu) > 0, then as x→ 0,
E
[
e
∑n
i=1 uiYi |X ≤ x
]
∼ x1⊥u F (t¯, w¯)
F (t¯, w¯) + 1⊥u
B
(
1
t¯
B
−1 (1+ t¯µ) + u
)
B
(
1
t¯
B−1 (1+ t¯µ)
)
E
[
e
∑n
i=1 uiYi |X = x
]
∼ x1⊥uB
(
1
t¯
B
−1 (1+ t¯µ) + u
)
B
(
1
t¯
B−1 (1+ t¯µ)
)
The following corollary provides an asymptotic formula for the Value at Risk.
Corollary 2.13. Under the assumptions of Theorem 4.3, the Value at Risk at the
level 1− y satisfies
VaR1−y(X) ∼
y
(
F−1 log 1
y
)n−1
2
Cρ0
(
F−1 log 1
y
) exp(−m√t¯F−1 log 1
y
− m
2t¯
2F
)
1
F
,
where we denote F = F (t¯, w¯) and
C =
(2π)
1−n
2 t¯α+
3−n
2
F
√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
×exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
2.3 Asymptotics of heavy-tailed risks with Gaussian copula
dependence
In this part, we show that a multivariate distribution with heavy-tailed (regularly
varying) univariate margins and Gaussian copula dependence exhibits multivariate
regular variation on the cone (0,∞)n even if the margins are not identically dis-
tributed, and the distribution is not multivariate regularly varying on [0,∞)n. This
enables us to compute sharp tail asymptotics of certain functionals, such as the sum
of components, of heavy-tailed random vectors with Gaussian copula dependence,
and develop a number of applications such as the computation of risk measures for
a portfolio of options in the Black-Scholes model, and of the probability distribution
of the aggregate production of a wind farm.
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Let X1, . . . , Xn be random variables with values in (a,∞) with a ∈ [−∞,∞),
whose distribution functions are denoted by F1, . . . , Fn. We assume that the depen-
dence of the random vectorX = (X1, . . . , Xn) is specified by a Gaussian copula, that
is, Xk = F
−1
k
(
N
(
X˜k
))
for k = 1, . . . , n, where X˜ =
(
X˜1, . . . , X˜n
)
is a Gaussian
vector with standard normal margins and correlation matrix Σ, N is the standard
normal distribution function and F−1k is the generalized inverse of Fk.
Our main result quantifies the tail behavior of X1, . . . , Xn under the assumptions
that the components of this vector are regularly varying. To state this result, we
first recall the following notation.
Let X˜ be a Gaussian vector with standard normal margins and a positive definite
correlation matrix Σ and denote by B the inverse matrix of Σ. For a fixed x ∈ Rn+
with x 6= 0, denote x∗ the solution (minimizer) of the problem
min
z≥x
〈z, Bz〉. (2.7)
Then (see Proposition 2 in [?]), there exist unique disjoint index sets I and J , with
I ∪ J = {1, . . . , n}, such that
x∗I = xI , x
∗
J = −B−1JJBJIxI , (2.8)
and 〈ei,Σ−1II xI〉 > 0, ∀i ∈ I, (2.9)
where in the above above matrix notation indexing is performed before taking the
inverse.
Theorem 2.14. Let X1, . . . , Xn be random variables with values in (a,∞), whose
distribution functions are denoted by F1, . . . , Fn. Assume that the dependence of the
random vector X = (X1, . . . , Xn) is specified by a Gaussian copula with correlation
matrix Σ, and that for each i, the survival function F˜i = 1− Fi is regularly varying
at +∞ with index −αi < 0. Denote β = (√α1, . . . ,√αn) and let β∗ be the solution
of the problem
min
z≥β
〈z, Bz〉,
and I and J be the corresponding index sets. Assume that β∗J > βJ . Then for
x1 > 0, . . . , xn > 0 as u ↑ ∞,
P [X1 > ux1, . . . , Xn > uxn]
= exp
{
−
∑
i,j∈I
bij
√
ln F˜i (u) ln F˜j (u)
}
L(u)ν(x) (1 + o(1))
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where
L(u) = C ln u
1
2
∑
i,j bij
βi
βj
− |I|
2
C =
∏
i∈I
β
1
βi
∑
j∈I bijβj
i
(4π)
1
2
∑
i,j∈I bij
βi
βj
− |I|
2
|ΣII | 12
∏
i∈I〈ei,Σ−1II βI〉
ν(x) =
∏
i∈I
x
−βi
∑
j∈I bijβj
i
Remark 2.15. The above theorem states that the vector X has the property of
multivariate regular variation, but on the cone (0,∞)n rather than [0,∞)n \ {0}.
Since, in our context, the components are not identically distributed, multivariate
regular variation on [0,∞)n may not hold.
The following corollary identifies the left tail asymptotics of the sum of compo-
nents, of heavy-tailed random vectors with Gaussian copula dependence
Corollary 2.16. Let X1, . . . , Xn be random variables with values in (0,∞), whose
distribution functions are denoted by F1, . . . , Fn. Assume that the dependence of the
random vector X = (X1, . . . , Xn) is specified by a Gaussian copula with correlation
matrix Σ, and that for each i, the distribution function Fi is regularly varying at 0
with index αi > 0. Denote β = (
√
α1, . . . ,
√
αn) and let β
∗ be the solution of the
problem
min
z≥β
〈z, Bz〉,
and I and J be the corresponding index sets. Assume that β∗J > βJ . Then, as z ↓ 0,
P [X1 + · · ·+Xn < z] = exp
{
−
∑
i,j∈I
bij
√
lnFi(z) lnFj(z)
}
L
(
1
z
)
ν0(A)
where L is the function defined in Theorem 5.2 and
ν0(A) =
|I|−1∏
k=1
pikB
pik , 1 + |I|∑
j=k+1
pij
 .
pi = βi
∑
j∈I
bijβj.
Here B is the Euler beta function, the elements of the set I are denoted by ik for
k = 1, . . . , |I| (in increasing order) and the empty product by convention equals 1.
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1 Introduction
The aim of this paper is to develop effective and easy to implement importance
sampling estimators of expectations of functionals of Le´vy processes, corresponding
to option prices in exponential Le´vy models.
Le´vy processes are stochastic processes with stationary independent increments.
They are used as models for asset prices when jump risk is relevant, either directly (as
in the variance gamma model [?], normal inverse Gaussian process [?], CGMY model
[?]) or as building blocks for other models (affine processes, stochastic volatility
models with jumps, local Le´vy models [?] etc.). To model a financial market with a
Le´vy process, we assume that the market consists of a risk-free asset S0t ≡ 1 and n
risky assets S1, . . . , Sn where
Sit = S
i
0e
Xit ,
and (X1, . . . , Xn) is a Le´vy process, such that Si is a martingale for each i, under
the risk-neutral probability P. The general results of sections 2 and 3 do not require
the martingale property.
We fix a time horizon T <∞ and consider a derivative written on (Si)1≤i≤n with
a nonnegative pay-off P (S) which depends on the entire trajectory of the stocks up
to time T . We are interested in computing the price of this derivative, given by the
risk-neutral expectation E [P (S)].
Several methods for computing this expectation are available in the literature.
When the price process S is one-dimensional and the pay-off P only depends on
the terminal value ST , the Fourier method of Carr and Madan [?] may be used.
When the dimension of S is low (say, up to 3-4), and the pay-off is only weakly
path-dependent, such as for barrier or American options, one can use determin-
istic numerical methods for partial integro-differential equations [?], Fourier time
stepping [?, ?] and related deterministic methods. Finally, for high dimensional
problems, or in the case of strong path dependence, the Monte Carlo method, on
which we focus in this paper is the only one available.
The standard Monte Carlo estimator of E [P (S)] is defined as the empirical mean
P̂N :=
1
N
N∑
j=1
P (S(j)),
where S(j), j = 1, . . . , N are i.i.d. samples with the same law as S. Note that
simulation methods exist for all parametric Le´vy models, including multidimensional
Le´vy processes (see chapter 6 of [?] for a general overview).
The standard Monte Carlo method often converges too slowly for real-time ap-
plications, particularly when E[P (S)] is small compared to
√
VarP (S), and various
error reduction techniques must be applied (see e.g., [?] for a general overview and
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[?] for a review of simulation methods and variance reduction techniques available
in the case of the variance gamma model).
The Multilevel Monte Carlo method (see [?] for a general introduction and [?, ?]
for an application to Le´vy models) reduces the variance by optimizing the number of
discretization steps for each path. In practice, a large number of paths are simulated
with a coarse discretization, and only a small number of paths are discretized finely.
The Quasi Monte Carlo method (see [?, ?] for the case of jump diffusions / Le´vy
processes) replaces the i.i.d. samples of S with well-chosen deterministic samples
(low-discrepancy sequences).
Finally, the importance sampling method, which is the focus of this paper, con-
sists of simulating the paths of S under a different probability measure, which allows
a better exploration of the region of interest. See e.g., [?] for an application in the
context of Gaussian vectors, [?] for the case of path-dependent options in the Black-
Scholes model, [?] for an application to stochastic volatility models, and [?, ?, ?] for
applications to Le´vy processes / jump-diffusions.
Importance sampling is based on the following identity, valid for any probability
measure Q, with respect to which P is absolutely continuous.
E[P (S)] = EQ
[
dP
dQ
P (S)
]
.
This allows one to define the importance sampling estimator
P̂QN :=
1
N
N∑
j=1
[
dP
dQ
](j)
P (S
(j)
Q ),
where
[
dP
dQ
](j)
P (S
(j)
Q ) are i.i.d. samples of
dP
dQ
P (S) under the measure Q. For efficient
variance reduction, one needs then to find a probability measure Q such that S is
easy to simulate under Q and the variance
VarQ
[
P (S)
dP
dQ
]
is considerably smaller than the original variance VarP [P (S)].
For Le´vy processes, a natural choice of probability measure for importance sam-
pling is given by the Esscher transform
dPθ
dP
∣∣∣
FT
=
e〈θ,XT 〉
E [e〈θ,XT 〉]
, (3.1)
which is well defined for all θ ∈ Rn such that E [e〈θ,XT 〉] <∞. This choice was stud-
ied, e.g., in [?, ?], where the optimal variance reduction parameter θ∗ was estimated
numerically.
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In this paper, to allow for more freedom in choosing the importance sampling
probability for path-dependent payoffs, we propose to use the path-dependent Ess-
cher transform,
dPθ
dP
=
e
∫
[0,T ]〈Xt,θ(dt)〉
E
[
e
∫
[0,T ]〈Xt,θ(dt)〉
] ,
where θ is a (deterministic) bounded Rn-valued signed measure on [0, T ]. Under Pθ,
the process X has independent increments (see Theorems III.7.23 and II.4.15 in [?]),
which simplifies the development of simulation algorithms. The optimal choice of θ
should minimize the variance of the estimator under Pθ,
VarPθ
(
P
dP
dPθ
)
= EP
[
P 2
dP
dPθ
]
− E [P ]2 .
Importance sampling is most effective in the context of rare event simulation,
e.g., when the probability that the option will be exercised P[P (S) > 0] is small.
Since the theory of large deviations is concerned with the study of probabilities
of rare events, it is natural to use measure changes appearing in or inspired by the
large deviations theory for importance sampling. We refer, e.g., to [?] and references
therein for a review of this approach and to the above quoted references [?, ?, ?] for
specific applications to financial models.
The main contribution of this paper, inspired by the work of Guasoni and Robert-
son [?] in the setting of the Black-Scholes model, is to use the large deviations theory
to construct an easily computable approximation to the optimal importance sam-
pling measure parameter θ∗opt. Namely, we use Varadhan’s lemma and the pathwise
large deviation principle for Le´vy processes due to Leonard [?] to derive a proxy for
the variance of the importance sampling estimator which is much easier to compute
than the true variance. We propose then to use the measure θ∗, obtained by mini-
mizing this proxy, in the importance sampling estimator. Numerical illustrations in
Section 5 show that the variance obtained by using θ∗ instead of θ∗opt is very close
to the optimal one, and that a considerable variance reduction is obtained in all
examples with small computational overhead.
When the logarithm of the pay-off P is concave, which is the case in many
applications, the proxy for the variance may be further simplified using convex
duality. The computation of the asymptotically optimal measure θ∗ then reduces
to one finite-dimensional optimization problem for European options and to the
solution of one ODE system (Euler-Lagrange equations) for the path-dependent
ones. In other words, additional complexity is the same as in the case of the Black-
Scholes model studied in [?], even though our model is much more complex.
The rest of this paper is structured as follows. In Section 2 we recall the notation
and results from the theory of large deviations which are used in the paper. Section 3
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provides a representation for the proxy of the variance, a simplified representation in
the case of concave log-payoffs and an easy to verify criterion for concavity. Section
4 presents explicit computations for European basket and Asian options. Numerical
illustrations of these examples, in the context of the variance gamma model, are
provided in Section 5. Lastly, the Appendix contains two technical lemmas.
2 Pathwise large deviations for Le´vy processes
In this section we recall and extend the known results on large deviations for Le´vy
processes, which will be used in the sequel, and introduce all the necessary notation.
We first formulate the large deviations principle (LDP) on abstract spaces. Let X
be a Haussdorf topological space endowed with its Borel σ-field. A rate function is
a [0,∞]-valued lower semi-continuous function on X . It is said to be a good rate
function if its level sets are compact.
Definition 3.1 (Large Deviation Principle). A family {Xε} of X -valued random
variables is said to obey a LDP in X with rate function I if for each open subset
G ⊂ X and each closed subset F ⊂ X
lim sup
ε→0
ε logP [Xε ∈ F ] ≤ − inf
x∈F
I(x)
and
lim inf
ε→0
ε logP [Xε ∈ G] ≥ − inf
x∈G
I(x).
The following result is the famous Varadhan’s lemma, which allows to evaluate
limits of functions of Xε in the large deviations asymptotics. More precisely, we
need an extension of this lemma, given in [?], which allows the function φ to take
the value −∞. This is necessary since the pay-off of the option may take zero value
on part of the domain, and the function φ will contain the log-pay-off in the sequel.
Lemma 3.2 (Varadhan’s lemma). Suppose that {Xε} satisfies the LDP with a good
rate function I : X → [0,∞] and let φ : X → [−∞,∞[ be such that the set
{φ > −∞} is open and φ is continuous on this set. Assume further that for some
γ > 1,
lim sup
ε→0
ε logE
[
e
γφ(Xε)
ε
]
<∞.
Then,
lim
ε→0
ε logE
[
e
φ(Xε)
ε
]
= sup
x∈X
{φ(x)− I(x)} .
We shall next recall the pathwise large deviation principle for Le´vy processes,
but first, following [?], we need to introduce specific topological spaces well suited
for this application, and recall some preliminary results on Le´vy processes.
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Spaces and topologies As usual, D denotes the space of right-continuous func-
tions with left limits (RCLL) y : [0, T ] → Rn with y(0) = 0. The subspace of D
containing all functions in D with bounded variation will be denoted by Vr. Simi-
larly, the space of all left-continuous functions with bounded variation on [0, T ] will
be denoted by Vl. The symbol M will denote the class of bounded R
n-valued mea-
sures on [0, T ]. Note that there is a one-to-one correspondence between elements of
Vr and the elements of M with no atom at 0: in particular, for every such µ ∈ M ,
the function t 7→ µ([0, t]) belongs to Vr. Let σ(D,M) denote the coarsest topology
on D for which the mapping x 7→ ∫
[0,T ]
xdµ is continuous for every µ ∈ M . This
topology is stronger than the topology of pointwise convergence but weaker than
the uniform topology.
For future reference, we let V acr denote the subspace of Vr consisting of all func-
tions of the form xt =
∫
[0,t]
x˙sds with x˙ ∈ L1([0, T ]), equipped with the norm
‖x‖ = ∫
[0,T ]
|x˙s|ds.
Preliminaries on Le´vy processes Recall that the law of an Rn-valued Le´vy
process X is characterized by its Le´vy triplet (A, ν, γ) via the Le´vy-Khintchine
formula
E[ei〈u,Xt〉] = exp t
(
i〈u, γ〉 − 〈Au, u〉
2
+
∫
Rn
(ei〈u,x〉 − 1− i〈u, x〉1|x|≤1)ν(dx)
)
Here, the Le´vy measure ν is a positive measure on Rn, which satisfies∫
(|x|2 ∧ 1)ν(dx) <∞
and governs the intensity of jumps, the matrix A is a positive definite n×n matrix,
which corresponds to the covariance of the diffusion component and the vector γ ∈
Rn is related to the deterministic linear component of X. We shall need the following
lemma.
Lemma 3.3. Let θ ∈ M and let X be a Le´vy process on Rn with characteristic
triplet (A, ν, γ). Then,
logE
[
e
∫
[0,T ]〈Xt,θ(dt)〉
]
=
∫
[0,T ]
G(θ([t, T ]))dt ∈ [0,∞],
where
G(u) = 〈u, γ〉+ 〈Au, u〉
2
+
∫
Rn
(e〈u,x〉 − 1− 〈u, x〉1|x|≤1)ν(dx). (3.2)
Proof. Step 1. Since the trajectories ofX are almost surely ca`dla`g, they are bounded
on [0, T ]. Since θ is also bounded, the dominated convergence theorem and the right-
continuity of X lead to the following almost sure approximation result.∫
[0,T ]
〈Xt, θ(dt)〉 = lim
n→∞
∫
(0,T ]
〈Xηn(t), θ(dt)〉 = lim
n→∞
n∑
i=1
〈Xtni , θ((tni−1, tni ])〉,
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where we denote tni =
iT
n
and ηn(t) = tni whenever t ∈ (tni−1, tni ]. Using once again
the dominated convergence theorem, we conclude that for all u ∈ R,
E
[
eiu
∫
[0,T ]〈Xt,θ(dt)〉
]
= lim
n→∞
E
[
exp
(
iu
n∑
i=1
〈Xtni , θ((tni−1, tni ])〉
)]
= lim
n→∞
E
[
exp
(
iu
n∑
j=1
〈Xtnj −Xtnj−1 , θ((tnj−1, T ])〉
)]
= lim
n→∞
exp
(
T
n
n∑
j=1
G(iuθ((tnj−1, T ]))
)
= exp
(∫
[0,T ]
G(iuθ((t, T ]))dt
)
= exp
(∫
[0,T ]
G(iuθ([t, T ]))dt
)
,
where the last line can once again be deduced from the dominated convergence
theorem for Lebesgue integrals and the fact that the mapping t 7→ θ((t, T ]) is ca`dla`g.
Step 2. Let us write Θt = θ([t, T ]). Then,∫
[0,T ]
G(iuθ([t, T ]))dt = iu
∫
[0,T ]
〈γ,Θt〉dt− u
2
2
∫
[0,T ]
〈AΘt,Θt〉dt
+ iu
∫
[0,T ]
dt
∫
Rn
〈Θt, x〉(1|〈Θt,x〉|≤1 − 1|x|≤1)ν(dx)
+
∫
[0,T ]
∫
R
(eiuz − 1− iuz1|z|≤1)νt(dz)dt,
where νt(A) := ν({x ∈ R : 〈Θt, x〉 ∈ A}). The integral in the last line is well defined
due to the following estimate (compare with Proposition 11.10 in [?]):∫
[0,T ]
∫
R
(z2 ∧ 1)νt(dz)dt =
∫
[0,T ]
∫
Rn
(|〈Θt, x〉|2 ∧ 1)ν(dx)dt
≤
∫
[0,T ]
(‖Θt‖2 ∨ 1)
∫
Rn
(‖x‖2 ∧ 1)ν(dx)dt <∞.
Fubini’s theorem (justified by the same estimate) and Le´vy-Khintchine formula then
allow us to conclude that
∫
[0,T ]
〈Xt, θ(dt)〉 is an infinitely divisible random variable
with characteristic triplet (A∗, ν∗, γ∗), where
A∗ =
∫
[0,T ]
〈AΘt,Θt〉dt;
ν∗(B) =
∫
[0,T ]
νt(B)dt, B ∈ B(R);
γ∗ =
∫
[0,T ]
〈γ,Θt〉dt+
∫
[0,T ]
∫
Rd
〈Θt, x〉(1|〈Θt,x〉|≤1 − 1|x|≤1)ν(dx).
The statement of the lemma now follows from Theorem 25.17 in [?].
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In the sequel, we shall make use of the following assumption on the Le´vy process
X.
(A1) There exists λ0 > 0 with
∫
|x|>1 e
λ0|x|ν(dx) <∞.
A large deviations principle for Le´vy processes In the following, we let X
denote a Rn-valued Le´vy process on [0, T ] with characteristic triple (A, ν, γ). We
introduce a family of Le´vy processes (Xε)ε>0 defined by X
ε
t = εXt/ε. The following
theorem is a corollary of Theorem 5.3 in [?].
Theorem 3.4. Suppose that Assumption (A1) holds true. Then the family (Xε)
satisfies the LDP in D for the σ(D,M)-topology with the good rate function J(y)
where
J(x) =

sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 −
∫
[0,T ]
G(µ([t, T ]))dt
}
if x ∈ Vr,
+∞ otherwise.
Proof. First, assume that A = 0. To apply [?, Theorem 5.3], we need to check that
(in the notation of this reference) θ0 ∈ L˜d. Since X is a Le´vy process, θ0(t, a) =
φ0(a) = a (see Equation (5.3) in [?]). Therefore, it is sufficient to check that a ∈
Lτ (Λ) (see [?], page 104). In our notation this is equivalent to (see Equation (2.1)
in [?]):
∃ α > 0 :
∫
Rn
τ(a/α)ν(da) ≤ 1, (3.3)
where τ(x) = e|x| − |x| − 1. Let R be such that ν({x : |x| > R}) < 1
4
. We shall use
the following decomposition.∫
Rn
τ(a/α)ν(da) ≤
∫
|x|>R
e|a|/αν(da) + ν({x : |x| > R})
+
1
α
∫
|x|>R
|a|ν(da) +
∫
|x|≤R
(e|a|/α − |a|/α− 1)ν(da).
Using the dominated convergence theorem and Assumption (A1), it is easy to see
that the first term in the right-hand side converges to ν({x : |x| > R}) as α → ∞,
while the third and the last terms can be made arbitrarily small by taking α large
enough. This means that the bound (3.3) holds true.
We will now extend this result to the general case (A 6= 0). Let W be an
Rn-valued standard Brownian motion on [0, T ], and let σ be any matrix such that
σ⊤σ = A. Since σW is a Le´vy process admitting all exponential moments, by
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Theorem 1.2 in [?], the family {σW ε := εσW·/ε} satisfies a LDP in D endowed with
the uniform topology, with rate function
JA(x) =

∫
[0,T ]
G∗(x˙s)ds, if x ∈ V acr ,
+∞ otherwise,
where
G∗(η) = sup
ξ∈Rn
{
〈η, ξ〉 − 1
2
〈Aξ, ξ〉
}
.
By Lemma 3.16, the following representation for JA also holds true.
JA(x) =

sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 − IA(µ)
}
if x ∈ V acr
+∞ otherwise,
with
IA(µ) =
1
2
∫
[0,T ]
〈Aµ([t, T ]), µ([t, T ])〉dt.
Let the continuous martingale part of the Le´vy process X be given by σW , and
define Zε = εZ·/ε with Zt = Xt−σWt. In view of the independence of Z andW , and
the first part of the proof, the couple (Zε, σW ε) satisfies the LDP on the product
space D ×D with the rate function J¯(g) + JA(f), where
J¯(x) =

sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 − I¯(µ)
}
if x ∈ Vr
+∞ otherwise,
with I¯(µ) =
∫
[0,T ]
G¯(µ([t, T ]))dt, and G¯ defined by the same formula as G but with
A = 0.
Then by the contraction principle (Theorem 4.2.1 in [?]) applied to the mapping
(x, y) 7→ x+ y, the family (Xε) satisfies the LDP on D with the good rate function
J(z) = inf
x∈Vr,y∈Vr:x+y=z
{J¯(x) + JA(y)} = J¯  JA(z) = I¯∗ I∗A(z),
where the star denotes the convex conjugate. By the classical result on inf-convolution,
this implies that
J∗(µ) = I¯∗∗(µ) + I∗∗A (µ).
Since both I¯ and IA are positive convex lower semicontinuous functions, by Propo-
sition 1.3.3 in [?] they coincide with their bipolars, so that
J∗(µ) = I¯(µ) + IA(µ).
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Finally, since J is a good rate function, it is convex and lower semicontinuous, and
it also clearly admits an affine minorant because both J¯ and JA are nonnegative.
Thus, once again by Proposition 1.3.3 in [?],
J(x) = J∗∗(x) = (I¯ + IA)∗(x),
which proves the theorem.
Note that De Acosta [?] proves an LDP for the uniform topology under the
assumption that all exponential moments are finite. However, this assumption is
too strong in practice, since most financial models are based on Le´vy processes with
exponential tail decay.
3 Main results
As mentioned in the introduction, our importance sampling estimator is based on
the path-dependent Esscher transform,
dPθ
dP
=
e
∫
[0,T ]〈Xt,θ(dt)〉
E
[
e
∫
[0,T ]〈Xt,θ(dt)〉
] (3.4)
where θ is a (deterministic) bounded Rn-valued signed measure on [0, T ].
The optimal choice of θ should minimize the variance of the estimator under Pθ,
VarPθ
(
P
dP
dPθ
)
= EP
[
P 2
dP
dPθ
]
− E [P ]2
In the following we shall denote by H the log-payoff of the option expressed as
function of the Le´vy process, with the convention that log 0 = −∞:
H(X) = logP (S), X it = log
Sit
Si0
, 0 ≤ t ≤ T.
Then, using Lemma 3.3, the minimization problem writes
inf
θ∈M
EP
[
exp
{
2H(X)−
∫
[0,T ]
〈Xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt
}]
,
where
G(θ) = 〈θ, γ〉+
∫
Rn
(e〈θ,x〉 − 1− 〈θ, x〉1|x|≤1)ν(dx).
Given the possibly complex form of the log-payoff H, the above expression for
the variance is difficult to minimize. Our approach is instead to minimize a proxy
of the variance, which has a more tractable form. Our first main result provides an
expression for such a proxy, which we aim to minimize to obtain an asymptotically
optimal variance reduction.
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Proposition 3.5. Let Assumption (A1) hold true, and suppose that the set {x ∈
D : H(x) > −∞} is open and contains the zero element, that H is continuous on
this set for the σ(D,M)-topology, and that H and θ ∈M satisfy one of the following
alternative assumptions.
(i) There exist constants C <∞ and B < λ0/4n such that
H(x) ≤ C +B sup
s∈[0,T ]
n∑
i=1
|xis|
and
max
0≤t≤T
|θ([t, T ])| < λ0 − 4nB.
(ii) H is bounded and ∫
[0,T ]
G(−γθ([t, T ]))dt <∞
for some γ > 1.
Then it holds that
lim
ε→0
ε logE
[
e
2H(Xε)−∫[0,T ]〈Xεt ,θ(dt)〉
ε
]
= sup
x∈D
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉 − J(x)
}
.
Proof. Since the pay-offH is assumed to be continuous on the set {x : H(x) > −∞},
the continuity of the mapping
x 7→ 2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉
on the same set for the σ(D,M)-topology follows from the definition of this topol-
ogy. It remains to check the integrability condition of Varadhan’s lemma under the
alternative assumptions. Under the assumption (ii), this condition follows directly
from Lemma 3.3. We shall therefore admit that assumption (i) holds true for the
rest of this proof. Then we may choose p > 1 and q > 1 with 1
p
+ 1
q
= 1, as well as
γ > 1, such that
qγ max
0≤t≤T
|θ([t, T ])| < λ0 and 4γpnB < λ0. (3.5)
Moreover, there exists b > 0 with
E
[
(X it − bt)e4Bγpn(X
i
t−bt)
]
< 0 and E
[
(−X it − bt)e4Bγpn(−X
i
t−bt)
]
< 0 (3.6)
for all t > 0 and all i. To see this, remark that, for example, for the first inequality,
E
[
(X it − bt)e4Bγpn(X
i
t−bt)
]
= E[e4Bγpn(X
i
t−bt)]Ê[X it − bt],
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where Ê denotes the expectation under the new probability measure P̂ defined by
dP̂
dP
∣∣∣
Ft
=
e4BγpnX
i
t
E
[
e4BγpnX
i
t
] .
In view of the condition 4γpnB < λ0, this probability measure is well defined, and
the process X is a Le´vy process with finite expectation under P̂ (see e.g., Example
33.14 in [?]). Therefore, the first condition in (3.6) is satisfied by taking b > Ê[X i1]
(this choice does not depend on t). The second condition is ensured in a similar
way.
Then, by the assumption onH, Ho¨lder’s inequality, and Lemma 3.3, the following
estimates hold true:
lim sup
ε→0
ε logE
[
e
γ(2H(Xε)−∫[0,T ]〈Xεt ,θ(dt)〉)
ε
]
≤ 2Cγ + lim sup
ε→0
ε logE
[
e
γ(2B sups∈[0,T ]
∑n
i=1 |X
ε,i
s |−
∫
[0,T ]〈Xεt ,θ(dt)〉)
ε
]
= 2Cγ + lim sup
ε→0
ε logE
[
eγ(2B sups∈[0,T ]
∑n
i=1 |Xis/ε|−
∫
[0,T ]〈Xt/ε,θ(dt)〉)
]
≤ 2Cγ + 2bnTγB +
n∑
i=1
lim sup
ε→0
ε logE
[
e4Bγpn sups∈[0,T ](X
i
s/ε
−bs/ε)
]
+
n∑
i=1
lim sup
ε→0
ε logE
[
e4Bγpn sups∈[0,T ](−X
i
s/ε
−bs/ε)
]
+ lim sup
ε→0
ε logE
[
e−qγ
∫
[0,T ]〈Xt/ε,θ(dt)〉
]
≤ 2Cγ + 2bnTγB +
n∑
i=1
lim sup
ε→0
ε logE
[
e4Bγpn sups≥0(X
i
s−bs)
]
+
n∑
i=1
lim sup
ε→0
ε logE
[
e4Bγpn sups≥0(−X
i
s−bs)
]
+
∫
[0,T ]
G(−qγθ([t, T ]))dt <∞,
where the finiteness of the two sums follows from Lemma 3.15 applied to processes
X it − bt and −X it − bt, and that of the last term follows from the first inequality in
(3.5).
In view of Proposition 3.5 we suggest to obtain the candidate variance reduction
parameter θ∗ by minimizing
sup
x∈Vr
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
(3.7)
over θ ∈M . It is then natural to ask, how close the corresponding measure change
will be to the optimal one which minimizes the variance of the Monte Carlo estimator
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over all possible measure changes. Varadhan’s lemma allows to define a notion of
asymptotic optimality, which provides a partial answer to this question. Consider a
family of importance sampling measures (Q(ε))ε>0. By Jensen’s inequality,
lim inf
ε↓0
ε logEQ(ε)
[(
e
1
ε
H(Xε) dP
dQ(ε)
)2]
≥ 2 lim sup
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
We shall call a family of importance sampling measure changes asymptotically op-
timal if, for this family, the above inequality becomes an equality and the lim-
inf/limsup become limits. In other words, the asymptotically optimal measure
change does at least as well as any other measure change at the logarithmic scale of
large deviations.
Definition 3.6. Let (Q(ε))ε>0 be a family of importance sampling measure changes.
We say that (Q(ε))ε>0 is asymptotically optimal if
lim
ε↓0
ε logEQ(ε)
[(
e
1
ε
H(Xε) dP
dQ(ε)
)2]
= 2 lim
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
.
The following theorem, which is the main result of this paper, shows that for
concave log-payoffs, the importance sampling measure associated to the parameter
θ∗ computed by minimizing the expression (3.7) is asymptotically optimal, and its
computation is greatly simplified. In other words, for such pay-offs, it is sufficient
to consider only measure changes of the form (3.4) with deterministic θ to achieve
asymptotic optimality over all possible measure changes. European basket put op-
tions and many path-dependent put-like payoffs encountered in practice are indeed
concave. This theorem shall be proven under the following assumption.
(A2) The function G is lower semicontinuous and its effective domain D := {x ∈
Rn : G(x) <∞} is open and bounded.
Remark 3.7. This assumption may appear quite restrictive. It is satisfied by models
where the tail decay is exactly exponential, such as variance gamma, normal inverse
gaussian, CGMY and their multidimensional versions. However, it rules out models
with faster than exponential tail decay such as the celebrated Merton’s model. We
expect that for such models a similar result may still be shown, but one would need
to use different, and slightly more complex methods (Orlicz spaces instead of L∞).
To keep the length of the proof reasonable, we have chosen to present the argument
in the case of a bounded domain.
Note also, that even though Assumption (A2) is required for a rigorous proof
of asymptotic optimality of θ∗, even without this assumption the large deviations
result suggests that a good candidate importance sampling measure change may
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be found by solving the variational problem in the right-hand side of Equation 3.8.
The importance sampling optimization problem is ill-posed to begin with, since
identifying the optimal measure requires one to know the expectation that one is
interested in computing in the first place. As such, the objective is to identify a
change of measure which is ’good’, and Theorem 3.8 certainly provides us with a
candidate measure, which can be used to reduce variance, and whose existence does
not require the Assumption (A2).
Theorem 3.8. Let H be concave, and assume that the set {x ∈ Vr : H(x) > −∞}
is nonempty and contains the zero element, and that H is continuous on this set for
σ(D,M)-topology. Let Assumptions (A1) and (A2) be satisfied. Then,
inf
θ∈M
sup
x∈Vr
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
= 2 inf
θ∈M
{Ĥ(θ) +
∫
[0,T ]
G(θ([t, T ]))dt} (3.8)
where
Ĥ(θ) = sup
x∈Vr
{H(x)−
∫
[0,T ]
〈xt, θ(dt)〉}.
Moreover, if the infimum in the right-hand side of (3.8) is attained by θ∗ then the
same value θ∗ attains the infimum in the left-hand side of (3.8). If, in addition, the
pay-off functional H and the candidate parameter θ∗ satisfy the assumptions (i) or
(ii) of Proposition 3.5 then the importance sampling measure corresponding to θ∗ is
asymptotically optimal.
The proof of this theorem is based on the following minimax result.
Lemma 3.9. Let H and G satisfy the assumptions of Theorem 3.8. Then,
sup
x∈Vr
inf
µ∈M
{2H(x)−
∫
[0,T ]
〈xt, µ(dt)〉+
∫
[0,T ]
G(µ([t, T ]))dt}
= inf
µ∈M
sup
x∈Vr
{2H(x)−
∫
[0,T ]
〈xt, µ(dt)〉+
∫
[0,T ]
G(µ([t, T ]))dt}.
Proof. To prove this minimax result, we are going to use the classical Banach space
theory. The first step is therefore to show that sup and inf above may be taken over
Banach spaces.
Step 1. The goal of this step is to show that
sup
x∈Vr
inf
µ∈M
{2H(x)−
∫
[0,T ]
〈xt, µ(dt)〉+
∫
[0,T ]
G(µ([t, T ]))dt}
= sup
x˙∈L2([0,T ])
inf
y∈L2([0,T ])
{2H(x)−
∫
[0,T ]
〈x˙t, yt〉dt+
∫
[0,T ]
G(yt)dt} (3.9)
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We shall first prove that the sup may be taken over L2([0, T ]), or, in other words,
that
sup
x∈Vr
{2H(x)− J(x)} = sup
x˙∈L2([0,T ])
{2H(x)− J(x)}. (3.10)
To prove (3.10) we will establish that for every x ∈ Vr there is a sequence {xn} with
x˙n ∈ L2([0, T ]) with J(xn)→ J(x) and H(xn)→ H(x). By Lemma 3.16,
J(x) =

∫
[0,T ]
La
(
dx˙a
dt
(t)
)
dt+
∫
[0,T ]
Ls
(
dx˙s
dµ
(t)
)
dµ if x ∈ Vr
+∞ otherwise.
(3.11)
Note that since the effective domain of G is bounded, the function La is Lipschitz,
and we denote its Lipschitz constant by K. This means that also |Ls(x/‖x‖)| ≤ K
for all x ∈ Rn. We shall apply Theorem 2.2 in [?], more precisely point ii. of Remark
2.3 after this theorem. Letting f(x, s) = La(s), it is easy to check, possibly after
adding a constant to f , that f satisfies Assumptions (i)–(vi) of this theorem. Then,
let µn for all n and µ be equal to the Lebesgue measure on [0, T ] and let λ be the
vector-valued measure on [0, T ] associated to the finite variation function x. We
may represent
λ = λc +
∞∑
i=1
ciδxi ,
where λc has no atom, {‖ci‖} is a decreasing sequence with
∑∞
i=1 ‖ci‖ < ∞, {xi}
are distinct points with xi ∈ (0, T ] for all i and δx denotes the Dirac measure at x.
By Theorem 2.2 and Remark 2.3 in [?], in view of the representation (3.11), there
exists a sequence {λcn} of measures on [0, T ], with λcn ≪ µ for all n, converging to
λc in the weak∗ topology such that
lim
n
J(xcn) = J(x
c), (3.12)
where xcn(t) =
∫
[0,t]
λcn(ds) and x
c =
∫
[0,t]
λc(ds). It is easy to see that we may
assume that λcn ∈ L2([0, T ]) for every n. Since xc is continuous, xcn converges to xc
in σ(D,M). Indeed, since λ has no atom, for every t ∈ [0, T ], xcn(t) converges to
xc(t). Then, by dominated convergence, for every µ ∈M , ∫
[0,T ]
xcn(t)µ(dt) converges
to
∫
[0,T ]
xc(t)µ(dt).
Fix ε > 0, let nε be such that
∑
i>nε
(1 +K)‖ci‖ < ε, and
|J(xcn)− J(xc)| ≤ ε
for n ≥ nε. Let δε < ε be such that xi > δε for i = 1, . . . , nε, and the intervals
[xi − δε, xi] for i = 1, . . . , nε are disjoint, and moreover
nε∑
i=1
∫ xi
xi−δε
(La(0) + 2K|λcnε |)ds ≤ ε
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and ∣∣∣∣∣
nε∑
i=1
δεLa(
ci
δε
)−
nε∑
i=1
Ls(ci)
∣∣∣∣∣ ≤ ε.
Such a choice of δε is possible in virtue of the integrability of λ
c
nε and of the definition
of Ls.
Define
λε = λ
c
nε +
nε∑
i=1
ci
δε
1xi−δε≤x≤xidx,
and xε(t) =
∫
[0,t]
λε(s)ds, so that x˙ε ∈ L2([0, T ]). Then, in view of our choice of nε
and δε,
|J(x)− J(xε)| =
∣∣∣∣∣J(xc)− J(xcε) +
∞∑
i=1
Ls(ci) +
nε∑
i=1
∫ xi
xi−δε
{
La(λ
c
nε +
ci
δε
)− La(λcnε)
}
ds
∣∣∣∣∣
≤ 2ε+
∣∣∣∣∣
nε∑
i=1
Ls(ci) +
nε∑
i=1
∫ xi
xi−δε
{
La(λ
c
nε +
ci
δε
)− La(λcnε)
}
ds
∣∣∣∣∣
≤ 4ε+
∣∣∣∣∣
nε∑
i=1
{Ls(ci)− δεLa(ci/δε)}
∣∣∣∣∣ ≤ 5ε.
Now, let (εk) be a sequence of positive numbers converging to zero. We have shown
that J(xεk) → J(x) as k → ∞. It remains to show that xεk converges to x in the
σ(D,M) topology. By [?, Proposition B1] we may equivalently prove that for every
LCRL function f : [0, T ]→ Rn with bounded variation,
lim
k→∞
∫
[0,T ]
f(s)λεk(ds) =
∫
[0,T ]
f(s)λ(ds).
For the continuous part this convergence has already been established, so that it
remains to study the convergence of
nεk∑
i=1
ci
δεk
∫ xi
xi−δεk
f(s)ds.
By the left continuity of f , each term converges to cif(xi), and the summability
of
∑∞
i=1 ‖ci‖ implies that the sum also converges. We have thus shown that xεk
converges to x in the σ(D,M) topology as k → ∞, and the proof of (3.10) is
completed using the continuity of H.
Now, let x˙ ∈ L2([0, T ]). By Proposition B.1 in [?],
inf
µ∈M
{2H(x)−
∫
[0,T ]
〈xt, µ(dt)〉+
∫
[0,T ]
G(µ([t, T ]))dt}
= inf
y∈Vl
{2H(x)−
∫
[0,T ]
〈yt, x˙t〉dt+
∫
[0,T ]
G(yt)dt}
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Let y ∈ L2([0, T ]) such that ∫
[0,T ]
G(yt)dt < ∞. By modifying y on a set of
Lebesgue measure zero, we may assume that yt ∈ domG for all t ∈ [0, T ]. Then, for
every n ≥ 1, (1 − 1/n)yt ∈ int domG for all t ∈ [0, T ] and there is a constant Kn
with G((1− 1/n)yt) ≤ Kn for t ∈ [0, T ].
For a fixed n, we can find a sequence of functions (ym)n≥1 belonging to Vl with
G(ym) ≤ Kn for t ∈ [0, T ], which converges to (1 − 1/n)y in Lebesgue measure on
[0, T ] (use Lusin’s theorem plus a uniform approximation of continuous functions
with piecewise constant functions). Then, by the dominated convergence theorem,
in view of the continuity of G on the interior of its domain,
−
∫
[0,T ]
〈x˙t, ymt 〉dt+
∫
[0,T ]
G(ymt )dt→ (1−
1
n
)
∫
[0,T ]
〈x˙t, yt〉dt−
∫
[0,T ]
G((1− 1
n
)yt)dt
as m→∞. On the other hand, by Equation (6.2) in [?] (which is easily seen to be
valid even in the case of a nonzero Gaussian component), as n→∞,
(1− 1/n)
∫
[0,T ]
〈x˙t, yt〉dt−
∫
[0,T ]
G((1− 1/n)yt)dt→
∫
[0,T ]
〈x˙t, yt〉dt−
∫
[0,T ]
G(yt)dt
This finishes the proof of Step 1.
Step 2. Our aim in this step is to show that sup and inf in (3.9) may be
exchanged. We shall use the classical minimax result ([?], Proposition VI.2.3 on
page 175). By our assumption on H, it is upper semicontinuous on Vr for the
σ(D,M)-topology, and thus also upper semicontinuous on L2([0, T ]) for the strong
norm. On the other hand, the mapping
y 7→
∫
[0,T ]
G(yt)dt
is convex and lower semicontinuous in the strong topology of L2 (see [?]). Finally,
since the effective domain is bounded, the set of y such that
∫
[0,T ]
G(ys)ds < ∞ is
bounded in L2 norm. Therefore, Proposition VI.2.3 applies and
sup
x˙∈L2([0,T ])
inf
y∈L2([0,T ])
{2H(x)−
∫
[0,T ]
〈x˙t, yt〉dt+
∫
[0,T ]
G(yt)dt}
= inf
y∈L2([0,T ])
sup
x˙∈L2([0,T ])
{2H(x)−
∫
[0,T ]
〈x˙t, yt〉dt+
∫
[0,T ]
G(yt)dt}. (3.13)
Step 3. It remains to be seen that the infimum in (3.13) can be taken over
the space Vl and the supremum over Vr. To prove the first point, we shall show
that the inner supremum equals +∞ whenever y has unbounded variation; the
infimum can then be restricted to Vl since a function of bounded variation has a
countable number of points of discontinuity and the integrals are computed with
respect to the Lebesgue measure. Since G(y) ≥ 0, it is enough to consider the
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first two terms. By assumptions on H, there exists ε > 0 and C < ∞ such that
H(x) > −C whenever x ∈ Bε(0), where the ball is defined for the topology of
uniform convergence. Assume that y has unbounded variation and let N > 0. By
definition of the total variation, there exists ψ ∈ C∞0 ([0, T ]) with ‖ψ‖L∞ ≤ 1 such
that
∫
[0,T ]
〈yt, ψ˙t〉dt < −Nε . Therefore, letting x = εψ, we have x ∈ Bε(0) and so
2H(x)−
∫
[0,T ]
〈x˙t, yt〉dt > −C +N.
Using the integration by parts (Proposition B.1 in [?]), this proves that the right-
hand side of (3.13) is equal to
inf
µ∈M
sup
x˙∈L2([0,T ])
{2H(x)−
∫
[0,T ]
〈xt, dµt〉+
∫
[0,T ]
G(µ([t, T ]))dt}.
Finally, using the same approximation argument as in the first step, we may show
that the inner supremum may be taken over x ∈ Vr.
Proof of Theorem 3.8. Applying Lemma 3.9 to the modified pay-off function
H˜(x) = H(x)− 1
2
∫
[0,T ]
〈xt, θ(dt)〉,
which clearly also satisfies the required assumptions, and using the expression of the
rate function, J , we get
inf
θ∈M
sup
x∈Vr
{2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)}
= inf
θ∈M
sup
x∈Vr
inf
µ∈M
{2H(x)−
∫
[0,T ]
〈xt, θ(dt) + µ(dt)〉
+
∫
[0,T ]
G(θ([t, T ]))dt+
∫
[0,T ]
G(µ([t, T ]))dt}
= inf
θ∈M
inf
µ∈M
sup
x∈Vr
{2H(x)−
∫
[0,T ]
〈xt, θ(dt) + µ(dt)〉
+
∫
[0,T ]
G(θ([t, T ]))dt+
∫
[0,T ]
G(µ([t, T ]))dt}
= inf
θ∈M
inf
µ∈M
{2Ĥ
(
θ + µ
2
)
+
∫
[0,T ]
G(θ([t, T ]))dt+
∫
[0,T ]
G(µ([t, T ]))dt} (3.14)
= 2 inf
θ∈M
{Ĥ(θ) +
∫
[0,T ]
G(θ([t, T ]))dt}, , (3.15)
where the last equality follows by convexity of G, taking µ = θ.
To prove the last statement of the theorem, assume that the infimum in (3.15)
is attained by θ∗. Then, using the equality of (3.14) and (3.15), and taking µ = θ∗
in (3.14), we see that the same value θ∗ also attains the infimum in (3.14). Let Pθ
∗
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be the importance sampling measure change associated to θ∗ via (3.4). Then, the
following estimates hold true.
lim
ε↓0
ε logEP
θ∗
[(
e
1
ε
H(Xε) dP
dPθ∗
)2]
= inf
θ∈M
sup
x∈Vr
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
= sup
x∈Vr
inf
θ∈M
{
2H(x)−
∫
[0,T ]
〈xt, θ(dt)〉+
∫
[0,T ]
G(θ([t, T ]))dt− J(x)
}
= sup
x∈Vr
{2H(x)− 2J(x)} = 2 lim
ε↓0
ε logE
[
e
1
ε
H(Xε)
]
,
where the first and the last equalities follow from Proposition 3.5, the second one
follows from Lemma 3.9, and the third one follows from the expression of J .
Concavity of the log-payoff The concavity of the log-payoff function H(x) may
be tested using the following simple lemma. We recall that X it = log
Sit
Si0
for i =
1, . . . , n.
Lemma 3.10. Let P˜ (X) = P (S) and assume that P˜ is concave on the set X+ :=
{x ∈ D : P˜ (x) > 0} and that the set X+ is convex. Then the log-payoff H : D 7→ R
is concave in x.
Proof. Let 0 < α < 1 and choose a, b ∈ X+. Then,
αH(a) + (1− α)H(b) = α log P˜ (a) + (1− α) log P˜ (b)
≤ log(αP˜ (a) + (1− α)P˜ (b)) ≤ log P˜ (αa+ (1− α)b) = H(αa+ (1− α)b),
which shows that H is concave on X+. Since H(x) = −∞ for x /∈ X+ and the set
X+ is convex, H is also concave on the whole space.
4 Examples
In this section, we specialize the results of the previous section to several option
pay-offs encountered in practice. Throughout this section we assume that the Le´vy
process satisfies the assumptions (A1) and (A2). For each considered pay-off, we
need to check the assumptions of Proposition 3.5 to ensure that the asymptotically
optimal variance reduction measure θ∗ may indeed be defined as in Definition 3.6,
and the assumptions of Theorem 3.8, to ensure that one can use the simplified
formula (3.8) to compute θ∗.
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General European pay-off In the case of European pay-offs, the problem of
finding the optimal parameter θ∗ is finite-dimensional and the optimal measure
change is the standard Esscher transform.
Proposition 3.11. Assume that H ((xt)0≤t≤T ) = h(xT ) with h : Rn → R concave
and continuous on the set {x ∈ Rn : h(x) > −∞}, which is assumed to be open and
contain the point x = 0. Let G satisfy the assumptions 1 and 2. Then, assumptions
of Theorem 3.8 are satisfied and θ∗ = θ¯∗δT , where δT is the Dirac measure at T , and
θ¯∗ = arg min
θ∈Rn
{hˆ(θ) + TG(θ)},
where hˆ(θ) = supv∈Rn{h(v)−〈v, θ〉}. In addition, if h is bounded then the additional
assumption (ii) of Proposition 3.5 is satisfied and θ∗ is asymptotically optimal.
Proof. Note first that the minimizer exists since G is l.s.c. and coercive by Assump-
tion 2, and hˆ is l.s.c. and bounded from below. The log-payoff H clearly satisfies the
assumptions of Theorem 3.8. If θ([0, T )) 6= 0, then Ĥ(θ) = +∞ since one can choose
xt = a1t<T with a arbitrary. This means that one can restrict the optimization in
(3.8) to measures of the form θδT where θ ∈ Rn, and the rest of the proof follows
easily. Finally, since the effective domain of G is open, θ∗ belongs to its interior,
and therefore there exists γ > 1 such that∫
[0,T ]
G(γθ∗([t, T ]))dt = TG(γθ∗) <∞,
which shows that (ii) of Proposition 3.5 is satisfied.
Remark 3.12. We observe that the function G(θ) is known explicitly in most mod-
els. In addition, under the measure Pθ, X is still a Le´vy process which often falls
into the same parametric class (see e.g., the variance gamma example in the follow-
ing section). Thus, the only overhead of using the importance sampling estimator
proposed in this paper for European options is due to the additional time needed
to solve an explicit convex optimization problem in dimension n, which is usually
negligible.
European basket put option Now consider a specific European pay-off of the
form P (S1, . . . , Sn) = (K−S1T−· · ·−SnT )+. Then, using the notation of the previous
paragraph,
h(x1, . . . , xn) = log(K − S10ex1 − · · · − Sn0 exn)+.
To simplify notation we shall assume that S10 = · · · = Sn0 = 1 and K > n (the
other situations may be considered similarly). This function is bounded from above,
continuous on the set where it is not equal to −∞, and finite at x = 0. On the
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other hand, the function P˜ = (K − ex1 − · · · − exn)+ is concave on {P˜ > 0} by
convexity of the exponential and the set {ex1 + · · ·+ exn < K} is convex. Therefore,
by Lemma 3.10, the function h is concave. Therefore, the asymptotically optimal
variance reduction measure parameter θ∗ is given in Proposition 3.11, where the
convex conjugate of h is easily shown to be
hˆ(θ) =

+∞ θk ≥ 0 for some k
−
(
1−
∑
k
θk
)
log
1−∑k θk
K
−
∑
k
θk log(−θk) otherwise.
Numerical examples for the European basket put option are given in the next section.
Arithmetic asian put option In this example the Le´vy process X is one-
dimensional and we consider the Asian option with log-payoff
H(x) = log
(
K − 1
T
∫
[0,T ]
S0e
xtdt
)+
.
Once again, to simplify notation we assume that S0 = 1 and K > 1 so that H(0)
is finite, otherwise a constant shift may be applied to x. Let us show that H is
continuous in the σ(D,M)-topology on the set where it is finite. Let {xn} ⊂ Vr be a
sequence converging in the σ(D,M)-topology. Clearly, this sequence also converges
in the weak∗ topology of L∞, which is the dual of the Banach space L1. Therefore
it follows from the Banach-Steinhaus theorem that {xn} is uniformly bounded. The
continuity of eH and the continuity of H on the set {H > −∞} now follows from
the dominated convergence theorem.
Let us now check the concavity of H. Remark that K − 1
T
∫
[0,T ]
extdt is concave
by convexity of the exponential, and for x, y ∈ D such that 1
T
∫
[0,T ]
extdt < K and
1
T
∫
[0,T ]
eytdt < K,
1
T
∫
[0,T ]
eαxt+(1−α)ytdt ≤ 1
T
∫
[0,T ]
(αext + (1− α)eyt) dt < K,
which implies that the set {P˜ > 0} is convex. By Lemma 3.10, H is then concave.
Therefore, the assumptions of Theorem 3.8 are satisfied by the arithmetic Asian
put option. The convex conjugate of H and the candidate optimal parameter θ∗ are
described by the following proposition.
Proposition 3.13.
i. If θ is absolutely continuous, with density (also denoted by θt) satisfying θt ≤ 0
for all t ∈ [0, T ], then Ĥ(θ) is given by
Ĥ(θ) = log
K
1− ∫
[0,T ]
θtdt
−
∫
[0,T ]
θt log
−KTθt
1− ∫
[0,T ]
θsds
dt.
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Otherwise Ĥ(θ) = +∞.
ii. There exists an asymptotically optimal measure parameter θ∗ which minimizes
the right-hand side of (3.8) and has a nonpositive density on [0, T ], denoted
by (θ∗t )0≤t≤T .
iii. The function ψ∗t =
∫ T
T−t θ
∗
sds is the solution of the boundary value problem
p˙t = −G′(ψ∗t ), pT = − log
K
1− ψ∗T
+ 1,
ψ˙∗t = −
1
T
ept−1, ψ∗0 = 0.
Remark 3.14. This system can be integrated explicitly:
ψ¨t = −ψ˙tG′(ψt) ⇒ ψ˙t = −G(ψt)− C ⇒
∫
[0,ψt]
dφ
C +G(φ)
= −t,
where the constant C is determined from the terminal condition.
Proof. Part i. By definition,
Ĥ(θ) = sup
x∈Vr
{
log
(
K − 1
T
∫
[0,T ]
extdt
)+
−
∫
[0,T ]
xtθ(dt)〉
}
.
First, assume that there is an interval [a, b) ⊂ [0, T ] such that θ([a, b)) > 0. Then,
letting xt = logK for t /∈ [a, b) and xt = −N for t ∈ [a, b), and making N tend to
+∞, we see that Ĥ(θ) = +∞. The case when θ has a positive atom at T is treated
similarly. Therefore, from now on we may assume that θ is a negative measure.
Assume that it is not absolutely continuous. Then, there exists ε > 0 such that for
all δ > 0, there exists a finite sequence of pairwise disjoint sub-intervals [xk, yk) of
[0, T ] satisfying ∑
k
(yk − xk) < δ
such that ∑
k
θ([xk, yk)) < −ε.
We define I = ∪k[xk, yk). Let xt = N > log(K/2) when t ∈ I and xt = log(K/2)
otherwise. Then,
log
(
K − 1
T
∫
[0,T ]
extdt
)+
−
∫
[0,T ]
xtθ(dt)〉 ≥ log
(
K/2− δ
T
eN
)+
−θ(Ic) log K
2
+Nε.
Taking N sufficiently large and δ sufficiently small, we see that Ĥ(θ) = +∞ in this
case as well. We may therefore assume that θ is an absolutely continuous negative
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measure, and, with an abuse of notation, its density will also be denoted by θt. The
computation of Ĥ(θ) reduces to computing the supremum
sup
x
{
log
(
K − 1
T
∫
[0,T ]
extdt
)
−
∫
[0,T ]
xtθtdt
}
, (3.16)
where with no loss of generality we consider only those x ∈ Vr for which the expres-
sion under the sign of logarithm is positive. For such x, the functional is Gateaux
differentiable, and since it is also concave, the sufficient condition for optimality for
this optimization problem writes
θt = − 1
T
ext
K − 1
T
∫
[0,T ]
exsds
.
Integrating this expression from 0 to T , we find
K − 1
T
∫
[0,T ]
exsds =
K
1− ∫
[0,T ]
θtdt
and so
xt = log
−KTθt
1− ∫
[0,T ]
θtdt
.
Substituting this into (3.16), we obtain the first part of the proposition.
Part ii. To compute the candidate importance sampling measure parameter θ∗,
we need to solve
min
θ∈M
{Ĥ(θ) +
∫
[0,T ]
G(θ([t, T ]))dt}
= min
θt≤0
{(
1−
∫
[0,T ]
θsds
)
log
K
1− ∫
[0,T ]
θtdt
−
∫
[0,T ]
θt log(−Tθt)dt
+
∫
[0,T ]
G
(∫ T
t
θsds
)
dt
}
Introducing the function ψt =
∫ T
T−t θsds, the optimization problem becomes
min
ψ˙t≤0
(
1− ψT
)
log
K
1− ψT −
∫
[0,T ]
ψ˙t log(−T ψ˙t)dt+
∫
[0,T ]
G(ψt)dt. (3.17)
Let (a, b) be the effective domain of G, and γ : (−∞,∞) → (a, b) be a strictly
increasing C1 function. The above problem can then be written as the standard
deterministic control problem:
min
ut≤0,0≤t≤T
(1− γ(xT )) log K
1− γ(xT ) −
∫
[0,T ]
ut log(−Tut)dt
+
∫
[0,T ]
G(γ(xt))dt, x˙t =
ut
γ′(xt)
. (3.18)
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The existence of an absolutely continuous solution x∗t , 0 ≤ t ≤ T for the problem
(3.18) and thus of an absolutely continuous solution ψ∗t , 0 ≤ t ≤ T for the problem
(3.17) is ensured by Theorem III.4.1 and Corollary III.4.1 in [?]. Moreover, this
solution satisfies a < ψ∗t < b for t ∈ [0, T ], and since ψ∗ is continuous and the
effective domain of G is open, there exists γ > 1 such that
∫
[0,T ]
G(γψ∗t )dt < ∞,
which means that the condition (ii) of Proposition 3.5 is satisfied and the optimal
measure parameter θ∗t = ψ˙
∗
t is asymptotically optimal.
Part iii. By Pontryagin’s maximum principle for deterministic control problems
(see Theorem II.11.5 in [?] and the discussion on the equivalent problems in para-
graph II.4 of this reference), the necessary condition for ψ∗ to be the minimizer of
(3.17) is that for every t ∈ [0, T ], ψ˙∗t is the minimizer of
ptψ˙t − ψ˙t log(−T ψ˙t),
where pt is the “adjoint state” satisfying
p˙t = −G′(ψ∗t ), pT = 1− logK + log(1− ψ∗T ).
Numerical examples for the Asian put option are given in the next section.
5 Numerical illustrations
In this section, we illustrate the results of this paper with numerical computations
in the multivariate variance gamma model. Let b ∈ Rn, Σ be a positive definite
n× n matrix, and define
Xt = µt+ bΓt + ΣWΓt ,
where W is a standard Brownian motion in dimension n, Γ is a gamma process
with E[Γt] = t and Var Γt = t/λ, and µ is chosen to have E[e
Xit ] = 1 for all t and
i = 1, . . . , n so that P is a risk-neutral measure. Then, the cumulant generating
function X1 under the original measure is given by
G(θ) = 〈θ, µ〉 − λ log
(
1− 〈θ, b〉
λ
− 〈Σθ, θ〉
2λ
)
, θ ∈ Rn.
with
µi = λ log
(
1− b
i
λ
− Σii
2λ
)
, i = 1, . . . , n.
For this process, E[e〈θ,XT 〉] <∞ if and only if
1− 〈θ, b〉
λ
− 〈Σθ, θ〉
2λ
> 0.
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Given a θ satisfying this condition, one can define a measure Pθ as in (3.1). Under
Pθ, the cumulant generating function of X1 can be written as
Gθ(u) = 〈u, µ〉 − λ log
(
1− 〈u, b+ Σθ〉
λu∗
− 〈Σu, u〉
2λu∗
)
, u∗ = 1− 〈θ, b〉
λ
− 〈Σθ, θ〉
2λ
.
Therefore, under the measure Pθ, the process X1 is also a variance gamma process
with parameters µ˜ = µ, λ˜ = λ, b˜ = b+Σθ
u∗ and Σ˜ =
Σ
u∗ .
Vanilla put in the variance gamma model In the first example, we let n =
1 and price a European put option with pay-off P (S) = (K − S)+. The model
parameters are λ = 1, b = −0.2 and √Σ = 0.2, which corresponds to annualized
volatility of 28%, skewness of −1.77 and excess kurtosis of 2.25.
Table 3.1 shows the option prices computed with the importance sampling al-
gorithm over 1, 000, 000 Monte Carlo trajectories together with the corresponding
standard errors, execution times and the optimal importance sampling parameter
values as function of strike and maturity. It also presents the ratios of the variance
of the standard algorithm to those of the IS algorithm. For the same sample size,
it takes about 1.27 times longer to run the IS algorithm. This overhead comes al-
most exclusively from evaluating the IS estimator, the time needed to compute the
optimal importance sampling parameter θ∗ is negligible in this case (about 0.002
seconds). To take this extra overhead into account, we also show in the table the
adjusted variance ratios, which correspond to variance ratios divided by the over-
head factor. An adjusted ratio of, say 5.99 means that the IS algorithm is roughly
6 times faster than the standard algorithm for the same standard error.
We see that the highest ratios are attained for out-of-the-money options, whose
exercise is a rare event, but that even for at-the-money options, the variance reduc-
tion ratios remain quite significant (and similar to those reported in [?, ?, ?]). It is
also important to understand, how close are these ratios to the optimal ones which
would have been obtained by minimizing the actual variance of the estimator rather
than its asymptotic proxy. This is illustrated in Figure 3.1, which plots the variance
of the importance sampling estimator (evaluated by Monte Carlo) as function of
the parameter θ. We see that for the chosen parameter values θ∗ is very close to
optimality.
Basket put in the variance gamma model In this example, we let n = 3 and
price a European basket put option with pay-off P (S) = (K −S1−S2−S3)+. The
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model parameters are
λ = 1, b =

−0.2
−0.2
−0.2
 and Σ =

0.04 0.02 0.02
0.02 0.04 0.02
0.02 0.02 0.04
 .
Table 3.2 shows the option prices, standard errors, execution times (IS algorithm),
optimal importance sampling parameter values, and variance ratios as function of
strike and time to maturity. We see that the values are similar to the one-dimensional
case.
Asian put in the variance gamma model In this final example we price an
Asian put option with pay-off P (S) =
(
K − 1
T
∫
[0,T ]
Stdt
)+
, for T = 1. The sample
size for the Monte Carlo method was 1, 000, 000 trajectories. The variance reduction
algorithm was implemented as follows. First, a discretization grid (0 = t0 < t1 <
· · · < tn = T ) for computing the option’s pay-off was fixed. In this example we chose
a uniform grid with n = 100. The boundary value problem of Proposition 3.13 was
then solved on this grid using a standard method (the routine odeint of Python
for integrating the ODE and the bisection algorithm for solving the boundary value
problem). For the numerical evaluation of the importance sampling estimator, ψ∗
was then assumed to be constant on the intervals [ti, ti−1), in other words, the
measure change applied in the numerical computation is given by
dPψ
dP
=
e
∫
[0,T ] ψ
∗
t dXt
E[e
∫
[0,T ] ψ
∗
t dXt ]
=
e
∑n−1
i=0 ψ
∗
ti
(Xti+1−Xti )
E[e
∑n−1
i=0 ψ
∗
ti
(Xti+1−Xti )]
As observed in the beginning of this section, under the measure Pψ, the increment
(Xti+1 −Xti) follows the variance gamma process with parameters
µ˜i = µ, λ˜ = λ, b˜ =
b+ Σψ∗ti
u∗
and Σ˜ =
Σ
u∗
with u∗ = 1 − ψ∗tib/λ − Σ(ψ∗ti)2/(2λ). We then compare the standard Monte Carlo
estimator,
P̂ =
1
N
N∑
j=1
(
K − 1
n
n−1∑
i=0
eX
(j)
ti
)+
,
where (X(j))Nj=1 are i.i.d. samples of the discretized trajectory under the original
measure P, and the importance sampling (IS) estimator,
P̂ψ =
1
N
N∑
j=1
(
K − 1
n
n−1∑
i=0
eX˜
(j)
ti
)+
e
∑n−1
i=0 ψ
∗
ti
(X˜ti+1−X˜ti )
E[e
∑n−1
i=0 ψ
∗
ti
(Xti+1−Xti )]
,
87
T Price Std. error Var. ratio Adj. ratio Time, s.
0.25 0.102355 0.000137 3.39 2.66 25.29
0.5 0.163641 0.000174 3.57 2.81 24.80
1 0.250309 0.000219 3.72 2.93 25.0
2 0.367213 0.000278 3.77 2.97 25.7
3 0.455914 0.000320 3.71 2.92 25.67
Strike Price Std. error Var. ratio Adj. ratio Time, s.
1.5 0.00749572 1.27× 10−5 21.2 16.7 24.06
2.0 0.0321732 4.53× 10−5 9.25 7.27 23.65
2.5 0.0994115 0.000114 5.33 4.20 24.37
3.0 0.249647 0.0002198 3.71 2.93 24.59
3.5 0.545304 0.000315 3.29 2.59 25.47
4.0 1.00791 0.000296 4.27 3.36 24.34
4.5 1.50424 0.000269 5.25 4.14 25.21
Strike Price Std. error Var. ratio Adj. ratio Time, s.
1.5 0.0350413 5.4× 10−5 6.33 4.98 24.26
2.0 0.106674 0.000124 4.70 3.70 23.07
2.5 0.242411 0.000212 4.23 3.33 23.07
3.0 0.455343 0.000321 3.71 2.92 22.95
3.5 0.749882 0.000461 2.91 2.29 23.40
4.0 1.12111 0.000595 2.41 1.89 22.85
4.5 1.55076 0.000687 2.19 1.72 22.77
Table 3.2. European basket put option. Top table: Option prices, standard
errors, execution times (IS algorithm), optimal importance sampling parameter
values, and variance ratios as function of time to maturity T , for K = 1. Middle
table: same quantities as function of strike for T = 1. Bottom table: same
quantities as function of strike for T = 3.
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Strike Price Std. error Var. ratio Adjusted var. ratio Time, s.
0.5 0.0003717 1.13× 10−6 38.9 27.6 60
0.7 0.003683 7.69× 10−6 11.1 7.84 67
0.9 0.02262 3.12× 10−5 4.54 3.22 63
1.1 0.10934 6.98× 10−5 3.12 2.21 65
1.3 0.30045 5.97× 10−5 5.02 3.56 74
1.5 0.500102 5.14× 10−5 6.90 4.89 62
Table 3.3. Asian put option. Prices (IS algorithm), standard errors (IS algo-
rithm), variance reduction ratios, variance reduction ratios adjusted for overhead
of the importance sampling algorithm and computational times. The adjustment
factor (ratio of computational time required to run the IS algorithm to that of the
standard algorithm with the same sample size) is taken equal to 1.41.
where (X˜(j))Nj=1 are i.i.d. samples of the discretized trajectory under the measure
Pψ.
The ratio of the time required to compute the IS estimator to that of the standard
estimator is approximately 1.41. This overhead comes once again largely from the
extra time needed to compute the measure change factor in the estimator, compared
to which the time required for solving the boundary value problem is negligible
(about 0.1 seconds).
Table 3.3 shows, for different strikes, the option price estimates obtained with the
IS estimator, corresponding standard errors, variance reduction ratios (ratio of the
variance of the standard estimator to that of the IS estimator), the adjusted variance
reduction ratios (divided by the overhead factor 1.41), and the execution times. We
see that the variance reduction ratios are even better than the ones obtained for the
European call, since for low strikes the exercise probability is smaller for the Asian
option than for the European option with the same strike and maturity.
Figure 3.2 plots the “distribution function” ψ∗t = θ
∗([t, T ]) of the asymptotically
optimal measure θ∗ as function of time t for K = 1. We see that for the Asian
option, the optimal measure change is indeed very different from the standard non
path dependent Esscher transform.
Appendix
Lemma 3.15. Let X be a real-valued Le´vy process. We denote X t = sup0≤s≤tXs.
Let β′ > 0 be such that E[eβ
′X1 ] <∞, E[eβ′X1 |X1|] <∞ and E[eβ′X1X1] < 0. Then,
E[eβX∞ ] <∞
for all β ∈ (0, β′).
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Further,
E[eβ
′Xt1Xt≥0] ≤ inf
λ≥0
E[e(β
′+λ)Xt ] = et infλ≥0 ψ(β
′+λ),
where ψ(λ) = logE[eλXt ]. By dominated convergence theorem,
ψ′−(β
′) =
E[X1e
β′X1 ]
E[eβ′X1 ]
< 0,
so that infλ≥0 ψ(β′ + λ) = infλ∈Rψ(β′ + λ). Finally, the condition E[eβ
′X1X1] < 0
entails that E[X1] < 0, which means that ψ
′(0) < 0. This shows that infλ∈Rψ(β′ +
λ) < 0 and the integral in (3.19) converges.
Lemma 3.16. Let x ∈ Vr and let G be the Laplace exponent of a general Le´vy
process, defined in (3.2). Then,
sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 −
∫
[0,T ]
G(µ([t, T ]))dt
}
(3.20)
= sup
y∈V pcl
{∫
[0,T ]
〈x˙(dt), yt〉 −
∫
[0,T ]
G(yt)dt
}
(3.21)
= sup
y∈C0([0,T ])
{∫
[0,T ]
〈x˙(dt), yt〉 −
∫
[0,T ]
G(yt)dt
}
(3.22)
=
∫
[0,T ]
La
(
dx˙a
dt
(t)
)
dt+
∫
[0,T ]
Ls
(
dx˙s
dρ
)
dρ, (3.23)
where
La(v) = sup
λ∈Rd
{〈λ, v〉 −G(λ)}
and
Ls(v) = lim
u→∞
La(uv)
u
.
Here, V pcl is the set of left-continuous piecewise constant functions on [0, T ],
x˙ ∈ M denotes the distributional derivative of the bounded variation function x,
x˙ = x˙a + x˙s is the decomposition of the measure x˙ in absolutely continuous and
singular parts with respect to the Lebesgue measure on [0, T ], dx˙a
dt
denotes the density
x˙a with respect to the Lebesgue measure, ρ is any non-negative measure on [0, T ],
with respect to which x˙s is absolutely continuous and
dx˙s
dρ
is the Radon-Nikodym
derivative of x˙s with respect to ρ.
Proof. The equality of (3.21) and (3.22) follows from Lemma 6.1 in [?]. This lemma
is stated for a Le´vy process without Gaussian component, but it is easy to see that
the presence of such component does not alter the validity of equation (6.2) in the
proof of this lemma, which is the only place where the structure of the Le´vy process
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is used. The equality of (3.22) and (3.23) then follows from Theorem 5 in [?]. The
conditions of this theorem are satisfied since the set D(t) of this theorem, which in
our setting is equal to domG, does not depend on t. It remains to prove the equality
of (3.20) and (3.21), or, more precisely, that (3.20)≤(3.21).
By integration by parts (Proposition B1 in [?]),∫
[0,T ]
〈xt, µ(dt)〉 =
∫
[0,T ]
〈x˙(dt), µ([t, T ])〉.
Recall that as a convex function, G is continuous on the interior of its effective
domain. Let µ ∈ M such that ∫
[0,T ]
G(µ([t, T ]))dt < ∞. We define yt = µ([t, T ]),
t ∈ [0, T ], so that y ∈ Vl and ynt = (1−1/n)yt, 0 ≤ t ≤ T . Therefore, ynt ∈ int domG
for all t ∈ [0, T ], and by left continuity maxG(ynt ) < ∞. Moreover, yn converges
uniformly to y as n→∞, which, together with equation (6.2) in [?] implies that∫
[0,T ]
〈x˙(dt), ynt 〉 −
∫
[0,T ]
G(ynt )dt→
∫
[0,T ]
〈x˙(dt), yt〉 −
∫
[0,T ]
G(yt)dt.
Therefore, we can and will assume that maxG(ynt ) <∞.
Let yct := yt −
∑
0≤s≤t:∆ys 6=0∆ys. Fix ε > 0. Since y
c is continuous, we can find
nε such that max0≤s,t≤T :|t−s|≤ 1
nε
|ycs− yct | ≤ ε2 . Moreover, we can find δ > 0 such that∑
0≤s≤T :0<|∆ys|≤δ |∆ys| < ε2 . Now, let I be the set of points containing the points T inε ,
0 ≤ i ≤ nε and all the points s ∈ [0, T ] such that |∆ys| > δ. We let yεt = yθ(t), where
θt = max{s ∈ I : s < t}. It is clear that yε is piecewise constant and |yεt − yt| ≤ ε
for 0 ≤ t ≤ T , which means that yε converges uniformly to y as ε→ 0. In addition,
maxtG(y
ε
t ) ≤ maxtG(yt) <∞. Then, by dominated convergence,∫
[0,T ]
〈x˙(dt), yεt 〉 −
∫
[0,T ]
G(yεt )dt→
∫
[0,T ]
〈x˙(dt), yt〉 −
∫
[0,T ]
G(yt)dt
and so
sup
µ∈M
{∫
[0,T ]
〈xt, µ(dt)〉 −
∫
[0,T ]
G(µ([t, T ]))dt
}
≤ sup
y∈V pcl
{∫
[0,T ]
〈x˙(dt), yt〉 −
∫
[0,T ]
G(yt)dt
}
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Chapter 4
Tail asymptotics of log-normal
mixture portfolios
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1 Introduction
In this paper we consider the tail behavior of the sum of n dependent positive
random variables
X =
n∑
i=1
Xi.
In financial mathematics, X may represent the value of a long-only portfolio of n
assets, and understanding the tail behavior of X is important for risk management
applications, such as computing the Value at Risk, evaluating tail event probabilities
or designing efficient simulation algorithms for tail events. In particular, stress test
scenarios may be constructed in a systematic manner by simulating the values of
the components X1, . . . , Xn conditionnally on the event that X takes a given small
value.
This problem has received considerable attention in the literature, but mainly
in the insurance context, where the random variables X1, . . . , Xn represent losses
from individual claims, and one is interested in the right tail asymptotics of X, so
as to estimate the probability of having a very large aggregate loss. In this setting,
provided the variables X1, . . . , Xn are sufficiently fat-tailed (subexponential), under
various assumptions on the dependence structure, it can be shown that the right tail
behavior of X is determined by the single variable with the fattest tail. We refer to
[?, ?, ?, ?, ?, ?, ?, ?] and the references therein for precise statements and proofs in
various contexts of this result, known as the ”principle of single big jump”.
In this paper, we focus on the context of financial risk management where the
extreme event of interest corresponds to a small value of the random variable X. In
this context, to estimate the probability of a large loss, one needs to focus on the
left tail asymptotics of X. Owing to the positivity of the variables X1, . . . , Xn, the
asymptotic behavior of the left tail of X turns out to be very different from that of
the right tail.
The problem of left tail asymptotics of the sum of positive random variables has
until recently received surprisingly little attention in the literature. The case when
X1, . . . , Xn follow a multidimensional log-normal distribution has been treated in
[?] (for n = 2), [?] (where sharp asymptotics for the density and the distribution
function of X have been computed) and [?] (where efficient Monte Carlo methods
have been proposed).
When the variables X1, . . . , Xn are identically distributed and asymptotically
dependent, the tail behavior of X can often be deduced from that of the individual
components as, for example, in Wu¨thrich [?]. However, in financial applications the
returns of different assets are not identically distributed, and many models of interest
are asymptotically independent in the left tail (although they are not independent).
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In the case of asymptotically independent components, only log-scale asymptotics
have been computed in [?] which is not sufficient for most applications.
In this paper, we compute sharp asymptotics of the distribution function and the
density of X in the left tail, and discuss the relevant risk management applications,
under the assumption that X1, . . . , Xn follow a log-normal mixture distribution.
That is, we assume that for i = 1, . . . , n, Xi = e
Yi , where the vector Y = (Y1, . . . , Yn)
follows a Gaussian variance-mean mixture distribution.
The Gaussian variance-mean mixture distribution on Rn is defined as :
Y =
√
ΘZ +Θµ+Λ
where µ ∈ Rn and Λ ∈ Rn are constant vectors, Z ∼ N (0,B) where B ∈ Mn×n is
a symmetric, positive definite matrix, and Θ ∈ R+ is the mixing random variable.
In this paper, Θ is assumed to admit a density, denoted ρ(s), which decays expo-
nentially fast as s→∞. We refer the interested readers to [?] for more information
about Gaussian mean-variance mixtures. Many multidimensional log-return dis-
tributions encountered in financial mathematics such as the variance gamma model
[?, ?], the normal inverse Gaussian model [?], the generalized hyperbolic model [?, ?]
and Heston’s model [?] with zero correlation between the volatility and the asset
returns have the form of a Gaussian mixture with exponentially decaying mixing
variable.
We will next briefly overview the contents of the present paper. Section 2 intro-
duces some notations that will be used through the paper, and recalls the well-known
Laplace’s method. In section 3, we provide sharp asymptotic formulas for the distri-
bution function and the distribution density of X. We also give a characterization
of the Laplace transform of the limiting conditional law and discuss an application
of this result to stress testing. In section 4, we apply the previous results to two
examples : variance gamma and Heston models and give numerical results. Finally,
in section 5 we provide a method to use the previous results for variance reduction
in the Monte Carlo method and the last section of the paper contains the proof of
the main result.
2 Notation and preliminaries
Notation Let us now introduce some notations that will be used throughout the
paper. For two functions f and g, we denote f(x) ∼ g(x) as x → a whenever
f(x)
g(x)
→ 1 as x → a. The symbol 1 stands for the n-dimensional vector with all
elements equal to 1. In general, vectors will be denoted by bold-faced symbols, so
that w = (w1, . . . , wn)
⊥, where ⊥ stands for matrix transposition. For v ∈ Rn+, we
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denote E(v) = −∑ni=1 vi log vi with the usual convention 0 log 0 = 0. The elements
of the covariance matrix B will be denoted by (bij)1≤i,j≤n and those of the inverse
matrixB−1 will be denoted (aij)1≤i,j≤n. ∆n will stand for the n-dimensional simplex
defined by:
∆n =
{
w ∈ Rn : wi ≥ 0, i = 1, . . . , n and
n∑
i=1
wi = 1
}
.
Elementary functions are applied to vectors component-wise, so that log(w) stands
for (logw1, . . . , logwn)
⊥. Similarly, inequalities involving vectors like w > 0 are
understood component-wise. For a function f : Rn → R, we introduce the following
notation :∫
∆n
f(w)dw :=
∫ 1
0
dw1
∫ 1−w1
0
dw2· · ·
∫ 1−w1−w2−···−wn−2
0
f(w1, w2 . . . , 1− w1 − w2 − · · · − wn−1)dwn−1
Recall that the beta function is defined in the following way:
B(x, y) =
∫ 1
0
tx−1 (1− t)y−1 dt, x, y > 0
For α ∈ Rn, n ≥ 2, with αi > 0, i = 1, . . . , n, the multidimensional Beta function
can be defined as:
B(α) =
∫
∆n
n∏
i=1
wαi−1i dw =
∏n
i=1 Γ (αi)
Γ (
∑n
i=1 αi)
.
By convention, we set B(α) = 1 for all α ∈ R.
Probability density function We want to characterize the asymptotic behavior
of the distribution function and the density function, denoted, p(z), of the positive
random variable X =
∑n
i=1 e
Yi when z → 0. In particular, p(z) is given by :
p(z) =
∫ ∞
0
ρ(t)pt(z)dt
where pt(z) is the density function of
∑n
i=1 e
√
tZi+tµi+Λi
Starting with the well-known expression for the multivariate normal density, it is
easy to see that the density pt(z) is given by
pt(z) =
1
z(2πt)n/2
√
detB
∫
∆n
dη
η1 . . . ηn
× exp
{
− 1
2t
(log z1+ log η − µt−Λ)⊥B−1(log z1+ log η − µt−Λ)
}
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The probability density function p of X =
∑n
i=1 e
Yi can then be computed as :
p(z) =
∫ ∞
0
pt(z)ρ(t)dt
=
∫ ∞
0
ρ(t)dt
z (2πt)
n
2
√
detB
∫
∆n
dη
η1 . . . ηn
× exp
{
− 1
2t
(log z1+ log η − µt−Λ)⊥B−1(log z1+ log η − µt−Λ)
}
Laplace’s method Laplace’s method is used to approximate integrals of a specific
form. Let us recall the formula :
Proposition 4.1.
I(λ) =
∫ b
a
e−λφ(t)f(t)dt
Assume φ ∈ C4([a, b]), f ∈ C2([a, b]) and the absolute minimum of φ on the interval
[a, b] is reached at the point t = t0 where a < t0 < b, φ
′(t0) = 0 and φ′′(t0) > 0.
Assume also φ′(t) 6= 0 on [a, b] except at the point t = t0. Then, as λ→∞,
I(λ) =
√
2π
λφ′′(t0)
f(t0)e
−λφ(t0) +O
(
e−λφ(t0)
λ
3
2
)
A detailed proof and more results on asymptotic methods on integrals can be
found in [?].
3 Asymptotic behavior of the left tail
The present section studies the left tail asymptotic of the random variable X =∑n
i=1 e
Yi .
For θ > 0, consider the following function:
F (t,w) = θt+
(1 + tµ⊥w)2
2w⊥Bwt
.
The following lemma, proved in [?] establishes some properties of this function.
Lemma 4.2. There exists a unique couple (t¯, w¯), with t¯ ∈ (0,∞) and w¯ ∈ ∆n such
that
F (t¯, w¯) = min
t>0
max
w∈∆n
F (t,w).
In addition, the function
f(t) = F (t, w¯)
has a unique minimum at the point t¯.
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We make the following assumptions:
(A1) The minimizer t¯ satisfies
B
−1(1+ t¯µ) > 0.
(A2) ρ(t) can be written as :
ρ(t) = e−θt+m
√
tρ0(t)
where θ > 0, m ∈ R and ρ0 is a regularly varying function of order α as t→∞.
For a complete study of the regular variation theory, the interested reader can see
[?].
The assumption (A1) is equivalent to w¯ > 0 and it is easy to see that under this
assumption the quantities of interest are explicitly given by
t¯ =
√
1⊥B−11
2θ + µ⊥B−1µ
, w¯ =
B
−1(1+ t¯µ)
1⊥B−1(1+ t¯µ)
(4.1)
F (t¯, w¯) = θt¯+
(1+ t¯µ)⊥B−1(1+ t¯µ)
2t¯
=
√
1⊥B−11(2θ + µ⊥B−1µ) + µ⊥B−11.
(4.2)
The next assertion provides a sharp asymptotic formula for the density and the
cumulative distribution function of the random variable X.
Theorem 4.3. Under assumptions (A1)-(A2), p(z) satisfies
p(z) ∼ (2π)
1−n
2 t¯α+
3−n
2√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log 1
z
)
z
(
log 1
z
)n−1
2
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z .
when z → 0, and the cumulative distribution satisfies
F (x) ∼ (2π)
1−n
2 t¯α+
3−n
2
F (t¯, w¯)
√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
× exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log
1
x
)(
log
1
x
) 1−n
2
e− log
1
x
F (t¯,w¯)+m
√
t¯ log 1
x
when x→ 0
Let us now give an interpretation of Assumption (A1) in some special cases:
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Symmetric case: When µ = 0, Assumption (A1) simply requires that B−11 >
0. Denoting aij, 1 ≤ i, j ≤ n the elements of the matrix B−1, the assumption leads
to :
n∑
j=1
aij > 0, ∀1 ≤ i ≤ n
In other words, the sum over the columns of the inverse of the variance-covariance
matrix must be positive. This is a quite simple assumption to verify in practice.
For example, when n = 2 and the covariance matrix has the form
B =
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
,
Assumption (A1) is satisfied if and only if ρ < min(σ1,σ2)
max(σ1,σ2)
.
Non-symmetric case, n = 2: To check Assumption (A1) we need to compute
t¯ and w¯ and check that w¯ > 0. Let w¯ = (u, 1− u)⊥, with u ≥ 0. Then we need to
compute, with the same parameterization for the covariance matrix as above,
min
w∈∆2
{√
(µ⊥w)2 + 2θw⊥Bw − µ⊥w
}
= min
u∈[0,1]
ϕ(u),
with
ϕ(u) =
√
(µ1u+ µ2(1− u))2 + 2θ(σ211u2 + 2ρσ11σ22u(1− u) + σ222(1− u)2)−µ1u−µ2(1−u)
Since the derivative of this function can reach zero only once on the interval [0, 1],
w¯ > 0 if and only if : ϕ′(0)ϕ′(1) < 0 where
ϕ′(0) =
µ2 (µ1 − µ2) + 2θ (ρσ11σ22 − σ222)√
µ22 + 2θσ
2
22
+ µ2 − µ1
ϕ′(1) =
µ1 (µ1 − µ2) + 2θ (σ111 − ρσ11σ22)√
µ21 + 2θσ
2
11
+ µ2 − µ1
Theorem 4.3 allows us to estimate various conditional expectations. The next
assertion provides a characterization of the limiting conditional law of the Laplace
transform of Y1, . . . , Yn, given that X ≤ x.
Corollary 4.4. Suppose Assumptions (A1)-(A2) hold and u ∈ Rn fixed. We denote
:
Cu = µ
⊥u+
1
2
u⊥Bu
µu = µ+Bu
θu = θ − Cu
Fu(t, w) = θut+
(
1 + tµ⊥uw
)2
2w⊥Bwt
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If θu > 0 and B
−1(1+ t¯µu) > 0, then as x→ 0,
E
[
e
∑n
i=1 uiYi |X ≤ x
]
∼ x1⊥u F (t¯, w¯)
F (t¯, w¯) + 1⊥u
B
(
1
t¯
B
−1 (1+ t¯µ) + u
)
B
(
1
t¯
B−1 (1+ t¯µ)
)
E
[
e
∑n
i=1 uiYi |X = x
]
∼ x1⊥uB
(
1
t¯
B
−1 (1+ t¯µ) + u
)
B
(
1
t¯
B−1 (1+ t¯µ)
)
Application to VaR computation The Value-at-Risk (VaR) at the level 1− y
is a risk measure which answers the following question: given a probability y what
is the threshold x such that P [X ≤ x] = y. The following result may be obtained
from Theorem 4.3 by asymptotic inversion:
Corollary 4.5. Under the assumptions of Theorem 4.3, the Value at Risk at the
level 1− y satisfies
VaR1−y(X) ∼
y
(
F−1 log 1
y
)n−1
2
Cρ0
(
F−1 log 1
y
) exp(−m√t¯F−1 log 1
y
− m
2t¯
2F
)
1
F
,
where we denote F = F (t¯, w¯) and
C =
(2π)
1−n
2 t¯α+
3−n
2
F
√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
×exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
Proof. Let v(y) := VaR1−y(X). By Theorem 4.3, as y → 0,
y ∼ Cρ0
(
log
1
v(y)
)(
log
1
v(y)
) 1−n
2
e
− log 1
v(y)
F+m
√
t¯ log 1
v(y) .
Taking the logarithm,
log
1
v(y)
=
1
F
log
1
y
+
logC
F
+
1
F
log ρ0
(
log
1
v(y)
)
+
1− n
2F
log log
1
v(y)
+
m
F
√
t¯ log
1
v(y)
+ o(1). (4.3)
This immediately implies that
log 1
y
log 1
v(y)
→ F as y → 0, and substituting this back into
(4.3), we now get
log
1
v(y)
=
1
F
log
1
y
+
m
F
√
t¯
F
log
1
y
+O(log log
1
y
).
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Suppose that an investor holds a portfolio containing asset S1, . . . , Sn with weights
v1, . . . , vn. The value of such a portfolio is given by :
Vt =
n∑
i=1
viS
i
t
One of the most common stress scenarios is that of equity market fall of a certain
magnitude. The benchmark process {Pt}t≥0 under such a scenario is the normalized
market index, having the initial value 1, and the adverse event is {Pt = x} for some
t ≥ 0 and x which is supposed to be small. The weights ξi are then equal to the
normalized market capitalizations of the stocks.
Our results allow us to estimate the conditional expected value under the stress
scenario of individual stocks
ei(t, x) = E
[
Sit |
n∑
k=1
ξkS
k
t = x
]
and of the entire portfolio
E [Vt | Pt = x] =
n∑
i=1
viei(t, x)
The quantities ei(t, x) can be expressed directly using Corollary 4.4 for the condi-
tional Laplace transform, since
ei(t, x) =
1
ξi
E
[
exp
{
Y i
} | n∑
k=1
exp
{
Y k
} ≤ x]
where Y i =
√
ΘZi + Θµi + log ξi, for all 1 ≤ i ≤ n. Remark that it can be written
as :
ei(t, x) =
1
ξi
E
[
eu
(i)⊥Y |
n∑
k=1
exp
{
Y k
} ≤ x]
where u(i) ∈ Rn and u(i)j = δij, 1 ≤ j ≤ n. Applying the Corollary, we then get:
ei(t, x) ∼ 1
ξi
x
F (t¯, w¯)
F (t¯, w¯) + 1⊥u(i)
B
(
1
t¯
B
−1 (1+ t¯µ) + u(i)
)
B
(
1
t¯
B−1 (1+ t¯µ)
) = xw¯i
ξi
,
where we have used the explicit formula (4.1), the definition of the multidimensional
beta function and the properties of the gamma function. Therefore, the expected
value of i-th stock under the stress scenario is proportional to the value x of the
index, with the proportionality factor which is equal to the optimal weight w¯i. The
relationship,
∑n
i=1 ξiei(t, x) = x remains true for the asymptotic formula.
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asymptotic formulas can be used to construct very efficient variance reduction proce-
dures. To save space, we will only discuss the case of distribution function. Similar
ideas can be used to reduce the variance of Monte Carlo estimates of densities,
conditional expectations or other quantities of interest.
The following lemmas will be useful to determine the distribution of Y under a
change of probability :
Lemma 4.6. Fix u ∈ Rn and define a new probability P˜ by :
dP˜
dP
=
eu
⊥Y
MY (u)
Under this new probability, Y can be written as :
Y =
√
ΘuZ +Θuµu +Λ
where Z ∼ N(0,B),
µu = µ+Bu
and Θu has the following probability density:
ρu(x) =
eCuxρ(x)∫∞
0
eCuyρ(y)dy
where
Cu = µ
⊥u+
1
2
u⊥Bu.
For the distribution function F (x) = P [X ≤ x], the standard Monte Carlo esti-
mate writes :
FˆN(x) =
1
N
N∑
i=1
1∑n
i=1 exp
{
Y
(k)
i
}
≤x (4.4)
where Y (1), . . . ,Y (N) are i.i.d. vectors with the Gaussian mean-variance mixture
distribution. However, this estimate is not a suitable approximation of the tail of
the distribution function. Indeed, the variance of FˆN is given by
VarFˆN(x) =
F (x)− F 2(x)
N
∼ F (x)
N
, x→ 0
and the relative error, that is,√
VarFˆN(x)
F (x)
∼ 1√
NF (x)
,
explodes very quickly as x→ 0. The usual way to reduce variance is to use impor-
tance sampling :
F (x) = E
[
1∑n
i=1 e
Yi≤x
]
= E˜
[
MY (u)e
−u⊥Y 1∑n
i=1 e
Yi≤x
]
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where
dP˜
dP
=
eu
⊥Y
MY (u)
where u ∈ Rn is a vector that will be chosen later. The goal is to find a non-zero u
such that the corresponding estimate
FˆuN(x) =
MY (u)
N
N∑
k=1
exp
{
−u⊥Y˜ (k)
}
1∑n
i=1 e
Y˜
(k)
i ≤x
(4.5)
has a smaller variance than that of the standard estimate, where Y˜
(1)
, . . . , Y˜
(N)
are i.i.d. random vectors which have the same distribution as Y under P˜, given by
Lemma 4.6. Simple computations show that the variance of FuN(x) is given by:
VarFˆuN(x) =
1
N
{
E˜
[
M2Y (u)e
−2u⊥Y 1∑n
i=1 e
Yi≤x
]
− F 2(x)
}
=
1
N
{
E
[
MY (u)e
−u⊥Y 1∑n
i=1 e
Yi≤x
]
− F 2(x)
}
=
1
N
{
F (x)MY (u)E
[
e−u
⊥Y |X ≤ x
]
− F 2(x)
}
Let
V (u, x) = MY (u)E
[
e−u
⊥Y |X ≤ x
]
Since F (x) does not depend on u, the optimal variance reduction is obtained by
minimizing V (u, x) as a function of u. Our idea is to obtain an explicit estimate by
replacing the probability in the previous expression by an asymptotically equivalent
expression given by Corollary 4.4. Provided that Assumptions (A1) and (A2) are
satisfied, and in addition
θ > |µ⊥u|+ 1
2
u⊥Bu, and B−1(1+ t¯µ)− t¯u > 0,
we have, as x→ 0,
V (u, x) ∼MY (u)x−1⊥u F (t¯, w¯)
F (t¯, w¯)− 1⊥u
B
(
1
t¯
B
−1 (1+ t¯µ)− u)
B
(
1
t¯
B−1 (1+ t¯µ)
)
In other words, to optimize the variance, we need to minimize
V˜ (u, x) = eΛ
⊥uMρ
(
µ⊥u+
1
2
u⊥Bu
)
x−1
⊥uB
(
1
t¯
B
−1 (1+ t¯µ)− u)
F (t¯, w¯)− 1⊥u
as function of u. This minimization is usually carried out numerically.
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Examplel In the variance gamma model (with κ = θ to avoid redundancy),
Mρ(z) =
(
1− z
θ
)−θ
.
In the one-dimensional case, we then simply have
V˜ (u, x) = eΛu
(
1− µ
θ
u− σ
2u2
2θ
)−θ
x−u
1
c∗ − u = C
eΛux−u
(c∗ − u)(c∗ + u)θ(c∗ − u)θ ,
where we have written c∗ = F (t¯, 1) =
√
2θσ2+µ2+µ
σ2
and c∗ =
√
2θσ2+µ2−µ
σ2
and C is a
constant. Equivalently, we need to minimize
(Λ− log x)u− log(c∗ − u)− θ log(c∗ + u)− θ log(c∗ − u).
The first order condition for this minimization problem leads to a third degree
equation, but when µ = 0, the solution is given explicitly by
u∗ =
θ + 1
2
−
√(
θ + 1
2
)2
+ (Λ− log x)2c2 − (Λ− log x)c
Λ− log x ,
where we write c = c∗ = c∗ =
√
2θ
σ
.
To test the performance of the proposed variance reduction algorithm, we have
computed the Monte Carlo estimates with and without variance reduction for dif-
ferent levels x :
• in the two-dimensional Variance Gamma model at one-year horizon with B =
Id2, κ = θ = 1 and µ = Λ = (0, 0)
⊥.
• in the two-dimensional Variance Gamma model at one-year horizon with σ1 =
σ2 = 1, ρ = 0.8, κ = θ = 1 and µ = Λ = (0, 0)
⊥.
• in the two-dimensional Heston model at one-year horizon withB = Id2, κ = 3,
θ = 0.3, δ = 0.1, µ = (0, 0)⊥ and Λ = (0, 0)⊥ (see Table 4.3).
• in the two-dimensional Heston model at one-year horizon with σ1 = σ2 = 1,
ρ = 0.8, κ = 3, θ = 0.3, δ = 0.1, µ = (0, 0)⊥ and Λ = (0, 0)⊥ (see Table 4.4).
Tables 4.1, 4.1 4.3 and 4.4 show the ratio of the standard deviation of the estimate
(4.4) to that of the estimate (4.5), together with the optimal value u∗. The reduction
factors are greater than one for all values of x and in general quite significant even
when the probability of interest is not so small. The method therefore appears quite
promising for risk management applications.
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x P [X ≤ x] red. factor u∗
0.2231 0.003340 28.36 (−0.827,−0.827)⊥
0.2465 0.00414 26.05 (−0.822,−0.822)⊥
0.2725 0.00515 21.31 (−0.814,−0.814)⊥
0.3012 0.00624 19.17 (−0.807,−0.807)⊥
0.3328 0.00782 15.17 (−0.80,−0.80)⊥
0.3678 0.0097 13.03 (−0.792,−0.792)⊥
Table 4.1. Standard deviation reduction factors obtained with the variance re-
duction estimate (4.5).
x P [X ≤ x] red. factor u∗
0.2231 0.0166 11.31 (−0.587,−0.587)⊥
0.2465 0.01943 10.10 (−0.582,−0.582)⊥
0.2725 0.02262 8.76 (−0.577,−0.577)⊥
0.3012 0.026244 7.95 (−0.571,−0.571)⊥
0.3328 0.03088 6.93 (−0.565,−0.565)⊥
0.3678 0.03613 6.28 (−0.559,−0.559)⊥
Table 4.2. Standard deviation reduction factors obtained with the variance re-
duction estimate (4.5).
x P [X ≤ x] red. factor u∗
0.3679 4.02.10−6 88649.97 (−5.76,−5.76)⊥
0.4493 3.07.10−5 1174.16 (−4.92,−4.92)⊥
0.5488 0.00028 636.47 (−4.58,−4.58)⊥
0.6703 0.0016 153.01 (−3.89,−3.89)⊥
0.8187 0.0074 39.33 (−3.05,−3.05)⊥
1.2214 0.0779 5.9 (−2.44,−2.44)⊥
Table 4.3. Standard deviation reduction factors obtained with the variance re-
duction estimate (4.5).
6 Proof of Theorem 4.3
The proof is based on the following estimate for the density pt(z), which was defined
in Section 2.
Lemma 4.7. For all w ∈ ∆n, the density pt admits the following upper bound:
pt(z) ≤ cq
z
√
t
N
(
log z − tµ⊥w −Λ⊥w√
tw⊥Bw
) 1
q
.
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x P [X ≤ x] red. factor u∗
0.3011 0.00012 1616.77 (−3.5,−3.5)⊥
0.3678 0.00052 530.41 (−3.11,−3.11)⊥
0.4493 0.0018 128.54 (−2.77,−2.77)⊥
0.5488 0.0058 54.65 (−2.42,−2.42)⊥
0.6703 0.016 23.5 (−2.17,−2.17)⊥
0.8187 0.0403 11.86 (−1.79,−1.79)⊥
Table 4.4. Standard deviation reduction factors obtained with the variance re-
duction estimate (4.5).
for every q > 1 and for an appropriate constant cq, where N is the standard normal
distribution function.
Proof. The cumulative distribution function Ft associated with the probability den-
sity pt satisfies
Ft(z) =
∫
{ex1+···+exn≤z}
dx1 . . . dxn
(2πt)
n
2
√
detB
exp
{
− 1
2t
(x− tµ−Λ)⊥B−1 (x− tµ−Λ)
}
=
∫ log z
−∞
dx1· · ·
∫ log z
−∞
dxn−1
∫ log(z−∑n−1i=1 exi)
−∞
dxn
(2πt)
n
2
√
detB
× exp
{
− 1
2t
(x− tµ−Λ)⊥B−1 (x− tµ−Λ)
}
=
∫ 0
−∞
· · ·
∫ 0
−∞
∫ log(1−∑n−1i=1 eyi)
−∞
dy1 . . . dyn
(2πt)
n
2
√
detB
× exp
{
− 1
2t
(y + log z1− tµ−Λ)⊥B−1 (y + log z1− tµ−Λ)
}
.
Since pt(z) =
∂
∂z
Ft(z),
pt(z) =−
∫ 0
−∞
· · ·
∫ 0
−∞
∫ log(1−∑n−1i=1 eyi)
−∞
dy1 . . . dyn
(2πt)
n
2
√
detB
1
tz
(y + log z1− tµ−Λ)⊥B−11
× exp
{
− 1
2t
(y + log z1− tµ−Λ)⊥B−1 (y + log z1− tµ−Λ)
}
It can be rewritten as:
pt(z) = − 1
z
√
t
E
[
1{∑ni=1 e√tZi+tµi+Λi≤z}Z
⊥
B
−11
]
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Let p, q ∈ R+ such that 1
p
+ 1
q
= 1. Applying Holder inequality leads to:
pt(z) ≤ 1
z
√
t
E
[
1{∑ni=1 e√tZi+tµi+Λi≤z}
] 1
q
E
[∣∣Z⊥B−11∣∣p] 1p
=
1
z
√
t
Ft(z)
1
qE
[∣∣Z⊥B−11∣∣p] 1p .
On the other hand, for every w ∈ ∆n with w > 0, the distribution function Ft(z)
can be bounded from above using Jensen’s inequality:
Ft(z) = P
[
n∑
i=1
e
√
tZi+tµi+Λi ≤ z
]
= P
[
n∑
i=1
wie
√
tZi+tµi+Λi−logwi ≤ z
]
≤ P
[
exp
{
n∑
i=1
wi(
√
tZi + tµi + Λi) + E(w)
}
≤ z
]
= P
[
n∑
i=1
wi(
√
tZi + tµi + Λi) + E(w) ≤ log z
]
= N
(
log z − E(w)− tµ⊥w −Λ⊥w√
tw⊥Bw
)
.
By continuity, this estimate holds for all w ∈ ∆n. We conclude that for every q > 1,
pt(z) ≤ 1
z
√
t
E
[∣∣Z⊥B−11∣∣ qq−1 ]1− 1q N ( log z − E(w)− tµ⊥w −Λ⊥w√
tw⊥Bw
) 1
q
.
Since N is increasing and E(w) ≥ 0, the result follows.
Estimation of the density p(z)
Without loss of generality, let z ∈ (0, 1). The density p(z) is given by
p(z) =
∫ ∞
0
ρ(s)ps(z)ds =
∫ ∞
0
e−θs+m
√
sρ0(s)ps(z)ds
= log
1
z
∫ ∞
0
e−θt log
1
z
+m
√
t log 1
z ρ0
(
t log
1
z
)
pt log 1
z
(z)dt. (4.6)
Remark that necessarily,
1 + t¯µ⊥w¯ > 0.
Indeed, if 1 + t¯µ⊥w¯ < 0 then F (− 1
µ⊥w¯ , w¯) < F (t¯, w¯) which contradicts the fact
that t¯ is the minimizer. If 1 + t¯µ⊥w¯ = 0 then F ′t (t¯, w¯) = θ which also leads to a
contradiction. Therefore, we can introduce
T =
−
1
µ⊥w¯
, µ⊥w¯ < 0
+∞ otherwise,
and choose ε such that t¯ − 2ε > 0, t¯ + 2ε < T and B−1(1 + tµ) > 0 for all
t ∈ [t¯− 2ε, t¯+ 2ε]. We split the interval [0,∞) into four subintervals:
I1 = [0, t¯− ε), I2 = [t¯− ε, t¯+ ε), I3 = [t¯+ ε, T ), I4 = [T ,+∞),
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and denote for convenience
Jk =
∫
Ik
e−θt log
1
z
+m
√
t log 1
z ρ0
(
t log
1
z
)
pt log 1
z
(z)dt
Remark also for later use that by Lemma 4.7,
pt log 1
z
(z) ≤ 1
z
√
t log 1
z
cqN
(
−
√
log
1
z
1 + tµ⊥w¯ +Λ⊥w log−1 1
z√
w¯⊥Bw¯t
)1/q
.
Estimation of J2 The interval I2 gives the main contribution to the asymptotics.
It will be estimated using Laplace’s method. The density function pt log 1
z
can be
written as:
pt log 1
z
(z) =
e−
1
t
Λ⊥B−1(1+tµ)
z
(
2πt log 1
z
)n
2
√
detB
e−h(t) log
1
z g(t, z)
where
h(t) =
1
2t
(1+ tµ)⊥B−1 (1+ tµ)
and
g(t, z) =
∫
∆n
dw
w1 . . . wn
exp
{
1
t
logw⊥B−1 (1+ µt)− 1
2t log 1
z
(logw −Λ)⊥B−1 (logw −Λ)
}
=
∫
∆n
dw
n∏
i=1
w
1
t (B−1(1+tµ))i−1
i exp
{
− 1
2t log 1
z
(logw −Λ)⊥B−1 (logw −Λ)
}
.
Since for t ∈ I2, (B−1 (1+ tµ)) > 0, applying the dominated convergence theorem
we conclude that,
g(t, z)
z→0−−→ B
(
1
t
B
−1 (1+ tµ)
)
for all t ∈ I2. Moreover since g(t, z) is decreasing in z, by Dini’s theorem the
convergence is uniform on t.
We are now going to establish an upper bound on J2. Fix ε¯ > 0. Then, for all
t ∈ I2 and for sufficiently small values of z,
pt log 1
z
(z) ≤ 1
z
(
2πt log 1
z
)n
2
√
detB
e− log
1
z
1
2t
(1+tµ)⊥B−1(1+tµ)B
(
1
t
B
−1 (1+ tµ)
)
(1 + ε¯) .
Since ρ0 is regularly varying, we deduce that for z sufficiently small and all t ∈
[t¯− ε, t¯+ ε],
ρ0
(
t log
1
z
)
≤ (1 + ǫ¯)tαρ0
(
log
1
z
)
.
Thus, for sufficiently small z,
J2 ≤
(1 + ε¯)2 ρ0
(
log 1
z
)
z(2π log 1
z
)
n
2
√
detB
∫ t¯+ε
t¯−ε
e− log
1
z
F (t,w¯)+m
√
t log 1
z tα−
n
2B
(
1
t
B
−1 (1+ tµ)
)
dt.
(4.7)
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Fix δ > 0. To fix the ideas, assume also that m ≥ 0 (the case m < 0 can
be treated in a similar fashion). Since the functions t 7→ F (t, w¯) and t 7→ √t are
smooth at t¯, and ∂F (t,w¯)
∂t
|t=t¯ = 0, we may assume, possibly by reducing the value of
ε, that for all t ∈ [t¯− ε, t¯+ ε]
F (t, w¯) ≥ F (t¯, w¯) + (t− t¯)
2
2
∂2
∂t2
F (t, w¯)|t=t¯(1− δ) (4.8)
m
√
t log
1
z
≤ m
√
t¯ log
1
z
(
1 +
t− t¯
2t¯
− (t− t¯)
2
8t¯2
(1− δ)
)
(4.9)
and
1
t
≥ 1
t¯
− t− t¯
t¯2
+
(t− t¯)2
8t¯3
(1− δ) (4.10)
where we remark that
∂2
∂t2
F (t, w¯)|t=t¯ = 1
⊥
B
−11
t¯3
To simplify the notation, let us denote :
A(t¯, z) = log
1
z
1⊥B−11
2t¯3
(1− δ) +
m
√
log 1
z
8t¯
3
2
(1− δ) + 1
⊥
B
−11
t¯
(1− δ)
B(t¯, z) =
m
√
log 1
z
2
√
t¯
+
1⊥B−1Λ
t¯2
g(t) = tα−
n
2B
(
1
t
B
−1 (1+ tµ)
)
Substituting the estimates (4.8), (4.9) and (4.10) into inequality (4.7), we then get
J2 ≤
(1 + ε¯)2 ρ0
(
log 1
z
)
z(2π log 1
z
)
n
2
√
detB
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z
− 1
t¯
(1+t¯µ)⊥B−1Λ+B
2(t¯,z)
4A(t¯,z)
×
∫ ε
−ε
e−A(t¯,z)(s−
B(t¯,z)
2A(t¯,z))
2
g(s+ t¯)dt
Now observe that on the one hand,
lim
z→0
B2(t¯, z)
4A(t¯, z)
=
m2t¯2
81⊥B−11⊥(1− δ) ,
so that for z sufficiently small,
J2 ≤
(1 + ε¯)3 ρ0
(
log 1
z
)
z(2π log 1
z
)
n
2
√
detB
e
− log 1
z
F (t¯,w¯)+m
√
t¯ log 1
z
− 1
t¯
(1+t¯µ)⊥B−1Λ+ m
2 t¯2
81⊥B−11⊥(1−δ)
×
∫ ε
−ε
e−A(t¯,z)(s−
B(t¯,z)
2A(t¯,z))
2
g(s+ t¯)dt
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On the other hand, since B(t¯,z)
2A(t¯,z)
→ 0,when z → 0 and the function g is uniformly
continuous, for z sufficiently small,∫ ε
−ε
e−A(t¯,z)(s−
B(t¯,z)
2A(t¯,z))
2
g(s+ t¯)dt =
∫ ε− B(t¯,z)
2A(t¯,z)
−ε− B(t¯,z)
2A(t¯,z)
e−A(t¯,z)s
2
g
(
s+
B(t¯, z)
2A(t¯, z)
+ t¯
)
dt
≤ (1 + ε¯)
∫ 2ε
−2ε
e−A(t¯,z)s
2
g(s+ t¯)dt
The last integral can be estimated using Laplace’s method:∫ 2ε
−2ε
e−A(t¯,z)s
2
g(s+ t¯)dt ∼
√
π
A(t¯, z)
g(t¯), z → 0.
Combining the above estimates and taking into account the definition of A, we get
the following upper bound on J2 for sufficiently small z:
J2 ≤
(1 + ε¯)6 ρ0
(
log 1
z
)
z
(
2π log 1
z
)n
2
√
detB
× e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z
− 1
t¯
(1+t¯µ)⊥B−1Λ+ m
2 t¯2
81⊥B−11(1−δ)
√
2πt¯3
log 1
z
1⊥B−11(1− δ)g(t¯).
Proceeding similarly, one can obtain a lower bound of the form
J2 ≥
(1− ε¯)6 ρ0
(
log 1
z
)
z
(
2π log 1
z
)n
2
√
detB
× e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z
− 1
t¯
(1+t¯µ)⊥B−1Λ+ m
2 t¯2
81⊥B−11(1+δ)
√
2πt¯3
log 1
z
1⊥B−11(1 + δ)
g(t¯).
Since ε¯ and δ were arbitrary, this implies that
J2 ∼ (2π)
1−n
2 t¯α+
3−n
2√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
× ρ0
(
log 1
z
)
z
(
log 1
z
)n+1
2
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z .
Estimation of J1 and J3 For t ∈ I1 and t ∈ I3, 1 + tµ⊥w¯ > 0 and also, for
z sufficiently small, 1 + tµ⊥w¯ + Λ⊥w log−1 1
z
> 0. Therefore we can estimate the
log-normal sum density using that N(x) ≤ e−x22 for x < 0. Then, Lemma 4.7 yields
pt log 1
z
(z) ≤ cq
z
√
t log 1
z
exp
{
− log
1
z
2q
(
1 + tµ⊥w¯ +Λ⊥w log−1 1
z
)2
w¯Bw¯t
}
,
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and then, for another constant c¯q,
pt log 1
z
(z) ≤ c¯q
z
√
t log 1
z
exp
{
− log
1
z
2q
(
1 + tµ⊥w¯
)2
w¯Bw¯t
}
. (4.11)
Since for t ∈ I1, (
1 + tµ⊥w¯
)2
w¯Bw¯t
≥ (1 + t¯µ
⊥w¯)2 ∧ 1
w¯Bw¯t¯
> 0,
and for x large enough, e−x
2 ≤ e−
x2
q
x
, we also have
pt log 1
z
(z) ≤ c˜q
zlog 1
z
exp
{
− log
1
z
2q2
(
1 + tµ⊥w¯
)2
w¯Bw¯t
}
for a different constant c˜q and for z small enough. Therefore,
J1 ≤ c˜q
z log 1
z
∫
I1
ρ0
(
t log
1
z
)
× exp
{
− log
1
z
q2
[
θt+
1
2
(
1 + tµ⊥w¯
)2
w¯⊥Bw¯t
]
+m
√
t log
1
z
}
dt
By Lemma 4.2,
min
t∈I1
{
θt+
1
2
(1 + tµ⊥w¯)2
w¯⊥Bw¯t
}
> F (t¯, w¯).
Since moreover, the function
t 7→ θt+ 1
2
(1 + tµ⊥w¯)2
w¯⊥Bw¯t
is (strictly) convex, we can choose q > 1, C∗ > F (t¯, w¯) and c∗ > 0 such that
1
q2
{
θt+
1
2
(1 + tµ⊥w¯)2
w¯⊥Bw¯
}
≥ C∗ − tc∗, t ∈ I1.
Then,
J1 ≤ e−C∗ log 1z c˜q
z log 1
z
∫
I1
e−c
∗t log 1
z
+m
√
t log 1
z ρ0
(
t log
1
z
)
dt
≤ e−C∗ log 1z c˜q(
log 1
z
)2 ∫ ∞
0
e−c
∗t+m
√
tρ0(t)dt = o(J2) as z → 0.
The integral J3 is estimated in a similar way using directly the bound (4.11).
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Estimation of J4 For t ∈ I4, pt log 1
z
(z) ≤ cq
z
√
t log 1
z
and therefore
J4 ≤ cq
z
√
log 1
z
∫ ∞
T
e−θt log
1
z
+m
√
t log 1
z t−
1
2ρ0
(
t log
1
z
)
dt.
By definition of T and Lemma 4.2,
θT > F (t¯, w¯).
Let C∗ ∈ (F (t¯, w¯), θT ). Then, for z small enough,
J4 ≤ e−C∗ log 1z cq
z
√
log 1
z
∫ ∞
T
e−(θ−C
∗/T )t log 1
z
+m
√
t log 1
z t−
1
2ρ0(t log
1
z
)dt
≤ e−C∗ log 1z cq
zlog 1
z
∫ ∞
1
e−(θ−C
∗/T )t+m
√
tt−
1
2ρ0(t)dt = o(J2) as z → 0.
Estimation of the distribution function
Now we want to find an asymptotic equivalent for the cumulative distribution func-
tion associated with the density function p. To this end, we only need to integrate
the previous asymptotics for p(x) :
F (x) ∼ (2π)
1−n
2 t¯α+
3−n
2√
1⊥B−11 detB
B
(
1
t¯
B
−1 (1+ t¯µ)
)
exp
(
m2t¯2
81⊥B−11
− 1
t¯
(1+ t¯µ)⊥B−1Λ
)
∫ x
0
ρ0
(
log 1
z
)
z
(
log 1
z
)n−1
2
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z dz
We want to find an asymptotic equivalent of the integral term when x→ 0 :
I(x) =
∫ x
0
ρ0
(
log 1
z
)
z
(
log 1
z
)n−1
2
e− log
1
z
F (t¯,w¯)+m
√
t¯ log 1
z dz
which can be written as :
I(x) =
∫ ∞
log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy.
For δ > 0, we decompose I(x) as follows.
I(x) =
∫ (1+δ) log 1
x
log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
+
∫ ∞
(1+δ) log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy.
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We shall compute an asymptotic equivalent for the first term, and show that the
second term is negligible with compared to the first one.∫ (1+δ) log 1
x
log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
=
∫ 1+δ
1
ρ
(
t log
1
x
)(
t log
1
x
) 1−n
2
e−t log
1
x
F (t¯,w¯)+m
√
t¯
√
t log 1
x log
1
x
dt.
For any ε > 0, t ∈ [1, 1 + δ] and x sufficiently small,
ρ0
(
log
1
x
)
tα (1− ε) ≤ ρ0
(
t log
1
x
)
≤ ρ0
(
log
1
x
)
tα (1 + ε) .
Then,∫ (1+δ) log 1
x
log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
≤ ρ0
(
log
1
x
)(
log
1
x
) 3−n
2
(1 + ε)
∫ 1+δ
1
tα+
1−n
2 e−t log
1
x
F (t¯,w¯)+m
√
t¯
√
t log 1
xdt
≤ ρ0
(
log
1
x
)(
log
1
x
) 3−n
2
(1 + ε) (1 + δ)α+
1−n
2
∫ 1+δ
1
e−t log
1
x
F (t¯,w¯)+m
√
t¯
√
t log 1
xdt.
With a change of variable
−t log 1
x
F (t¯, w¯) +m
√
t¯
√
t log
1
x
= −s log 1
x
F (t¯, w¯),
we get, for x small enough,∫ 1+δ
1
e−t log
1
x
F (t¯,w¯)+m
√
t¯
√
t log 1
xdt =
∫ 1+δ− m√t¯√1+δ
F (t¯,w¯)
√
log 1x
1− m
√
t¯
F (t¯,w¯)
√
log 1x
e−s log
1
x
F (t¯,w¯) ds
1− m
√
t¯
2F (t¯,w¯)
√
t log 1
x
≤ 1
1− |m
√
t¯|
2F (t¯,w¯)
√
log 1
x
∫ 1+δ− m√t¯√1+δ
F (t¯,w¯)
√
log 1x
1− m
√
t¯
F (t¯,w¯)
√
log 1x
e−s log
1
x
F (t¯,w¯)ds
≤ 1
log 1
x
F (t¯, w¯)
1
1− |m
√
t¯|
2F (t¯,w¯)
√
log 1
x
e− log
1
x
F (t¯,w¯)+m
√
t¯
√
log 1
x
≤ 1 + ε
log 1
x
F (t¯, w¯)
e− log
1
x
F (t¯,w¯)+m
√
t¯
√
log 1
x ,
so that∫ (1+δ) log 1
x
log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
≤ ρ0
(
log
1
x
)(
log
1
x
) 1−n
2
(1 + ε)2 (1 + δ)α−
1+n
2
1
F (t¯, w¯)
e− log
1
x
F (t¯,w¯)+m
√
t¯
√
log 1
x .
(4.12)
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Proceeding similarly, we can obtain, for x small enough, a lower bound of the fol-
lowing form.∫ (1+δ) log 1
x
log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
≥ ρ0
(
log
1
x
)(
log
1
x
) 1−n
2
(1− ε)3 1
F (t¯, w¯)
e− log
1
x
F (t¯,w¯)+m
√
t¯
√
log 1
x . (4.13)
Our next goal is to analyze∫ ∞
(1+δ) log 1
x
ρ0 (y) y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
By Potter’s theorem (see [?]), we know that for any A > 1, β > 0, there exists
X = X(A, β) such that:
ρ0(y)
ρ0(x)
≤ Amax
{(y
x
)α+β
,
(y
x
)α−β}
, x ≥ X, y ≥ X.
Therefore, for x sufficiently small,∫ ∞
(1+δ) log 1
x
ρ0(y)y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
≤ A
(
log
1
x
) 3−n
2
ρ0
(
log
1
x
)∫ ∞
1+δ
tα+β+
1−n
2 e−t log
1
x
F (t¯,w¯)+m
√
t¯t log 1
xdt.
For every ε > 0, for t ≥ 1 and x sufficiently small,
F (t¯, w¯)− m
√
t¯√
t log 1
x
−
(
α + β +
1− n
2
)
log t
t log 1
x
≥ F (t¯, w¯) (1− ε) .
Therefore, ∫ ∞
(1+δ) log 1
x
ρ0(y)y
1−n
2 e−yF (t¯,w¯)+m
√
t¯ydy
≤ A
(
log
1
x
) 3−n
2
ρ0
(
log
1
x
)∫ ∞
1+δ
e−t log
1
x
F (t¯,w¯)(1−ε)dt
=
A
F (t¯, w¯)(1− ε)
(
log
1
x
) 1−n
2
ρ0
(
log
1
x
)
e−(1+δ) log
1
x
F (t¯,w¯)(1−ε)
Taking ε < δ, we see that the integral over the interval [1 + δ,∞] is negligible
compared to the integral over the interval [1, 1 + δ]. Combining the above estimate
with (4.12) and (4.13), and using the fact that ε and δ are arbitrary, we finally
find the asymptotic equivalent for the cumulative distribution function given in the
statement of the theorem.
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Chapter 5
Asymptotics of heavy-tailed risks
with Gaussian copula dependence
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1 Introduction
In this note, we show that a multivariate distribution with heavy-tailed (regularly
varying) univariate margins and Gaussian copula dependence exhibits multivariate
regular variation on the cone (0,∞)n even if the margins are not identically dis-
tributed, and the distribution is not multivariate regularly varying on [0,∞)n. This
enables us to compute sharp tail asymptotics of certain functionals, such as the sum
of components, of heavy-tailed random vectors with Gaussian copula dependence.
It is shown in [?] that the components of such a random vector are asymptotically
independent, meaning that the probability that any two components of a random
vector are simultaneously large, on a suitable scale, is negligible compared to the
probability that any one component is large. Asymptotic independence is a natural
property which is often observed in the data coming from many different application
domains [?, ?, ?, ?, ?, ?], and is an inherent feature of many widely used models,
for example, in finance. In addition to the multivariate Gaussian [?], one can quote,
e.g., the multivariate generalized hyperbolic [?], and more generally all Gaussian
mixture models with exponentially decaying mixing variable [?].
In the literature, asymptotic independence is often introduced using the property
of hidden regular variation [?, ?, ?], which is a refinement of the coefficient of tail
dependence introduced in [?, ?]. Recall that a random vector X with values in
[0,∞)n is said to be multivariate regularly varying if there exists a function b(t)→∞
as t→∞ and a non-negative Radon measure ν 6= 0 such that
tPr
[ X
b(t)
∈ ·
]
→ ν (5.1)
as t→∞ in the sense of vague convergence of measures on the cone E = [0,∞]n\{0}.
Now, X is said to possess the property of hidden regular variation if in addition to
(5.1), there exists a non-decreasing function b∗(t) → ∞ such that b(t)/b∗(t) → ∞
as t→∞ and a Radon measure ν∗ 6= 0 such that
tPr
[ X
b∗(t)
∈ ·
]
→ ν∗ (5.2)
on the cone E∗ := E \ ∪ni=1Li, where Li is the i-th coordinate axis. In other words,
under hidden regular variation, the probability Pr[Xi ≥ xit,Xj ≥ xjt] for any
i 6= j decays regularly, but at a faster rate than the tail probabilities of individual
components.
The theory of hidden regular variation along with its more recent extensions
[?] allows to quantify the asymptotic behavior of the tail probabilities but it is
well suited for distributions with tail equivalent margins. In the context of this
paper, the components of the random vector are not necessarily tail equivalent,
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hence multivariate regular variation on [0,∞]n \{0} may not hold. Nevertheless, we
show that the multivariate random vector X exhibits multivariate regular variation
on the cone (0,∞)n, which enables us to develop a number of applications such
as the computation of risk measures for a portfolio of options in the Black-Scholes
model, and of the probability distribution of the aggregate production of a wind
farm.
Remarks on notation Throughout this paper, we write f ∼ g as x tends to a
whenever
lim
x→a
f(x)
g(x)
= 1.
We recall that a function f is called slowly varying as x tends to 0 whenever
lim
x→0
f(αx)
f(x)
= 1
for all α > 0.
We also recall that the copula of a random vector (Y1, . . . , Yn) is a function
C : [0, 1]n : [0, 1], satisfying the assumptions
• dC is a positive measure in the sense of Lebesgue-Stieltjes integration,
• C(u1, . . . , un) = 0 whenever uk = 0 for at least one k,
• C(u1, . . . , un) = uk whenever ui = 1 for all i 6= k,
and such that
Pr[Y1 ≤ y1, . . . , Yn ≤ yn] = C(Pr[Y1 ≤ y1], . . . ,Pr[Yn ≤ yn]), (y1, . . . , yn) ∈ Rn.
A copula exists by Sklar’s theorem and is uniquely defined whenever the marginal
distributions of Y1, . . . , Yn are continuous. We refer to [?] for details on copulas.
2 Main results
Let X1, . . . , Xn be random variables with values in (a,∞) with a ∈ [−∞,∞), whose
distribution functions are denoted by F1, . . . , Fn. We assume that the dependence
of the random vector X = (X1, . . . , Xn) is specified by a Gaussian copula, that is,
Xk = F
−1
k
(
N
(
X˜k
))
for k = 1, . . . , n, where X˜ =
(
X˜1, . . . , X˜n
)
is a Gaussian
vector with standard normal margins and correlation matrix Σ, N is the standard
normal distribution function and F−1k is the generalized inverse of Fk.
Our main result quantifies the tail behavior of X1, . . . , Xn under the assumptions
that the components of this vector are regularly varying. To prove it, we shall need
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a lemma on the asymptotic behavior of multivariate Gaussian tails, adapted from
[?] (see Theorem 4.1). To state this lemma, we first recall the following notation.
Let X˜ be a Gaussian vector with standard normal margins and a positive definite
correlation matrix Σ and denote by B the inverse matrix of Σ. For a fixed x ∈ Rn+
with x 6= 0, denote x∗ the solution (minimizer) of the problem
min
z≥x
〈z, Bz〉. (5.3)
Then (see Proposition 2 in [?]), there exist unique disjoint index sets I and J , with
I ∪ J = {1, . . . , n}, such that
x∗I = xI , x
∗
J = −B−1JJBJIxI , (5.4)
and 〈ei,Σ−1II xI〉 > 0, ∀i ∈ I, (5.5)
where in the above above matrix notation indexing is performed before taking the
inverse. Indeed, introduce the Lagrange multipliers corresponding to the problem
(5.3):
λ∗ = argmax
λ≥0
〈λ,x〉 − 1
2
〈λ,Σλ〉.
The optimizer of (5.3) is then given by x∗ = Σλ∗. Letting I := {i : λ∗i > 0}, we
have that
λ∗I = Σ
−1
II xI > 0, x
∗
I = ΣIIλ
∗
I = xI
and x∗J = ΣJIλ
∗
I = ΣJIΣ
−1
II xI = −B−1JJBJIxI .
Lemma 5.1. Let f(t) : R+ → Rn+ be such that
lim
t→∞
f(t)
t
= x ∈ Rn+,
and assume that x is such that the solution of the corresponding quadratic optimiza-
tion problem satisfies x∗J > xJ . Then, as t→ +∞,
P[X˜ > f(t)] =
exp(−αt/2)
t|I|(2π)|I|/2|Σ1/2II |
∏
i∈I〈ei,Σ−1II xI〉
(1 + o(1)),
where
αt = 〈f(t)I ,Σ−1II f(t)I〉
Proof. Our aim is to use Theorem 4.1 in [?]. We are led to consider the family of
optimization problems
min
z≥xt
〈z, Bz〉, (5.6)
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where xt := f(t)/t. Let x
∗
t be the minimizer and λ
∗
t be the vector of Lagrange
multipliers corresponding to the problem (5.6) and x∗ and λ∗ be the corresponding
quantities for the limiting problem (with x instead of xt). Introduce the sets It :=
{i : λ∗t,i > 0} and I := {i : λ∗i > 0} as well as the sets J˜t := {i : x∗t,i > xt,i} and
J := {i : x∗i > xi}. Since both Σ and B are nondegenerate, we have that λ∗t → λ∗
and x∗t → x∗ as t→∞. This implies that for sufficiently large t, I ⊆ It and J ⊆ J˜t.
Since the sets It and J˜t are disjoint and I ∪ J = {1, . . . , n}, we conclude that for
sufficiently large t, It = I.
Further, we have that
lim
t→∞
(xt − x∗t )J = (x− x∗)J < 0,
which means that the first part of equation (4.1) in [?] is satisfied with t∗J = −∞
(componentwise). Moreover the second part of equation (4.1) is safisfied due to
(5.5). All assumptions of Theorem 4.1 in [?] are thus satisfied and we conclude that
P[X˜ > f(t)] =
exp(−αt/2)
(2π)|I|/2|Σ1/2II |
∏
i∈I〈ei,Σ−1II f(t)I〉
(1 + o(1))
=
exp(−αt/2)
t|I|(2π)|I|/2|Σ1/2II |
∏
i∈I〈ei,Σ−1II xI〉
(1 + o(1)).
The next theorem is the main result of this paper.
Theorem 5.2. Let X1, . . . , Xn be random variables with values in (a,∞), whose
distribution functions are denoted by F1, . . . , Fn. Assume that the dependence of the
random vector X = (X1, . . . , Xn) is specified by a Gaussian copula with correlation
matrix Σ, and that for each i, the survival function F˜i = 1− Fi is regularly varying
at +∞ with index −αi < 0. Denote β = (√α1, . . . ,√αn) and let β∗ be the solution
of the problem
min
z≥β
〈z, Bz〉,
and I and J be the corresponding index sets. Assume that β∗J > βJ . Then for
x1 > 0, . . . , xn > 0 as u ↑ ∞,
P [X1 > ux1, . . . , Xn > uxn]
= exp
{
−
∑
i,j∈I
bij
√
ln F˜i (u) ln F˜j (u)
}
L(u)ν(x) (1 + o(1))
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where
L(u) = C ln u
1
2
∑
i,j bij
βi
βj
− |I|
2
C =
∏
i∈I
β
1
βi
∑
j∈I bijβj
i
(4π)
1
2
∑
i,j∈I bij
βi
βj
− |I|
2
|ΣII | 12
∏
i∈I〈ei,Σ−1II βI〉
ν(x) =
∏
i∈I
x
−βi
∑
j∈I bijβj
i
Remark 5.3. The above theorem states that the vector X has the property of mul-
tivariate regular variation, but on the cone (0,∞)n rather than [0,∞)n \ {0}. Since,
in our context, the components are not identically distributed, multivariate regular
variation on [0,∞)n may not hold.
The proof is based on the following lemma.
Lemma 5.4. Let F be regularly varying at +∞ with index −α < 0. Then, as
u→ +∞,
N−1(F (ux)) = −
√
2 ln
1
F (u)
−
√
α ln x√
2 ln u
+
1
2
ln
(
ln 1
F (u)
)
√
2 ln 1
F (u)
+
ln
√
4π√
2 ln 1
F (u)
+ o
(
1√
ln u
)
= −
√
2 ln
1
F (u)
−
√
α ln x√
2 ln u
+
1
2
ln (α ln u)√
2 ln 1
F (u)
+
ln
√
4π√
2α ln u
+ o
(
1√
ln u
)
.
Proof of Lemma 5.4. From the regular variation property it follows that F (ux) =
x−αF (u)(1+o(1)) as u→ +∞ and also that lnF (u) = −α ln u+o(| ln u|). Therefore,
as u→ +∞,√
2 ln
1
F (ux)
=
√
2α ln x+ 2 ln
1
F (u)
+ o(1) =
√
2 ln
1
F (u)
+
α ln x√
2α ln u
+o
(
1√
ln u
)
.
On the other hand, as u→ 0,
N−1(u) = −
√
2 ln
1
u
+
1
2
ln ln 1
u√
2 ln 1
u
+
ln
√
4π√
2 ln 1
u
+ o
(
1
ln 1
u
)
.
Indeed, using the expansion for the inverse error function from [?], we deduce that
N−1(u) = −
√
2 ln
1
u
− 2 ln(
√
4π)− ln ln 1
u
+ o
(
ln−1
1
u
)
, u→ 0,
and expanding the square root, we obtain the required formula.
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Proof of Theorem 5.2. Let us denote
f(u) =
{
−N−1
(
F˜i (uxi)
)
, i = 1, . . . , n
}
.
and remark that
P [X1 > ux1, . . . , Xn > uxn]
= P
[
X˜1 > −N−1
(
F˜i (ux1)
)
, . . . , X˜n > −N−1
(
F˜n (uxn)
)]
= P
[
X˜ > f(u)
]
Then, from Lemma 5.4, we find that
f(u)√
2 ln u
→ β ∈ Rn+
Therefore, Lemma 5.1 leads to
P[X1 > ux1, . . . , Xn > uxn] =
e−αu/2
(2 ln u)
|I|
2 (2π)
|I|
2 |ΣII | 12
∏
i∈I〈ei,Σ−1II βJ〉
(1 + o(1))
as u→∞. The definition of αu
αu = 〈f(u),Σ−1II f(u)〉 =
∑
i,j∈I
bijN
−1
(
F˜i (uxi)
)
N−1
(
F˜j (uxj)
)
combined with Lemma 5.4 leads to the desired form of the asymptotic:
e−αu/2 = exp
(
−1
2
∑
i,j∈I
bijN
−1
(
F˜i (uxi)
)
N−1
(
F˜j (uxj)
))
= exp
(
−
∑
i,j∈I
bij
√
ln
1
F˜i(u)
ln
1
F˜j(u)
)
× exp
(
−
∑
i,j∈I
bijβiβj ln xj
)
× exp
(
ln ln u
2
∑
i,j∈I
bij
βi
βj
)
× exp
(∑
i,j∈I
bijβi
ln(βj4π)
βj
)
We are now interested in studying the asymptotic behavior near zero of a sum
of positive heavy-tailed risks. This is given by the following corollary.
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Corollary 5.5. Let X1, . . . , Xn be random variables with values in (0,∞), whose
distribution functions are denoted by F1, . . . , Fn. Assume that the dependence of the
random vector X = (X1, . . . , Xn) is specified by a Gaussian copula with correlation
matrix Σ, and that for each i, the distribution function Fi is regularly varying at 0
with index αi > 0. Denote β = (
√
α1, . . . ,
√
αn) and let β
∗ be the solution of the
problem
min
z≥β
〈z, Bz〉,
and I and J be the corresponding index sets. Assume that β∗J > βJ . Then, as z ↓ 0,
P [X1 + · · ·+Xn < z] = exp
{
−
∑
i,j∈I
bij
√
lnFi(z) lnFj(z)
}
L
(
1
z
)
ν0(A)
where L is the function defined in Theorem 5.2 and
ν0(A) =
|I|−1∏
k=1
pikB
pik , 1 + |I|∑
j=k+1
pij
 .
pi = βi
∑
j∈I
bijβj.
Here B is the Euler beta function, the elements of the set I are denoted by ik for
k = 1, . . . , |I| (in increasing order) and the empty product by convention equals 1.
Proof. Define the set
A =
{
(x1, . . . , xn) ∈ Rn+ : x−11 + · · ·+ x−1n < 1
}
.
and remark that the closure of A belongs to the cone (0,∞)n, that
X1 + · · ·+Xn < z ⇐⇒ (X−11 , . . . , X−1n ) ∈ A,
and that the random variables (X−11 , . . . , X
−1
n ) satisfy the assumptions of Theorem
5.2. Therefore,
P[X1 + · · ·+Xn < z] = P[(X−11 , . . . , X−1n ) ∈
1
z
A]
= exp
{
−
∑
i,j∈I
bij
√
lnFi (z) lnFj (z)
}
L
(
1
z
)
ν0(A) (1 + o(1)) ,
where ν0 is the measure defined by
ν0 ([x1,∞), . . . , [xn,∞)) :=
∏
i∈I
x
−βi
∑
j∈I bijβj
i =
∏
i∈I
x−pii .
It remains to compute ν0(A). Let
AI = {(xi)i∈I ∈ R|I|+ :
∑
i∈I
x−1i < 1},
126
and let the set I contain the elements ik, k = 1, . . . , |I|. Then,
ν0(A) =
∫
AI
∏
i∈I
pix
−pi−1
i dxi
=
∏
i∈I
pi
∫ ∞
1
dx1
∫
1− 1
x1
dx2· · ·
∫
1− 1
x1
−···− 1
x|I|−1
x
−pi1−1
1 . . . x
−pi|I |−1
|I| dx|I|
Making the change of variable yi =
1
xi
for i = 1, . . . , |I| leads to
ν0(A) =
∏
i∈I
pi
∫ 1
0
dy1
∫ 1−y1
0
dy2· · ·
∫ 1−y1−···−y|I|−1
0
y
pi1−1
1 y
pi2−1
2 . . . y
pi|I|−1
|I| dy|I|
=
|I|−1∏
k=1
pik
∫ 1
0
dy1
∫ 1−y2
0
dy2 . . .∫ 1−y1−···−y|I|−2
0
y
pi1−1
1 y
pi2−1
2 . . . y
pi|I|−1−1
|I|−1 (1− y1 − · · · − y|I|−1)pi|I|dy|I|−1
= B
(
pi|I|−1 , pi|I| + 1
) |I|−1∏
k=1
pik
∫ 1
0
dy1
∫ 1−y1
0
dy2 . . .∫ 1−y−1−···−y|I|−3
0
y
pi1−1
1 . . . y
pi|I|−2−1
|I|−2 (1− y1 − · · · − y|I|−2)pi|I|+pi|I|−1dy|I|−2,
where B is the Euler beta function. Continuing the computation iteratively, we find
that
ν0(A) =
|I|−1∏
k=1
pikB
pik , 1 + |I|∑
j=k+1
pij
 .
3 Examples
3.1 Portfolio of options in the Black-Scholes model
Fix a time horizon T and let (X1, . . . , Xn) denote the vector of logarithmic returns
of n risky assets over this time horizon. The risky asset values at date T are then
given by Si = e
Xi for i = 1, . . . , n where we have assumed without loss of generality
that the initial values of all assets are normalized to 1.
We suppose that the n risky assets follow the multidimensional Black-Scholes
model. This means that the distribution of the vector (X1, . . . , Xn) is Gaussian,
and we denote by BT its covariance matrix and by µT its mean vector.
We are interested in the tail behavior of a long-only portfolio of European call
options written on n risky assets. To simplify the discussion we assume that it
contains exactly one unit of each option, but the setting can obviously be extended
127
to an arbitrary number of units. The log-strikes of the options will be denoted by
(k1, . . . , kn) and the maturity dates by (T1, . . . , Tn), where Ti > T for i = 1, . . . , n.
Assuming that the interest rate is zero, the price of i-th option at date T is given
by the Black-Scholes formula:
Pi = e
XiN (d+)− ekiN (d−), d± = Xi − ki
σi
√
Ti − T
± σi
√
Ti − T
2
, σi =
√
Bii,
where N is the standard normal distribution function. Let
X˜i =
Xi − µiT
σi
√
T
for i = 1, . . . , n and define
fi(x) = e
µiT+xσi
√
TN{d+(x)} − ekiN{d−(x)},
d±(x) = x
√
T
Ti − T +
µiT−ki
σi
√
Ti − T
± σi
√
Ti − T
2
.
Then, X˜i is a standard normal random variable and Pi = fi(X˜i).
Therefore, to fit in the setting of the preceding section, we set Fi = N ◦ f−1i .
Lemma 5.6. As u→ 0,
1
τi
f−1i (u) = −
√
2 ln
1
u
+ ci +
ln ln 1
u√
2 ln 1
u
− di√
2 ln 1
u
+O(| ln u|−1)
and
Fi(u) = u
τ2i exp
{
ciτ
2
i
√
2 ln
1
u
+ τ 2i ln ln
1
u
}(
2 ln
1
u
)− 1
2 e−τ
2
i di− 12 τ2i c2i
τi
√
2π
(1 + o(1))
where
ci =
ki−µiT
σi
√
Ti − T
+
σi
√
Ti − T
2
, di = ln
ekiσi(Ti − T ) 32
T
√
2π
and τi =
√
Ti − T
T
.
Proof. From the well-known estimate
N (x) = e
−x2
2
|x|√2π (1 +O(|x|
−2), x→ −∞, (5.7)
one easily deduces that
fi(x) =
σi(Ti − T ) 32 eki−d2−/2
x2T
√
2π
(1 +O(|x|−2)), x→ −∞. (5.8)
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Taking the logarithm, we obtain
ln fi(x) = −1
2
(
x
√
T
Ti − T − ci
)2
− 2 ln |x|+ di +O(|x|2).
Therefore,
f−1i (u) ∼ −
√
2
Ti − T
T
ln
1
u
, u→ 0,
and so
f−1i (u)
√
T
Ti − T = ci −
√
2 ln
1
u
− 4 ln |f−1i (u)|+ 2di − c2i +O(| ln u|−1)
= ci −
√
2 ln
1
u
− 4 ln |f−1i (u)|+ 2di − c2i +O(| ln u|−3/2)
= ci −
√
2 ln
1
u
+
2 ln |f−1i (u)|√
2 ln 1
u
− di −
1
2
c2i√
2 ln 1
u
+O(ln ln
1
u
| ln u|−3/2)
= −
√
2 ln
1
u
+ ci +
ln ln 1
u√
2 ln 1
u
− di +
1
2
c2i√
2 ln 1
u
+O(| ln u|−1).
Using once again the estimate (5.7), we can now compute the asymptotics for Fi.
Since τ 2i > 0, we can apply Proposition 5.5, to compute P [P1 + · · ·+ Pn < z] as
z → 0.
Proposition 5.7.
P [P1 + · · ·+ Pn < z] ∼ zτ⊥I Σ−1II τ I L˜
(
1
z
)
ν(A)
with
L˜
(
1
z
)
= C ln
1
z
τ⊥I Σ
−1τ I− |I|2
exp
{√
2 ln
1
z
∑
i,j∈I
bijτiτjci
}
and
C =
exp
{
−∑i,j∈I bijτiτj (di + cicj)}
(2π)−|I|/2 |ΣII | 12
∏
i∈I〈ei,Σ−1II βI〉
Numerical examples In order to illustrate the accuracy of the asymptotic for-
mula for the left-tail of the distribution of a portfolio containing call options modeled
under the Black-Scholes framework, it has been compared to the left-tail behavior
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with λi and ki ∈ (0,∞). Therefore, Fi is regurlarly varying at 0 with index ki and
Corollary 5.5 applies.
Proposition 5.8. As z → 0,
P [X1 + · · ·+Xn < z] ∼ z
∑
i,j∈I bij
√
kikj L˜
(
1
z
)
ν(A)
where
L˜(z) = exp
{
1
2
∑
i,j∈I
bij
√
kikj log(λiλj)
}
L(z)
Proof. In one hand, from Corollary 5.5, we deduce that as z ↓ 0,
P [X1 + · · ·+Xn < z] = exp
{
−
∑
i,j∈I
bij
√
lnFi(z) lnFj(z)
}
L
(
1
z
)
ν(A)
On the other hand,
lnFi(z) lnFj(z) = (ki ln x+ ki lnλi + o(1)) (kj ln x+ kj lnλj + o(1))
= kikj (ln x)
2
(
1− ln(λiλj)
ln x
− lnλi lnλj
ln x2
)
+ o(1)
and finally √
lnFi(z) lnFj(z) =
√
kikj ln x− 1
2
√
kikj lnλiλj + o(1)
which leads to the desired result.
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