A low ratio of nonsynonymous and synonymous substitution rates (dN/dS) at a 1 6 codon is a sign of functional constraint caused by purifying selection. Intuitively, 1 7 the functional constraint would also be expected to prevent such a codon from 1 8 being deleted. Oddly, to the best of our knowledge, the correlation between the 1 9 rates of deletion and substitution has never actually been estimated. Here, we use 2 0 8,595 protein coding-region sequences from 9 mammalian species to examine the 2 1 relationship between deletion rate and dN/dS. We found significant positive 2 2 correlations at both the level of sites and genes. We compared our data against 2 3 controls consisting of simulated coding sequences evolving along identical 2 4 phylogenetic trees, where the correlation is not included in the model a priori. A 2 5 much weaker correlation was found in the corresponding simulated sequences, 2 6 which is probably caused by alignment errors. In the real data, the correlations 2 7 cannot be explained by alignment errors. Separate investigations on 2 8 nonsynonymous (dN) and synonymous (dS) substitution rates indicate that the 2 9
The correlations between deletion rate and the different substitution measures are 1 4 1 summarized in Fig. 3 . In the "All" dataset the deletion rate is positively correlated 1 4 2 with both dN (ρ = 0.11) and the dN/dS ratio (ρ = 0.08) (Fig. 3A) . The test: Z = 57.87 for dN/dS and Z = 61.02 for dN, P < 0.0001 in both cases). The 1 4 6 signal is even stronger when the true alignments from simulated data are used, 1 4 7
indicating the alignment error causes a small inflation of dN/dS and dN estimates 1 4 8 (Fig. S2 ). The deletion rate is also positively correlated with dS but the correlation 1 4 9
is weaker than for dN (ρ = 0.04, Fig. 3A) ; however, this correlation is significantly To evaluate the robustness of the patterns summarized in Fig. 3A to uncertainty in
The difference from calculations based on the main tree is negligible. If the rates of deletion and substitution are positively correlated then sites found to 1 7 4 be deleted in at least one taxon would be expected to show a higher rate of while D > 0.5 is a medium or large effect size. As predicted from the correlation 1 8 0 analyses, both dN and dN/dS show medium to large effect sizes in both "All" and 1 8 1 9 dN/dS is used; in such case TRUE alignment shows non-significant effect size in 1 8 8 both "All" and "NC-4+." although not to the level of genome-wide, site-wise correlation. dN produced a 2 2 8 similar pattern. Our study shows that there is indeed a positive correlation between the probability also produces a correlation to deletion rates, at a level similar to dN/dS. On the 2 3 7
other hand, such correlation is very weak when dS is used, even undistinguishable 2 3 8 from simulated data in some cases. This is unlikely because both types of mutation 2 3 9 are correlated, because any mutation process affects dN and dS in the same way;
instead, a more plausible explanation is that a common force, purifying selection, We believe that one reason for the weakness of the correlation is the existence of 2 4 9 "indifferent DNA" (Graur et al. 2013 (Graur et al. , 2015 . Indifferent DNA refers to sequences 2 5 0 that are subject to strong purifying selection against deletions but not substitutions, 2 5 1 due to its functionality relies more on the length rather than the exact sequences. For example, it is possible that certain amino acids are required to maintain the 2 5 3 spatial relationships between other amino acids in the protein and, therefore, Our study on the correlation between substitutions and indels is the first one that across multiple species rather than human-specific. Alignment-derived deletion 2 6 3 rates are also available as long as the genomes of these species are annotated, while 2 6 4 disease-derived rates are limited to clinical data and lethal sites are excluded. However, due to alignment errors and partial sequences in some species, 2 6 6 alignment-derived deletion rates are less reliable. Nevertheless, we believe that we 2 6 7
have taken precautions for these disadvantages, respectively by use of simulation 2 6 8
and datasets "4+"/"6+."
The potential non-independence between selection against substitutions and 2 7 0 deletions can also be relevant in studies involving simulated sequence evolution. In Difference between site-wise, gene-wise and within-gene analyses 2 8 0
Site-wise and gene-wise analyses on evolutionary parameters often yield different for a whole gene because a protein's basic structure need to be kept consistent for 2 9 0 it to function, and it is almost impossible for the gene-wise signal to be caused by 2 9 1 positive selection. Therefore, a site-wise study can provide a higher resolution on 2 9 2 the selection schemes on the coding part of genomes. On the other hand, site-wise 2 9 3 studies suffer from a low sample size for each data point, and thus larger sampling The difference in the magnitudes of the gene-wise and site-wise correlations 2 9 6
indicates that the gene-wise correlation is not entirely explained by site-wise 2 9 7 correlations within genes. One possible mechanism for this discrepancy are 2 9 8 differences in levels of selective constraint between proteins. Such differences 2 9 9
would be expected to cause a positive correlation among genes that would not be 3 0 0 detectable within genes.
3 0 1
An earlier study showed that most indels occur in intrinsically disordered regions correlation would be present in within-gene comparisons, which is consistent with 3 0 5
our results ( Fig. 9 ). Aside from the biological insights into protein sequence evolution, this study also 3 0 9
provides information about consequences of alignment errors. There is no pre-
determined correlation between indels and dN/dS in the simulated sequences, thus past studies demonstrated that such events are less common than expected by Unfortunately, with the simulation and alignment methods we used, we could not 3 4 5 account for the effects for such deletions, nor could we mimic them by simulation. It is possible that the presence of such a mismatch complicates the alignment 3 5 1 process and attracts other alignment errors, but we are not able to quantify this Our study limited the length of deletion to 8 amino acids (24 nucleotides) or less. There are several reasons for excluding longer deletions. First, long indels in In our study, the simulation part was used as a negative control. In other words, it other. We suggest that in future studies, a positive control can be implemented. If a 3 7 7 simulation includes a correlation between indel and substitution models (or even to indels, likely due to purifying selection. The model used in our study did not 3 8 9
explicitly include the length of indel-free regions; in future studies it may be 3 9 0
interesting to see which genes have the longest IGSs and how they correspond to 3 9 1 substitution measures. Sampling of additional species would be useful to 3 9 2 distinguish IGSs caused by purifying selection instead of stochastic effects. In the phylogenetic tree used in this study, we put the horse (Perissodactyla) and and cow is still under debate. A rival hypothesis groups the horse and the cow constraints. We reasoned that in the rivaling hypotheses, the branch separating two Incomplete lineage sorting (ILS) occurs when gene tree differs from the species 4 1 0 tree (Maddison 1997), and introduces errors to any analyses based on phylogenetic trees. It is more likely to occur when two or more speciation events occur relatively 4 1 2 close to each other. In our nine-species tree, the group that is most likely to suffer other branches cannot be ruled out. We did not account for gene tree heterogeneity 4 1 5 due to computational simplicity, but it may be a potential problem that could be 4 1 6
resolved in future studies. Nevertheless, at least within Laurasiatheria, the use of 4 1 7
alternative trees does not change our results in any meaningful way. Finally, we used only protein-coding sequences in our study, because dN/dS, a can be more efficiently studied in population-level analyses or between closely This study has demonstrated that in the evolution of mammalian proteins, the (2011). To make sure that only good-quality genome sequences were used, we 4 3 7 only included data from 9 mammalian species (Fig. 1 total tree length above 5 were discarded. (In the 8,605 genes, the mean tree length 4 5 0 is 0.744 and standard deviation is 1.289. The shortest removed tree length is 6.897 acids long (Fig. 2D ), ambiguous amino acids (Fig. 2E) , and terminal gaps (Fig. 2F ).
8 8
In some cases we excluded a site in the analysis of one lineage pair but not another. Site-wise weighted deletion rates were re-calculated using two alternative trees that 4 9 7 differ from the main tree in the relationship within Laurasiatheria; in one tree the 4 9 8
horse and the cow were considered sister groups (Euungulata) and in the other the 4 9 9
dog and the cow were considered sister groups. Because the branch lengths were 5 0 0 not available for alternative trees, we used an ad hoc approach that kept the length branches. This has minimal effects on deletion rate estimation because this branch 5 0 4 is very short. The weighted deletion rate of a gene, D G is calculated as
where n is the number of codons in the gene, D ij is D i in the jth codon in that gene, 5 0 7
and L ij is L i in the jth codon in that gene. 22 An alternative gene-wise deletion rate is calculated as
where N is the number of deletion events identified in any lineage in that gene. D GN 5 1 0
is called the event-number deletion rate of a gene.
1 1
For each amino acid site in each alignment, its deletion rate and three substitution Spearman correlation coefficients were calculated between the weighted deletion 5 1 4 rate, D, and the three substitution measures. This dataset uses all sites and is thus 5 1 5
named "All." See Table 1 for summary statistics on this dataset.
1 6
To reduce the effects of spuriously high or low values of dN/dS due to "gappy" 5 1 7 sites, the correlation coefficients were recalculated for (1) sites that have not 5 1 8
experienced a gap event in at least four sequences, and (2) sites that have not 5 1 9
experienced a gap event in at least six sequences. These datasets are referred to as 5 2 0 "4+" and "6+", respectively. Many sites have not experienced any nucleotide 5 2 1 substitution, and their dN/dS is technically incalculable due to division by 0, only 5 2 2 approximated using extrapolation from other sites. Therefore, we generated sub-5 2 3 datasets in which these constant sites were excluded. These datasets were named 5 2 4 "NC-All," "NC-4+" and "NC-6+," where "NC" stands for "no constant." Coding sequence simulation and analysis 5 2 7
We simulated coding DNA sequences using INDELible (Fletcher and Yang 2009).
2 8
INDELible evolves nucleotide sequences along the input tree based on a nucleotide deletions, always multiples of three nucleotides, are independently modeled and 5 3 2 23 have a uniform rate among sites; however, the number of indels is proportional to 5 3 3 the branch length.
3 4
We simulated a total of 8,595 genes × 5 replicates. For each gene, the ancestral 5 3 5
gene length and level of divergence were based on the values derived from the 5 3 6
corresponding real gene (see Supplementary Text and Fig. S1 for details) . The (approximated from real data) and a mean calculated from its real data counterpart.
3 9
The distribution was discretized into 50 bins between 0 and 1 (0-0.02, 0.02-5 4 0 0.04 …), 20 bins between 1 and 2 (1-1.05, 1.05-1.1 …) and 1 bin above 2. In each 5 4 1 bin, the dN/dS value used was the median. If a bin (usually the ones with highest 5 4 2 dN/dS) has a probability below 10 -6 in the gamma distribution, it was not used.
4 3
The absolute deletion rate for each gene was drawn from a gamma distribution 5 4 4
with a shape parameter of α = 0.6 (approximated from real data) and mean = 0.79 5 4 5
(the mean S AI from the real data), so that it is independent from substitution rate The simulated protein sequences were aligned with PROBCONS (alternative 5 5 0 alignment tools give identical results), and then nucleotide alignments were 5 5 1 threaded through the protein alignments. We estimated deletion rates and 5 5 2 substitution measures based on these alignments, as well as for the "true" 5 5 3 alignment (as control for alignment error), as described above for real data. See Table 1 for summary statistics on the simulated data. We used bootstrapping to generate plausible ranges of values of the sequence 5 5 6 statistics to compare with the ones obtained from real data. We generated 1,000 5 5 7 This tree will be called the external reference tree throughout the paper. Seven different colors shown is the mean of 1,000 bootstrap replicates, and the error bars are 2.5% to 97.5% quantiles. Real data produces higher correlations than simulated data for all measures. were removed. For the simulated data, the shown value is the mean of 1,000 bootstrap re- samplings, and the error bars are 2.5% to 97.5% quantiles. correlation between substitution measures and deletion rate, using "NC-4+" dataset. 
Figure legends

