Realized volatilities, when observed over time, share the following stylised facts: comovements, clustering, long-memory, dynamic volatility, skewness and heavy-tails. We propose a dynamic factor model that captures these stylised facts and that can be applied to vast panels of volatilities as it does not suffer from the curse of dimensionality. It is an enhanced version of Bai and Ng (2004) in the following respects: i) we allow for longmemory in both the idiosyncratic and the common components, ii) the common shocks are conditionally heteroskedastic, and iii) the idiosyncratic and common shocks are skewed and heavy-tailed. Estimation of the factors, the idiosyncratic components and the parameters is simple: principal components and low dimension maximum likelihood estimations. A Monte Carlo study shows the usefulness of the approach and an application to 90 daily realized volatilities, pertaining to S&P100, from January 2001 to December 2008, evinces, among others, the following fi ndings: i) All the volatilities have long-memory, more than half in the nonstationary range, that increases during fi nancial turmoils. ii) Tests and criteria point towards one dynamic common factor driving the co-movements. iii) The factor has larger long-memory than the assets volatilities, suggesting that long-memory is a market characteristic. iv) The volatility of the realized volatility is not constant and common to all. v) A forecasting horse race against 8 competing models shows that our model outperforms, in particular in periods of stress.
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Introduction
In the recent years markets for volatility products have developed rapidly. Volatility arbitrage is an example under the real world probability measure. To arbitrage, forecasts of the (realized) volatilities are needed. I.e. the objective is to take advantage of differences between the implied volatility of an option, and a forecast of future realized volatility of the option's underlying asset. As long as the trading is done delta-neutral, buying (selling) an option is a bet that the underlying's future realized volatility will be high (low). A trader may trade on several volatilities at the same time, or even a portfolio of them. To asses the total risk exposure, the time-varying dependencies across the realized volatilities have to be understood.
Volatility derivatives, i.e. securities whose payoff depends on the realized volatility of an underlying asset (e.g. volatility swaps) or an index return (e.g. VIX options), have also developed rapidly. VIX options have been tradable since February 2006, at which date the average volume was 7,896 contracts. Since then, it has grown steadily to 665,680 contracts at the end of August 2012. Options are exposed to a number of risks. One of them is gamma risk, or the risk that the realized volatility of the underlying stock over the option's lifetime will be larger or smaller than expected, which produces hedging errors (see Figlewski and Engle (2012) for more details). Under this risk neutral scenario, forecasts of the implied volatilities can be useful for pricing and developing hedging strategies.
We develop an econometric factor model for panels of volatilities. It captures the stylized facts and allows for forecasting. Indeed, when observed through time, these panels are characterized by the following stylized facts: co-movements, clustering, long-memory, dynamic volatility of the volatility, skewness and heavy-tails. Over the last ten years several articles have presented these facts (see, among others, for a study of the stylized facts of realized volatilities for the 30 DJIA firms, and for the analysis of the unconditional distribution of realized volatilities for exchange rates) and a handful of univariate models have been proposed to capture some of these facts. Andersen et al. (2003) proposes ARFIMA models for capturing long-memory. 1 Corsi et al. (2008) also models realized volatilities with ARFIMA models but specifying a heteroskedastic and fat-tailed distribution for the innovation term. Corsi (2010) Bauer and Vorkink (2010) and Halbleib and Voev (2011) propose models 1 To be precise, Andersen et al. (2003) consider three realized volatilities and propose a tri-variate VARFIMA model. But since this model is a direct extension of the univariate ARFIMA and it is not feasible for vast dimensions, we classify it within the univariate set of models.
2 Fractional integration has been considered in GARCH models since two decades ago. Ding et al. (1993) , Ding and Granger (1996) , Kirman and Teyssiere (2002) , Bollerslev and Ole (1996) and Poon and Granger (2003) propose fractional integration models and methodologies for the dynamic variance of returns. On similar grounds, Granger and Starica (2005) propose a model for absolute value of log returns.
for realized volatilities and correlations. Alternative models, not proposed yet in this context, are fractionally cointegrated vector autoregressive models (see Johansen, 2008, Johansen and Orregaard, 2010, and references therein). However, it is not clear that they can be applied to vast dimensions and, at the same time, can account for the stylized facts observed in realized measures. Barigozzi et al. (2010) propose a parsimonious seminonparametric model for panels of realized volatilities that does not suffer from the curse of dimensionality, but the presence of a nonparametric curve makes forecasting challenging. To date, a model for panels of volatilities that is feasible for vast dimensions, captures the stylized facts, and is capable of forecasting reasonably well is missing.
In this article we introduce such a model. It has its roots in the macroeconometrics literature (Forni et al. (2000) , Stock and Watson (2002) , Bai (2003) ) and it builds upon Bai and Ng (2004) . We propose a dynamic factor model for a panel of N log-realized volatilities that depend on a small number of factors (r N ) and a vector of idiosyncratic components.
The factors follow a r-dimensional VARFIMA model with conditional heteroskedasticity, and the idiosyncratics follow N independent ARFIMAs. The distributions of the common and idiosyncratic shocks are skewed and heavy-tailed. Estimation is based on principal components
and maximum likelihood (ML). The dimensions of the ML problems are univariate for the idiosyncratics and r-variate for the factors, where r is typically a very small number (one in our case). As outlined above, this model has a number of advantages: i) it is able to mimic and explain the stylized facts of panels of realized volatilities, ii) inference is straightforward, iii)
forecasting is simple and, when compared with the existing models, predictions are accurate, and iv) it is suitable for vast dimensional panels. Four are the main estimation findings. First, two heuristic methods, one criteria and a test unanimously indicate that one factor drives the panel. This is robust with Barigozzi et al.
(2010) and a consequence of the strong co-movements of the realized measures. Second, the long-memory found in the realized volatilities is a market feature, in the sense that the degree of fractional integration of the factor is significantly larger than that of the idiosyncratic components. Third, the volatility of the volatility is time varying (confirming Corsi et al.
(2008)) and has a pattern that resembles that of realized volatilities. That is, peaks and trough somehow coincide. Fourth, the standardized common shocks present fatter tails than the idiosyncratic shocks, suggesting the market nature of the heavy-tails.
By combining long-memory with factor models, forecasts should be better than those of short-memory and/or univariate models. To verify this hypothesis we proceed with a thorough forecasting horse race. We compare 9 models, for 4 forecasting horizons (1 day, 1 week, 2 weeks and 1 month) and for the 90 firms. The results show that when markets are calm and volatilities are low, the factor structure does not play a significant role and the improvements in forecasting compared with simpler models are marginal. However, as volatilities increase, the co-movements are reinforced and the factor structure becomes, important in the sense that forecasting gains -relative to univariate models-are up to 10%.
The structure of the paper is as follows. Section 2 analyzes the panel of realized volatilities and unveils the six stylized facts. Section 3 shows the dynamic factor model, the assumptions and estimation. It also presents a Monte Carlo study carried out to asses the finite sample accuracy of the estimated parameters. Results are shown in Section 4, which are divided in two parts: estimation results and the forecasting horse race. The article concludes with Section 5 and an appendix with the assumptions and two lengthy tables. A web appendix, available in the author's websites, contains detailed results of the forecasting horse race.
2 The stylized facts of panels of realized volatilities . Our primary source of data are tick-by-tick intra-daily quotes from the TAQ database. Since realized kernels are not robust to jumps, data are filtered using the methods described in Brownlees and Gallo (2006) . In particular, we use a trimming method consisting on removing observations that are 3 sigma larger than the neighboring realizations (see page 2237 of Brownlees and Gallo (2006) for more details). For clarity in the exposition, from now on we denote the log of the realized kernel as simply realized volatility. It also highlights the autocorrelations for 10 representative stocks pertaining to the abovementioned sectors. 4 Although the decline of the autocorrelations is heterogeneous across assets and sectors, they all show a decay that is slower than exponential. This is a distinctive feature of long-memory processes that can be caused by fractional integration. Structural breaks and jumps may produce long-memory as well (see e.g. Diebold The former entails finite variance and mean reversion, while the latter means that X it is not variance-stationary but mean reverting.
Estimates for the fractional integration parameters for each realized volatility are shown in the top panel of Across sectors we observe the same degree of homogeneity.
We investigate further the long-memory aspects of volatilities by dividing the sample in subsamples of 2 years. Figure 3 show boxplots for the the fractional integration parameters (for the 90 firms) using Beran (1995) . The degree of long-memory presents variations. Periods of turmoil are related not only with increases in the memory but also with an increase in the homogeneity across assets (i.e. narrower distance between the interquantile ranges). This is 5 See Beran (1998), Robinson (2003) and Palma (2007) for survey textbooks on long-memory processes and time series models with long-memory.
6 Values of d below 0 (anti-persistent) and beyond 1 (explosive) are theoretically admissible but not relevant in the context of realized volatilities. Boxplots of the estimates of the 90 fractional integration parameters (using Beran (1995) ) for the sample divided in 2-years subsamples.
Second and third panels of Table 1 Moreover, the range of values across assets is tight suggesting that, as it happened with long-memory, the dynamic volatility is a market feature. Interestingly enough, there are not significant differences across sectors, which is seen as another corroboration of the market nature of the volatility of the volatility. This analysis allows us to conclude with the fourth stylized fact: realized volatilities have dynamic volatility and it is a market feature.
The last two panels of Table 1 display the skewness and the standardized kurtosis in a similar fashion to the previous descriptive statistics. Skewness is present in realized volatilities, in the sense that it is not concentrated around zero since it ranges from -0.15 to 0.30, and that there are substantial variations across sectors (and assets). On the other hand, the median of standardized kurtosis is 4.03 while the minimum and maximum are 3.27 and 5.91. Similar numbers are found for the different sectors. We conclude that the fifth and sixth stylized facts are that realized volatilities are skewed with an asymmetric pattern that is heterogeneous across firms, and that all the realized volatilities of all the assets show heavy-tails.
In sum, realized volatilities show co-movements, clustering, long-memory, conditional heteroskedasticity, skewness and heavy-tails. In the next section we propose a model that accounts for these facts. What if we ignore them? Ignoring co-movements (and therefore its factor structure) implies the use of traditional models (e.g. VARFIMA type) that may become hard to handle in large dimensions due to the curse of dimensionality. Not paying attention to clustering means that dynamics are not adequately captured and all subsequent analysis is doubtful. Neglecting long-memory entails a deterioration in the forecasts after few steps ahead, specially in periods of turmoil. Last, ignoring conditional heteroskedasticity, skewness and heavy tails, may lead to incorrect risk management and mispricing of volatility products.
3 A model for large panels of volatilities
The model
Factor models are based on the idea that each asset's volatility X it can be decomposed into the sum of two mutually orthogonal components: the common component capturing the comovement among volatilities, and a vector of idiosyncratic components
capturing the asset's specific dynamics. Co-movements are summarized by r N common factors F t that are loaded differently to each volatility through the matrix Λ. Formally, let
is defined as:
The common factors evolve over time according to the VARFIMA model (2) with con- (3) constitute a future area of research.
Estimation
Estimation is divided in two steps. The first consists in estimating the factors, along with the loadings and the idiosyncratic components, while the second in estimating the dynamic models and the distributions in (2) and (3).
The factor, its loadings and the idiosyncratic components Suppose r, the number of factors, is known. Let x t = ΔX t , f t = ΔF t , and z t = Δξ t . Taking first difference of (1), the differenced realized volatilities follow the model x t = Λf t + z t . Bai and Ng (2002) prove that the space spanned by the differenced factor f t can be consistently estimated by principal components, and Bai (2003) shows that the maximum distance between the estimated differenced factor and loadings from the true ones is bounded, up to a scale. 9 Letf t ,Λ and z t be the estimates obtained by principal components. Based on the set of assumptions listed on the Appendix, consistent estimators of F t and ξ t can be obtained (up to a rotation and an initial condition F 0 ) by undoing the differentiation, i.e. cumulating:F t = T t=1f t , and ξ t = T t=1ẑ t . A proof is not needed since none of the assumptions in the Appendix violate those in Bai and Ng (2004) .
In practice, however, the number of factors is not known and it needs to be estimated.
The literature has suggested different heuristic methods, criteria and tests to determine the number of common factors. We adopt four. The first is the percentage of variance explained by the i-th eigenvalue (in decreasing order) of the spectral density matrix of x t . We denote this method by μ 1 i . The second is the percentage of variance explained by the i-th eigenvalue (in decreasing order) of the variance-covariance matrix of x t . We denote this method by μ 2 i . The third is Bai and Ng (2002) information criteria, which we denote by IC. The last is Onatski (2009) test, denoted by Onat, where the null hypothesis of r − 1 common factors is tested against the alternative of r common factors. Though this test is developed for a more general model compared to (1)-(3), it is useful to consider it as a robustness check. 10 As shown in the empirical application bellow, the four methods unanimously indicate that there is one common factor: r = 1. Having one factor has a number of useful consequences.
In general, for r > 1 factors, the common and idiosyncratic components are identified, but the factors and the loadings are not. 11 Hence we can only estimate consistently the space spanned by the factors, but not the factors themselves. By contrast, when r = 1 the lack of identification is alleviated since R becomes a scalar, denoted by R, and therefore factors are identified up to the sign. For the ease of exposition, from now on we consider r = 1.
The models The last step is the estimation of models (2) and (3) that were written in terms of the MA representation but in practice are ARFIMA-GARCH and ARFIMA for F t and ξ it respectively. Model (2) can be re-written as
whereũ t is the common residual, and u t is the common shock that follows the standardized skewed-t distribution of Hansen (1994) . 12 Since the dimensions of the ML problems are univariate, this methodology does not suffer from the curse of dimensionality. However, estimation of the parameters -in particular the fractional integration parameters-turns out to be computationally cumbersome. We adopt a pragmatic and parsimonious approach by proceeding in two steps. Denote by ρ 1 the set of parameters in φ(L) and θ(L), and ρ 2 = (ω, α, β, γ u , ν u ). In the first step, and under quasi ML (QML) arguments, we maximize a Gaussian log-likelihood with respect to ρ 1 and d. To estimate the parameter of fractional integration we rely on Beran (1995) : estimation of d is based on a grid search algorithm while ρ 1 are estimated by maximizing the (profiled) Gaussian log-likelihood. Second, the skewed-t log-likelihood of the residuals is maximized with respect to ρ 2 . The same procedure is followed for the estimation of model (3) but with ρ 1i the set of parameters in φ i (L), θ i (L) and δ i , and
The asymptotic theory of ARFIMA-GARCH models has been developed for Gaussian innovations by Ling and Li (1997) . The extension to QML for non-Gaussian processes can, 11 This can be very easily seen by considering an orthonormal matrix R that rotates Ft and prevents its identification.
12 There are alternative skewed and heavy-tailed laws. The tempered α-stable is appealing due to its theoretical properties. The normal mean-variance mixture class of distributions is also suitable for skewed and heavy-tailed random variables. Fernandez and Steel (1998) propose a general skewing mechanism that can be used for any unimodal symmetric distribution.
in principle, be generalized since the assumptions in Ling and Li (1997) also hold in our case. This is beyond the scope of this article and is left for future research. However the simulation results, shown below, confirm the good finite sample properties of the estimators. Moreover, regressors and regressands in (2) and (3) are estimates rather than the true values. This entails an estimation error that is carried over in the estimation of the parameters. Though Bai and Ng (2004) show that the estimation error vanishes as N, T → ∞, and hence factors can be treated as if they are directly observed, a natural question is whether this error is meaningful in finite samples and if it affects significantly the accuracy of the estimated parameters. We address this problem in the following Monte Carlo study.
The finite sample performance of the estimated parameters
We proceed with a comprehensive Monte Carlo study with 36 different Data Generating Processes (DGP). For each DGP N equals 100 (roughly the same sample size as the panel of volatilities) and we simulate 1000 draws of sample sizes 500, 1000, and 5000. The model we simulate is a one factor model with the factor following an ARFIMA(1, d, 0)-GARCH(1, 1), and the idiosyncratic components an ARFIMA (1, d, 0):
The 100 factor loadings are independent copies of a N (1, 1). The common shocks u t are independent copies of a standardized skewed-t distribution with asymmetry parameter 0. Table 2 gives an overview of the DGPs and left panel of Table 10 in the Appendix indexes them. It is noteworthy that the factor and the idiosyncratic components are generated so that the percentage of variance of each variable explained by the common component is between 25% and 95%. To estimate from the simulated data we differentiate the model, extract one factor and the idiosyncratic components with principal components, and estimate the parameters. We repeat this procedure 1000 times for each parameter configuration. To study the precision of the estimated factor we use the R 2 from the regressionF t = a + bF t + ε t , while for the precision of the estimated parameters we compute the bias and the mean square error (MSE). In the x-axis the 36 DGPs, indexed in the left panel of Table 10 in the Appendix. On the y-axis the median (thick line), the 25th and 75th quantiles (thin lines) over the 1000 draws of the R 2 from regressing the estimated factor on the true one.
the empirical application, and for the three sample sizes. The densities approach symmetric bell shapes with smaller variance as the sample size increases. For T = 500 and T = 1000 the densities ofω andβ are highly skewed due to the presence of a few pathological estimates that disappear for T = 5000.
4 An application to S&P100 constituents
Estimation results
We apply the model to the panel of daily realized volatilities of the 90 S&P100 constituents.
The precise characteristics of this database have been explained in Section 2. The presentation of the results proceed as follows: i) determining the number of factors, ii) estimating the factors, loadings and idiosyncratic components, and iii) estimating the dynamic models (2) and (3). 13 Table 3 (see table 10 in the Appendix), and for the three sample sizes. Next we analyze the factor loadings, shown in Table 4 . The top panel displays information for the factor loadings for the full sample (column All) and for two-years subsamples. In all cases the loadings are approximately equally distributed around one. More interestingly, the loadings do not seem to vary significantly across subsamples, which has the interpretation that the relation of the firm's volatility with the commonness is roughly the same regardless the state of the market. In order to further check this assessment, we test the equality of distributions across subsamples. We first test if they are cross-sectionally Gaussian. Jarque-Bera and empirical distributions tests (Kolmogorov, Cramer-von-Mises and Anderson-Darling) confirm the null hypothesis of Gaussianity, which implies that they are equally distributed across subsamples if they have equal variances. Levene and Brown-Forsythe tests have p-values closed to 0.10, which confirm that the exposures of the realized volatilities to the commonness are not affected by the market conditions. The bottom panel shows the information about the factor loadings across sectors (using all the sample). Two sectors behave somehow differently:
Financials and Information technology. The median and maximum loadings for these sectors are among the largest, meaning that for some of the firms belonging to these sectors, the sensitivity of the realized volatilities to the common volatility are among the largest of S&P100.
Moreover, the dispersion in the loadings for Financials and Information Technology are among the smallest and largest respectively. This is an indication that the volatility of financial firms is significantly concentrated while for IT is very heterogeneous (the same happens for energy).
Last, some sectors are more stable than the common volatility, like Utilities and Health Care. The model for (2) is an ARFIMA(1, d, 0)-GARCH(1,1). 14 The estimated autoregressive parameterφ is −0.10, while the estimated fractional integrationd equals 0.69, higher than any value in Table 1 . As it is shown below, when comparing it with idiosyncratic fractional integrations, this high value reflects the fact that the factor is more persistent than individual assets. As a check, we estimated the ARFIMA model on the VIX and the realized volatilities of the S&P500 index. The fractional integration parameters are 0.62 and 0.94 respectively.
The question however remains on why volatilities of aggregates have a higher long-memory than the assets'. Our factor, the S&P500 volatility, and VIX are in fact linear combinations that smooth out temporary firm-specific volatility shocks. This smoothness effect creates aggregates that move more slowly that the constituents, and hence longer memory. Figure 8 shows the estimated GARCH volatility of the factor. This is the dynamic component in the calculation of the conditional volatilities and covariances (V ar( 15 The way in which the tails of the returns are related with the volatility of the realized volatility is an area that deserves further research and beyond the scope of this article.
is evident but a close inspection reveals that the risk of volatilities started to increase in mid 2007 (around June-July, or when Bear Stearns announced major losses). Prior to this date there were also episodes of sudden increases in risk. tû t , along with the autocorrelations (black bars) and partial autocorrelations (grey bars) of the squares. The common residuals show conditional heteroskedasticity that is captured by the GARCH model since the squares of the common shocks are uncorrelated. The plot ofû t also reveals events that are on the tails of the distribution. The estimated tail index isν u = 5.72, which confirms that tail thickness of the realized volatilities is a market feature. Note that the tail thickness of the factor (and of the common residual) is larger than 5.72 due to the presence of the GARCH effects, as it is well known that the unconditional fourth moment ofv t is larger than the fourth moment ofû t . Likewise, the unconditional fourth moment ofF t is larger than the equivalent ofv t . Last, the estimated asymmetry parameterγ u equals 0.14 reflecting the fact that skewness across asset's volatilities, though heterogeneous, is more right-sided than left-sided.
The models for the idiosyncratic components are also ARFIMA (1, d, 0) . Table 1 , and the dotted line is 0.5.
On the x-axis are the 90 firms grouped in sectors, with the vertical lines acting as dividers.
In Section 2 we concluded that realized volatilities are not necessarily stationary but mean reverting. Figure 10 reveals that the source of non-stationarity is common to all. Indeed, not only all the idiosyncratic estimates of fractional integration are in the stationary range, but A possible explanation is that during the crisis the common long-memory dominates in the sense that the factor explains a higher percentage of the volatility movements. Table 1 , and the dotted straight line is 0.5.
Finally, Table 5 shows a summary of the estimates of the parameters of the skewed-t distributions of the idiosyncratic shocks. The range of values for the dispersion parameter is very narrow, meaning that the volatilities of the idiosyncratic realized volatilities are very Figure 11 shows the same analysis but with the 2 years subsamples. Results are in line similar. This is related with the stylized fact that realized volatilities co-move. There are more differences however in the asymmetry parameter, mirroring the finding in Section 2.
And as for the tail indexes, there is also a great deal of heterogeneity, ranging from very heavy Minimum (min.), median (med.) and maximum (max.) of the estimates of the parameters of the idiosyncratic skewed-t distributions. Column All are for the 90 firm and the remaining columns for the sectors.
Forecasting: a horse race
One of the main advantages of long-memory models is forecasting, as the model remembers the recent and distant past more than short-memory models. On the other hand, factor models are a parsimonious way for capturing contemporaneous and spillover effects across large panels of volatilities. These two aspects, when combined in a single model, should provide better forecasts than short-memory and/or univariate models. In what follows we proceed with a thorough forecasting horse race, comparing 9 models, for 4 forecasting horizons, 1 loss function, and for the 90 firms.
The models are divided in three classes: univariate, short-memory dynamic factor models (denoted by SDFM) and long-memory dynamic factor models (denoted by LDFM). Five are the univariate models: a short-memory ARMA(1,1), an ARFIMA(0,d,0) that has longmemory but no dynamics, an ARFIMA(1,d,0), an ARFIMA(1,d,1), and the HAR model of Corsi (2010) . Two are the SDFM, which are similar to (1)-(3) except that the ARFIMA models in (2) and (3) are replaced by short-memory models. The first one, SDFM1, forecasts both the factor and the idiosyncratic components with an ARMA(1,1). The second, SDFM2, forecasts both the factor and the idiosyncratic components with an AR(1). The two longmemory dynamic factor models follow the same lines. The first, LDFM1, forecasts the factor and the idiosyncratic components with an ARFIMA(1,d,0) while the second, LDFM2, uses a HAR model. Table 6 summarizes the 9 models. Summary of the 9 models used in the horse race. The left column shows the acronym used in the next tables.
The design of the forecasting exercise is the following. Starting with the first 500 observations, we estimate the models and forecast 1 day, 1 week (5 days conclude that, in practice, using exp(X t+k ) may be preferable to using the optimal forecast.
Based on this reasoning we perform the forecasting exercise for bothX t+k and exp(X t+k ). Relative RMSE (relative to the ARFIMA(1,d,1), the univariate model that is expected to perform the best) of the two long-memory dynamic factor models. Each number is computed as the rolling mean of 250 root square errors of the ARIFMA divided by the corresponding long-memory dynamic factor model.
In the sequel we show aggregate results for one-step ahead forecasts and for the log of the volatility. Detailed results at asset and sectoral level, for other steps ahead, and for the volatilities are in an appendix available in the authors websites. Percentage of times that, for all assets and all steps aheads, the dynamic factor models have the smallest RMSE.
inferior to exp(X t+k ) if specification and estimation uncertainty are taken into account. They 
LDFM2
The panel shows, for each of the 9 models, the number of assets for which the models have smaller RMSE Figure 13 complements the previous. It shows the percentage of times that, for all assets, the dynamic factor models have the smallest RMSE. All over the sample they outperform more than 50% of the times, except for one day, and the increase is steady since the beginning 
1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 To sum up, when markets are calm and volatilities are low, the factor structure does not play a significant role and the improvements in forecasting compared with simpler models 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 are marginal. However, as volatilities increase, the co-movements are reinforced and the factor structure becomes, important in the sense that forecasting gains -relative to univariate models-are up to 10%.
Conclusions
We propose a dynamic factor model for volatilities that is implementable for large dimensions and captures the stylized facts of the realized measures. This methodology has several advantages: i) it disentangles between commonness (or factors) and idiosyncrasies, ii) tests for the number of factors, iii) allows for long-memory, non stationarity and mean reversion, and iv) provides short-, medium-and long-run forecasts. We estimate the model on the panel of 90 daily realized volatilities, pertaining to S&P100, from January 2001 to December 2008, and we evince, among others, the following findings: i) All the volatilities have long-memory, more than half in the nonstationary range, that increases during financial turmoil. ii) Tests and criteria point towards one dynamic common factor driving the co-movements. iii) The factor has larger long-memory that the assets volatilities, suggesting that long-memory is a market characteristic. iv) The volatility of the realized volatility is not constant and common to all. v) A forecasting horse race against univariate short-and long-memory models and short-memory dynamic factor models shows that our model outperforms predictions, in particular in periods of stress.
Acknowledgements
We 
Appendix: Assumptions
These are the assumptions needed for the estimation procedure suggested by Bai and Ng (2004) to be used for model (1)-(3). The list of assumptions is followed by explanations. A word on notation: the sub-index i refers to the i-th firm, A = trace(A A) 1/2 , and M < ∞ is a generic positive. Assumptions FL (Factor Loadings) guarantee that the factors are pervasive, i.e. they influence all variables. This is crucial for identification and is what distinguishes common from idiosyncratic shocks: the former affect all variables, the latter affect individual variables.
16 Assumptions H (Heroskedasticity) are needed for ensuring that the matrix H t is positive definite and bounded above. These are high-order conditions and, for instance, the stationary multivariate GARCH models fulfill them. Assumptions CS (Common Shocks) ensures the existence of moments up to order four for the common shocks, positive definiteness of the the short-run variance of D(L)F t , and that the long-run variance is full rank (i.e. the factors are not co-fractionally-integrated). Assumptions IS (Idiosyncratic Shocks) are similar to CS. Assumptions IC (Idiosyncratic Correlations) describe an approximate factor structure, meaning that the idiosyncratic components are allowed to be mildly cross-sectionally correlated (in the sense that the largest eigenvalue of the covariance matrix of the idiosyncratic components is bounded). Assumption OR (orthogonality) ensure that the common and the idiosyncratic shocks are independent sources of fluctuation for realized volatilities. Finally Assumptions C0 are standard initial conditions necessary when some variables in X t are non-stationary. 
