Calculation of Dose Distributions
The determination of the spatial distributions of absorbed dose from beta rays for a variety of boundary conditions has been approached using both experimental measurements and theoretical calculations. There has been the usual interplay of the two approaches, with measurement providing results which calculation strives to predict and, if successful, to extend to other conditions of interest. The advent of high-speed computers has made it practical to develop calculations which treat the transport processes with an increasingly high degree of accuracy and which provide results that are now often considered as reliable as measurement. Calculations attempt to solve the Boltzmann equation which governs the development in energy and space of a given initial electron distribution. The Boltzmann equation in its various forms and approximations will not be given here, nor will the various methods for its solution be discussed in depth (see, e.g., Birkhoff, 1958; Thiimmel, 1974; and Luo and Brahme, 1993) . Rather, the following will highlight some of the approaches that have been taken, with emphasis on those that have been applied to beta-ray dosimetry.
Analytical or Deterministic Methods
Bethe, Rose and Smith (1938) obtained a solution of the transport equation based on a simple diffusion approximation. This work was extended by Weymouth (1951) , Roesch (1954) , Meister (1958) , Archard (1961) , Tomlin (1963) , Kanaya and Okayama (1972) , and Radzievsky and Komarov (1982) . Roesch (1954) pointed out that, for distances not too close to the source nor too near the end of the range, the age diffusion-approximation results predict an exponential attenuation of the beta-ray dose distribution that is similar to that in the empirical function for a plane source developed by Loevinger (1950, 1954) . The empirical functions of Loevinger and others are discussed in Section 6.6. Although age-diffusion theory permits an analytical solution, its simplified basis severely restricts its applicability in electron transport problems. However, because beta-ray dosimetry involves electron sources that initially have broad energy spectra and often broad angular distributions, the deficiencies in age-diffusion theory may be somewhat mitigated.
An important advance was made by Spencer (1955, 1959) in his development of the moments-method calculation. Lewis (1950) had written down the formal expressions for the spatial moments of the electron distribution, based on the continuous-slowingdown approximation, which allows one to transform the energy variable in the Boltzmann equation to a pathlength variable. Spencer developed a numerical solution for the moments, based on the use of reI at ivistic cross sections for electron scattering, and was able to reconstruct the electron absorbed-dose distribution using skillfully-devised function-fitting techniques. The limitations to his results are that they apply only to unbounded homogeneous media, energyloss straggling is neglected, transport of energy by secondary electrons is not included, and source energies were restricted to values for which bremsstrahlung emission could be ignored. Spencer (1959) presented results for both point-isotropic and planeperpendicular sources of monoenergetic electrons, with initial energies from 0.025 to 10 MeV, in C, Al, Cu, Sn, air, and polystyrene, and from 0.1 to 2 MeV in Pb; and suggested methods for the interpolation over these data to other source energies and absorbers.
Cross (1967b) measured the point-source dose distribution 3 from 15 beta-emitting radio nuclides in air, Ar, ethane, and polystyrene. After performing suitable interpolation and integration over Spencer's results, he found agreement between the theoretical predictions and experiment to within ±4% for beta spectra with end-point energies from 0.16 to 3.54 MeV, over distances within which 95% of the emitted energy was absorbed. The discrepancies at larger distances are ascribed to the neglect of energy-loss straggling in Spencer's theory. Furthermore, Cross (1967b) noted the good agreement (to within 1%) between the measured and calculated results for scaling factors that relate the point kernels in different low-Z media, a subject he more thoroughly explored in another paper (Cross, 1968) . Cross (1969) later made measurements with planar detectors of absorbed-dose distributions in Al and NE102 plastic (C 19 H 21 ) for point-isotropic sources of seven beta emitters, and found a similar level of agreement with the appropriate integrations over Spencer's point kernels. Berger (1970) found like agreement between predictions using Spencer's point kernels and older beta-ray measurements. With this foundation, Cross (1967a) published point (and plane) kernels for 40 radionuclides in air and water, and Berger (1971) published point kernels for 75 radio nuclides in water, both works based on the use of Spencer's theoretical results. Both authors provide parameters, which agree rather closely, for scaling the point kernels to other low-Z media, Cross's based on Spencer's results and Berger's based on results from Monte Carlo calculations.
Calculations of electron transport based on meth-ods used for neutral-particle transport have been reported. Work in this category includes that of O'Brien et aZ. (1964) and O'Brien (1974 O'Brien ( , 1986 O'Brien ( , 1990 who reported a very approximate solution of the Boltzmann equation for application to beta-ray dosimetry problems based on (a) the assumption of an effective interaction cross section for the beta spectrum that is constant for the problem and (b) an expansion of the transport equation in spherical harmonics to only first order (later extended to third order). O'Brien's results were criticized on theoretical grounds (Osanov et aZ., 1972; Radzievsky and Osanov, 1986, 1990) but-as in the case of results from diffusion theory-greatly benefited from the use in the calculations of broad initial energy and angular distributions. Recent work on deterministic solutions to the electron transport equations are based on more rigorous approaches. Solutions of the transport equation by the discrete-ordinates method has greatly progressed over the last two decades. Their development will not be reviewed here, as much of the earlier work lacked the desired accuracy.
Recently, a rather successful discrete-ordinates treatment of the coupled electron/photon problem in one dimension, involving complex numerical procedures based on carefully prepared scattering matrices, has been developed by Lorence et aZ. (1989a Lorence et aZ. ( , 1989b Lorence et aZ. ( , 1990 Lorence et aZ. ( , 1992 . Although specific applications to beta-ray dosimetry have not been done with their calculation, their results for a range of electron transport problems appear to approach the accuracy of current Monte Carlo calculations in many cases. Progress on extending the discrete-ordinates approach to a full three-dimensional treatment has been reported by Filippone et aZ. (1990) .
Monte Carlo Methods
Although formally providing a solution to the transport equation, Monte Carlo calculations do so implicitly through the simulation of many trajectories of the electrons (and their secondaries) by means of random-sampling techniques. The most complex boundary conditions and geometrical complexities can be handled in a straight-forward (but non-trivial) manner. The statistical nature of Monte Carlo results is considered to be a disadvantage. With the availability of high-speed computers, even current personal computers, this drawback can be largely overcome by generating large numbers of histories. However, some problems involving regions rarely crossed by the radiation remain difficult even with the use of variance-reduction techniques.
A thorough delineation of the schemes and methods used in electron (and proton) Monte Carlo calculations was published by Berger (1963) , including a rather complete outline of the pertinent scattering theories. This work remains remarkably current to-day. Electron Monte Carlo calculations can be placed in two categories: (a) "detailed" histories that simulate electron trajectories as free flights between sampled single interactions, and (b) "condensed" histories in which the net effect of many interactions along each step (i.e., some chosen small path length) in the random walk is sampled from pertinent multiple-scattering theories. Due to the very large number of Coulomb collisions made by an electron, detailed or single-scattering Monte Carlo methods are more feasible 4 at lower energies, say, below the order of 100 keY. For energies involved in radiation protection beta dosimetry, use of the condensed-history random walk is appropriate and requires much less computing time. Berger (1963) classifies condensedhistory models mainly in terms of how collision energy loss is treated: either as Class I, in which the effects of all collisions are sampled according to multiple-scattering theory for a predetermined set of pathlengths, or as Class II, in which catastrophic (i.e., large-energy-loss) events are sampled individually. Andreo (1991) remarks on some of the relative advantages of these two schemes in his rather comprehensive review on the applications of Monte Carlo techniques to problems in medical radiation physics. The two schemes are further contrasted by Rogers and Bielajew (1990) in their in-depth review of the two more popular condensed-history electron Monte Carlo codes that typify the Class I and Class II approaches. Attention here will be limited to brief characterizations of electron transport Monte Carlo codes that have been used for the calculation of dose distributions from beta particles.
ETHAN and the Integrated TIGER Series (ITS) Codes
The ETRAN (Electron TRANsport) code grew directly from the foundation presented in Berger's (1963) work, with the addition of sampling algorithms for the emission of continuous bremsstrahlung and of characteristic x rays, and combined with a Monte Carlo treatment of photon transport. First published in 1968 (Berger and Seltzer, 1968) , ETRAN uses a Class I scheme based on sampling from the Landau distribution, with Blunck-Leisegang binding corrections, for the description of collision-energyloss straggling. 5 Straggling has been treated in conjunction with the use of current stopping-power information for the description of the mean energy loss, most recently that of Berger and Seltzer (1983) 4 Such a model may indeed be necessary at low energies where the number of collisions in a "condensed" step would be too few to allow one to reliably use multiple-scattering theories.
5 Rogers and Bielajew (1986) pointed out that the straggling distributions sampled using earlier ETRAN procedures failed to always give the correct mean collision energy loss. This was corrected by Seltzer (1988b). and ICRU (1984b) . The production of secondary knock-on electrons is sampled from the M011er cross section (Equation 3.5), but is un correlated with the energy loss in the step. Angular deflections due to elastic (with the usual correction for inelastic) scattering are treated according to Goudsmit-Saunderson multiple-scattering theory. Early versions were based on the use only of the screened Mott single-elasticscattering cross section ); more recent work has incorporated the results of phaseshift calculations for electrons and positrons (Berger and Wang, 1988, Berger et al., 1993) . A treatment of the deviations from straight-line motion along electron path segments has recently been incorporated to reduce electron step-size dependence in the electron random walk. Bremsstrahlung production cross sections, differential in emitted energy and angle, are sampled from distributions derived originally from a combination of mostly Born-approximation formulas with semi-empirical corrections (Berger and Seltzer, 1970) , and later improved to include emitted energy spectra based on the synthesis of data from phaseshift calculations and high-energy theory (Seltzer and Berger, 1985 and 1986) . The production of bremsstrahlung photons is sampled on an individual basis, so that radiative-energy-loss straggling is simulated in a natural way. The production of characteristic x rays or Auger electrons due to K-shell ionization by electron impact is sampled according to the formulas ofKolbenstvedt (1967) . Photon transport is treated by single-scattering Monte Carlo methods that take into account coherent and incoherent scattering with binding corrections, photoelectric absorption, and pair production. More detailed descriptions of the methods used in recent versions of ETRAN have been given by Seltzer (1988b Seltzer ( , 1991 and by Berger (1991) .
ETRAN has been presented as a general-purpose code for the calculation of a variety of transport quantities, that treats all generations in the electronphoton cascade with energies from the Ge V region down to about 1 keV. However, the geometries treated have been limited mainly to homogeneous bodies with simple shapes. Some extensions to multimaterial slab geometry are represented by the older ZEBRA code (Berger and Buxton, 1971) , which treats electrons only in the continuous-slowing-down approximation, and by the ZTRAN code (Seltzer and Berger, 1984, 1987) , based on the full ETRAN model. The ZEBRA code has recently been resurrected (Shen et al., 1987) and extended to some three-dimensional geometries (Chung et al., 1991b) for applications in beta dosimetry.
The SANDYL code (Colbert, 1974) , containing a fairly general geometry package, was based mainly on the early ETRAN model. Independently, in a series of developments, codes based on the ETRAN model were produced to treat various geometries: TIGER for multiple slab targets (Halbleib and Vandevender, 1975) , CYLTRAN for general cylindrical geometries (Halbleib and Vandevender, 1976) , and ACCEPT using rather general three-dimensional combinatorial geometry (Halbleib, 1980) . More complete treatment of atomic relaxation following ionization was added (Halbleib and Morel, 1979) , as well as the effects on electron transport of macroscopic electric and magnetic fields (Halbleib and Vandevender, 1977) . These codes were reorganized into the Integrated TIGER Series or ITS (Halbleib and Mehlhorn, 1984, 1986; Halbleib, 1988) , evolving to its version 3.0 (Halbleib et al., 1992a (Halbleib et al., , 1992b .
The ITS (version 1.0) algorithms are emulated in the treatment of electron transport recently incorporated into version 4A of the MCNP code (Briesmeister, 1993), a well-known neutron/photon Monte Carlo transport code. This version of the code is referred to as MCNP4A.
Some relevant applications of these codes to betaray dosimetry problems include the work of Berger (1973) and of Seltzer (1991) based on different versions of ETRAN for the calculation of electron point kernels in water; the ETRAN calculations by Berger and Seltzer (1982) for 1-60 MeV electrons normally incident on water phantoms; the recent systematic ETRAN calculations by Seltzer (1993a) of dose in water from electrons incident with energies from 0.05 to 10 MeV and angles from 0 to 89°; the use of SANDYL by Cross et al. (1991) for the calculation of dose in water from normally incident electrons and beta rays; the very extensive work by Cross et al. (1992a Cross et al. ( , 1992b Cross et al. ( , 1992c based on the use of the ITS codes to calculate dose distributions in water for a variety of beta-ray source geometries; and the study of air-backscattering effects for sources on the skin with CYLTRAN by Faw (1992).
Electron Gamma Shower (EGS) Codes
The EGS code system grew out of efforts to improve and generalize the Monte Carlo treatment by Nagel (1965; and Nagel and Schlier, 1963) of high-energy showers initiated by electrons in lead. EGS3 (Ford and Nelson, 1978) provided a general-purpose Monte Carlo code for the treatment in any material of coupled electron-photon transport at kinetic energies from a few thousand GeV down to 0.1 MeV for photons and 1 MeV for electrons. Further revisions, including improved electron step-size algorithms (Rogers, 1984a ), resulted in EGS4 (Nelson et al., 1985 , and Nelson and Rogers, 1988 in which the lower energy limits were extended down to 1 keV. EGS uses a Class II scheme in which the collision energy losses above a chosen cut-off energy transfer are sampled from the M011er (Equation 5.5) or Bhabha (Equation 5.6) cross section, and the losses below the cut-off are treated in the CSDA through the use of the restricted stopping power. Angular deflections are treated ac-cording to Moliere multiple-scattering theory (i.e., , based on the cross section in Equation 5.24). The energy of bremsstrahlung photons is sampled on the basis of analytical bremsstrahlung theory obtained in the high-energy approximation, with empirical correction factors to adjust the total radiative energy loss. Bremsstrahlung photons (and pair electrons) were assumed emitted at a single characteristic intrinsic angle. Photon transport is simulated by means of analog single-scattering Monte Carlo methods that take into account coherent and incoherent scattering, photoelectric absorption, and pair production.
A number of refinements to the EGS system have been made to improve treatment of moderate-to low-energy electrons. These include (a) the introduction of algorithms to better describe the effects of deviations from straight-line path segments used in the condensed-history electron random walk, combined with a boundary-crossing algorithm (Bielajew and Rogers, 1987); (b) the use of current stoppingpower information (Duane et al., 1989; Rogers et al., 1989) ; and (c) the sampling of bremsstrahlung emission angles (Bielajew et al., 1989) .
In a development parallel to that for MCNP4, an EGS-based treatment of electron transport has been added to the MCNP code (Guaraldi et al., 1990; Ferrari et al., 1992) . This version of the code, called MCNPE-BO, has been used by Gualdrini and Padoani (1994) in systematic dose calculations for external beta irradiation. They find their results compare rather well with those from MCNP4, EGS3, and an earlier version of ETRAN.
Other EGS work on dose distributions pertinent to beta-ray dosimetry include Rogers' (1984b) extensive calculations for 100-keV to 20-GeV electrons normallyincident on ICRU-tissue phantoms; the calculations of electron point kernels in water by Simpkin and Mackie (1990) ; the study of hot-particle dose calculations by Busche et al. (1991) ; and the recent systematic calculations of dose from external electron irradiation by Hirayama (1994).
Other Monte Carlo Codes
Various authors have developed other Monte Carlo calculations used in electron penetration and dosimetry studies. Although the methods used are often equivalent to those outlined for ETRAN /ITS or for EGS, the work is largely independent and so is mentioned here separately. In his work dealing with electron transport at energies above some tens ofkeV, Patau has employed Class I condensed-history Monte Carlo techniques essentially similar from their description to those used in ETRAN (see Patau et al., 1969 Patau et al., , 1975 Patau et al., , 1980 Borell-Carbonell et al., 1980; Malbert et al., 1982; and Patau, 1991) . Rohloff and Heinzelmann (1986) report on beta-ray dose calculations model from whose description it is difficult to categorize the Monte Carlo model beyond it's being an apparently Class I scheme.
Andreo (1980 , 1988 and Andreo and Brahme, 1984) developed a condensed-history Class II model which includes fluctuations also in small energy losses and which applies the treatment of catastrophic collisions also to the elastic scattering of the electron. His MCEF code is, however, restricted to treatment of the semi-infinite water slab in the energy region from 50 MeV down to 100 keY.
The Monte Carlo calculations described by Grosswendt and Waibel (1975) employ a condensed history Class II scheme with a choice of treatment of elastic scattering: (a) the mean multiple-scattering deflection cosine from Blanchard and Fano (1951); (b) Moliere multiple scattering theory; or (c) the Gaussian approximation. The current embodiment of this calculation, the PTB/BG code is based on the use of Moliere multiple-elastic-scattering theory and, following Andreo and Brahme (1984), inclusion of fluctuations for the small collision energy losses. The code has been used in recent systematic electron dose calculations by Grosswendt (1993) to develop an extensive set of electron fluence-to-absorbed-dose conversion factors.
Detailed, or single-scattering, Monte Carlo models are used mainly in calculations for electron microscopy, radiation track structure, micro-and nanodosimetry. Such calculations have not been used for problems in beta-radiation protection because of the very large number of collisions involved in simulating histories of electrons with the relatively high energies characteristic of beta particles. The single-scattering Monte Carlo code OREC (Hamm et al., 1985) , developed for electron transport calculations in liquid water, has been applied to beta-ray dosimetry problems at higher energies (Turner et al., 1988; Crawford et al., 1991) . The inherently longer time requirements for such calculations involving electrons with energies near 1 MeV are indicated by the fact that the results of Turner et al., (1988) are based on only 1000 to 5000 histories, smaller by factors of about 10-100 than the number of histories commonly used in condensed-history calculations. Caswell and Seltzer (1994) point out that the OREC depth-dose distribution from 800-keV electrons normally incident on a water slab target (Turner et al., 1988) appears to be in error, possibly due to the use of defective elasticscattering cross sections. This would seem to have been corrected by Crawford et al., (1991) who used the same elastic-scattering cross sections on which ETRAN /ITS is presently based.
An approach with the purpose of greatly speeding up electron Monte Carlo calculations, while retaining the accuracy inherent in single scattering and/ or condensed-history models, has attracted current interest. The method is based on the use of relatively large volumes of appropriate shape (hemispheres, spheres etc.) for which the probability distribution functions are calculated for the emerging electron number, energy, direction and position, for monoenergetic electrons incident on the volume along an axis of symmetry. For a given problem, random sampling is used to determine the values of the emergent variables from one volume, which then serve as the input to the next. The random walk then can be schematized as a progression similar in appearance to a crooked string of beads. The volumes can be of rather large size far from material or scoring boundaries and smaller as the boundary is approached.
Work on such an approach has been suggested for, and applied to, high-energy electron-beam dose calculations for therapy planning (Mackie and Battista, 1984; Neuenschwander and Born, 1992; Neuenschwander et aZ., 1995) , based on the use of condensed history calculations to obtain the probability distribution functions for the elementary volumes. These authors call their algorithm a macro Monte Carlo method. An independent but similar implementation, reported for low-energy applications below, say, a few hundred keV, has been developed by Ballinger et aZ. (1991; Ballinger, 1991) , based on the use of single-scattering calculations to obtain the probability distribution functions for the elementary volumes. These authors call their algorithm the response history Monte Carlo method. Further work, perhaps combining the strengths of both approaches as well as addressing a number of approximations in the algorithms, could well result in very efficient Monte Carlo calculations applicable to a wide variety of beta-ray dose calculations.
Tables of Absorbed Dose Distributions
This section describes the tabulated data available for determining absorbed doses produced in water by various geometrical arrangements of electron and beta-ray sources.
Isotropic Point Source in an Infinite Medium
Early tables of absorbed dose distributions around point beta-ray sources ("point kernels") were derived by integrating Spencer's point-source values for monoenergetic electrons (Spencer, 1959) over the spectra of beta-ray emitters (Section 6.1). All such results apply in infinite media but not near air-water boundaries. They are based on the continuous slowing down approximation (CSDA) and neglect range straggling. Results for water were obtained by Cross (1967a), Berger (1971) and Cross et aZ. (1982) , the latter work giving both graphs and tables for 95 beta-ray emitters. Bailey (1974) repackaged Berger's results in a more convenient form and extended them to plane sources. Polynomial fits to most of Berger's distributions were given by Valley et aZ. (1974) .
To facilitate interpolation, the values given in these and subsequent tables are of absorbed-dose rate from a point source, multiplied by distance squared, thus avoiding the large variations produced at short distances by the inverse square law. These results are in good agreement with experimental values and with more recent Monte Carlo calculations at distances less than 50% of the maximum beta range, within which about 95% of the beta energy is deposited. At larger distances, they underestimate the absorbed dose because ofthe neglect of range straggling.
The first absorbed-dose distribution tables based on Monte Carlo calculations were those of Berger (1973) for monoenergetic electrons. These results have been integrated over spectra of 6 beta-ray emitters by Prestwich et aZ. (1989) and for about 200 radio nuclides by Kocher and Eckerman (1987) who derived absorbed dose rates per Bq.cm-2 at 4 distances from plane sources. While the latter results were intended to be used for surface sources, they apply much more accurately to a plane within an infinite medium. Revised values of the point kernels for point sources of monoenergetic electrons in water, at 25 energies between 20 keV and 20 MeV, were given by Seltzer (1991) .
Simpkin and Mackie (1990) have published distributions for 8 beta-ray emitters, calculated by the EGS4 code. They are in good agreement with other Monte Carlo results.
Cross et aZ. (1992c) give tables of distributions around point isotropic sources of monoenergetic electrons and for 147 beta-ray emitters, calculated with the ACCEPT Monte Carlo code. The same tables give absorbed doses from sources distributed uniformly over a plane. They agree within 3-4% with experimental distributions, over three orders of magnitude in dose times distance squared.
In the case of tables of distributions for monoenergetic electrons (e.g., Table C .1 in Appendix C) it is conventional to give distances r in units of r o , the range calculated with the continuous-slowing-down approximation. Absorbed dose distributions from point sources are often normalized by multiplying by the factor 47TP r2r 01 E, where p is the density of water and E is the kinetic energy of the source electrons. The result is a set of dimensionless distributions, j(r/rOl E) = 47TP r2 D(r, E) rolE, where D(r, E) is the absorbed dose per electron at radial distance r. This scaling equalizes the areas under the curves and greatly reduces the energy dependence, which facilitates interpolation in energy. Figure 6 .1 shows that these dimensionless distributions are very similar for energies from 0.025 to about 2 MeV. At higher energies the similarity is not as close. 
Surface Sources
The errors that occur when tables of absorbed dose distributions calculated for plane sources within infinite media are applied to an air-tissue boundary are discussed in Section 6.4. Tables are therefore required specifically for sources distributed on a surface. While backscattering from air usually has a much smaller effect on absorbed doses than does backscattering from a condensed medium, air backscattering is not always negligible and depends on the ratio of the source radius to the maximum beta-ray range in air. Hence it is useful to have tables both for sources of very small area (e.g., hot particles) and for larger areas. For point-like sources, absorbed doses are averaged over a 1 cm 2 area (ICRP, 1991b) , usually taken to be circular. This average dose is equal to that at a point on the axis of a 1 cm 2 source of circular area, having the same activity as the point source.
Tables of absorbed dose distributions for surface sources have been calculated by a Monte Carlo code for monoenergetic electrons and, by integration of these results over beta-ray spectra, for 130 beta emitters (Cross et al., 1992a (Cross et al., , 1992c . Representative data are given in Tables C.11 and C.12 of Appendix C. These results apply to an air-water boundary and include the small contributions of electrons backscattered from the air. They were calculated for circular sources of both 1 cm 2 and 100 cm 2 in area. Absorbed doses at four depths of importance (0.07, 0.4, 3 and 10 mm) are given for a larger number of emitters in Tables C.13 and C.14.
When contamination on the skin is spread over an area whose dimensions exceed the maximum range of the beta particles in tissue (e.g., 1.8 cm for l06Rh), the absorbed dose at a given depth is nearly the same as for a source of infinite area having the same number ofBq cm -2. There may be a small difference resulting from air backscattering. Even for dimensions smaller than the maximum range, the difference may not be large. For example, the maximum difference in H'(0.07) between a 1 cm 2 source and a 100 cm 2 source is only 12% (Cross et al., 1992a) . For emitters with maximum energies below 2 MeV, this difference arises from air backscatter. For higher energies, it occurs because the maximum range of such beta particles exceeds the radius of a 1 cm 2 circle.
Rohloff and Heinzelmann (1986) calculated absorbed doses at the same four depths used in Tables C.13 and C.14, for 21 beta-ray emitters. The results generally agree within about 5% with the above tables, except where different spectral shapes have been used and in the case of 14C.
Faw (1992) has tabulated absorbed doses from surface sources of 52 beta emitters, averaged over 3 depth ranges-3-5 mg cm-2 , 5-10 mg cm-2 and 30-50 mg cm-2 . They are calculated both for a vacuum-tissue boundary and with the assumption that all electrons backscattered from air reach the region of interest. Petoussi et al., (1993) have integrated the monoenergetic electron data of Cross et al., (1992a) over the beta-ray spectra of about 800 nuclides and thereby tabulated dose rates at 0.07 mm depth on the axis of plane, circular, isotropic sources, 1 cm 2 in diameter, on an air-water boundary.
Normally-Incident Parallel Beams
In 1959, Spencer (1959) published tables of calculated absorbed dose distributions for beams of monoenergetic electrons emitted normally from a plane within an infinite water medium. Distributions of absorbed dose, for broad beams of monoenergetic electrons incident normally on a water surface, have been given by Rogers (1984b) , Rogers and Bielajew (1986), Prevo (1987) , Andreo (1990) and Cross et al. (1991) . Rogers' values were calculated by the EGS3 and EGS4 codes, those of Prevo and Cross et al., by the SANDYL code and Andreo's values by his MCEF code. Comparison of distributions calculated by MCEF, EGS4 and an ITS code (Andreo, 1990) shows agreement within a few percent except at extreme distances. Prevo's curves are similar in shape but shifted to somewhat larger distances (Cross et al., 1991) . Distributions in 7 elements from Be to D, for incident energies from 0.1 to 100 MeV, have been given by Andreo et al. (1992) from calculations with the ITS codes (Halbleib and Mehlhorn, 1986) .
Absorbed dose distributions for monoenergetic electrons can be scaled by multiplying by p rolE, while depths z are measured relative to the CSDA range r o' As in the case of point-source dose distributions, these dimensionless distributions are sufficiently similar in shape to facilitate accurate interpolation III energy, as is illustrated in Figure 6 .2. Cross et al. (1991, 1992c) give distributions for broad beams from 119 beta-ray emitters. Some of these are shown in Table C .15 of Appendix C. While these apply approximately to beta rays from a distant source incident on the skin, they should be used with considerable caution, since air scattering spreads the angles of incidence and may significantly alter the spectrum (see, for example, Section 4.3). The effect of air interactions on the distribution of absorbed dose depends on the beta energy and source-to-skin distance. Some examples of the resultant differences are shown by Cross et al. (1991) . The same paper shows the variation of H' (0.07)/fluence with maximum betaray energy, under the assumption that beta rays are incident normally on the skin.
Petoussiet al. (1993, 1994) have calculatedH'(0.07) per unit fluence of monoenergetic electrons, both for parallel beams incident from a vacuum and for point sources in air at 10 cm from the surface. The resulting differences are particularly important at energies below 150 keV. Similar results were obtained for H'(10), for point sources at 100 cm distance. The point source doses were integrated over beta-ray spectra of about 800 nuclides to give H'(0.07) from point beta-ray sources in air.
Absorbed doses from parallel beams, at four depths (0.07,0.4,3 and 10 mm), are given for 40 nuclides in Table C .16.
In such calculations, it is often assumed that the beam is incident from a vacuum. As the depth approaches zero, the absorbed dose drops sharply because secondary electrons have not yet built up to equilibrium with the primaries. In practice, primary and secondary electrons in a beam entering from air may be closer to equilibrium and this reduced surface value will be less important. Thus the value given for exactly zero depth depends sensitively on the conditions assumed. Equilibrium between primary and secondary electrons was assumed for the values of Tables C.15 and C.16.
Effect of Angle of Incidence
Monte Carlo calculations of absorbed dose distributions, produced when broad, parallel beams of electrons are incident on a water surface at various angles, have been made by several authors (Seltzer, 1993a; Grosswendt, 1993; Hirayama, 1994; Gualdrini and Padoani, 1994; Chartier et al., 1996) . An evaluated data set, based on all these results, is given by Grosswendt and Chartier (1994) and these are shown in Tables C.3 to C.6 of Appendix C. Grosswendt (1993) and Hirayama (1994) have made similar calculations for tissue and polymethylmethacrylate. Published results give dose equivalents at a few important depths (e.g., 0.07, 0.4, 3 and 10 mm) rather than detailed distributions. Values for ICRU tissue are given in Tables C.7 to C.9. Figures 7.2 and 7.3 show how the variations of H'(0.07, ex) and H'(3, ex) with angle of incidence, ex, depend on electron energy.
Such results can be integrated over beta-ray spectra, to give corresponding data for beta-ray emitters. Like the distribution curves for normally-incident monoenergetic electrons, dimensionless distributions at any given angle have been found to depend only weakly on energy. Hence accurate interpolation can be done in data for a small number of energies. Examples of the calculated variation of H'(O.07, ex) with angle of incidence ex are shown in Figure 6 .3, for a number of beta-ray emitters.
These calculated distributions are based on the assumption that the incident beams are parallel but, in practical circumstances, parallel beams of betarays do not exist and the angular spreading produced by air scattering will affect the variation of H' (0.07, ex) significantly. Figure 6.4 shows examples of the difference between the calculated angular dependence of H'(0.07, ex) and the variation with angle of incidence of the reading of an extrapolation chamber (shown by the points) when beta rays from three sources 20 or 30 cm distant are incident on it. If the beta-ray beam was parallel, the points should lie on the curves. The measured angular dependence of the extrapolation chamber reading would be expected to vary with the source distance, since it is produced by air scattering, and this variation is demonstrated for beta rays from goy in Figure 6 .5. (O.07,a) for broad, parallel beams from 3 beta-ray emitters. They are calculated for water rather than tissue. The points show the variation of the reading of an extrapolation chamber as the mean direction of the radiation field is changed. The triangles, squares and circles apply, respectively, to 90y, 204Tl and 147Pm sources. The differences between the measured and calculated values are attributed to the angular spread of the experimental beam, caused mainly by air scattering. 
40°
50~\ ".
Angle to Normal Fig. 6 .5. Relative variation with angle of incidence of the reading of an extrapolation chamber that has a tissue-equivalent window 7 mg cm -2 thick, for beta particles from a 90Sr -90y source at various distances. The curves differ because of interactions in the air (lCRU, 1992b).
Calculated results, such as those of Figure 6 .3, may, therefore, give only a very approximate indication of the expected angular response of an ideal beta-ray dosimeter. Monte Carlo calculations that take into account the air interactions between the source and surface are perfectly feasible. However, they would have to be repeated for each source distance of interest.
Boundary Effects and Backscattering
Most beta dosimetry problems in radiation protection involve doses near a tissue-air boundary. For nearly three decades almost all the available estimates of skin doses were derived from measurements or calculations of the dose around a point source in an infinite medium. When such data are applied to sources on the skin (e.g., Kocher and Eckerman, 1987) skin doses are overestimated by up to about 35% because it is implicitly assumed that there is backscattering from tissue outside the body. Although beta rays are indeed backscattered by air, they return to the plane of the skin spread over a radius comparable to their range in air. When this range is many times larger than the dimensions ofthe contaminated area, as it usually is, such back scattered electrons do not contribute significantly to the absorbed dose beneath this area.
The difference between absorbed doses in water below a plane source, with different materials (e.g., water or air) above this plane, can be described in terms of a relative "backscatter factor." For an absorbed dose in water at distance d below the boundary plane, the backscatter factor of water relative to air, Bwaten is defined here as the quotient of the absorbed doses with water or air above the planei.e., if Dwater(d) is the absorbed dose at depth d with water above the plane and Dajr(d) is the corresponding value for air, then Bwater = Dwater(d)/Dair(d). Similar expressions give the backscatter factor for materials other than water. It appears to be more convenient to use air, rather than a vacuum, as the "standard" .
Various other definitions of backscatter factor have been given. For example, water (or tissue) may be used as the standard. In this case, air has a backscatter factor less than 1. Some authors call the quantity B-1 the "backscatter" and express it as a percentage. In any case, the backscatter factor will depend on d, on the material and on the beta-ray energy.
Backscatter factors have also been defined for other geometries-for example, for a parallel beam incident at any angle to the surface. Radzievsky (1979) has given an empirical formula for the backscatter factor for this geometry, for any energy and Z, while the Z-dependence of backscattering has been given for normally-incident electrons by Archard (1961) and Tomlin (1963) . Here, only an isotropic source on a plane surface will be considered.
When the electron energy is low and the area of skin contamination is relatively large, an appreciable fraction of beta rays backscattered from air may return to the contaminated area. In this case, the backscatter factor of materials relative to air is reduced and depends on the size of the contaminated area.
Values of absorbed doses have been calculated (by Monte Carlo) at four depths below a tissue-vacuum boundary (Rohloff and Heinzelmann, 1986) , for 21 beta-ray emitters. Absorbed doses for 123 emitters, at the same depths in water below an air-water boundary, are given for two source areas-1 cm 2 and 100 cm 2 -in Tables C.13 and C.14 (Appendix C). Backscatter factors for a depth of 0.07 mm in water can be derived from comparison between these doses and those at 0.07 mm from a plane source in an infinite water medium (Cross et ai., 1992c) . For a 100-cm2 source, the dependence on maximum beta-ray energy of Bwater(0.07) is shown in Figure 6 .6, and is given by the empirical equation Fig. 6 .6. Variation with maximum beta-ray energy of the backscatter factor of water, at a depth of 0.07 mm, on the axis of a 100 cm 2 source on an air-water boundary. The squares apply to negatron emitters while the crosses apply to positron emitters (Cross et al., 1992al. where Y = In Emax. For a 1 cm 2 source, Bwater(O.07) is given by
These equations can be used, for example, to correct surface absorbed doses calculated from Loevinger's point-source dose function (Section 6.6) or by the VARSKIN code (Section 6.7) both of which are based on data derived for an infinite medium.
Berger (1970) used Monte Carlo calculations to study the variation of back scattering with the distance, d, from the boundary, for a plane source of infinite area. He found that when d is divided by the maximum range of the beta rays, the variation of B with d/r max is remarkably independent of beta-ray energy, for maximum energies from 0.17 to 3.5 MeV. A similar result was obtained experimentally by Osanov and Podsevalov (1971) . Berger's results, along with recently calculated values for individual beta-ray emitters, are shown in Figure 6 .7.
Backscattering depends on the thickness of the scatterer and reaches a saturation value at about one third of the maximum range. In most practical situations in dosimetry, it is saturation backscattering that is important. An exception is the backscattering by clothing of beta particles from skin contamination.
Knowledge of the variation of B with the backscattering material can be used to extend estimates of the absorbed dose to various materials. Nunes et ai., (1993) elements is described by Equation 6.6. Measurements of the backscattering of normally-incident beta rays (Murthy and B6hm, 1982) show similar Z-dependence.
For low-Z backscatterers, the relation between B and depth d has approximately the shape shown in Figure 6 .7. In contrast, for high-Z materials, B rises to a maximum before decreasing at larger values of d (Nunes et al., 1993) .
Numerous measurements of the Z-dependence of backscatter factors have been made in the past (e.g., Yaffe and Justus, 1949; Seliger, 1952; Muller, 1957; Engelmann, 1961) , but the quantity measured was usually electron current rather than absorbed dose. For example, Muller (1957) found that the number of electrons backscattered into 27T varied smoothly and linearly with the atomic number of the scatterer within each period of the periodic table, but that the slope of the line differed for each period. Since the energies of backscattered electrons have been found to vary with Z, current and dose are expected to have a different Z-dependence. Although these results are not directly applicable to skin-dose calculations, they contribute to the understanding of the mechanisms of backscattering-particularly the angular and energy distributions of back scattered electrons.
Equivalent Thicknesses of Various Materials: Scaling
A simple derivation of beta-ray dose distributions in various media from those calculated for water depends on the observation that distributions in different low-Z media have very nearly the same shape. They differ by a "scaling factor" on distance and a related renormalization factor.
Similarity in the shapes of transmission curves for monoenergetic electrons was first noted for normallyincident electrons of different energies in a single material. Shapes of the distributions of electron current, for different incident energies, are nearly the same if distances are measured in units of the range of the incident electrons. In this case, the range is the scaling factor. These similarities are shown by various measurements (e.g., Seliger, 1955 , Huffman et al., 1957 , Radzievsky and Osanov, 1966 and the theoretical basis has been discussed by Harder (1969) . Examples of these shape similarities, for absorbed dose distributions at different electron energies, are shown in Figures 6.1 and 6.2.
Harder (1969) also argued that, for relatively high electron energies, this shape-similarity applies to materials of different atomic number Z, provided that Z/E is the same. Radzievsky (1978, 1981 ) extended this to a wider energy range and to multidirectional electrons by using appropriate relations between Z andE.
The similarity rule that is used to relate beta-ray dose distributions in different media is somewhat different from that for monoenergetic electrons. It is based on comparison of measured distributions for point and plane isotropic sources, and of distributions calculated from Spencer's tables or by Monte Carlo (Cross, 1967b (Cross, , 1968 (Cross, , 1969 Berger 1971) and has been demonstrated only for low-Z media. The precision to which scaled beta-ray curves are similar (within 2-3%) is considerably higher than that for monoenergetic electron distributions. Examples of scaled distributions of absorbed dose in air and ethane are shown in Figure 6 .8. There is no attempt to relate distributions from different beta-ray emitters to one another. However, the scaling factor between two media is the same (within about 1 %) for all maximum energies.
The basic reason that shapes in different low-Z media are similar is that the variation with Z, of the ratio of the two quantities that determine the dose distribution-de / dx and scattering probability, is nearly independent of its variation with energy. This can be seen from the well-known expressions of Bethe (1930) and Mott (1929) for these quantities (Equations 5.7,5.18 to 5.21). Thus, although similar shapes have not been demonstrated for normally-incident beta-ray beams or on boundaries between different Q .S: ..., media, one would expect that they also apply approximately in these situations.
Absorbed doses in different media are calculated as in the following example of a point source in an infinitely large air medium. The absorbed dose in air at "distance" r (measured in g cm-2 ) is proportional to the dose in water at distance 0.90 r, where 0.90 is the scaling factor (or relative attenuation) of air relative to water. More precisely, the absorbed dose at distance r (g cm-2 ) in a medium, D(r), is related to the dose at a distance YJ r in water, Dw( YJ r), by p2 D(r) = YJ3 -2 Dw( YJr), Pw
where YJ is the scaling factor of the medium relative to water, p is the density of the medium and Pw is the density of water. The normalization factor, YJ3 p21 Pw 2 , is derived from the requirement that the total energy deposited, 47TI p2 .C' " r2 D(r) dr, is the same for the medium and for water. For a point source, the dosimetric quantity usually tabulated is F(r) = (rl p)2 D(r) rather than D(r). This quantity, at distance r (g cm-2 ) in a medium, is related to the value at distance YJ r in water by (6.4) For a plane source of infinite lateral extent, whether isotropic or a parallel beam, the absorbed dose at depth d (g cm-2 ) in a medium is related to the dose at depth YJ d in water by D(d) = YJDw( YJd).
(6.5)
The scaling factor of a medium can be shown (Cross, 1968) to be proportional to the product of dE 1 dx and a function of an effective Z of the medium
where Wj is the fraction by weight of the element of atomic number Zj and mass number Aj and the summation is over all elements of the medium. The quantity Z is a measure of the ratio of electron scattering to energy loss. The function of Z is ob-taIned by deriving scaling factors relative to water, from experimental or calculated distributions, dividing these by mass stopping powers relative to water, S 1 Sw, and plotting against Z. The resulting curve is shown in Figure 6 .9 and is fitted by
This equation can be used to derive scaling factors for other materials. Scaling factors obtained in this way are given in Table A .2 of Appendix A for a number of media. Although these are given to 3 decimal places, the estimated standard error is ± 1.5%. In deriving Figure 6 .9, since relative stopping powers vary somewhat with energy, the quotient of Fig. 6 .9. Values of scaling factors relative to water, divided by stopping powers relative to water, for various media. The points are derived from measurements or from calculations using Spencer's tables. The curve is fitted to the points. The quantity Z is an effective atomic number for a multi-element medium given by Equation 6.6 (Cross et ai., 1992c) . ranges of 500 keY electrons (r water/r medium) was taken as the average mass stopping power of the medium relative to that of water. Ranges are from Berger and Seltzer (1983) . In media for which ranges are not available, approximate values of relative mass stopping power may be calculated from an empirical expression based on the work of Roesch (1954), S wZ l lnZl Sw = 2.106 L ~i 1 1 -11.;J' (6.8) which, for low-Z media, fits Berger and Seltzer's relative ranges to about 1%.
Scaling factors for media with Z > 18 are known considerably less accurately (Cross, 1968 ).
Empirical Expressions for Absorbed Dose
Distributions: Integration
The Point-Source Function
For approximate calculations of absorbed doses, even when tables based on Monte Carlo calculations are available, it is sometimes convenient to have an analytical expression for the point-source dose function. Such an expression is particularly useful for deriving quickly, by integration, the absorbed dose from a source of finite area and thickness. While the point-source dose function strictly applies only to infinite media, it can provide results near tissue-air boundaries that are usually within 30% of the correct value, and in some practical situations this accuracy is adequate. If necessary, these results can be improved further by making use of backscatter factors (Section 6.4).
Of the numerous such functions that have been proposed, the most widely used, and one of the simplest, is the result of the pioneering work of Loevinger (1950 , 1954 , 1956 Loevinger et at., 1956) .
At distance r from a point source, the absorbed dose per disintegration, D(r), is based on a fit to experimental data, given by (ur)2D(r) = + ur exp(l -ur)), r:o; C/u (6.9) ( klCurexp(l -uriC) kur exp(1 -ur).
r > C/u
The two parts of the function join smoothly at r = C/u. For single-component spectra, the parameters C and u can be calculated approximately in terms of the maximum beta-ray energy, Emax (MeV). For example, for attenuation in soft tissue or water, Loevinger et at., (1956) give, for an allowed spectral shape, The value of k in Equation (6.9) is obtained by equating the total energy deposited at all distances to the energy emitted per disintegration, E, (in MeV) whence
Here p is the density ofthe medium (g cm-3 ) and e is the base of natural logarithms. Loevinger gives also a correction to u for forbidden spectral shapes (Loevinger et at., 1956) . Closer fits to experimental distributions, or to those calculated by more accurate methods, can be obtained by replacing the above values of C and u with values optimized for each individual beta emitter (Murthy et at., 1973, Vynckier and Wambersie, 1982) . In this and subsequent expressions, doses are expressed in MeV g-l. They can be converted to nGy by multiplying by 0.1602. While Loevinger's expression can be very useful for deriving quickly the approximate absorbed dose from a distributed source, it has a number oflimitations. It predicts that the slope of r 2 D(r) is zero as r approaches zero (untrue for low-energy emitters), and the fit is poor near the end of the maximum range. Furthermore, it assumes that the spectral shape has no effect on the shape of the dose distribution, which is not the case, as is illustrated in Figure 6 .10. Loevinger improved the fit at large distances considerably by adding the term -k uRmax exp(1 -uRmax) to both parts of Equation (6.9), but later dropped this modification (Loevinger et at., 1956) . Vynckier and Wambersie (1982,1986) added the term -k ur exp(1 -(ur + D/2) to both parts of the Loevinger function (Equation (6.9)). The additional parameter, f, was chosen to improve the fit at long distances. 6.11 shows an example of the good agreement between absorbed doses calculated with their expression and those derived from Spencer's dose distributions.
Other empirical expressions for absorbed dose distributions around point sources of beta rays (e.g., Sommermeyer and Opitz, 1959; Bochkarev et al., 1972; Valley et al., 1974; Chabot et al., 1988b; Leichner et al., 1989; Prestwich et al., 1989 ) and monoenergetic electrons (Prestwich et al., 1985; Kwok et al., 1987) have been published. They contain more parameters than Loevinger's expressions and these parameters are derived for individual nuclides by fitting known dose distributions. When the parameters of Loevinger's expressions (and their modifications) are fitted to individual distributions, the agreement is as good as those given by more complex expressions.
Several authors have given analytical expressions fitting the dose distribution for monoenergetic electrons incident normally on the surface of a medium (Tabata et al., 1972; Tabata and Ito, 1974, 1988; Meigooni and Das, 1987; Kovar, 1989) . Some of the functions for normal incidence are considerably more complicated than those for point isotropic sources of beta rays. They are mainly of interest for clinical beams of high-energy electrons.
Integration of the Point-Source Function
If D(r), the point-source dose function, is known, then the absorbed dose from any known source distribution can be calculated by integration. For a number of geometrical arrangements and some analytical expressions for D(r), this integration can be done analytically. Loevinger's expressions, and those using similar functions, are particularly suitable because their integration yields known analytic functions.
At a point on the axis of a plane circular source of radius a (cm), that emits 1 electron/cm 2 , the absorbed dose at distance z (cm) from the plane, is
( 6.13) where g = (Z2 + a 2 )1/2. For Loevinger's expression for D(r) (Eq. 6.9), integration yields, Dp1(z, a) kdC [l -In(uzIC) -exp(1 -uzIC)] where kl = 27Tk/v 2 • If the radius, a, exceeds the maximum beta range in the medium, these equations give the dose for a plane source of infinite area that emits 1 electron cm-2 • In this case, a ---'> 00 and the term exp(lug) is zero in both parts of Equation (6.14).
Based on their improved point-source function, Vynckier and Wambersie (1986) give similar expressions for several geometries: a thin, plane source of limited radius, a thin source of infinite area and a planar slab source of infinite area and finite thickness. Absorbed dose distributions around spherical sources and various other geometrical arrangements are given by Loevinger et al. (1956) . The distribution around a spherical source provides a crude approximation to the self-attenuation of beta rays from a large hot particle.
At very short distances (z < < Clu), Equations (6.14) indicate that the dose from a thin, plane source will be proportional to -In(uz I C). This is a useful approximation for interpolating at short distances in dose-distribution tables for beta-ray sources on the skin.
Chabot et al., (1988b) have integrated a different point-source function to obtain absorbed doses from a point source on the outside of loose clothing--an important practical problem. Comparison of results with absorbed dose calculations made with the V AR-SKIN code (Section 6.7) show reasonable agreement between the two methods.
A simple analytical expression for the absorbed dose near the plane boundary of a thick source of monoenergetic electrons has been given by Werner and Das (1987) and Das (1987) . Their result is in excellent agreement with Monte Carlo calculations (Berger, 1973) but its application to beta-ray prob-lems requires further integration over the beta-ray spectrum.
Integration by the V ARSKIN Code
An alternative, and often more convenient, method of estimating absorbed doses from sources distributed over an area or throughout a volume, or of averaging absorbed doses over a target volume, is provided by the (personal) computer code V ARSKIN (Traub et al., 1987 , Durham, 1992 . This code, which is widely used in the U.S.A., was developed to help in the assessment of absorbed doses from skin contamination, including hot particles. It integrates in three dimensions over source and target volumes. The early version of the code integrated the point-source dose distributions in water, calculated by Berger (1971) The sources can be points, planes, slabs, discs or spheres of adjustable dimensions. The "center" of the source can be offset laterally from the center of the area over which the absorbed dose is averaged, a feature especially useful for calculating the dose from several particles. Within the approximation that these shapes represent a hot particle, VARSKIN Mod 2, the current version, makes allowance for self absorption in such particles. The relative attenuation in different materials is assumed to depend only on density.
The code also allows for attenuation in material (e.g., clothing) between the source and skin and for the geometrical effect of an air gap. Again, the only allowance for the different attenuating properties of different materials is for density-i.e., "distances" in g cm -2 are added. This does not appear to be a serious limitation, since the relative attenuations (per g cm -2) of typical clothing materials differ from that of water by only a few percent (Table A. 2). Typical thicknesses of a number of protective clothing materials are given by Durham(1992) .
Since Berger's and Spencer's point-source kernels apply within an infinite medium, calculations of skin doses made with them include backscattering from (non-existent) tissue behind the surface source. The code corrects for this, for a thin plane source, as described in Section 6.4. For thicker sources, the effect of backscattering depends on the source thickness.
Durham et af., (1991a) and Durham (1991) give examples of the effects of the geometry and dimen-sions of source particles on the skin dose. These effects are greatest for low-energy beta-ray emitters such as 60CO, which is a particularly important activation product in some types of reactor systems. For example, for a large particle of activated steel (a cylinder 1 mm diameter and thickness) containing 60CO, the absorbed dose from beta rays at 0.07 mm depth in skin will be reduced about 8 times, compared with that from a point source of equal activity. Even a thin layer (e.g., 5 mg cm-2 ) of clothing reduces the beta-ray dose from 60CO contamination by a factor of about 2. Calculated absorbed doses from a number of particles containing fission fragments or 60CO agreed with those measured to better than a factor of 2.
Dose Equivalents from Airborne Releases
In the event of the release of radioactive material into the atmosphere, individuals may be exposed to external beta and gamma radiation from a radioactive cloud or from radioactivity subsequently deposited on the ground. The most likely source would be accidental release of fission products from a reactor. To relate the expected skin dose equivalents to the concentrations of radioactivity, the relevant conversion coefficients have been calculated for a large number of radionuclides.
The models used are necessarily oversimplified and may differ considerably from a given practical situation. The geometry of the basic model for immersion in a radioactive cloud of beta emitters is a semiinfinite space filled with uniformly contaminated air and a semi-infinite space of tissue or water (i.e., the body). The absorbed dose at the planar interface is approximately half that within an infinite cloud having the same concentration of beta-ray emitters. The dose in an infinite cloud is, by conservation of energy, just the beta-ray energy emitted per kg of air. Minor corrections are usually made for the difference between the stopping powers of air and tissue and for the finite lateral extent of the body. In comparison with the probable differences between the model used and the actual conditions of exposure, these corrections are likely to be of minor importance. To get H p (0.07), a correction is made for the attenuation in 7 mg cm-2 of tissue.
Tables of conversion factors between the concentration of airborne radioactivity (Bq m-3 ) and the dose equivalent rate at 0.07 mm depth in water, for various numbers of nuclides, have been given by Berger, 1974; Kocher, 1980; Kocher and Eckerman, 1981; Barnard and D'Arcy, 1986 and Holford, 1989 . The latter table includes 826 nuclides. Similar tables apply to the skin dose equivalent for a person immersed in contaminated water (Kocher and Ecker-man, 1981; Holford, 1989) . In this case, the model is likely to be fairly accurate if the emitters are known.
For ground contamination, the dose equivalent to the skin at a fixed height (usually 0.8 or 1 m) above an infinite plane of uniform contamination has been calculated by integrating the point-source dose functions for air. Tables are given by Kocher and Eckerman (1981) and Holford (1989) . Table C .17 (Appendix C) shows conversion factors relating dose equivalent rates at 0.07 mm depth in water to activity concentrations in air or on the ground for the most important fission products. The values are taken from Holford (1989).
Similar calculations have been made for the effective dose from gamma radiation, for emitters distrib-uted throughout an infinite cloud or on the ground (Kocher, 1980; Barnard and D'Arcy, 1986; Holford, 1989) . From these results, it can be shown that in an accident in which different fission products were present in the air in about the same proportions as they existed in the reactor, the total effective dose from all fission product beta and gamma radiation would be roughly equal to the beta-ray skin dose equivalent, for times between 1 hour and at least 30 days after emission. In contrast, for contamination on the ground (approximated by a smooth plane), the beta-ray skin dose equivalent would be 8 to 16 times larger than the effective dose. At short distances (e.g. 1 m) from a thin source of mixed fission products, the ratio of H p (O.07) to effective dose can be 50 or more.
