Background: Rapid and accurate three-dimensional structure determination of biological macromolecules is mandatory to keep up with the vast progress made in the identification of primary sequence information. During the last few years the amount of data deposited in the protein data bank has substantially increased providing additional information for novel structure determination projects. The key question is how to combine the available database information with the experimental data of the current project ensuring that only relevant information is used and a correct structural bias is produced. For this purpose a novel fully automated algorithm based on Bayesian reasoning has been developed. It allows the combination of structural information from different sources in a consistent way to obtain high quality structures with a limited set of experimental data. The new ISIC (Intelligent Structural Information Combination) algorithm is part of the larger AUREMOL software package.
Background
In any structure determination process of a biological macromolecule the general goal is to obtain from the available data a structure as accurate as possible. For all high throughput procedures as used in structural genomics projects the structure determination process has to be as fast as possible, demanding that only a minimal set of experimental data is recorded. One way to speed up the NMR structure determination process is to reduce the required number of experimental restraints and/or to use only restraints that are relatively easy to obtain e.g. backbone dihedral angles, chemical shifts, residual dipolar couplings, hydrogen bonds, or H N -H N NOEs. When the amount of available experimental data is limited, the use of additional information such as structural data from homologous proteins is advisable. Most fast methods previously described in the literature are mainly aimed at determining the global fold of a protein [1] [2] [3] [4] [5] [6] [7] [8] [9] . Another set of methods directly uses information from different sources, namely NMR and X-ray, for joint structure refinement to obtain refined structures. It is common to these approaches that discrepancies between NMR and X-ray data are manually corrected, for example by removing violated NOEs, reassigning NOEs or hydrogen-bonds, and taking spin-diffusion effects on NMR restraints into account [10] [11] [12] [13] [14] [15] .
From the conceptual point of view in any structural prediction or calculation from a set of mixed data one has to decide beforehand what kind of structure is the target of the procedure since there is nothing like "the structure". This question is inherently answered in purely experimental structure determination since solution NMR spectroscopy determines the structure in solution and a crystal structure in the crystal. More importantly, the selected experimental conditions such as the buffer and the absence or presence of ligands select the target structural set.
Here, we present a novel general and fully automated approach called ISIC (Intelligent Structural Information Combination) for the combination of structural information from different sources. It allows the predefinition and selection of the target structural set and properly treats discrepancies inherent in the input structural data, thereby ensuring that the additional input data are properly biased toward the target structural set. Using the combined information, high resolution structures are calculated and results are automatically verified on experimental data. One possible application of the ISIC algorithm for rapid structure determination would include the use experimental solution NMR data that is relatively easy to obtain, such as backbone dihedral angles, chemical shifts, residual dipolar couplings, hydrogen bonds, or H N -H N NOEs that alone allow the calculation of a low to medium resolution NMR structure, supplemented with for example data from homology modeling or from a homologous X-ray structure.
In this paper, ISIC was tested for three applications that may occur in "real life". Firstly, the refinement of a solution structure of a protein with an X-ray structure of the same protein determined under slightly different conditions (proper choice), secondly the refinement of a structure calculated from a limited set of NMR data with an Xray structure of the same protein also determined under slightly different conditions and last, the refinement of a known NMR structure with a known X-ray structure of the same protein that is largely different (wrong choice). For the first case we selected the Ras-binding domain of Byr2 (Byr2-RBD) from Schizosaccharomyces pombe (residues 71-165 referred here as residues 1-95) for which both a solution structure of the free protein [16] and a crystal structure of Byr2-RBD in complex with Ras [17] are available. Both structures are of medium quality of about 3 Å resolution (X-ray) or equivalent resolution (NMR) making it an ideal target for structure refinement. In addition, it is expected that the two structures are not identical since complex formation with Ras leads to small but significant conformational changes in the structure of Byr2. The aim of the second test was to refine a structure that was obtained using only readily available NMR data. For this case the Ras-binding domain of RalGDS (RalGDS-RBD) from human was used. The solution structure (residues 1-97, corresponding to residues 788-884 of the full length protein, Swiss prot accession code: Q12967) has been published previously [18] . For the current tests the low resolution structure of a shorter construct (amino acid 11 to 97) was obtained by using only relatively easily available NMR data such as h-bonds, dihedral angles, and backbone NOEs. In addition a medium quality (3.4 Å resolution) X-ray structure of RalGDS in complex with Ras is available [19] . Similar to the first test case small but significant conformational changes between RalGDS in its free solution form and its crystal form in complex with Ras are expected. As a third example we used the NMR [20] [PDBID:1Q10] and the crystal structure [21] [PDB ID: 1PGX] of the immunoglobulin binding domain of protein G from Streptococcus, species Lancefield group G. In this case large global structural differences were observed since in solution dimerization introduced by core mutations induces a domain swapping of a β-pleated sheet.
Results

Theoretical considerations
General considerations
In the improvement of structures by including information from other sources two main cases have to be distinguished: In the first case the additional information is describing the same set of structures (e. g. a solution struc-ture of a protein at given pH, temperature and sample composition). Here the proper weighting of the additional information is the main point when the "true" structure should be optimally approximated. In the second case the additional information is taken from structures that are supposed to be similar but are different nevertheless (e. g. a solution structure and a crystal structure of a different complex). Here an additional difficulty arises since one has to estimate how well the additional structure will apply to the structure in question since otherwise not a properly biased solution will be obtained. The problem can be formulated as the aim to obtain the most probable structure or the most probable set of structures S 0 with a conditional probability P(S 0 |A, I i , i = 1, N) higher than a threshold value P t . The combination of information from N different sources I i is a problem often encountered in structural biology. When S 0 is a set of purely NMR derived protein structures, A would be the general knowledge about the system that is the physical model including the covalent structure and the interaction potentials as they enter a typical molecular dynamics calculation. The NMR derived information I 1 is usually expressed as a set of experimental restraints R 1 = {R 1 1 ,...., R 1 M } containing M restraints that essentially reduce the accessible conformational space of the probable solutions. The experimental restraints are rather inhomogeneous since they include information such as distance restraints from NOESY spectra, dihedral angle information from J-couplings or chemical shifts, as well as intra molecular orientational restraints from residual dipolar couplings.
An elegant semi quantitative way to find the most probable structures S i is the simulated annealing protocol [22] , where the information A is an intrinsic part of the molecular dynamics routines used.
In case two the situation becomes much more complex since structural information that corresponds not exactly to the conditions used in the actual experiment is added from other sources. When this information is expressed again in the form of sets of restraints R i , structures S 0 p (p = 1,...,L 0 , with L 0 being the total number of structures in set S 0 ) have to be found with high probabilities P(S 0 p | A, R i. i = 1,...,N). When a restrained simulated annealing approach is used, the physical model is again an implicit feature, that is P(S 0 p | A, R i. i = 1,...,N) can be replaced by P(S 0 p |R i. i = 1,...,N). With the exception of the restraint set R 1 corresponding to the leading set of structures S 1 , the primary restraints R i * (i = 2,...,N) that are derived from the other sources in general do not directly apply to the conditions of the leading set of structures. This can for example occur due to different experimental conditions. As a consequence, new restraints R i have to be calculated, which directly apply to the true set of structures S 0 . This means that for R 1 one can define R 1 = R 1 *, but for the other restraint sets R i * we have to determine to which amount their individual restraints apply to the true structures S 0 , as explained below.
In general, the complete description of the sets of restraints R i has to be given as a multidimensional probability distribution p(R i , i = 1,...,N). The different sets of restraints and the restraints themselves are coupled since they are derived from related structures and coupled by the physical model. The probability P and thus the probability distribution p of a set of restraints R i in the leading structures can be calculated from the known R i * by
shows that R i depends again on a multidimensional probability distribution and a simplification of the problem is mandatory.
In the standard simulated annealing approach the individual restraints R i k are assumed primarily as independent, their coupling is performed indirectly by the algorithm itself, which selects consistent solutions. As long as the same restraints R i k are considered (and the restraints in a given structure can be considered to be uncoupled) one can calculate the probability that a newly created restraint R 0 k that corresponds to the "true" solution structures S 0 has a given value in the set S 0 . The restraints R 0 k are used later on for calculating the set of true solution structures S 0 .
The indices i and k specify the data set used and the specific restraint, respectively. Here, it is assumed that in first order the individual restraints R 0 k and R 0 l are independent for k≠l. For the calculation of P(R 0 k ) it would be useful to have information about the same restraints in the structures derived from the different data sets. Below it will be shown how a reasonable estimate can be obtained by using a MD-sampling procedure. Equation 3 can be used in two different ways: When a good estimate of the conditional probability is known it can be directly applied. If this is not the case, one can test the hypothesis that P(R 0 k |R i k *) is close to 1 for a data set i. Since we assume that the experimental data 1 represents the "true" ensemble, one can test if a restraint R i k is part of the same ensemble as R 1 k and simply discard all restraints R i k in the calculation that do not fulfill the condition. P(R i k* , i = 1,...,N) in eq. 3 describes the probability that a substitute restraint R i k* has a given value in the set of struc-tures S i and clearly this probability depends on factors such as the corresponding second moments σ of the restraints in the set of structures S i .
Main features of the algorithm
The general features of the ISIC algorithm based on the above considerations are described in Figure 1 for the important application that a NMR solution structure is improved by an X-ray-structure. In ISIC the structural information from a set of different sources i consisting of members S i (with i = 1,...,N and the number of used sources N ≥ 2) is used to improve the structures of the set S 1 . For instance, NMR structures in S 1 are refined by an appropriate X-ray structure S 2 . In this approach the different structural sources S i are usually not identical, as is evident in the case of solution and crystal structures, but they may differ also in other aspects such as in amino acid sequence or absence or presence of interacting molecules.
One important concept is that the available structural information from different sources is first converted into a dense network of derived substitute restraints R i k* that can directly be compared (eq. 3). They are calculated from a structural bundle and are coded as main chain and side chain dihedral angle restraints, as well as distance restraints between selected sets of atoms. The expectation values and standard deviations s of the sample are directly calculated from the given structural bundle by the PER-MOL-algorithm [23, 24] . In case the leading structural set S 1 consists of a set of NMR structures, such a bundle is already available. When no structural bundle is available, it first has to be created in a well-defined manner (see below). The restraints R 1 k * = R 1 k (k = 1,..., M) are then combined with the sets of restraints R i k * (i = 2,...,N; k = 1,...,M i , M i ≤ M) to obtain a final set of restraints R 0 k (k = 1,..., M) and a new bundle of structures S 0 is calculated. The quality of the new structural bundle can be validated against the original experimental data, a step which increases the confidence in the result and can be used to assess the improvement of the structures but is not required by the algorithm.
Structure improvement of the Ras-binding domain of Byr2
As a first example, the AUREMOL-ISIC algorithm was tested on the structure improvement of the Ras-binding domain of Byr2 for which both a set of 10 solution NMR structures [16] and a single X-ray structure of Byr2 in complex with Ras [17] are available. The X-ray structure was used as source structure to improve the NMR structure S 1 .
As described above and using the parameters given in Table 1 , distance and dihedral angle restraints were created that represent the X-ray data. In total 5248 distance restraints and 321 dihedral angle restraints were obtained, defining the restraint set R 2 x *. Please note that for residues 57 -69 no restraints were obtained since these residues were invisible in the original X-ray structure. Employing these restraints and DYANA v.1.5 1000 structures were calculated. The 10 best in terms of DYANA target function were selected to define the set of structures S 2 x that represents the X-ray data. For this purpose a standard DYANA simulated annealing protocol was used, which includes 4000 TAD (torsion angle dynamics) steps. One fifth of these are performed at an initial high temperature, followed by slow cooling during the rest of the schedule. Figures 2B and 2C show a comparison between the original X-ray structure and the corresponding set of structures S 2 x , respectively. As described above from the set S 2 x the set of restraints R 2 * was generated. It consisted of 5600 distance restraints, 396 dihedral angle restraints and 53 hydrogen bond restraints. The corresponding parameters used for Schematic description of the ISIC algorithm Figure 1 Schematic description of the ISIC algorithm. In the above example two input sources are used, one representing a bundle of NMR structures S 1 and one representing a single X-ray structure S 2 .
restraint generation are given in Table 2 . The set of 10 submitted solution NMR structures defines the set of structures S 1 ( Fig. 2A) , from which 6642 distance restraints, 453 dihedral angle restraints, and 106 hydrogen bond restraints were generated that define the leading restraint set R 1 = R 1 *. Please note that 106 is the sum of all hydrogen bond restraints identified in the individual structures of the selected bundle. The corresponding parameters are given in Table 2 . No separate structures were calculated using the restraint set R 1 alone. In the next step the restraints from sets R 1 * and R 2 * were combined as described in the Materials and Methods section using the Improvement of the solution structure of Byr2-RBD by an X-ray structure of the same molecule in complex with Ras 
parameters given in Table 3 . In the case of mismatching restraints only the restraint corresponding to the NMR structure was further used. After the restraint combination 6642 distance restraints, 338 dihedral angle restraints and 26 hydrogen bond restraints were obtained, defining the restraint set R 0 . Using the set R 0 1000 structures were calculated with DYANA and the ten best in terms of the DYANA target function were selected for further analysis, defining the set S 0 (Fig. 2D) . The structures were refined in explicit solvent (water) [25, 26] . As result a set (S 0_WR ) of 10 structures of Byr2-RBD (Fig. 2E ) was obtained.
All secondary structure elements are well defined in these structures. Especially the C-terminal α-helix that was poorly characterized in the original NMR structures is now very well defined. In addition, the quality of the resulting structures was compared to the original NMR and X-ray structures (Table 4) The percentage of residues in the most favored and allowed regions of the Ramachandran plot increased for the refined structures compared to both sets of input structures (S1 and S2). Since the goal was to obtain refined solution structures, the resulting structures have been analyzed, whether they really explain the experimental data better than the original structures. A suitable check for this purpose is the calculation of NMR R-factors [27] that directly compare an experimental NMR NOESY spectrum with the corresponding spectrum back-calculated from a single or a set of test structures. For the calculations shown in Table 4 we used the structurally most discriminating R-factor R5 as described by us previously [27] . The R-factors show also a significant improvement for the refined structures indicating that we were really able to obtain refined solution structures by the use of external data.
Structure improvement of the Ras-binding domain of RalGDS-RBD
As a second test case the Ras-binding domain of RalGDS was chosen using a set of low resolution solution NMR structures as input together with a single X-ray structure of RalGDS in complex with Ras [19] . As in the first test case the X-ray structure was used to improve the NMR structure.
Low resolution NMR structures for RalGDS-RBD (residues 11-97) were newly calculated using easily available NMR data such as 25 h-bonds, 102 Φ and Ψ dihedral angles, and 232 backbone NOEs involving H N and H α atoms. Employing these restraints and DYANA v.1.5 300 structures were calculated as described above of which the 10 best in terms of DYANA target function were selected to define the set of NMR input structures S 1 (Fig. 3A) . As described above and using the parameters given in Table  5 , distance and dihedral angle restraints were created that represent the X-ray data. In total 2001 distance restraints and 263 dihedral angle restraints were obtained, defining the restraint set R 2 x *. Please note that for residues 1, 50 -55, 78 -89, and 97 no restraints were obtained since these residues were invisible in the original X-ray structure. Employing these restraints and DYANA 1.5, 1000 structures were calculated, of which the 10 best in terms of DYANA target function were selected to define the set of structures S 2 x that represents the X-ray data. The original input X-ray structure of RalGDS obtained in complex with Ras is shown in Figure 3B . As described above from the set S 2 x the set of restraints R 2 * was generated consisting of 1784 distance restraints, 326 dihedral angle restraints and 13 hydrogen bond restraints. The corresponding parameters used for restraint generation are given in Table 6 . The set of 10 low resolution NMR structures defines the set of structures S 1 (Fig. 3A) , from which 2344 distance restraints, 417 dihedral angle restraints, and 70 hydrogenbond restraints were generated that define the leading restraint set R 1 = R 1 *. The corresponding parameters are given in Table 6 . In the next step the restraints from sets R 1 * and R 2 * were combined as described in the Materials and Methods section using the parameters given in Table  7 . In the case of mismatching restraints only the restraint corresponding to the NMR structure was further used. After restraint combination we obtained 2344 distance restraints, 285 dihedral angle restraints and 27 hydrogen bond restraints, defining the restraint set R 0 . Using the set R 0 300 structures were calculated with DYANA and the ten best in terms of the DYANA target function were selected for further analysis, defining the set S 0 (Fig. 3C ). All secondary structure elements are well defined in these structures. Especially the locations of the two α-helices that were poorly defined in the input NMR structures are now substantially better defined. In addition, the quality of the resulting structures was compared to the original NMR structure (Fig 3D and (Table 8) . This clearly shows the influence of the increased number of well defined restraints on the refined structures. The average pair wise rmsd difference between the low resolution NMR input structures and the refined structures amounts to 0.32 nm indicating on the one hand the influence of the second source (X-ray data) on the refinement and on the other hand that the refined structures are within the conformational space occupied by the low resolution NMR input structures. The percentage of residues in the most favored regions of the Ramachandran plot did not change for the refined structures compared to the low resolution input NMR structures (S 1 ). The calculation of NMR R-factors was performed as described for Byr2-RBD. The R-factors show also a significant improvement for the refined structures indicating that we were able to obtain refined solution structures by the use of external data. 
Structure improvement of the B2 Immunoglobulin-Binding Domain of Streptococcal protein G
The highest risk in using data from other sources to improve a target structure is a possible bias towards the added structure. In the worst case instead of a refined target structure the structure from the additional source is essentially reproduced. To investigate a possible bias introduced by an additional source on the ISIC algorithm two structures were selected, which clearly show different structural details. The solution structure of the B2 Immunoglobulin-Binding Domain of Streptococcal protein G [20] differs clearly from the X-ray structure [21] . The NMR structure was obtained from a dimeric form of the protein, where 4 core mutations lead to dimerization of the protein and a domain swapping of a β-pleated sheet. Figure  4A shows one half of the dimeric NMR structure compared the monomeric X-ray structure of the B2 domain (Fig. 4B) . As it can clearly be seen the orientation of the Improvement of the solution structure of RalGDS-RBD by an X-ray structure of the same molecule in complex with Ras last two β-strands is considerably different between the 2 structures. A simple averaging process between these two sets of structures leads to substantially incorrect structures and not to any improvements (data not shown). However, applying the ISIC algorithm however takes these structural differences automatically into account. We used the ISIC algorithm as described above by using the same parameters as described for Byr2-RBD and details of the calculations are given in the caption of figure 4. In the first step a bundle of structures representing the X-ray information (Fig. 4C ) was generated. From this set and the NMR structures restraints were generated and combined with ISIC and new improved structures were calculated ( Fig  4D) . As can be seen from Figure 4D the resulting structures look very similar to the original NMR structure but the rmsd-values and the Ramachandran quality have slightly improved (Fig 4) . Note that the original NMR structures were in this example already very well defined.
We did also the inverse experiment, using the NMR-structure to improve the X-ray structure and obtained again an unbiased structure with all characteristics of the original structure (data not shown).
Discussion and conclusion
Any determination of solution structures from experimental data is not (as sometimes automatically assumed) the direct calculation of the only existing solution but the search for a set of structures consistent with the experimental data and additional knowledge of the system (in this regard see also the paper by Rieping et al. [28] ). The use of substitute restraints as introduced here with a simulated annealing protocol for restrained molecular dynamics is an efficient method to combine strongly coupled knowledge from different sources. A proper bias toward the selected target set of structures can be achieved by Bayesian reasoning, thus using the additional informa- tion only to increase the probability to find the "true" ground state set of structures corresponding to the experimental conditions selected. The combination with validation tools such as the calculation of NMR R-factors strengthens the impact of the method considerably since the improvement of the structures can be assessed quantitatively. This is clearly visible for the example of Byr2-RBD where our improved structures also better explain the experimental data. Even the choice of largely inappropriate additional knowledge does not lead to distortion of the original structure as shown for the immunoglobulin binding domain.
In the present paper the automated ISIC algorithm was used to improve a solution structure by related X-ray data. The qualities of both the originally submitted Byr2 NMR structures as well as the corresponding X-ray structure were both limited; therefore, giving an excellent example for testing the ISIC algorithm. The same is true for the Ral-GDS-RBD test case where both the set of low resolution Unbiased refinement of the solution structure of imunoglobulin binding domain of protein G Figure 4 Unbiased refinement of the solution structure of imunoglobulin binding domain of protein G. Parameters used for restraint generation are the same as shown in Table 1 and Table 2 . A: NMR structure (10 monomers of the dimeric structures). 2948 distance, 260 angle and 41 hydrogen bond restraints were obtained (R 1 *). The RMSD is 0.022 nm. The Ramachandran plot delivers 90% in most favored regions and 10% in additional allowed regions. B: Single monomeric X-ray structure. 1888 distance and 243 angle restraints were obtained for generation of the X-ray structure bundle (C). C: X-ray structure bundle (created as described in the materials and methods section). 2762 distance, 241 angle and 45 hydrogen bond restraints were obtained (R 2 *). D: 10 final refined structures obtained using the ISIC algorithm (restraint combination of A and C, 2948 distance, 224 angle and 26 hydrogen bond restraints were obtained). The RMSD is 0.008 nm for the backbone atoms. The Ramachandran plot delivers 92% in most favored regions and 8% in additional allowed regions.
NMR structures of RalGDS that were calculated only from easily available experimental data and the corresponding X-ray data are of medium quality. Especially this last test case is a good example how the inclusion of additional data can speed up the NMR structure determination process for example in structural genomics efforts. However, ISIC can also be used for other applications such as the improvement of a NMR structure of a given protein by NMR structures of homologues proteins or pure homology models. The same would be true for the improvement of X-ray structures by NMR-data when some parts of the electron density map are ill-defined.
Here, the X-ray R-factor would provide the validation tool.
A similar application that one may encounter more often in the future is the calculation of NMR-structures of very large proteins using only a limited set of experimental data. One can think about other scenarios for the application of ISIC. When no X-ray structure of the protein is available homology models from related proteins may be used.
Methods
Details of the algorithm Calculation of the network of substitute restraints
The calculation of a dense network of dihedral angle and distance restraints with the PERMOL-algorithm from bundles of structures has been described earlier [23, 24] . and is implemented in AUREMOL [29] . Here, the expectation values and standard deviations are calculated. Error ranges are approximated from the standard deviations on the basis of the t-test. In case the original set contains only one structure the corresponding structural bundle has to be calculated first. In this regard we will discuss in the following only the most important case of crystal structures that are usually represented as distinct single structures S i p (p = 1). But the principle can be applied to other data.
Depending on the unit cell and the refinement method used sometimes more than one structure is deposited in the data base (p > 1). However, even then the statistical ensemble is too small. The solution to this problem is that in analogy to the calculation of NMR-structures the inherent coordinate uncertainties can be used to calculate structural bundles and from those a set of substitute restraints R i * is obtained. Therefore, we first determine a set of restraints R i x * that represent the original X-ray structure(s) from inter-atomic distances and dihedral angles in the crystal structure(s) together with the corresponding coordinate uncertainties. Using these restraints a set of structures S i x is created, from which the set of substitute restraints R i * is created using PERMOL. For generating the set R i x * two factors that are usually published together with the structure that can be used for a conservative estimate of the structural variations. In a first approximation the expected average error in atomic positions σ(r 0 ) is about 1/3 of the resolution R [30] . In a more involved analysis σ(r m ) of the atoms m possessing low B-factors is often estimated from Luzzati plots. Second the local B-factors can be used to introduce additional errors for specific atoms possessing significant B-values. Static and thermal disorder can effectively spread out the electron density of a given atom mand this increases its B-factor. The B-factor is related to the rms error in the position of an atom by the equation:
B m denotes the B-factor of a given atom m and σ(r m ) is the corresponding average error in atom positions.
Since for the calculations a conservative estimate of distances ranges is most useful, the square of the standard deviation σ 2 (d m,n ) of the distance d m,n between two atoms m and n (m | n) is approximated by
For a more detailed description on the precision of protein structures see the article by Cruickshank [31] . When more than one structure of the same crystal is contained in the data base they can be considered as separate structural sets S i and handled in an analogous way. As mentioned above, using this preliminary set of restraints R i x * a bundle of structures S i x is calculated by employing programs such as DYANA [32] , XPLOR-NIH [33] or CNS [34] . From this bundle a set of restraints R i * is calculated in the same way as it has been done for the restraint set R 1 of the leading structure S 1 .
Restraint combination
As derived above (eq. 2 and eq. 3), from the sets of restraints R 1 (R 1 = R 1 *) and R i * (i = 2,...,N) a new set R 0 has to be calculated, which then enters then the final structure calculation. Although the algorithm produces restraint sets R i * that are matched to the leading set R 1 for all data sets, in some cases no restraint R i k* matching a restraint R 1 k can be created for data set i. Such a case can occur when an atom or an amino acid of set R 1 does not exist in the data used to generate set R i *. In this case R 0 k is set to R 1 k . In all other cases the final restraint R 0 k has to be calculated according to eq. 3. Since P(R 0 k |R i k *, i > 1) is difficult to determine for distances and angles, we apply a pair wise zero hypothesis test P(R 1 k |R i k *, i > 1), that the corresponding two restraints of the two data sets describe the same ensemble. If yes, a new probability distribution for the restraint is calculated, if no, the restraint R i k * is discarded and only R 1 k is used. For the case that also errors in the leading restraint set R 1 are expected it is possible to also discard the restraint R 1 k . However, this special option was not used in the current tests. When large structural bundles are created (as one of the possible options), the probability distributions can directly be obtained from the bundle. Since we have no a priori knowledge about the distribution type of the individual restraints, we can apply known statistical tests like the rank dispersion test according to Siegel and Tukey [35] or the comparison of two independent samples according to Kolmogoroff and Smirnoff [35] . In case that the investigated restraints possess the same or nearly the same type of distribution, the so called U test according to Wilcoxon, Mann and Whitney [35] can be applied. It is the distribution free counterpart to the parametrical Student t-test that strictly can only be applied for normally distributed data.
On a variety of data sets we tested according to Kolmogoroff and Smirnoff, whether our data can be assumed to follow a normal distribution. As a result it was found that for all our test cases the data are normally distributed within a small degree of error. Therefore, for practical reasons it is sufficient to assume that the distribution can be approximated sufficiently well by a Gaussian distribution.
As a consequence we are allowed to check for the null hypothesis by enforcing a pair-wise two-sided t-test that compares the individual distance and angle restraints of all restraint sets R i * (i > 1) with the corresponding restraints of set R 1 *. 
can be calculated or looked up in the t-value table.
In case the calculated t-value t 1 k is greater than the critical t-value t c , the null hypothesis has to be rejected and the restraint R i k* is not used. Restraints with t 1 k ≤ t c are retained and the weighted average value <R 0 k > of the restraint R 0 k is calculated together with the corresponding weighted total standard deviation σ(R 0 k ).
Hydrogen bond restraints
In addition to combined dihedral angle and distance restraints the ISIC algorithm also uses backbone hydrogen bond restraints R i k . For the sake of clarity they will in the following be denoted as H i k . In principle hydrogen bonds could be handled in a similar way as described above for distance restraints by using the distributions of hydrogen bonding energies as parameters, where the hydrogen bond energies are calculated according to Freund [36] . Since rapid calculations are required within ISIC a somewhat faster method is actually used for hydrogen bond definition accepting a maximum NH-O distance of 0.24 nm and a hydrogen bond angle a NHO of 180° ± 35°. In ISIC the frequencies X i k* of the hydrogen bonds in the different structural bundles S i are determined and used as hydrogen bond probabilities P(H i k* ). From that the conditional probabilities P(H 0 k |H 1 k , H i k* , i = 2,...N) that a hydrogen bond exists in the solution structure are obtained.
Assuming that the restraints from different structural sets can be considered statistically independent and that with eq. 2 the probability P(H i k ) that a hydrogen bond exists also under the conditions of true solution structures can be written as
one obtains from eq. 7 and eq. 8
For the conditional probability that a hydrogen bond P(H o k |H i k *) also exists in solution when it exists in the crystal structure, a plausible value of 0.9 has been assumed in this paper. the existing structural data base. The a priori probability P(H) that a hydrogen bond between a given pair of atoms exists is rather small, a plausible value would be 1/Q with Q the number of residues of the protein under consideration.
In case that P( , i = 2,..., N) exceeds a given user-defined threshold, for example 0.75, the corresponding hydrogen bond restraint is accepted and transformed in appropriate distance restraints as usually done in MDcalculations.
Filtering of angle restraints
When dihedral angles are combined and averaged it is possible that the calculated average values are located in disallowed regions of the Ramachandran plot. A filter is implemented that allows the user to disregard backbone and side chain dihedral angles as a function of their presence in unfavorable regions of the Ramachandran plot.
NMR spectroscopy and structures
The sequential assignments of the NMR signals of Byr2 and the experimental parameters have been described in [37] . A 2D 1 H NOESY spectrum obtained with a mixing time of 100 ms was used for structure validation. As input data the NMR structure of the free Ras-binding domain of Byr2 (Byr2-RBD) from Schizosaccharomyces pombe (residues 71-165 here referred to as residues 1-95) [16] Programs and structure validation NMR data evaluation was performed with the program AUREMOL (V 2.2.1). Expectation values and standard deviations of cyclic quantities were calculated according to Döker et al., [38] . Sequence alignment was performed with a module for pair-wise sequence alignment based on the Needleman-Wünsch algorithm and the BLOSUM62 matrix that we recently included in the AUREMOL module PERMOL [23, 24] . The resulting refined solution structures were validated on the experimental NMR data by the calculation of NMR R-factors [27] . For investigating the stereo-chemical quality PROCHECK-NMR was employed [39] and rmsd values were calculated using MOLMOL [40] .
Molecular dynamics calculations
Structure calculations were performed using the torsion angle molecular dynamics program DYANA v1.5 [32] . Details of the used standard simulated annealing protocol are given in the corresponding publication. From the resulting structures the best in terms of DYANA target function were selected for refinement in explicit solvent [25, 26] .
Implementation
ISIC is written in ANSI-C and is fully incorporated in the software package AUREMOL http://www.auremol.de.
Abbreviations
NMR, nuclear macgnetic resonance; rmsd, root mean square deviation; RBD, Ras binding domain.
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