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Abstract
Using computational screening we identify materials with potential use as light
absorbers in photovoltaic or photoelectrochemical devices. The screening focuses on
compounds of up to three different chemical elements, which are abundant and non-
toxic. A prescreening is carried out based on information from the ICSD and OQMD
databases. The light absorption, carrier mobility, defect tolerance, and stability of the
materials are assessed by a set of simple computational descriptors. The identified
74 materials include a variety of pnictogenides, chalcogenides, and halides. Several
recently investigated light absorbers such as CsSnI3, CsSnBr3, and BaZrS3 appear on
the list.
The increasing demand for energy to supply the growing human population has led to
large-scale consumption of fossil fuels. As a result, the emission of greenhouse gases into
the atmosphere is having detrimental effects on the environment. Therefore, it is an urgent
requirement to explore fossil-free energy resources. One of the most promising such resources
is the solar energy. Although, solar energy may not be able to fully substitute the fossil fuels
in the near future, it has the potential to alleviate the environmental problems if used at
a global scale. There are numerous ways to harvest the solar energy such as photovoltaics
(PV), photoelectrochemical (PEC) generation of hydrogen or other chemicals, and thermal
fuels.1–5 These technologies are still not fully developed and significant efforts are required
for their large-scale deployment.
Solid-state PV and PEC processes rely on materials which absorb the solar photons,
generate electrons and holes, and conduct them to surfaces to participate in chemical pro-
cesses or deliver electric current. For a material to work in a reasonable way, these processes
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must all be carried out efficiently. The PV technology relies predominantly on silicon as
an absorber6–8 in addition to a few other semiconductors such as GaAs, CdTe, InP, GaInP,
CZTS(Se) and CIGS.6,7,9–12 The deployment of PV technology is rapidly growing, while the
PEC technology has not been realized yet mainly due to the lack of materials which can
efficiently harvest visible light and use the generated electron-hole pair to for example split
water. However, numerous materials have been explored for PEC, to name a few; TiO2, CdS,
Bi2S3, Sb2S3,WO3, ZnO, Cu2ZnSnS4 and Fe2O3.13–15 Despite numerous attempts, an analog
of silicon for PEC has not been found yet. In order to address the challenges hampering the
PEC technology alternative strategies are continuously being explored. One such strategy
is to integrate existing silicon PV devices into PEC units. In these “tandem" devices two
semiconductors with different band gaps (one of them being for example silicon) are used as
photoanode and photocathode, each conducting one half of the water-splitting reaction.16–20
Despite the considerable research efforts the number of semiconductors, which have been
explored for PV or PEC, is still small compared to the number of semiconductors, which have
been synthesized. Therefore, a systematic investigation of the properties of already known
semiconductors may reveal new interesting materials for PV or PEC application. However,
performing experimental investigation of all relevant properties for thousands of materials
is a daunting task, and this is where computational screening approaches can provide useful
guidelines.21,22
In the past few years, publicly available databases with calculated properties of hundreds
of thousands of materials have been established.23–28 However, some of the properties like
band gaps or charge carrier effective masses, which are relevant to PV and PEC applications,
are either not reported or the reported values are not very accurate due to limitations of
the methods used. In the present work, we use the data reported in the Open Quantum
Materials Database (OQMD)23,24 and then take a step further to calculate relevant electronic
properties of already synthesized materials. The criteria we use to screen the materials are
based on the toxicity and abundance of constituent elements, thermodynamic stability, band
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gap in the visible spectrum, high charge carrier mobility, and small tendency of the materials
to exhibit defect-mediated mid-gap states in the band gap. Based on the criteria, we suggest
new candidates which can potentially act as PV and PEC light absorbers.
The electronic structure calculations are performed using Density Functional Theory
(DFT) in the Projector Augmented Wave (PAW) formalism29 as implemented in the elec-
tronic structure code GPAW30,31 with the ASE interface.32,33 The wave functions, electron
density and the effective potential are expanded on a real space grid with a grid spacing of
0.18 Å. The sampling of the Brillouin zone is performed using the Monkhorst-Pack scheme.34
The k-point density is chosen to be 5 points Å−1, and finer k-point meshes are adopted for
the calculation of band structures and effective masses. The band gaps and band structures
are calculated using the more accurate semi-local Gritsenko, van Leeuwen, van Lenthe and
Baerends potential (GLLB) improved for solids (-SC), which includes an explicit estimation
of the derivative discontinuity.35,36 The GLLB-SC functional with similar computational cost
as the other semi-local functionals predicts band gaps, which are quite close to the predic-
tions of more computationally demanding many-body-perturbation-theory calculations and
hybrid functionals.37 Spin-orbit coupling was included in the calculations for materials con-
taining elements with atomic number (Z) higher than 56. Investigation of defect properties
was done with the PBE exchange correlation functional.38 It should be noted that due to self-
interaction errors in the PBE functional the quantitative description of the defects cannot
be expected to be accurate. Therefore, the analysis should only be considered qualitative.
The Inorganic Crystal Structure Database39 is a library of over 180000 inorganic com-
pounds, where most of the compounds have been experimentally synthesized. The OQMD
database is a computational materials database, which contains information about a large
fraction of the crystal structures present in the ICSD. In the following we shall take as the
starting point the materials in OQMD which originates from the ICSD. This limitation to
the materials that appear in both ICSD and OQMD has several advantages: 1) As mentioned
by-far most of the materials in ICSD have been synthesized, so this means that they can be
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considered stable or at least meta-stable. We do therefore not investigate material stability
any further in the screening process, which saves considerable computer time. However, in
the final stage of the screening we return to the stability issue, because some of the com-
pounds have been synthesized only under extreme conditions. 2) In ICSD many materials
appear several times as duplicates, but these have been removed in OQMD. 3) The mate-
rials in OQMD have already been structurally optimized within the DFT framework using
the PBE functional so that atomic forces and stresses vanish. This is convenient for further
computational investigation. 4) Several properties like the band gaps of the compounds have
already been calculated at the PBE-level, which we shall also exploit.
The initial download from the OQMD contained 28,566 compounds to be considered 1.
These compounds are uniquely identified by their ICSD numbers, which are also provided
in the OQMD database. We shall here limit ourselves to compounds of up to three elements
of which there are 22,807.
We now begin a screening funnel, where we gradually remove compounds, which do not
seem promising according to a list of criteria. The first step of the funnel is to restrict
ourselves to compounds, which are made of only abundant and non-toxic elements for which
an open market exists. We use the analysis by Gaultois et al.,40 which is based on the crustal
abundance of the elements and the so-called Herfindahl-Hirschman index (HHI) as a measure
of the concentration or monopoly-character of the resources and the market. A priority list
of elements based on these criteria are shown in Figure 1 and the resulting elements are also
indicated in blue in the table of elements in Figure 2.
The abundance and toxicity criteria for the elements lead to a reduction in the number of
compounds from 22,807 to 7,241. In the next step of the screening funnel we benefit from the
fact that the Kohn-Sham band gaps have already been calculated and reported in the OQMD
database using the PBE functional. It is well known that band gaps calculated with the PBE
are severely underestimated, so we therefore use these band gaps only in a semi-quantitative
1We acquired the dataset from the OQMD database around October 2014. At that time the ICSD-entries
in the OQMD included systems with up to 35 atoms in the primitive unit cell.
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Figure 1: The list of elements to be considered in the screening study based on crustal
abundance and the Herfindahl-Hirschman index (HHI).40
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way. We first discard all compounds without a PBE band gap, i.e the compounds which
according to PBE are metallic. It should be noted that some compounds, for example several
oxides, are in reality semiconductors or insulators despite a vanishing PBE band gap because
of strong correlation effects. Such compounds are therefore not included in the screening.
Additionally, we exploit the underestimation of the PBE band gaps to discard materials
which have PBE band gaps higher than 2.0 eV. The optimal band gap for single junction PV
devices is ∼1 eV, which we shall refer to as a small band gap (SBG), whereas the tandem
devices require for their large band gap component (LBG) a band gap of ∼2.0 eV.18 This
leads us to focus on materials with band gaps between 0.5 eV and 2.5 eV. It is quite unlikely
that a material with a PBE band gap of more than 2 eV does in fact have an experimental
band gap of less than 2.5 eV, so these materials are discarded. The number of candidate
materials is reduced to 1630 by this step. The procedure is schematically shown in Figure 2.
We now move on to consider a proper evaluation of the band gaps of the materials. As
mentioned above, the PBE functional severely underestimates the band gaps and cannot
therefore be used for realistic prediction. The underestimation is due mainly to the ne-
glect of the so-called derivative discontinuity, which corrects the Kohn-Sham gap to obtain
the fundamental gap. The GLLB-SC functional improves on this by including an explicit
calculation of the derivative discontinuity.35,36 The GLLB-SC functional gives a reasonable
estimate of the band gaps within ≈ 0.3 − 0.5 eV as demonstrated in previous work with
comparisons to experiment and to G0W0 and HSE06 calculated band gaps.37
The GLLB-SC functional has convergence issues and maybe also more fundamental prob-
lems for magnetic systems, and we therefore concentrate on the spin-paired semiconductors.
This reduces the number of candidate materials from 1,630 to 929. This is a significant re-
duction and it would be interesting in future work to investigate also the 701 spin-polarized
compounds. In Figure 3(a) we show the GLLB-SC calculated values of the band gaps versus
the PBE band gaps. The figure clearly shows that the GLLB-SC band gaps are larger than
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Figure 2: Flow of data selection process: Entries are extracted from the OQMD database
(22,807 that originate from the ICSD with up to three elements), only entries containing
non-toxic, abundant and low HHI elements are to be considered further. Furthermore, the
number of candidates is additionally decreased by selecting only semiconducting materials
with 0 eV< EPBEg ≤ 2 eV, containing up to three elements resulting in 1,630 candidates.
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the PBE calculated values in most cases and that it is unlikely that materials with a PBE
band gap above 2 eV could have a GLLB-SC band gap in the relevant range. Based on
the GLLB-SC predicted band gaps we identify 323 LBG and 195 SBG materials for further
consideration.
Efficient transport of the generated charge carriers after light absorption is required for
low losses in a PV/PEC material. The losses mainly arise due to recombination of charge
carriers, which can potentially be prevented if the charges separate and move apart fast
enough after their generation. Therefore, high mobilities are a prerequisite for efficient charge
transport and should dampen the losses due to recombination. Several mechanisms can
limit the carrier mobilities including scattering by phonons, electrons, or defects, but direct
calculation of the scattering times associated with these different mechanisms is difficult and
computationally demanding in particular for large systems. However, independent of the
scattering mechanism and the scattering life time, the mobilities are inversely proportional
to the effective charge carrier masses, and we shall therefore use the effective electron and
hole masses as descriptors for the mobilities. The situation is more complicated if polaron
hopping is the main transport mechanism. However, the formation of polarons involves
electron localization, and a low effective mass is indication of highly delocalized states which
make the localization less likely.
The carrier effective masses are obtained by fitting a parabola to the top of the valence
band and bottom of the conduction band of the band structure. The band structures are
calculated along the high-symmetry band path as suggested by Setyawan and Curtarolo.41
At high-symmetry points where the band path changes directions, parabolic fits are made
on both sides of the symmetry point. We choose an upper limit for both the effective
electron and hole masses to be one standard electron mass. Figure 3 (b) shows a combined
histogram of all the materials with band gaps in the relevant range (green) and the ones
with low effective masses (blue). This step decreases the number of materials from 518
(with appropriate band gap) to 222 materials, which additionally satisfy the criterion for the
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effective mass.
Figures 4 and 5 show the band gaps of the binary and ternary PV and PEC materials
satisfying the criteria introduced so far. The selection process so far identifies several ma-
terials which are well-known light absorbers such as ZnS, ZnS2, FeS2, CsSnI3 and, ZnSiP2.
This, to some extent, validates our approach. At the end of the screening process, we shall
consider other well-known light absorbers, which do not appear as candidates and discuss
the reasons for this.
The final step in the screening funnel takes defect properties into account. Defects can
be detrimental to the performance of semiconductors as PV/PEC materials. For example,
the defects present in FeS2 act as recombination centers, which severely deteriorates its
performance.42 Generally, presence of different defects like vacancies, substitutional defects,
and impurities may give rise to new electronic states in the band gap, which reduces the
photo-absorption or they act as recombination centers.43 The materials exhibiting this kind of
behavior are commonly termed “defect-sensitive”, whereas semiconductors which only show
nominal change in their electronic structure upon introducing defects are termed “defect-
tolerant”.43–46
In the following we aim to identify the defect-tolerant materials by explicit calculation of
the electronic structure in the presence of defects. Ideally, defect calculations require large
supercells with different charge state along with careful incorporation of electrostatic correc-
tions to the electronic structure and energies.47–51 However, such accurate defect calculations
are computationally too demanding for a screening study like the present one, and, further-
more, we are not aiming to study defect properties in detail, but only to determine whether
a given material is defect tolerant or not. We have previously proposed a simple descriptor
for defect tolerance, which uses the orbital character of the conduction and valence bands of
the pristine semiconductor to infer whether or not the band gap has bonding/anti-bonding
character.44 The method was successfully applied to a class of metal-dichalcogenides, but we
have found it to be less applicable to the heterogeneous class of materials investigated here.
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Figure 3: Schematic view of the step-wise inclusion of new descriptors. a) Selecting materials
with the GLLB-SC calculated band gaps in the range between 0.5 and 2.5 eV. The plot shows
the GLLB-SC band gaps versus the PBE band gaps. The blue and green striped areas show
the HBG and LBG regions, respectively. b) Selection of the compounds with the carrier
effective masses less than one standard electron mass. The histogram of the band gaps of
the materials before and after applying the criterion for the effective mass. c) Selection of
the defect tolerant materials. Defect tolerance refers to the situation when no mid gap states
in the band structure arise as a result of presence of point defects in the crystal. Numbers
written on the arrows represent the number of candidates in each step.
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Figure 4: Calculated band gaps of binary systems satisfying the screening criteria for abun-
dance, non-toxicity, light absorption, and mobility. Due to a long list of materials the figure
is divided into a) and b). The materials are arranged according to increasing order of the
band gap, with the smallest ones in a) and the larger ones in b). Orange and green areas
represent LBG and HBG regions, respectively. A table with numerical values and ICSD
codes can be found in the supporting information (SI).
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Figure 5: Calculated band gaps of ternary systems satisfying the screening criteria for abun-
dance, non-toxicity, light absorption, and mobility. Due to the long list of materials the
figure is divided into a) and b). The materials are arranged according to increasing order of
the band gap, with the smallest ones in a) and the larger ones in b). Orange and regions
represent LBG and HBG regions, respectively. Table with numerical values and ICSD codes
can be found in the SI.
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We limit ourselves to study vacancy defects in their neutral states by creating one defect
in repeated 2×2×2 (or 3×3 ×3 if the pristine unit cell is smaller than 5 atoms) supercells.
Vacancies for all the constituent elements are investigated. The density of states (DOS) is
then calculated in the defect supercell without relaxing the atomic structure after defects
are introduced. The calculations are performed using the LCAO-mode of GPAW with a dzp
basis set.52 If the resulting DOS resembles the DOS of the pristine structure i.e. there are
no mid-gap states in the band gap (or only shallow states near the band edges), we consider
the material as defect-tolerant. This approach does not rule out that other kinds of defects
can harm the photoelectric performance, but at least it removes from the screening funnel
the ones where the vacancies lead to mid-gap states.
Table 1: Final list of suggested PV and PEC candidates including the calculated
band gaps and effective masses, and, if available, experimental band gaps. The
energies of the compounds with respect to the convex hulls ∆Hhull (eV/atom) are
also reported. A large positive value of ∆Hhull implies that the compound may
not be stable under normal conditions. Compounds with ∆Hhull > 0.05 eV are
shown in parenthesis. The corresponding ICSD numbers of all the compounds
are provided in the SI. For the compounds labelled by asterisks the investigations
of defect sensitivities are inconclusive, because the PBE/LCAO gaps are too
narrow to allow for a clear distinction between mid-gap and shallow states. The
band gaps are reported in eV and the effective masses in the units of electron’s
rest mass me.
Formula EGLLB−SCg (eV) E
GLLB−SC
g(direct) (eV) m*h (me) m*e (me) E
exp.
g (eV) ∆Hhull (eV/atom)
Al2MgSe4∗ 2.47 2.47 0.38 0.21 - 0.01
(B12S)∗ 0.58 0.75 0.40 0.29 - 0.41
Ba3P4 1.07 1.07 0.95 0.97 1.653 0.00
Ba3SbN 2.05 2.05 0.18 0.25 - 0.00
Ba5Sb4 0.94 1.27 0.66 0.36 - 0.00
Ba4SnP4 1.78 1.79 0.32 0.47 - 0.01
BaCaSn 0.88 0.88 0.34 0.73 - 0.00
BaLiP 1.98 1.98 0.16 0.16 - 0.00
BaZrN2 2.45 2.45 0.38 0.28 - 0.00
BaZrS3 2.34 2.34 0.35 0.43 1.854,55 0.00
Ca3NP 2.46 2.46 0.21 0.29 - 0.00
CaLiSb 1.36 1.36 0.13 0.40 - 0.00
Cs2SnI6∗ 0.77 0.77 0.84 0.26 1.356 0.00
Cs3Sb 2.45 2.75 0.76 0.23 1.6(300K)57 0.00
Cs6AlSb3 2.11 2.21 0.91 0.28 - 0.00
Cs6GaSb3 1.84 1.94 0.99 0.29 - 0.00
CsCuSe4 1.94 2.01 0.48 0.26 - 0.00
CsGe Cl3 2.31 2.31 0.27 0.29 - 0.00
CsNaGe2 2.48 2.51 0.35 0.51 - 0.00
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Table 1 – continued from previous page
Formula EGLLB−SCg (eV) E
GLLB−SC
g(direct) (eV) m*h (me) m*e (me) E
exp.
g (eV) ∆Hhull (eV/atom)
CsSnBr3 0.99 0.99 0.09 0.08 1.2658 0.00
CsSnI3 (B) 1.23 1.23 0.10 0.06 1.3 (GW 1.3)59,60 0.00
CsSnI3 1.88 1.88 0.12 0.09 - 0.00
(CuI) 0.6 1.39 0.71 0.36 - 0.07
(Cu3N) 1.49 2.00 0.24 0.21 1.561 0.24
Cu2S 0.95 0.95 0.26 0.15 1.257 0.01
Cu3SbSe3 1.22 1.27 0.52 0.44 1.6862 0.03
Cu8SiSe6 1.13 1.15 0.46 0.19 1.3363 0.05
Cu2GeS3 0.87 0.87 0.26 0.16 - 0.00
Cu2O 1.16 1.16 0.25 0.78 2.1757 0.00
Cu3KS2 1.67 1.74 0.36 0.40 - 0.00
CuAlSe2 2.44 2.44 0.22 0.16 - 0.00
CuGaS2 2.13 2.13 0.23 0.19 2.5364 0.00
CuKSe∗ 1.44 1.44 0.10 0.13 - 0.00
CuSbSe2 1.39 1.59 0.77 0.56 1.265 0.00
Ga2Se3 2.02 2.02 0.21 0.16 1.957 0.00
Hf3N4 2.39 2.39 0.27 0.37 1.866 0.00
K2P3 1.89 1.91 0.79 0.99 - 0.00
K2Sn2O3 2.04 2.04 0.22 0.15 - 0.00
KMo3O9 0.89 0.96 0.97 0.64 - 0.00
KZnSb∗ 0.88 1.01 0.06 0.09 0.01
Li2NaSb 2.09 3.38 0.13 0.24 - 0.00
Li3NaSi6 0.54 0.6 0.31 0.41 - 0.00
LiP 1.56 1.84 0.42 0.58 - 0.00
LiSrN∗ 1.64 2.19 0.92 0.28 - 0.00
LiSrP 2.29 2.59 0.38 0.65 - 0.00
LiZnN 1.52 1.52 0.13 0.16 1.967,68 0.00
Mg2Si∗ 0.66 0.66 0.19 0.57 - 0.00
Mg3Sb2∗ 1.1 1.91 0.10 0.23 1.169 0.00
Mg2Ge 0.75 1.67 0.08 0.22 0.7457 0.00
NaBaP 2.22 2.22 0.21 0.25 - 0.00
NaNbN2∗ 1.29 1.94 0.23 0.52 - 0.00
NbI5 1.54 1.59 0.85 0.37 - 0.00
O2I 2.17 2.69 0.72 0.77 - 0.02
Rb2SnBr6 2.49 2.49 0.82 0.37 - 0.00
Rb6AlSb3 1.71 1.79 0.95 0.24 - 0.00
RbGeI3 1.00 1.00 0.09 0.07 - 0.03
RbLi7Ge8∗ 0.61 0.67 0.71 0.48 - 0.00
RbSn 1.43 1.43 0.62 0.28 - 0.00
SnPSe3 2.2 2.33 0.72 0.68 - 0.00
Sr2Ge 1.08 1.08 0.13 0.61 - 0.00
Sr3 AlSb3 1.47 1.47 0.59 0.44 - 0.00
Sr3GaN3 2.31 2.37 0.63 0.27 - 0.00
Sr3GeO 1.06 1.06 0.10 0.17 - 0.00
Sr3SbN 1.63 1.63 0.19 0.18 1.1570 0.00
Sr3SiO 1.14 1.14 0.14 0.19 - 0.00
SrGe2 0.83 1.01 0.52 0.48 - 0.00
SrS3 2.14 2.14 0.94 0.71 - 0.00
SrZrN2 0.65 1.31 0.26 0.32 - 0.00
(ZnS2) 2.5 2.83 0.47 0.46 2.5 (GW 2.7)71 0.08
(ZnSe2) 1.41 1.65 0.20 0.57 1.56 (GW 1.7)71 0.15
Zr3N4 2.13 2.13 0.32 0.38 2.1-2.372 0.05
ZrI2∗ 0.59 0.71 0.91 0.37 0.173 0.00
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Table 1 – continued from previous page
Formula EGLLB−SCg (eV) E
GLLB−SC
g(direct) (eV) m*h (me) m*e (me) E
exp.
g (eV) ∆Hhull (eV/atom)
ZrNI∗ 0.92 0.92 0.29 0.37 - 0.00
ZrSe2∗ 1.06 1.91 0.29 0.29 1.2,1.674 0.00
This completes the screening funnel and the resulting candidates are shown in Table 1.
In the following we shall discuss these materials and some of their properties in more detail.
However, before doing so, we shall return to the issue of material stability. By far, most of
the materials in ICSD have been experimentally synthesized and can therefore be regarded as
stable or at least meta-stable. However, some of the materials are synthesized under extreme
conditions of pressure or temperature and are therefore not necessarily stable under normal
conditions. These materials might therefore decompose into competing phases, which are
more stable. This issue can be assessed by the convex hull construction from the formation
energies. The convex hull value at a given chemical composition is obtained by minimizing
the linear combination of energies of all possible phases constrained to the given composition.
If the compound lies significantly above the hull it is an indication of a potential problem
with the stability under normal conditions. This might be due to high pressure/temperature
synthesis, but can also be caused by other problems with the ICSD entry.
The relative stabilities, ∆Hhull, of the compounds with respect to the convex hull are
shown in Table 1. The data are obtained directly from the OQMD database. If ∆Hhull
is zero for a particular compound, then the compound is most likely stable under normal
conditions whereas a large positive value imply possible instability. The compounds with
∆Hhull above 50 meV are shown in parenthesis. For example, CuI is in a high-pressure phase,
while both B12S and Cu3N have warnings associated with them in the ICSD indicating a
potential problem with the crystal determination for these compounds. We find Cu3N to be
defect tolerant with a band gap around 1.5 eV in agreement with the experimental value for
the band gap. Zakutayev et al.43 also categorize the material as defect tolerant and calculate
the band gap with G0W0 to be around 1 eV.
Some of the candidates reported in Table 1 have been previously explored for different
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applications. For example, Cs3Sb has been investigated experimentally and theoretically as
a photocathode.75–77 We note that De’Munari et al.78 report a phase transition occurring
at around 260 K which could explain the mismatch between the calculated (2.45 eV) and
the experimental (1.6 eV at 300K57) band gap values for this particular compound. Fur-
thermore, Wu et al. explored Cu2S nanocrystals for PV application79 whereas Cu3SbSe3
and LiBC have been explored as potential thermoelectric and high temperature supercon-
ductor, respectively.62,80–83 Cu2O has been investigated both in a PV84 and PEC85 context.
Additionally, attempts have been made to make solar cells out of the ternary compounds
of copper, CuSbSe2 and Cu8Se6Si.63,86 Also CuGaS2 have been previously tested for solar
hydrogen evolution.87
A few of the identified perovskites have been explored actively in recent years. For
example, we find CsSnBr3 and CsSnI3 as PV semiconductors having a band gap of ∼1.3
eV.58,88 However, the poor stability of CsSnX3 perovskites in moisture or air prevents them
from being used as absorbers in PV devices. Recent suggestions to improve the air stability
of the above mentioned perovskites propose Cs2SnI6 as a derivative of CsSnI3 which in
addition to having improved stability also has high absorption coefficient;89 we also find
Cs2SnI6 as one of the possible PV candidates. Two phases of CsSnI3 satisfy the criteria: the
orthorhombic so called ’black’ phase (1.32 eV band gap) and the tetragonal phase (1.88 eV
band gap). However, the most stable CsSnI3 phase, the orthorhombic ’yellow’ phase, was
not part of the study due to a too high PBE band gap (experimental band gap is 2.6 eV90).
In addition to the halogen perovskites, the chalcogen perovskite BaZrS3 has been explored
intensively in the last few years as a possible high band gap absorber for water splitting with
a band gap of 1.8 eV.54,91 As Table 1 shows, the screening also identifies BaZrS3 as a potential
candidate for PEC application.
The above discussion shows that a few relevant descriptors when used in conjunction lead
to a tremendous reduction in the materials space, and that several already known promising
materials result from the screening. This provides some credibility to the approach. To shed
17
Table 2: Calculated properties of known solar energy conversion materials.
Formula EGLLB−SCg EGLLB−SCg(direct) m*h m*e Eexp.g defect tolerant
CdSe 1.52 1.52 0.09 0.10 1.73 no
CdTe 1.59 1.59 0.08 0.10 1.43 no
GaAs 0.85 0.85 0.04 0.05 1.42 yes
GaP 2.57 2.81 0.10 0.14 2.3 no
GaInP 1.78 1.78 0.10 0.13 1.819 no
Si 1.11 3.06 0.11 0.56 1.12 no
CuInSe2 1.45 1.45 0.19 0.11 1.01 yes
BiVO4 3.71 3.71 0.46 0.58 2.4-2.592 no
further light on the screening procedure we now briefly discuss a small set of already known
PV and PEC materials, which do not appear on the list, and their descriptor values. The
materials we consider are Si, GaAs, CdTe, CdSe, GaP, CuInSe2 and BiVO4.
The calculated band gaps and effective masses for these materials are shown in Table 2.
They all have energy gaps in either the PV or PEC region in reasonable agreement with
experimental values, except for GaP and BiVO3. The band gap of GaP exceeds the 2.5 eV
limit by only 0.07 eV, while the discrepancy between the calculated and experimental band
gaps for BiVO3 is of the order 1 eV. Wiktor et al.93 have studied the electronic properties of
BiVO3 in great detail and find that for this particular material the thermal and zero-point
fluctuations lead to a very significant reduction of the calculated band gap by as much as 0.6
- 0.9 eV bringing the calculated gap in considerably better agreement with the experimental
value. However, calculation of the thermal effects involve a very time-consuming simulation,
which cannot be performed for all compounds in a screening study. All of the effective masses
are below the limit of one electron mass used in the screening.
Most of the materials in Table 2 are removed from the screening funnel already at the
first step, because As, Bi, Cd, In, and Te are not on the list of accepted chemical elements.
GaP is removed because of the band gap slightly above 2.5 eV and would also otherwise have
been removed because of defect sensitivity. Last but not least silicon is removed because of
defect sensitivity.
In this work we have focussed on identifying light-absorbing materials for PV and PEC
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applications taking already synthesized semiconductors of up to three different elements as
presented in ICSD as a starting point. Using a set of simple descriptors in a screening funnel
the number of compounds is reduced to only 74 candidate materials.
The compounds identified vary a lot in composition, stoichiometry, and structure. They
can therefore also be expected to behave very differently with respect to properties not
investigated here. This also means that possible synthesis procedures may differ completely
from compound to compound and also depend on whether the aim is a bulk material or a thin
film of limited thickness. For example, the compounds involving the alkali metals Li, Na,
and K or the alkaline earth metals Be, Mg, and Ca may be prone to oxidation and difficult
to handle in practice. Also Al may have a problem with instability towards oxidation.
In one of the initial screening steps we removed toxic elements like Cd and As. However,
some of the remaining elements can also be toxic in compound form. For example synthe-
sizing phosphides or selenides may – depending on the synthesis procedure – require the
handling of phosphine (PH3) or hydrogen selenide (H2Se), which are poisonous gases.
Taking these considerations into account we may try to point to some of the materials
in Table 1, which can be most easily synthesized and handled. If we for example focus
on materials for PEC tandem devices with a band gap of ∼ 2 eV and want a material
which furthermore will be efficient in thin-film form, the band gap should be direct or at
least only slightly indirect. Considering first the binary compounds, which are simpler from
a synthesis point of view, we find the materials Hf3N4, NbI5, SrS3, and Zr3N4. None of
these have been investigated for PEC before and they all appear promising. Similarly for
the ternary compounds we identify the following new (in the context of PEC) compounds:
Ba3SbN, BaZrN2, Cs6GaSb3, CsGeCl3, Rb2SnBr6, Sr3GaN3, and Sr3SbN. Both Ba3SbN and
Sr3SbN belong to the class of so-called anti-perovskites, where the cations are on the vertices
of the octahedra and the nitrogen in the centers.
It should be noted that even though the number of semiconductors considered here is
measured in the thousands, it still only represents a small fraction of the full space of stable
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or meta-stable materials. The rather brute-force approach used here, where in principle all
materials are investigated, cannot be expected to be applicable to the much larger space of
available materials. New approaches based on statistical learning will have to be developed
in order to efficiently scan many different crystal structures with different compositions to
test for stability.
The descriptors applied in the present work also need to be refined and new descriptors
have to be developed for high-throughput screenings. The calculations of the band gaps
presented here have rather large uncertainties associated with them, and it is a real challenge
to include for example thermal effects as discussed in the case of BiVO3. Furthermore, the
band gap itself is only a rough measure of the light absorption properties and even though
more sophisticated approaches like time-dependent DFT and the Bethe-Salpeter equations
exist, they are still too computationally time-consuming to be applied to many thousand
materials.
Defects and interfaces play a major role in optoelectronic device performance, and the
present study only addresses the defect issue at the most basic level. Only vacancy defects
are studied and only at the level of semi-local functionals. Many other intrinsic defects can
be of importance and a more accurate determination of electronic levels in the band gap
requires treatments at the non-local DFT or GW level.
Any screening study potentially includes both false-positives and true-negatives and the
present study is no exception. There could be many reasons that a material appearing in
Table 1, would not work optimally in a real device. However, we think that materials not
appearing in the list hardly can be expected to be well-functioning. There might be a few
“outliers” where the descriptors fail, but in general the descriptors are conservative. If,
for example, the band gap is not in the proper range poor performance can be expected.
Similarly if the carrier masses are large, the mobility is expected to be limited and charge
extraction will be difficult.
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