A study was conducted during the Fall 2013 semester to examine the effectiveness of a rubric for evaluating constraint-based solid models. The rubric was created after studying conceptual frameworks and other research related to evaluating constraint-based CAD models. Since only one researcher evaluated the models in the 2013 study, it was recommended that a study be conducted where multiple experts evaluated the same models using this original rubric.
Introduction / Review of Literature
As the tools for creating virtual models have evolved, engineering graphics educators have continued to adjust their methods for accurately and consistently evaluating students' modeling strategies. Some of these methods include using concise rubrics for evaluating models [1] [2] [3] [4] [5] [6] , developing activities where students can evaluate their own models 7 , and using automated electronic evaluation tools [8] [9] . One of the main challenges has been developing a method that clearly informs students about how their models will be evaluated, is a valid and reliable tool for assessing design intent, and allows faculty to evaluate models in a timely and consistent manner.
Rubrics have been shown to provide reliable scoring of performance and have the potential to promote learning and/or improve instruction 10 . The main purpose of the rubric used for evaluating the models in this study was to create a valid and consistent method for scoring constraint-based models used in engineering graphics courses. It was created based on a review of literature of several key topics in engineering graphics, graphicacy and modeling, and constraint-based CAD 4 . These topics include CAD modeling strategies [11] [12] [13] , conceptual framework research of CAD expertise [14] [15] [16] [17] [18] , studies related to evaluating CAD models [5] [6] [7] [8] [9] [19] [20] , and engineering graphics literacy [1] [2] [3] [4] . Figure 1 displays the main categories of the rubric with an explanation of each.
The rubric described here was used in a previous study to evaluate three models created by 23 students in a second level engineering graphics course 4 . The purpose of that study was to compare this rubric to a more elaborate rubric used to assess engineering graphics literacy [1] [2] [3] . Conclusions from this study revealed that scores were significantly higher when evaluated with the new rubric than when evaluated with the older rubric. There were also concerns that the older rubric required a great deal of time to evaluate models. Since only one person evaluated all of the models, it was recommended that a study be conducted to evaluate the inter-rater reliability of multiple raters using the same rubric. Figure 1 . The Rubric.
Inter-judge / Inter-rater Reliability
Inter-judge or inter-rater reliability "refers to the degree of agreement between two or more observers/judges with respect to their categorization of n subjects/objects" (p. 669) 21 . When examining the relationships between two judges or raters with interval or ratio data, Spearman's rank order correlation coefficient can be used. When there are more than two judges or raters and the data is interval or ratio, Kendall's coefficient of concordance with the intraclass correlation coefficient can be employed (p. 1053) 22 .
Research Questions
The current study was designed to determine whether or not using a rubric for evaluating constraint-based CAD models would produce consistent results between three different raters. The specific research questions were: 1. Is there consistent results for the overall model score between the three raters? 2. Are there consistent results for the individual categories between the three raters?
Methodology
During the Fall 2015 semester, 51 technology students completed the second exam in an introductory engineering graphics course on the 15 th day of class. The exam consisted of multiple-choice and matching items used to assess textbook information related to introductory constraint-based modeling. The exam also included two constraint-based modeling activities (Figures 2 & 3) . For the two activities, students were asked to model the objects with the given dimensions first. They were given the correct values for the distance between points A & B, the area of the specified face, and the total surface area of the part. They were then asked to modify dimensions 1 & 2 with two new values. Again, they were given the correct values for the distance between points A & B, the area of the specified face, and the total surface area of the part. Finally, they were asked again to modify dimensions 1 & 2 with two new values without being provided the correct distance between points A & B, the correct area of the specified face, or the correct total surface area of the part. At the end of the semester, one of the researchers evaluated the two exam models completed by the 51 participants using the rubric in Figure 1 (102 total models). A purposeful sample of 10 models was selected for each of the two parts. The samples included 3 models with a score above 90, 3-4 models with scores between 70-90, and 3-4 models with scores below 70. Next, two additional experts in constraint-based modeling independently evaluated the 10 models in the two samples (20 total models). The raters were asked to keep notes on issues related to the rubric as they were evaluating the models. The data were then combined for analysis. Table 1 displays the raw overall scores for the two parts evaluated by the three raters. 
Analysis of Results
Two analyses were conducted to evaluate the reliability of the rubric. A Spearman correlation coefficient was used to look at inter-judge/inter-rater differences (Table 2) 21 . A second analysis examined intra-judge/intra-rater reliability. Since the three raters evaluated the same models and the raters represent similar instructors who may use the rubric to evaluate constraint-based models in their courses, a Two-Way Random Intraclass Correlation (ICC) was used to evaluate the intra-rater effects (Tables 3 & 4) . The ICC test takes into account that one rater might rate one model high and another model low, but that the variance should even out across all raters 22 . The Spearman's analyses between raters revealed a range of significant correlations. For the overall rating of Model 1 there were significant correlations between all raters. For Model 2, a significant correlation did not exist between raters 2 and 3. The only category within the rubric where significant correlations existed between all raters for both models was orientation of sketch plane. There were significant correlations between all raters for one of the models in the categories of Correct application of symmetry (model 2), Accuracy/complete model (model 2), and Modeling strategy (model 1). The intra-class correlation analyses revealed significant results for the overall evaluations for models 1 & 2 and all but a few of the individual categories within the rubric. For the overall rating of model 1, 92.5% of the variance in the mean of the 3 raters is real variance. For model 2, 90.7% of the variance was real. There was no consensus between raters for the base/core feature and feature end conditions categories for model 1, nor was there consensus between raters for the base/core feature, best model origin, and feature end conditions categories for model 2.
Discussion and Conclusions
This study revealed several interesting results related to using rubrics to evaluate constraintbased CAD models. First, the rubric used to evaluate models in this study appeared to generate reliable results for the overall rating of the two models. The only inter-rater analysis for overall rating that did not result in a significant value was the correlation between raters 2 and 3 for model 2. Looking at the individual categories in the rubric helped to identify specific categories that need refinement. There appears to be quite a bit of variance unaccounted for in the categories of base/core feature, best model origin, and feature end conditions.
The researchers feel inter-rater correlation could possibly be improved through training and/or rating practice models as a group before evaluating the participant models. All three raters were provided the rubric without any further instruction or discussion of the categories. If all raters analyzed practice problems and had group discussions about the rubric, it is possible consensus could be reached on the specific criteria to review for each category of the rubric.
The individual category correlations could be improved by further developing the rubric to include more detailed descriptors of each category. Rubrics can be improved by adding specific criteria expectations for each point of the rubric 25 . The rubric could be modified to include specific criteria for each category on what constitutes a rating at each point value. For example, the category of "Appropriate Feature End Conditions" could include specific criteria for each point value such as a "10" rating includes 100% all end features identified and implemented accurately, a "9" rating includes 90% of all end features identified and implemented accurately, and so on.
Another method to improve the rubric could be to create an "annotated" rubric by listing specific characteristics critical for each category in which the scorer can circle or identify during evaluation 26 . A specific point value is not provided for each characteristic on the annotated rubric, but this would ensure the scorer is looking for specific characteristics of each model evaluated.
The rubric could also be modified to have a consistent scale for each category, such as a 1-5 rating, and then overall weighting of each category could be determined by using a multiplier. Using a consistent scale for each category, instead of variable points, could make evaluating more efficient for the raters.
Future Research
Future research should be conducted on how rubrics can be used in assessing constraint-based solid models. The rubric used in this study could be modified by the previous suggestions and the study repeated. The study could also be repeated with additional raters at other universities. Training or discussion, including sample models, with raters prior to conducting the research could be conducted.
