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1. IWrRODUCTION. One of the central concerns of harmonic 
analysis is the study of the commutative Banach algebra L1 (G) 
consisting of all the equivalence classes of complex valued func-
tions on the locally compact abelian (LCA) group G which are 
integrable with respect to Haar measure m on G and with the 
usual convolution product. 
f*g(s) = J f(st- 1 )g(t)dm(t), f,gsL.,(G). 
G ~ 
Since m is invariant under translation by elements of G it is 
trivially apparent that {TsmjsEG} spans a one dimensional space of 
measures, v·rhere Tsm(E) = m(Es). In li~_9t of this observation it 
seems natural to attempt an investigation of algebras which occur 
in a manner analogous to the group algebra 11 (G) but where Haar 
measure is replaced by a more general type of measure, in particu-
lar by an almost invariant measure; that is, by a regular complex 
valued Borel measure ll on G such that {T lllscG} spans a finite 
s 
dimensional space of measures. 
In the seGuel we shall construct such algebras and examine 
various aspects of their structure. 
Before proceeding to the construction of these algebras we 
wish to recall some basic facts about almost invariant measure8. 
FD'l1( G) will denote the space of all continwus complex valued 
functions h on a LCA group G such that {T h!sEG} spans a 
s 
finite dimensional space of functions and where Tsh(t) = h(ts), 
that is, FDT (G) is the space of continl.J.OUB almost invariant 
functions on G. 
A characterization of almost invariant meaBures is given by 
the following theorem. 
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THEORE£-1 1. Let G be a LCA group. Then the foll.owing 
are equivalent;: 
i) ~ is an almost invariant measure on G. 
ii) There exiGts a unique hEFDT(G) such that d~ = h dm. 
The proof' of this and other results rela.te3d to almost invari-
ant measures can be found in [ 4, 5 :> 6 J · In the next paragraphs 
we shall restrict our attention to hEFDT(G) for which the 
su.premu.m nor':m h oo is finite. In this case h is a trigona-
metric polynomial. 
2. THE SPACE L1 (h). In the beginning of our development we 
shall have to make certain terminological distinctions which ulti-
mately will disappear. If ~ is any regular complex valued 
Borel measure on a LCA group G then we shall denote by L1 (~) 
the Banach space of all (equivalence classes) of functions on G 
which are integrable withrespect to ~ and with the norm 
We shall ressrve the notation L1(G) for the Banach algebra 
arising from L1 (m) by the introduction of convolution multipli-
cation. 
The linear space underlying the group algebra L1 (G) is of 
course 
L1 (m)={fl J jf(t)idm(t) < oo} 
G 
:::{fl J IT8 .::. 1 f(t) ldm(t) < oo, sEG}. 
G 
Having noted this ,the following definition defines a natural 
replacement for L1 (m) when we replace m by an almost invariant 
measure ~· 
DEFINITION 1. Let ~ be an almost invariant measure on a LCA 
group G such that dp = h dm and 
£ 1 (h) = {fjf is Borel measurable~ 
h < oo. Then 
00 
s ITs _.if ( t) I d I~ I ( t) < 00 3 E\ EG}. 
G 
Clearly L 1 (h) is a linear subspace of L1 (v), and a 
relative1y straightforward argument involving the almoDt period:i.~ 
city of h establishes the following result. 
THEOREM 2. Let G be a LCA group~ h ~ 0 a trigonometric 
polynomial on G. Then the following are equivalent: 
i) f tl: L 1 (m). 
ii) f £ tl(h). 
RErllARKS. a) In the definition of J __ 1 (h) it is not suffi-
cient for our purposes to require only that Sif(t)jdi~!Ct) < m, 
G 
since we clearly vvish to have £ 1 (h) closed under translation by 
G and it is easy to construct ll~ f and s su~h that 
Jjf(t)jdjpj(t) < oo but 
G 
J l T5 -. f ( t ) I d I tJ I ( t ) = oo G ... For example 
let G ~ R~ the additive group of the real line, dp(t) -
sin t dm(t) ar:d f =XG'IT12 , Tr; 2J g vfhere 
I 1/ . t, ~dn ·- :t 0 ! sln 
" \ 
i 
g(t) = "')' 
l 
i 
! 0 sin t = 0. \_ ~· 
b) Also it is easily seen that the requirement h < co 
00 
is necessary to insure that £1(h) * {0}. 
c) In general we shall deal T.tlith the function h associ-
ated with an almost invariant measure by Theorem 1 rather than the 
measure itself. 
An iin.t.llediate consequence of Theorem 2 is that ,{_ 1 (h) can be 
considered as a Banach space under the norm lif jJ = lift! , f e: L 1 (rn). m 
Our next task will be to introduce anappropriate multiplication 
into L 1 Ch) which involves_. in an essential fashion, the f'unetion 
h aod which reduces to the usual convolution product when h ~ 1. 
The best definition seems to be tb.e following one. 
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DEFINITION 2. Let G be a LCA group, h $ 0 a trigono-
metric polynomial on G. If f,g E 1 (h) then 
f o g(s) ~ f h * g h(s) = S f h(st-1 )g h(t)dm(t). 
G 
Using Theorem 2 and the previous remark one can readily 
prove the next theorem. 
THEOREM 3. Let G be a LCA group, h $ 0 a trigonometric 
polynomial on G ·' \ih/i 00 ~ 1. Then £ 1 (h) is a commutative non-
associative Banach algebra under the multiplication o. 
REMARKS. a) By a nonassociative Banach algebra we mean a 
Banach space equipped with a m Ul tiplieation which sa tis fie s all 
th8 usualconditions to make it a Banach algebra with the possible 
exception of the associative law of multiplication. Thus the 
validity of the associative law is not assumed though it may hold 
in particular cases. If the associative law fails to bevalid then 
the algebra is said to be not associative. This is the standard 
te~mlnology for such algebras 
~ .., 
llO.I 
b) It is not difficult to choose G and h such that 
l(h) is net associative. For example let G be any LCA group 
·'' distinct from the identity and let ') G, the dual of G, D E group 
be a continuous character on G which is not identically one. 
If we set h = ( ·, 'c1 ) then some routine computations and some we11 
known properties of the Fourier transform show that one can choose 
f!)g,k t:oC 1 (h) such that [Cf o g) o k]A (e ... ) * [r o(g o k)] l' (e"" ), 
where e"" here denotes the identity element in G. The uniquene3s 
of the Fourier transform ~ then shows that 
f o(g o k) * (f o g)o k, that is, £ 1 (h) is not associative. 
c) The question of associativity will be examined more tho-
roughly below (Theorems 12, 13,14). Obviously if the associative 
law does hold then 1 (h) is a commutative Banach algebra in the 
usual sense. 
d) Clearly~ 1 (h) = L1 (G) when h = 1. 
e) The restriction /ihl/ < 1 
00 -
is only one of convenience. 
If 1 < lih/1 00 < 00 then one defines fog:.: f h * g hI (lihl!00 ) 2 o 
- 5 ... 
~~J:Lth this multiplication 'rheorem 3 i~3 again valid. 
f) Anoth8.r candidate for the multiplication in£ 1 (h) 
would be f o g = f * g h. But this is even less tractable than 
the product 't'ie have chosen since it is not in general a commutative 
multiplication. 
Since the algebras L 1 (h) we wish to study are not always 
associative we must exercise some care in appealing to standard 
theorems about Banach algebras during our investigations. For 
example 3 the usual proofs of the Ge1fand-:f\1azur theorem, and hence 
the Gelfand representation theory, depend on the associativity of 
the algebra. Rather than attempt to isolate those results in the 
theory of Banach algebras which remain valid if the associative 
la~ fails, we shall irstead conduct a more direct assault on the 
problems we wish to study in the algebras£ 1 (h). Of course 
the associative law holds we sh3.ll make full use of the machinery 
of the theory of Banach algebras. 
3. MULTIPLICIATIVE LINEAR FUNCTIONALS ON i 1 (h). As usual any 
continuous homomorphism of J.._ 1 (h) onto C, the field of complex 
numbers, 'l:vill be called a multiplicative linear functional on 
~1 (h). An argument essentially like the one used to characterize 
the multiplicative linear functionals on L1 (G) establishes the 
next theorem. 
THEOREM 4. Let G be a LCA group, h ~ 0 a trigonometric 
polynomial on G, ilhllro ::5 1. Then the folloliJing are equivalent: 
i) F is a multiplicative linear functional on £ 1 (h) 
ii) There exists a bounded continuous function a on G 
such that 
F(f) ::: r ,J f ( t) a ( t) dm ( t) , f c L 1 (h) , 
G 
and 
h(t) h(s) a (ts) = a(t) a(s) , t, s £ G. 
Thus we see that the study of the multiplicative linear func-
tionals on J.~ 1 (h) reduces to an examination of the functional. 
equation 
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h(t) h(s) a(ts) = a(t) a(s) , t, s £ G, 
where h ¥ 0 is a trigonometric polynomial on G. Obviously 
a = 0 is always a solution, and in many cases it is the only 
solution. Our next task is to give criteria for when contit1uous 
solutions a t 0 . exist and describe such solu:tions. 
As will become quickly apparent ou.r solution to this problem 
is not overly elegant, butconsists rather of a successive whit-
ling down of the problem to a final relatively tractable situation~ 
A number of the results presented in the next section depend on 
neither the fact that h is a trigonometric polynomial noron the 
continuity of the functions involved, but are purely combina-
to~c-ic in nature. On the other hand the important results for our 
purposes do depend on the fact that a trigonometric polynomial is 
a bo~~ded, continuous almost periodic function, and the main 
th8orems will be stated in terms of such functions. By an almo::.:;t 
periodic function we shall alvvays mea.n a bounded continuous 
almost periodic function. 
4. SOLUTION OF h(t) h(s) a(ts) = a(t) a(s). 
The case where h is a constant is easily handled and provides 
us with the following theorem. 
THEOREM 5. Let G be a LCA group and h(t) - h(e), t £G. 
Then the following are equivalen~: 
i) a $ 0 is a continuous function on G such that 
h(t) b(s) a(ts) = a(t) a(s) 3 t, s E G. 
-'1 
ii) There exists a unique Y £ G such that 
2 
a(t) = h(e) (t,h), t £G. 
Of course vJhen h is a constant tnen L 1 (h) is essentially 
the same as L1 (G) since f o g = h(e) 2 (f *g). In view of the 
previous theorem we can restrict our attention to nonconstant 
functions h. 
Before we proceed further vve must introduce another defin:L-
tion. 
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DEFINITION 3. Let k be a function on a LCA group G. 
Then we set 
z(k) = {t I t e: G, k(t) = 0}, 
and 
i'(k) = G '\.. z.(k) = {t I t e: G, k(t) :l: O}. 
The set ~(k), for various functions k, lllill play an import-
ant role in the solution of the functional equation. For example 
'\, 
z(a), where a * 0 is a solution if the functional equation, will 
be a certa.in type of subgroup contained in ~(h), the existence of 
which will be a necessary and sufficient condition for the exist-
enc.e of a non-trivial solution to the functional equation. 
It is perhaps well to note that when k is continuo~s the 
'- '\.oz ( k) "s t th t f k · t' l Tl se-::; ...... no ·.e suppor o J.n ne usua sense. 1e 
latter set is of course the closuPe of ~(k) in G. 
We cannot give all the details of the solution of th~ funct-
ional equation here, but rather will state the main lemmas and 
theorems and give an indication of the nature of some of the 
proofs. 
First we have a purely combinatoric lemma. e denotes the 
identity in G. 
LEMMA 1. Let G be a LCA group and suppose h,a are 
flLnctions on G such that h(t) h(s) a(ts) = a(t) a(s), t, s c G. 
Then: 
i) ~(a) c ~(h). 
ii) z(h) C z(a). 
iii)If '\, t e: z(a) then k '\, t e: z(a), k = 1,2,3, •... 
iv)If e e: z(a) then '\, t e: z(a) implies t-k e: z(h), 
k = 1,2,3, ... 
Using this lemma we obtain the following result. 
THEOREM 6. Let G be a LCA group, h a nonconstant almost 
periodic function on G and suppose h(t) h(s) a(ts) = a(t) a(s), 
t,s e: G. Then the following are equivalent: 
i) e r:: z(a). 
ii) Cl. -- 0. 
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We shall give some indication of the proof of the theorem 
since it is characteristic of a type o.f argument which is used at 
several stages in the solution of the functional equation. 
PROOF'. (Sketch) If e e: z(a) we have two cases to consider 
to w·hich we apply Lemma 1. 
l) e e: ~(h). Then if a $ 0 there exists some 
'V "' t E z(a) c z(h). But then h(t) h(e) a(t) = a(t) a(e) = 0 
implies that e E z(h), contrary to assumption. Thus a - 0. 
2) z (h). * exists 
'V 'V 
e E If a 0 then there t £ z(a) C z(h). 
tk 'V 'V -k For such t we also have e: z(a) C z(h), t £ z(h) C z(a);, 
k = 1,2,3, .•• 
If G is finite one easilyobtains a contradictions whereas if G 
k is infinite then one sees that t * e, k = 1,2,3 3 •••• 






Consider then the infinite discre~e group 
the restriction of h to H. Clearly the 
nonconstant almost periodic func'l;ion on H. But if {nk} is any 
nk+l - nk > 2, then for sequence of positive integers such that 
I 
k > 1 it is quickly verified that 
thus contradicting the almost periodicity of h restricted to H. 
Thus a = 0 • 14.,. 
Obviously the preceding theorem allows us to assume that 
a (e) * 0 if a t 0 is a solution of the functional equation. 
This reduction permits a considerable strengthening of Lemma 1. 
LEHrilA 2. Let G be a LCA group and suppose h, a are 
functions on G such that h(t) h(s) a(.ts) = a(t) a(s), t, s c 
'\; If e £ z(a) then: 
i) a(e) = h(e) 2 • 
ii) If t "v E z(a) then h(t) 
-
h(e). 
iii)If t '\.. E z(a) then 
k (t) k 




h(tk) = h(e) , k:: 0:~1 3 2, ••.• 
i v) If z (a) = ¢ then h is a nonf'iei•o con~tant. 
An easy consequence of the ltemmma is the fo11owing theorem. 
1'HEORE~1 7. Let G be a LC.A group, h ~ 0 an almost per-
iodic function on G, and suppose that h(t) h(s) a(ts) = 
a(t) a(s), ts s E G. 
If h is nonconstant and z(h) = ¢ then a - 0. 
PROOF. If a f 0 then by Theorem 6 we have 
But then for any t E G the assumption z(h) = ¢ 
'V 
e E z(a.). 
implies via 
0 t h(t) h(t-1 ) a(e) = a(t) a(t-1 ) 
'V that t E z(a), that is, z(a) = ¢. The previous lemma then 
shows that h is a constant, contrary to assumption. ·1=J::;: 
REMARK. The theorem is actually valid without any assu1>1ption 
of almost periodicity on h. 
We note by Theorem 7 that if a ~ 0 and h is nonconstant 
then z(h) * ¢. In a short while we shall make use of this obser-
vation to show that no nonzero solutions exist when G is 
connected. First we state another important le~~a. 
LHJJIA 3. Let G be a LCA group, h ~ 0 an almost periodic 
function on G and suppose h(t) h(s) a(ts) = a(t) a(s), t, s E G~ 
Then the following are equivalent: 
i) a $ 0 
;;) "'z("') · 1 d b f G ~~ ~ ~s a c ose su group o . 
THEOREM 8. Let G be a LCA group, h a nonconstant almost 
periodic function on G, and suppose that a is a continuous 
function on G such that h(t) h(s) a(ts) 
-· 
a.(t) a.(s), t, s s G. 
If G is connected then a ;: 0. 
PROOF. The previous remark combined with Lemma 1 ii) and 
Lemma 3 show that if a. =!= 0 then ~(a.) is a proper nonempty open 
and closed subset of G, contradicting the connectedness nf G.t~ 
REMARKS. a) Lemma 2 ii) and Lern.'lla 3 combine to show that if 
'V 
a t. 0 then z (a) io a closed snbgroqp o.f" G Which is 
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contained in {t h(t) = h(e)} c ~(h). 
b) If a ~ 0 and G is infinite then one c~~ show that 
"' "' z(a) ::t: {e}, whereas if G is finite then one may have z(a.)= {e}. 
Similarly it is possible that ~(u) can be either a proper or 
improper subset of {t I h(t) = h(e)}. 
We have now reached the penultimate stage in our discussion 
of the functional equation. We have solutions whenever h is a 
constant~ and know that in other cases nonzero solutions will 
exist only if e E ~(h), z(h) * ¢ and G is di3connected. 
Straight forward arguments combined with previous remarks, and the 
following lemma will establish our final theorem stated below. 
LEl'fiMA 4. Let G be a LCA group, h 
f~nction on G, and 8uppose there exists 
an almost periodic 
a. $ 0 such that 
h(t) h(s) a.(ts) = a(t) a.(s), t, s E G. Then: 
i.) If t,s "' E z(h) "' "' z(a) then ts '\. t z(a). 
ii) "' If t E z(h) 
"' "' 
z(a) then t-1 ¢ "'< ' z h; 
iii)If t ¢ "' z(a.) then eithe!' t ¢ ~(h) or t -1 "' ¢ z(h). 
"' iv) z(:t) contains every symmetric subset of "' z(h). 
v) ~(a.) contains every subgroup of G which is contained 
. "'r ) ln z,h . 
vi) G 1 ~(a.) is finite. 
THEOREM g. Let G be a disconnected LCA group, h a non-
constant almost periodic function on G. Then the following are 
equivalent: 
i) There exists a continuous function a. ~ 0 such that 
h(t) h(s) a(ts) = a.(t) a(s), t, s E G. 
ii) There exists a unique open and closed subgJ.."oup K C 'i(h) 
such that: 
a) h(t) = b(e), t E K. 
b) If "' t, s E: z(h) "' K then ts ¢ K. 
Moreover if a $ 0 is a solution of the functional equation 
then "" z(a) = K 
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__ , 
and there exists a unique 1) E K 
a(t) = 




i Lo , t ~ K 3 
such that 
and every such a is a nonzero continuous solution of the 
functional equation. 
REMARKS. a) The assertions in Lemma 4 are not logically 
independelJt. Indeed it is easily seen that i) -==t ii) 
~-i iii) f==J- i v) .=::) v), and i) .:=::; vi). However it is not the case 
that ii)::::::; i) :~ v) ~=>iv) or vi)-=;> i). 
b) It would be interesting to discover more amenable 
conditionsfor the existence o1' the subgroup K, and hence for the 
existence of the solution a, than those indicated in the theorem. 
Before we return to a consideration of the algebras L 1 (h) 
let us give several examples of functions h for which there may 
or may not exist solutions to the functional equation. 
EXAMPLE 1. Let G be a disconnected LCA group, h a non-
constant almost periodic function on G such that 
(h(e), "" t c z(h) 






If ~(h) is agroup then there exists a continuous solution a ~ 0 
"" "" to the functional equation. I11 this case K = z(a) = z(h). 
A concrete instance I'Jould be where G = Z, the additive group 
2 nn 
of the integers, and h(n) = cos 2 , n E Z. 
EXAMPLE 2. Let G be a discrete LCA group, h a non-
constant positive definite almost periodic function on G such 
that h(e) :!: 0 and the range of h consists of only the values 
h(e) and zero. Then there exists a continuous solution a $ 0. 
Theorem 9 may be applied here sincethehypotheces on h insu.2e 
·~ 12 ·-
that is a group [ 2] • rv( ) rv. ) Once aga1n K = z a = zlh • 
EXAMPLE 3. Let G = Z rrn and set h ( n ) = cos 2"" , n e: Z • Then 
there exists no solution a of the functional equation except 
a 
-
o. This follows at once from Lemma 4 iv), s:lnce 
n.., {n I h(n) n(e)} {4k} {2k} 1\, 1\, z(a) C = = c = z(h) shows that z(a) 
contain symmetric 1\, does not every subset of z (h). 
EXAfJ!PLE 4. Let G = ?. and set r- irrn irrn l 1 2- -2 2 h(n) = 2i !e - e + 2 i cos 'IT n l, n E: z. ! __ ._j 
Using Thenrem 9 it is easy to see that no solution a f 0 exists 
since the only candidate for K is {2k} which does not satis-
fy condition ii) b of the theorem. More generally one can 
1\, ~J 
sl•.ow that z(h) and K = z(a) :=>atisfy ii) - vi) of Lemma 4 
but not i). 
REJY'lARK. For finite G it is possible that solutions of the 
1\, 1\, functional equation exist and z(a) + z(h). We do not know if 
this is possible for infinite groups. 
5. APPLICATION TO THE MULTIPLICATIVE LINEAR FUNCTIONALS ON 
£1 (h). Now let us apply the development of the previous section 
to describe the multiplicative linear functionals on the algebras 
L 1 (h). We make the following definition. 
DEDINITION 4. A nonassociative Banach algebra A is said 
to be a radical algebra if the only continuous homomorphism frc1m 
A to C is the zero homomorphism. 
Combining Theorem 4 with the results of the previous section 
yields the next theorem. 
THEOREM 10. Let G be a LCA group, h ~ 0 a trigonome L~ric 
polynomial on G, UhUoo < 1. 
1) £ 1 (h) is a radical algebra if any one of the following 
conditions is satisfied: 
i) h is nonconstant and G is connected. 
ii) h is nonconstant and z(h) = ¢. 
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iii)h(e) = 0. 
iv) G is infinite, h(e) ~ 0 and '\.o z(h) contains no non-
·trivial subgroups. 
2) If h is a constant then the multiplicative functionals 
on £ 1 (h) are precisely those continuous linear functionals on 
ot1 (h) of the form 
where 
F if ( .£:) = f f ( t) a~ ( t) dm ( t) :~ f E .. L1 (h) , 
G 
.<. 
et\i(t) = h(e) 2 (t,~), t E G and ''d 
correspondence~;~--> a"' is bijective. 
E G. Moreover the 
3) If G is disconnected a~d h is nonconstant then the 
following are equivalent: 
i) .£ 1 (h) is not a radical algebra. 
ii) There exists a unique open and closed subgroup K c ~(h) 
such that: 
a) h(t) = h(e), t E K. 
b) If '\.o t, s E z(h) '\.o K then ts e K. 
' 
Furthermore, if .G 1 (h) is not a radical algebra then the multi-
plicative linear functionals on £ 1 (h) are precisely those 
continuous linear functionals on£ 1 (h) of the form 
where 
'' and 'd E K. 
f 




r~(e) 2 (t,~), t E K 
( 
! ___ , 
I 
\ 
~ , t If; K 
::; Moreover the correspondence o ~a'd is bijective. 
From this t:beorem it is apparent tb.at the most interei'_;tir"g 
situation is where G is d:i.sconnectetl,h ncnconstant, and £. 1 (L\) 
is not a radical algebra. In the remainder of our discussion 
we shall, for the most part, restrict our attention to this case. 
To avoid needless repetition we make the following definition. 
DEFINITION 5. If G is a disconnected LCA group, h a non= 
constant trigonometrlc poly.nomial on G, l!h!\ 00 :;; 1, and rL 1 (h) is 
not a radical algebra then the unique open and closed subgroup K 
described in Theorem 10-3) ii) will be called the solution group_ 
for L 1 (h). 
In the situation described in the third portion of Theorem 10 
we can easily define a Fourier transform on .£, 1 (h), namely by 
setting for each 
0 
f( .. ,, 0) = 
,, 
J f(t) a., (t) dm(t) ;,-l G 
= h (e) 2 f f ( t ) ( t -l ,~ ) dm ( t ) , ~-1 e: K. 
K 
It is easily seen that the mapping 
algebra homomorphism of c£ 1 (h) into 
0 
f -+ f defines a continuous 
"" C0 (K), the Banach algebra 
"" o( continuous !unctions on K which vanish at infinity. 
Moreover in this context if f e: L 1 (h) then f = ry;. f also 2 K 
belongs to ce· 1 (h)' and can also, in an obvious manner, be consid•" 




tion of f at that r f 2' where 
A. denotes we see once = 
the usual Fourier transform in L 1 (K). 
Moreover if f e: £. 1 (h) and we set f 1 = f - f 2 = f -'YKf' 
then it is clear that f 1 can be considered both as an element of 
£ 1 (h) and of L1 (G rv K), where the latter notation now designates 
only the Banach space of functions integrable with respect to 
Haar measure restricted to G rv K. G rv K is of course not in 
general a group. We shall always use f 1 , f 2 to denote the fu.nc·~ 
tions defined as above. 
These observations show that if £ 1 (h) is not a radical 
algebra then it can be considered as a sum of L1 (K) and 
L1 ( G rv K). We shall see momentarily th.at somewhat more can be 
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asserted~ but first we need another definition. 
DEFINITION 6. If A is a nonassociative Banach algebra 
then the radical of A, denoted by Rad, is the subset of A con-
sisting of all elements of A which are mapped into zero by all 
continuous complex homomorphisms of A, that is, A is the 
in~o~section of the kernels of the continuous multiplicative 
linear functionals on A. 
REMARK. It is evident that Rad is a closed ideal in A. 
The proof of the following decomposition theorem is not 
difficult. 
THEOREM 11. Let G be a diBoonnected LCA group, h a non-
constant trigonometric polynomial on G, Mhl1 oo ~ 1, and suppose 
I. 1 (h) is not a radical algebra. If K is the solution group 
for i. 1 (h) then: 
i) Rad = {f f E £1 (h), f = 0 a.e. on K}. 
ii) 1 1 (K) is an associative subalgebra of £ 1 (h) • 
.i -r) There exists a homeomorph~.c algebra isomorphism of 
£ 1 (h) /Rad onto 1 1 (K). 
REMARKS . a) Parts iii) and iv) of the theorem show that 
under the given assumptions the Wedderbux~rii first principal strw::!~ 
ture theorem holds for,£ l(h)[ 8,p. sg_]. 
b) Moreover the theorem also provides examples of Banach 
algebras where the Wedderbur~ theorem holds but the sufficient 
conditions utilize,d by Feldman [ 3] to insure the validity of 
this theorem for Banach algebras may not be valid. In particular 
it is evident that neither Rad nor £ (h)/Rad need be finite 1 
dimensienal [3, p.776] • 
c) Also the fact that Rad can be identified witb L 1 (G "" K) 
shows that this latter Banach space is an algebra under the multi-
plication o. This is a direct reflection of the property of the 
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solution group K that 1\J 1\J (z(h) rv K) (z(h) rv K)C G rv K. 
6. THE QUESTION OF ASSOCIATIVITY. The decomposition theorenl 
of the preceding section allows us to gain further insight into 
the question of when £ 1 (h) is associative, that is, when is 
£ 1 (h) a Banach algebra i~ the usual sense of the tePm. First 
we state a lemma vvhich will be useful now and with respect to 
investigations of the ideal structure of J~ 1 (h). 
LEJ.VITii.A 5. Let G be a disconnected LCA group 3 h a non-
constant trigonometric polynomial on G3 ilb-\100 ~ 1 •. , Suppose 
£1 (h) is not a radical algebra and K is the solution group 
for· cC 1 (h). Then the following are equivalent: 
i) 1\J K = z(h). 
ii) f 0 g = o, f f.; Rad, g E L1 (K). 
iii)f 0 g = o, f 
' 
g s Rad. 
iv) f 0 g = o, f E Rad, g s£ 1 (h). 
We note that when Theorem 11 is vaJ.id that if f, g s£ 1 (h) 
f2 0 g2 = h(e) 2 f 2 * g 2 , while if K = ~(h) then f 0 g 
then 
= h(e) 2 f2 ¥- g2. The latter assert; ion follows frorn the lemma. 
Utilizing these observations and the lemma one easily establishes 
the next result. 
THEORErl! 12. Let G be a disconr.ected LCA group, h a non-
conatant trigonometric polynomial on G, \lhll 00 :: 1. Suppose ci~ 1 (h) 
is not a radical algebra and K is the solution group for£ 1 (h). 
If 1\J K = z(h) then~ 1 (h) is a commutative (associative) Banach 
algebra. 
PROOF. If f, g, k E J~ l (h) then 
(f o g) o k = (f2 o g2 ) o k2 = h(e) 4 (f2 * g2 ) * k2 
= h(e)4 f2 * (g2 * k2) 
=fo(gok).* 
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We do not know if the converse of this theorem is valid, 
'U that is, whether K = z(h) is a necessary and sufficient condi-
tion for the associativity of.£ 1 (h). Some support for such a 
conjecture is provided by the following theorem. 
THEOREM 13. Let G be a discrete LCA group, h a non-
constant trigonometric polynomial on G, Uhil oo ::: 1. Suppose 
£ 1 (h) is not a radical algebra and K is the solution group 
for l 1 (h). Then the following are equivalent: 
i) 'U K = z(h). 
ii) 1. 1 (h) is a commutative (associative) Banach algebra. 
REMARK. A little more can be said namely that.L.. 1 (h) is 
not associative whenever ~(L) is closed and ~(h) "v K * ~. 
The preceeding two theorems show that it is of acme 
interest to have criteria which will insure that K =~(h). 
The best result in this direction is contained in the next theo-
rem. If f e.l 1 (h) we shall set f * (t) = f(t- 1 ). As is well 
knmm the mapping f -+ f* is an involution on the group algebra 
= I f* and (f * g)* L 1 (G), that is f'** = f, (f.. f)* ... 
= f* * g*. We define an involution on o( 1 (h) in the obvious 
fashion. 
THEORE~1 14. Let G be a disconnected LCA group, h ( t) 
= a nonconstant trigoncmetric polynomial on G, 
ilhi/ 00 < 1. Suppose L 1 (h) is not a radical algebra and K is 
the solution group for L 1 Ch). Then the following are equiva-
lent: 
i) The mapping f -+ r* is an involution on L 1 (h). 
ii) The ck, k = 1:~2, •. ,n, are either all real or all pure 
imaginary. 
iii)~(h) = K and h(e) is real or pure imaginary. 
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REiviARK. Actually i) and ii)are equivalent for arbitrary£ 1 Ch). 
7. IDEAL STRUCTURE. In this section we shall present some 
results on the ideal structure of£ 1 (h), particurlarly in case 
where ~(h) = K. In order to make the results easily accessibl~ 
we :hall present them in a tabular form. Standard terminoligy from 
the theory of Banach algebras will not be defined, the definitions 
can be carried over verbatim to the algebras£ 1 (h). If the reader 
wishes he can refresh his memory withl7 ,8]. The proofs of the 
assertions below are all relatively straight forward and rely 
heavily on Theorem 11 and Lemma 5. 
I. Assume G is a disconnected LCA group, h a nonconstant 
tri.gonometric polynomial on G, li h!l co :;: 1, .[ 1 (h) is not a radical 
algebra and K is the solution group for L 1 (h). We shall call a 
linear subspace I cL1 (h) a K-ideal of r 2 o g E I whenever 
r 2 E L1 (K), g E I. I will aiways denote a linear subspace in 
J_:i:s a'-------,-----,--------· 
closed ideal ~ 
closed ideal, 
and I 2 C L1 (K) 
is a closed ideal 
in £ 1 (h). 
i 
I 
I = I 1 ~ I 2 , I 1 C Rad a closed ideal 
( in'""' 1 (h), I 2 C. L1 (K) a closed ideal in 
L1 (K). (I2 need not been jdeal in,S_ (h)~ 
and converse fails.) 




ideal in£ 1 (h) 
of the form 




I = r 1 tB I 2 , I 1 C Rad is a closed K-
ideal in£ 1 (h), I 2 C L1 (K) is a clo-
sed ideal in L1 (K). 
I 2 C L1 (K) is a proper regular ideal 
in 1 1 (K). 
I 
··-·-----+---
proper regula~J ---) 
ideal in L 1 (h) 
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I = I 1 @ 12 , I 2 C 11 (K) is a proper -




~/I I = Rad $ I 2 , I 2 C 1 1 (K) is a proper 
~ 4l ____ m_a_x_i_m_a_l regular ___ i_d_e_a_l ___ i_n ____ 1_1_<_K_)_. __ _ 
closed ideal 
such that 
kh(I) = I 
I l----\ 
r---J I ::; Rad@ I 2 , I 2 C 1 1 (K) is a closed 
ideal such that kh(I2 ) = I 2 . 
-. 
Under the assumptions of this section we also have the follow= 
ing two facts. 
i) K is discrete if and only if Rad is a closed regular 
ideal in J. 1 (h). 
ii) K = ~(h) if and only if the collections of ideals and 
K-ideals in L 1 (h) are identical. 
II. Same assumptions as in I plus ~(h) = K. 
I is a 
closed ideal 
proper regul~r 1·~ .. . ...: 
ideal ' t 
I 
primary ideal 
closed ideal ~~ I I I I 
I I 
I = I1 EB I 2 , I 1 C Rad is a closed 
linear subspace of~ 1 (h), I 2 C L1 (K) 
is a closed ideal in 1 1 (K). 
I = Rad $ I 2 , I 2 C 11 (K) is a proper 
regular ideal in 11 (K). 
I = I 1 $ I 2 , I 1 C Rad a closed linear 
subspace of L 1 (h), r 2 C 11 (K) is a 
maximal regular ideal in 11 (K). 
I is a closed linear subspace invariant 
under translation by K. (Converse is 
false). 
Some additional results and observations are as follows. 
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i) L 1 (h) contains primary ideals which are not maximal, 
contrary to the situation in L1 (G). 
ii) Without assuming h is nonconstant one can show that 
every primary ideal in £ 1 (h) is maximal i1f and only if 
h is a constant. 
iii)The collection of closed linear subspaces in .£ 1 (h) in-
variant under translation by G(K) is not identical with 
the collection of closed ideals (K-ideals). 
Before we can discuss the last set of results in this section 
we need to introduce some additional notation. We set 
R real valued}, L1 (G) = 
{f f E L1 (G), f real valued}. It is easily seen that L1R(G) 
r R is a real Banach algebra under *' and that Di. 1 (h) is also such an 
algebra under o provided we assume that h(e) 2 is real and 
maintain the assumptions of II above. We shall denote subsets of 
by a superscript R. In [ 1] Aubert has studied 
the existencE and characterization of certain types·,of-convex ideals 
in R L1 (G) • He shows that IR is a conve~ maximal regular ideal 
in LlR(G) if and only if IR {f I R . ..._ o}; and = f E L1 (G)~ f(e) = 
that LlR(G) contains no closed or regular absolutely convex 
ideals. (The reader is referred to (~for the definitions of convex-
ity). The situation in£ 1 R(h) is slightly different. 
III. Same assupmtions as II plus h(e) 2 is real. 
convex maximal 
regular ideal 
in .£ 1 R(h) 
<--> 0 IR = {f I f E .L1 R(h), f(e) = 0} 
R A 
= Rad $ {f I f E L1 (K), f(e) = 0}. 
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conv-;x ideal --~·---T-
in £ 1R(h) which 
is the intersec-
tion of maximal 
regular ideals 
. r H< ) J..n 0\....· 1 h . 
R ~ I ' R 0 I l.... {f f Ed_ 1 (h), f(e) = O}. 
------·-------'-----1-----------------------
If we also assume that K is discrete then: 
is a 
proper regular 
absolutely con- ¢=__) 
vex ideal in 1 




in £ r'(h) which 1 
is contained 
in RadR 
The1·e exists a subset E C G "' K such 
on E UK}. 
Two additional facts worth mentioning are: 
i) If we assume besides the assumptions in III that K is 
nondJ..screte then there exist no proper regular absolutely 
Gonvex ideals in L 1R(h). 
ii) In any case, closed absolutely convex ideals always exist~ 
for example He.dR and L1 R(K) are two such ideals in 
.·· R ~ 1 (h). 
8. THE MULTIPLIERS FOR .L l (h). Suppose A is a commutative 
Banach algebra without order, that is, fg = 0~ g E: A, implies 
f = 0. A multiplier for such a Banach algebra is a mapping 
S: A+ A such that (Sf)g = f(Sg), f, g £A. It is well known 
that the multipliers for commutative Banach algebras without order 
are precisely the bounded linear operators S on A such that 
(Sf)g = f(Sg), and that the set of multipliers for A forms a 
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commutative closed subalgebra of the algebra of all bom1ded linear 
operators on A [11] • We can not apply these definitions directly 
to the algebras L 1 (h), in the first place because they may not be 
associative, and in the second because they are never without order 
if h is nonconstant. 
Consequently we shall modify the usual definition of a multi-
pl~0r ~~ such a way that the properties associated with such opera-
tors are preserved and so that the definition is applicable to 
.Ll(h). 
DEFINITION 7. Let G 
polynomial on G, !:hl~ <. 1. 
co -
be a LCA group, h 
A multiplier S 
bounded linear operator on ~ 1 (h) such that 
f o ( Sg) , f, g e: £. l (h) • 
$ 0 a trigonometric 
for J 1 (h) is a 
(Sf)o g = 
Below we shall give a theorem which provides a complete 
description of the multipliers for.£ 1 (h) in the case where£.. 1 (~) 
is not a radical algebra and ~(h) is equal to the solution group. 
First, however, in order to make the theorem understandable we 
must introduce some additional notation. 
If B is a Banach space then E(B) will denote the Banach 
algebra of all bounded operators on B, and if B is itself a 
commutative Banach algebra without order then M(B) will denote 
the closed commutative subalgebra of E(B) consisting of the 
multipliers for B. The linear space of multipliers for f. 1 (h) 
will be denoted by M[~ 1 (h~ Clearly it is a closed linear sub-
space of E [~ 1 (h)] vJhen 1.. l (h) = Rad $ 11 (K) then P2 shall 
denote the projection of~ 1 (h) onto L1 (K). 
We can now state the indicated theorem 
THEOREM 15. Let G be a disconnected LCA group, h a non-
constant trigonometric polynomial on G, tlh 11 00 < 1. Suppose L 1 (h) 
is not a radical algebra, K is the solution group for J.~ 1 (h) 
and 'V K = z(h). Then the following are equivalent: 
i) 
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ii) There exists a unique s1 E ElL1 (G ~ K)}~ 
s2 E M[L1 (K)J such that Sf = s1 r1 + s2 r2 for each 
f = f 1 + f 2 in i_ 1 (h) = Rad ttl L1 (K). 
iii)S E Ef£1 (h)J is such that 
a) S: Rad ~ Rad~ S: L1 (K) ~ L1(K). 
b) S P2 Ts = Ts S P2 , s E K. 
Moreover iYif:1 (h)] is a closed subalgebra of E[.L1 (h)] and the 
correspondence determined by the relationship in ii) defines an 
isometrio algebra isomorphism of M[L,(h)J onto 
..1.. 
E[L1 (G ~ K)] EB MLL1 (K)J ~ where 1.\1[ L1 (K)] is algebraically 
isometrically isomorphic with {S I S E MI£1 (h)] ,Sf1 = 0, f 1 E Rad}. 
RENARKS. a) Clearly MU1 (h)] is not commutative. 
b) As is well known C 9 J the multipliers for the group 
algebra L1 (G) can be identified with all the bounded linear 
operators on L1 (G) which commute with translation (and also with 
the bounded regular Borel measures on G). This is no longer the 
case for 1~ 1 (h). Indeed one can even show that if s E G ~ K 
then Ts is not a multiplier for L 1 (h). The best that can be 
said is con~ained in iii) above. 
c) Of course if h is a constant then the problem reduces 
essentially to studying the multipliers for L1 (G)~ 
d) We know nothing about the multipliers when £ 1 (h) is a 
radical algebra. 
9. £ l (h) FOR ALMOST PERIODIC h. With the exception of 
Theorem 14 all of the results in the previous sections remain valid 
if the trieonometric polynomial h is replaced by an almost perio-
dic function. If one does this however, then the motivation given 
in the first section for investigating the algebras L1 (h) is no 
longer directly applicable since we do not know of any character-
ization of measures of the form d~ = h dm, where h is an almost 
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periodic function, in terms of intrinsic properties of the measure 
11 which are generalizations of well known properties of Haar 
mea~ure m. Such a connection undoubtedly exists and it would be 
of some interest to uncover it. 
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