ABSTRACT There has been much recent interest in mathematical developments for the analysis of growth in poultry. In this paper, we present a sinusoidal function to describe the evolution of growth as a function of time based on real life experiments. The function was evaluated with regard to its ability to describe the relationship between body weight and age in broilers and was compared to 4 standard growth functions: Gompertz, logistic, Lopez, and Richards. In order to estimate the model parameters, we adopted a global optimization method based on a direct search method instead of using gradient-based techniques. The results of this study show that both the sinusoidal function and the direct search method precisely describe the growth dynamics of broiler chickens. Fitting the growth functions to different data profiles nearly always led to the same or less maximized log-likelihood values for the sinusoidal equation, which is an indication of its superiority in describing growth data from broiler chickens.
INTRODUCTION
Poultry industries face various decisions in the production cycle that include nutrient and mineral supply to birds, cost and type of feed, and a range of bird health, welfare, and environmental issues that affect the profitability of an operation. Prediction of growth and identifying the times of maximum growth rate and when the birds are ready for sale are important factors that contribute to the profitability of poultry operations. Traditionally, mathematical equations called growth functions have been used to relate body weight (BW) to age of the bird or cumulative dietary feed intake (McCance, 1960; Lister et al., 1966; Fitzhugh, 1976; Darmani Kuhi et al., 2003 , 2004 Faridi et al., 2014 Faridi et al., , 2015 . They can also be used to determine the efficiency of nutrient utilization, which is the derivative of the relationship between BW and dietary nutrient intake and as response functions to predict daily energy, protein, and amino acids requirements for maintenance and growth (France et al., 1989; Darmani Kuhi et al., 2009 , 2011 , 2012 . Such applications have been reported in animal science for nearly a century (for review see Dumas et al., 2008; Darmani Kuhi et al., 2010 should describe data well and allow biologically and physically meaningful traits to be determined (France et al., 1996) .
Today, different methods are available to the analyst for optimizing nonlinear functions in order to fit various mathematical prediction models to experimental data. These are termed gradient-based algorithms. They are necessarily iterative in nature and need to be provided with initial values for the model parameters. These values are usually chosen either by making an educated guess based on the structure of the model, or by using parameters estimated from previous studies. Many of these methods (e.g., Trust Region, Newton-Raphson with line search, quasi-Newton, double-dogleg, and conjugate gradient methods) use first-order or sometimes second-order derivatives to determine a search direction to improve the value of the objective function (Fletcher, 1981; Sorensen, 1982; Dennis and Schnabel, 1983; Luenberger, 1984; Nocedal and Wright, 1999) . However, gradient-based algorithms (e.g., Gauss-Newton, Levenberg-Marquardt) are totally deterministic, and when applied to problems affected by noise, whether it be error in measurement or uncertainty in prediction, they are either unable to reach an optimum or they may reach a local optimum (Young, 1976, pp. 517-518 ). An incorrect choice of starting values can make the algorithm head towards a local optimum, a place where many sets of parameters produce a similar likelihood. In these cases, for example in all Newtonian methods, the problem becomes highly 227 identified and then inversion of the Hessian matrix fails (Juretig et al., 2012) .
In addition to these gradient-based algorithms, there is a class of techniques known as direct search methods. In contrast to other optimization techniques which require derivatives of the objective function to determine a search direction, a direct search method relies only on the value of the objective function at a set of points (Hooke and Jeeves, 1961; Torczon, 1993) . A direct search method does not require any derivative information, which makes it suitable for problems with non-smooth functions. With a direct search method, the calculations are simple and few adjustable parameters need to be supplied. This class of methods is widely used to solve for parameter estimates and similar statistical problems where the function values are uncertain or subject to noise. It can also be used for problems involving discontinuous functions, which occur frequently in statistics and experimental mathematics. The objective of the present study is to introduce a sinusoidal function into poultry science by applying it to temporal growth data from broiler chickens using a specific direct-search method (e.g., the Nelder-Mead algorithm) for parameter estimation.
MATERIALS AND METHODS

Sinusoidal Model
where W is live weight (g) at age t (d) and a 1 , a 2 , a 3 , k and n are parameters. The above sinusoidal equation provides a flexible growth function which can describe sigmoidal and diminishing returns behavior. It does well at describing sigmoidal patterns ( Figure 1 ) exhibiting faster early growth and a fairly low but variable point of inflection. This function also can describe a wide range of hyperbolic shapes when there is no point of inflection.
Since the sinusoidal function is periodic, we only need consider its behavior over a particular interval, e.g., the green line in Figure 1 Parameters a 1 , a 2 , a 3 , and k are all real numbers while n is real but positive.
Point of inflection determines the time at which the absolute growth rate is maximum and it plays an Figure 1 . Graph of the sinusoidal function showing its fit to the data of Hancock et al. (1995) . Where a 1 is the height of the baseline; a 2 is the height of each peak above the baseline; a 3 is the horizontal offset of the base point, where the curve crosses the baseline as it ascends initial weight and L is the period of the sinusoidal function. 
Equation (2) equates to zero when θ equals zero, i.e., t = −2ka 3 /π , provided n > 2.
To examine the efficacy of the sinusoidal model in describing the growth pattern in broiler chicks, 4 classical growth functions, e.g., Gompertz, logistic, Lopez, and Richards (Thornley and France, 2007, Chapter 5) , were used as reference in this study (Table 1) .
Nelder-Mead Algorithm
The Nelder-Mead algorithm is simplex-based direct search method (Nelder and Mead, 1965) . A simplex S in n-dimensional real space (R n ) is defined as the convex hull of n + 1 vertices x 1 , ..., x n +1 ∈ R n , where R n is the set of all n dimensional vectors. The method begins with a set of n + 1 points x 1 , ..., x n +1 ∈ R n which are considered as the vertices of a working simplex S, and the corresponding set of real function values at the vertices, e.g., f (x j ) = 0; j = 1, ..., n + 1. The method then performs a sequence of transformations of S, aimed at decreasing the function values at its vertices. At each step, the transformation is determined by computing one or more test points, together with their function values, and by comparison of these functions values with those at the vertices. This process is terminated when S becomes sufficiently small in some sense, or when the function values f(x j ) are close enough. An outline of the steps involved follows.
[1] Order. Order according to the values at the vertices:
[2] Centroid. Calculate x 0 , the centroid of all points except x n+1 :
Compute the reflected point:
If the reflected point is better than the second worst but not better than the best, i.e., f (x 1 ) ≤ f (x r ) ≤ f (x n ) then obtain a new simplex by replacing the worst point x n+1 with the reflected point x r and go to step 1.
[4] Expansion. If the reflected point is the best point so far, f (x r ) ≤ f (x 1 ) then compute the expanded point:
If the expanded point is better than the reflected point, f (x e ) ≤ f (x r ) then obtain a new simplex by replacing the worst point x n+1 with the expanded point x e , and go to step 1, else obtain a new simplex by replacing the worst point x n+1 with the reflected point x r and go to step 5.
[5] Contraction. Here, it is certain that f (x r ) ≥ f (x n ). Compute contracted point:
If the contracted point is better than the worst point, i.e., f (x c ) ≤ f (x n +1 ), then obtain a new simplex by replacing the worst point x n+1 with the contracted point x c and go to step 1. Else go to step 6.
[6] Reduction. For all but the best point, replace the point with:
for all i ∈ {2, 3, ..., n + 1} . Go to step 1. Note that α, γ, ρ and σ are real scalars, and are the reflection, expansion, contraction, and shrink coefficients, respectively. Standard values are α = 1, γ = 2, ρ = −0.5 and σ = 0.5.
Model parameters were estimated using the MATLAB nlmefit (MATLAB 8.0, The MathWorks Inc., Natick, MA, 2012) function that 
Data Source and Statistical Analysis
Twenty-eight time course profiles from 4 different studies (Table 2) were used in this study to investigate the relationships between BW and age in different male and female strains of broiler chickens. Statistical analyses were performed using the non-linear procedure of MATLAB 7.13.0 employing the Nelder-Mead simplex algorithm.
RESULTS
Limitations on space prevent the presentation of the results for all 28 time-course profiles. Therefore, as an example, model behavior for the 5 equations is illustrated in Figures 2 and 3 and the estimated parameters are given in Tables 3 and 4 for male and female data profiles, respectively. The results demonstrate that the growth functions considered can be fitted to the data using the Nelder-Mead algorithm without difficulty or sensitivity to the choice of initial values for the parameters (Figures 2 and 3) .
The comparison of results (Tables 3 and 4) shows the sinusoidal function to be the most precise model in describing the growth data profiles from broilers used in this study. The values for the estimated parameters achieved with the logistic deviate the most from the values obtained with the other models. The logistic showed a trend to overestimate initial weights and underestimate final weights in both sexes for all data sources. The initial BW (W 0 ) of the Gompertz, Richards, and Table 5 . Comparison between the general goodness-of-fit of the models for given male (M) and female (F) data profiles based on various statistical criteria. Tables 3 and 4 , female broilers reached their maximum BW gains earlier than the males in the same data source. A comparison among the models, based on the trend of the curves (Figures 2 and 3) showed that, except for the logistic, the growth functions examined gave a suitable fit to the profiles.
In general, a comparison between the models based on the estimated statistical criteria (Tables 5 and 6 ) indicated some relevant differences between the functions. The logistic equation gave poorer values of these criteria than the other growth functions. The chosen statistical criteria clearly demonstrate the suitability and superiority of the sinusoidal and Richards equations over the others. The sinusoidal equation was the best fitting model and the Richards the second best.
DISCUSSION
Due to the nebulous nature of model development, modelers seem more willing to re-develop and adapt existing models for their own requirements than develop entirely new models. In summary, in this study a 1 Numbers in the table are the percentage of cases in which the fits of the sinusoidal model to data were superior to the other one according to the specified criteria in the rows.
2 MSE = mean squared error, Errorparam = estimated parameters of the error variance, AIC = Akaike information criterion and BIC = Bayesian information criterion.
3 Sinusoidal.
Figure 4.
Comparison between the general goodness-of-fit of the models to male data profiles using maximized log-likelihood estimates (MLE). A less negative value of MLE is an indication of better fit.
sinusoidal growth function was constructed and evaluated with regard to its ability to describe the relationship between live weight and age in broilers and compared with 4 standard growth functions, e.g., the Gompertz, logistic, Lopez, and Richards. The sinusoidal has a variable point of inflection, has the ability to approach final weight along either a gradual or an abrupt trajectory, and also has the ability to describe a wide range of hyperbolic shapes when there is no point of inflection. Comparison of the models based on their behavior (Figures 2 and 3) showed that, with exception of the logistic, the other growth functions gave a suitable fit to the data profiles. Here, the interesting choice lies between the sinusoidal and the Richards and Gompertz. Based on maximized log-likelihood, AIC and BIC criteria and depending on the sex (males better than females), the sinusoidal equation showed superiority to the other growth functions (Tables 5 and 6 , and Figure 4 ).
In many practical problems such as parameter estimation, the function values are uncertain or subject to noise. Therefore, a highly accurate solution is not necessary and in some instances may be impossible to compute. In such situations, all that is desired is an improvement in function value rather than a full optimization, which can converge to non-stationary points. To overcome these problems a global optimization method, the Nelder-Mead simplex, was used in this study to estimate the model parameters. This method does not require any derivative information, which makes it suitable for problems with non-smooth functions. It has been widely used to solve parameter estimation and similar statistical problems where the function values are uncertain or subject to noise. It can also be used for problems with discontinuous functions, which occur frequently in statistics and experimental mathematics. The results of this study confirmed our assumption about the suitability of this optimization algorithm for curve fitting and growth parameter estimation.
