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Abstract
In this paper, the global existence of small amplitude solution for the Cauchy problem
of the multidimensional generalized IMBq equation is proved. Moreover, we obtain a
nonlinear scattering result of the Cauchy problem of the IMBq equation for small initial
data.
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1. Introduction
The subject of this paper is to study the global existence of small amplitude
solutions for the following Cauchy problem of the generalized IMBq equation
utt −∆utt −∆u=∆f (u), (x, t) ∈ Rn × (0,+∞), (1.1)
u(x,0)= ϕ(x), ut (x,0)=ψ(x), x ∈ Rn, (1.2)
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where u(x, t) denotes the unknown function, f (u) is the given nonlinear function,
ϕ(x) andψ(x) are the given initial value functions, subscript t indicates the partial
derivative with respect to t , n is the dimension of space variable x and ∆ denotes
the Laplace operator in Rn. This research is a continuation of the work in [16].
Equation (1.1) occurs in a wide variety of physical systems (see [12,17]).
For example, Eq. (1.1) (n = 1) describes a continuum limit of a one-dimen-
sional nonlinear lattice [18], shallow-water waves [2,8] and the propagation of
longitudinal deformation waves in an elastic rod [6]. In considering the problem
of lattice vibrations, Rosenau [13,14] derived the equations governing dynamics
of one-, two- and three-dimensional lattices in close to continuum condition (i.e.,
a dense lattice), one of those equations (in dimensionless variables) is Eq. (1.1).
In [3] and [4], the existence of the global classical solutions and the blow-up
of the solution for the initial boundary value problem and the Cauchy problem
of Eq. (1.1) in one-dimensional space have been studied. For the generalized
IMBq equation with several variables, the Cauchy problem was studied in [5];
in the meantime, the authors only proved the existence and the uniqueness of the
local classical solution. In [16], the existence and the uniqueness of the global
classical solution of the problem (1.1), (1.2) are proved under the assumption
F(u) = ∫ u0 f (s) ds  0. Moreover, the sufficient conditions of nonexistence of
the solution for the Cauchy problem (1.1), (1.2) was given.
In this paper, we continue our study [16] of the problem (1.1), (1.2) and obtain
the global existence of small-amplitude solution of the problem (1.1), (1.2) with
no sign restriction on F . An example is f (u) = −|u|αu with any α > 1. We
also obtain the uniform decays of solutions in the time for some powers α. The
strategy is to write IMBq equation as an integral equation, treat in the nonlinearity
as a small perturbation of the linear part of the equation, then use the contraction
mapping theorem and utilize an estimate for the uniform decay of solutions of
the linearized version to obtain a priori estimates on time-weighted norms of
solutions. We find that such a priori estimate of the solutions guarantees that the
small solutions of the nonlinear problem behave asymptotically like the solutions
of the associated linear problem. Hence, this behavior allows us to establish a
nonlinear scattering result for small perturbations.
The key and difficult step is the derivation of the estimate for the uniform decay
of solutions of the linearized IMBq equation; we overcome this difficulty by use
a result about oscillatory integrals and Fourier multiplier.
In order to state our results precisely, we introduce some notations and some
function spaces. The usual Lebesgue space of real valued functions of the space
variables x in Rn are denoted by Lp(Rn), by Lp for simplicity, with the norm
‖f ‖p = ‖f ‖Lp and ‖f ‖ = ‖f ‖2; the usual Sobolev space of order s is defined by
Hsp =Hsp(Rn)= (I −∆)−s/2Lp(Rn) with the norm ‖f ‖Hsp = ‖(I −∆)s/2f ‖p ;
the homogeneous Sobolev space of order s is defined by H˙ sp = H˙ sp(Rn) =
(−∆)−s/2Lp(Rn) with the norm ‖f ‖H˙ sp = ‖(−∆)s/2f ‖p ; especially Hs = Hs2 ,
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H˙ s = H˙ s2 , where 1  p ∞, s ∈ R. Moreover, we know that Hsp = Lp ∩ H˙ sp
(see [1]). In order to simplify the exposition, different positive constants might be
denoted by the same letter C.
Our main results are stated as follows:
Theorem 1.1. Let f ∈ Ck(R), with k an integer, k  s > n/2, satisfies f (u) =
O(|u|α+1) as u→ 0 with α an integer. Suppose that (α − 1)θ > 1 with
θ =
{ 2s−n
2(2s+2+n) for s  9n2 ,
2n
5n+1 for s  9n2 .
Then there exists a constant δ > 0, such that for any ϕ,ψ ∈Hs ∩L1 satisfying
‖ϕ‖Hs +‖ϕ‖1 + ‖ψ‖Hs + ‖ψ‖1  δ, (1.3)
the problem (1.1), (1.2) has a unique solution u(x, t) ∈ C1([0,∞),H s). More-
over,
sup
0t<∞
[
(1+ t)θ (∥∥u(·, t)∥∥∞ + ∥∥ut (·, t)∥∥∞)+ ∥∥u(·, t)∥∥Hs + ∥∥ut (·, t)∥∥Hs]
 Cδ,
where the constant C only depends on f and initial values.
Theorem 1.1 calls for some remarks. At first we note that the solution u(x, t) in
Theorem 1.1 is global classical solution if s > n/2+2. This can be easily verified
by Sobolev imbedding theorem. Secondly,
α > 3+ 4(n+ 1)
2s − n if
n
2
< s  9n
2
, α >
7
2
+ 1
2n
if s  9n
2
.
This modifies the result α > 7 in [11] for n= 1; in the meantime, the author only
considered the problem (1.1), (1.2) for n = 1 in [11]. Thirdly, as an important
remark, we can see that the solution u(x, t) of the problem (1.1), (1.2) has same
decay estimates with the solution of Cauchy problem of linearized equation of
IMBq equation (1.1) (see Section 2).
By Theorem 1.1 we are able to obtain a nonlinear scattering result for small
perturbation with (α− 1)θ > 1.
Theorem 1.2. Let u(x, t) be the solution of the problem (1.1), (1.2) introduced
by Theorem 1.1. Then there exists a pair of functions (ϕ+(x),ψ+(x)) ∈Hs ×Hs
such that
lim
t→∞
[∥∥u(·, t)− u+(·, t)∥∥
Hs
+ ∥∥ut (·, t)− u+t (·, t)∥∥Hs]= 0, (1.4)
where u+(x, t) is the unique solution of linear homogeneous equation
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u+t t −∆u+t t −∆u+ = 0
with the initial values
u+(x,0)= ϕ+(x), u+t (x,0)=ψ+(x).
Theorem 1.2 tells us that the solution u(x, t) decays as the solution of as-
sociated linear equation in the Sobolev space C1([0,∞);Hs) with any s > n/2
for small initial data.
The plan of this paper is as follows. In Section 2, we obtain the decay estimates
for solutions of the linearized equation of IMBq equation (1.1). In Section 3, we
give necessary nonlinear estimates. The proofs of Theorems 1.1 and 1.2 are given
in Section 4.
2. Estimates for linearized equation
In this section, we make the necessary estimates of solutions for the linearized
equation
utt −∆utt −∆u=∆g(x, t) (2.1)
of IMBq type equation with initial values
u(x,0)= ϕ(x), ut (x,0)=ψ(x). (2.2)
By use of Fourier transform, if there exists a solution to the problem (2.1), (2.2),
then the solution of the problem (2.1), (2.2) can be written as
u(x, t)= ∂
∂t
(
S(t)ϕ(x)
)+ (S(t)ψ(x))
+
t∫
0
S(t − τ )(I −∆)−1∆g(x, τ ) dτ, (2.3)
where
∂
∂t
(
S(t)ϕ(x)
)= 1
(2π)n
∫
Rn
eixξ ϕˆ(ξ) cos
|ξ |t√
1+ |ξ |2 dξ,
S(t)ψ(x)= 1
(2π)n
∫
Rn
eixξ ψˆ(ξ)
√
1+ |ξ |2
|ξ | sin
|ξ |t√
1+ |ξ |2 dξ,
t∫
0
S(t − τ )(I −∆)−1∆g(x, τ ) dτ
=− 1
(2π)n
t∫
0
[∫
Rn
eixξ gˆ(ξ, τ )
|ξ |√
1+ |ξ |2 sin
|ξ |(t − τ )√
1+ |ξ |2 dξ
]
dτ,
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and ˆ denotes Fourier transform, xξ = x1ξ1 +x2ξ2 +· · ·+xnξn, |ξ |2 = ξ21 + ξ22 +
· · · + ξ2n .
To obtain estimates of u(x, t), we need a series of lemmas. The first one is the
well-known Van der Corput lemma which we state without proof (see [15]).
Lemma 2.1. Let h(r) be either convex or concave twice differentiable function
and F(r) be continuously differentiable function on [a, b] with −∞  a < b 
+∞. Then
∣∣∣∣∣
b∫
a
eih(r)F (r) dr
∣∣∣∣∣ 4
{
min[a,b]
∣∣h′′(r)∣∣}−1/2
[∣∣F(b)∣∣+
b∫
a
∣∣F ′(r)∣∣dr
]
for h′′(r) = 0 in [a, b].
Lemma 2.2. For N, t > 1 and 0 < ε < 1, we have
sup
α∈Rn
∣∣∣∣∣
∫
ε|ξ |N
eit (|ξ |/
√
1+|ξ |2+αξ) dξ
∣∣∣∣∣
 16
√
3πn/2
Γ (n/2)
max{ε−1/2,N2}Nn−1t−1/2, (2.4)
where Γ (·) denotes Gamma function.
Proof. For n= 1, let
h1(ξ,α)= ξ√
1+ ξ2 + αξ, h2(ξ,α)=
−ξ√
1+ ξ2 + αξ.
Since
∂h1
∂ξ
= (1+ ξ2)−3/2 + α, ∂
2h1
∂ξ2
=−3ξ(1+ ξ2)−5/2,
∂3h1
∂ξ3
= 3(4ξ2 − 1)(1+ ξ2)−7/2 = 3(2ξ − 1)(2ξ + 1)(1+ ξ2)−7/2,
then we have the following properties:
(1) ∂2h1/∂2ξ < 0 for ξ ∈ (0,+∞);
(2) for ε < ξ < N with ε small and N large
min[ε,N]
∣∣∣∣∂2h1∂ξ2
∣∣∣∣= min
{∣∣∣∣∂2h1∂ξ2 (ε)
∣∣∣∣,
∣∣∣∣∂2h1∂ξ2 (N)
∣∣∣∣
}
 3 min{ε,N−4}.
S. Wang, G. Chen / J. Math. Anal. Appl. 274 (2002) 846–866 851
It follows from Lemma 2.1 that∣∣∣∣∣
N∫
ε
eith1(ξ,α) dξ
∣∣∣∣∣ 4t−1/2
{
min[ε,N]
∣∣∣∣∂2h1∂ξ2
∣∣∣∣
}−1/2
 4
√
3 max{ε−1/2,N2}t−1/2. (2.5)
Similarly, we have∣∣∣∣∣
−ε∫
−N
eith2(ξ,α) dξ
∣∣∣∣∣ 4
√
3 max{ε−1/2,N2}t−1/2.
Hence (2.4) holds for n= 1.
For n 2, using spherical polar coordinates and taking the polar axis along the
α direction, so that αξ = |α|r cosθ1, we have∫
ε|ξ |N
eit (|ξ |/
√
1+|ξ |2+αξ) dξ
=
N∫
ε
π∫
0
. . .
π∫
0
2π∫
0
eit (r/
√
1+r2+|α|r cos θ1)rn−1
× sinn−2 θ1 sinn−3 θ2 . . . sin θn−2 dθn−1 dθn−2 . . . dθ1 dr,
where r = |ξ | =
√
ξ21 + ξ22 + · · · + ξ2n . Because
π∫
0
sink θ dθ = Γ ((k + 1)/2)π
1/2
Γ ((k + 2)/2) ,
the preceding relation reduces to∫
ε|ξ |N
eit (|ξ |/
√
1+|ξ |2+αξ) dξ
= π
(n−1)/2
Γ ((n− 1)/2)
2π∫
0
[ N∫
ε
eit (r/
√
1+r2+|α|r cos θ1)rn−1 dr
]
sinn−2 θ1 dθ1.
(2.6)
Let
h(r,α, θ1)= r√
1+ r2 + |α|r cosθ1.
In a similar way to the proof of (2.5), we can get
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∣∣∣∣∣
N∫
ε
eith(r,α,θ1)rn−1 dr
∣∣∣∣∣ 8
√
3 max{ε−1/2,N2}t−1/2Nn−1. (2.7)
From (2.6) and (2.7), we have∣∣∣∣∣
∫
ε|ξ |N
eit (|ξ |/
√
1+|ξ |2+αξ) dξ
∣∣∣∣∣
 16
√
3π(n−1)/2
Γ ((n− 1)/2) t
−1/2Nn−1 max{ε−1/2,N2}
π∫
0
sinn−2 θ1 dθ1
= 16
√
3πn/2
Γ (n/2)
t−1/2 max{ε−1/2,N2}Nn−1.
This completes the proof of the lemma. ✷
Lemma 2.3. Let s > n/2 and ϕ ∈Hs ∩L1. Then∥∥∥∥ ∂∂t
(
S(t)ϕ
)∥∥∥∥∞  c1(1+ t)−θ
(‖ϕ‖1 + ‖ϕ‖Hs ), (2.8)
where
θ =
{ 2s−n
2(2s+2+n) for n2 < s  9n2 ,
2n
5n+1 for s  9n2 ,
(2.9)
and c1 is a constant depending only on s and n.
Proof. Using Euler formula, we have
∂
∂t
(
S(t)ϕ(x)
)= 1
2(2π)n
∫
Rn
eixξ ϕˆ(ξ)
(
eit |ξ |/
√
1+|ξ |2 + e−it |ξ |/
√
1+|ξ |2)dξ.
It suffices to estimate∫
Rn
eixξ ϕˆ(ξ)e±it |ξ |/
√
1+|ξ |2 dξ
=
∫
|ξ |ε
eixξ ϕˆ(ξ)e±it |ξ |/
√
1+|ξ |2 dξ +
∫
ε|ξ |N
eixξ ϕˆ(ξ)e±it |ξ |/
√
1+|ξ |2 dξ
+
∫
|ξ |N
eixξ ϕˆ(ξ)e±it |ξ |/
√
1+|ξ |2 dξ
≡ I+ II+ III, (2.10)
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where 0 < ε < 1 and N > 1 are constants to be determined later. Using Hölder
inequality and Lemma 2.2, we have
|I| =
∣∣∣∣∣
∫
Rn
( ∫
|ξ |ε
eixξ−iyξ e±it |ξ |/
√
1+|ξ |2dξ
)
ϕ(y) dy
∣∣∣∣∣ 2π
n/2εn
nΓ (n/2)
‖ϕ‖1,
|II| =
∣∣∣∣∣
∫
Rn
( ∫
ε|ξ |N
eixξ−iyξe±it |ξ |/
√
1+|ξ |2 dξ
)
ϕ(y) dy
∣∣∣∣∣
 16
√
3πn/2
Γ (n/2)
‖ϕ‖1 max{ε−1/2,N2}t−1/2Nn−1,
|III| =
∣∣∣∣∣
∫
|ξ |N
eixξ e±it |ξ |/
√
1+|ξ |2 |ξ |−s |ξ |s ϕˆ(ξ) dξ
∣∣∣∣∣

( ∫
|ξ |N
|ξ |−2s dξ
)1/2∥∥|ξ |s ϕˆ∥∥
= 1√
2s − n
(
2πn/2
Γ (n/2)
)1/2∥∥(−∆)s/2ϕ∥∥N(n−2s)/2.
From above inequalities and (2.10), we get∣∣∣∣∣
∫
Rn
eixξ ϕˆ(ξ)e±it |ξ |/
√
1+|ξ |2 dξ
∣∣∣∣∣
 2π
n/2εn
nΓ (n/2)
‖ϕ‖1 + 16
√
3πn/2
Γ (n/2)
‖ϕ‖1 max{ε−1/2,N2}t−1/2Nn−1
+ 1√
2s − n
(
2πn/2
Γ (n/2)
)1/2∥∥(−∆)s/2ϕ∥∥N(n−2s)/2.
Thus we have∥∥∥∥ ∂∂t
(
S(t)ϕ
)∥∥∥∥∞  c′1
(‖ϕ‖1 + ‖ϕ‖H˙ s )
× (εn +max{ε−1/2,N2}t−1/2Nn−1 +N−(s−n/2)),
(2.11)
where c′1 is a constant depending only on s and n. For t > 1, choosing N = tα
and ε = t−4α in (2.11), we deduce∥∥∥∥ ∂∂t
(
S(t)ϕ
)∥∥∥∥∞  c′1
(‖ϕ‖1 + ‖ϕ‖H˙ s )
× (t−4αn + t−(1/2−(n+1)α)+ t−α(s−n/2)). (2.12)
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If n/2 < s  9n/2, let α = 1/(2s + 2+ n) in (2.12); it follows that∥∥∥∥ ∂∂t
(
S(t)ϕ
)∥∥∥∥∞  c′1
(‖ϕ‖1 + ‖ϕ‖H˙ s )
× (t−4n/(2s+2+n) + 2t−(2s−n)/(2(2s+2+n)))
 3c′1
(‖ϕ‖1 +‖ϕ‖H˙ s )t−(2s−n)/(2(2s+2+n)). (2.13)
If s  9n/2, let α = 1/2(5n+ 1) in (2.12); it follows that∥∥∥∥ ∂∂t
(
S(t)ϕ
)∥∥∥∥∞  c′1
(‖ϕ‖1 + ‖ϕ‖H˙ s )(2t−2n/(5n+1) + t−(2s−n)/(4(5n+1)))
 3c′1
(‖ϕ‖1 +‖ϕ‖H˙ s )t−2n/(5n+1). (2.14)
On the other hand, we have∥∥∥∥ ∂∂t
(
S(t)ϕ
)∥∥∥∥∞
 1
(2π)n
[∣∣∣∣∣
∫
Rn
( ∫
|ξ |1
eixξ−iyξ cos |ξ |t√
1+ |ξ |2 dξ
)
ϕ(y) dy
∣∣∣∣∣
+
∣∣∣∣∣
∫
|ξ |1
eixξ
(
cos
|ξ |t√
1+ |ξ |2
)
|ξ |−s |ξ |s ϕˆ(ξ) dξ
∣∣∣∣∣
]
 1
(2π)n
(
2πn/2
nΓ (n/2)
‖ϕ‖1 + 1√2s − n
(
2πn/2
Γ (n/2)
)1/2
‖ϕ‖H˙ s
)
. (2.15)
Combining (2.15) for t  1 with (2.13) and (2.14) for t > 1 and using Hs =
L2 ∩ H˙ s yields (2.8) and (2.9). The proof of Lemma 2.3 is completed. ✷
Lemma 2.4. Let s > n/2 and ψ ∈Hs ∩L1. Then∥∥S(t)ψ∥∥∞  c2(1+ t)−θ (‖ψ‖1 + ‖ψ‖Hs ), (2.16)
where θ is the constant in Lemma 2.3 and c2 is a constant depending on s and n.
Proof. Similarly to Lemma 2.3, we can get∥∥S(t)ψ∥∥∞  c1(1+ t)−θ(∥∥(I −∆)1/2(−∆)−1/2ψ∥∥1
+ ∥∥(I −∆)1/2(−∆)−1/2ψ∥∥
Hs
)
 c2(1+ t)−θ
(‖ψ‖1 + ‖ψ‖Hs ).
This completes the proof of the lemma. ✷
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Noting that |ξ |2(1 + |ξ |2)−1 is a Fourier multiplier on L1 (see [1, p. 149]),
we know that |ξ |2(1 + |ξ |2)−1 is a Fourier multiplier on Lp for 1  p ∞.
Therefore, from Lemma 2.4 we have
Lemma 2.5. Let s > n/2 and g(·, t) ∈Hs ∩L1. Then
∥∥∥∥∥
t∫
0
S(t − τ )(I −∆)−1∆g(·, τ ) dτ
∥∥∥∥∥∞
 c3
t∫
0
(1+ t − τ )−θ (∥∥g(·, τ )∥∥1 + ∥∥g(·, τ )∥∥Hs )dτ, (2.17)
where θ is the constant in Lemma 2.3 and c3 is a constant depending on s and n.
Theorem 2.1. Assume that s > n/2, ϕ ∈Hs ∩L1, ψ ∈Hs ∩L1 and g ∈ L2(0, T ;
Hs ∩ L1). Then the problem (2.1), (2.2) has a unique generalized solution
u(x, t) ∈C2([0, T ];Hs) (∀T > 0). Moreover, we have
∥∥u(·, t)∥∥∞  c0(1+ t)−θ (‖ϕ‖1 + ‖ϕ‖Hs +‖ψ‖1 + ‖ψ‖Hs )
+ c0
t∫
0
(1+ t − τ )−θ (∥∥g(·, τ )∥∥1 + ∥∥g(·, τ )∥∥Hs )dτ, (2.18)
∥∥u(·, t)∥∥
Hs
 c0
(
‖ϕ‖Hs + ‖ψ‖Hs +
t∫
0
∥∥g(·, τ )∥∥
Hs
dτ
)
, (2.19)
∥∥ut (·, t)∥∥∞  c0(1+ t)−θ (‖ϕ‖1 +‖ϕ‖Hs + ‖ψ‖1 + ‖ψ‖Hs )
+ c0
t∫
0
(1+ t − τ )−θ (∥∥g(·, τ )∥∥1 + ∥∥g(·, τ )∥∥Hs )dτ, (2.20)
∥∥ut (·, t)∥∥Hs  c0
(
‖ϕ‖Hs + ‖ψ‖Hs +
t∫
0
∥∥g(·, τ )∥∥
Hs
dτ
)
, (2.21)
where θ is the constant in Lemma 2.3 and c0 is a constant depending on s and n.
Proof. We can get the existence and uniqueness of the solution u(x, t) for the
problem (2.1), (2.2) by means of Galerkin’s method (see [10]). From Lemmas
2.3–2.5 and (2.3), we can obtain (2.18).
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Since
uˆ(ξ, t)= ϕˆ(ξ) cos |ξ |t√
1+ |ξ |2 + ψˆ(ξ)
√
1+ |ξ |2
|ξ | sin
|ξ |t√
1+ |ξ |2
+
t∫
0
gˆ(ξ, τ )
|ξ |√
1+ |ξ |2 sin
|ξ |(t − τ )√
1+ |ξ |2 dτ, (2.22)
and noting that |ξ |s(1 + |ξ |2)−s (s ∈ R) is a Fourier multiplier on L1 (see [1,
p. 149]), we have
∥∥u(·, t)∥∥ ‖ϕ‖ + ‖ψ‖ +
t∫
0
∥∥g(·, τ )∥∥ dτ. (2.23)
We know that (I − ∆)s/2 is an isomorphism between Hs and L2 (see [1,
Theorem 6.2.7]). Thus, from (2.23) we can get (2.19).
From (2.18) and (2.19), using Fourier multiplier and (2.22) we can obtain
(2.20) and (2.21). Theorem 2.1 is proved. ✷
3. Nonlinear estimates
Lemma 3.1. Assume that f (u) ∈Ck(R), f (0)= 0, u ∈L∞∩Hs and k = [s]+1,
where s  0. Then we have∥∥f (u)∥∥
Hs
 C(M)‖u‖Hs (3.1)
if ‖u‖∞ M , where C(M) is a constant depending on M .
Proof. If s = 0, then from f (0)= 0 we have
f (u)=
1∫
0
f ′(λu) dλu;
it follows that∥∥f (u)∥∥ C(M)‖u‖. (3.2)
If s > 0 is a positive integer, we have
∥∥f (u)∥∥
Hs
 C
(∥∥f (u)∥∥+ n∑
i=1
∥∥∥∥∂sf (u)∂xsi
∥∥∥∥
)
. (3.3)
The last L2-norm in (3.3) is estimated by Hölder’s inequality as
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∥∥∥∥∂sf (u)∂xsi
∥∥∥∥
s∑
l=1
∑
α
∥∥∥∥f (l)(u)∂α1u∂xα1i
∂α2u
∂x
α2
i
· · · ∂
αlu
∂x
αl
i
∥∥∥∥

s∑
l=1
∑
α
∥∥f (l)(u)∥∥∞
∥∥∥∥∂α1u∂xα1i
∥∥∥∥
p1
∥∥∥∥∂α2u∂xα2i
∥∥∥∥
p2
· · ·
∥∥∥∥∂αlu∂xαli
∥∥∥∥
pl
,
where α = (α1, α2, . . . , αl), αk  1, α1 + α2 + · · · + αl = l and pk = 2l/αk
(k = 1,2, . . . , l). Applying Gagliardo–Nirenberg’s inequality we have∥∥∥∥∂αku∂xαki
∥∥∥∥
pk
 C‖u‖1−αk/ l∞
∥∥∥∥∂su∂xsi
∥∥∥∥
αk/ l
;
it follows that∥∥∥∥∂sf (u)∂xsi
∥∥∥∥ C(M)
∥∥∥∥∂su∂xsi
∥∥∥∥. (3.4)
Combining (3.2), (3.3) and (3.4) we get (3.1).
If s > 0 is not a positive integer, let m= [s]. From the above proof, we have∥∥f (u)∥∥
Hm
 C(M)‖u‖Hm, (3.5)∥∥f (u)∥∥
Hm+1  C(M)‖u‖Hm+1 . (3.6)
Using the interpolation between (3.5) and (3.6) yields∥∥f (u)∥∥
Hs
 C(M)‖u‖Hs .
The lemma is proved. ✷
The following commutator estimates involving fractional derivative are conse-
quences of the Coifman and Meyer [7] result on multi-linear pseudo-differential
operators.
Lemma 3.2. If s > 0, then Hs ∩L∞ is an algebra. Moreover,
‖fg‖Hs  C
(‖f ‖∞‖g‖Hs + ‖f ‖Hs ‖g‖∞)
for f,g ∈Hs ∩L∞.
Proof. See [9, Appendix, Lemma X4]. ✷
Lemma 3.3. Suppose that f ∈ Ck , k = [s] + 1 and f (u)=O(|u|1+α) as u→ 0,
α  1 be a positive integer. If u ∈Hs ∩L∞ and ‖u‖∞ M , then∥∥f (u)∥∥
Hs
 C(M)‖u‖Hs‖u‖α∞, (3.7)∥∥f (u)∥∥1 C(M)‖u‖2‖u‖α−1∞ , (3.8)
where C(M) is a constant dependent on M .
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Proof. The condition f (u)=O(|u|1+α) implies that
f (0)= f ′(0)= · · · = f (α)(0)= 0, f (1+α)(0) = 0.
Thus, we can write f (u) as
f (u)=H(u)u1+α,
where H(0) = 0. Let G(u)=H(u)u; we have G(0)= 0 and
f (u)=G(u)uα. (3.9)
Using above equality, Lemmas 3.1 and 3.2, we get∥∥f (u)∥∥
Hs
 C
(∥∥G(u)∥∥∞‖uα‖Hs + ∥∥G(u)∥∥Hs‖uα‖∞)
 C(M)
(‖u‖∞‖uα‖Hs + ‖u‖Hs‖u‖α∞)
 C(M)‖u‖Hs‖u‖α∞.
This completes the proof of (3.7).
Using Hölder’s inequality, from (3.9) we can obtain∥∥f (u)∥∥1  ∥∥G(u)∥∥‖uα‖ C(M)‖u‖2‖u‖α−1∞ ,
i.e., (3.8) holds. The lemma is proved. ✷
Lemma 3.4. Suppose that f ∈ Ck , k = [s] + 1 and f (u)=O(|u|1+α) as u→ 0,
α  1 be a positive integer. If u,v ∈Hs ∩L∞ and ‖u‖∞ M , ‖v‖∞ M , then∥∥f (u)− f (v)∥∥
Hs
 C(M)
[
‖u− v‖∞
(‖u‖Hs + ‖v‖Hs )(‖u‖∞ + ‖v‖∞)α−1
+ ‖u− v‖Hs
(‖u‖∞ + ‖v‖∞)α], (3.10)∥∥f (u)− f (v)∥∥1
 C(M)
(‖u‖∞ + ‖v‖∞)α−1(‖u‖ + ‖v‖)‖u− v‖, (3.11)
where C(M) is a constant dependent on M .
Proof. Since
f (u)− f (v)=
1∫
0
f ′
(
λu+ (1− λ)u)dλ (u− v), (3.12)
using Lemmas 3.2 and 3.3 and noting that
f ′
(
λu+ (1− λ)v)=O(∣∣λu+ (1− λ)v∣∣α),
it follows that
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∥∥f (u)− f (v)∥∥
Hs
C
( 1∫
0
∥∥f ′(λu+ (1− λ)v)∥∥
Hs
dλ‖u− v‖∞
+
1∫
0
∥∥f ′(λu+ (1− λ)v)∥∥∞ dλ‖u− v‖Hs
)
C(M)
[
‖u− v‖∞
(‖u‖Hs + ‖v‖Hs )(‖u‖∞ + ‖v‖∞)α−1
+ ‖u− v‖Hs
(‖u‖∞ + ‖v‖∞)α],
i.e., (3.10) holds.
Using Hölder’s inequality, from (3.12) we can get (3.11). The lemma is
proved. ✷
4. Proofs of main theorems
In this section, we are going to give proofs of our main theorems. First, we
prove an elementary lemma.
Lemma 4.1. If a, b are constants, b  a  0, then
t∫
0
(1+ t − τ )−a(1+ τ )−b dτ  C(1+ t)−a
t∫
0
(1+ τ )−b dτ. (4.1)
Moreover, if b > 1, we have
t∫
0
(1+ t − τ )−a(1+ τ )−b dτ  C(1+ t)−a, (4.2)
where C is an absolute constant.
Proof. To prove (4.1), let
I1 =
t/2∫
0
(1+ t − τ )−a(1+ τ )−b dτ

(
1+ t
2
)−a t/2∫
0
(1+ τ )−b dτ (since a  0)
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C(1+ t)−a
t∫
0
(1+ τ )−b dτ (4.3)
and
I2 =
t∫
t/2
(1+ t − τ )−a(1+ τ )−b dτ

(
1+ t
2
)−b t/2∫
0
(1+ t − τ )−a dτ (since b 0)
C(1+ t)−b
t∫
0
(1+ t − τ )−a dτ
=C(1+ t)−b
t∫
0
(1+ τ )−a dτ
=C(1+ t)−a
t∫
0
(
1+ τ
1+ t
)b−a
(1+ τ )−b dτ (since b a  0). (4.4)
The combination of (4.3) and (4.4) gives (4.1).
Since
∫∞
0 (1 + τ )−b dτ = C if b > 1, thus (4.2) holds. The lemma is
proved. ✷
Proof of Theorem 1.1. Define a metric space
X = {u(x, t) ∈C2([0,∞);Hs) | |||u||| 5c0δ} (4.5)
with the norm
|||u||| = sup
t0
{∥∥u(·, t)∥∥
Hs
+ ∥∥ut (·, t)∥∥Hs
+ (1+ t)θ (∥∥u(·, t)∥∥∞ + ∥∥ut (·, t)∥∥∞)},
where δ > 0 satisfies (1.3) and c0 is a constant in Theorem 2.1. It is easy to prove
that X is a complete metric space. From Sobolev imbedding theorem we know
that ‖u‖∞  1 if we take that δ is enough small.
Consider a mapN on X such thatN (u) is the solution of the Cauchy problem
N (u)tt −∆N (u)tt −∆N (u)=∆f (u),
N (u)|t=0 = ϕ(x), N (u)t |t=0 = ψ(x),
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for any u ∈X. From Lemma 3.3 we know that f (u) ∈L2(0, T ;Hs ∩L1) for any
T > 0, thus the above problem has a unique solution which can be written as
N (u)= ∂
∂t
(
S(t)ϕ
)+ S(t)ψ +
t∫
0
S(t − τ )(I −∆)−1∆f (u(τ))dτ. (4.6)
We should prove that N :X→X is strictly contractive if δ is suitable small.
In fact, by (2.18) and (2.20) in Theorem 2.1 and Lemma 3.3 we have∥∥N (u)∥∥∞ + ∥∥N (u)t∥∥∞
 2c0(1+ t)−θ
(‖ϕ‖1 + ‖ϕ‖Hs + ‖ψ‖1 + ‖ψ‖Hs )
+ 2c0
t∫
0
(1+ t − τ )−θ
(∥∥f (u(τ))∥∥1 + ∥∥f (u(τ))∥∥Hs)dτ
 2c0(1+ t)−θ δ
+C
t∫
0
(1+ t − τ )−θ (∥∥u(τ)∥∥2∥∥u(τ)∥∥α−1∞ + ∥∥u(τ)∥∥Hs∥∥u(τ)∥∥α∞)dτ
 2c0(1+ t)−θ δ
+C
t∫
0
(1+ t − τ )−θ [(1+ τ )−(α−1)θ + (1+ τ )−αθ ]dτ |||u|||α+1.
Noting (α− 1)θ > 1 > θ > 0, from Lemma 4.1 it follows that
(1+ t)θ [∥∥N (u)∥∥∞ + ∥∥N (u)t∥∥∞] 2c0δ +C|||u|||α+1. (4.7)
On the other hand, by (2.19) and (2.21) in Theorem 2.1 and Lemma 3.3 we have∥∥N (u)∥∥
Hs
+ ∥∥N (u)t∥∥Hs
 2c0
(‖ϕ‖Hs +‖ψ‖Hs )+ 2c0
t∫
0
∥∥f (u(τ))∥∥
Hs
dτ
 2c0δ+C
t∫
0
∥∥u(τ)∥∥
Hs
∥∥u(τ)∥∥α∞ dτ
 2c0δ+C
t∫
0
(1+ τ )−θα dτ |||u|||α+1  2c0δ+C|||u|||α+1, (4.8)
since θα > 1. Therefore, combining (4.7) with (4.8) yields
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∣∣∣∣∣∣N (u)∣∣∣∣∣∣ 4c0δ+C|||u|||α+1. (4.9)
Taking that δ is enough small such that C(5c0δ)α < 1/5, we know that N maps
X into X from (4.9) and Theorem 2.1.
If u,v ∈X, from (4.6) we have
N (u)−N (v)=
t∫
0
S(t − τ )(I −∆)−1∆[f (u(τ))− f (v(τ ))]dτ. (4.10)
Using (2.18) and (2.20) in Theorem 2.1 and Lemma 3.4, we estimate∥∥N (u)−N (v)∥∥∞ + ∥∥N (u)t −N (v)t∥∥∞
 2c0
t∫
0
(1+ t − τ )−θ
×
[∥∥f (u(τ))− f (v(τ ))∥∥
Hs
+ ∥∥f (u(τ))− f (v(τ ))∥∥1]dτ
 C
t∫
0
(1+ t − τ )−θ
×
[
‖u− v‖∞
(‖u‖Hs + ‖v‖Hs )(‖u‖∞ + ‖v‖∞)α−1
+ ‖u− v‖Hs
(‖u‖∞ + ‖v‖∞)α
+ (‖u‖∞ + ‖v‖∞)α−1(‖u‖ + ‖v‖)‖u− v‖]dτ
 C
t∫
0
(1+ t − τ )−θ [(1+ τ )−θα + (1+ τ )−θ(α−1)]dτ
× (|||u||| + |||v|||)α|||u− v|||
 C(1+ t)−θ (|||u||| + |||v|||)α|||u− v|||,
since θ(α − 1) > 1 > θ > 0. Hence
(1+ t)−θ [∥∥N (u)−N (v)∥∥∞ + ∥∥N (u)t −N (v)t∥∥∞]
 C
(|||u||| + |||v|||)α|||u− v|||. (4.11)
On the other hand, using (2.19) and (2.21) in Theorem 2.1 and Lemma 3.4, we
have ∥∥N (u)−N (v)∥∥
Hs
+ ∥∥N (u)t −N (v)t∥∥Hs
 2c0
t∫
0
∥∥f (u(τ))− f (v(τ ))∥∥
Hs
dτ
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C
t∫
0
[
‖u− v‖∞
(‖u‖Hs + ‖v‖Hs )(‖u‖∞ + ‖v‖∞)α−1
+ ‖u− v‖Hs
(‖u‖∞ + ‖v‖∞)α]dτ
C
t∫
0
(1+ τ )−θα dτ (|||u||| + |||v|||)α|||u− v|||
C
(|||u||| + |||v|||)α|||u− v|||, (4.12)
since θα > 1. Combining (4.11) with (4.12) yields∣∣∣∣∣∣N (u)−N (v)∣∣∣∣∣∣ C(|||u||| + |||v|||)α|||u− v|||. (4.13)
Taking that δ is enough small such that C(10c0δ)α  β < 1 (β is a positive
constant), we know that N :X→X is strictly contractive from (4.13).
Using the contraction mapping principle, we know that N (u) has a unique
fixed point u(x, t) ∈ C2([0,+∞),H s) on X and u(x, t) is the solution of the
problem (1.1), (1.2).
We claim that the solution u(x, t) of the problem (2.1), (2.2) is also unique in
C2([0,∞);Hs). In fact, let u1 and u2 be two solutions of the problem (1.1), (1.2)
and u1, u2 ∈ C2([0,∞);Hs). Let u= u1 − u2; then
utt −∆utt −∆u=∆
[
f (u1)− f (u2)
]
.
Multiplying the above equation by (−∆)−1ut and integrating the product with
respect to x , we obtain
1
2
d
dt
[∥∥(−∆)−1/2ut∥∥+ ‖ut‖+ ‖u‖]=−
∫
Rn
[
f (u1)− f (u2)
]
ut dx.
For any T > 0, ui(x, t) ∈ C2([0, T ],H s), s > n/2 and Sobolev imbedding
theorem imply that ‖ui(t)‖∞  C′, for i = 1,2 and 0 t  T . Thus, we have∣∣∣∣∣
∫
Rn
[
f (u1)− f (u2)
]
ut dx
∣∣∣∣∣ ∥∥f (u1)− f (u2)∥∥‖ut‖ C(T )‖u‖‖ut‖.
It follows that
∥∥(−∆)−1/2ut∥∥+ ‖ut‖2 + ‖u‖2  C(T )
t∫
0
[∥∥u(τ)∥∥2 + ∥∥uτ (τ )∥∥2]dτ.
By Gronwall’s inequality, we have ‖ut‖2 +‖u‖2 ≡ 0 for 0 t  T . Hence u≡ 0
for 0 t  T . Theorem 1.1 is proved. ✷
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Proof of Theorem 1.2. Define (ϕ+,ψ+) by
ϕˆ+(ξ)= ϕˆ(ξ)+
∞∫
0
|ξ |√
1+ |ξ |2 sin
|ξ |τ√
1+ |ξ |2 f̂ (u)(ξ, τ ) dτ, (4.14)
ψˆ+(ξ)= ψˆ(ξ)−
∞∫
0
|ξ |2
1+ |ξ |2 cos
|ξ |τ√
1+ |ξ |2 f̂ (u)(ξ, τ ) dτ. (4.15)
We consider the Cauchy problem of linear homogeneous equation
u+t t −∆u+t t −∆u+ = 0 (4.16)
with the initial values
u+(x,0)= ϕ+(x), u+t (x,0)=ψ+(x). (4.17)
Since u(x, t) ∈ C2([0,∞),H s) satisfies
sup
0t<∞
[
(1+ t)−θ‖u‖∞ +
∥∥u(·, t)∥∥
Hs
]
 Cδ,
we have
‖ϕ+‖Hs  ‖ϕ‖Hs +
t∫
0
∥∥f (u(·, τ ))∥∥
Hs
dτ
 ‖ϕ‖Hs +C
∞∫
0
∥∥u(τ)∥∥
Hs
∥∥u(τ)∥∥α∞ dτ
 ‖ϕ‖Hs +Cδα+1
∞∫
0
(1+ τ )−θα dτ  ‖ϕ‖Hs +Cδα+1.
Similarly we can obtain
‖ψ+‖Hs  ‖ψ‖Hs +Cδα+1.
Therefore, ϕ+,ψ+ ∈Hs . It follows that the Cauchy problem (4.16), (4.17) has a
unique solution
u+(x, t)= ∂
∂t
(
S(t)ϕ+(x)
)+ S(t)ψ+(x). (4.18)
From (4.14), (4.15) and the definition of S(t), we have
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∂
∂t
(
S(t)ϕ+(x)
)= 1
(2π)n
∫
Rn
eixξ ϕˆ(ξ) cos
|ξ |t√
1+ |ξ |2 dξ
+ 1
(2π)n
∞∫
0
∫
Rn
eixξ f̂ (u)(ξ, τ )
|ξ√
1+ |ξ |2
× cos |ξ |t√
1+ |ξ |2 sin
|ξ |τ√
1+ |ξ |2 dξ dτ, (4.19)
(
S(t)ψ+(x)
)= 1
(2π)n
∫
Rn
eixξ ψˆ(ξ)
√
1+ |ξ |2
|ξ | sin
|ξ |t√
1+ |ξ |2 dξ
− 1
(2π)n
∞∫
0
∫
Rn
eixξ f̂ (u)(ξ, τ )
|ξ√
1+ |ξ |2
× sin |ξ |t√
1+ |ξ |2 cos
|ξ |τ√
1+ |ξ |2 dξ dτ. (4.20)
Inserting (4.19) and (4.20) into (4.18), we get
u+(x, t)= ∂
∂t
(
S(t)ϕ(x)
)+ S(t)ψ(x)
+
∞∫
0
S(t − τ )(I −∆)−1∆f (u(x, τ ))dτ.
Now, we should show that (1.4) holds. In fact, from Theorem 2.1 and Lem-
ma 3.3 we have∥∥u(·, t)− u+(·, t)∥∥
Hs
=
∥∥∥∥∥
∞∫
t
S(t − τ )(I −∆)−1∆f (u(·, τ ))dτ
∥∥∥∥∥
Hs
C
∞∫
t
∥∥f (u(·, τ ))∥∥
Hs
dτ  C
∞∫
t
∥∥u(·, τ )∥∥
Hs
∥∥u(·, τ )∥∥α∞ dτ
Cδα+1
∞∫
t
(1+ τ )−θα dτ  Cδα+1(1+ t)−θα+1 → 0, (4.21)
as t →∞, since θ(α− 1) > 1. Similarly, we have∥∥ut (·, t)− u+t (·, t)∥∥Hs → 0, as t →∞. (4.22)
Combining (4.21) with (4.22) we get (1.4). Theorem 4.1 is proved. ✷
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