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Abstrat: We study some approximation problems on a strit subset of the ir-
le by analyti funtions of the Hardy spae H2 of the unit disk (in C), whose
modulus satisfy a pointwise onstraint on the omplentary part of the irle.
Existene and uniqueness results, as well as pointwise saturation of the on-
straint, are established. We also derive a ritial point equation whih gives rise
to a dual formulation of the problem. We further ompute diretional deriva-
tives for this funtional as a omputational means to approah the issue. We
then onsider a nite-dimensional polynomial version of the bounded extremal
problem.
Key-words: Hardy spaes, analyti funtions, approximation, bounded ex-
tremal problems, Carleman formulas.
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Problèmes extrémaux ontraints dans l'espae de
Hardy H
2
et formules de Carleman
Résumé : Nous étudions des problèmes d'approximation sur un strit sous-
ensemble du erle par des fontions analytiques de l'espae de Hardy H2 du
disque unité (de C), soumises en module à une ontrainte pontuelle sur la partie
omplémentaire du erle. Des résultats d'existene, d'uniité et de saturation
de la ontrainte sont établis, ainsi qu'une équation aux points ritiques qui
permet de proposer une formule de dualité. Nous onsidérons enn une version
polynmiale (de dimension nie) de es problèmes extrémaux bornés.
Mots-lés : Espaes de Hardy, fontions analytiques, approximation, pro-
blèmes extrémaux bornés, formules de Carleman.
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1 Introdution
If D is a nitely onneted plane domain with retiable boundary ∂D, a holo-
morphi funtion f in the Smirnov lass E1(D) an be reovered from its bound-
ary values by the Cauhy formula [17℄. When the boundary values are only
known on a strit subset I of ∂D having positive linear measure, they still de-
ne f uniquely but the reovery annot be ahieved in losed form. In fat, it
beomes a speial ase of a lassial ill-posed issue namely the Cauhy problem
for the Laplae equation. This issue is quite important in physis and engineer-
ing [21, 26, 31℄.
Following an original idea of Carleman, one approah to the reovery of f from
its knowledge on I is to introdue an auxiliary quenhing funtion ϕ, holo-
morphi and bounded in D, suh that |ϕ| ≡ 1 a.e. on ∂D \ I and |ϕ| > 1 in D;
suh a funtion is easily onstruted by solving a Dirihlet problem for log |ϕ|.
In [20℄, it was proven by Goluzin and Krylov that
f(z) = lim
n→∞
fn(z), where fn(z)
∆
=
1
2π
∫
I
(
ϕ(ξ)
ϕ(z)
)n
f(ξ)
ξ − z dξ, z ∈ D, (1)
the onvergene being loally uniform in D. Cauhy integrals like those dening
fn in (1) are alled Carleman's formulas [2℄. On the unit disk D where Ep(D)
oinides with the Hardy lass Hp, see [17℄, it is proved in [32℄ that if f ∈ Hp
with 1 < p <∞, then the onvergene atually holds in Hp .
Two questions arise naturally, namely what is the meaning of fn for xed n,
and what is its asymptoti behaviour if f ∈ Lp(I) is not the trae of a Hardy
funtion? On D, when f ∈ L2(I) and ϕ is a quenhing funtion with the
additional property that |ϕ| is onstant a.e. on I, it was proven in [7℄ that fn is
losest to f in L2(I)-norm among all g ∈ H2 suh that ‖g‖L2(T\I) ≤ ‖fn‖L2(T\I),
where T denotes the unit irle. In the present paper, among other things, we
will see that if ϕ is holomorphi and bounded on D together with its inverse,
then fn is losest to f w.r.t. the weighted L
2(|ϕ|I |2, I)-norm among all g ∈ H2
suh that |g| ≤ |fn| a.e. on T \ I. These extremal properties of fn are all
the more remarkable than Carleman's formulas were originally dened without
referene to optimization.
Still one point is unsatisfatory, namely the extremal properties of fn we just
mentioned are impliit in that the level of the pointwise onstraint on T \ I is
|fn| itself. This is why we make a slight twist and we rather investigate on D
the following extremal problem. Let I ⊂ T be a subset of positive Lebesgue
measure and set J = T\ I for the omplementary subset. The question we raise
is the following.
BEP : Given f ∈ L2(I) and M ∈ L2(J), M ≥ 0, nd g0 ∈ H2 suh that
|g0(eiθ)| ≤M(eiθ) a.e. on J and
‖f − g0‖L2(I) = min
g∈H2
|g|≤M a.e. onJ
‖f − g‖L2(I) . (2)
This should be ompared with the so-alled bounded extremal problems BEPp.
studied in [3, 7, 8℄ for 1 ≤ p ≤ ∞.
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BEPp: Given f ∈ Lp(I), ψ ∈ Lp(J) and a positive onstant C, nd g0 ∈ Hp
suh that
‖g0 − ψ‖Lp(J) ≤ C and
‖f − g0‖Lp(I) = min
g∈Hp
‖g−ψ‖Lp(J)≤C
‖f − g‖Lp(I) . (3)
Note that in problem BEP (2), we did not introdue a referene funtion ψ
on J as was done in BEPp (3). While it is straightforward to handle suh
a generalization when ψ is the trae on J of a H2 funtion, the general ase
oneals further diulties that are left here for further researh.
When I is of full measure, both problems (2) and (3) redue to lassial extremal
problems, see e.g. [17, 19℄. Therefore we limit our disussion to the ase where
J has positive measure.
The rst referene dealing with bounded extremal problems seems to be [24℄,
where BEP2 is studied for f = 0 and I an interval on the half-plane rather than
the disk. The ase ψ = 0 is solved in [3℄ using Toeplitz operators, and error
rates when C goes large and I is an ar an be found in [6℄. Weighted versions
of BEP2 for L
2(|ϕ|2)-norms as those disussed above were also solved in [28℄.
The general version BEPp in the range 1 ≤ p < ∞ is taken up in [7℄ where
the link with Carleman's formulas is pointed out, while existene and unique-
ness results are also presented. Reformulations of BEPp in abstrat Hilbert
or smooth Banah spae settings were arried out in [14, 15, 29, 39℄, leading
to the onstrution of bakward minimal vetors and hyperinvariant subspaes
for ertain lasses of operators that need not be ompat nor quasinilpotent,
thereby generalizing [4℄. Versions of BEP2 where the onstraint bears on the
imaginary part rather than the modulus, useful among other things to approah
inverse Dirihlet-Neumann problems, are presented in [22, 27℄. Together with
meromorphi generalizations, problem BEPp was studied in [10℄ for p ≥ 2, while
problem BEP∞ was studied in [8, 9℄, with related ompletion issues.
A major inentive to study BEPp ame from engineering problems, more pre-
isely from questions pertaining to system identiation and design. This moti-
vation is quite expliit in [24℄, and all-pervasive in [3, 6, 8, 9, 38℄ whose results
have been used eetively to identify hyperfrequeny lters [5℄. The onnetion
with identiation is more transparent on the half plane, where f represents
the so-alled transfer-funtion of a linear dynamial system as measured in the
frequeny bandwidth I using harmoni identiation tehniques. Reall that
a linear dynamial system is just a onvolution operator, and that its trans-
fer funtion is the Fourier-Laplae transform of its kernel [16℄. Now, by the
Paley-Wiener and Hausdor-Young theorems, ausality and Lr → Ls stability
of the system ause f to belong to the Hardy lass Hp of the half plane with
1/p = 1/r− 1/s, as soon as the latter is less than or equal to 1/2. Beause f is
only known up to modelling and measurement errors, one is led to approximate
the data on I by a Hp funtion while ontrolling its deviation from some refer-
ene behaviour ψ outside I, whih is preisely the analog of (3) on the half-plane.
It is mapped to BEPp via the isometry g 7→ (1+w)−2/pg((w−1)/(w+1)) from
Hp onto Hp. More on the relations between Hardy spaes, system identiation
and ontrol an be found in [18, 30, 31℄. Note that in BEPp, it is indeed essen-
tial to bound the behaviour of g0 on J , for traes of Hardy funtions are dense
INRIA
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in Lp(I) (in C(I) if p = ∞) so that BEPp has no solution if C = ∞ unless f
is already the trae of a Hardy funtion. In pratie, sine modelling and mea-
surement errors will prevent this from ever happening, the error ‖f − g‖Lp(I)
an be made arbitrarily small at the ost of ‖g‖Lp(J) beoming arbitrarily large,
whih does not make for a valid identiation sheme.
The present paper deals with a mixed situation, where an integral riterion is
minimized on I under a pointwise onstraint on J . Here again, the motivation
of the authors stems from system identiation. Indeed, the L2 norm on I has
a probabilisti interpretation, being the variane of the output when the system
is fed by noise whose spetrum is uniformly distributed in the bandwidth, that
suits some lassial framework. On another hand, it is often the ase that the
transfer funtion has to meet uniform bounds for physial reasons. For instane
when identifying a passive devie, it should be less than 1 at all frequenies.
This way one is led to onsider problem (2) with M ≡ 1 (whih is BEP2,∞
below).
Suh issues and motivations are also the topis of the reent work [36, 37℄, where
BEP -like problems are onsidered in Lp(I), for 1 ≤ p ≤ ∞, with a pointwise
onstraint ating on the whole T, when the approximated funtion f and the
onstraintM are assumed to be ontinuous funtions (on T and I, respetively),
with M > 0 and |f | ≤M on I.
Problem (2) is onsiderably more diult to analyze than BEP2, due to the fat
that pointwise evaluation is not smooth atually not even dened in L2(J).
Its solution depends in a rather deep fashion on the multipliative struture of
Hardy funtions and all our results, beyond existene and uniqueness, will hold
under the extra-assumption that the boundary of I has measure zero. We do
not know the extend to whih this assumption an be relaxed.
The organization of the paper is as follows. In setion 2 we set up some nota-
tion and reall standard properties ofHp-spaes, BMO and onjugate funtions.
Setion 3 deals with existene and uniqueness issues, as well as pointwise satu-
ration of the onstraint. In setion 4 we establish an analog, in this nonsmooth
and innite-dimensional ontext, of the familiar ritial point equation from
onvex analysis. It gives rise to a saddle-point haraterization of the optimal
value that yields a dual formulation of the problem. The latter is onneted
in setion 5 to Toepliz operators and Carleman's formulas, and used to om-
pute the onave dual funtional whose maximization is tantamount to solve
the problem. We further ompute diretional derivatives for this funtional as
a means to approah the issue from a omputational point of view. Setion 6
is devoted to a nite-dimensional polynomial version of (2), valid when I is a
union of ars, whih is of interest in its own right and provides an alternative
way to onstrutively approximate the solution to the original problem.
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2 Notations and preliminaries
Let T be the unit irle endowed with the normalized Lebesgue measure ℓ, and
I a subset of T suh that ℓ(I) > 0 with omplementary subset J = T \ I. To
avoid dealing with trivial instanes of problem (2) we assume throughout that
ℓ(J) > 0.
If h1 (resp. h2) is a funtion dened on a set ontaining I (resp. J), we use
the notation h1 ∨ h2 for the onatenated funtion, dened on the whole of T,
whih is h1 on I and h2 on J .
For E ⊂ T, we let ∂E and ◦E denote respetively the boundary and the interior
of E when viewed as a subset of T; we also write χE for the harateristi
funtion of E and h|E to mean the restrition to E of a funtion h dened on a
set ontaining E.
When 1 ≤ p ≤ ∞, we write Lp(E) for the familiar Lebesgue spae of (equivalene
lasses of a.e. oiniding) omplex-valued measurable funtions on E with nite
Lp norm, and we indiate by Lp
R
(E) the real subspae of real-valued funtions.
Likewise C(E) stands for the spae of omplex-valued ontinuous funtions on
E, while CR(E) indiates real-valued ontinuous funtions. The norm on L
p(E)
is denoted by ‖ ‖Lp(E), and if h is dened on a set ontaining E we write for
simpliity ‖h‖Lp(E) to mean ‖h|E‖Lp(E). When E is ompat the norm of C(E)
is the sup norm.
Reall that the Hardy spae Hp is the losed subspae of Lp(T) onsisting of
funtions whose Fourier oeients of stritly negative index do vanish. These
are the nontangential limits of funtions analyti in the unit disk D having
uniformly bounded Lp means over all irles entered at 0 of radius less than 1.
The orrespondene is one-to-one and, using this identiation, we alternatively
regard members of Hp as holomorphi funtions in the variable z ∈ D. This
extension is obtained from the values on T through a Cauhy as well as a Poisson
integral [35, h. 17, thm 11℄, namely if g ∈ Hp then, for z ∈ D:
g(z) =
1
2 i π
∫
T
g(ξ)
ξ − z dξ and g(z) =
1
2 π
∫
T
Re
{
eiθ + z
eiθ − z
}
g(eiθ) dθ . (4)
Beause of this Poisson representation, g(reiθ) onverges to g(eiθ) in Lp(T) as
soon as 1 ≤ p <∞. Moreover, (4) entails that, for 1 ≤ p ≤ ∞, a Hardy funtion
g is uniquely determined, up to a purely imaginary onstant, by its real part h
on T:
g(z) = iImg(0) +
1
2 π
∫
T
eiθ + z
eiθ − z h(e
iθ) dθ , z ∈ D. (5)
The integral in the right-hand side of (5) is alled the Riesz-Herglotz transform
of h and, whenever h ∈ L1
R
(T), it denes a holomorphi funtion in D whih is
real at 0 and whose nontangential limit exists a.e. on T with real part equal to
h. However, only if 1 < p <∞ is it guaranteed that g ∈ Hp when h ∈ Lp
R
(T). In
fat, the Riesz-Herglotz transform assumes the form h(eiθ) + ih˜(eiθ) a.e. on T,
where the real-valued funtion h˜ is said to be onjugate to h, and the property
that h˜ ∈ Lp
R
(T) whenever h ∈ Lp
R
(T) holds true for 1 < p < ∞ but not for
p = 1 nor p = ∞. The map h → h˜ is alled the onjugation operator, and for
1 < p < ∞ it is bounded Lp
R
(T) → Lp
R
(T) by a theorem of M. Riesz [19, hap.
III, thm 2.3℄; in this range of exponents, we will denote its norm by Kp. It
INRIA
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follows easily from Parseval's relation that K2 = 1, but it is rather subtle that
Kp = tan(π/(2p)) for 1 < p ≤ 2 while Kp = cot(π/(2p)) for 2 ≤ p <∞ [33℄.
A suient ondition for h˜ to be in L1(T) is that h belongs to the the so-
alled Zygmund lass L log+ L, onsisting of measurable funtions φ suh that
φ log+ |φ| ∈ L1(T) where we put log+ t = log t if t ≥ 1 and 0 otherwise. More
preisely, if we denote by mh the distribution funtion of h dened on R
+
with
values in [0, 1] aording to the formula
mh(τ) = ℓ ({ξ ∈ T; |h(ξ)| > τ}) ,
and if we further introdue the non-inreasing rearrangement of h given by
h∗(t) = inf{τ ; mh(τ) ≤ t}, t ≥ 0,
it turns out that h ∈ L log+ L if and only if the quantity
‖h‖L log+ L ∆=
∫ 1
0
h∗(t) log(1/t) dt (6)
is nite [11, lem. 6.2.℄, whih makes L log+ L into a Banah funtion spae.
Then, it is a theorem of Zygmund [11, or. 6.9.℄ that
‖h˜‖L1(T) ≤ C0‖h‖L log+ L (7)
for some universal onstant C0. A partial onverse, due to M. Riesz, asserts
that if a real-valued h is bounded from below and if moreover h˜ ∈ L1(T), then
h ∈ L log+ L [11, or. 6.10℄.
We mentioned already that h˜ needs not be bounded if h ∈ L∞
R
(T). In this ase
all one an say in general is that h˜ has bounded mean osillation, meaning that
h˜ ∈ L1(T) and
‖h˜‖BMO ∆= sup
E
1
ℓ(E)
∫
E
|h˜− h˜E | dθ <∞, with h˜E ∆= 1
ℓ(E)
∫
E
h˜ dθ,
where the supremum is taken over all subars E ⊂ T. Atually [19, hap. VI,
thm 1.5℄, there is a universal onstant C1 suh that
‖h˜‖BMO ≤ C1‖h‖L∞(T).
The subspae of L1(T) onsisting of funtions whose BMO-norm is nite is
alled BMO for short. Notie that ‖ ‖BMO is a genuine norm modulo additive
onstants only. A theorem of F. John and L. Nirenberg [19, h. VI, thm.
2.1℄ asserts there are positive onstants C, c, suh that, for eah real-valued
ϕ ∈ BMO, every ar E ⊂ T, and any x > 0,
ℓ ({t ∈ E : |ϕ(t) − ϕE | > x})
ℓ(E)
≤ C exp
( −cx
‖ϕ‖BMO
)
. (8)
Conversely, if (8) holds for some nite A > 0 in plae of ‖ϕ‖BMO, every ar E
and any x > 0, then ϕ ∈ BMO and A ∼ ‖ϕ‖BMO. The John-Nirenberg theorem
easily implies that BMO ⊂ Lp for all p <∞. The spae of H1-funtions whose
boundary values lie in BMO will be denoted by BMOA, and BMOA/C is
RR n° 7087
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a Banah spae equipped with the BMO-norm. Clearly BMOA ⊂ Hp for
1 ≤ p < ∞, and h+ ih˜ ∈ BMOA whenever h ∈ L∞(T). A suient ondition
for the boundedness of h˜ is that h be Dini-ontinuous; reall that a funtion h
dened on T is said to be Dini-ontinuous if ωh(t)/t ∈ L1([0, π]), where
ωh(t) = sup
|θ1−θ2|≤t
∣∣h(eiθ1)− h(eiθ2)∣∣ , t ∈ [0, π],
is the modulus of ontinuity of h. Speially [19, hap. III, thm 1.3℄, it holds
that
ωeh(ρ) ≤ C2
(∫ ρ
0
ωh(t)
t
dt + ρ
∫ π
ρ
ωh(t)
t2
dt
)
(9)
where C2 is a onstant independent of f . From (9) it follows easily that h˜ is
ontinuous if h is Dini-ontinuous, and moreover that
‖h˜‖L∞(T) ≤ ωeh(π) ≤ C2
∫ π
0
ωh(t)
t
dt, (10)
where the rst inequality omes from the fat that h˜ is ontinuous on T and
therefore vanishes at some point sine it has zero-mean.
We now turn to multipliative properties of Hardy funtions. It is well-known
(see e.g. [17, 19, 23℄) that a nonzero f ∈ Hp an be uniquely fatored as f = jw
where
w(z) = exp
{
1
2π
∫ 2π
0
eiθ + z
eiθ − z log |f(e
iθ)| dθ
}
(11)
belongs to Hp and is alled the outer fator of f , while j ∈ H∞ has modulus
1 a.e. on T and is alled the inner fator of f . The latter may be further
deomposed as j = bSµ, where
b(z) = eiθ0zk
∏
zl 6=0
−z¯l
|zl|
z − zl
1− z¯lz (12)
is the Blashke produt, with order k ≥ 0 at the origin, assoiated to the sequene
zl ∈ D \ {0} and to the onstant eiθ0 ∈ T, while
Sµ(z) = exp
{
− 1
2π
∫ 2π
0
eiθ + z
eiθ − z dµ(θ)
}
(13)
is the singular inner fator assoiated with µ, a positive measure on T whih
is singular with respet to Lebesgue measure. The zl are of ourse the zeros of
f in D \ {0}, ounted with their multipliities, while k is the order of the zero
at 0. If there are innitely many zeros, the onvergene of the produt b(z)
in D is ensured by the ondition
∑
l(1 − |zl|) < ∞ whih holds automatially
when f ∈ Hp \ {0}. If there are only nitely many zl, we say that (12) is a
nite Blashke produt; note that a nite Blashke produt may alternatively
be dened as a rational funtion of the form q/qR, where q is an algebrai
polynomial whose roots lie in D and qR indiates the reiproal polynomial given
by qR(z) = znq(1/z¯) if n is the degree of q. The integer n is also alled the
degree of the Blashke produt.
That w(z) in (11) is well-dened rests on the fat that log |f | ∈ L1 if f ∈ H1\{0};
this also entails that a Hp funtion annot vanish on a subset of stritly positive
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Lebesgue measure on T unless it is identially zero. For simpliity, we often say
that a funtion is outer (resp. inner) if it is equal to its outer (resp. inner)
fator.
Intimately related to Hardy funtions is the Nevanlinna lass N+ onsisting of
holomorphi funtions in D that an be fatored as jE, where j is an inner
funtion and E an outer funtion of the form
E(z) = exp
{
1
2π
∫ 2π
0
eiθ + z
eiθ − z log ρ(e
iθ) dθ
}
, (14)
with ρ a positive funtion suh that log ρ ∈ L1(T) (although ρ itself need not
be summable). Suh a funtion again has nontangential limits of modulud ρ
a.e. on T that serve as denition of its boundary values. The Nevanlinna lass
will be instrumental to us in that N+ ∩ Lp(T) = Hp, see for example [17, thm
2.11℄ or [19, 5.8, h.II℄. Thus formula (14) denes a Hp-funtion if, and only if
ρ ∈ Lp(T). A useful onsequene is that, whenever g1 ∈ Hp1 and g2 ∈ Hp2 ,
we have g1g2 ∈ Hp3 if, and only if g1g2 ∈ Lp3 . In partiular g1g2 ∈ Hp3 if
1/p1 + 1/p2 = 1/p3.
It is a lassial fat [19, h. II, se. 1℄ that a funtion f holomorphi in the
unit disk belongs to Hp if, and only |f |p, whih is subharmoni in D, has a
harmoni majorant there. This makes for a onformally invariant denition of
Hardy spaes over general domains in C. In this onnetion, the Hardy spae
H¯p of C \ D an be given a treatment parallel to Hp using the onformal map
z 7→ 1/z. Speially, H¯p onsists of Lp funtions whose Fourier oeients of
stritly positive index do vanish; these are, a.e. on T, the omplex onjugates of
Hp-funtions, and they an also be viewed as nontangential limits of funtions
analyti in C \ D having uniformly bounded Lp means over all irles entered
at 0 of radius bigger than 1. We also set BMOA = H¯1 ∩ BMO. We further
single out the subspae H¯p0 of H¯
p
, onsisting of funtions vanishing at innity
or, equivalently, having vanishing mean on T. Thus, a funtion belongs to H¯p0 if,
and only if, it is a.e. on T of the form e−iθg(eiθ) for some g ∈ Hp. For G ∈ H¯p0 ,
the Cauhy formula assumes the form:
G(z) =
1
2 i π
∫
T
G(ξ)
z − ξ dξ , z ∈ C \ D. (15)
If E is a measurable subset of T, we set
< f, g >E=
1
2π
∫
E
f(eiθ)g(eiθ) dθ (16)
whenever f ∈ Lp(E) and g ∈ Lq(E) with 1/p+1/q = 1. If f and g are dened on
a set ontaining E, we often write for simpliity < f, g >E to mean < f|E , g|E >.
The duality produt < , >T makes H
p
and H¯q0 orthogonal to eah other, and
redues to the familiar salar produt on L2(T)×L2(T). We note in partiular
the orthogonal deomposition:
L2(T) = H2 ⊕ H¯20 . (17)
For f ∈ C(T) and ν ∈M, the spae of omplex Borel measures on T, we set
ν.f =
∫
T
f(eiθ) dν(θ) (18)
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and this pairing indues an isometri isomorphism between M (endowed with
the norm of the total variation) and the dual of C(T) [35, thm 6.19℄. If we let
A ⊂ H∞ designate the disk algebra of funtions analyti in D and ontinuous
on D, and if A0 indiates those funtions in A vanishing at zero, it is easy
to see that A0 is the orthogonal spae under (18) to those measures whose
Fourier oeients of stritly negative index do vanish. Now, it is a fundamental
theorem of F. and M. Riesz that suh measures have the form dν(θ) = g(eiθ) dθ
with g ∈ H1, so the Hahn-Banah theorem implies that H1 is dual via (18) to
the quotient spae C(T)/A0 [19, hap. IV, se. 1℄. Equivalently, H¯10 is dual to
C(T)/A under the pairing arising from the line integral:
(f˙ , F ) =
1
2iπ
∫
T
f(ξ)F (ξ) dξ , (19)
where F belongs to H¯10 and f˙ indiates the equivalene lass of f ∈ C(T) modulo
A. This entails that, ontrary to L1(T), the spaes H1 and H¯10 enjoy a weak-*
ompatness property of their unit ball.
Finally, we dene the analyti and anti-analyti projetions P+ and P− on
Fourier series by:
P+
(
∞∑
n=−∞
ane
inθ
)
=
∞∑
n=0
ane
inθ, P−
(
∞∑
n=−∞
ane
inθ
)
=
−1∑
n=−∞
ane
inθ .
Equivalent to the M. Riesz theorem is the fat that P+ : L
p → Hp and P− :
Lp → H¯p0 are bounded for 1 < p < ∞, in whih ase they oinide with the
Cauhy projetions:
P+(h)(z) =
1
2iπ
∫
T
h(ξ)
ξ − z dξ,P−(h)(s) =
1
2iπ
∫
T
h(ξ)
s− ξ dξ, (20)
for z ∈ D, s ∈ C \ D. When restrited to L2(T), the projetions P+ and
P− are just the orthogonal projetions onto H
2
and H¯20 respetively. Likewise
P+ : L
∞ → BMOA and P− : L∞ → BMOA are also bounded.
Although P±(h) needs not be the Fourier series of a funtion when h is merely
in L1(T), it is nevertheless Abel summable almost everywhere to a funtion
lying in Ls(T) for 0 < s < 1, and it an still be interpreted as the trae of an
analyti funtion in some Hardy spae of exponent s that we did not introdue
[17, or. to thm 3.2℄. To us it will be suient, when h ∈ L1, to regard P±(f)
as the Fourier series of a distribution. Finally, we reord for further referene
the following elementary fat:
Lemma 1 Let v ∈ L1(J) be suh that P+(0 ∨ v) ∈ L2(T). Then, whenever
g ∈ H2 is suh that g ∈ L2(I) ∨ L∞(J), it holds that
< P+(0 ∨ v) , g >T =< v , g >J .
Proof. Sine by hypothesis P+(0 ∨ v) is a square summable funtion on T, we
an dene a funtion u ∈ L1(T) by the formula:
u = (0 ∨ v)−P+(0 ∨ v) ,
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and by the very denition of u all its Fourier oeients of non-negative index do
vanish hene u ∈ H¯10 . In addition it is lear that u|I ∈ L2(I) and onsequently,
if g ∈ H2 is suh that g ∈ L2(I) ∨ L∞(J), we have upon heking summability
on I and J separately that ug ∈ H¯10 . Therefore we get:
< v , g >J = < vg , 1 >J = < (0 ∨ v) g , 1 >T
= < u g , 1 >T + < P+(0 ∨ v) g , 1 >T
= < P+(0 ∨ v) g , 1 >T = < P+(0 ∨ v) , g >T
where the next-to-last equality uses that the mean of the H¯10 -funtion ug is zero.
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3 Well-posedness of the bounded extremal prob-
lem BEP
We rst redue problem BEP (2) to a standard form BEP2,∞ where M ≡ 1.
As the log-modulus of a nonzero Hardy funtion is integrable, we will safely
assume that logM ∈ L1(J) for otherwise the zero funtion is the only andidate
approximant. Then, letting wM be the outer funtion with modulus 1 on I and
M on J , we have that g belongs to H2 and satises |g| ≤ M a.e. on J if, and
only if g/wM lies in H
2
and satises g/wM ≤ 1 a.e. on J ; it is so beause g/wM
lies by onstrution in the Nevanlinna lass N+ whose intersetion with L2(T)
is H2. Altogether, upon replaing f by f/wM and g by g/wM , we see that
Problem (2) is equivalent to the following normalized ase whih is the one we
shall really work with.
BEP2,∞: Given f ∈ L2(I), nd g0 ∈ H2 suh that |g0(eiθ)| ≤ 1 a.e. on J and
‖f − g0‖L2(I) = min
g∈H2
|g|≤1a.e. onJ
‖f − g‖L2(I) . (21)
Let us begin with a basi existene and uniqueness result:
Theorem 1 Problem BEP2,∞ (21) has a unique solution g0, and neessarily
‖g0‖L2(I) ≤ ‖f‖L2(I). Moreover ‖g0‖L∞(J) = 1 unless f = g|I for some g ∈ H2
suh that ‖g‖L∞(J) < 1.
Corollary 1 Problem BEP (2) has a unique solution.
Proof of Theorem 1. Dene a onvex subset of L2(I) by putting C := {g|I ; g ∈
H2, ‖g‖L∞(J) ≤ 1}. We laim that C is losed. Indeed, let {gn} be a sequene
in H2, with ‖gn‖L∞(J) ≤ 1, that onverges in L2(I) to some φ. Clearly {gn} is
bounded in L2(T), therefore some subsequene gkn onverges weakly to g ∈ H2.
Sine |gkn | ≤ 1 on J , we may assume upon rening the subsequene further that
it onverges weak-* in L∞(J) to a limit whih an be none but g|J . By weak-*
ompatness of balls in L∞(J), we get ‖g‖L∞(J) ≤ 1, hene g|I ∈ C. But gkn |I
a fortiori onverges weakly to g|I in L
2(I), thus φ = g|I ∈ C as laimed. By
standard properties of the projetion on a non-empty (for 0 ∈ C) losed onvex
set in a Hilbert spae, we now dedue that the solution g0 to (21) uniquely
exists, and is haraterized by the variational inequality [13, thm V.2.℄
g0|I ∈ C and Re < f − g0 , φ− g0 >I ≤ 0, ∀φ ∈ C. (22)
Using φ = 0 in (22) and applying the Shwarz inequality yields ‖g0‖L2(I) ≤
‖f‖L2(I).
Assume nally that ‖g0‖L∞(J) < 1. Given h ∈ H∞, g0 + th is a andidate ap-
proximant for small t ∈ R hene the map t 7→ ‖f − g0− th‖2L2(I) has a minimum
at t = 0. Dierentiating under the integral sign and equating the derivative to
zero yields 2Re < f − g0, h >I= 0 whene < f − g0, h >I= 0 upon replaing h
by ih. Letting h = eikθ for k ∈ N we see that (f − g0) ∨ 0 lies in H¯20 , hene it
is identially zero beause it vanishes on J . Thus f = g0|I as was to be shown.
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Theorem 1 entails that the onstraint ‖g‖L∞(J) ≤ 1 in Problem (21) is saturated
unless f = g0|I . If the boundary of I has measure zero, muh more in fat is
true:
Theorem 2 Assume that ℓ(∂I) = 0 and let g0 be the solution to Problem (21).
Then |g0| = 1 a.e. on J unless f = g|I for some g ∈ H2 suh that ‖g‖L∞(J) ≤ 1.
It would be interesting to know how muh the assumption ℓ(∂I) = 0 an be re-
laxed in the above statement. Reduing Problem BEP (2) to Problem BEP2,∞
(21) as before, we obtain as a orollary:
Corollary 2 Assume that ℓ(∂I) = 0 and let g0 be the solution to Problem (2).
If logM ∈ L1(J), then |g0(eiθ)| = M(eiθ) a.e. on J unless f = g|I for some
g ∈ H2 suh that |g(eiθ)| ≤M(eiθ) a.e. on J .
To prove Theorem 2 we establish three lemmas, the seond of whih will be of
repeated use in the paper.
Lemma 2 Let E ⊂ T be innite and K1 ⊂ T be a ompat set suh that
E ∩K1 = ∅. If we dene a olletion R of rational funtions in the variable z
by
R =
{
c0 + i
n∑
k=1
ck
ei ψk + z
ei ψk − z ; (23)
c0 , ck ∈ R , ei ψk ∈ E , 1 ≤ k ≤ n, n ∈ N
}
,
then R|K1 is uniformly dense in CR(K1).
Proof. It is elementary to hek that members of R are real-valued a.e. on
T. Also, it is enough to assume that E onsists of a sequene {eiψk}k∈N that
onverges in T to some eiψ∞ . We work over the real axis where omputations
are slightly simpler, and for this we onsider the Möbius transform:
ϕ(z) = i
eiψ∞ + z
eiψ∞ − z ,
that maps T onto R∪ {∞} with ϕ(eiψ∞) =∞. Set K2 = ϕ(K1), and note that
it is ompat in R sine eiψ∞ /∈ K1. Let RR denote the olletion of all funtions
r ◦ϕ−1 as r ranges over R. We are now left to prove that the restritions to K2
of funtions in RR are uniformly dense in CR(K2). For this, we put tk = ϕ(eiψk)
and, denoting by t = ϕ−1(z) the independent variable in R, we ompute from
(23) that
RR = {a0 +
n∑
k=1
bk
t− tk , a0 , bk ∈ R , 1 ≤ k ≤ n , n ∈ N },
that is to say RR is the set of real rational funtions bounded at innity, eah
pole of whih is simple and oinides with some tk. Thus if PR,n stands for the
spae of real polynomials of degree at most n, we get
RR =
{
pn(t)∏n
k=1(t− tk)
, pn ∈ PR,n, 1 ≤ k ≤ n, n ∈ N
}
,
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where the empty produt is 1. We laim that to eah ǫ > 0 and p ∈ PR,n there
exists r ∈ RR suh that
||r − p||L∞(K2) ≤ ǫ,
and this will ahieve the proof sine PR,n is dense in CR(K2) by the Stone-
Weierstrass theorem. To establish the laim, let U be a neighborhood of 0 in
Rn suh that
∀(x1 . . . xn) ∈ U,
∣∣∣∣1− 1∏n
k=1(1 − xk)
∣∣∣∣ ≤ ǫ1 + ||p||L∞(K2) .
Next, pik n distint numbers tk1 , . . . , tkn so large in modulus that t/tkj ∈ U
for t ∈ K2 and 1 ≤ j ≤ n; this is ertainly possible sine K2 is ompat whereas
|tk| tends to ∞ beause eiψk → eiψ∞ . Finally, set
r(t) =
p(t)∏n
j=1(1− ttkj )
.
Clearly r belongs to RR, and
||p− r||L∞(K2) ≤ ||p||L∞(K2)
∥∥∥∥∥∥1− 1∏nj=1(1− ttkj )
∥∥∥∥∥∥
L∞(K2)
≤ ǫ
as laimed.
Lemma 3 Let f ∈ L2(I) and g0 be the solution to problem (21). For h a
real-valued Dini-ontinuous funtion on T supported on the interior
◦
I of I, let
b(z) =
1
2 π
∫
I
eit + z
eit − z h(e
it) dt , z ∈ D, (24)
be the Riesz-Herglotz transform of h. Then b is ontinuous on D, and moreover
Re < (f − g0) g0 , b >I= 0 . (25)
Proof. It follows from (9) that b ontinuous on D. For λ ∈ R, onsider the
funtion
ωλ(z) = expλ b(z) , z ∈ D,
whih is the outer funtion in H∞ whose modulus is equal to expλh. Sine
|ωλ| = 1 on J , the funtion g0 ωλ is a andidate approximant in problem (21)
thus λ→ ‖f − g0 ωλ‖2L2(I) reahes a minimum at λ = 0. By the boundedness of
b, we may dierentiate this funtion with respet to λ under the integral sign,
and equating the derivative to 0 at λ = 0 yields (25).
Lemma 4 Let f ∈ L2(I) and g0 be the solution to Problem (21). Then (f −
g0) g0 has real mean on I:
Re < (f − g0) g0 , i >I= 0. (26)
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Proof. For eah α ∈ [−π, π], the funtion g0 eiα belongs toH2 and is a andidate
approximant in (21) sine it has the same modulus as g0. Hene the funtion
α → ‖f − g0 eiα‖L2(I) reahes a minimum at α = 0, and dierentiating under
the integral sign yields (26).
Proof of Theorem 2. Sine ∂J = ∂I has measure zero, it is equivalent to show
that |g0| = 1 a.e. on
◦
J . Let
E = {eiθ ∈ ◦J , |g0(eiθ)| < 1} ,
and assume for a ontradition that ℓ(E) > 0. By ountable additivity, there is
ε > 0 suh that
Eε = {eiθ ∈
◦
J , |g0(eiθ)| ≤ 1− ε}
has stritly positive measure. Hene by inner regularity of Lebesgue measure,
there is a ompat set K ⊂ Eε suh that ℓ(K) > 0, and sine K ⊂
◦
J it is at
positive distane from I, say, η. For λ ∈ R and F a measurable subset of K, let
wλ,F be the outer funtion whose modulus is expλ on F , and 1 on T \ F . By
denition wλ,F (z) = exp {λAF (z)}, where
AF (z) =
1
2 π
∫
F
eit + z
eit − z dt , z ∈ D (27)
is the Riesz-Herglotz transform of χF . For λ < log(1/(1 − ε)) the funtion
g0 wλ,F belongs to H
2
and satises |g0 wλ,F | ≤ 1 a.e. on J so that, by denition
of g0, the funtion λ→ ‖f − g0 wλ,F ‖L2(I) reahes a minimum at λ = 0. From
(27), we see that AF is uniformly bounded on I beause |eit − eiθ| ≥ η > 0
whenever eit ∈ F and eiθ ∈ I. Therefore we may dierentiate under the integral
sign to ompute the derivative of ‖f − g0 wλ,F ‖2L2(I) with respet to λ, whih
gives us
−2Re < f − g0 exp{λAF } , g0AF exp{λAF } >I .
Sine the latter must vanish at λ = 0 we obtain
Re < f − g0 , g0AF >I= Re < (f − g0) g0 , AF >I= 0 . (28)
Let eit0 be a density point of K and Il denote the ar entered at e
it0
of length
l, so that ℓ(Il ∩K)/l → 1 as l → 0. In partiular ℓ(Il ∩K) 6= 0 for suiently
small l. Noting that∣∣∣∣eit + eiθeit − eiθ − eit0 + eiθeit0 − eiθ
∣∣∣∣ ≤ 2l/η2 for eit ∈ Il ∩K, eiθ ∈ I, (29)
and observing that (f − g0)g0 ∈ L1(I), we get from (28)-(29) that
Re < (f − g0)g0 ,
eit0 + eiθ
eit0 − eiθ >I (30)
= lim
l→0
Re < (f − g0) g0 ,
2π
ℓ(Il ∩K)AIl∩K >I= 0 .
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Thus, if we let DK denote the set of density points of K, we may apsulize (30)
and (26) by saying that (f − g0) g0 is orthogonal to the real vetor spae
SK = {i c0 +
n∑
k=1
ck
ei φk + z
ei φk − z , c0 , ck ∈ R , e
i φk ∈ DK , 1 ≤ k ≤ n, n ∈ N }
for the real salar produt Re < , >I . Sine ℓ(∂I) = 0 we an replae I by I¯
in this produt:
Re < (f − g0) g0, r >I¯ = 0 , ∀ r ∈ SK . (31)
As ℓ(K) > 0 and almost every point of K is a density point by Lebesgue's
theorem [35, se. 7.12℄, the set DK is ertainly innite. Moreover, sine K ⊂
◦
J ,
we have that I ∩DK = ∅. Now, Lemma 2 with E = DK and K1 = I implies in
view of (31) that
Re < (f − g0) g0 , iφ >I¯ = 0 , ∀φ ∈ CR(I¯). (32)
By Riesz duality it follows that (f−g0) g0 is real-valued a.e. on I¯. In partiular,
if h is a Dini-ontinuous real funtion supported on
◦
I, (32) holds with φ = h˜|I¯ .
Hene by Lemma 3, where I an be replaed by I¯,
< (f − g0) g0 , h >I¯= 0. (33)
However, by regularization, Dini-ontinuous even smooth funtions are uni-
formly dense in the spae of ontinuous funtions with ompat support on
◦
I
[25, hap. 1, prop. 8℄. Therefore (33) in fat holds for every ontinuous h
supported on
◦
I. Consequently (f − g0) g0 must vanishes a.e. on
◦
I thus also
on I. This implies that either g0 = f a.e. on I or g0 = 0 on a set of positive
measure, in whih ase g0 = 0. In any ase, by Theorem 1, f is the trae on I
of a H2-funtion with modulus at most 1 on J .
We now turn to the ontinuity of the solution to problem (21) with respet to
the data.
Theorem 3 Let f ∈ L2(I) and g0 be the solution to problem (21). Assume that
f{n} onverges to f in L2(I) as n→∞, and let g{n}0 indiate the orresponding
solution to problem (21). Then g
{n}
0 |I
onverges to g0|I in L
2(I) and g
{n}
0 |J
onverges weak-* to g0|J in L
∞(J). If moreover ℓ(∂I) = 0 and f is not the trae
on I of a H2-funtion less than 1 in modulus a.e. on J , then g
{n}
0 onverges to
g0 in L
2(T).
Proof. By denition ‖g{n}0 ‖L∞(J) ≤ 1, and by Theorem 1
‖g{n}0 ‖L2(I) ≤ ‖f{n}‖L2(I),
hene g
{n}
0 is a bounded sequene in H
2
. Let g∞ be a weak aumulation point
and g
{kn}
0 a subsequene onverging weakly to g∞ in H
2
; a fortiori g
{kn}
0 |I
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onverges weakly to g∞|I in L
2(I). By weak (resp. weak-*) ompatness of
balls in L2(I) (resp. L∞(J)), we get |g∞| ≤ 1 a.e. on J and
‖f − g∞‖L2(I) ≤ lim inf
n→∞
‖f{kn} − g{kn}0 ‖L2(I).
In partiular g∞ is a andidate approximant, so one has the series of inequalities:
‖f − g0‖L2(I) ≤ ‖f − g∞‖L2(I) ≤ lim inf
n→∞
‖f{kn} − g{kn}0 ‖L2(I) (34)
≤ lim sup
n→∞
‖f{kn} − g{kn}0 ‖L2(I).
If one of these were strit, there would exist ε > 0 suh that
‖f − g0‖L2(I) + ε ≤ ‖f{kn} − g{kn}0 ‖L2(I) (35)
for innitely many n. But ‖f − f{kn}‖L2(I) < ε/2 for large n, thus for innitely
many n (35) yields
‖f{kn} − g0‖L2(I) + ε/2 ≤ ‖f{kn} − g{kn}0 ‖L2(I)
ontraditing the denition of g
{kn}
0 . Therefore equality holds throughout in
(34), whene g∞ = g0 by the uniqueness part of Theorem 1. Equality in (34) is
also to the eet that
lim
n→∞
f{kn} − g{kn}0 = f − g0 in L2(I)
beause the norm of the weak limit is not less than the limit of the norms. Re-
ning kn if neessary, we an assume in addition that g
{kn}
0 |J
onverges weak-*
to some h in L∞(J), and sine we already know that it onverges weakly to
g0|J in L
2(J) we get h = g0|J . Finally if ℓ(∂I) = 0, we dedue from Theorem
2 that |g0| = 1 a.e. on J hene g{kn}0 |J onverges to g0|J in L2(J) for again the
norm of the weak limit is not less than the limit of the norms. Altogether we
have shown that any sequene meeting the assumptions ontains a subsequene
satisfying the onlusions, whih is enough to prove the theorem.
To onlude this setion, we prove that if f has more summability than required,
then so does g0.
Proposition 1 Assume that f ∈ Lp(I) for some nite p > 2. If g0 denotes
the solution to problem (21) and if ℓ(∂I) = 0, then g0 ∈ Hp and ‖g0‖Lp(I) ≤
(1 +Kp/2)‖f‖Lp(I).
Proof. Let h be a Dini-ontinuous real-valued funtion supported in
◦
I, and b
his Riesz-Herglotz transform. Sine b has real part h on T, Lemma 3 gives us
< |g0|2 , h >I = Re < fg0 , b >I . (36)
Using Hölder's inequality in (36) and observing that ‖g0‖L2(I) ≤ ‖f‖L2(I) ≤
‖f‖Lp(I) in view of Theorem 1 and the fat that p > 2 while ℓ(I) < 1, we
obtain, with 1/p+ 1/2 + 1/s0 = 1:∣∣< |g0|2 , h >I ∣∣ ≤ ‖f‖Lp(I) ‖g0‖L2(I) ‖b‖Ls(I) ≤ ‖f‖2Lp(I) ‖b‖Ls0(I) .
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Thus, beause the onjugation operator has norm Ks0 on L
s0(T) while h is
supported on I, we get a fortiori∣∣< |g0|2 , h >I ∣∣ ≤ (1 +Ks0)‖f‖2Lp(I) ‖h‖Ls0(I). (37)
Now, Dini-ontinuous funtions supported on
◦
I are dense in Ls0(
◦
I), hene also
in Ls0(I) as ℓ(∂I) = 0. Therefore (37) implies by duality
‖g0‖Lp1(I) ≤ (1 +Ks0)1/2‖f‖Lp(I), 1/p1 = (1/p+ 1/2)/2. (38)
Hölder's inequality in (36), using this time (38) instead of ‖g0‖L2(I) ≤ ‖f‖Lp(I),
strengthens (37) to∣∣< |g0|2 , h >I ∣∣ ≤ (1+Ks0)1/2(1+Ks1)‖f‖2Lp(I) ‖h‖Ls1(I), 1/p+1/p1+1/s1 = 1,
whih gives us by duality
‖g0‖Lp2(I) ≤ (1 +Ks0)1/4 (1 +Ks1)1/2 ‖f‖Lp(I), 1/p2 = (1/p+ 1/p1)/2.
Set 1/pk = (1/p+1/pk−1)/2 and 1/p+1/pk+1/sk = 1. Iterating this reasoning
yields by indution
‖g0‖Lpk(I) ≤ ‖f‖Lp(I) Πk−1j=0 (1 +Ksj )1/2
k−j
. (39)
As k goes large pk inreases to p and Ksk = Kpk+1/2 dereases to Kp/2. Hene
the produt on the right of (39) beomes arbitrarily lose to 1 +Kp/2, and the
result now follows on letting k → +∞.
In problem (21), it would be interesting to know whether g0 ∈ BMOA when
f ∈ L∞(I) and ℓ(∂I) = 0.
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4 The ritial point equation
In any onvex minimization problem, the solution is haraterized by a varia-
tional inequality saying that the riterium inreases with admissible inrements
of the variable. If the problem is smooth, innitesimal inrements span a half-
spae whose boundary hyperplane is tangent to the admissible set, and the
variational inequality beomes an equality asserting that the derivative of the
objetive funtion is zero on that hyperplane. This equality, sometimes alled a
ritial point equation, expresses that the vetor gradient of the objetive fun-
tion in the ambient spae lies orthogonal to the onstraint; this vetor is an
impliit parameter of the ritial point equation, known as a Lagrange parame-
ter.
In problem (21) the variational inequality is (22). However, the non-smoothness
of the L∞-normmakes it a priori unlear whether a ritial point equation exists.
It turns out that it does, at least when ℓ(∂I) = 0.
Theorem 4 Assume that f ∈ L2(I) is not the trae on I of a H2-funtion of
modulus less than or equal to 1 a.e on J , and suppose further that ℓ(∂I) = 0.
Then, g0 ∈ H2 is the solution to problem (21) if, and only if, the following two
onditions hold:
(i) |g0(eiθ)| = 1 for a.e. eiθ ∈ J ,
(ii) there exists a non-negative funtion λ ∈ L1
R
(J) suh that,
(g0|I − f) ∨ λ g0|J ∈ H¯10 . (40)
Moreover, if f ∈ Lp(I) for some p suh that 2 < p <∞, then λ ∈ Lp
R
(J).
Remark: Note that (40) is equivalent to saying that (g0|I−f) ∨ λ g0|J ∈ L1(T)
and
P+
(
(g0|I − f) ∨ λ g0|J
)
= 0 (41)
whih is the ritial point equation proper, with Lagrange parameter λ. Observe
that logλ ∈ L1
R
(J), otherwise the H¯10 -funtion (g0|I − f) ∨ (λ g0|J ) would be
zero hene f = g0|I , ontrary to the hypothesis.
To prove Theorem 4, we need two lemmas the rst of whih stands somewhat
dual to Lemma 3:
Lemma 5 Let f ∈ L2(I) and g0 be the solution to problem (21). If h is a
non-negative funtion in L∞(T) whih is supported on
◦
J , and if
a(z) =
1
2 π
∫
J
eiθ + z
eiθ − z h(e
iθ) dθ , z ∈ D, (42)
denotes its Riesz-Herglotz transform, then a is ontinuous on I and we have
that
Re < (f − g0) g0 , a >I ≥ 0 . (43)
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Proof. Sine h is supported in
◦
J , it is lear from the denition that a is ontin-
uous on I. For t ∈ R, let us put
wt(z) = exp t a(z) , z ∈ D,
whih is the outer funtion in H∞ whose modulus is equal to exp{t h}. As
h ≥ 0, the funtion g0 wt is a andidate approximant in problem (21) when
t ≤ 0. Sine t → ‖f − g0wt‖2L2(I) an be dierentiated with respet to t under
the integral sign by the boundedness of a on I, its derivative at t = 0 must
be non-positive by the minimizing property of g0. But this derivative is just
−2Re < (f − g0) g0 , a >I .
Our seond preparatory result is of tehnial nature:
Lemma 6 Assume that f ∈ L2(I) and let g0 be the solution to problem (21).
If f 6= g0|I and ℓ(∂I) = 0, then there exists a unique λ ∈ L1R(J) suh that
(g0|I − f) g0|I ∨ λ ∈ H¯10 . (44)
Neessarily λ ≥ 0 a.e. on J , and if f ∈ L∞(I) then λ ∈ Lp(J) for 1 < p <∞.
If f{n} ∈ L∞(I) onverges to f in L2(I) while g{n}0 is the orresponding solution
to problem (21), and if we write by (44)(
g0
{n}
|I
− f{n}
)
g0
{n}
|I
∨ λ{n} ∈ H¯10 , with λ{n} ∈ L1R(J), (45)
then the sequene of onatenated funtions in (45) onverges weak-* in H¯10 to
the funtion (44).
Proof. The uniqueness of λ is lear beause if λ′ ∈ L1
R
(J) satises (44), then
0 ∨ (λ − λ′) ∈ H¯10 so that λ = λ′. To prove the existene of λ, assume rst
that f ∈ L∞(I) and x p ∈ (2,∞). By proposition 1 and Hölder's inequality,
we know that (g0 − f) g0 ∈ Lp(I). For h a real-valued funtion in Lq(J) where
1/q = 1− 1/p, let a be the Riesz-Herglotz transform of 0 ∨ h given by (42) and
put
L(h) = Re < (f − g0) g0 , a >I . (46)
As 0 ∨ h vanishes on I by onstrution, it is lear that
L(h) = Re < (f − g0) g0 , 0˜ ∨ h >I ,
and sine the onjugation operator is bounded by Kq on L
q
R
(T), we obtain from
Hölder's inequality
|L(h)| ≤ Kq ‖(f − g0) g0‖Lp(I) ‖h‖Lq(J) .
Thus L is a ontinuous linear form on Lq
R
(J) and there exists λ ∈ Lp
R
(J) suh
that
L(h) =< λ , h >J , h ∈ Lq(J). (47)
By Lemma 5, L is a positive funtional on bounded funtions supported on ◦J .
Hene λ ≥ 0 a.e. on ◦J thus also on J sine ℓ(∂J) = ℓ(∂I) = 0. As Re a = h and
λ is real-valued, equation (47) gives us
L(h) = Re < λ , a >J , h ∈ Lq(J), (48)
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and therefore, substrating (46) from (48), we get
Re < (g0|I − f) g0|I ∨ λ , a >T= 0 (49)
whenever a is the Riesz-Herglotz transform of some h ∈ Lq
R
(J).
By regularization Dini-ontinuous funtions are dense in ontinuous funtions
with ompat support in
◦
I, so they are dense in Lq(I) sine ℓ(∂I) = 0. Hene
it follows from Lemma 3 and the boundedness of the onjugation operator in
Lq
R
(T) that
Re < (g0 − f) g0 , b >I= 0 . (50)
whenever b is the Riesz-Herglotz transform of some φ ∈ Lq
R
(I). As λ is real-
valued and Re b = 0 a.e. on J , we may rewrite (50) in the form
Re < (g0|I − f) g0|I ∨ λ , b >T= 0. (51)
Now, by (5), every Hq-funtion is the sum of three terms: a pure imaginary
onstant, the Riesz-Herglotz transform of φ ∨ 0 for some φ ∈ Lq
R
(I), and the
Riesz-Herglotz transform of 0 ∨ h for some h ∈ Lq
R
(J). Therefore by (51), (49),
(26) and the realness of λ, we obtain
Re < (g0|I − f) g0|I ∨ λ , g >T = 0 , ∀g ∈ Hq.
Changing g into ig we see that the real part is superuous and letting g(eiθ) =
eikθ for k ∈ N we get
(g0|I − f) g0|I ∨ λ ∈ H¯
p
0 . (52)
If f is now an arbitrary funtion in L2(I) and f{n}, g
{n}
0 are as indiated in the
statement of the lemma, we know from (52), sine f{n} ∈ L∞(I), that there is a
unique λ{n} meeting (45). By Theorem 3 we have that g
{n}
0 → g0 in H2, hene
by the Shwarz inequality
lim
n→∞
∥∥∥(g{n}0 − f{n}) g{n}0 − (g0 − f) g0∥∥∥
L1(I)
= 0. (53)
Besides, sine λ{n} ≥ 0 and the mean on T of a H¯10 -funtion is zero, (45) implies∥∥∥λ{n}∥∥∥
L1(J)
=
∫
J
λ{n}(t) dt =
∫
I
(
f{n} − g{n}0
)
g
{n}
0 (t) dt
≤
∥∥∥(g{n}0 − f{n}) g{n}0 ∥∥∥
L1(I)
,
and in view of (53) we dedue that
∥∥λ{n}∥∥
L1(J)
is bounded independently of n.
Consequently the sequene(
g
{n}
0 |I
− f{n}
)
g
{n}
0 |I
∨ λ{n} (54)
has a weak-* onvergent subsequene to some F in H¯10 , regarding the latter as
dual to C(T)/A under the pairing < , >T. Cheking this onvergene on
ontinuous funtions supported on the interior of I, we onlude from (53) that
F|◦
I
= (g0|I − f) g0|I a.e. on
◦
I thus also on I. Therefore if we let λ = F|J , we
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meet (44). Cheking the same onvergene on positive funtions supported on
◦
J , we dedue sine λ{n} ≥ 0 that F|J is non-negative. Finally, sine F is deter-
mined by its trae (g0|I − f) g0|I on I, there is a unique weak-* aumulation
point of the bounded sequene (54) whih is thus onvergent.
Proof of Theorem 4. To prove suieny, assume that g0 ∈ H2 satises (i)−(ii),
and let u ∈ H2 be suh that ‖u‖L∞(J)‖ ≤ 1. From (41) we get
P+
(
0 ∨ λ g0|J
)
= P+
(
(f − g0|I ) ∨ 0
)
∈ H2,
thus applying Lemma 1 with v = λ g0|J and g = u− g0, we obtain
< λg0 , u− g0 >J = − < P+
(
(f − g0|I ) ∨ 0
)
, u− g0 >T (55)
= − < f − g0 , u− g0 >I .
Sine Re < λg0 , u− g0 >J= Re < λ , ug¯0− 1 >J is non-negative beause λ ≥ 0
and Re(ug¯0) ≤ |u| ≤ 1, we see from (55) that (22) is met.
Proving neessity is a little harder. For this, let g0 solve problem 21 and observe
from Theorem 2 that (i) holds. Thus we are left to prove (ii); in fat, we will
show that the funtion λ from Lemma 6 meets (40).
Assume rst that f ∈ L∞(I). From Proposition 1 we get in partiular g0 ∈ H4,
and by Lemma 6 there is λ ≥ 0 in L2
R
(J) suh that (44) holds with H¯10 replaed
by H¯20 . Using (i), we may rewrite this as(
(g0|I − f) ∨ λ g0|j
)
g0 = F, F ∈ H¯20 . (56)
Let g0 = jw be the inner-outer fatorization of g0. We will show that F ∈ j¯H¯20 ,
and this will ahieve the proof when f ∈ L∞(I). Indeed, dividing (56) by g¯0
then yields
(g0|I − f) ∨ λ g0|j ∈ w¯−1H¯20 (57)
whih means that the onatenated funtion in (57) is of the form:
e−iθg(eiθ)/w(eiθ)
for some g ∈ H2. However, g/w belongs to the Nevanlinna lass N+ by de-
nition, and it also lies in L2(T) beause so does the funtion on the left-hand
side of (57) (reall |g0| = 1 a.e. on J). Hene g/w ∈ H2, implying that
e−iθg(eiθ)/w(eiθ) ∈ H¯20 ⊂ H¯10 , as desired.
Let j = bSµ where b is the Blashke produt dened by (12) and Sµ the singular
inner fator dened by (13). To prove that F ∈ j¯H¯20 , it is enough by uniqueness
of the inner-outer fatorization to establish separately that F ∈ b¯H¯20 and F ∈
S¯µH¯
2
0 . To establish the former, it is suient to show that F ∈ b¯1H¯20 whenever
b1 is a nite Blashke produt dividing b, i.e. suh that b = b1b2 with b2 a
Blashke produt. Pik suh a b1 and put for simpliity γ0 = b2Sµw, so that
g0 = b1γ0. We an write b1 = q/q
R
, where q is an algebrai polynomial and
qR = znq(1/z¯) its reiproal. We may assume that q is moni and deg q > 0:
q(z) = zn + αn−1z
n−1 + αn−2z
n−2 + . . .+ α0 , for some n ∈ N \ {0}.
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When the set of moni polynomials of degree n gets identied with Cn, taking
as oordinates all the oeients exept the leading one, the subset Ω of those
polynomials whose roots lie in D is open. Now, if Q ∈ Ω and bQ = Q/QR
denotes the assoiated Blashke produt, the funtion g = bQγ0 is a andidate
approximant in Problem (21) sine |g| = |g0| on T, thus the map
Q→ ‖f − γ0 bQ‖2L2(I) (58)
reahes a minimum on Ω at Q = q. Let us write a generi Q ∈ Ω as
Q(z) = zn + an−1z
n−1 + an−2z
n−2 + . . .+ a0.
Beause bQ(e
iθ) is a rational funtion in the variables aj whose denominator is
loally uniformly bounded away from 0 on T, we may dierentiate (58) under
the integral sign with respet to Re aj , Im aj . Sine q is a minimum point,
equating these partial derivatives to zero at (al) = (αl) yields
−2Re < (f − g0) γ0 ,
(
xj
∂bQ(e
iθ)
∂Re aj
+ yj
∂bQ(e
iθ)
∂Imaj
)∣∣∣al = αl
0≤l≤n−1
>I= 0 ,
for all xj , yj ∈ R and every j ∈ {0, . . . , n− 1}. After a short omputation, this
gives us
Re < (f − g0) γ0 ,
zje
ijθ
qR(eiθ)
− (xj − iyj)e
i(n−j)θq(eiθ)
(qR(eiθ))
2 >I = 0 ,
for all zj = xj ,+i yj ∈ C, where the seond argument in the above salar
produt is a funtion of eiθ ∈ I. Multiplying both arguments of this produt by
the unimodular funtion b1(eiθ) = q
R/q(eiθ) does not aet its value, thus
Re < (f − g0) g0 ,
zje
ijθ
q(eiθ)
− z¯je
i(n−j)θ
qR(eiθ)
>I . ∈ R , (59)
for all zj ∈ C. In another onnetion, by the very denition of qR, we have that
ei(n−j)θ
qR(eiθ)
=
ei(n−j)θ
einθq(eiθ)
=
(
eijθ
q(eiθ)
)
hene the seond argument of < , >I in (59) is pure imaginary on T, and sine
λ is real a.e. on J
Re < λ ,
zje
ijθ
q(eiθ)
− z¯je
i(n−j)θ
qR(eiθ)
>J = 0 , ∀ zj ∈ C . (60)
Therefore, substrating (59) from (60), we obtain from (i) and (56) that
Re < F ,
zje
ijθ
q(eiθ)
− z¯je
i(n−j)θ
qR(eiθ)
>T= 0 , ∀ zj ∈ C . (61)
The roots of qR are reeted from those of q aross T, thus lie outside D. Hene
ei(n−j)θ/qR(eiθ) ∈ H2, and sine F ∈ H¯20 we see from (17) that (61) simplies
to
Re < F ,
zje
ijθ
q(eiθ)
>T= 0 , ∀ zj ∈ C .
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As zj is an arbitrary omplex number, the symbol Re is redundant in this
equation, therefore < F , eijθ/q(eiθ) >T= 0 for all j ∈ {0, . . . , n − 1} and
ombining linearly these n equations gives us
< F ,
p(eiθ)
q(eiθ)
>T= 0 , ∀p ∈ Pn−1 , (62)
where Pn−1 is the spae of algebrai polynomials of degree at most n− 1. Now,
it is elementary that
b¯1H¯
2
0 =
qR
q
H¯20 =
(
Pn−1
q
)⊥
in H¯20 , (63)
and onsequently from (62) and (63), we see that F ∈ b¯1H¯20 as desired.
We turn to the proof that F ∈ S¯µH¯20 , assuming that µ is not the zero measure
otherwise it is trivial. We need introdue the inner divisors of Sµ whih, by
uniqueness of the inner-outer fatorization, are just the singular fators Sµ0
where µ0 is a positive measure on T suh that µ − µ0 is still positive. Pik
suh a µ0, and set β0 = bSµ−µ0w so that g0 = Sµ0β0. For a ∈ D, onsider the
funtion
ja(z) =
Sµ0(z) + a
1 + a¯Sµ0(z)
, z ∈ D.
It is elementary to hek that ja is inner, so that β0ja is a andidate approximant
in problem (21) beause |β0ja| = |g0| a.e. on T. Therefore the map
a→ ‖f − β0 ja‖2L2(I) (64)
reahes a minimum on D at a = 0. Sine
∂ja(z)
∂Rea
=
1
1 + a¯Sµ0(z)
− Sµ0(z)(Sµ0(z) + a)
(1 + a¯Sµ0(z))
2 ,
∂ja(z)
∂Im a
=
i
1 + a¯Sµ0(z)
+
iSµ0(z)(Sµ0(z) + a)
(1 + a¯Sµ0(z))
2 ,
are bounded for z ∈ T, loally uniformly with respet to a ∈ D, we may dier-
entiate (64) under the integral sign with respet to Rea and Ima, and equating
both partial derivatives to zero at a = 0 yields
Re < (f − g0)β0 , (x+ iy)− (x− iy)S2µ0 >I = 0 , ∀x , y ∈ R .
Multiplying both arguments of < , >I by the unimodular funtion Sµ0 we get
Re < (f − g0) g0 , (x + iy)Sµ0 − (x− iy)Sµ0 >I = 0 , ∀x , y ∈ R . (65)
In another onnetion, as (x+iy)Sµ0−(x−iy)Sµ0 is pure imaginary on T while
λ is real-valued,
Re < λ , (x+ iy)Sµ0 − (x− iy)Sµ0 >J = 0 , ∀x , y ∈ R . (66)
Substrating (65) from (66), we dedue from (i) and (56) that
Re < F , (x+ iy)Sµ0 − (x− iy)Sµ0 >T= 0 , ∀x , y ∈ R.
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Sine F ∈ H¯20 while Sµ0 ∈ H2, this simplies to
Re < F , (x + iy)Sµ0) >T= 0 , ∀x , y ∈ R .
But x + iy is arbitrary in C, so the symbol Re is redundant in the above
equation and we obtain
< F , Sµ0) >T= 0. (67)
Put F (eiθ) = e−iθg(eiθ) with g ∈ H2, and onjugate (67) after multiplying both
arguments by eiθ:
< g , e−iθSµ0 >T= 0. (68)
As Sµ is a nontrivial singular inner fator, it follows from [1, or. 6.1.℄ that the
losed linear span of the funtions P+(e
−iθSµ0) when Sµ0 ranges over all inner
divisors of Sµ is equal to (SµH
2)⊥ in H2. Hene (68) implies that g ∈ SµH2,
and therefore F ∈ Sµ H¯20 as announed.
Having ompleted the proof of neessity when f ∈ L∞(I), we now remove this
restrition. Let f ∈ L2(I) and f{n} ∈ L∞(I) onverge to f in L2(I). Adding to
f{n} a small L2(I)-funtion that goes to zero with n if neessary, we may assume
that f{n} /∈ H2|I . With the notations of Lemma 6, let us put for simpliity
F {n}
∆
=
(
g0
{n}
|I
− f{n}
)
g0
{n}
|I
∨ λ{n}, F ∆=
(
g0|I − f
)
g0|I ∨ λ. (69)
By the rst part of the proof, we an write
F {n} = g¯
{n}
0 G
{n} , where G{n}
∆
=
(
(g0
{n}
|I
− f{n}) ∨ λ{n} g0{n}|J
)
∈ H¯10 . (70)
Note that ‖G{n}‖L1(T) is bounded sine ‖f{n}−g{n}0 ‖L2(I) ≤ ‖f{n}‖L2(I) (for the
zero funtion is a andidate approximant) and ‖λ{n}g{n}0 ‖L1(J) = ‖λ{n}‖L1(J)
is bounded by Lemma 6. Thus, extrating a subsequene if neessary, we may
assume that G{n} onverges weak-* to some G ∈ H¯10 , and then G{n}(z)→ G(z)
for xed z ∈ C \ D by (15). Moreover, still from Lemma 6, we know that F {n}
onverges to F weak-* in H¯10 , so we get by (15) again that F
{n}(z)→ F (z) for
xed z ∈ C \ D. Finally Theorem 3 entails that g{n}0 → g0 in H¯2, hene using
(15) one more we get that g¯
{n}
0 (z)→ g¯0(z) for xed z ∈ C \ D. Altogether, in
view of (70), this implies
F (z) = lim
n→∞
F {n}(z) = g¯0(z)G(z) , z ∈ C \ D ,
showing that F/g¯0 = G ∈ H¯10 . By (i) and the denition (69) of F , this yields
(40) and ahieves the proof.
Using Theorem 4 it is easy to haraterize the solution to problem (2). For this,
we write L1(M2dθ, J) to mean those funtions h on J suh that hM2 ∈ L1(J).
Corollary 3 Assume that M ∈ L2(J) is non-negative with logM ∈ L1(J), and
that f ∈ L2(I) is not the trae on I of an H2-funtion of modulus less than or
equal to M a.e on J ; suppose further that ℓ(∂I) = 0. Then, for g0 ∈ H2 to be
the solution to problem (2), it is neessary and suient that the following two
properties hold:
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(i) |g0(eiθ)| = M(eiθ) for a.e. eiθ ∈ J ,
(ii) there exists a non-negative measurable funtion λ ∈ L1(M2dθ, J), suh
that:
(g0|I − f) ∨ λ g0|J ∈ w¯−1M H¯10 , (71)
where wM designates the outer funtion with modulus 1 a.e. on I and modulus
M a.e. on J . In partiular if 1/M ∈ L∞(J) (more generally if λM ∈ L1(J)),
then (71) amounts to:
(g0|I − f) ∨ λ g0|J ∈ H¯10 . (72)
Remark: We observe that, of neessity, logλ ∈ L1(J).
Proof. Clearly (i) is equivalent to |g0/wM | = 1 a.e. on J , and sine |wM |2 =
1 ∨M2 we see on multiplying (71) by w¯M that it is equivalent to(
g0|I
wM
− f
wM
)
∨ (λM2) g0|J
wM
∈ H¯10 .
The onlusion now follows from Theorem 4 and the redution of problem (2)
to problem (21) given in setion 3. If λM ∈ L1(J) so does λg0|J by (i), and the
funtion (71) lies in e−ßθN+ ∩ L1(T) = H¯10 .
Relation (72) an be reast as a spetral equation for a Toeplitz operator, whih
should be ompared with those in [3, 8℄ that form the basis of a onstrutive
approah to BEP2. There, λ is a onstant and the operators involved are
ontinuous. In our ase we onsider the Toeplitz operator φ0∨(λ−1)
φ0∨(λ−1)(g) = P+
(
0 ∨ (λ− 1)g|J
)
,
having symbol 0 ∨ (λ− 1), with values in H2 and domain
D = {g ∈ H2; λg|J ∈ L1(J), P+(0 ∨ λg|J ) ∈ H2} .
By Beurling's theorem [19, hap. II, or. 7.3℄ φ0∨(λ−1) is densely dened, for
D ontains wρH2 where wρ is the outer funtion with modulus 1∨min(1, 1/λ).
Note also that I + φ0∨(λ−1) is injetive, beause if g|I ∨ λg|J ∈ H¯20 for some
g ∈ D we may multiply it by g¯ to obtain a H¯10 -funtion h whih is real-valued
on T and thus identially zero by Poisson representation of h(1/z¯) ∈ eiθH1.
Corollary 4 Let M ∈ L2(J) be non-negative and 1/M ∈ L∞(J). Assume
f ∈ L2(I) is not the trae on I of a H2-funtion of modulus less than or equal
to M a.e on J ; suppose further that ℓ(∂I) = 0. If g0 is the solution to problem
(2) and λ is as in (71), then
g0 =
(
I + φ0∨(λ−1)
)−1
P+(f ∨ 0) . (73)
Proof. From (72) we see that λg0|J ∈ L1(J) and that
P+(0 ∨ λg0|J ) = P+((f − g0|I ) ∨ 0) ∈ H2,
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hene g0 ∈ D. Using that g0 = P+(g0), we now obtain (73) on rewriting (72) as
P+
(
g0 + 0 ∨ (λ− 1)g0|J − f ∨ 0
)
= 0.
Further smoothness properties of λM2 ∈ L1(J) follow from the next represen-
tation formula.
Proposition 2 Let M ∈ L2(J) be non-negative with logM ∈ L1(J), and as-
sume that f ∈ L2(I) is not the trae on I of an H2-funtion of modulus less
than or equal to M a.e. on J . Suppose also that ℓ(∂I) = 0. If g0 denotes the
solution to problem (2) and λ ∈ L1(M2dθ, J) is the non-negative funtion suh
that (71) holds, then λM2 extends aross
◦
J to a holomorphi funtion F on
C \ I satisfying
F (1/z¯) = F (z), z ∈ C \ I. (74)
Moreover, we have the Herglotz-type representation:
F (z) =
1
2iπ
∫
I
eiθ + z
eiθ − z Im
{
f(eiθ) g0(eiθ)
}
dθ , z ∈ C \ I. (75)
Proof. By (i) of Corollary 3 we know that |g0| = M a.e. on J , hene multiplying
(71) by g¯0 we get(
|g0|I |2 − f g¯0|I
)
∨ λM2 ∈ e−iθN+ ∩ L1(T) = H¯10 . (76)
Call F the onatenated funtion on the left of (76), so that H(z) = i F (1/z¯)
lies in H1 and vanishes at zero sine it has zero mean on T. Clearly H has real
part Imf g¯0|I ∨0 on T, so the Riesz-Herglotz representation (5) yields:
i F (1/z¯) =
1
2π
∫
I
eiθ + z
eiθ − z Im
{
f(eiθ) g0(eiθ)
}
dθ , z ∈ D ,
and upon onjugating and hanging z into 1/z¯ we obtain (75) for z ∈ C \D. As
the right-hand side extends analytially to D aross
◦
J by reetion, (74) follows.
The interpretation of λ as a Lagrange parameter is justied by the duality
relation below. For onveniene, we write L1+(M
2dθ, J) for the set of non-
negative funtions in L1(M2dθ, J) whose logarithm lies in L1(J).
Proposition 3 Assume that M ∈ L2(J) is non-negative with logM ∈ L1(J),
and that f ∈ L2(I) is not the trae on I of an H2-funtion of modulus less than
or equal to M a.e on J . Suppose further that ℓ(∂I) = 0, and let g0 ∈ H2 be the
solution to Problem 2 with λ as in (71). Then, it holds that
‖f − g0‖2L2(I) = max
µ∈L1+(M
2dθ,J)
min
g∈H2
‖f − g‖2L2(I) +
∫
J
µ (|g|2 −M2) dθ (77)
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= min
g∈H2
max
µ∈L1+(M
2dθ,J)
‖f − g‖2L2(I) +
∫
J
µ (|g|2 −M2) dθ.
Moreover, the maxmin and the minmax are simultaneously met for g = g0 and
µ = λ.
Proof. Let A, B respetively denote the maxmin and the minmax in (77).
Setting g = g0 for eah µ, we get ‖f − g0‖2L2(I) ≥ A from Corollary 3-(i). For
the reverse inequality, we x µ = λ and we show that
min
g∈H2
‖f − g‖2L2(I) +
∫
J
λ (|g|2 −M2) dθ
is attained at g0. Clearly, it is enough to minimize over those g ∈ H2 suh that
λ|g|2 ∈ L1(J). Pik suh a g, and for t ∈ R let gt = g0+ t(g− g0). The funtion
Ψ(t) = ‖f − gt‖2L2(I) +
∫
J
λ (|gt|2 −M2) dθ,
is onvex and ontinuously dierentiable on R. Dierentiating under the integral
sign, we get
Ψ′(t) = 2Re (< gt − f, g − g0 >I + < λgt, g − g0 >J) ,
and in partiular
Ψ′(0) = 2Re
(
< (g0|I − f) ∨ λg0|J , g − g0 >T
)
(78)
= 2Re
(
<
(
(g0|I − f) ∨ λg0|J
)
(g − g0) , 1 >T
)
.
Now (g0 − f) ∨ λg0 ∈ e−iθN+ by (71), and sine g − g0 ∈ H2 it also holds that
g − g0 ∈ N+. Therefore(
(g0|I − f) ∨ λg0|J
)
(g − g0) ∈ e−iθN+,
and sine it belongs to L1(T) beause λ1/2g0|J and λ
1/2g|J both lie in L
2(J), we
dedue that it is also in H¯10 . Consequently it has zero mean on T, and we see from
(78) that Ψ′(0) = 0, hene Ψ meets a minimum at 0 by onvexity. Expressing
that ‖f −g0‖2L2(I) = Ψ(0) ≤ Ψ(1) for eah g ∈ H2 suh that λ|g|2 ∈ L1(J) leads
us to ‖f − g0‖2L2(I) ≤ A, as desired. Thus we have proven the rst equality in
(77) and we also have shown it is an equality for g = g0 and µ = λ.
To establish that ‖f − g0‖2L2(I) = B, observe rst that
max
µ∈L1+(M
2dθ,J)
‖f − g‖2L2(I) +
∫
J
µ (|g|2 −M2) dθ = +∞
unless |g| ≤ M a.e. on J ; indeed if |g| > M on a set E ⊂ J of stritly positive
measure, we an set µ = ρχE + ε for xed ε > 0 and arbitrarily large ρ. Thus
we may restrit the minimization in the seond line of (77) to those g suh that
|g| ≤ M a.e. on J . For suh g the maximum is attained when µ = 0, and by
denition g0 minimizes ‖f − g0‖2L2(I) among them. Moreover, when g = g0, we
see from Corollary 3-(i) that µ is irrelevant in the riterion and an be hosen
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to be λ. This ahieves the proof.
Note that Proposition 3 would still hold if we dropped the log-integrability
requirement in the denition of L1(M2dθ, J), for the latter was never needed in
the proof. However, this requirement onveniently restrits the maximization
spae in (77) to a lass of µ for whih one an form the outer funtion wµ, and
this will be of use in what follows.
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5 The dual funtional and Carleman's formulas
For M ∈ L2(J) a non-negative funtion suh that logM ∈ L1(J) and f ∈ L2(I)
whih is not the trae on I of a H2-funtion of modulus less than or equal to
M a.e. on J , we denote by ΦM the dual funtional in problem (2) ating on
L1+(M
2dθ, J) as follows (ompare [12, se. 4.3℄):
ΦM (µ) = min
g∈H2
‖f −g‖2L2(I)+
∫
J
µ (|g|2−M2) dθ, µ ∈ L1+(M2dθ, J). (79)
As an inmum of ane funtions, ΦM is onave and upper semi-ontinuous
with respet to µ. In view of (77), solving problem (2) amounts to maximize ΦM
over the onvex set L1+(M
2dθ, J). As we shall see momentarily (f. Proposition
4), the true nature of Carleman-type formulas in this ontext is that they solve
for the optimal g in (79) whenever the min is attained. We begin with a theorem
showing how Carleman's formula solves for g0 in (71) as a funtion of f and λ.
Theorem 5 Let M ∈ L2(J) be non-negative with logM ∈ L1(J), and assume
that f ∈ L2(I) is not the trae on I of a H2-funtion of modulus less than or
equal to M a.e. on J . Suppose that ℓ(∂I) = 0, and let g0 be the solution to
problem (2) while λ ∈ L1(M2dθ, J) denotes the non-negative funtion suh that
(71) holds. Write wλ1/2 for the outer funtion with modulus λ
1/2
a.e. on J and
modulus 1 a.e. on I. Then
g0(z) =
1
2iπ wλ1/2(z)
∫
I
wλ1/2(ξ) f(ξ)
ξ − z dξ, z ∈ D. (80)
Conversely, if λ is a positive funtion on J suh that logλ ∈ L1(J) and if
g0 dened by (80) lies in H
2
, then g0 is the solution to problem (2) where
M = |g0|J |. In this ase λ is the funtion appearing in (71).
Proof. Assume g0 is the solution to problem (2) so that (i) and (ii) of Corollary
3 hold. Dividing (71) by w¯λ1/2 and using that |wλ1/2 |2 = 1 ∨ λ, we dedue
wλ1/2(g0 − (f ∨ 0)) ∈ w¯−1λ1/2 w¯−1M H¯10 .
Sine λ ∈ L1(M2dθ, J), the left-hand side lies in L2(T) and therefore it belongs
to H¯20 beause the right-hand side is in e
−iθN+ by onstrution. In partiular
P+ (wλ1/2 (g0 − (f ∨ 0))) = 0. (81)
But wλ1/2g0 ∈ H2 beause it learly belongs to N+∩L2(T), so that (81) implies
wλ1/2g0 = P+(wλ1/2g0) = P+ (wλ1/2(f ∨ 0)) .
Now (80) follows from this and (20). Conversely, assume that g0 dened by (80)
lies in H2 and set M = |g0||J . Sine fwλ1/2 ∈ L2(I), we see from (80) and (20)
that g0wλ1/2 ∈ H2 and that
g0wλ1/2 = P+ (fwλ1/2 ∨ 0)
whih implies (81). Thus wλ1/2(g0−(f∨0)) ∈ H¯20 and multiplying by w¯M w¯λ1/2 ∈
H¯2 yields
w¯M |wλ1/2 |2 (g0 − (f ∨ 0)) = w¯M
(
(g0|I − f) ∨ λg0|J
) ∈ H¯10
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from whih (71) follows. As (i) of Corollary 3 is met by denition, g0 indeed
solves for problem (2).
Theorem 5 an be used as follows to ompute the funtion ΦM (µ) introdued
in (79).
Proposition 4 Let M ∈ L2(J) be non-negative with logM ∈ L1(J), and
assume that f ∈ L2(I) is not the trae on I of an H2-funtion of modulus
less than or equal to M a.e. on J . Suppose further that ℓ(∂I) = 0 and let
µ ∈ L1+(M2dθ, J). Then, the funtion ΦM (µ) dened by (79) an be expressed
as
ΦM (µ) =
∥∥P− (fwµ1/2 ∨ 0)∥∥2L2(T) − ∥∥∥µ1/2M∥∥∥2L2(J) . (82)
Moreover, if we set
gµ(z) =
1
2iπ wµ1/2 (z)
∫
I
wµ1/2(ξ) f(ξ)
ξ − z dξ, z ∈ D, (83)
then the inmum in the right-hand side of (79) is attained at g = gµ whenever
the latter belongs to H2. In partiular, this is the ase when 1/µ ∈ L∞(J).
Proof. Assume rst that µ is suh that gµ ∈ H2; this holds in partiular when
1/µ ∈ L∞(J), beause then 1/wµ1/2 ∈ H∞ while (20) shows that the integral
in (83) lies in H2. From Theorem 5 it follows that gµ is the solution to problem
(2) where M gets replaed by |gµ|, and µ plays the role of λ in (71). Hene
Proposition 3 implies that gµ is an inmizer of
min
g∈H2
‖f − g‖2L2(I) +
∫
J
µ (|g|2 − |gµ|2) dθ,
and sine µ is kept xed gµ is learly also an inmizer of
min
g∈H2
‖f − g‖2L2(I) +
∫
J
µ (|g|2 −M2) dθ
whih is just the right-hand side of (79). This proves the seond assertion of
the proposition.
By (83)) and (20), taking into aount that |wµ1/2 | = 1 ∨ µ1/2, what preedes
an be reformulated as
ΦM (µ) = ‖f − gµ‖2L2(I) +
∫
J
µ (|gµ|2 −M2) dθ
=
∥∥(wµ1/2f ∨ 0)− wµ1/2gµ∥∥2L2(T) − ∫
J
µM2 dθ
=
∥∥∥PH¯20 (fwµ1/2 ∨ 0)∥∥∥2L2(T) −
∥∥∥µ1/2M∥∥∥2
L2(J)
.
This proves (82) when gµ ∈ H2. To get it in general we apply what we just did
to the sequene µn = µ+1/n, observing that gµn ∈ H2 beause 1/µn ∈ L∞(J).
By monotone onvergene we obtain
lim
n→∞
∥∥∥µ1/2n M − µ1/2M∥∥∥
L2(J)
= 0. (84)
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Moreover, as logµn dereases to logµ, we ertainly have on putting log
−(x) =
max{− logx, 0} and log+(x) = max{logx, 0} that
log− µn ≤ log− µ ≤ | logµ| ∈ L1(J),
log+ µn ≤ log+
(
µnM
2
)
+
∣∣logM2∣∣ ≤ ∣∣µnM2 − 1∣∣+ 2| logM |
≤ (µ+ 1)M2 + 1 + 2| logM | ∈ L1(J),
and therefore, by dominated onvergene as applied to logµn = log
+ µn −
log− µn, we obtain
lim
n→∞
exp
{
1
4 π
∫
J
eit + z
eit − z logµndt
}
= exp
{
1
4 π
∫
J
eit + z
eit − z logµdt
}
, z ∈◦I,
in other words w
µ
1/2
n
onverges pointwise to wµ1/2 on
◦
I and therefore almost
everywhere on I sine ℓ(∂I) = 0. Thus, appealing to dominated onvergene
one more, we get
lim
n→∞
∥∥∥fwµ1/2n − fwµ1/2∥∥∥L2(I) = 0, (85)
and from (84), (85), and (82) whih is known to hold with µ replaed by µn, we
see that
lim
n→∞
ΦM (µn) =
∥∥∥PH¯20 (fwµ1/2 ∨ 0)∥∥∥2L2(T) −
∥∥∥µ1/2M∥∥∥2
L2(J)
. (86)
In another onnetion, it is plain that
lim sup
n→∞
ΦM (µn) ≤ ΦM (µ) ≤ lim inf
n→∞
ΦM (µn), (87)
where the rst inequality omes from (84) and the upper semi-ontinuity of ΦM
in L1+(M
2dθ, J) while the seond inequality is obvious from (79), (84), and the
fat that µ ≤ µn. Now (82) follows from (86) and (87).
Being onave on the onvex set L1+(M
2dθ, J), the funtional ΦM has a dire-
tional derivative at every point in eah admissible diretion. Here, a diretion
h is said to be admissible at µ ∈ L1+(M2dθ, J) if µ + th ∈ L1+(M2dθ, J) as
soon as t ≥ 0 is small enough. From a onstrutive viewpoint, omputing this
derivative is important when designing asent algorithms to maximize ΦM and
thus numerially solve for problem (2). The next proposition does it, under
mild assumptions on f , in those diretions h suh that h/µ ∈ L∞(J). Note
sine µ 6= 0 a.e.(for logµ ∈ L1(J)) that suh diretions are dense in the set of
all admissible diretions, hene this result allows one indeed to nd a diretion
of asent for ΦM .
Proposition 5 Assumptions and notations being as in Proposition 4, suppose
in addition that |f |2 lies in the Zygmund lass L log+ L. Let further h be a
real funtion on J suh that ‖h/µ‖L∞(J) < 1. Then µ+ h ∈ L1+(M2dθ, J) and
h ∈ L1(M2dθ, J). Moreover, dening gµ as in (83), it holds that h|gµ|2 ∈ L1(J)
and that∣∣∣∣ΦM (µ+ h)− ΦM (µ)− ∫
J
h(|gµ|2 −M2) dθ
∣∣∣∣ = o (‖h/µ‖L∞(J)) , (88)
where the funtion o, whih depends on f and µ only, is a little o of its argument
near 0.
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Proof. Clearly µ+ h = µ(1 + h/µ) ∈ L1+(M2dθ, J) whenever ‖h/µ‖L∞(J) < 1,
whih in turn entails h ∈ L1(M2dθ, J). In another onnetion, we see from (20)
that (83) an be rewritten as
wµ1/2gµ = P+(fwµ1/2 ∨ 0), (89)
and sine |wµ1/2 |2 = 1 ∨ µ we see that wµ1/2gµ ∈ H2 hene
h|gµ|J |2 = (h/µ)µ|gµ|J |2 ∈ L1(J)
for h/µ ∈ L∞(J). Thus the integral in the left-hand side of (88) is well-dened.
Next, multiplying the H¯20 -funtion wµ1/2gµ − (wµ1/2f ∨ 0) by the H¯2-funtion
wµ1/2gµ yields
(|gµ|I |2 − f g¯µ|I ) ∨ µ|gµ|J |2 ∈ H¯10 .
Therefore the onjugate funtion of (|gµ|I |2−Re(f¯ gµ|I ))∨µ|gµ|J |2 lies in L1(T),
and by Zygmund's theorem so does the onjugate funtion of |f |2 ∨ 0 sine the
latter lies in L log+ L by assumption. Adding up yields
˜︷ ︸︸ ︷( |gµ|2|I + |f |2
2
+
|gµ|I − f |2
2
)
∨ µ|gµ|2|J ∈ L1(T),
and sine the funtion under brae is positive it lies in L log+ L by the M. Riesz
theorem. A fortiori then,∣∣P−(fwµ1/2 |I ∨ 0)∣∣2 = ∣∣(fwµ1/2 |I ∨ 0)− wµ1/2gµ∣∣2 (90)
= |gµ|I − f |2 ∨ µ|gµ|2|J ∈ L log+ L.
Now, let us write
w(µ+h)1/2(z) = wµ1/2(z) exp
{
1
4 π
∫
J
eiθ + z
eiθ − z log(1 + h/µ)(e
iθ) dθ
}
= wµ1/2(z) e
∆h(z),
where we have put for simpliity
∆h(z) =
1
4 π
∫
J
eiθ + z
eiθ − z log(1 + h/µ)(e
iθ) dθ, z ∈ D. (91)
Note that ∆h ∈ BMOA sine log(1 + h/µ) ∈ L∞(J). With this notation, it is
straightforward that∥∥P− (fw(µ+h)1/2 ∨ 0)∥∥2L2(T) − ∥∥P− (fwµ1/2 ∨ 0)∥∥2L2(T) (92)
=
∥∥P− (fwµ1/2(e∆h − 1) ∨ 0)∥∥2L2(T)
+2Re < P−
(
fwµ1/2 ∨ 0
)
,P−
(
fwµ1/2(e
∆h − 1) ∨ 0) >T,
and our next goal is to prove that∣∣∣∣2Re < P− (fwµ1/2 ∨ 0) , P− (fwµ1/2(e∆h − 1) ∨ 0) >T − ∫
J
h|gµ|2 dθ
∣∣∣∣
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= o
(‖h/µ‖L∞(J)) . (93)
For this, sine P+ +P− = id, we rst observe from (17) that
< P−
(
fwµ1/2 ∨ 0
)
, P−
(
fwµ1/2(e
∆h − 1) ∨ 0) >T
=< P−
(
fwµ1/2 ∨ 0
)
, (e∆h − 1)(fwµ1/2 ∨ 0) >T
=< P−
(
fwµ1/2 ∨ 0
)
, (e∆h − 1)P−
(
fwµ1/2 ∨ 0
)
>T
=<
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , e∆h − 1 >T
where we used in the seond equality that (e∆h − 1)P+
(
fwµ1/2 ∨ 0
) ∈ H2 for
e∆h − 1 ∈ H∞. Besides,
P−
(
fwµ1/2 ∨ 0
)
+P+
(
fwµ1/2 ∨ 0
)
= 0 a.e. on J
whih implies in view of (89) that∫
J
h|gµ|2 =
∫
J
h
µ
∣∣P+ (fwµ1/2 ∨ 0)∣∣2 =< ∣∣P− (fwµ1/2 ∨ 0)∣∣2 , 0 ∨ h/µ >T .
Altogether, the expression inside absolute values on the left-hand side of (93) is
thus
<
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , Re (2(e∆h − 1)− (0 ∨ h/µ)) >T .
Now, if we remark from (91) that, on T, we have 2∆h = 0 ∨ log(1 + h/µ) + iϕ
where ϕ denotes the onjugate funtion of 0∨ log(1 + h/µ), the above quantity
beomes Q1 +Q2 with
Q1
∆
= 2 <
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , (cos(ϕ/2)− 1) (1 ∨ (1 + h/µ)1/2) >T,
Q2
∆
= 2 <
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , (1 + h/µ)1/2 − 1− h/(2µ) >J .
We prove separately that Q1 and Q2 are both o
(‖h/µ‖L∞(J)); here and there-
after, we use the same symbol o for dierent funtions as this auses no on-
fusion. On the one hand, sine there is an absolute onstant C suh that∣∣(1 + h/µ)1/2 − 1− h/(2µ)∣∣ < C‖h/µ‖2L∞(J) for ‖h/µ‖L∞(J) < 1, we have that
|Q2| ≤ 2C‖f‖2L2(T)‖h/µ‖2L∞(J) (94)
whih is indeed o
(‖h/µ‖L∞(J)), where o is independent of µ. On the other
hand, as cos(ϕ/2)− 1 ≤ 0, it holds for ‖h/µ‖L∞(J) < 1 that
|Q1| ≤ 2
√
2 <
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , 1− cos(ϕ/2) >T . (95)
Put for simpliity
Bh
∆
= (1 − cos(ϕ/2))/ϕ and un ∆= min
{∣∣P− (fwµ1/2 ∨ 0)∣∣2 , n} ,
so that Bh is uniformly bounded (independently of h) and so is un for xed n.
By monotone onvergene we get
<
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , 1− cos(ϕ/2) >T (96)
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= lim
n→∞
< un , 1− cos(ϕ/2) >T= lim
n→∞
< Bhun , ϕ >T .
Being the produt of two funtions in BMOA, the funtion
(Bhun + iB˜hun)((0 ∨ log(1 + h/µ)) + iϕ)
ertainly lies in H1 and sine it is real at 0 we dedue from the Cauhy formula
and (7) that
|< Bhun , ϕ >T| =
∣∣∣< B˜hun , log(1 + h/µ) >J ∣∣∣ (97)
≤ ‖Bhun‖L log+ L‖ log(1 + h/µ)‖L∞(J).
As |Bhun| ≤
∣∣∣Bh (P− (fwµ1/2 ∨ 0))2∣∣∣ the same is true of their dereasing re-
arrangements, thus by (6) and the inequality | log(1 + h/µ)| ≤ 2|h/µ| whih is
valid for |h/µ| ≤ 1/2, we obtain from (96)-(97) that
<
∣∣P− (fwµ1/2 ∨ 0)∣∣2 , 1− cos(ϕ/2) >T
≤ 2
∥∥∥Bh (P− (fwµ1/2 ∨ 0))2∥∥∥
L log+ L
‖h/µ‖L∞(J)
as soon as ‖h/µ‖L∞(J) < 1/2. Therefore, to prove that (95) is o(‖h/µ‖L∞(J)),
it is enough to show that
lim
‖h/µ‖L∞(J)→0
∥∥∥Bh (P− (fwµ1/2 ∨ 0))2∥∥∥
L log+ L
= 0. (98)
It is easily heked that ‖Bh‖L∞(T) ≤ 8, say, whih entails for the dereasing
rearrangements the inequality(
Bh
(
P−
(
fwµ1/2 ∨ 0
))2)∗ ≤ 8((P− (fwµ1/2 ∨ 0))2)∗ . (99)
Sine the right-hand side of (99) is independent of h and lies in L log+ L by (90),
we dedue from the denition (6) of the L log+ L-norm that to eah ε > 0 there
is η > 0 suh that
E ⊂ [0, 1] and ℓ(E) < η =⇒
∫
E
(
Bh
(
P−
(
fwµ1/2 ∨ 0
))2)∗
(t) log(1/t) dt < ε.
Thus, (98) will hold if only
(
Bh
(
P−
(
fwµ1/2 ∨ 0
))2)∗
tends to 0 in measure as
‖hn/µ‖L∞(J) → 0. Sine a funtion and its dereasing rearrangement have the
same distribution funtion, this is equivalent to
lim
‖h/µ‖L∞(J)→0
Bh
(
P−
(
fwµ1/2 ∨ 0
))2
= 0 in measure on T. (100)
Beause |wµ1/2 | = 1 on I and P− is a ontration in L2(T), we have the Kol-
mogorov estimate
ℓ{ξ ∈ T; ∣∣P− (fwµ1/2 ∨ 0)∣∣2 > x} ≤ ‖f‖2L2(I)x ,
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hene (100) will hold if Bh alone onverges to 0 in measure. As |Bh| ≤ C′|ϕ| for
some absolute onstant C′ it is suient to establish that ϕ in turn onverges
to 0 in measure on T. But this follows from the fat that ϕ tends to 0 in Lp(T)
when ‖h/µ‖L∞(J) → 0 for 1 < p <∞, sine by the M. Riesz theorem
‖ϕ‖Lp(T) ≤ Kp‖ log(1 + h/µ)‖Lp(T) ≤ 2Kp‖h/µ‖L∞(T)
as soon as ‖h/µ‖L∞(J) < 1/2. This ompletes the proof of (93). In the same
vein we show that∥∥P− (fwµ1/2(e∆h − 1) ∨ 0)∥∥2L2(T) = o (‖h/µ‖L∞(J)) . (101)
Indeed, sine P− is a ontration in L
2(T) and |wµ1/2 | ≡ 1 on I, we have that∥∥P− (fwµ1/2(e∆h − 1) ∨ 0)∥∥2L2(T) ≤ < |f |2 , ∣∣e∆h − 1∣∣2 >L2(I)
= 2 < |f |2 , (1− cos(ϕ/2)) >L2(I)
whih an be treated like the right-hand side of (95) to obtain (101), granted
that |f |2 ∨ 0 ∈ L log+ L. In view of (82), (92), (93) and (101), the proof is
omplete one we have observed that∥∥∥(µ+ h)1/2M∥∥∥2
L2(J)
−
∥∥∥(µ)1/2M∥∥∥2
L2(J)
=
∫
J
hM2. (102)
Remark: It would be interesting to know whether Proposition 5 holds true as
soon as f ∈ L2(I), without having to assume that |f |2 ∈ L log+ L. In this ase,
it is easy to hek using (10), (94), (95), and (102) that∣∣∣∣ΦM (µ+ h)− ΦM (µ)− ∫
J
h(|gµ|2 −M2) dθ
∣∣∣∣
= O
((
‖h/µ‖2L∞(J) +
∫ π
0
ω0∨h/µ(t)
t
dt
)2)
,
whih is a weak substitute to (88) under the (muh stronger) assumption that
0 ∨ h/µ is Dini-ontinuous.
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6 A onstrutive polynomial approah
We now establish a nite dimensional (polynomial) analogous of Theorem 4
in order to onstrutively approah problem BEP2,∞ (21), assuming I to be
a nite union of losed disjoint sub-ars of T. This is done from the point of
view of onvex optimization theory and somehow independently of the previous
results, and allows us to get an alternative proof of Theorem 4.
Let Tn be the spae of algebrai polynomials in the variable z = e
iθ
of degree
less or equal to n with oeients in C. We introdue the following nite
dimensional bounded extremal problem FBEPn2,∞.
FBEPn2,∞: For f ∈ L2(I), nd kn ∈ Tn suh that |kn(eiθ)| ≤ 1 for a.e eiθ ∈ J
and suh that
‖f − kn‖L2(I) = min
g∈Tn
|g|≤1a.e. in J
‖f − g‖L2(I) . (103)
The existene of kn is ensured by the ompatness of the approximation set
{g ∈ Tn, ||g||L∞(J) ≤ 1} whereas uniqueness follows from the onvexity of this
set ombined with the strit onvexity of the L2 norm.
For g ∈ Tn dene
E(g) = {x ∈ J, |g(x)| = ||g||L∞(J)}
the so alled set of ritial points of g. The solution kn is araterised by the
following result.
Theorem 6 The element g ∈ Tn is the optimal solution of FBEPn2,∞ (103) if,
and only if, the following two onditions hold:
 ||g||L∞(J) ≤ 1,
 there exists a set of at most 2(n+ 1) distint points xi ∈ E(g) and asso-
iated positive real numbers λi suh that, for r ≤ 2(n+ 1):
∀h ∈ Tn, < g − f, h >I +
r∑
i=1
λig(xi)h(xi) = 0 . (104)
Moreover the (λi) verify the following boundedness equation:
r∑
i=1
|λi| ≤ 2||f ||2L2(I). (105)
Remark: The subset of extremal points {xi, i = 1, . . . , r} is possibly empty
(i.e. r = 0).
Proof. Suppose g veries the two latter onditions and diers from kn. Set
h = kn − g and observe that,
Re
(
g(xi)h(xi)
)
= Re
(
g(xi)kn(xi)− 1
)
≤ 0 i = 1 . . . r. (106)
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From the uniqueness and optimality of kn we dedue,
||kn − f ||2L2(I) = ||g − f + h||2L2(I)
= ||g − f ||2L2(I) + ||h||2L2(I) + 2Re < g − f, h >I
< ||g − f ||2L2(I)
The latter leads to:
Re < g − f, h >I< 0
whih ombined with (106) ontradits (104).
Conversely, suppose that g solves FBEPn2,∞ and let φ0 be the R− linear forms
dened on Tn by
∀h ∈ Tn, φ0(h) = Re < g − f, h >I .
For eah ritial point x of g dene the following R− linear form φx,
∀h ∈ Tn, φx(h) = Re
(
g(x)h(x)
)
.
Finally dene K as follows:
K = {φ0} ∪ {φx, x ∈ E(g)}.
The set K an be seen seen as a subset of the dual of TRn whih is dened to
be the real vetor spae formed by the elements of Tn. Simple inspetion shows
that K is a losed bounded set of (TRn )
∗
, hene ompat, as well as its onvex
hull denoted by Kˆ (note that the nite dimensional setting is ruial here). In
order to get a ontradition, suppose that 0 6∈ Kˆ, so that by the Hahn Banah
theorem there exists h0 ∈ Tn suh that:
∀φ ∈ Kˆ, φ(h0) ≥ τ > 0.
The latter and the ontinuity of g and h0 ensure the existene of a neighborhood
V of E(g) suh that for x in U = J ∩ V , then Re
(
g(x)h0(x)
)
≥ τ2 , and for
x in J\U , then |g(x)| ≤ 1 − δ (δ > 0). Observe rst that for ǫ > 0 suh that
ǫ||h0||L∞(J) < δ we have
sup
x∈J\U
|g(x)− ǫh0(x)| ≤ 1. (107)
For all x ∈ U :
|g(x) − ǫh0(x)|2 = |g(x)|2 − 2Re
(
g(x)h(x)
)
+ ǫ2|h0(x)|2
≤ |g(x)|2 − 2Re
(
ǫg(x)h(x)
)
+ ǫ2|h0(x)|2
≤ 1− ǫτ + ǫ2||h0||2L∞(J) ,
whih ombined with (107) shows that for ǫ suiently small we have,
||g − ǫh||L∞(J) ≤ 1. (108)
INRIA
Constrained extremal problems and Carleman's formulas 39
But
||f − g − ǫh||2L2(J) = ||f − g||2L2(J) − 2ǫφ0(h) + ǫ2||h||2L2(J)
≤ ||f − g||2L2(J) − 2ǫτ + ǫ2||h||2L2(J) ,
whih, with (108), indiates that for ǫ small enough, the funtion (g − ǫh)
provides a better andidate for (103) than g. Hene 0 ∈ Kˆ.
Carathéodory's theorem [34℄ is now to the eet that there exists r′ elements
γk of K with r
′ ≤ 2(n+ 1) + 1 suh that:
r′∑
i=1
αiγi = 0 , (109)
where the αi are positive real numbers suh that
∑
αi = 1. Now suppose that
φ0 6= γk, k = 1, · · · , r′. Evaluating the sum (109) on the element g yields,
r′∑
i=1
αiγi(g) =
r′∑
i=1
αi|g(xi)|2 = 1.
Equation (109) an therefore be written as:
∀h ∈ Tn, α1Re < f − g, h >I +
r′∑
i=2
αiRe(g(xi)h(xi)) = 0.
Dividing the latter by α1 and noting that the latter equation is also true for the
element (ih) leads to (104). Finally replaing h by g in (104) we obtain:
r∑
i=1
λi =
r∑
i=1
|λi| =< f − g, g >I
≤ < f − g, f − g >I +| < f − g, f >I |
≤ ||f ||2L2(I) + ||f − g||L2(I)||f ||L2(I) ≤ 2||f ||2L2(I) ,
where the last two inequalities are obtained by observing that 0 is a valid an-
didate for (103).
The next result is mainly onerned with the behavior of FBEPn2,∞ when n
goes towards innity.
Theorem 7 The sequene (kn) of polynomials solutions to FBEP
n
2,∞ (103)
onverges as n→∞ towards the solution g0 ∈ H2 to BEP2,∞ (21) with respet
to the L2(T) norm. On J , the sequene (kn) onverges w.r.t. the weak-* topology
of L∞(J) and w.r.t. the Lp(J) norm, for 1 ≤ p <∞. In other words we have:
lim
n→∞
||g0 − kn||L2(T) = 0 ,
∀h ∈ H1, lim
n→∞
< kn, h >J=< g0, h >J ,
∀p , 1 ≤ p <∞, lim
n→∞
||g0 − kn||Lp(J) = 0 .
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Proof. Our rst objetive is to show (onstrutively, below) that g0 an be
approximated in the L2 sense on I by polynomials that remain bounded by 1
on J (thus belong to the approximating lass of FBEPn2,∞ for large enough
n). By hypothesis, I is the union of N disjoint losed sub-ars of T and an
therefore be written as,
I =
N⋃
i=1
(eiai , eibi)
where without loss of generality we an impose
0 = a1 ≤ b1 ≤ a2 · · · ≤ bN ≤ 2π.
The inner-outer deomposition of g0 therefore takes the form [17, 19℄:
g0(z) = B(z) exp
(
N∑
i=1
1
2π
∫ bi
ai
eit + z
eit − z log(|g0|)dt
)
.
Let (ǫn) be a dereasing sequene of positive real numbers onverging towards
0. We dene a sequene (vn) of H
2
as:
vn(z) = B(z) exp
(
1
2π
N∑
i=1
∫ bi−ǫn
ai+ǫn
eit + z
eit − z log(|g0|)dt
)
= B(z)×
exp
(
−1
2π
N∑
i=1
∫ ai+ǫn
ai
eit + z
eit − z log(|g0|)dt+
∫ bi+ǫn
bi
eit + z
eit − z log(|g0|)dt
)
.
We laim that (vn) onverges to g0 in the L
2
sense on I. To prove this we rst
show that vn onverges pointwise to g0 a.e. in I. Let e
iψ
be a point of the
interior of I and suh that g0 admits a radial limit at e
iψ
. For n suiently
large eiψ is ontained in none of the sub-ars (ai, ai + ǫn) nor (bi, bi + ǫn). This
is to the eet that∣∣∣∣∫ ai+ǫn
ai
eit + eψ
eit − eiψ log(|g0|)dt
∣∣∣∣ ≤ ∫ ai+ǫn
ai
|eit + eψ|
|eit − eiψ| | log(|g0|)|dt
=
∫ ai+ǫn
ai
|otg( t− ψ
2
) log(|g0|)|dt
≤ max(|otg(ai − ψ
2
)| , |otg(ai + ǫn − ψ
2
)|)
∫ ai+ǫn
ai
| log(|g0|)|dt. (110)
The same is true with bi in plae of ai. As the last term of (110) an be set
arbitrarily small for n suiently large, the pointwise onvergene of vn to g0 is
ensured. Finally remark that by onstrution |vn| ≤ |g0|+1, whih leads to the
majoration |vn − g0|2 ≤ (2|g0|+ 1)2. Hene Lebesgue's dominated onvergene
theorem applies and
lim
n→∞
||g0 − vn||L2(I) = 0.
Now let ǫ > 0 and 0 < α < 1 suh that ||g0 − αg0||L2(I) ≤ ǫ4 . Let n0 suiently
large suh that ||vn0 − g0||L2(I) ≤ ǫ4 . For r < 1 we dene ur belonging to disk
algebra in the following way,
∀θ ∈ [0, 2π], ur(eiθ) =
∫
T
Pr(θ − t)vn0(reit)dt,
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where Pr is the Poisson kernel.
Let eiφ ∈ J . Observe that by onstrution |vn| = 1 a.e on the sub-ar (ei(φ−ǫn0), ei(φ+ǫn0 )).
This is to the eet that
|ur(eiφ)| ≤
∫
T
Pr(φ− t)|vn0 (reit)|dt
≤ Pr(ǫn0)
∫
T
|vn0(reit)|dt+
∫ +ǫn0
−ǫn0
Pr(t)dt
≤ Pr(ǫn0)||vn0 ||L1(T) + 1.
Hene for r suiently lose to 1, we have |ur| ≤ 1/α2 on J and ||ur−vn0 ||2L2(I) ≤
ǫ
4 . Finally, we all q the trunated Taylor expansion of ur (whih onverges
uniformly on T), where the trunation order has been hosen large enough so
as to ensure that |q| ≤ 1/α on J and ||q − ur||2L2(I) ≤ ǫ4 . We have:
||αq − g0||L2(I)
≤ α (||q − ur||L2(I) + ||ur − vn0 ||L2(I) + ||vn0 − g0||L2(I))+ ||g0 − αg0||L2(I)
≤ ǫ .
Hene, the αq furnish the desired polynomials.
Beause they belong to the approximating lass in FBEPn2,∞, for large enough
n, the above inequality is to the eet that:
lim
n→∞
||f − kn||L2(I) = ||f − g0||L2(I). (111)
As a bounded sequene of elements of H2, (kn) admits a weak onvergent sub-
sequene. The traes on J of this sub-sequene are bounded in the L∞ sense
on J , hene up to another sub-sequene we obtain a sequene (k′n) onverging
in addition in the weak-* sense on J . Let g be the weak limit (H2 sense) of
k′n. As the balls are weak-* losed in L
∞
we have ||g||L∞(J) ≤ 1, and it fol-
lows from (111) that ||f − g||L2(I) = ||f − g0||L2(I). The uniqueness of g0 leads
to g = g0. Now (111) and the onstraint's saturation are to the eet that
lim sup ||k′n||L2(T) ≤ ||g0||L2(T) whih in turn proves that k′n onverges strongly
in the L2 sense to g0. The same kind of remark on the trae on J of k
′
n leads
to the strong onvergene in the Lp (for the reexive ases 1 < p < ∞) sense
on J . Finally we remark that the preeding arguments are also true when kn
is replaed by any subsequene of the latter; hene kn ontains no sub-sequene
not onverging to g0.
Remark: A disretization on Tn is also taken up in [37℄, for approximation
issues of BEP type in Lp(I) and onstrained on T, with smooth data [36℄. This
issues might themselves be normalized and formulated as BEPp,∞ type prob-
lems, g being this time a Shur funtion.
When I is a nite union of losed disjoint ars of T, Theorem 4 may now be
viewed as a orollary to Theorem 6, of whih it is a innite dimensional analo-
gous. We detail below this alternative proof.
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We dene H2,∞ and H2,1 to be the following vetor spaes:
H2,∞ = {h ∈ H2, ||h||L∞(J) <∞},
H2,1 = {h ∈ H1, ||h||L2(I) <∞}.
We begin with a tehnial lemma.
Lemma 7 Let v ∈ L1(J) suh that P+(0∨ v) ∈ H2,1, then the following holds:
∀h ∈ H2,∞, < P+(0 ∨ v), h >T=< v, h >J .
Proof. Let u be the funtion dened on T by
u = (0 ∨ v)−P+(0 ∨ v).
By this very denition all the Fourier oeients of u of non-negative index
vanish, u is L2 integrable on I and L1 integrable on J . Hene we onlude that
u ∈ H2,1 and that u(0) = 0 (u has now a anonial extension to the dis). Let
h ∈ H2,∞. We have:
< vχJ , h >T = < u, h >T + < P+(0 ∨ v), h >T
= u(0)h(0)+ < P+(0 ∨ v), h >T
= < P+(0 ∨ v), h >T ,
(112)
where the seond equality ours beause (uh) ∈ H1.
Proof of Theorem 4. In view of (41), point (ii) of Theorem 4 and equation (40)
an be equivalently stated as:
there exists a non-negative funtion λ ∈ L1
R
(J) suh that,
∀h ∈ H2,∞, < g − f, h >I + < λg, h >J= 0. (113)
Suppose that g ∈ H2 veries |g(eiθ)| = 1 for a.e. eiθ ∈ J and that (113) holds,
while g 6= g0, the solution to BEP2,∞. Set h = (g0 − g) ∈ H2,∞ and observe
that,
Re < λg, h >J=
1
2π
∫
J
λ(Re(gg0)− 1) ≤ 0 (114)
Uniqueness and optimality of g0 lead (as in the proof of Theorem 6)) to
Re < g − f, h >I< 0 ,
whih ombined with (114) ontradits (113).
Suppose now that g is the optimal solution of BEP2,∞. The property |g| = 1
on J has already been proved in Theorem 2. In order to let n go to innity
rewrite (104) with self explaining notations as:
∀m ∈ {0 . . . n}, < kn − f, eimθ >I +
r(n)∑
i=1
λni kn(e
iθni )eimθ
n
i = 0. (115)
We dene (Λn) to be a family of linear forms on C(J) dened in the following
way:
∀u ∈ C(J), Λn(u) =
r(n)∑
i=1
λni kn(e
iθni )u(eθ
n
i ).
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Equation (105) shows now that (Λn) is a bounded sequene of elements in C(J)
∗
whih by the Banah-Alaoglu theorem [13℄ admits a weak-* onverging subse-
quene whose limit we all Λ. Now the Riesz representation theorem ensures the
existene of a omplex measure µ assoiated to Λ, so that appealing to Theorem
7 we obtain
∀m ∈ N, < g0 − f, eimθ >I +
∫
J
eimθdµ = 0 (116)
by taking the limit in (115). Now F. and M. Riesz Theorem asserts that µ is
absolutely ontinuous with respet to the Lebesgue measure so that there exists
v ∈ L1(J) suh that:
∀m ∈ N, < g0 − f, eimθ >I + < v, eimθ >J= 0 ,
whih is equivalent to
∀m ∈ N, < g0 − f, eimθ >I + < λg0, eimθ >J= 0 , (117)
where we have dened ∀z ∈ J, λ(z) = v(z)g0(z). Equation (117) is to the eet
that,
P+((g0 − f)χI) = −P+(0 ∨ λg0)
whih indiates that P+(0 ∨ λg0) is in H2 (note that this is not trivial, sine v
ourred till now as an L1 funtion). Now thanks to Lemma 7 we obtain,
∀u ∈ H2,∞ < g0 − f, u >I + < λg0, u >J= 0. (118)
In order to prove that λ ∈ R+, onsider the valid variation h = g0b where b is
dened as in (24),
b(z) =
1
2 π
∫
I
eit + z
eit − z h(e
it) dt =
1
2 π
∫
T
eit + z
eit − z χI(e
it)h(eit) dt , (119)
with h ∈ C∞c,R(I). We already now (as h is a valid variation) that
Re < (f − g0)g0, b >I= 0,
whih yields
∀h ∈ C∞c,R(I), < Im(λ), Im(b) >J= 0
by remarking that b is pure imaginary on J . Now using the same tehnique as
in the proof of the onstraint's saturation we obtain
∀u ∈ CR(J), < Im(λ), u >J= 0
whih proves that λ takes real values.
Finally using the fat that BEP2,∞ is a onvex problem we obtain by derivating
one more time that:
Re < (g0 − f), b2 >I ≥ 0
whih leads to
∀u ∈ CR(J), < λ, u2 >J ≥ 0.
Hene λ ≥ 0. Beause (118) implies that (40) holds, the funtion (f − g0)∨ λg0
annot vanish on a measurable set of positive measure unless it is the zero fun-
tion. But this would imply f = g0 a.e on I whih ontradits the assumptions
on f . This yields λ > 0 a.e on J .
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