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Abstract
In this paper we establish a notion of deformation quantization of a surjective submersion
which is specialized further to the case of a principal fibre bundle: the functions on the total
space are deformed into a right module for the star product algebra of the functions on the
base manifold. In case of a principal fibre bundle we require in addition invariance under the
principal action. We prove existence and uniqueness of such deformations. The commutant
within all differential operators on the total space is computed and gives a deformation of the
algebra of vertical differential operators. Applications to noncommutative gauge field theories
and phase space reduction of star products are discussed.
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1 Introduction
Principal fibre bundles and surjective submersions are omnipresent in differential geometry. To
name just a few instances: any vector bundle is an associated bundle to its frame bundle, proper
and free Lie group actions are principal fibre bundles, and physical gauge theories are formulated
using principal fibre bundles as starting point. The projection map from the total space of the
principal bundle to the base space is an example of a surjective submersion. Among many others,
an interesting example of a surjective submersion in phase space reduction in geometrical mechanics
is the projection map from the momentum level surface in a Poisson manifold onto the reduced
phase space whenever one is in the regular situation.
On the other hand, deformation quantization [2] has reached great popularity in various ap-
plications in mathematical physics, not only involving the original intention of understanding the
quantum theory of a classical mechanical system with phase space modelled by a Poisson manifold.
Even though this original motivation is still one of the major issues in deformation quantization,
more recent applications involve the so-called noncommutative space-times, see e.g. [24] . Here the
space-time manifold is endowed with a noncommutative deformation, the star product, which is
seen as an effective theory of some still unknown quantum gravity. Then on such a noncommutative
space-time (quantum) field theories are established and studied intensely. Of particular interest
are of course again the gauge theories.
Having these applications in mind it is natural to ask how one can define and construct defor-
mation quantizations of principal bundles and, more generally, of surjective submersions.
In the following we will exclusively work with formal deformation quantization: recall that a
formal star product ⋆ on a manifoldM is an associative C[[λ]]-bilinear product for the formal power
series C∞(M)[[λ]] in λ with values in the smooth complex-valued functions C∞(M) such that
(1.1) f ⋆ g =
∞∑
r=0
λrCr(f, g),
C0(f, g) = fg is the pointwise product and 1 ⋆ f = f = f ⋆ 1. We only consider differential
star products where Cr is a bidifferential operator for all r. It follows from associativity that
{f, g} = 1i (C1(f, g)−C1(g, f)) is a Poisson bracket on M . Conversely, any Poisson bracket can be
deformed (quantized) into a star product, this is a consequence of Kontsevich’s famous formality
theorem [38,39]. For an elementary introduction to Poisson geometry and deformation quantization
see e.g. [45].
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In order to find a reasonable definition of a deformation quantization of a principal fibre bundle
one can rely on several other approaches, some of which we shall recall now:
In many approaches to gauge theories on noncommutative space-times one can read between
the lines and possibly extract a good definition of a deformation quantization of a principal fibre
bundle. However, it is not completely obvious as here either only local aspects are discussed,
typically the Weyl-Moyal star product on a symplectic vector space, or only particular structure
groups like Gl(n,C) or U(n). Here in particular the works of Jurcˇo, Schupp, Wess and co-workers,
see e.g. [32–36], are discussed and developed further in the physics literature. They seem to give
promising models for gauge theories on noncommutative space-times, see also [44] for a review on
the geometric nature of such noncommutative field theories.
In [11–13,41,42] the deformation quantization of vector bundles was discussed in detail, where
indeed deformed transition functions were found: this indicates a deformation quantization of the
corresponding frame bundle. However, a global description of the deformed frame bundle is still
missing and structure groups beyond the general linear group do not seem to be accessible by
this approach. Also in [29, 30] the deformation theory of vector bundles in the context of strict
deformation quantizations is discussed.
Furthermore, as quantum analogue of principal bundles the so-called Hopf-Galois extensions
are studied in detail: here the total space P is replaced by some algebra P, the structure Lie
group G is replaced by a Hopf algebra H acting (or co-acting) on P and the base space M is
replaced by the sub-algebra M of H-invariant elements in P together with some additional, more
technical properties encoding the freeness and properness of the action, see e.g. [10] and [22, 28]
for recent developments. Even though this is a very successful approach mainly used in a C∗-
algebraic formulation, there are simple examples in deformation quantization where this does not
seem appropriate. Taking the idea of Hopf-Galois extensions literally would lead to the following
definition of a deformation quantization of a principal fibre bundle p : P −→ M . Given a star
product ⋆ on M one should try to find a star product ⋆P on P such that the pull-back p
∗ can be
deformed into an algebra homomorphism. Then of course, the Hopf algebra deformation and the
further technical requirements still have to be found and satisfied. However, already for the first
step one finds hard obstructions:
Example 1.1 Let p : P −→M be a surjective submersion and ⋆ a star product on M quantizing
a Poisson structure πM ∈ Γ
∞(Λ2TM). Assume that there exists a star product ⋆P on P such that
p∗ allows for a deformation into an algebra homomorphism
(1.2) p∗ + · · · : (C∞(M)[[λ]], ⋆) −→ (C∞(P )[[λ]], ⋆P ).
Let πP denote the Poisson structure on P determined by ⋆P . Then by a simple computation,
p : (P, πP ) −→ (M,πM ) is a Poisson map.
Since in this situation already the lowest orders have to satisfy a condition, one has to expect
obstructions. Indeed, this happens already in the following simple example:
Example 1.2 Consider the Hopf fibration p : S3 −→ S2, which is a S1-principal bundle, and a
symplectic Poisson structure πS2 on the 2-sphere S
2. Then there is no Poisson structure on S3
making p a Poisson map. Indeed, it is easy to see that the symplectic leaves of (S3, πS3) have
to be 2-dimensional and the restriction of p to one leaf is still surjective. Thus the leaf covers S2
whence it is diffeomorphic to S2 via p. But this immediately gives a global section of the non-trivial
principal bundle p : S3 −→ S2, a contradiction. Of course this relies very much on the fact that we
have chosen a symplectic Poisson structure on S2. There are examples of Hopf-Galois extensions
deforming the Hopf fibration where (necessarily) the Poisson structure on S2 is not symplectic.
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We will come back to this example in Section 6 and study the above obstruction from a more
sophisticated point of view: We will see that also a deformation of p∗ into a bimodule structure
will result in hard obstructions.
Before we give the final definition, we recall the third motivation coming from deformation
quantization itself: consider a big phase space M˜ with a coisotropic submanifold ι : P −→ M˜ . If
the characteristic foliation of P is well-behaved enough, then the leaf space M = P
/
∼ itself is a
manifold such that the projection p : P −→ M is a surjective submersion. It is a well-known fact
that M inherits a Poisson structure from M˜ . A particular case is obtained if M˜ is equipped with
a Hamiltonian group action of some Lie group G with equivariant momentum map J : M˜ −→ g∗
and P = J−1(0) is the momentum level zero surface. In this case G acts also on P and M is the
quotient P
/
G. In the free and proper case we have a good reduced phase space M and P is a
G-principal bundle over M . This situation is the famous Marsden-Weinstein reduction, see e.g. [1],
Sect. 4.3.
When it comes to deformation quantization of this picture, one wants to find a star product ⋆˜
on M˜ which is compatible with the ‘constraint surface’ P in such a way, that one can construct
a star product ⋆ on M out of ⋆˜. Several options for this have been discussed like the BRST
formalism [3,9,31] or more ad hoc constructions as in [6,7,26]. More recently, it became clear that
a deformation of the functions on P as a bimodule for the deformed algebras of functions on M˜ and
M , respectively, leads to a very satisfying picture: one should try to define a left module structure
on C∞(P )[[λ]] with respect to ⋆˜ deforming the canonical one coming from ι∗ in such a way that the
module endomorphisms are isomorphic to C∞(M)[[λ]] thereby inducing a star product ⋆ on M .
This point of view has been promoted in [4, 5] where first results for the general symplectic case
have been obtained. For the more general Poisson case, see [16–18], where sufficient conditions for
a successful reduction where formulated.
Taking this last motivation into account it is clear that a deformation of C∞(P ) into an algebra
does not seem to be appropriate at all: geometrically a deformed product would result in a Poisson
structure in first order, but in phase space reduction there is no Poisson structure on the constraint
surface P , only on M˜ and on M . In fact, on P one always has a Dirac structure, see e.g. the
discussion in [19, 21]. Thus a deformation into a right module seems to be more adapted to the
reduction picture. In fact, this will be our final definition:
Definition 1.3 (Deformation quantization of surjective submersions) Let p : P −→ M
be a surjective submersion and ⋆ be a star product on M .
i.) A deformation quantization of the surjective submersion is a (C∞(M)[[λ]], ⋆)-right module
structure • of C∞(P )[[λ]], such that
(1.3) f • a = f · p∗a+
∞∑
r=1
λrρr(f, a)
for f ∈ C∞(P )[[λ]] and a ∈ C∞(M)[[λ]] with bidifferential operators ρr.
ii.) Two such deformations • and •˜ are called equivalent if and only if there exists a formal series
T = idC∞(P )+
∑∞
r=1 λ
rTr of differential operators Tr ∈ DiffOp(C
∞(P )) such that for all
f ∈ C∞(P )[[λ]] and a ∈ C∞(M)[[λ]]
(1.4) T (f • a) = T (f) •˜ a.
iii.) A deformation quantization • is said to preserve the fibration if
(1.5) (p∗a) • b = p∗(a ⋆ b).
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Preserving the fibration will be a technical but yet convenient condition to impose. Clearly, it is
equivalent to the condition 1 • a = p∗a by the right module property. As usual in deformation
quantization we require the maps ρr to be bidifferential operators as already ⋆ is always assumed
to be a differential star product. One can show easily that for any right module structure one
necessarily has f • 1 = f since 1 ∈ C∞(M) is still the unit element with respect to ⋆. From this
definition it is easy to motivate the more specific situation of a principal fibre bundle:
Definition 1.4 (Deformation quantization of principal fibre bundles) Let p : P −→ M
be a principal fibre bundle with structure group G and principal right action r : P × G −→ P ,
rg(u) = r(u, g), and ⋆ a star product on M .
i.) A deformation quantization of the principal fibre bundle is a G-invariant deformation quan-
tization of the surjective submersion p : P −→ M with respect to ⋆, i.e. a right module
structure • as in (1.3) with the additional property
(1.6) r∗g(f • a) = (r
∗
gf) • a
for all f ∈ C∞(P )[[λ]], a ∈ C∞(M)[[λ]], and g ∈ G.
ii.) Two such deformations • and •˜ are called equivalent if they are equivalent in the sense of
definition 1.3 with G-invariant operators Tr, i.e. in addition to (1.6) one has for all g ∈ G
(1.7) r∗g ◦ Tr = Tr ◦ r
∗
g.
The main goal of the present paper is to prove the following two theorems about existence and
uniqueness of differential deformations of surjective submersions and principal fibre bundles:
Theorem 1.5 Every surjective submersion p : P −→M with a star product ⋆ on M admits a de-
formation quantization which is unique up to equivalence. Moreover, one can achieve a deformation
which respects the fibration.
Theorem 1.6 Every principal fibre bundle p : P −→ M with a star product ⋆ on M admits a
deformation quantization which is unique up to equivalence. Again, one can achieve a deformation
which respects the fibration.
The proof of both theorems relies on an order by order construction of the deformed module
structures which is possible since we are able to show that the relevant Hochschild cohomologies
are trivial. With this (non-trivial) result on the Hochschild cohomology the remaining proof is
very simple. To show the vanishing of the Hochschild cohomologies we heavily use techniques
developed in [8]. Alternatively, the existence of such deformations follows also from a Fedosov-like
construction as discussed in detail in [46] for the case where the star product on M quantizes a
symplectic Poisson bracket.
The very satisfactory answer to the existence and classification questions indicates that our
definitions for deformation quantization of surjective submersions and principal fibre bundles are
reasonable. In a next step it remains to answer whether the definitions are useful once we have
shown Theorem 1.5 and 1.6. Here we have to go back to the original motivations why a deformation
quantization is desirable:
• Concerning applications in gauge theories on noncommutative space-times we would like to
see how one can formulate a global and geometric approach to such gauge theories, including
in particular the notions of associated bundles, connections and Yang-Mills actions. Here
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we have partial answers where we can show how the process of associating vector bundles is
formulated very naturally in our framework. The result will be a deformed vector bundle in
the sense of [13] which provides the geometric formulation of matter fields in noncommutative
field theory [41]. Moreover, the action of the infinitesimal gauge transformations can be
clarified and compared with the approaches in [32]. To this end, in Theorem 5.8, we compute
the commutants of the right modules obtained by Theorem 1.5 and 1.6 within all differential
operators which turn out to be deformations of the vertical differential operators on the total
space. On the other hand, the role of connections still has to be clarified in our geometric
and global approach.
• Concerning the relation to the Hopf-Galois extensions we can use the results on the com-
mutant to formulate more refined obstructions for the existence of a G-invariant bimodule
deformation using results from the Morita theory of star products in Corollary 6.7. Of course,
in our situation the structure group itself is always the undeformed Lie group G and not a
Hopf algebra deformation. Clearly, further investigations will be necessary to understand the
relations between these two approaches better.
• The applications to phase space reduction of star products consist in finding hard obstructions:
Since the right module deformation is unique up to equivalence the commutant is uniquely
determined, too. In order to carry through the reduction process one needs to find a left
module structure for the star product ⋆˜ of the big phase space on the functions on P , i.e. an
algebra homomorphism into the commutant. Now, for an arbitrary choice of the star product
⋆ on M such an algebra homomorphism may or may not exist, which gives a necessary and
also sufficient condition for the reduction. Clearly, this is still rather inexplicit and has to
be investigated in more detail. In particular, we plan to give a comparison with the results
in [4, 16–18].
The paper is organized as follows: In Section 2 we collect some well-known facts on algebraic
deformation theory in the spirit of Gerstenhaber and formulate the deformation problem of modules
to introduce the relevant Hochschild cohomologies. Some particular attention is put on the fact
that in the end we need more particular cochains, bidifferential ones in our case. Section 3 recalls
some basic constructions from [8] which are needed to compute the Hochschild cohomologies in the
local models. Here the Koszul and the bar resolutions are recalled and some explicit homotopies
are given. Section 4 contains the proof of Theorem 1.5 using an order by order construction. We
also compute the commutant as a deformation of the vertical differential operators. In Section 5
we prove Theorem 1.6 including also a computation of the commutant and the compatibility of the
resulting bimodule structure with the G-action. Finally, in Section 6 we show how a simple tensor
product construction gives the deformation quantization of associated vector bundles out of our
deformation quantization of a principal fibre bundle. The commutant of the deformed right module
structure on the principal fibre bundle maps onto the commutant of the deformation quantization
of the associated vector bundle.
Acknowledgements: We would like to thank Henrique Bursztyn, Alberto Cattaneo, Simone Gutt,
Brano Jurcˇo, Rainer Matthes, Peter Schupp, Jim Stasheff, Julius Wess, and Marco Zambon for
valuable discussions and remarks.
2 Algebraic Preliminaries
In this section we recall some basic facts on the deformation theory of algebras and modules. Essen-
tially, all stated definitions and results are well-known from the very first works of Gerstenhaber [25]
and e.g. [23]. However, we will need some explicit expressions for the relevant cochains whence we
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present the material in a self-contained way.
Let K be a field of characteristic 0 and (A, µ0) an associative K-algebra. Furthermore, let E be
a vector space over K with an A-right module structure
(2.1) ρ0 : E×A −→ E.
We shall be interested in a formal associative deformation of the algebra multiplication
(2.2) µ =
∞∑
r=0
λrµr : A[[λ]] ×A[[λ]] −→ A[[λ]]
in the sense of Gerstenhaber [25] which we assume to be given. For this given deformation µ we
are looking for a deformation of the module structure (2.1), again in the framework of formal series
(2.3) ρ =
∞∑
r=0
λrρr : E[[λ]] ×A[[λ]] −→ E[[λ]]
such that ρ is a right module structure with respect to µ. All K-multilinear maps will be extended
to K[[λ]]-multilinear maps in the following.
In this purely algebraic framework one can now derive expressions for the obstructions to
construct such deformations order by order in the deformation parameter analogously to [25].
However, we shall need a slightly more specific framework: typically, the maps µr have additional
properties and also the ρr are required to have additional properties like e.g. continuity with respect
to some given topology. In order to formalize this we consider Hochschild cochains of the algebra
A of particular types. These ‘types’ should satisfy the following conditions which simply allow to
reproduce Gerstenhaber’s arguments and computations.
i.) We consider Hochschild cochains of a certain type which we denote by HC•type(A,A) ⊆
HC•(A,A), where HC•type(A,A) is required to be closed under the usual insertions ◦i after
the i-th position and HC0type(A,A) = A. Moreover, we require µ0 ∈ HC
2
type(A,A).
In particular, it follows that HC•type(A,A) is a subcomplex of HC
•(A,A) with respect to the
Hochschild differential δ corresponding to µ0. Moreover, HC
•
type(A,A) is closed under the ∪-product
and the Gerstenhaber bracket [·, ·] and the corresponding Hochschild cohomology HH•type(A,A) is a
Gerstenhaber algebra itself. We assume in the following that the given deformation µ of µ0 consists
of cochains µr ∈ HC
2
type(A,A).
For the deformation problem of the module structure we consider particular Hochschild cochains
in HC•(A,End(E)), where End(E) is given the canonical (A,A)-bimodule structure. In detail, we
require the following:
ii.) D ⊆ End(E) is a subalgebra with id ∈ D.
iii.) We consider cochains HC•type(A,D) with values in the subalgebra D where ‘type’ has the
property that for φ ∈ HCktype(A,D) and ψ ∈ HC
l
type(A,A) we have φ ◦i ψ ∈ HC
k+l−1
type (A,D),
where as usual for a1, . . . , ak+l−1 ∈ A
(2.4) (φ ◦i ψ)(a1, . . . , ak+l−1) = φ(a1, . . . , ai, ψ(ai+1, . . . , ai+l), ai+l+1, . . . , ak+l−1).
Of course we want D = HC0type(A,D).
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iv.) Finally, for φ1 ∈ HC
k
type(A,D) and φ2 ∈ HC
l
type(A,D) we require φ1 ◦ φ2 ∈ HC
k+l
type(A,D)
where
(2.5) (φ1 ◦ φ2)(a1, . . . , ak+l) = φ1(a1, . . . , ak) ◦ φ2(ak+1, . . . , ak+l).
Of course we now require that the undeformed right module structure ρ0 is a cochain ρ0 ∈
HC1type(A,D). Being a right module structure implies that D is a (A,A)-bimodule via
(2.6) a ·D · b = ρ0(b) ◦D ◦ ρ0(a),
where a, b ∈ A and D ∈ D. This is the restriction of the canonical bimodule structure of
End(E). Thus HC•type(A,D) is a subcomplex of HC
•(A,End(E)) whence we obtain a corresponding
Hochschild cohomology denoted by HH•type(A,D).
Within this refined framework we want to find a deformation ρ as in (2.3), where now all
ρr ∈ HC
1
type(A,D). Completely analogously to the general case one obtains the following lemma:
Lemma 2.1 Assume that ρ(r) = ρ0+ · · ·+ λ
rρr is a right module structure with respect to µ up to
order λr with ρs ∈ HC
1
type(A,D) for all s = 0, . . . , r. Then the condition for ρr+1 ∈ HC
1
type(A,D)
to define a right module structure ρ(r+1) = ρ(r) + λr+1ρr+1 up to order λ
r+1 is
(2.7) δρr+1 = Rr
with Rr ∈ HC
2
type(A,D) explicitly given by
(2.8) Rr(a, b) =
r∑
s=0
ρs(µr+1−s(a, b)) −
r∑
s=1
ρs(b) ◦ ρr+1−s(a).
Moreover, δRr = 0 whence the obstruction in order λ
r+1 is the class [Rr] ∈ HH
2
type(A,D).
Proof: The only new aspect is that Rr ∈ HC
2
type(A,D) which is clear from the explicit formula
and the conditions ii.)-iv.). 
In particular, if HH2type(A,D) = {0}, an order by order construction immediately yields the exis-
tence of a deformation ρ of the desired type.
In a next step, we consider two deformed right module structures ρ and ρ˜ of the given type
for the same associative deformation µ of A. Then they are called (cohomologically) equivalent if
there exists a formal series
(2.9) T = id+
∞∑
r=1
λrTr with Tr ∈ D
such that T is a module isomorphism, i.e. for all a ∈ A
(2.10) T ◦ ρ(a) = ρ˜(a) ◦ T.
Again, the order by order construction of T gives an obstruction in the Hochschild cohomology:
Lemma 2.2 Assume that T (r) = id+ · · · + λrTr is an equivalence between ρ and ρ˜ up to order
λr such that Ts ∈ HC
0
type(A,D) for s = 1, . . . , r. Then the condition for Tr+1 ∈ HC
0
type(A,D) to
define an equivalence T (r+1) = T (r) + λr+1Tr+1 up to order λ
r+1 is
(2.11) δTr+1 = Er
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with Er ∈ HC
1
type(A,D) explicitly given by
(2.12) Er(a) =
r∑
s=0
(ρ˜r+1−s(a) ◦ Ts − Ts ◦ ρr+1−s(a)) .
Moreover, δEr = 0 whence the recursive obstruction in order λ
r+1 is the class [Er] ∈ HH
1
type(A,D).
Proof: Again, the only new thing compared to the purely algebraic situation is the simple obser-
vation that Er ∈ HC
1
type(A,D). 
Note that even if an obstruction occurs in higher orders, i.e. [Er] 6= 0 in HH
1
type(A,D), the two mod-
ule deformations still might be equivalent as one is allowed to change the already found T1, . . . , Tr.
This makes the classification of equivalences up to all orders very difficult in general. However, if
the first cohomology HH1type(A,D) = {0} is trivial, the construction of T can be done recursively
and any two deformations are equivalent.
Now, we consider one example for more specific types of cochains:
Example 2.3 (Differential deformations) Assume that A is commutative and also E carries
the additional structure of an associative, commutative algebra. Then we consider the (algebraic)
differential operators
(2.13) D = DiffOp•(E) =
∞⋃
l=0
DiffOpl(E)
of the algebra E. We assume for the undeformed module structure that ρ0(a) is a differential
operator on E of order zero, i.e. ρ0(a) ∈ DiffOp
0(E) for all a ∈ A. Since A is commutative, any
right module is a left module and vice versa. For later use it will be convenient to deform E into a
right module but use the (A,A)-bimodule structure
(2.14) a ·D · b = ρ0(a) ◦D ◦ ρ0(b)
for the endomorphisms of E, in contrast to (2.6). This will not affect the cohomological considera-
tions but simplify some of the explicit formulas. For ‘type’ we choose the multi-differential cochains,
i.e.
(2.15) HCkdiff(A,A) =
⋃
L∈Nk
0
DiffOpL(A, . . . ,A;A),
where L = (l1, . . . , lk) is the multi-index denoting the multi-order of differentiation. Moreover, we
consider
(2.16) HCkdiff(A,DiffOp(E)) =
⋃
L∈Nk
0
⋃
l∈N0
DiffOpL(A, . . . ,A; DiffOpl(E)),
where we use the left module structure induced by ρ0 to specify multi-differential operators with val-
ues in DiffOpl(E) according to (2.14). With the definition (2.16) a cochain φ ∈ HCkdiff(A,DiffOp(E))
has the property that for any a1, . . . , ak ∈ A the differential operator φ(a1, . . . , ak) has some fixed or-
der l independent of a1, . . . , ak. It is now easy to verify that HC
•
diff(A,DiffOp(E)) satisfies all require-
ments i.) to iv.). Note that in general this is not true for
⋃
L∈Nk
0
DiffOpL(A, . . . ,A; DiffOp•(E)).
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In the last part of our general considerations we focus on the situation where some deformation
ρ exists (e.g. since the second Hochschild cohomology is trivial) and where the first Hochschild
cohomology HH1type(A,D) is trivial,
(2.17) HH1type(A,D) = {0}.
Then we already know that all deformations are equivalent. We shall now discuss the module endo-
morphisms of the deformed module. However, we do not consider general module endomorphisms
but only those which are formal series of operators of the given type, i.e. in D[[λ]]. So for the
undeformed situation the module endomorphisms of interest are HH0type(A,D) = ker δ ∩ D ⊆ D.
Clearly, they form a subalgebra of D such that E becomes a (HH0type(A,D),A)-bimodule by the
very definition of module endomorphisms.
For abbreviation we denote the commutant inside D[[λ]], i.e. the module endomorphisms of the
deformed module, by
(2.18) K =
{
A ∈ D[[λ]]
∣∣ A ◦ ρ(a) = ρ(a) ◦ A for all a ∈ A[[λ]]} .
We will now make use of a complementary subspace HH0type(A,D) ⊆ D of the undeformed commu-
tant, i.e. we choose HH0type(A,D) such that
(2.19) D = HH0type(A,D) ⊕HH
0
type(A,D)
which is always possible as we work over a field K. Then the following proposition describes the
structure of K:
Proposition 2.4 Every choice of a complementary subspace HH0type(A,D) induces a K-linear map
(2.20) ρ′ : HH0type(A,D)[[λ]] −→ D[[λ]]
of the form ρ′ = id+
∑∞
r=1 λ
rρ′r with ρ
′
r : HH
0
type(A,D) −→ D and the following properties:
i.) ρ′r(A) ∈ HH
0
type(A,D) for all A ∈ HH
0
type(A,D) and r ≥ 1.
ii.) ρ′ is a K[[λ]]-linear bijection onto K.
iii.) ρ′ induces an associative deformation of the classical commutant
(2.21) µ′(A,B) = ρ′−1
(
ρ′(A) ◦ ρ′(B)
)
,
where A,B ∈ HH0type(A,D)[[λ]].
iv.) ρ′ defines a left module structure for the deformed algebra (HH0type(A,D)[[λ]], µ
′) on E[[λ]]
such that E[[λ]] becomes a bimodule with respect to the two deformed algebras.
v.) Different choices of HH0type(A,D) and ρ yield equivalent deformations of HH
0
type(A,D).
vi.) Suppose in addition that HH2type(A,D) = {0}. Then we obtain a map
(2.22) Def type(A) −→ Def(HH
0
type(A,D)),
where Def denotes the set of equivalence classes of associative deformations.
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Proof: Let A ∈ HH0type(A,D) be given. We construct ρ
′(A) ∈ K recursively order by order.
Obviously, in zeroth order A ∈ K. Assume we have already constructed correction terms ρ′1(A),
. . . , ρ′r(A). Then it is easy to see that the error term in order λ
r+1 of A+λ1ρ′1(A)+ · · ·+λ
rρ′r(A) to
be in K is a δ-closed cochain in HC1type(A,D). Thus it is a coboundary by assumption (2.17) and the
splitting (2.19) allows to choose a unique correction term in HH0type(A,D). By induction we obtain
the first part and the injectivity of the second part. Conversely, if an element in the commutant K
is given, then its lowest non-vanishing order is in HH0type(A,D) which can be ‘quantized’ using ρ
′.
By a simple induction we obtain the surjectivity. The third part is obvious as K is an associative
algebra over K[[λ]] and ρ′ is the identity in zeroth order. The fourth part is clear by construction.
For the last part we observe that K is independent of the choice of HH0type(A,D) whence it follows
immediately that different choices of HH0type(A,D) give equivalent deformations. Moreover, passing
to a different module deformation ρ˜ we obtain an equivalence between ρ and ρ˜ by HH1type(A,D) =
{0}. Thus, the commutants K are isomorphic, too, yielding an equivalence between ρ′ and ρ˜′. The
last part is clear since for every deformation of A of the specified type we can deform the right
module and hence HH0type(A,D) in a unique way up to equivalence. 
3 The topological bar and Koszul complex of C∞(V )
In this section we recall some results on the homological algebra of C∞(V ) with a convex open
subset V ⊆ Rn. The main tools will be the topological bar resolution as well as the topological
Koszul resolution of C∞(V ). Most of the material of this section is well-known and can be found
in either [20], Sect. III.2.α, or [8]. Nevertheless, for later use we have to present the results in some
details.
For the following considerations we need the (topological) extended algebra Ae which is given
by
(3.1) Ae = C∞(V × V ).
Note that in a purely algebraic context the extended algebra is just A ⊗ A but here we use the
completed tensor product with respect to the canonical Fre´chet topology of smooth functions,
resulting in (3.1).
For the definition of the bar complex we also consider the topological version. One defines
(3.2) X0 = A
e = C∞(V × V ) and Xk = C
∞(V × V k × V )
for k ∈ N with the Ae-module structures
(3.3) (aˆχ)(v, q1, . . . , qk, w) = aˆ(v,w)χ(v, q1, . . . , qk, w)
for aˆ ∈ Ae, χ ∈ Xk and v,w, q1, . . . , qk ∈ V . The bar complex (X•, ∂X) and the corresponding bar
resolution over A are then given by the exact sequence
(3.4) 0 A X0
ǫ
X1
∂1
X . . .
∂2
X
Xk
∂k
X . . .
∂k+1
X
,
where the boundary operators ∂kX and the augmentation ǫ are defined by
(∂kXχ)(v, q1, . . . , qk−1, w) = χ(v, v, q1, . . . , qk−1, w)
+
k−1∑
i=1
(−1)iχ(v, q1, . . . , qi, qi, . . . , qk−1, w) + (−1)
kχ(v, q1, . . . , qk−1, w,w)(3.5)
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and
(3.6) (ǫaˆ)(v) = aˆ(v, v).
It is well known that ∂kX and ǫ are homomorphisms of A
e-modules and ∂k−1X ◦ ∂
k
X = 0 for all k ≥ 2
and ǫ ◦ ∂1X = 0. The well-known homotopies h
−1
X : A −→ X0 and h
k
X : Xk −→ Xk+1 are given by
(3.7) (h−1X a)(v,w) = a(v) and (h
k
Xχ)(v, q1, . . . , qk+1, w) = (−1)
k+1χ(v, q1, . . . , qk+1)
for k ≥ 0. Then one has
ǫ ◦ h−1X = idA,
h−1X ◦ ǫ+ ∂
1
X ◦ h
0
X = idX0 and(3.8)
hk−1X ◦ ∂
k
X + ∂
k+1
X ◦ h
k
X = idXk ∀k ≥ 1.
Hence the sequence (3.4) is exact and thus defines a resolution of A. Note that the modules Xk
are topologically free as Ae-modules, confer [20] for a more general version of this.
For the (topological) Koszul complex one considers the (topologically free) Ae-modules
(3.9) K0 = A
e and Kk = A
e ⊗
R
Λk(Rn)∗ ∼= C∞(V × V,Λk(Rn)∗).
With a basis {ei}i=1,...,n of R
n and the corresponding dual basis {ei}i=1,...,n of (R
n)∗ the elements
ω ∈ Kk can be written as
ω =
1
k!
n∑
i1,...,ik=1
ωi1...ike
i1 ∧ . . . ∧ eik
with ωi1...ik ∈ A
e. The Koszul complex (K•, ∂K) and the corresponding finite resolution of A are
given by
(3.10) 0 A K0
ǫ
K1
∂1
K . . .
∂2
K
Kk
∂k
K . . .
∂k+1
K
Kn
∂n
K
0 ,
where the augmentation ǫ : Ae −→ A is the same as in (3.6) and the boundary operators ∂kK are
defined by
(3.11)
(
(∂kKω)(v,w)
)
(x1, . . . , xk−1) = (ω(v,w)) (v − w, x1, . . . , xk−1)
for v,w ∈ V and x1, . . . , xk−1 ∈ R
n. Again, the maps ∂kK are A
e-module homomorphisms with
∂k−1K ◦ ∂
k
K = 0 for all k ≥ 2 and ǫ ◦ ∂
1
K = 0. The maps h
−1
K = h
−1
X and h
k
K : Kk −→ Kk+1 with
(3.12) (hkKω)(v,w) = −e
j ∧
∫ 1
0
tk
∂ω
∂wj
(v, tw + (1− t)v) d t
for k ≥ 0 yield the homotopy identities
ǫ ◦ h−1K = idA,
h−1K ◦ ǫ+ ∂
1
K ◦ h
0
K = idK0 and(3.13)
hk−1K ◦ ∂
k
K + ∂
k+1
K ◦ h
k
K = idKk ∀k ≥ 1.
Hence (3.10) is indeed a topologically free resolution of A. Note that in (3.12) we made use of the
convexity of V .
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For all k ≥ 0 we consider the maps F k : Kk −→ Xk from [20] defined by
(3.14) (F kω)(v, q1, . . . , qk, w) = (ω(v,w)) (q1 − v, . . . , qk − v)
and the maps Gk : Xk −→ Kk from [8] defined by
(Gkχ)(v,w) =
n∑
i1,...,ik=1
ei1 ∧ . . . ∧ eik
∫ 1
0
∫ t1
0
· · ·
∫ tk−1
0
∂kχ
∂qi11 · · · ∂q
ik
k
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w) d t1 · · · d tk.
(3.15)
In particular, F 0 = idAe = G
0. Note that Gk is well-defined since we assume V to be convex.
Clearly, these maps are Ae-module homomorphisms and it is a straightforward computation to
prove that F k and Gk are chain maps, see [8, 20]. This means that for all k ≥ 0
(3.16) F k ◦ ∂k+1K = ∂
k+1
X ◦ F
k+1 and Gk ◦ ∂k+1X = ∂
k+1
K ◦G
k+1.
Thus we have the commutative diagram of Ae-module morphisms
(3.17) 0 A X0
idAe
ǫ
X1
∂1X
G1
. . .
∂2X
Xk
∂kX
Gk
Xk+1
∂k+1
X
Gk+1
. . .
∂k+2
X
0 A K0ǫ K1∂1K
F 1
. . .
∂2K
Kk
∂k
K
F k
Kk+1
∂k+1
K
F k+1
. . . .
∂k+2
K
Another direct computation shows that
(3.18) Gk ◦ F k = idKk ∀k ≥ 0
and thus it is clear that
(3.19) Θk = F k ◦Gk : Xk −→ Xk
for all k ≥ 0 is a projection Θk ◦ Θk = Θk on the bar complex with Θk ◦ ∂k+1X = ∂
k+1
X ◦ Θ
k+1.
Clearly, Θ0 = idX0 . Applying Θ
k to the last equation of (3.8) leads to
(3.20) Θk ◦ hk−1X ◦ ∂
k
X + ∂
k+1
X ◦Θ
k+1 ◦ hkX = Θ
k.
Subtraction of (3.20) from (3.8) shows that the chain homomorphisms idX and Θ are homotopic
since
(3.21) idXk −Θ
k = sk−1 ◦ ∂kX + ∂
k+1
X ◦ s
k ∀k ≥ 1
with
(3.22) sk−1 = (idXk −Θ
k) ◦ hk−1X : Xk−1 −→ Xk.
Note that in [8] the homotopy formula (3.21) was obtained by a recursive and less explicit definition
of sk.
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Remark 3.1 From the point of view of topologically projective (even free in our case) resolutions,
the explicit construction of F and G and the homotopies s is obsolete: this follows by abstract
nonsense arguments. However, later on we are interested in Hochschild cochains which have addi-
tional properties beside being continuous. For this refined notion we need to prove by hand that
the maps F , G, Θ, and s are compatible with these additional requirements whence we need the
explicit formulas.
From now on, we closely follow [8]. Let M be a Hausdorff and complete topological A-left
module with respect to the Fre´chet topology of A = C∞(V ), i.e. the bilinear multiplication
(3.23) (A×M) ∋ (a,m) 7→ a ·m ∈M
is continuous. Furthermore, we demand that M has an A-right module structure such that there
exists an l ∈ N such that the right module multiplication can be expressed in terms of the left
module multiplication by
(3.24) m · b =
∑
|β|≤l
∂|β|b
∂vβ
·mβ ∀b ∈ A,m ∈M
with elements mβ ∈ M depending continuously on m. As l is uniform for M it follows that the
trilinear map (a,m, b) 7→ a·m·b is continuous, too. ThusM is a topological bimodule. By continuity,
(3.25) (a⊗ b) ·m = a ·m · b ∀a, b ∈ A,m ∈M
extends to a unique Ae-left-module structure of M which is explicitly given by
(3.26) aˆ ·m =
∑
|β|≤l
(
v 7→
∂|β|aˆ
∂wβ
(v,w)
∣∣∣∣∣
w=v
)
·mβ ∀aˆ ∈ Ae.
For the rest of this section we use a definition of differential maps, which is slightly different to
the purely algebraic definition.
Definition 3.2 Let k ∈ N. An R-multi-linear map φ : A × . . . × A −→ M with k arguments is
said to be differential of multi-order L = (l1, . . . , lk) ∈ N
k
0 , if it has the form
(3.27) φ(a1, . . . , ak) =
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂vα1
· · ·
∂|αk |ak
∂vαk
)
· φα1···αk
with multi-indices α1, . . . , αk ∈ N
n
0 and φ
α1···αk ∈ M. The L-differential maps are denoted by
DiffOpL(A,M).
Remark 3.3 i.) Clearly, any differential map in the sense of Definition 3.2 is continuous.
ii.) For many examples of modules M, like the one of interest in the present paper, Definition 3.2
is consistent with the purely algebraic definition of multi-differential operators.
In this sense, (3.24) means that the right module structure is differential with respect to the left
one, so φm : b 7→ m · b is a differential operator depending on m of order l.
For k ≥ 0 we now consider the vector space Homcont
Ae
(Xk,M) of all A
e-linear and continu-
ous maps, which is both an A- and an Ae-module. Using the pull-backs δk−1X = (∂
k
X)
∗ it is
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clear that (Homcont
Ae
(X•,M), δX ) is a well-defined complex. With the above results the Hochschild
complex (HC•cont(A,M), δ) of continuous cochains is well-defined, too. By continuity, the maps
Ξk : Homcont
Ae
(Xk,M) −→ HC
k
cont(A,M) defined by(
Ξk(ψ)
)
(a1, . . . , ak) = ψ(1 ⊗ a1 ⊗ . . . ⊗ ak ⊗ 1)(3.28)
are bijective. Additionally, it can be shown that
(3.29) Ξ ◦ δX = δ ◦ Ξ,
so Ξ is even an isomorphism of complexes. Definition 3.2 and (3.24) assure that the continuous
Hochschild complex contains the subcomplex of differential cochains in the sense of Definition 3.2.
In this section we will denote this subcomplex by (HC•diff(A,M), δ) with a slight abuse of notation.
In the next section we will specialize to a particular bimodule M for which this coincides with
Example 2.3. This and (3.28) motivate the following definition.
Definition 3.4 Let k ∈ N0. An element ψ ∈ HomAe(Xk,M) is said to be differential of multi-order
L = (l1, . . . , lk) ∈ N
k
0, if it has the form
(3.30) ψ =
∑
|α1|≤l1,...,|αk|≤lk
|β|≤l

v 7→ ∂|α1|+···+|αk|+|β|
∂qα11 · · · ∂q
αk
k ∂w
β
∣∣∣∣∣q1=...=qk=v
w=v
(·)

 · ψα1···αkβ
with multi-indices α1, . . . , αk, β ∈ N
n
0 and ψ
α1···αkβ ∈ M. The differential elements of multi-order
L are denoted by Homdiff,L
Ae
(Xk,M).
Equation (3.30) means that under the map ψ an element χ ∈ Xk first gets differentiated and then
evaluated at q1 = . . . = qk = w = v. Finally, this expression, seen as a function of v ∈ V and
therefore as an element in A, is multiplied with elements of M from the left. A direct computation
shows that Homdiff
Ae
(X•,M) is a subcomplex of Hom
cont
Ae
(X•,M). By the very construction, (3.28)
restricts to an isomorphism of complexes
(3.31) Ξ :
(
Homdiff
Ae
(X•,M), δX
)
−→ (HC•diff(A,M), δ) .
In a last step we consider the complex (HomAe(K•,M), δK) with δ
k−1
K = (∂
k
K)
∗ and find the
following important proposition.
Proposition 3.5 Let k ∈ N0. The pull-backs
(3.32) (Gk)∗ : HomAe(Kk,M) −→ Hom
diff ,L
Ae
(Xk,M)
only take values in the differential cochains of multi-order L = (l + 1, . . . , l + 1). With the same
multi-index L we have
(3.33) (Θk)∗ : Homdiff
Ae
(Xk,M) −→ Hom
diff ,L
Ae
(Xk,M).
Further, the pull-backs (hkX )
∗ restrict to the differential complex in such a way that
(3.34) (hkX)
∗ : Homdiff,L
Ae
(Xk+1,M) −→ Hom
diff,L˜
Ae
(Xk,M)
for all L = (l1, . . . , lk+1) ∈ N
k+1
0 with L˜ = (l1, . . . , lk).
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Proof: All assertions follow from easy computations and an explicit counting of the orders of
differentiation. 
With the corresponding pull-backs (F k)∗ we get the commutative diagram
(3.35) . . .
δk−1
X
Homdiff
Ae
(Xk,M)
(F k)∗
δk
X
Homdiff
Ae
(Xk+1,M)
(F k+1)∗
δk+1
X . . .
. . .
δk−1
X
HomAe(Kk,M)
(Gk)∗
δk
K
HomAe(Kk+1,M)
(Gk+1)∗
δk+1
K . . . .
With Proposition 3.5 we thus have a corresponding equation to (3.21) and consequently the com-
plexes in (3.35) have the same cohomologies. Together with the isomorphism (3.31), we get the
isomorphisms
(3.36) HH•diff(A,M)
∼= H(HomdiffAe (X•,M))
∼= H(HomAe(K•,M))
for the cohomology of the differential Hochschild complex. Note that every isomorphism in (3.36)
is induced by explicitly given maps on the level of cochains. Concerning our further application of
these results, we need the following obvious generalization.
Proposition 3.6 Let M• =
⋃∞
l=0M
l be a filtered A-module, i.e. Ml ⊂ Ml+1 and A ·Ml ⊂ Ml for
all l ∈ N, such that every Ml satisfies the properties above. Moreover, the topologies have to respect
the filtration, which means that for all l ∈ N the topology of Ml is given by the induced one from
Ml+1. Then we have:
i.) The unions
(3.37)
(
∞⋃
l=0
HC•diff(A,M
l), δ
)
,
(
∞⋃
l=0
Homdiff
Ae
(X•,M
l), δX
)
, and
(
∞⋃
l=0
HomAe(K•,M
l), δK
)
are sub-complexes of HC•(A,M•), Homcont
Ae
(X•,M
•), and HomAe(K•,M
•), respectively.
ii.) The isomorphisms (3.31) for each l induce an isomorphism of complexes
(3.38) Ξ :
(
∞⋃
l=0
Homdiff
Ae
(X•,M
l), δX
)
−→
(
∞⋃
l=0
HC•diff(A,M
l), δ
)
.
iii.) The pull-backs (Gk)∗, (F k)∗, (Θk)∗, (hkX)
∗ and (sk)∗ naturally extend to the complexes (3.37).
Thus, we have induced isomorphisms for the corresponding cohomologies.
4 Deformation Quantization of Surjective Submersions
In this section we prove Theorem 1.5. Thus let p : P −→M be a surjective submersion with total
space P and basis M of dimension n. It is easy to see that the smooth functions C∞(M) and
C∞(P ) endowed with the point-wise product and the right module structure
(4.1) ρ0(f, a) = f · p
∗a ∀f ∈ C∞(P ), a ∈ C∞(M)
satisfy all assumptions of Example 2.3.
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Remark 4.1 For any manifold M and any C∞(M)-(bi)module M we use the abbreviations
(4.2) DiffOp•(M) = DiffOp•(C∞(M);C∞(M)),
(4.3) DiffOpL(M,M) = DiffOpL(C∞(M), . . . , C∞(M)︸ ︷︷ ︸
k-times
;M)
for L = (l1, . . . , lk) ∈ N
k
0, k ∈ N. Moreover, we set
(4.4) HC•(M,M) = HC•(C∞(M),M).
As we are interested in differential deformations of (4.1), we have to consider the Hochschild
complex HC•diff(M,DiffOp(P )) as in Example 2.3. A straightforward generalization of the well-
known considerations for ordinary differential operators, see e.g. [45], App. A.5, shows that in the
present situation we have the expected local expressions.
Lemma 4.2 Let (U, x) be a local chart of M and φ ∈ DiffOpL(M,DiffOp•(P )) with multi-order
of differentiation L = (l1, . . . , lk) ∈ N
k
0. Then there exist uniquely defined differential operators
φ
α1···αk
U ∈ DiffOp
•(p−1(U)) with multi-indices αi ∈ N
n
0 , i = 1, . . . , k, such that
(4.5) φ(a1, . . . , ak)|p−1(U) =
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂xα1
· · ·
∂|αk |ak
∂xαk
)
· φα1···αkU
for all a1, . . . , ak ∈ C
∞(M), where |p−1(U) denotes the restriction of differential operators.
Remark 4.3 It is easy to check that Lemma 4.2 even holds for φ ∈ DiffOpL(M,DiffOpl(P )) with
a fixed l ∈ N0. Then φ
α1···αk
U ∈ DiffOp
l(p−1(U)).
Lemma 4.4 Let p : P −→M be a surjective submersion. Then for all k ∈ N
(4.6) HCkdiff(M,DiffOp(P )) =
⋃
L∈Nk
0
DiffOpL(M,DiffOp•(P )).
Proof: By (2.16) we have to prove that DiffOpL(M,DiffOp(P )) ⊆
⋃∞
l=0DiffOp
L(M,DiffOpl(P ))
for all L ∈ Nk0. Locally, this follows from (4.5), since the degree l of the restricted operator
φ(a1, . . . , ak)|U ∈ DiffOp
l(p−1(U)) is limited by the degrees of the finitely many φα1···αkU which do
not depend on a1, . . . , ak. Globally, one shows by appropriately chosen a1, . . . , ak that there is a
uniform bound on the locally defined degrees l according to (4.5). 
The strategy to compute the differential Hochschild cohomologies includes three steps. First
we observe that the Hochschild complex can be localized. In a second step we consider a surjective
submersion pr1 : V × G −→ V with a manifold G and an open convex subset V ⊆ R
n. For that
case we will be able to compute the Hochschild cohomologies using the techniques developed in
Section 3. Using a partition of unity, we show that this result is sufficient to compute the Hochschild
cohomologies we started with.
By the constant rank theorem for any point u ∈ P there exist open subsets U˜ ⊂ P with
u ∈ U˜ and U ⊂ M with p = p(u) ∈ U together with diffeomorphisms x : U −→ V ⊂ Rn and
x˜ : U˜ −→ V ×G ⊂ Rn+k, such that p(U˜ ) = U and x ◦p ◦ x˜−1 = pr1. Clearly, in this case G ⊂ R
k is
an open subset. Furthermore, it is possible to achieve that V ⊂ Rn is convex. With such adapted
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local charts (U˜ , x˜) of P and (U, x) of M , which we will use throughout, we have the commutative
diagram
(4.7) P
p
p−1(U)
ι
p
U˜
ι
p
x˜
V ×G ⊂ Rn+k
pr1
M U
ι
U
x
V ⊂ Rn,
where ι in every case denotes the embedding map. Every column of this diagram is again the
diagram of a surjective submersion with a canonical right module structure for the corresponding
algebras of smooth functions.
Lemma 4.5 The restriction maps and local charts give rise to chain maps
(4.8) HC•diff(M,DiffOp(P ))
HC•diff(U,DiffOp(p
−1(U)))
HC•diff(U,DiffOp(U˜ ))
∼=
HC•diff(V,DiffOp(V ×G)).
In the second step we now compute the Hochschild cohomology HH•diff(V,DiffOp(V ×G)).
Lemma 4.6 Proposition 3.6 can be applied for DiffOp(V ×G). Hence we have
(4.9) HC•diff(V,DiffOp(V ×G))
∼=
∞⋃
l=0
Homdiff
Ae
(X•,DiffOp
l(V ×G))
and
(4.10) HH•diff(V,DiffOp(V ×G))
∼= H
(
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G))
)
.
Proof: For DiffOp(V × G) =
⋃∞
l=0DiffOp
l(V × G) the preconditions of Proposition 3.6 are
easily checked using the natural Fre´chet topology and the given (A,A)-bimodule structure (2.14)
of DiffOpl(V ×G). Condition (3.24) is a simple consequence of the Leibniz rule. By Lemma 4.2 and
Remark 4.3 the algebraic notion of a differential operator and the one of Definition 3.2 coincide. 
Note that in particular the notions of HCdiff as in Example 2.3 and Section 3 coincide in this case
justifying thereby our previous abuse of notation.
The crucial step for all further considerations is the following explicit computation of the coho-
mology of
⋃∞
l=0HomAe(K•,DiffOp
l(V ×G)).
Remark 4.7 In the following we make use of the well-known symbol calculus for differential op-
erators. Depending on a torsion-free covariant derivative ∇ on a manifold M , every differential
operator D ∈ DiffOpl(M) can be identified with a unique series T0, . . . , Tl of symmetric multi-vector
fields Tj ∈ Γ
∞(SjTM), j = 0, . . . , l, which yield D =
∑l
j=0DTj . Here,
(4.11) DTj (a) =
1
j!
〈
Tj ,D
(j)a
〉
∀a ∈ C∞(M),
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where 〈·, ·〉 denotes the natural pairing of symmetric multi-vector fields with symmetric differential
forms and D(j) = 1
j!D
j denotes the j-fold symmetrized covariant derivative, which in local coordi-
nates is given by D = dxi ∨ ∇ ∂
∂xi
. Finally, σ(D) = T0 + · · · + Tl ∈
⊕∞
r=0 Γ
∞(SrTM) is called the
symbol of D with respect to ∇.
In the present situation we can use the product structure of V ×G and the fact that V ⊂ Rn
to find that every operator D ∈ DiffOpl(V ×G) can be written in the form
(4.12) Df =
l∑
r=0
l∑
s=r
T i1...irj1...js−r
〈
Xj1 ∨ · · · ∨Xjs−r ,D
(s−r)
G ◦
∂rf
∂xi1 · · · ∂xir
〉
︸ ︷︷ ︸
=Dr
,
where T i1...irj1...js−r ∈ C
∞(V ×G) andXj ∈ Γ∞(TG) ⊂ Γ∞(T (V ×G)). Here, the symmetrized covariant
derivative DG belongs to a torsion-free covariant derivative ∇
G on G, which both can be extended
to V ×G. Thus we have a decomposition
(4.13) DiffOpl(V ×G) =
l⊕
r=0
DiffOplr(V ×G)
where Dr ∈ DiffOp
l
r(V ×G) has the form as in (4.12). By linear extension of
(4.14) degDr = rDr ∀Dr ∈ DiffOp
l
r(V ×G)
we obtain a map deg : DiffOp•(V ×G) −→ DiffOp•(V ×G). With the decomposition (4.13) we get
(4.15) HomAe(K•,DiffOp
l(V ×G)) =
l⊕
r=0
HomAe(K•,DiffOp
l
r(V ×G))
for all l ∈ N. Thus we can consider the corresponding map deg :
⋃∞
l=0 HomAe(K•,DiffOp
l(V ×
G)) −→
⋃∞
l=0HomAe(K•,DiffOp
l(V ×G)) which is again defined by linear extension of
(4.16) degψ = rψ ∀ψ ∈ HomAe(K•,DiffOp
l
r(V ×G)).
Clearly, (degψ)(ω) = deg(ψ(ω)) for all ψ ∈ HomAe(Kk,DiffOp
l(V ×G)), and ω ∈ Kk with l, k ∈ N0.
The following lemma is obvious.
Lemma 4.8 Let D ∈ DiffOp(V ×G) and xi : V −→ R be the coordinate functions with respect to
the canonical basis {ei}i=1,...,n of R
n. Moreover, define ξi = xi ⊗ 1− 1⊗ xi ∈ C∞(V × V ). Then
(4.17)
n∑
j=1
(
(D · xj) ◦
∂
∂xj
− (xj ·D) ◦
∂
∂xj
)
= degD
and
(4.18)
n∑
j=1
((
(−ξj) ·D
)
◦
∂
∂xj
)
= degD.
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Definition 4.9 We define the map
(4.19) δ−1K :
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G)) −→
∞⋃
l=0
HomAe(K•−1,DiffOp
l(V ×G))
by the linear extension of the maps
(4.20) (δ−1K )
kψ =
{
1
k+r (δ
∗
K)
kψ for k + r 6= 0
0 for k = 0 = r
for ψ ∈ HomAe(Kk,DiffOp
l
r(V ×G)) and k ≥ 0, where the A
e-linear map
(4.21) (δ∗K)
k :
∞⋃
l=0
HomAe(Kk,DiffOp
l(V ×G)) −→
∞⋃
l=0
HomAe(Kk−1,DiffOp
l(V ×G))
is defined by
(4.22) ((δ∗K)
kψ)(ei1 ∧ · · · ∧ eik−1) = −
n∑
j=1
ψ(ej ∧ ei1 ∧ · · · ∧ eik−1) ◦
∂
∂xj
.
Remark 4.10 Note that by definition we have
(4.23) δ−1K : HomAe(K•,DiffOp
l
r(V ×G)) −→ HomAe(K•−1,DiffOp
l+1
r+1(V ×G)) ∀r ≤ l ∈ N0.
These maps turn out to be explicit homotopies for the Koszul complex:
Proposition 4.11 For 1 ≤ k ∈ N the map δ−1K yields an explicit homotopy for the Koszul complex⋃∞
l=0HomAe(K•,DiffOp
l(V ×G)), i.e.
(4.24) δk−1K ◦ (δ
−1
K )
k + (δ−1K )
k+1 ◦ δkK = id .
It follows that the Koszul cohomology is trivial for k ≥ 1, i.e.
(4.25) H
(
∞⋃
l=0
HomAe(Kk,DiffOp
l(V ×G))
)
= {0}.
Proof: With use of the maps ξi of Lemma 4.8 it is easy to see that the differentials δkK can be
written as
(4.26) (δkKψ)(e
i1 ∧ · · · ∧ eik+1) = ψ

 n∑
j=1
ξj ia(ej)(e
i1 ∧ · · · ∧ eik+1)

 ∀is ∈ {1, . . . , n},
where ia denotes the insertion map for the antisymmetric forms of R
n. Lemma 4.8 leads to
(4.27) δk−1K ◦ (δ
∗
K)
k + (δ∗K)
k+1 ◦ δkK = deg+k id,
which finally yields (4.24). The last statement is an immediate consequence. 
Theorem 4.12 (Hochschild cohomology, local situation) Let V ⊂ Rn be an open and con-
vex subset and let G be a manifold. Then we have for all 1 ≤ k ∈ N:
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i.) The k-th differential Hochschild cohomology with values in DiffOp(V ×G) is trivial
(4.28) HHkdiff(V,DiffOp(V ×G)) = {0}.
ii.) There exists an explicit homotopy
(4.29) δk−1 ◦ (δ−1)k + (δ−1)k+1 ◦ δk = id,
where the maps (δ−1)k : HCkdiff(V,DiffOp(V ×G)) −→ HC
k−1
diff (V,DiffOp(V ×G)) are given by
(4.30) (δ−1)k = Ξ ◦
(
(Gk−1)∗ ◦ (δ−1K )
k ◦ (F k)∗ + (sk−1)∗
)
◦ Ξ−1.
iii.) In particular, for any multi-index L = (l1, . . . , lk) ∈ N
k
0 we have
(4.31) δ−1 : DiffOpL(V,DiffOpl(V ×G)) −→ DiffOpL˜(V,DiffOpl+1(V ×G)),
where the new multi-index L˜ = (l˜1, . . . , l˜k−1) ∈ N
k−1
0 is given by
(4.32) l˜i = max{li, l + 2} ∀i = 1, . . . , k − 1.
Proof: The proof of equation (4.29) is a simple computation which makes use of (4.24), (3.21)
and the properties of the involved functions. Then, equation (4.28) is trivial. With (3.22) we have
(sk−1)∗ = (hk−1X )
∗ ◦ (id−(Gk)∗ ◦ (F k)∗). Thus, the third assertion (4.31) is clear with Proposition
3.5 and Remark 4.10 by counting the orders of differentiation, since Ξ does not change any of them.

In the third and last step we use this local result to compute the Hochschild cohomologies for
arbitrary surjective submersions. For this purpose we consider the vertical differential operators
D ∈ DiffOpver(P ) which are defined by the condition
(4.33) D(f · p∗a) = D(f) · p∗a ∀a ∈ C∞(M), f ∈ C∞(P ).
Theorem 4.13 (Hochschild cohomology for surjective submersions) Let p : P −→ M be
a surjective submersion. Then
(4.34) HHkdiff(M,DiffOp(P )) =
{
DiffOpver(P ) for k = 0
{0} for k ≥ 1.
More specifically, every φ ∈ DiffOpL(M,DiffOpl(P )) with L = (l1, . . . , lk) ∈ N
k
0, k ≥ 1, and δφ = 0
is of the form
(4.35) φ = δΘ,
where Θ ∈ DiffOpL˜(M,DiffOpl+1(P )) and L˜ as in (4.32).
Proof: The case k = 0 is clear from the definition (4.33). For k ≥ 1 we consider atlases
{(U˜α, x˜α)}α∈I of P and {(Uα, xα)}α∈I of M consisting of adapted local charts. In addition, let
{χ˜α}α∈I be a locally finite partition of unity for P which is subordinate to the open cover {U˜α}α∈I ,
so χ˜α ∈ C
∞(P ) with supp χ˜α ⊂ U˜α and
∑
α∈I χ˜α = 1. Then, let φ ∈ HC
k
diff(M,DiffOp(P ))
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be closed, δφ = 0. By definition there exists an l ∈ N0 and a multi-index L ∈ N
k
0 with
φ ∈ DiffOpL(M,DiffOpl(P )). Due to Lemma 4.5 the restrictions φU˜α ∈ DiffOp
L(Uα,DiffOp
l(U˜α))
are closed, too. Theorem 4.12 then ensures that these elements are exact: with (4.29) there exist
Θα ∈ DiffOp
L˜(Uα,DiffOp
l+1(U˜α)), L˜ ∈ N
k−1
0 as in (4.32), with δΘα = φU˜α . The restrictions
Θχ˜α(a1, . . . , ak−1)|U˜α = χ˜α|U˜αΘα (a1|Uα , . . . , ak−1|Uα)
and Θχ˜α(a1, . . . , ak−1)|P\supp χ˜α = 0 define global elements Θχ˜α ∈ DiffOp
L˜(M,DiffOpl+1(P )). It is
an easy computation which shows that δΘχ˜α = χ˜αφ. Due to the local finiteness of the partition
of unity it is clear that Θ =
∑
α∈I Θχα ∈ HC
k−1
diff (M,DiffOp
l+1(P )) is a well-defined differential
operator, which finally yields the aspired exactness of φ via Θ fulfilling the requirements in (4.35),
φ =
(∑
α∈I
χ˜α
)
φ =
∑
α∈I
(χ˜αφ) =
∑
α∈I
δΘχ˜α = δ
∑
α∈I
Θχ˜α = δΘ.

Due to this result and those of Section 2 we find the existence and the uniqueness of deformed
right module structures. So, the first part of Theorem 1.5 is proven.
Corollary 4.14 Every surjective submersion admits a deformation quantization which is unique
up to equivalence.
In order to complete the proof of Theorem 1.5, we have to show that there always exists a
deformation quantization which preserves the fibration. For this purpose we have to make some
choices of geometrical structures: first we choose a connection on P , i.e. a decomposition
(4.36) TP = V P ⊕HP
of the tangent bundle into the canonically given vertical bundle V P = ker Tp and a horizontal
bundle HP . Then, any vector field X ∈ Γ∞(TM) has a horizontal lift Xh ∈ Γ∞(HP ) which is
uniquely defined by the two demands that Xh is horizontal and p-related to X, Tp ◦Xh = X ◦ p.
Second, we choose an always existing torsion-free covariant derivative ∇P on TP , which respects
the vertical bundle. This means that ∇PZV ∈ Γ
∞(V P ) for all vertical vector fields V ∈ Γ∞(V P )
and arbitrary vector fields Z ∈ Γ∞(TP ). The following lemma is a simple computation.
Lemma 4.15 Let TP = V P ⊕HP be a connection and let ∇P be a torsion-free covariant deriva-
tive, which respects the vertical bundle. Then we have:
i.) The equation
(4.37) Tp ◦ ∇P
Xh
Y h =
(
∇MX Y
)
◦ p ∀X,Y ∈ Γ∞(TM)
defines a torsion-free covariant derivative ∇M on M .
ii.) For all l ∈ N, the corresponding symmetrized covariant derivatives D
(l)
P and D
(l)
M are related
by
(4.38) D
(l)
P ◦ p
∗ = p∗ ◦ D
(l)
M .
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Lemma 4.16 Let • be a deformation quantization of a surjective submersion p : P −→M . Then
there exists a formal series T = id+
∑∞
r=1 λ
rTr of differential operators Tr ∈ DiffOp(P ) such that
(4.39) T (p∗a) = 1 • a ∀a ∈ C∞(M).
Proof: With f • a =
∑∞
r=0 λ
rρr(f, a) it is obvious that Dr(a) = ρr(1, a) for all r defines a
differential operator Dr ∈ DiffOp
lr(M,C∞(P )) with lr ∈ N0. An according symbol calculus with
respect to the structures of Lemma 4.15 shows that
(4.40) Dr(a) =
lr∑
s=0
〈
T rs , p
∗D
(s)
M a
〉
with T rs ∈ Γ
∞(HP ).
Then we define Tr ∈ DiffOp
lr(P ) by
(4.41) Tr(f) =
lr∑
s=0
〈
T rs ,D
(s)
P f
〉
.
Clearly, T0 = id and with (4.38) we find Tr(p
∗a) = Dr(a) which proves the lemma. 
With this lemma we now conclude the proof of Theorem 1.5.
Corollary 4.17 Every surjective submersion admits a deformation quantization which preserves
the fibration.
Proof: Let • be an arbitrary deformation quantization. Since the map T in Lemma 4.16 has
all properties of an equivalence transformation, f •˜ a = T−1 (Tf • a) defines a new deformation
quantization •˜. With (4.39) we then get (p∗a) •˜ b = p∗(a ⋆ b) for all a, b ∈ C∞(M). 
Theorem 4.13 further ensures that we can apply Proposition 2.4. Thus, every choice of a
deformation quantization • and a decomposition
(4.42) DiffOp(P ) = DiffOpver(P )⊕DiffOpver(P )
leads to an isomorphism
(4.43) ρ′ : DiffOpver(P )[[λ]] −→ {D ∈ DiffOp(P )[[λ]] |D(f • a) = D(f) • a}
with ρ′ = id+
∑∞
r=1 λ
rρ′r and an associative deformation (DiffOpver(P )[[λ]], µ
′) of DiffOpver(P ).
Using the definitions
(4.44) A •′ f = ρ′(A)f and A ⋆′ B = µ′(A,B),
for all A,B ∈ DiffOpver(P )[[λ]] and f ∈ C
∞(P )[[λ]], the functions C∞(P )[[λ]] inherit a (⋆′, ⋆)-
bimodule structure which is shortly denoted by
(4.45) (DiffOpver(P )[[λ]],⋆′)(•
′, C∞(P )[[λ]], •)(C∞(M)[[λ]],⋆).
Proposition 4.18 The commutant of DiffOpver(P )[[λ]] acting via •
′ on C∞(P )[[λ]] is given by
C∞(M)[[λ]] acting via •. Thus the two algebras in (4.45) are mutual commutants.
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Proof: Let A =
∑∞
r=0 λ
rAr satisfy A(D •
′ f) = D •′ (Af) for all D ∈ DiffOpver(P )[[λ]] and f ∈
C∞(P )[[λ]]. It follows that in zeroth order A0 commutes with all undeformed left multiplications
with functions D ∈ C∞(P ). Hence A0 ∈ C
∞(P ). Moreover, since A0 commutes with all D ∈
DiffOpver(P ) in zeroth order, A0 is constant in fibre directions, i.e. A0 = p
∗a0 for some a0 ∈ C
∞(M).
Since A(D •′ f)− (D •′ f) •a0 = D •
′ (Af − f •a0) and since Af − f •a0 has vanishing zeroth order
we can proceed by induction. 
Remark 4.19 Even though the two algebras are mutual commutants the bimodule is not a Morita
equivalence bimodule. This is not even true on the classical level. However, we will see in Section 6
the relation to Morita theory.
5 Deformation Quantization of Principal Bundles
In this section we will prove Theorem 1.6 and therefore consider deformations of the right module
structures which appear in the special case of principal fibre bundles. As we will see, the general
results for surjective submersions of Section 4 can be applied and even simplified in some parts.
So, in this section, let p : P −→ M be a principal fibre bundle with total space P , basis M ,
structure Lie group G and principal right action r : P ×G −→ P as in the introduction. As usual
we write rg(u) = r(u, g) for u ∈ P and g ∈ G. Now, the undeformed right module structure (4.1)
has the further property of G-invariance,
(5.1) r∗g ◦ ρ0(a) = ρ0(a) ◦ r
∗
g.
Since the aspired deformation should preserve this, we now have to consider the G-invariant differ-
ential operators
(5.2) DiffOp(P )G = {D ∈ DiffOp(P ) | r∗g ◦D = D ◦ r
∗
g ∀g ∈ G}
instead of all differential operators. It is clear that the bimodule structure (2.14) is compatible
with the right action, i.e. DiffOp(P )G is a sub-bimodule. Following our general framework we have
to use the differential Hochschild complex with values in this bimodule DiffOp(P )G.
Due to the properties of a principal fibre bundle, for any p ∈ M there exist an open subset
U ⊂ M with p ∈ U and diffeomorphisms x : M ⊇ U −→ V ⊆ Rn and ϕ : P ⊇ p−1(U) −→ U ×G
with pr1 ◦ϕ = p and ϕ ◦ rg = (idU ×rg) ◦ϕ. Here, rg(h) = hg is the right multiplication with g ∈ G
on G. As before, (U, x) is a chart of M and (p−1(U), ϕ) is a fibre bundle chart of P , respectively.
Again, it is possible to achieve that V ⊆ Rn is convex. Altogether, this leads to the commutative
diagram
(5.3) P
rg
p
p−1(U)
rg
ι
p
ϕ
U ×G
idU ×rg
pr1
x×idG
V ×G
idV ×rg
pr1
M U
ι
U
x
V ⊆ Rn.
Again, every column of this diagram describes a principal fibre bundle with the same structure
group G. Similar to Lemma 4.5 the following statement holds.
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Lemma 5.1 The restriction map, the fibre bundle chart and the chart of M give rise to chain
maps
(5.4) HC•diff(M,DiffOp(P )
G)
HC•diff(U,DiffOp(p
−1(U))G)
∼=
HC•diff(V,DiffOp(V ×G)
G).
The computation of the Hochschild cohomologies HH•diff(V,DiffOp(V × G)
G), now with the
restriction to the G-invariant differential operators with respect to the action idV ×rg of the trivial
principal fibre bundle, can be done in an absolutely analogous way to that for surjective submersions
yielding the same result: in degrees k ≥ 1 the cohomology is trivial. The reason for this are the
following facts:
i.) DiffOpl(V ×G)G ⊂ DiffOpl(V ×G) is a closed subspace for all l ∈ N0 and hence a topological
Hausdorff and complete bimodule itself.
ii.) The differential operators ∂
∂xj
∈ DiffOp1(V ×G)G for j = 1, . . . , n in (4.22) are G-invariant.
Thus,
(5.5) δ−1K :
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G)G) −→
∞⋃
l=0
HomAe(K•−1,DiffOp
l(V ×G)G).
Altogether, we find the following theorem about the Hochschild cohomologies for principal fibre
bundles.
Theorem 5.2 (Hochschild cohomology for principal fibre bundles) Let p : P −→ M be a
principal fibre bundle with structure Lie group G. Then
(5.6) HHkdiff(M,DiffOp(P )
G) =
{
DiffOpver(P )
G for k = 0
{0} for k ≥ 1.
Again, every φ ∈ DiffOpL(M,DiffOpl(P )G) with L = (l1, . . . , lk) ∈ N
k
0, k ≥ 1, and δφ = 0 is of the
form
(5.7) φ = δΘ,
where Θ ∈ DiffOpL˜(M,DiffOpl+1(P )G) and L˜ as in (4.32).
Proof: The proof for k = 0 is again trivial. For k ≥ 1 we choose an atlas {(Uα, xα)}α∈I of
M and an appropriate principal fibre bundle atlas {(p−1(Uα), ϕα)}α∈I of P . Further, let {χα}α∈I
be a partition of unity for M which is subordinate to the open cover {Uα}α∈I , so χα ∈ C
∞(M)
with suppχα ⊆ Uα and
∑
α∈I χα = 1. Now, let φ ∈ HC
k
diff(M,DiffOp(P )
G) be closed, δφ = 0.
There exists an l ∈ N0 and a multi-index L ∈ N
k
0 with φ ∈ DiffOp
L(M,DiffOpl(P )G). The
restrictions φUα ∈ DiffOp
L(Uα,DiffOp
l(p−1(Uα))
G) are closed, too. For them we find Θα ∈
DiffOpL˜(Uα,DiffOp
l+1(p−1(Uα))
G), L˜ ∈ Nk−10 as in (4.32), with δΘα = φUα . The restrictions
Θχα(a1, . . . , ak−1)|p−1(Uα) = χα|Uα ·Θα(a1|Uα , . . . , ak−1|Uα)
and Θχα(a1, . . . , ak−1)|P\p−1(suppχα) = 0 define global elements Θχα ∈ DiffOp
L˜(M,DiffOpl+1(P )G)
which are evidently G-invariant. As in the proof of Theorem 4.13 one shows that Θ =
∑
α∈I Θχα ∈
HCk−1diff (M,DiffOp
l+1(P )) has the correct degrees of differentiation and yields (5.7). 
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Corollary 5.3 Every principal fibre bundle admits a deformation quantization which is unique up
to equivalence.
In order to prove the existence of a deformation quantization which in addition preserves the fi-
bration, we proceed analogously to the general case, only taking care of the additional G-invariance.
We have to choose an always existing G-invariant, torsion-free covariant derivative ∇P respecting
the vertical bundle. The additional requirement of G-invariance means that r∗g∇
P
ZW = ∇
P
r∗gZ
r∗gW
for all vector fields V,W ∈ Γ∞(TP ) and g ∈ G.
Lemma 5.4 Let ∇P be a G-invariant covariant derivative. Then the l-fold symmetrized covariant
derivative is G-invariant for all l ∈ N,
(5.8) r∗g ◦ D
(l)
P = D
(l)
P ◦ r
∗
g.
Lemma 5.5 Let • be a deformation quantization of a principal fibre bundle p : P −→ M with
structure Lie group G. Then there exists a formal series T = id+
∑∞
r=1 λ
rTr of G-invariant
differential operators Tr ∈ DiffOp(P )
G, such that
(5.9) T (p∗a) = 1 • a ∀a ∈ C∞(M).
Proof: According to the proof of Lemma 4.16 the G-invariance of • yields r∗gDr(a) = Dr(a) and
T rs ∈ Γ
∞(HP )G. The G-invariance of ∇P finally proves the assertion. 
Again, such a map T is an equivalence transformation and leads to the following corollary which
concludes the proof of Theorem 1.6.
Corollary 5.6 Every principal fibre bundle admits a deformation quantization which preserves the
fibration.
Since every principal fibre bundle is a surjective submersion, every deformation quantization •
and every decomposition (4.42) lead to a bimodule structure (4.45). As we will see, there exists
a geometrically motivated choice of the decomposition (4.42) such that the derived structures •′
and ⋆′ are G-invariant with respect to the canonical left action of G on DiffOp(P ) induced by r∗g.
Clearly, DiffOpver(P ) is an invariant subspace.
Lemma 5.7 Let p : P −→ M be a surjective submersion and let ∇P be a torsion-free covariant
derivative, which respects the vertical bundle. Then the symbol map
(5.10) σ : DiffOp•(P ) −→ Γ∞(S•TP ) =
∞⊕
l=0
Γ∞(SlTP ),
with respect to ∇P restricts to a vector space isomorphism
(5.11) σ : DiffOpver(P ) −→ Γ
∞(S•V P ) =
∞⊕
l=0
Γ∞(SlV P )
from the vertical differential operators to the vertical symmetric multi-vector fields. If in addition
p : P −→M is a principal fibre bundle and ∇P is G-invariant, then σ is G-equivariant.
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Proof: That (5.10) is an isomorphism is a general consequence of any symbol calculus, confer
Remark 4.7. In the present situation we additionally choose a connection on P and consider the
covariant derivative ∇M of Lemma 4.15. With (4.38) and the Leibniz rule D
(j)
P (fh) =
∑j
s=0 D
(s)
P f ∨
D
(j−s)
P h we find that the property D(f · p
∗a) = D(f) · p∗a of vertical differential operators D =∑l
j=0DTj ∈ DiffOpver
l(P ) is equivalent to Tj ∈ Γ
∞(SjV P ) for all j = 0, . . . , l. Due to Lemma 5.4,
G-invariance of ∇P finally leads to r∗g ◦DTj = D(rg)∗Tj ◦ r
∗
g for all g ∈ G and j = 0, . . . , l. 
The choice of a principal connection, i.e. a G-invariant decomposition TP = V P ⊕ HP with
T rgHP = HP , gives rise to a G-invariant decomposition
(5.12) Γ∞(S•TP ) = Γ∞(S•V P )⊕ Γ∞(S•V P ),
where Γ∞(S•V P ) is the complementary vector space of Γ∞(S•V P ) induced by TP = V P⊕HP . Us-
ing the symbol map of Lemma 5.7 with respect to a G-invariant covariant derivative, DiffOpver(P ) =
σ−1(Γ∞(S•V P )) is a vector space which leads to a particular decomposition (4.42)
(5.13) DiffOp(P ) = DiffOpver(P )⊕DiffOpver(P ).
Due to G-equivariance of σ this decomposition is G-invariant, too. Obviously, (5.13) depends on
the choices of the principal connection and the covariant derivative. Altogether, this leads to the
final theorem of this section.
Theorem 5.8 Let p : P −→ M be a principal fibre bundle with structure Lie group G and let •
be a deformation quantization with respect to a star product ⋆ on M . Then there exists a bimodule
structure
(5.14) (DiffOpver(P )[[λ]],⋆′)(•
′, C∞(P )[[λ]], •)(C∞(M)[[λ]],⋆)
as in (4.45) with the further property that ⋆′ and •′ are G-invariant, i.e.
(5.15) r∗g(A ⋆
′ B) = (r∗gA) ⋆
′ (r∗gB),
(5.16) r∗g(A •
′ f) = (r∗gA) •
′ (r∗gf)
for all A,B ∈ DiffOpver(P )[[λ]], f ∈ C
∞(P )[[λ]] and g ∈ G. Moreover, ⋆′ is unique up to G-
equivariant equivalence and the algebras in (5.14) are mutual commutants.
Proof: Regarding the recursive construction of ρ′ = id+
∑∞
r=1 λ
rρ′r from Proposition 2.4 an
induction shows that ρ′ is G-invariant: indeed, the G-invariance of • and r∗g(δD(a)) = δ(r
∗
gD)(a)
for all D ∈ DiffOp(P ) and a ∈ C∞(M) show that for all A ∈ DiffOpver(P ) and r ≥ 1 the element
r∗gρ
′
r(A) satisfies the same defining equation as ρ
′
r(r
∗
gA). With the G-invariance of the decomposition
(5.13) these elements are equal by uniqueness. Thus we have theG-invariance of ρ′ and (5.16) follows
directly. By definition, this implies (5.15). The uniqueness of ⋆′ up to G-equivariant equivalence is
also clear as •′ establishes a G-equivariant isomorphism to the commutant of (C∞(M)[[λ]], ⋆). 
Remark 5.9 From this point of view one can now understand the results of [32] in a more geometric
way, independent of the concrete model of the noncommutative gauge theory: For two infinitesimal
classical gauge transformations ξ, η ∈ gau(P ) = Γ∞(V P ) ⊆ DiffOp1ver(P ) the deformed action gives
(5.17) ξ •′ (η •′ f)− η •′ (ξ •′ f) = (ξ ⋆′ η − η ⋆′ ξ) •′ f = L[ξ,η] f + · · · ,
where in general the higher order contributions are nontrivial. The Lie algebra of infinitesimal
gauge transformations gau(P ) is in general no longer a Lie subalgebra of (DiffOpver(P )[[λ]], ⋆
′)
with respect to the ⋆′-commutator. This was observed in [32] on the level of associated vector
bundles for particular situations.
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6 Associated Vector Bundles
The construction of associated vector bundles is one of the most important features of principal
fibre bundles. The present section shows that our Definition 1.4 of a deformation quantization of
principal fibre bundles naturally leads to a deformation quantization of associated vector bundles.
Deformation quantization of vector bundles p : E −→ M is already established and can be
put down to deformation quantization of finitely generated projective modules, since the sections
Γ∞(E) are such a right module over C∞(M). The well-known definitions and results can all be
found in [13] and [43]. Altogether, one considers the deformed bimodule
(6.1) (Γ∞(End(E))[[λ]],⋆′
E
)(•
′
E ,Γ
∞(E)[[λ]], •)(C∞(M)[[λ]],⋆),
where the right module structure itself is defined as a deformation quantization of the vector bundle
E. It is known, confer [43], Thm. 1, that for a given star product ⋆ the deformed bimodule structures
•′E , • and the algebra structure ⋆
′
E are unique up to equivalence and that the two deformed algebras
(Γ∞(End(E))[[λ]], ⋆′E ) and (C
∞(M)[[λ]], ⋆) are mutual commutants.
In the following we use some basic facts about the geometry of associated vector bundles which
for example can be found in detail in [37]. Let p : P −→M be a principal fibre bundle with structure
Lie group G. The associated vector bundle with respect to a representation π : G −→ End(V ) of
G on a finite dimensional vector space V over C from the left is denoted by P ×G V . All results of
this section are based on the well-known isomorphism
(6.2) Γ∞(P ×G V ) ∼= (C
∞(P )⊗ V )G
between the smooth sections of the associated bundle and the G-invariant V -valued functions on
P with respect to the left action r∗g ⊗ π(g) on C
∞(P )⊗ V . Together with the according left action
on the algebra DiffOp(P )⊗ End(V ) one finds the following lemma.
Lemma 6.1 The G-invariant bimodule structure
(6.3) (DiffOpver(P )[[λ]],⋆′)(•
′, C∞(P )[[λ]], •)(C∞(M)[[λ]],⋆)
of Theorem 5.8 yields a bimodule structure
(6.4) ((DiffOpver(P )⊗End(V ))G[[λ]],⋆′)(•
′, (C∞(P )⊗ V )G[[λ]], •)(C∞(M)[[λ]],⋆).
Proof: With the obvious new structures theG-invariance of ⋆′, •′ and • ensures that the considered
G-invariant elements form a sub-algebra and a sub-bimodule. 
Using the isomorphism (6.2), the right module structure of (6.4) directly leads to a deformation
quantization of the associated vector bundle.
Theorem 6.2 (Deformation quantization of associated vector bundles) Let • be a defor-
mation quantization of a principal fibre bundle. Then, by (6.4), every associated vector bundle
inherits a deformation quantization in the sense of [13].
Since (6.4) is a bimodule structure, the algebra ((DiffOpver(P )⊗End(V ))
G[[λ]], ⋆′) can be related
to the commutant of the deformed vector bundle. To this end we first recall that P ×G End(V ) ∼=
End(P ×G V ), where End(P ×G V ) is the bundle of endomorphisms of P ×G V . One gets
(6.5) (C∞(P )⊗ End(V ))G ∼= Γ∞(End(P ×G V ))
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and with (6.2) the action of f ⊗ L ∈ (C∞(P ) ⊗ End(V ))G on h ⊗ w ∈ (C∞(P ) ⊗ V )G is given by
(f ⊗ L)(h⊗ w) = fh⊗ L(w). In analogy to that one defines the map
(6.6) ψ : (DiffOpver(P )⊗ End(V ))
G −→ Γ∞(End(P ×G V ))
via (A⊗ L)(h⊗ w) = A(h)⊗ L(w). By (6.5) ψ is surjective. Altogether we have the commutative
diagram
(6.7) (C∞(P )⊗ End(V ))G
∼=
(DiffOpver(P )⊗ End(V ))
G
ψ
Γ∞(End(P ×G V )).
With these arrangements we can investigate the commutant of the deformed associated vector
bundle. By (6.4), for every element D ∈ (DiffOpver(P ) ⊗ End(V ))
G[[λ]] there exists a unique
element φ(D) ∈ EndC∞(M)[[λ]](Γ
∞(P ×G V )[[λ]], •) in the commutant with D •
′ s = φ(D)s for all
s ∈ Γ∞(P ×G V )[[λ]].
Lemma 6.3 The map
(6.8) φ : (DiffOpver(P )⊗ End(V ))
G[[λ]] −→ EndC∞(M)[[λ]](Γ
∞(P ×G V )[[λ]], •)
is surjective.
Proof: Let K =
∑∞
r=0 λ
rKr ∈ EndC∞(M)[[λ]](Γ
∞(P ×G V )[[λ]], •). By definition, it is clear that
K0 ∈ Γ
∞(End(P ×G V )). With (6.6) there exists an element D0 ∈ (DiffOpver(P )⊗ End(V ))
G with
K0 = ψ(D0). With φ(D0) =
∑∞
r=0 λ
rφ(D0)r it follows that ψ(D0) = φ(D0)0. Thus, the element
K − φ(D0) =
∑∞
r=1 λ
rK
(1)
r of the commutant begins in order λ. Due to the C[[λ]]-linearity of φ,
iteration proves the lemma. 
By the results of [43], the commutant EndC∞(M)[[λ]](Γ
∞(P ×G V )[[λ]], •) is isomorphic to
Γ∞(End(P ×G V ))[[λ]] and we immediately get the following theorem.
Theorem 6.4 Let • denote a deformation quantization of a principal fibre bundle as well as the
induced deformation quantization of an associated vector bundle E = P ×G V . Then, for all
structures ⋆′E and •
′
E as in (6.1) there exists a surjective algebra homomorphism
(6.9) φ : ((DiffOpver(P )⊗ End(V ))
G[[λ]], ⋆′) −→ (Γ∞(End(E))[[λ]], ⋆′E )
such that
(6.10) D •′ s = φ(D) •′E s
for all D ∈ (DiffOpver(P )⊗ End(V ))
G[[λ]] and s ∈ Γ∞(E)[[λ]].
We conclude this section with a few remarks on aspects concerning Morita theory. It is well
known that classically Γ∞(E) provides a Morita equivalence bimodule between the algebras C∞(M)
and Γ∞(End(E)), provided E has non-zero fibres. The corresponding deformed bimodule (6.1) is
still a Morita equivalence bimodule, see the discussions in [12, 13, 15], where also a strong version
of Morita equivalence including the ∗-algebra aspects is discussed.
From this point of view, Theorem 6.4 says that all the Morita equivalent algebras of the form
(Γ∞(End(E))[[λ]], ⋆′E ) are obtained from (DiffOpver(P ) ⊗ End(V ))
G[[λ]], ⋆′). Motivated by the di-
agram (6.7), one can now ask the following question: Is (C∞(P ) ⊗ End(V ))G deformed into a
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subalgebra of (DiffOpver(P )⊗ End(V ))
G[[λ]], ⋆′) such that under the map φ it becomes isomorphic
to (Γ∞(End(E))[[λ]], ⋆′E )? Classically, this is clearly the case, but for the deformed situation there
are obstructions: we call the principal bundle P sufficiently non-trivial if there exists at least one
non-trivial representation π of G on C such that the line bundle L = P×GC over M has non-trivial
first Chern class c1(L) ∈ H
2
dR
(M,C). Here we have to use the image of the topologically defined
Chern class in the deRham cohomology, i.e. possible torsion effects may be lost.
Theorem 6.5 Assume that the principal bundle P is sufficiently non-trivial and ⋆ is a symplectic
star product. Then there exists no deformation ⋆′M of C
∞(M) with an algebra homomorphism
(6.11) Φ :
(
C∞(M)[[λ]], ⋆′M
)
−→
(
DiffOpver(P )
G[[λ]], ⋆′
)
with Φ = p∗ +
∑∞
r=1 λ
rΦr.
Proof: Assume that such a star product ⋆′M and a corresponding homomorphism Φ exist. Then
(C∞(M)[[λ]], ⋆′M ) would act from the left on the section Γ
∞(E)[[λ]] for any associated bundle
according to Theorem 6.4. Moreover, this left module structure deforms the classical action as
all the maps Φ and φ in zeroth order combine to the classical left multiplication of sections of E
with functions. Applying this to the case of a line bundle L we know from [14], Thm. 1, that ⋆′M
necessarily quantizes the same (symplectic) Poisson bracket and that the relative class, see [27], of
⋆ and ⋆′M is given by t(⋆
′
M , ⋆) = 2πic1(L). This has to be valid for all line bundles obtained from
association. Thus if there exists a line bundle L with non-trivial first Chern class, the star products
⋆′M and ⋆ are in-equivalent. Conversely, one always has the trivial representation of G resulting in
the trivial line bundle L =M ×C, from which we conclude that the relative class vanishes, i.e. ⋆′M
and ⋆ are equivalent. This is a contradiction. 
Example 6.6 Again, the Hopf fibration S3 −→ S2 provides an example for a sufficiently non-
trivial principal bundle. The U(1)-representations (eiφ, z) 7→ eniφz for n ∈ Z are all non-isomorphic
and yield non-isomorphic line bundles Ln. In fact, Ln = L
⊗n
1 for n ≥ 1 and L−1 = L
∗
1. The Chern
classes are c1(Ln) = nc1(L1) 6= 0 for n 6= 0.
This theorem can also be seen as a refined version of the obstruction for deforming p∗ into an
algebra homomorphism as discussed in the introduction. In fact, Theorem 6.5 gives an obstruction
for a bimodule structure on C∞(P )[[λ]] with respect to possibly two different star products ⋆ and
⋆′M .
Corollary 6.7 Let p : P −→ M be a sufficiently non-trivial principal bundle over a symplectic
manifold M and let ⋆ be a symplectic star product on M . Then there exists no deformation of p∗
into a G-invariant bimodule structure with respect to ⋆.
Proof: Indeed, such a bimodule structure would first give a G-invariant right module structure
which is unique up to equivalence. Then the left module structure gives an algebra homomorphism
into the deformed vertical differential operators which is G-equivariant. Thus the image is in
(DiffOpver(P )
G[[λ]], ⋆′) which is not possible by Theorem 6.5. 
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