Abstract. This paper presents the method of significantly improving conventional Bayesian statistical text classifier by incorporating accelerated EM (Expectation Maximization) algorithm. EM algorithm experiences a slow convergence and performance degrade in its iterative process, especially when real textual documents do not follow EM's assumptions. We propose a new accelerated EM algorithm that is simple yet has a fast convergence speed and allow to estimate a more accurate classification model on Bayesian text classifier.
Introduction
One of most important difficulties in machine-learning based classification algorithms is that they require sufficiently large number of labelled training examples to build an accurate classification model. Assigning class labels to unlabelled documents should be performed by human labeller, which is a highly time-consuming and expensive task. To resolve such a problem, active learning approach was proposed in which the learner can actively choose the training documents from a pool of unlabelled documents [1] . As another solution, EM (Expectation Maximization) algorithm has been evaluated to be a practical and excellent solution to the problem of lack of training examples in text classification systems [6] . EM algorithm is an iterative method for finding maximum likelihood in problems with incomplete (or unlabelled) data. EM algorithm allows to learn more accurate text classifiers from only a few labelled examples by augmenting the labelled documents with a large pool of unlabelled documents.
However, the basic EM algorithm has the following several limitations. First, when the number of labelled documents is already large enough to obtain reasonably good classification model parameters, unlabelled data do not contribute to achieve better performance any longer and even often spoil well developed classification model. Secondly, the convergence of the EM algorithm can be quite slow when the proportion of unlabelled data is high. Lastly, EM is sensitive to initial starting condition and its model parameters converge to one of numerous local optimum.
In order to overcome the above drawbacks, this paper presents a modified EM technique with automatically augmenting training documents in the framework of Bayesian text classifier. The rationale behind the technique is that class labels of particular unlabelled documents can be reliably determined only if the documents can be recognized not to be uncertain of their classification.
Preliminaries

Statistical Formal Framework for Text Classification
For our classifier, we adopted Naïve Bayes (NB) learning method because this learning method is a simple yet surprisingly accurate technique and it has been used in many text classification projects [2] . Learning a Naïve Bayes text classifier consists of estimating the parameters of generative model by using a set of labelled training data. The estimated classification model is composed of two parameter: the word probability estimatesθ w|c , and the class prior probabilitiesθ c ; that is, classification modelθ NB = {θ w|c ,θ c }. Each parameter can be estimated according to maximum a posteriori (MAP) hypothesis.
For classifying a given document, Naïve Bayes learning method estimates the posterior probability of a class via Bayes' rule; that is, P (c j |d i ) =
, where P (c j ) is the class prior probability that any random document from the document collection belongs to the class c j , P (d i |c j ) is the probability that a randomly chosen document from documents in the class c j is the document d i , and P (d i ) is the probability that a randomly chosen document from the whole collection is the document d i . The document d i is then assigned to a class argmax cj ∈C P (c j |d i ) with the most posterior. Here, the document d i is represented by a bag of words (w i1 , w i2 , · · · , w i|di| ) where multiple occurrences of words are preserved. the Naïve Bayes classifier is based on the simplifying assumption that the terms in a document are mutually independent and the probability of term occurrence is independent of position within the document. This assumption results in the classification func-
To generate this classification function, P (c j ) can be simply estimated by counting the frequency with which each class value c j occurs in a set of the training documents D tl , where P (c j |d i ) ∈ {0, 1}, given by the class label. That is,
. As for P (w ik |c j ), its maximum likelihood estimate using Laplace's law of succession [5] 
where tf cj (w) is the number of occurrences of the word w in the class c j and V denotes the set of significant words extracted from the training documents.
Most machine learning methods including Naïve Bayes assumes the existence of good quality documents for training. However, this assumption is not effective 
in real world operational environments. Thus, how to obtain training examples has become an important issue in practically developing a text classifier. In this regard, EM algorithm is a very successful solution to the problem of difficulty of obtaining training documents. In particular, Naïve Bayes in combination with EM algorithm dramatically improved overall accuracy of text classification with only a few labelled training examples [6] .
Basic EM Algorithm
EM algorithm is the semi-supervised learning in which classifiers can be more precisely learned by augmenting a few labelled training data with many unlabelled data. This can be seen as a form of clustering algorithm that clusters the unlabelled data around the labelled data, even though probabilistic membership is used. Table 1 shows the basic procedure of EM algorithm. As mentioned before, learning Naïve Bayes classifier corresponds to calculating a maximum a posteriori estimate of θ given a set of training examples
. Initially, the model parametersθ w|c ,θ c are estimated from only the labelled training documents D tl . Then in E-step, learner module assigns probabilistic class label, P (c j |d i ), to each of unlabelled documents d i ∈ D tu with the current estimated parametersθ. In M-step, a new MAP estimate for the parametersθ, using the current estimates for P (c j |d i ). The algorithm iterates over the E-step and M-step until it converges to a stationary point whereθ does not change from one iteration to the next. As shown in [4] , at each iteration, EM process is guaranteed to find model parameters that have equal or higher likelihood than at the previous iteration.
This algorithm contributes to dramatically improve the accuracy of text classifier even though there are a small number of labelled training examples. In [6] , to obtain 70% accuracy of text classifier, the Naïve Bayes requires 2,000 training examples whereas the Naïve Bayes combined with EM only requires about 600 training examples. However, when the number of labelled documents is already large enough to obtain reasonably good classification model parameters, unlabelled data do not contribute to achieve better performance any longer and even often spoil well developed classification model parameters. Also, the convergence of the EM algorithm can be quite slow when the proportion of unlabelled data is relatively high. Furthermore, EM is sensitive to initial starting condition and thus its model parameters converge to one of numerous local optimum.
The Proposed Method
Basic Idea
In the context of EM algorithm, the only significant effect of the labelled data is to initialize the classification parameters that determines EM's starting point for hill-climbing [4] . In general, the expected model estimation error |θ −θ| converges to zero at a rate proportional to
, where θ is a true model,θ is an estimated model, and |D tl | is the number of training documents. In basic EM algorithm, the set of unlabelled documents does not change even though the algorithm estimates probabilistic class label of unlabelled documents. However, over EM iteration, if we provide additional labelled documents in E-step, then we can expect that the rate of convergence of the estimation error is accelerated. The problem is how to isolate the best candidate training examples from the unlabelled data. Since labelling requires human effort, we consider the method of sampling candidates for training examples among the unlabelled documents. In this paper, the sampling process is performed based on classification uncertainty, which is the degree of uncertainty in the classification of the example with respect to the current model derived from given training examples. Whenever the model parameters remain unchanged after sufficient number of EM iterations, we carefully incorporate some best classified documents from the unlabelled documents into the set of labelled documents. 
Selective Sampling of Candidate Training Documents
As we have already seen, Naïve Bayes learning method develops the probability distribution over words W for each given class c (i.e., P (W |c)) that accounts for the concept of that class. In this regard, if a document's classification is uncertain under the current model, we can say that the word distribution for its correct class is still not well developed for classification. In such case, the probability distribution over words occurring in the input document for its correct class is similar (or near) to those of other classes. From this, we find that the classification uncertainty can be determined by measuring the distances between the word distributions learned. Now, we propose an uncertainty measure based on the Kullback-Leibler (KL) divergence, which is a standard information-theoretic measure of distance between two probability mass functions. For a document d, its KL divergence between the word distributions induced by the two classes c i and c j ,
Its classification uncertainty CU (d) is defined as follows:
where |C| denotes the total number of the existing classes. Note that the value of KLdist d (·) is measured, not over all words but over only those words belonging to a categorized document d. Figure 1 shows that the documents with high uncertainty of classification are likely to be incorrectly categorized. In this figure, the horizontal axis has ticks for the values of CU (·) in ascending order and the bars denote the ratio of correctly categorized documents to incorrectly categorized documents. As the value of CU (·) becomes larger, incorrectly categorized documents become more common than correctly categorized documents. This empirical result implies that class labels of particular unlabelled documents can be reliably determined only if the documents can be recognized not to be uncertain of their classification.
Building Naïve Bayes Classifier with Modified EM Algorithm
Based on the above discussion, we firt apply one EM step with the given trained data sets, and then it draws candidate training data from a large pool of unlabelled data with currently estimated model. Table 2 shows a modification of the basic EM algorithm. When the model parameters remain unchanged after sufficient number of EM iterations, we begin augmenting the labelled documents through selective sampling. Thus, before starting EM steps, the algorithm checks whether the current classification model improves than the previous iteration. If the model does not improve, then the switch variable named Augment is assigned to TRUE, else it is assigned to FALSE (See lines (4)- (5)). When the augmentation is allowed, the best probable documents are picked up from the set of documents D tc that probabilistic class labels are allocated to D tu (See line (9)). The selected document is then checked whether its classification uncertainty is larger than a given threshold value (See line (10)). After the training documents are sufficiently augmented, the uncertainty value of the best candidate document is lower than the threshold value. Then, EM process stops and generates a final classification model. To determine whether current estimated model improves or not, we use the following formula that was given in [6] .
where z ij is an entry member of binary indicator variable Z i =< z i1 , · · · , z i|C| >, and z ij = 1 iff the class label of d i is c j else z ij = 0.
Experimental Results
To evaluate the proposed method, we used the Reuters-21578 collection [7] . As a feature selection method, we used a document frequency (DF)-based method. According to DF-based feature selection, the lowest frequency of occurrence in a corpus is not helpful to document clustering (or classification) [8] . Thus, after removing the stopwords, we chose the 3,000 top-ranked most frequent words to favor words with a higher DF value. In our experiment, the simulation results are discussed with respect to the categorization accuracy, which is the proportion of categorizations that are correct. Figure 2 shows the changes in F1-measure from varying the size of the labelled documents |D tl | for the basic EM and the proposed EM algorithm. As shown in 
ŴƊƊ ƈƊ
Ūũũũş ''ƈƉƌ'ƌƋşƋ Ɗ 'ƌ' şŧŴŸ%# Ŭũũũş ''ƈƉƌ'ƌƋşƋ Ɗ 'ƌ' şŧŴŸ%# Ůũũũş ''ƈƉƌ'ƌƋşƋ Ɗ 'ƌ' şŧŴŸ%# Fig. 3 . Changes in F1-measure from varying the value of threshold for selecting candidate training examples [6] , the basic EM algorithm improves Naïve Bayes classifier compared to when not providing the unlabelled documents. However, when sufficient number of labelled documents are already given, the unlabelled documents do not help to enhance classification model, as shown in Figure 2 . When the size of D tl approaches to 500, unlabelled documents do not contribute to obtain good model parameters no longer. In contrast, the proposed algorithm allows the classifier to more precisely classify the given unknown documents although sufficient number of labelled documents are already given. In addition, regardless of the number of labelled training examples, the proposed algorithm outperforms the basic EM algorithm. This experimental result proves that candidate training examples selected from unlabelled documents are given their corresponding true class label.
As stated before, one of the most important things that determine the performance of classifiers is the threshold value of classification uncertainty by which the candidate training examples are selected. Figure 3 presents changes in F1-measure from varying the value of threshold for selecting candidate training examples. In this figure, we have observed that an appropriate value of threshold should be selected for effective model estimation, For example, in case of 3000 unlabelled documents (AEM), the method shows the best performance when the value of threshold is 0.0006. Too smaller value cannot obtain additional candidate training examples well enough to recognize best (or near best) classification model. In contrast, if too many unlabelled documents are selected as labelled documents, wrongly classified documents with relatively large uncertainty value can weaken classification model estimated with other truly classified document.
Summary
We propose a new accelerated EM algorithm on Naïve Bayes text classifier to resolve the problem of difficulty of obtaining training documents. The Naïve Bayes categorizer with EM process is further enhanced by selecting optimal training examples, based on the proposed KL distance based uncertainty measure fit for the Naïve Bayes learning method. The key point is to select best training documents from a given pool of unlabelled documents. The proposed EM technique with selective sampling of training documents can be used as a practical solution for operational text classification systems that requires continuous update of classification models.
