Initial position estimation in global maps, which is a prerequisite for accurate localization, plays a critical role in mobile robot navigation tasks. Global positioning system signals often become unreliable in disaster sites or indoor areas, which require other localization methods to help the robot in searching and rescuing. Many visual-based approaches focus on estimating a robot's position within prior maps acquired with cameras. In contrast to conventional methods that need a coarse estimation of initial position to precisely localize a camera in a given map, we propose a novel approach that estimates the initial position of a monocular camera within a given 3D light detection and ranging map using a convolutional neural network with no retraining is required. It enables a mobile robot to estimate a coarse position of itself in 3D maps with only a monocular camera. The key idea of our work is to use depth information as intermediate data to retrieve a camera image in immense point clouds. We employ an unsupervised learning framework to predict the depth from a single image. Then we use a pretrained convolutional neural network model to generate depth image descriptors to construct representations of the places. We retrieve the position by computing similarity scores between the current depth image and the depth images projected from the 3D maps. Experiments on the publicly available KITTI data sets have demonstrated the efficiency and feasibility of the presented algorithm.
Introductions
Localization is an essential ability for mobile robot systems such as self-driving cars. It is the prerequisite for autonomous navigation of such robots. 1,2 While global positioning system (GPS) signals can provide position estimates at a global scale, it suffers from substantial errors in urban canyons and does not provide sufficiently accurate estimates indoors. 3 An effective approach to mobile robot localization is to match sensor data against a previously acquired map. Today, map providers already capture 3D light detection and ranging (LiDAR) data to build large-scale maps. LiDARs provide accurate range measurements in point cloud data type but are typically expensive and bulky. Meanwhile, monocular cameras are low-cost, lightweight, and widely available, but do not directly provide range information. Using a LiDAR for mapping and a monocular camera for localization exploits the advantages of both sensors.
However, correlational studies are not aiming for global localization, and they need a rough estimate of the initial position in the map to perform a precise localization. 4 Initial position estimation, which is usually gained by GPS, is generally given as a prior information in tracking tasks of a full six-degree-of-freedom (6-DoF) camera pose. Initial position estimation is similar to place recognition in the field of computer vision, and it aims at locating a mobile robot in a larger scale environment.
In this article, we present a method to estimate the initial position of a camera within a given 3D LiDAR map using a convolutional neural network (CNN). It enables a mobile robot to estimate a coarse position of itself in 3D maps with only a monocular camera and no GPS assistance. The key idea of our work is to use depth information as intermediate data to retrieve a camera image in point clouds. With a satisfying result of predicting the depth information from the single camera image, it is possible to match such depth information from the camera with the depth projected from the LiDAR map by computing similarities of the two depth images.
We employ an unsupervised learning framework to predict the depth from a single image. Meanwhile, we make a set of depth images projected from the given point clouds maps, whose positions are already known. Then we use a pretrained CNN model to generate the representations of the depth images. We retrieve the position by computing similarity scores between the current depth image and the depth images projected from the 3D maps. The overview of the proposed method is shown in Figure 1 . Experiments on the publicly available KITTI data sets have demonstrated the efficiency and feasibility of the presented algorithm.
In summary, we propose a coarse estimation of initial position of a monocular camera in 3D LiDAR maps. Our contributions can be summarized as follows:
We design a coarse initial position estimation method of a monocular camera in 3D LiDAR map with no prior localization information in a largescale environment. We solve the multimodal data-retrieving problem by using depth information as intermediate data. We use an unsupervised learning network to get the depth of a monocular image, and then match it to the depth map of the point cloud projection by a CNN model. Our method is versatile with no retraining of the network in different scenarios.
Related work
Visual localization has received great attention in computer vision. However, it still remains a challenging problem. It can be categorized into initial position estimation and precise localization.
Initial position estimation is similar to place recognition. Given a query image and a set of database images, the approaches retrieve the closest place in the map by leveraging different feature matching strategies. Most of the state-of-the-art place recognition algorithms take advantage of Bag-of-Visual-Words (BoVW) 5-7 model, which is applied to image classification initially. BoVW model clusters the feature descriptors, such as scale-invariant feature transform or speeded up robust features, 8, 9 using a large number of images, and produces a dictionary that contains many "words," and a word can be considered as a representative of several similar features. When a new image comes, the feature descriptors are computed, and the image is represented based on whether the features occur in the dictionary. However, BoVW-based approaches have several drawbacks because they usually rely on traditional features. Some features are invariant toward illumination or scale but complex in computing while others may be efficiency but less distinctive, they may fail when there are significant variations in appearance between images.
Due to the enormous development of CNNs and deep learning, 10-12 a recent trend in autonomous robots is to exploit learned features instead of traditional handcrafted features to tackle visual problems. CNN has been used to achieve excellent performance on a variety of tasks, such as image classification 13 and image retrieval. 14 Since place recognition is substantially similar to image classification and image retrieval (the critical step of these problems are all obtaining good representations for images), it is reasonable to expect that CNN features can be used to detect loops for visual short for simultaneous localization and mapping (SLAM) systems. Chen et al. 15 presented a method using features learned by CNN models with spatial and sequential filter. The method outperformed most traditional handcrafted features-based techniques. Arandjelovic et al. 16 designed a new CNN architecture to tackle large-scale place recognition problem. The model was trained in an end-to-end manner, and results showed that their representations significantly outperformed off-the-shelf CNN features on two particular data sets. All these methods are proposed to solve the initial position estimation problem based on camera images, not focusing on large-scale initial position estimation based on heterogeneous data.
For precise localization of a robot, it need a coarse estimation of initial position. With range scanning devices becoming standard equipment in mobile robotics, a large number of research have been done on exploiting the 3D LiDAR data in robotic tasks including localization, mapping, and object detection. 17 Feng et al. 18 proposed a 2D-3D data match method, 2D3D-MatchNet, which is an end-to-end deep network architecture to jointly learn the descriptors for 2D and 3D keypoint from image and point cloud. It is able to directly match and establish 2D-3D correspondences from the query image and 3D point cloud reference map for visual pose estimation and other recognition applications.
Some studies focus on precisely localizing a camera in LiDAR maps, which concentrate on solving the differences between camera data and LiDAR data. 19, 20 Stewart and Newman 21 used minimized normalized information distance for matching the camera and LiDAR intensities. Wolcott and Eustice 22 used LiDAR reflectance images, and matched them to a camera intensity image to seek the maximum normalized mutual information. Naseer and Burgard 23 proposed a metric monocular localization using CNNs in an end-to-end fashion. It was focusing on localization of a camera in a local place like hospital and church, and was not suitable for city scale pose regression. Another work of tracking 6-DoF camera pose, CMRNet 24 , need an initial estimate from a global navigation satellite system device. For precisely tracking, it compared RGB images and a synthesized depth image projected from a LiDAR map. Our previous work 25 tracked a 6-DoF pose of a monocular camera within a LiDAR map by matching sparse camera point clouds acquired from direct sparse odometry (DSO-SLAM) with an a priori LiDAR map to find corresponding points. This work is also in need of a coarse estimation of initial position as a prior information.
Although these methods had satisfying results in localization problem among multimodal sensor data, they were merely suitable for local localization with a coarse estimation of initial position needed. The robot has to recognize the initial position before performing a precise localization. In this article, we use a CNN model to estimate the coarse initial position of a robot in a large-scale environment. We process the 3D point cloud map into a set of depth images with position tag and try to retrieve a monocular camera image in it.
Proposed method
In this section, we present in detail our method to construct, train, and utilize a novel CNN for estimating the initial rough position of a monocular camera within a largescale 3D LiDAR map. The given map can cover entire neighborhoods or even entire city, with numerical range reaching tens of kilometers.
We employ an unsupervised learning framework to predict the depth from a single camera image. On the other hand, we project the 3D LiDAR map into a set of depth images with ground-truth position. Then we use a pretrained CNN model to generate depth image descriptors to construct representations of the places, which are highdimensional vectors. After that, we define similarity score based on the processed vectors and retrieve the position by computing similarity score between current depth image and the depth map set.
Single image depth prediction
There are some recent significant works on unsupervised training of single image depth prediction. 26 Zhou et al. 27 introduce joint unsupervised learning of ego-motion and depth from multiple unlabeled frames. It performs comparably with supervised methods that use either ground-truth pose or depth for training. Ranjan et al. 28 exploit consistency between depth and optical flow to improve performance. Inspired by the framework in the literature, 27 we use an end-to-end learning pipeline that utilizes the task of view synthesis for the supervision of single-view depth. Our method uses single-view depth and multi-view pose constraints, with a loss based on warping nearby views to the target using the computed depth and pose. The framework is shown in Figure 2 .
We adopt the DispNet 29 as depth network with multiscale side predictions. The structure of the network is shown in Figure 3 , it is a typical encoder-decoder architecture. The width and height of each rectangular block indicate the output channels and the spatial dimension of the feature map at the corresponding layer, respectively. The kernel size is 3 for all the layers except for the first four conv layers with 7, 7, 5, 5, respectively, and the number of output channels for the first conv layer is 32.
All conv layers are followed by rectified linear unit (ReLU) activation except for the last two layers, where we use a ¼ 10 and b ¼ 0:1 in the activation function
This constrains the predicted depth to be always positive within a reasonable range.
As for pose constraints, it estimates the relative poses between the current view and each of the other view based on optical flow constraints. The projection loss is defined as the loss function to train the CNN. For training image sequence < I 1 ; . . . ; I N >, the loss function is
The framework can be trained simply using sequences of images with no manual labeling ground-truth depth.
Depth images from point cloud projections
Now we have the depth information of the camera image. To correlate the depth of the camera with the 3D point cloud map, we divide and project the 3D point cloud map into a set of depth images.
The 3D point cloud map was divided along the road into a collection of small complementary point cloud areas.
Since the scenario of our study is position estimation of unmanned vehicles and other ground robots, we project the divided point cloud map into a virtual image plane, positioned at the initial guess of the camera pose that perpendicular to the robot's motion. That is, if the robot moves along the X axis, the 3D point cloud needs to be projected onto the plane formed by the Y-Z axis.
We use Point Cloud Library to project the points onto a plane model. The parametric model is given through a set of coefficients. For plane model, the coefficients equation should be
In the urban environment, the map would be projected vertically to the road. In that case, the 3D map can be preprocessed offline to reduce the time of online calculation and improve the processing speed. Otherwise, in a roadless environment, map projection needs to know the robot's motion direction and project the map onto a plane perpendicular to the robot's motion direction. The motion can be learned by optical flow constrains in sequential images as described in single depth prediction. We define the depth sets projected from the 3D point cloud map aŝ Since the given map initially has accurate location information, each of the processed depth images is marked with a corresponding position label for subsequent estimation.
CNN-based depth feature representation
To match the depth information of the camera image and the point cloud, we propose a pretrained CNN to calculate the whole depth image-level representations. We use a publicly available pretrained CNN called OverFeat, 30 which has been released as a feature extractor to provide powerful features for computer vision research. Figure 4 illustrates the architecture of the network, which consists of convolutional, max-pooling, and fully connected layers. For different convolutional layers, each contain 96-1024 kernels of size 3 Â 3 to 7 Â 7. ReLU 31 is used as a nonlinear activation function and max-pooling layers are used to build robustness to intra-class deformations with 3 Â 3 to 5 Â 5 kernels. We detail the architecture sizes in Table 1 . Each image is divided to 256 Â 256 pixels so that the smallest dimension is 256 pixels. We then extract five random crops (and their horizontal flips) of size 221 Â 221 pixels and present these to the network.
To improve the power of representing images, we perform principal components analysis (PCA) 32 to the output vector. In PCA, we find the directions in the data with the most variation, that is, the eigenvectors corresponding to the largest eigenvalues of the covariance matrix, and project the data onto these directions. By doing so, we project those high-dimension features into a lower-dimensional space, which makes the detecting process more efficient and more accurate. In this work, we reduce the dimensionality of feature from 4096 to 500.
Similarity score
The crucial part of the position estimation problem is the estimation of the similarity between the depth images. For this purpose, we calculate the distance between CNN feature vectors of different depth images and define the similarity score for pairwise images. We use the Euclidean distance of vectors to measure the similarity between depth images.
For the final CNN feature vectors V D i 2 R 500 of input depth image D i , we normalize the vectors and calculate the Euclidean distance as follows
where dði; jÞ is the distance between image D i and D j , and k k 2 is the ' 2 -norm of the vector. Hence, if depth image D i and D j have a higher similarity, the dði; jÞ will be smaller. Then we define the similarity score between depth images as
Larger values indicate higher similarity scores, and they are more likely to be the same position for the corresponding depth images and vice versa. By calculating the similarity score of the current camera depth D i and the depth Figure 4 . Architecture for depth representation network. The network takes images of size 221 Â 221 as input, and the output is a 4096-element vector corresponding to score. We use the output as depth image representation. images in the map setD, we can obtain the highest similarity score which we regard as the same position. A normalized distance is used in our case to obtain the score values lies in [0, 1] for measurement purpose.
Experiments and evaluation
In this section, we describe the details of the conducted experiments and evaluate their results. We evaluated our method on the publicly available KITTI data set. 33 The KITTI odometry data set provides sequences of images from a monocular camera, Velodyne HDL-64E LiDAR scans, and the ground-truth poses. Extrinsic calibration between the camera and the LiDAR as well as intrinsic calibration for the monocular camera are also provided. We selected images from KITTI sequence 00-07, including crowded block, broad street, highway, and landscaping scenarios. We first test the single image depth prediction result and point cloud map projection result. Then we test the validity of the proposed similarity score. At last, we compare the proposed CNN-based position estimation method against the original OverFeat 30 network using a precision-recall curve metric.
Single image depth prediction
We train our image depth prediction framework on KITTI image data set captured by color camera 02. The original camera image size is 1242 Â 375 pixels, and we resized it to 416 Â 128 pixels during training, but the depth network can be run fully convolutional for images of arbitrary size at test time. We fix the length of image sequences to be three frames and treat the central frame as the current view and the +1 frames as the nearby views. In the training stage, we use three frames in images sequence to train the network, and use the pose constraints of the optical information in the images to optimize the depth network. In the test stage, the network can generate depth image for single image. We implemented the system using the publicly available TensorFlow 34 framework. Figure 5 shows the prediction result of a single camera image.
We can see that although trained in an unsupervised manner, the results fit to the ground truth well, and can preserve the depth boundaries and thin structures such as trees and streetlights.
To evaluate the versatility of our depth prediction model, we directly apply our model trained on KITTI to the images of real scenes that were unseen during training (see Figure 6 ). Our predictions are able to capture the global scene layout reasonably well without any training on the new images.
Point cloud map projection
We perform the point cloud map projection at the segmentation distance of 20 m. We found that this threshold is better in retaining the depth characteristics without excessive segmentation. Figure 7 shows the result of the point cloud map projection. The robot moves along the X axis, and the point clouds project onto the plane formed by the Y-Z axis. Since the data set does not have a similar point cloud projection work, there is no corresponding ground truth.
We select three different road sections as examples, including normal road, broad space, and narrow street. After the projection, the depth images with different features are generated. We can see different features of road sections from the comparison. Different sections would have different CNN descriptors to distinguish their locations. One hundred map segments are divided from eight sequences, KITTI 00-07, generating a candidate set of depth maps with the number of 100. This step greatly reduces the amount of map data, making it possible to quickly locate a camera in large-scale maps.
Since the map is projected based on the motion direction of the robot, we only deal with the straight road sections. The turnings have been neglected due to the change of motion direction. If the robot does not get a good matching result at the corner, it can keep matching along the movement until a better result on straight road. This operation can greatly reduce the amount of map data, making it possible to quickly locate in large-scale maps. Since our goal is to determine the coarse position of the robot in the large map, we believe that such a trade-off is reasonable.
Position estimation accuracy
We use camera images in KITTI sequence 00 as test images. The depth images produced by the above steps are the size of 832 Â 256 pixels. We divided each depth image into three images of 256 Â 256 pixels to fit the network and take the average of the three output vectors as the representation of it.
According to the steps described in the similarity score, we calculate the similarity score for the input depth image using processed CNN features and find the best match with the highest score. Figure 8 shows the similarity score results of three example images D A , D B , D C within the map candidates' sequence. The candidate that has the highest score is considered the corresponding place. For the result that the score difference is less than a threshold, camera images should be included for further calculation. If continuous camera images correspond to the same result at a higher average score, or the results are continuous, the result is considered more likely the right position. All camera images in the data set have the corresponding score curve like these three examples, and we can find the best result with the highest score. Figure 9 shows the estimation result according to the similarity score. It shows the input sample image, the depth image generated by the sample image, and the map projection corresponding to the highest score after the calculation.
In terms of the accuracy of the position estimation method, the method solves a multi-classification problem of finding a best solution in multiple candidates. Since the most common evaluation methods in image classification are aimed at binary classification problem, we test the method by pairing a camera image and a random chosen map depth image to see if they match. There are only two cases: yes or no. In that way, the original multiclassification problem is converted into a binary classification problem and can be evaluated by general methods.
The performance of binary classification problem is typically evaluated according to precision, recall metrics, and precision-recall curve. The matches consistent with the ground truth are true positives (TP), the matches inconsistent with the ground truth are false positives (FP), and the matches erroneously discarded by the position estimation algorithm are false negative (FN) matches. Precision is the proportion of matches recognized by the place recognition algorithm as TP matches, and recall is the proportion of TP matches to the total number of actual matches in the ground truth, that is
A perfect system would be one that achieves a precision of 100% and recall of 100%. By observing both of these values, we utilize the precision-recall curve, a standard method to evaluate binary classification, to quantify effectiveness of our proposed method. Figures 10 shows the recall rate and precision rate of the method on the whole test images. The precision indicates the accuracy of the position estimation method. If the performance is better, the precision rate will remain at a high level while the recall rate increases, while a poor performance may sacrifice precision rate to improve the recall rate. From the definition of precision and recall, we can see that if the precision and recall are higher, the algorithm will be more effective, and the precision-recall curve will be closer to the upper right. As we can see from the figure, our approach achieves a higher precision and outperforms the original OverFeat method without PCA procedure. 
Conclusion
In this article, we propose a coarse initial position estimation method of a monocular camera in 3D LiDAR map with no prior localization information in a large-scale environment. Built upon unsupervised CNN framework, our method solves the multimodal data-retrieving problem by estimating depth image of a monocular image and match the depth image to the depth map projected from the point cloud, to locate the monocular image in the point cloud. Experiments on open data sets KITTI sequences have demonstrated the feasibility of the presented algorithm. Our approach achieves a high accuracy in initial position estimation. The approach uses an unsupervised framework for depth prediction, which has shown satisfying results in different scenes, and a pretrained CNN model for depth image description. Thus the model is robust and versatile with no retraining of the network in different scenarios. Further improvement toward improvement to efficiency and invariance to dynamic object changes should be considered.
