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ДО ПОБУДОВИ ЗАКОНОМIРНОСТI СТАТИСТИЧНО
НЕСТIЙКОЇ ПОСЛIДОВНОСТI
Розглянуто задачу побудови статистичної закономiрностi послiдовностi, що набуває значення з
довiльної множини. Апарат статистичних закономiрностей використовується при побудовi загальної
теорiї рiшень, що дає змогу розглядати задачi, якi виходять за межi класичної теорiї статистичних
рiшень.
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Вступ
Статистична задача рiшення визначається пара-
метричним простором Ω, простором рiшень D i
дiйсною функцiєю втрат L. При довiльному (w, d)
число L(w, d) являє собою втрати вiд прийняття
рiшень d у випадку, коли значення параметра W
дорiвнює ω. Припускається також, що заданий iмо-
вiрнiсний простiр (Ω,A, P ), а функцiя L(·, d) є
A-вимiрною при довiльному d ∈ D. Якщо P — да-
ний iмовiрнiсний розподiл параметраW , то задача
рiшення формулюється таким чином:∫
Ω
L(ω, d)P (dω)→ inf
d∈D
.
Якщо ж параметрW не має ймовiрнiсного роз-
подiлу i не задовольняє умови статистичної стiй-
костi, то, використовуючи загальнi методи, розроб-
ленi в [1–4], можна описати поведiнку W за допо-
могою так званої статистичної закономiрностi, яка
є природним узагальненням поняття ймовiрнiсного
розподiлу. Для уточнення цього поняття виконаємо
такi побудови:
Позначимо M(Ω) простiр усiх дiйсних обме-
жень функцiй на Ω. Якщо ввести норму ‖f‖ =
= supω∈Ω |f(ω)|, то простiр M(Ω) перетвориться
в банаховий.
Далi позначимо PF (Ω) множину всiх
скiнченно-адитивних iмовiрнiсних мiр на Ω, тобто
PF (Ω) =
{
p ∈ [0, 1]2Ω : p(Ω) = 1,
p(A ∪B) = p(A) + p(B \A), ∀A,B ∈ A
}
.
Розглядаючи PF (Ω) як пiдмножину спряжено-
го простору (M(Ω))∗, визначимо на PF (Ω) топо-
логiю, що є слiдом ∗— слабкої топологiї в (M(Ω))∗.
Iнакше кажучи, якщо позначити для стислостi сим-
волом pf iнтеграл вiдA-вимiрної функцiїM(Ω) по





p′ ∈ PF (Ω) : |pfi − p′fi| < ε, ∀i ∈ 1, n
}
,
де p ∈ PF (Ω), ε > 0, f1, f2, . . . , fn ∈ M(Ω) є ви-
значаючою системою околiв у PF (Ω).
Зауважимо, що топологiчний простiр
(PF (Ω), τ(Ω)) компактний при будь-якому Ω [5].
Статистичною закономiрнiстю на Ω називається
будь-яка непорожня замкнена множина P тополо-
гiчного простору (PF (Ω), τ(Ω)).
Знаючи статистичну закономiрнiсть P , що опи-
сує поведiнку W , можемо задати задачу рiшення
у виглядi четвiрки (Ω, D, L,P ). При цьому, якщо
дотримуватися принципу гарантованого результату
в статистичнiй формi, то вiд вимоги ∂-адитивностi
алгебри A можна вiдмовитися. Вказана четвiрка















Нехай задано певну послiдовнiсть {ωn}∞n=1 еле-
ментiв множин Ω. Для зручностi послiдовнiсть
{ωn}∞n=1 iнодi будемо позначати символом ω, а n-й
член послiдовностi — як i ранiше, ωn.
Унаслiдок компактностi топологiчного просто-

















для довiльного A ∈ 2Ω, де IA — iндикатор
множини A, завжди має непорожню множину
P (ω) ⊆ PF (Ω) граничних точок (у топологiчно-
му просторi (PF (Ω), τ(Ω)). Множина P (ω) нази-
вається статистичною закономiрнiстю послiдовно-
стi (див. [2–4]).
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Структура статистичної закономiрностi послi-
довностi з довiльної множини достатньо складна,
оскiльки вiдповiдна послiдовнiсть частот може ма-
ти пiднаправленостi, якi не є пiдпослiдовностями.
Однак у випадку послiдовностi, що приймає зна-
чення в скiнченнiй множинi, ситуацiя значно спро-
щується.
Нехай Ω — множина, що складається зi скiнчен-
ного числа елементiв, тобто
Ω = {ω1, ω2, . . . , ωk}
а θ¯ — деяка послiдовнiсть елементiв множини Ω.
При цьому {ωk} ∈ A для ∀k ∈ N.
Для зручностi будемо коротко позначати че-








У роботi [2] доведено таку теорему.
Теорема 1. Нехай Ω — скiнченна множина. Мiра
p ∈ PF (Ω) належить P (θ¯) тодi i тiльки тодi,
коли в послiдовностi мiр {pn}∞n=1 iснує пiдпослi-





Ця теорема дає можливiсть побудувати ста-
тистичну закономiрнiсть послiдовностi тодi, коли
кiлькiсть елементiв множини Ω «не занадто вели-
ка», а отже, осяжна множина всiх пiдмножин — 2Ω.
У цьому випадку з послiдовностi {pn} можна ви-
дiлити всi пiдпослiдовностi такi, що для кожної з
них i для кожної з пiдмножин A множини Ω iснує
границя limi→∞ pni(A).
З теореми випливає, що P (θ¯) збiгається з
множиною мiр, що є границями цих пiдпослi-
довностей.
Цю статтю присвячено вивченню статистичних
закономiрностей послiдовностей, що приймають
значення не тiльки в скiнченних множинах, на вiд-
мiну вiд [2–4; 6], а й у довiльних.
Основний результат
Теорему 1 можна узагальнити на випадок, ко-
ли Ω є довiльною множиною. Так як будь-яка по-
слiдовнiсть елементiв множини Ω складається з не
бiльш нiж злiченного числа елементiв множини Ω,
то достатньо розглянути лише випадок злiченної
множини Ω. Нехай A — алгебра пiдмножин мно-
жини Ω = {ωn : n ∈ N}, яка включає в себе всi
одноелементнi множини, тобто включає сукупнiсть
виду {{ωn} : n ∈ N}.
Теорема 2. Якщо Ω — злiченна множина, то мiра
p ∈ PF (Ω) належить P (θ¯) тодi й тiльки тодi,
коли в послiдовностi мiр {pn}∞n=1 iснує пiднаправ-




Доведення. Необхiднiсть. Справдi, нехай p ∈ P (θ¯).
Тодi, в силу компактностi PF (Ω), для ∀A ∈ A
можна вибрати таку пiдпослiдовнiсть {nAk }∞k=1
послiдовностi натуральних чисел, упорядкованих
звичайним способом, що pnA
k
∈ ϑkA(p) починаючи
з певного моменту, де
ϑkA(p) :=
{








(A) = p(A). (1)




nAk , A ∈ A
}
(2)
i для будь-яких A1, A2 ∈ A, а також будь-яких
k1, k2 ∈ N виконується
nA1k1  nA2k2 ⇔
(
A1 ⊇ A2, nA1k1 ≥ nA2k2
)
. (3)
Спiвставимо тепер довiльному числу nAk ∈ Λ мi-
ру pnA
k
. Отримана таким чином направленiсть бу-
де очевидно пiднаправленiстю послiдовностi мiр
{pn}∞n=1. При цьому, в силу (1)–(3), для будь-якого




Достатнiсть. Розглянемо розбивання множини
на максимальнi пiдмножини рiвних значень довiль-





де k ∈ {N∪∞} i f(ω1) = f(ω2) тодi й тiльки тодi,
коли ω1, ω2 ∈ Ωi для деякого i. Нехай f(ω) = λi
для ω ∈ Ωi при i = 1, k. У силу вимiрюваностi f
маємо, що Ωi ∈ A, i = 1, k. Тодi, враховуючи обме-




абсолютно сходиться. Отже, згiдно з визначенням













У силу умови теореми 2 маємо
lim
λ
pλ(Ωi) = p(Ωi), i = 1, k.
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V. Mykhalevych
ON THE CONSTRUCTION OF THE STATISTICAL REGULARITY
OF THE STATISTICALLY INSTABLE SEQUENCE
The construction of the statistical regularity of the sequence, taking values in the arbitral set, is considered
in this article. Apparatus of statistical regularities is used to consider the problems extending beyond the limits
of the classical statistical decision theory.
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