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Forthcoming Papers
Special Issue on AI and Law, edited by Edwina L. Rissland, Kevin D. Ashley and R.P.
Loui
E.L. Rissland, K.D. Ashley and R.P. Loui, AI and Law: A fruitful synergy (Editorial)
K.D. Ashley and E.L. Rissland, Law, learning and representation
In machine learning terms, reasoning in legal cases can be compared to a lazy learning approach
in which courts defer deciding how to generalize beyond the prior cases until the facts of a new
case are observed. The HYPO family of systems implements a “lazy” approach since they defer
making arguments how to decide a problem until the programs have positioned a new problem with
respect to similar past cases. In a kind of “reflective adjustment”, they fit the new problem into a
patchwork of past case decisions, comparing cases in order to reason about the legal significance of
the relevant similarities and differences. Empirical evidence from diverse experiments shows that for
purposes of teaching legal argumentation and performing legal information retrieval, HYPO-style
systems’ lazy learning approach and implementation of aspects of reflective adjustment can be very
effective.  2003 Published by Elsevier B.V.
L.K. Branting, A reduction-graph model of precedent in legal analysis
Legal analysis is a task underlying many forms of legal problem solving. In the Anglo-American
legal system, legal analysis is based in part on legal precedents, previously decided cases. This paper
describes a reduction-graph model of legal precedents that accounts for a key characteristic of legal
precedents: a precedent’s relevance to subsequent cases is determined by the theory under which the
precedent is decided. This paper identifies the implementation requirements for legal analysis using
the reduction-graph model of legal precedents and describes GREBE, a program that satisfies these
requirements.  2003 Published by Elsevier B.V.
T. Bench-Capon and G. Sartor, A model of legal reasoning with cases incorporating
theories and values
Reasoning with cases has been a primary focus of those working in AI and law who have attempted
to model legal reasoning. In this paper we put forward a formal model of reasoning with cases
which captures many of the insights from that previous work. We begin by stating our view of
reasoning with cases as a process of constructing, evaluating and applying a theory. Central to our
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model is a view of the relationship between cases, rules based on cases, and the social values which
justify those rules. Having given our view of these relationships, we present our formal model of
them, and explain how theories can be constructed, compared and evaluated. We then show how
previous work can be described in terms of our model, and discuss extensions to the basic model to
accommodate particular features of previous work. We conclude by identifying some directions for
future work.  2003 Published by Elsevier B.V.
B.M. McLaren, Extensionally defining principles and cases in ethics: An AI model
Principles are abstract rules intended to guide decision-makers in making normative judgments in
domains like the law, politics, and ethics. It is difficult, however, if not impossible to define principles
in an intensional manner so that they may be applied deductively. The problem is the gap between the
abstract, open-textured principles and concrete facts. On the other hand, when expert decision-makers
rationalize their conclusions in specific cases, they often link principles to the specific facts of the
cases. In effect, these expert-defined associations between principles and facts provide extensional
definitions of the principles. The experts operationalize the abstract principles by linking them to the
facts.
This paper discusses research in which the following hypothesis was empirically tested:
extensionally defined principles, as well as cited past cases, can help in predicting the principles
and cases that might be relevant in the analysis of new cases. To investigate this phenomenon
computationally, a large set of professional ethics cases was analyzed and a computational model
called SIROCCO, a system for retrieving principles and past cases, was constructed. Empirical
evidence is presented that the operationalization information contained in extensionally defined
principles can be leveraged to predict the principles and past cases that are relevant to new problem
situations. This is shown through an ablation experiment, comparing SIROCCO to a version of
itself that does not employ operationalization information. Further, it is shown that SIROCCO’s
extensionally defined principles and case citations help it to outperform a full-text retrieval program
that does not employ such information.  2003 Published by Elsevier B.V.
V. Aleven, Using background knowledge in case-based legal reasoning: A computa-
tional model and an intelligent learning environment
Researchers in the field of AI and Law have developed a number of computational models of the
arguments that skilled attorneys make based on past cases. However, these models have not accounted
for the ways that attorneys use middle-level normative background knowledge (1) to organize multi-
case arguments, (2) to reason about the significance of differences between cases, and (3) to assess
the relevance of precedent cases to a given problem situation. We present a novel model, that
accounts for these argumentation phenomena. An evaluation study showed that arguments about
the significance of distinctions based on this model help predict the outcome of cases in the area
of trade secrets law, confirming the quality of these arguments. The model forms the basis of an
intelligent learning environment called CATO, which was designed to help beginning law students
acquire basic argumentation skills. CATO uses the model for a number of purposes, including the
dynamic generation of argumentation examples. In a second evaluation study, carried out in the
context of an actual legal writing course, we compared instruction with CATO against the best
traditional legal writing instruction. The results indicate that CATO’s example-based instructional
approach is effective in teaching basic argumentation skills. However, a more “integrated” approach
appears to be needed if students are to achieve better transfer of these skills to more complex contexts.
CATO’s argumentation model and instructional environment are a contribution to the research fields
of AI and Law, Case-Based Reasoning, and AI and Education.  2003 Published by Elsevier B.V.
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P. Jackson, K. Al-Kofahi, A. Tyrrell and A. Vachher, Information extraction from case
law and retrieval of prior cases
We describe an information extraction and retrieval system, called History Assistant, which extracts
rulings from court opinions and retrieves relevant prior cases from a citator database. The technology
employed is similar to that adopted in the Message Understanding Conferences, but attempts a fuller
parse in order to distinguish current rulings from previous rulings reported in a case. In addition,
we employ a combination of information retrieval and machine learning techniques to link each new
case to related documents that it may impact. We present experimental results, in terms of precision
and recall, for all tasks performed by the extraction and linking programs. Part of the finished system
has been deemed worthy of further development into a computer-assisted database update tool to
help editors assimilate historical relationships between cases into a concordance of court decisions,
called a citator.  2003 Published by Elsevier B.V.
B. Verheij, Artificial argument assistants for defeasible argumentation
The present paper discusses experimental argument assistance tools. In contrast with automated
reasoning tools, the objective is not to replace reasoning, but to guide the user’s production of
arguments. Two systems are presented, ARGUE! and ARGUMED based on DEFLOG. The focus is on
defeasible argumentation with an eye on the law. Argument assistants for defeasible argumentation
naturally correspond to a view of the application of law as dialectical theory construction. The
experiments provide insights into the design of argument assistants, and show the pros and cons
of different ways of representing argumentative data. The development of the argumentation
theories underlying the systems has culminated in the logical system DEFLOG that formalizes
the interpretation of prima facie justified assumptions. DEFLOG introduces an innovative use of
conditionals expressing support and attack. This allows the expression of warrants for support and
attack, making it a transparent and flexible system of defeasible argumentation.  2003 Published by
Elsevier B.V.
C. Koch, N. Leone and G. Pfeifer, Enhancing disjunctive logic programming systems
by SAT checkers
M. Dash and H. Liu, Consistency-based search in feature selection
S.E. Shimony and C. Domshlak, Complexity of probabilistic reasoning in directed-
path singly-connected Bayes networks (Research Note)
J.P. Delgrande and T. Schaub, A consistency-based approach for belief change
J.M. Siskind, Reconstructing force-dynamic models from video sequences
I. Tsamardinos and M.E. Pollack, Efficient solution techniques for disjunctive
temporal reasoning problems
E. Remolina and B. Kuipers, Towards a general theory of topological maps
S.S. Fatima, M. Wooldridge and N.R. Jennings, An agenda based framework for
multi-issue negotiation
M. Freund, On the revision of preferences and rational inference processes
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A. Felfernig, G. Friedrich, D. Jannach and M. Stumptner, Consistency-based
diagnosis of configuration knowledge bases
V. Akman, Reading McDermott (Book Review)
P. Carruthers, Book Review of Mind and Mechanism by Drew V. McDermott
D. McDermott, Reply to Carruthers and Akman
M. de la Sen, J.J. Minãmbres, A.J. Garrido, A. Almansa and J.C. Soto, Basic
theoretical results for expert systems: Applications to the supervision of adaptation
transients in planar robots
S. Skiadopoulos and M. Koubarakis, Composing cardinal direction relations
C. Lutz, Combining interval-based temporal reasoning with general TBoxes
M.A. Maloof and R.S. Michalski, Incremental learning with partial instance memory
