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Resumen. Actualmente es cada vez más común encontrarse con problemas deb b b b b b b b b b b
Big Data, donde las aplicaciones desarrolladas para resolver dichos problemasb b b b b b b b b b
son implementadas en frameworks específicos. Uno de los que más se utiliza esb b b b b b b b b b b b b
Apache Spark, que posee el módulo Spark Streaming el cual permite elb b b b b b b b b b b b
tratamiento de datos provenientes de un flujo de información potencialmenteb b b b b b b b b b
infinito. En este trabajo se presenta una aplicación implementada en Sparkb b b b b b b b b b b
Streaming que realiza el cálculo del exponente de Hurst, un indicador muyb b b b b b b b b b b b
utilizado en el análisis de mercado para la detección de memoria a largo plazo.b b b b b b b b b b b b b b
Los ensayos realizados se hicieron sobre flujos simulados de transacciones deb b b b b b b b b b b
criptomonedas que demuestran la capacidad de Spark Streaming para elb b b b b b b b b b
tratamiento de este tipo de flujos.b
Palabras clave: Spark Streaming, Stream processing, Criptomonedas,b b b b b b b
Exponente de Hurst.b
1   Introducciónb
En la actualidad, se ha incrementado la capacidad de recolectar y almacenarb b b b b b b b b b b b
información por lo que trabajar con grandes cantidades de datos es cada vez másb b b b b b b b b b b b b b
usual. Debido a que las técnicas tradicionales de análisis de datos que son ejecutadasb b b b b b b b b b b b b b
en una computadora no son capaces de lidiar con estos volúmenes de datos porb b b b b b b b b b b b b b
cuestiones de escalabilidad, surge el término Big Data, que se refiere a la aparición deb b b b b b b b b b b b b b b
una enorme cantidad de datos heterogéneos y las técnicas de procesamiento y análisisb b b b b b b b b b b b b
que se requieren para analizarlos en tiempos razonables de acuerdo al problemab b b b b b b b b b b b
[1][2][3].b
Actualmente existen diferentes herramientas que simplifican la tarea de extraerb b b b b b b b b b b
conocimiento frente a estos escenarios. Una de las herramientas más utilizadas esb b b b b b b b b b b b
Hadoop MapReduce [4][5], construida sobre los principios del procesamientob b b b b b b b b
XXIII Congreso Argentino de Ciencias de la Computación La Plata - 9 al 13 de octubre de 2017
558
paralelo y distribuido. MapReduce trabaja sobre el sistema de archivos HDFS [6], elb b b b b b b b b b b b b
cual es distribuido, ofrece eficiencia, almacenamiento tolerante a fallos y es adecuadob b b b b b b b b b b b
para aplicaciones que utilizan grandes volúmenes de datos ya que proporciona un altob b b b b b b b b b b b b
rendimiento de acceso a los mismos. El framework MapReduce realiza las tareas deb b b b b b b b b b b b b
distribución y paralelización de manera automática y transparente al programador,b b b b b b b b b b
convirtiéndola en una poderosa herramienta para implementar soluciones distribuidas.b
A pesar de su popularidad, se han encontrado múltiples limitaciones parab b b b b b b b b b b b
desarrollar programas escalables con MapReduce, ya que es ineficiente parab b b b b b b b b b
aplicaciones que comparten datos a través de varias etapas de un algoritmo, como enb b b b b b b b b b b b b b
tareas iterativas, debido al uso intensivo de disco generando un importanteb b b b b b b b b b b
decremento de performance. Además MapReduce tiene su punto fuerte en elb b b b b b b b b b b
procesamiento off-line, lo cual lo convierte en una herramienta no muy útil enb b b b b b b b b b b b b
problemas donde se necesita una respuesta dinámica y en tiempo real.b
Por lo anterior, han surgido diferentes plataformas que sobrellevan los problemasb b b b b b b b b b b b
que presenta MapReduce, una de ellas es Apache Spark [7][8], la cual está siendob b b b b b b b b b b b b b
cada vez más usada debido a que es una de las más flexibles y poderosas para realizarb b b b b b b b b b b b b b b b b
cómputo distribuido de manera rápida en escenarios Big Data mediante el usob b b b b b b b b b b b
intensivo de memoria RAM, permitiendo leer los datos en ella y consultarlosb b b b b b b b b b b b
repetidamente, siendo una característica deseable para algoritmos que usan los datosb b b b b b b b b b b
de manera iterativa.b
Spark tiene dos modos de trabajo: batch y online. Este último permite analizar losb b b b b b b b b b b b b b b
datos provenientes de un flujo de datos con la posibilidad de ofrecer una respuestab b b b b b b b b b b b b b
online. Estos flujos de datos pueden ser de diversas fuentes: publicaciones de usuariosb b b b b b b b b b b b b
en redes sociales, logs generados por servidores, datos provenientes de sensores,b b b b b b b b b b b
navegación web o transacciones monetarias como lo pueden ser el reciente uso delb b b b b b b b b b b b b
comercio utilizando criptomonedas.b
En relación a las criptomonedas, en los últimos años se ha comenzado a utilizar unb b b b b b b b b b b b b b b b
nuevo tipo de moneda digital que se podría caracterizar como "sintéticas" en elb b b b b b b b b b b b b
sentido de que no surgió por decisión de un Estado sino que emergió de un acuerdob b b b b b b b b b b b b b b b
privado y facilitado por el anonimato que se puede obtener de internet. Las monedasb b b b b b b b b b b b b b
digitales o criptomonedas permiten pagos instantáneos a cualquiera y en cualquierb b b b b b b b b b b
lugar del mundo.b
La más importante de ellas es la llamada Bitcoin (BTC) [9] cuyo software fueb b b b b b b b b b b b b b b
creado por Satoshi Nakamoto bajo licencia MIT [11]. Y la idea consiste en usarb b b b b b b b b b b b b b
criptografía para controlar la creación y transferencia de dinero de manerab b b b b b b b b b b
descentralizada y sin tener que confiar en las autoridades centrales.b
Existen alrededor de 750 criptomonedas, además de Bitcoin. Las que siguen enb b b b b b b b b b b b b
popularidad son Ethereum (ETH), Ripple (XRP), Litecoin (LTC). Sin embargo, seb b b b b b b b b b b
puede observar en la figura 1 donde se muestra el porcentaje de capitalización bursátilb b b b b b b b b b b b b b
que BTC representa el 47% del mercado, seguido por ETH con un 23%.bb
En ciencias económicas un indicador que resulta muy útil es el de determinar lab b b b b b b b b b b b b b b
presencia de memoria o correlación a largo plazo en un mercado para saber si seb b b b b b b b b b b b b b b
pueden construir estrategias de negociación que permitan extraer un rendimientob b b b b b b b b b
superior al mercado. Una forma de realizar esa tarea es mediante el cálculo delb b b b b b b b b b b b b b
exponente de Hurst [12]. El poder asegurar que existe una correlación a largo plazo esb b b b b b b b b b b b b b b
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un desafío al modelo financiero establecido, ya que de acuerdo a la teoría económicab b b b b b b b b b b b b b
estándar, en un mercado competitivo los precios se debería mover aleatoriamente,b b b b b b b b b b b
reflejando una serie temporal sin memoria. Lograr este objetivo es de mucho interésb b b b b b b b b b b b b
para las personas que invierten en estos tipos de mercado. En un trabajo reciente [13],b b b b b b b b b b b b b b b
se realizó un estudio del exponente de Hurst durante el período 2011-2017,b b b b b b b b b b b b
detectando una variabilidad en dicho exponente a lo largo del tiempo. Por otro lado,b b b b b b b b b b b b b b
se comprobó que dicho exponente tiene un comportamiento similar cuando es medidob b b b b b b b b b b b
en distintas escalas temporales (rendimientos de 5 a 12 horas). Por ello, un avanceb b b b b b b b b b b b b b
natural en esta línea de investigación consiste en estudiar el comportamiento delb b b b b b b b b b b b
exponente de Hurst en un entorno online.b
En este artículo se presenta el cálculo del exponente de Hurst mediante el métodob b b b b b b b b b b b b b b
DFA (Detrended Fluctuation Analysis) para un flujo de datos simulado compuestob b b b b b b b b b b
por transacciones de criptomonedas utilizando el framework Spark Streaming. Esteb b b b b b b b b b
trabajo es a modo experimental ya que si bien es posible encontrar en internet basesb b b b b b b b b b b b b b b
de datos de transacciones de criptomonedas, aún no es posible obtener de manerab b b b b b b b b b b b b
online los datos de las transacciones que se necesitan para el cálculo del exponente deb b b b b b b b b b b b b b b
Hurst. Sería esperable, dado el avance de las tecnologías de la información y lab b b b b b b b b b b b b b
comunicación, que en un futuro este tipo de flujo esté disponible en acceso abiertob b b b b b b b b b b b b b
para diferentes análisis.b
El resto del artículo se divide de la siguiente manera: en la sección 2 se describe elb b b b b b b b b b b b b b b b b b
framework Spark streaming. En la sección 3 se describe el algoritmo del cálculo delb b b b b b b b b b b b b b
exponente de Hurst y su implementación en Spark Streaming. En la sección 4 seb b b b b b b b b b b b b b
describen los ensayos realizados sobre flujos simulados de transacciones usandob b b b b b b b b b
criptomonedas y finalmente en la sección 5 se mencionan las conclusiones y losb b b b b b b b b b b b b
trabajos a futuro en los que se está trabajando.b
2   Spark Streamingb
El procesamiento de flujos de datos (stream processing) es un área muy estudiada enb b b b b b b b b b b b b b
los últimos años. Stream processing permite llevar a cabo tareas sobre un flujob b b b b b b b b b b b b
continuo y potencialmente infinito de datos  [14][15][16][17]18].b
El objetivo de este tipo de procesamiento es permitir que las tareas analicen losb b b b b b b b b b b b b b
datos de un flujo de forma online, brindando respuestas en tiempos muy cercanos alb b b b b b b b b b b b b b
tiempo real. La principal característica de esta forma de trabajar sobre un flujo deb b b b b b b b b b b b b b
datos, es que los datos del flujo llegan a una velocidad tal que no es posibleb b b b b b b b b b b b b b b b
almacenarlos en su totalidad y, si se pueden almacenar, el volumen de datos es tanb b b b b b b b b b b b b b b
grande que presenta la dificultad de analizarlo en tiempos de respuesta cortos [19]. Lab b b b b b b b b b b b b b
velocidad es un concepto a tener en cuenta en los escenarios de Big Data, más aún enb b b b b b b b b b b b b b b b b
los escenarios de stream processing.b
Existen dos tipos de modelos de procesamiento en stream processing, un dato a lab b b b b b b b b b b b b b
vez y micro-batching. En el primer enfoque, los datos se procesan a medida queb b b b b b b b b b b b b b
llegan y luego se descartan. Por otro lado, con el modelo de micro-batching elb b b b b b b b b b b b b b
cómputo se lleva a cabo sobre pequeños lotes de datos capturados cada unb b b b b b b b b b b b b
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determinado intervalo de tiempo. Spark Streaming [20] es un framework queb b b b b b b b b b b
implementa el modelo de procesamiento de datos por micro-batching.b
Spark Streaming permite el procesamiento de flujos de datos de manera escalable,b b b b b b b b b b b b
de alto rendimiento y tolerante a fallos. La ingesta de los datos puede llevarse a cabob b b b b b b b b b b b b b b b
mediante diferentes fuentes de datos como puede ser Kafka, Flume, Twitter, ZeroMQ,b b b b b b b b b b b b
Kinesis, o sockets TCP. Estos datos pueden ser procesados mediante algoritmos queb b b b b b b b b b b b
utilicen las funciones de alto nivel provistas por la librería como son map, reduce,b b b b b b b b b b b b b b
join, etc, para luego ser escritos en archivos, base de datos o mostrados por pantalla.b
En Spark se presenta un modelo de abstracción llamado Resilient Distributedb b b b b b b b b b b b
Dataset (RDD), el cual es una colección distribuida de datos tolerante a fallas queb b b b b b b b b b b b b b
permite persistir resultados intermedios en memoria. Los RDD también pueden serb b b b b b b b b b b
almacenados en memoria caché como en disco, según sea necesario. Spark streamingb b b b b b b b b b b b
trabaja con los denominados discretized stream (DStream), abstracciones de alto nivelb b b b b b b b b b b
que provee Spark Streaming. Éstos representan un flujo continuo de datos e,b b b b b b b b b b b b
internamente, están representados por una secuencia de RDD (el cual es una colecciónb b b b b b b b b b b b b
de elementos tolerantes a fallas que puede ser operada en paralelo medianteb b b b b b b b b b b b
transformaciones y acciones).b
La gran ventaja de utilizar Spark Streaming es que el framework puede serb b b b b b b b b b b b b b
ejecutado en un cluster, donde cada nodo del cluster se encarga de ejecutar lasb b b b b b b b b b b b b b
transformaciones y acciones sobre diferentes RDD, dando lugar al procesamiento deb b b b b b b b b b b
datos en paralelo y distribuido.b
Además es posible configurar el tiempo de la ventana temporal al momento deb b b b b b b b b b b b b b
recolectar los datos que serán utilizados en cada micro-batch.b
3   Cálculo del exponente de Hurst en Spark Streamingb
Las transacciones de criptomonedas se almacenan como tripletas <TS, V, P>b b b b b b b b b b b
guardando el timestamp (TS), el volumen de comercio de criptomonedas (V) y elb b b b b b b b b b b b b
precio (P) [21]. Para el cálculo del exponente de Hurst solo se utiliza el timestampb b b b b b b b b b b b b b b
(segundos transcurridos desde las 0 horas del 1 de enero de 1970 GMT).b
El flujo de datos compuesto por tripletas <TS, V, P> se divide en ventanasb b b b b b b b b b b b b b b
temporales de la misma longitud (LV) y no solapadas, llamadas batchs o lotes. Cadab b b b b b b b b b b b b b
batch Bi comienza en el tiempo tii y finaliza en el tiempo tfi, siendo (tfi - tii) = LV,b b b b b b b b b b b b b b b b b b b
además tii = 1+tf(i-1) Dentro de cada batch es posible que se obtenga del flujo una ob b b b b b b b b b b b b b b b b
más transacciones. De cada batch se extrae la transacción Ti donde su respectivob b b b b b b b b b b b b
timestamp (TSi) es el más cercano a tfi.b
Se calcula la distancia entre la hora de arribo de la transacción y el tiempo del finb b b b b b b b b b b b b b b b b b
del batch como Di = tfi- TSi.b
Con los Di se calcula el exponente de Hurst usando el método llamado Detrendedb b b b b b b b b b b b b b b
Fluctuation Analysis (DFA) que es más apropiado cuando se trabaja con datos nob b b b b b b b b b b b b
estacionarios [12].b
Se calculan los x(i) que representan una serie autosimilar de la serie original deb b b b b b b b b b b b b b b
precios como lo muestra la ecuación 1.b
b
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b(1)b
donde  es la media aritmética de los Di, i=1..M.D b
La serie de los x(i) se divide en M/m submuestras y de cada submuestra se realizab b b b b b b b b b b b b b b b b
un ajuste polinómico, que por lo general es un ajuste lineal, para obtener los xfit(i,m).b
m son las longitudes de intervalos dentro de la submuestra, para permitir elb b b b b b b b b b b b b
comportamiento fractal de la serie temporal.bb
La ecuación 2 muestra la forma de calcular los coeficientes F(m) utilizados para elb b b b b b b b b b b b b b b
cálculo del exponente de Hurst.b
b
b
F(m) =b b (2)b
b
Con los pares (ln(m), ln(F(m))) se realiza una regresión lineal y la pendiente deb b b b b b b b b b b b b b b
dicha regresión es el exponente de Hurst.b
3.1   Simulador de flujosbb
Debido a las dificultades de tomar datos de transacciones de criptomonedas en elb b b b b b b b b b b b b
mercado real, para el desarrollo de los diferentes experimentos se utilizó un flujob b b b b b b b b b b b b
simulado. Si bien es difícil tomar los datos online, éstos se pueden descargar los datosb b b b b b b b b b b b b b b
desde los sitios oficiales de las empresas manejadoras de criptomonedas. Por lo tantob b b b b b b b b b b b b
la simulación del flujo consiste en leer las transacciones desde un archivo y enviarlasb b b b b b b b b b b b b b
a un socket TCP, ya que Spark Streaming es capaz de procesar datos escuchandob b b b b b b b b b b b b b
estos sockets.b
Para esto se implementó un script bash que lee el archivo de las transacciones líneab b b b b b b b b b b b b b b b
por línea y las envía a la utilidad Netcat [22] presente en la mayoría de los sistemasb b b b b b b b b b b b b b b b b
GNU/Linux para que reciba cada línea del archivo utilizando un puerto específico y, ab b b b b b b b b b b b b b
su vez, en la aplicación Spark Streaming se establece en el contexto que escuche eseb b b b b b b b b b b b b b b
mismo puerto para poder recibir los datos que está escuchando el comando Netcat.b
Este simulador también permite el envío continuo de transacciones ficticias,b b b b b b b b b b b
creadas aleatoriamente.b
3.2   Implementación en Spark streamingb
Primero se configura el tamaño de ventana de cada micro-batch al tamaño de ventanab b b b b b b b b b b b b b
deseado para el cálculo del exponente de Hurst. La longitud de la ventana no debe serb b b b b b b b b b b b b b b b
inferior a 500 observaciones, a fin de evitar sesgos en la estimación del exponente.b b b b b b b b b b b b b b
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Con esto nos garantizamos que Spark recolecte todas las transacciones del flujo queb b b b b b b b b b b b b
caen dentro de cada ventana asegurando que todas las ventanas sean del mismob b b b b b b b b b b b b
tamaño, condición necesaria para el cálculo del exponente de Hurst.b
La implementación realizada en este trabajo está hecha en Java 7, debido a lab b b b b b b b b b b b b b b
complejidad del código, se comenta e ilustra con pseudocódigo las diferentesb b b b b b b b b b b
transformaciones y acciones realizadas para el cálculo del exponente de Hurst.b
Mediante funciones de mapeo y reducción se obtiene la transacción Ti queb b b b b b b b b b b b b
representa la transacción más cercana al tiempo de finalización del batch, utilizandob b b b b b b b b b b b
para ello una clave única, ya que la siguiente acción a tomar es la reducción de todasb b b b b b b b b b b b b b b b b
las tuplas recolectadas en la ventana:bb
b
mapeo = batch.mapToPair(tupla -> (1,tupla))×
ultima_transacción = mapeo.reduceByKey×
(a, b -> (a.timestamp > b.timestamp)?a:b)b
b
Luego se genera, con la última transacción obtenida, una tupla usando el timestampb b b b b b b b b b b b b b
de la transacción como clave y la distancia Di como valor. Esta tupla se persiste yab b b b b b b b b b b b b b b b
que es necesaria tener almacenado el “historial” de las últimas transacciones de cadab b b b b b b b b b b b b
batch del flujo procesado. Cabe aclarar que las siguientes operaciones se realizan porb b b b b b b b b b b b b
cada una de las ventanas de datos analizadas, donde cada ventana agrega una nuevab b b b b b b b b b b b b b
transacción al “historial” de transacciones.b
Utilizando la clase StatCounter provista por Apache Spark se calcula la media deb b b b b b b b b b b b b b
las distancias Di y se obtiene la menor de ellas, esta última es usada para calcular elb b b b b b b b b b b b b b b b b
número de lote (valor i) al cual pertenece la transacción obtenida en la última ventana:b
map_stats = historial.updateStateByKey×
 (values, current -> (new StatCounter(values, current))×
stats = map_stats.mapToPair(sc -> (1, sc.mean))×
Para el cálculo de los x(i) primero se mapea la diferencia (D(i)- ) usando el valorb b b b b b b b b b b b D b b b b
de i como clave:b
dif_D = historial.mapToPair(t -> (i, t - sc.mean))×
Luego se hace el producto cartesiano de dif_D para crear una relación que permitab b b b b b b b b b b b b b b
calcular la sumatoria de las diferencias  (D(i)- ) y así obtener la serie x(i).D b
prod_carte = dif_D.transformWith(dif_D)×
(rdd_a, rdd_b -> rdd_a.cartesian(rdd_b))b
Cada tupla de prod_carte (i_a, Di_a, i_b, Di_b) se mapea a un par usando i_a comob b b b b b b b b b b b b b b b b
clave y Di_b como valor si i_b ӊ i_a o 0 en caso contrario. La reducción es usada parab b b b b b b b b b b b b b b b b b b
sumar los valores y así obtener la serie x(i).b
x(i) = prod_carte.reduceByKey(a, b -> a+b)×
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Para el cálculo de la regresión la serie x(i) se mapea usando un par (m,l) como claveb b b b b b b b b b b b b b b b b b
y x(i) como valor, donde l es el número de submuestra al que pertenece cada valorb b b b b b b b b b b b b b b b
x(i). La idea es poder aprovechar al máximo la capacidad de Spark Streamingb b b b b b b b b b b b b
distribuyendo, por cada valor de m y submuestra l, el correspondiente cálculo de lab b b b b b b b b b b b b b
regresión polinómica (lineal en este trabajo) y el cálculo de la serie xfit(i,m).b
map_regres = x(i).flatMap(a -> [(m, l), a.x_value])b
Como en Spark la reducción se hace por pares de valores no pudiendo acceder ab b b b b b b b b b b b b b b b
todos los mismos en una misma operación, nos vimos obligados a hacer un mapeob b b b b b b b b b b b b b
extra para juntar todos los x(i) en un único string y así poder acceder a todos los x(i)b b b b b b b b b b b b b b b b b b
pertenecientes a un mismo submuestreo para realizar la regresión lineal.b
map_aux = map_regres.mapToPair×
(a -> (a.m, a.l), a.x.toString()])×
submuestras = map_aux.reduceByKey(a, b -> a+b)×
Luego se usa la operación flatMap para generar los xfit(i,m). También se aprovechab b b b b b b b b b b b b b
la operación para devolver una tupla con el valor i como clave y como valor lab b b b b b b b b b b b b b b b
diferencia (x(i) - xfit(i, m))
2.b
xfit_i_m = submuestras.flatMap(a -> (a.m, xfit))b
Luego se hace un mapeo por valor de m y la reducción correspondiente para elb b b b b b b b b b b b b b b b
cálculo de la sumatoria.b
map_sum = xfit_i_m.mapToPair(a -> (a.m, xfit))×
suma = map_sum.reduceByKey(a, b -> a+b)×
Así obtenemos una tupla por cada valor de m utilizado. El anteúltimo paso consisteb b b b b b b b b b b b b b b
en el mapeo a un par usando una clave única y los valores de m y los F(m) comob b b b b b b b b b b b b b b b b b b
valor. Como también necesitamos todos estos valores al mismo tiempo para el cálculob b b b b b b b b b b b b
de la regresión lineal se convierten a string para concatenarlos y poder usarlos en lab b b b b b b b b b b b b b b
etapa posterior.b
map_F_m = suma.mapToPair×
(a -> (1, m.toString(), F(m).toString()))×
pares_m_F_m = map_F_m.reduceByKey(a, b -> a+b)×
El último paso es el que recibe la única tupla producto de la operación anterior yb b b b b b b b b b b b b b b b b
con cada par (m, F(m)) recibido como valor hace la regresión lineal para el cálculo delb b b b b b b b b b b b b b b b
exponente de Hurst.b
hurst = pares_m_F_m.map(a, hurst_value)b
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4   Resultadosb
Las pruebas realizadas se llevaron a cabo utilizando un cluster de máquinas virtuales,b b b b b b b b b b b b b
cada una de 2 cores y 7 GB de RAM. Los nodos tienen sistema operativo Ubuntub b b b b b b b b b b b b b b b
16.04, Spark 1.6.3 y Hadoop 2.6.5. El script generador de flujo implementado yb b b b b b b b b b b b b
utilizado en los ensayos genera alrededor de 1400 transacciones por segundo.b
Uno de los interrogantes que se planteó durante el desarrollo de este trabajo esb b b b b b b b b b b b b b b
cómo varía la performance de Spark cuando se varía el tamaño de la ventana. Comob b b b b b b b b b b b b b b
con cada batch recolectado se guarda una transacción, al cabo de n batches se tendránb b b b b b b b b b b b b b b
n transacciones con las cuales operar para el cálculo del exponente de Hurst. Estob b b b b b b b b b b b b b
provoca que el cálculo del exponente tarde cada vez más tiempo, ya que con cadab b b b b b b b b b b b b b b
ventana analizada se obtiene una nueva transacción, la cual obliga a realizar todos losb b b b b b b b b b b b b b
cálculos.b
Como primer experimento se simuló un flujo de transacciones utilizando dosb b b b b b b b b b b b
tamaños de ventana diferentes para medir la performance del procesamiento de Spark.b b b b b b b b b b b b
Se ejecutó el proceso en dos clusters configurados con uno y dos nodos. Los tiemposb b b b b b b b b b b b b b b
de ejecución de cada batch se pueden observar en la figura 1. Se puede observar queb b b b b b b b b b b b b b b b
el tiempo de procesamiento se mantiene dentro del tiempo de la ventana temporal yb b b b b b b b b b b b b b
que si bien al comienzo hay un overhead, producto del lanzamiento del cluster y lab b b b b b b b b b b b b b b
distribución inicial de tareas, luego se estabiliza, demostrando la capacidad de Sparkb b b b b b b b b b b b
de tratar flujos de alta frecuencia de datos.b
5   Conclusiones y trabajo a futurob
Se presentó un algoritmo implementado en el framework Spark Streaming queb b b b b b b b b b b
obtiene de manera online, el cálculo del exponente de Hurst en un flujo simulado deb b b b b b b b b b b b b b b
transacciones de criptomonedas.b
Los resultados obtenidos muestran la eficiencia y la capacidad de Spark para tratarb b b b b b b b b b b b b b
con flujos cuya frecuencia es de 1400 transacciones por segundo pudiendo darb b b b b b b b b b b b
respuestas online usando ventanas de tamaño de 5 y 10 segundos. En el mercado realb b b b b b b b b b b b b b b
estos flujos tienen una frecuencia mucho menor que la simulada en este trabajo, por lob b b b b b b b b b b b b b b
que el algoritmo presentado en este trabajo al ser ejecutado en Spark Streaming podríab b b b b b b b b b b b b b
tratar de manera online los flujos del mercado real sin ningún problema.b
Una de las condiciones que debe cumplir el flujo de transacciones para el cálculob b b b b b b b b b b b b b b
del exponente es que cada batch debe por lo menos tener una transacción. En esteb b b b b b b b b b b b b b b
trabajo se simuló el flujo de manera de asegurarse que cada batch analizado tenga alb b b b b b b b b b b b b b b
menos una transacción. En flujos reales donde la distancia en el tiempo de llegadab b b b b b b b b b b b b b
entre diferentes transacciones no se conoce a priori, es necesario calcular, lab b b b b b b b b b b b
distancias máxima entre transacciones.bb
Como trabajo a futuro se está implementando una aplicación que es capaz deb b b b b b b b b b b b b b
almacenar parte del flujo para el cálculo dinámico del tamaño de ventana LV y asíb b b b b b b b b b b b b b b
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poder calcular de manera correcta el exponente de Hurst. Esto trae aparejado elb b b b b b b b b b b b b
desafío de poder almacenar la mayor parte del flujo en memoria, para lo cual elb b b b b b b b b b b b b b b
procesamiento paralelo y distribuido que proporciona Spark Streaming es una granb b b b b b b b b b b
ayuda. Problema que los algoritmos secuenciales no podrían lidiar en tiempo real parab b b b b b b b b b b b b
flujos de alta frecuencia de llegada de datos.b
b
b
Fig. 1. Tiempo de ejecución de cada batch para:b b
a) 1 master y 1 slave con ventana de 5 segs. b) 1 master y 1 slave con ventana de 10 segs.bb
c) 1 master y 2 slaves con ventana de 5 segs. d) 1 master y 2 slaves con ventana de 10 segs.b
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