Abstract
Introduction
Distributed Denial of Service attacks or more accurately packet flooding attacks, in contrast to logical DOS attacks that exploit certain OS or application vulnerabilities, have received the attention of the networking research community for the past few years. Nevertheless they are still a hard open problem. Network engineers face such unpleasant events more and more often as the DDoS phenomenon has escalated in the 2000-2003 period. Some of the attacks that have reached the mass media and highlight their increasing complexity and their wicked use, are the attacks against anti-spam black-list companies like Osirusoft , against the "AIJazeera" news network and against the 13 root name servers. Worms are also an emerging threat and they are not unrelated to the DDoS problem as they are being used to conquer attack agents [2] .
Network administrators expect the research community 0-7803-8623-X/04/$20.00 02004 IEEE to provide useful techniques for detecting and mitigating these problems but until now their weapons are spoofing prevention techniques (like Ingress [lo] and RPF filtering [7] ), custom detection methods [ 11 and manually employed countermeasures (firewall filtering, rate limiting [8] or via route blackholes [6] ).
In the research arena, most of the state of the art DDoS detection algorithms assume that the detection infrastructure is located near a saturated link in the vicinity of the victim, where the detection is "easy". The tradeoff in this case is that detection algorithms can be simplified but local response is ineffective as the available bandwidth has already been consumed in the upstream path. To couple with this problem, techniques like "IP traceback" [ 161 or "IP Pushback" [12] aim to find the attack source and potentially move the countermeasures near the sources of the attack. They assume though some sort of automated large scale cooperation and their success in a diverse networked world is doubtful. In another possible scenario, that has received much less attention, the server under attack belongs to a customer hosted in a well connected ISP that performs DDoS detection on a over-provisioned link. Such underutilized high bandwidth links are a common practice to ISP's backbone networks. In this case attack detection is much harder as link saturation is no longer the identifying anomaly signature. Additionally our sensors have to cope with high data rates which impose constraints in the detection algorithm's complexity. This way, complex processing techniques like power spectral density estimation [4] or clustering algorithms [9] are promising but not readily available. Another aspect of the importance of this case for the security management of ISP's, is that it's preferable to perform DDoS detection at a few points of the over-provisioned backbone and not necessarily on small, congested customer links. It would be economically questionable to expect customers to pay for a dedicated DDoS detection service. Based on these constraints, we explore the effectiveness of several potential detection metrics that are based on pas--sive measurements and manage to identify a number of heuristics that can help building reliable DDoS and worm detection mechanisms. We also propose to combine these heuristics with the use of a data fusion algorithm. Our analysis is based on DDoS experiments and a day by day traffic analysis for a period longer than three months. As we described earlier, the link that was monitored could sustain packet floods without severe congestion. This fact made the detection of traffic anomalies challenging and in the same time allowed us to conduct DDoS attacks without causing any harm to legitimate users of the network. This paper is structured as follows: we begin in section 2 with a brief introduction of the available passive measurement techniques. In section 3, we present the topology and the traffic characteristics of our experimentation platform, an academic-network ISP. In section 4 we continue with an evaluation of several potential DDoS detection metrics. Before we conclude, we will summarize in section 5 the main results of our analysis and discuss future directions.
Network monitoring with passive measurements
The methods available today to network administrators to monitor their networks can be categorized in the following types:
1. Packet capturing. The most powerful passive measurement method is through direct packet capturing. The main problem of this method is that the monitor has to cope with very high link speeds that impose constraints on the complexity of the statistics that are kept. Specialized hardware like network processors [3] might help keeping up with the increasing data transfer rates in the future.
SNMP based measurements. This measurement type
is very generic as it doesn't actually specify the content or the method of the measurement but the way it is retrieved, mainly through the use of the SNMP protocol. Nevertheless this category includes all the useful measurements that one can obtain from the network devices through the MIB's they implement. These measurements lack detail and are mainly packet or byte counters that are refreshed every few seconds.
Flow based accounting. A flow is defined as a unique
set of the following 5 characteristics <protocol, source IP, source port, destination IP, destination port> and defines a higher level description of a traffic stream. This information that is kept by the routers is much smaller in size than whole packets but in the same time loses some additional information like TCP header flags. Another characteristic of this measurement type is that it is near real-time, in a sense that a flow is exported to the monitoring station when it has expired [SI. Sampling is some times required because a router can't keep up with the high transfer rates.
Experimentation platform
To evaluate the effectiveness and usability of potential DDoS detection heuristics we have performed a series of experiments on an academic research network. As we argued in the introduction, DDoS detection on an over-provisioned high-bandwidth link where traffic is aggregated but stays in low utilization levels holds great interest. In practice, a single hosted network with a fast upstream link had to be monitored. The Gigabit Ethernet link between an academic ISP and a large university was a good candidate.
Some information of interest is that this link keeps a sustained rate of 250Mbps with peaks higher than 400Mbps and contains a rich network traffic mix carrying both standard network services like web traffic, but also peer-to-peer application traffic, online games, as well as streaming audio and video traffic. This fact is significant because some detection algorithms might work fine in simulation or labtestbed experiments, but their high false alarm rate when facing real traffic renders them useless. We conducted more than 40 experiments over several days during business hours and with background traffic generated from the more than 4000 hosts of the university campus. In our experiment scenario the victim was located inside the campus with a lOMbps link whereas the attacker was outside the campus coming directly from its ISP. The attacker was connected to a l0OMbps interface to simulate the aggregation of traffic from several attacking hosts (Fig. 1) . Using well known DDoS tools like Stacheldraht and TFN2K we performed a series of flooding attacks with spoofed IP's and specifically SYN-floods, UDP and ICMP attacks. The attacks used the common method of selecting source addresses from the attacker's real subnet in order to bypass any e-gress or RPF filtering For presentation purposes we have used 2 characteristic DDoS attack scenarios for all upcoming figures. The first was a TCP SYN attack against a web server which consisted of 2 pulses with duration of 90 seconds and the second one was a UDP attack that lasted one minute. Our comments and the analysis of the performance of vamua detection metrics are based on our experiments and on the daily analysis of the observed traffic patterns for more than 3 months. In this period the emergenceof the MsBlaster and Welchia worms, as well as DDoS attacks against Spamhaus servers [ 181 took place. During this period of time we had to keep track of our observations and for this purpose we developed a simple threshold-based alarm generation engine. The thresholds for each metric were static during this 3 month period. They were defined based on previous experience in order to maintain a 100% detection rate for all the attacks initiated by us. In the next section, we will present the alarm triggering rate without any quantitative measurement of the false alarm rate because the interpretation of the observed traffic patterns is subjective. Nevertheless we will still make some qualitative statements about the performance of the metrics. In any case, we have to underline the fact that the alarm rate was so small that it was feasible for a security specialist to closely observe each distinct alarm. Once again our approach shows its practical importance for network administrators. 
Detection Metria Evaluation
The main result of our study is that some of the commonly used DDoS detection metrics were proved ineffective while some of the modified metrics we propose can drastically serve in the task of identifying traffic anomalies caused even by unsuccessful flooding attempts. We will present the heuristics we evaluated grouped by the measurement methodology.
Packet capturing
Our packet capturing infrastructure consists of commodity hardware (Intel P4 2.4GHz with an Intel Gig. Ethernet card) and open-source software. We have developed a custom preprocessor plugin for the popular open source IDS Snort that produces traffic statistics based on captured packet data (libpcap format). The statistics kept were chosen to be simple so that it is feasible to run the plugin at high wire-speeds with minimum packet drops (< 0.1%). Using these tools we are able to collect data of the incoming and outgoing TCP,TCP SYN, TCP FIN, UDPJCMP packet rates and their corresponding share of the link utilization sampled in regular time intervals. The time granularity is set to 30sec so that we can detect even short-living anomalies. All the data produced by our plugin are stored in round robin databases with the use of the RRDtool [15] . (Fig.7) . We propose the use of the ratio
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Our metric is very similar to the metric proposed by [ 191 which lacked the incoming/outgoing discrimination. This was actually its disadvantage as it could be fooled by an attacker who sends bogus FIN packets. Our metric is resilient to such evasion techniques and in the face of normal traffic, measured on over 1 sec intervals, showed to be a fairly stable metric taking values in the area of 1. SYN attacks are clearly identifiable by this metric as Fig. 3 shows. This metric can obviously recognize only TCP SYN attacks and was very reliable without generating many false alarms. More specifically the total number of distinct alarms during 90 days of operation was only 19 (Fig.8) .
0 ICMP and UDP attacks are mainly bandwidth consumption attacks and as these traffic types generally utilize small amounts of bandwidth, sudden changes in the transferred ICMP or UDP bytes/sec are good indications of attacks. An improvement over this simple approach is the UDP ratio :
incoming bitlsec outgoing bitlsec
The intuition behind this metric is that although there isn't a clear symmetry in the UDP traffic as in the case of TCP, there is still a fairly stable site dependant behavior (ratio value) depending on the presence of DNS, NFS, streaming servers etc (Fig. 11) . Once again the DWard project [I41 uses a similar metric and more similar but inferior performance as UDP attacks are specifically UDP, ICMP incoming packets sec outgoing packetsllsee that has actually aiming at the generation of high bandwidth streams. We have to note here that this metric generated some false alarms and the total number of distinct alarms was 144. These were mainly due to curious packet transfers of peer-to-peer applications but also to DDoS like DNS traffic targeted to our DNS servers that are hosting the Spamhaus blacklist.
The SYN attack experiment - 0 The ICMP ratio as we mentioned above serves as an indication of an ICMP flood. In the same time it can help lower the false alarm rate of UDP attack detection because most of the times dur-. ing a UDP attack a reverse ICMP stream is generated (Fig. 12) . In this case our metric is sensitive to two distinct phenomena namely UDP-floods and ICMPfloods. This metric was very stable generating negli-0 gible false a l m s (only 6 in 90 days) while keeping detection rates high (Fig. 10) .
Persistent failing connection attempts could be a potential DOS anomaly signature. We can argue that human initiated connection attempts are not going to insist if they fail. This is translated as a small rate of RST and ICMP port unreachable packets. Nevertheless this is not: the case with the widely used peer-to-peer file sharing clients that often persist on accessing clients that are no longer available. In this case this metric had limited value. 
SNMP based measuments
For the retrieval of information kept in the router's MIB's we developed a simple SNMP data collector in Perl. Our program uses a polling approach with a period of 30 seconds and stores the acquired data in round robin databases.
0 Number of active flows. In the presence of a spoofed attack the number of active flows should rise suddenly (mentioned in [ 11) but as we see in Fig. 4 this is not a reliable detection criterion.
0 Flow generation rate. We discovered that the number of learning failures of a flow accounting algorithm was able to identify spoofed flooding attempts. The reason is that although the number of flows exhibits a high fluctuation when facing of normal traffic the flows are created and removed from the routers cache in a reasonable time interval. When a flooding attack occurs the amount of 'transports that are not completed' [5] (for example with TCP FIN or RST) is large, so the entries are not removed gracefully but are filling up the cache causing flow learning failures. A sensor based on this metric cannot discriminate between flows of different protocols and this way can't separate the different attack types. Nevertheless it is a good indication of spoofed attacks. (Fig. 6 ).
Netflow data analysis
To get more detailed information about the flows seen by the router we configured a Netflow collector that gathers and stores the flow entries that are exported by the router. ,Furthermore we have developed our custom scripts to process this data and calculate our detection metrics.
0 Flow length distribution. It would be reasonable to assume that the distribution of the number of packets in a flow (per protocol) would provide a good sign for a spoofed DDoS attack. We would expect a high number of flows with few packets (1-3) as a result of the randomness in the source addresses and ports. Our analysis revealed that this metric is actually sensitive to spoofed DOS attacks but also to port scans' and worm propagation. These are the main reasons for its rather erratic behavior (Fig. 14) .
0 Flow size distribution. Similarly, the distribution of the average packet size in a flow was also very sensitive to port scans producing thus false indications of attacks (Fig. 13) . Nevertheless it provides a useful hint for anomalous events. A similar detection approach is adopted by the Panoptis project [13] which calculates a threshold on the average flow size in a time interval.
'a phenomenon that although it might be considered by some administrators as malicious it is still rather frequent 
Discussion
We have reviewed several detection metrics that are proposed in the DDoS literature and were able to suggest improvements while keeping a practical orientation in our research. Our detection metrics are simple and can be implemented without special hardware but are still achieving a small false alarm rate. Beyond these facts, we mentioned several less accurate detection metrics that although they are not definite indications but mere hints, there is a potential gain if we integrate them into a single higher level indication. We propose thus the use of a data fusion algorithm like "Theory of Evidence" as the mathematical framework that will integrate all the proposed heuristics[l7].
Conclusion
We have explored and evaluated a set of potential DDoS detection metrics that are based on complementary passive measurement methods like packet capturing, SNMP data acquisition and Netflow based traffic monitoring. The evaluation of these metrics was based on experiments in an academic ISP network. If network administrators start using the detection heuristics that were shown to be effective, like the SYN/FIN packet ratio or the Flow learning failures, to detect DDoS attacks reliably we will make a necessary step for automatic response and countermeasure deployment.
