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A B S T R A C T
Microarray technology enables the understanding and investigation of gene expression levels by analyzing high
dimensional datasets that contain few samples. Over time, microarray expression data have been collected for
studying the underlying biological mechanisms of disease. One such application for understanding the
mechanism is by constructing a gene regulatory network (GRN). One of the foremost key criteria for GRN
discovery is gene selection. Choosing a generous set of genes for the structure of the network is highly desirable.
For this role, two suitable methods were proposed for selection of appropriate genes. The ﬁrst approach
comprises a gene selection method called Information gain, where the dataset is reformed and fused with
another distinct algorithm called Trace Ratio (TR). Our second method is the implementation of our projected
modiﬁed TR algorithm, where the scoring base for ﬁnding weight matrices has been re-designed. Both the
methods' eﬃciency was shown with diﬀerent classiﬁers that include variants of the Artiﬁcial Neural Network
classiﬁer, such as Resilient Propagation, Quick Propagation, Back Propagation, Manhattan Propagation and
Radial Basis Function Neural Network and also the Support Vector Machine (SVM) classiﬁer. In the study, it
was conﬁrmed that both of the proposed methods worked well and oﬀered high accuracy with a lesser number
of iterations as compared to the original Trace Ratio algorithm.
1. Introduction
Genes, as good as their products (proteins) are the essential
construct blocks of animation that do not function autonomously.
Rather for a cell to function appropriately, they act together with each
other and form an intricate network [1]. One such application to
understand the behavior of the genes and their expression levels is to
construct a gene network that signiﬁes the relationship between sets of
genes which harmonize to achieve diﬀerent tasks. For the under-
standing of the core biological process and its molecular system, Gene
Regulatory Network (GRN) [2] plays a crucial part. However, modeling
of these networks is a signiﬁcant challenge that needs to addressed.
Apart from this, understanding the construction and functionalities
of GRN is a basic problem in biology. With the accessibility of gene
expression data and whole genome sequences, several computational
approaches have been developed to discover, their regulatory network
by enabling the recognition of their regulatory state component [3]. In
the current era, formation of precise GRN models [4] is reaching a
major percentage of importance in biomedical research. The gene
expression of the microarray data monitors the behavior of thousands
of genes simultaneously that provides a maximum chance to look into
large scale regulatory networks. Lastly, an absolute GRN model allows
us to incorporate experimental facts about the elements and interac-
tions of the factors which leads to knowing the ﬁnal state or the
dynamical behavior of the network.
Gene selection [5,6] acts as a major criterion. Gene selection from
microarray data (which is a high dimensional dataset) is statistically
diﬃcult problem. Usually, the number of samples is quite less as
compared to thousands of genes whose expression levels are measured.
Hence, it is important to restrain down to few disease related genes
from thousands of microarray genes by the operation of selection or
ranking. There are many gene selection or feature selection methods
[7,8] that deal with the problem of curse of dimensionality in
microarray data. Apart from this, it also helps to reduce the time and
memory complexities which always create issues. Generally, gene
selection or feature selection methods are split into two categories:
classiﬁer independent and classiﬁer dependent. Filter methods [9] are
believed to be a classiﬁer dependent as the choice is based on some
heuristic criterion and score, whereas wrapper and embedded methods
are thought to be a part of the classiﬁer dependent method. Wrapper
method [10] assesses a subset of variables according to their eﬃcacy to
a given predictor whereas in embedded methods, a variable selection is
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performed as a part of the learning practice and are usually precise to a
given learning machine. Other than gene selection, gene ranking is also
an important factor of consideration for which diﬀerent methods are
available in the literature for study of class data. Some of them are Fold
Change (FC), moderated t-statistics, Signiﬁcance Analysis of
Microarrays (SAMs) etc. There is another method called as RP method
that is the only rank based non-paramteric method. This method
independently handles up-regulated and down-regulated genes under
one class and therefore produces two separate ranked gene lists.
Separate from these existing techniques, there are various compu-
tational techniques and methods for gene selection. Model et al. [11]
established how phenotypic classes can be predicted by amalgamating
feature selection methods and discriminant analysis for methylation
pattern based discrimination between acute lymphobatic leukemia and
acute myeloid leukemia. They used SVM to the methylation data for
using every CpG position as a separate dimension. Li et al. [12] studied
the problem of edifying the multi-class classiﬁer for tissue classiﬁcation
based on gene expression datasets. They stated that for datasets with a
small number of classes the results are good and for datasets with a
large number of classes the accuracy is moderately less. Mundra and
Rajapakse [13] used the famed t-statistics for gene ranking in the
analysis of microarray data. Here, they have divided the t-statistics into
two parts: relevant and irrelevant data points. A backward elimination
based iterative approach was projected to rank genes using only the
relevant sample points and t-statistics. It was found that the proposed
method performed considerably better than the standard t-statistic
approach. Kira et al. [14] partitioned the information points into
clusters using k-d-tree and chose random data point from each cluster,
and then performed feature selection by means of Relief which looks
for frontier points to estimate feature weights. Pechenizkiy et al. [15]
used the principal component analysis for dimensionality reduction
after partitioning large datasets with k-d-tree. Cavill et al. projected a
GA/k-NN based move for concurrent feature and sample selection from
metabolic proﬁling data [16].
Similarly, Cawley et al. [17] proposed a straight forward Bayesian
approach which gets rid of the regularization parameter fully, by
integrating it out systematically using an uninformative Jeﬀrey’s prior.
The anticipated algorithm (BLogReg) uses two or three orders of
magnitude faster than the original algorithm, as there is no longer a
necessity for a model selection step. Two new dimensionality reduction
techniques were proposed by Fitzgerald et al. [18]. These methods use
the minimum and maximum information models. These are informa-
tion theoretic extensions of Spike-Triggered Covariance (STC) with the
intention that can be practiced with non-Gaussian stimulus distribu-
tions to locate relevant linear subspaces of random dimensionality.
Piao et al. [19] projected an Ensemble Correlation-Based Gene
Selection algorithm based on symmetrical indecision and Support
Vector Machine. In the method, symmetrical indecision was used to
analyze the importance of the genes and the diverse preparatory points
of the pertinent subset were used to produce the gene subsets where
Support Vector Machine was used as an assessment criterion of the
wrap.
Nie et al. [20] proposed an optimized subset-level score and
algorithm to proﬁciently discover the global optimal feature subset
such that the subset-level score is maximized. This algorithm is called
as Trace Ratio (TR) which uses the Fisher and Laplacian score as the
evaluation criterion. It's essentially a graph based feature selection
algorithm. Zhao et al. [21] introduced the trace ratio linear discrimi-
nant analysis (TR-LDA) algorithm for dememtia diagnosis. They also
proposed the ITR algorithm (iITR) to resolve the TR-LDA problem.
This process integrates with the sophisticated missing value imputation
method and is used for the probe of the nonlinear datasets in many
real-world medical diagnosis problems. Wang et al. [22] proposed a
amalgamated objective to ﬂawlessly hold trace ratio formulation and k-
means clustering process in a manner that the trace ratio criterion is
extended to unsupervised model. They also proposed an unsupervised
feature selection method by integrating unsupervised trace ratio
formulation and ordered sparsity-inducing norm regularization. This
method was able to strap up the discriminant power of trace ratio
criterion, and thus it tends to select discriminating features. The major
disadvantage of using this trace ratio algorithm [23] is that though
theoretically the algorithm converge and global optimum of the
solution is achieved, but by extensive study it is found that sometimes
the algorithm does not converge as the basic stopping criteria is not
met. Hence, we do forcefully terminate the algorithm by providing
some stopping criteria to it.
In our study, we have proposed two methods in which the trace
ratio algorithm has been explored properly. In our ﬁrst method, we
have not altered any criteria of TR algorithm. Rather, we improvised
and structured the dataset on the basis of information gain values. In
our second method, we have modiﬁed the existing and original TR
algorithm by changing the scoring criteria which is one of the
fundamental steps in TR algorithm. Instead of using the Fisher's score,
the canonical correlation analysis score is used to calculate the weight
matrices within-class and between class. Canonical correlation score
being a statistical technique aims at providing a better rank list when
merged with the TR algorithm as compared to the existing Fisher's
score. It is also relevant as it is expected to provide a far better
classiﬁcation accuracy rate when compared with the original TR
algorithm. Both the proposed method is examined and evaluated on
the basis ﬁve datasets i.e. Colon [24], Leukemia [25], Medulloblastoma
[26], Lymphoma [27] and Prostate Cancer [28]. The nature of the
dataset is quite large in terms of the number of genes, but have a small
sample size. It was found that the information gain with the original TR
algorithm and the modiﬁed TR algorithm provided promising results as
compared to the unmodiﬁed TR algorithm.
The rest of the paper is divided as follows: the ﬁrst section depicts
the materials and methods that have been used for this work such as
datasets used, the methods and the algorithm like information gain, TR
algorithm, Canonical correlation analysis, Performance Metrics etc.
The next section deals with the experimental evaluation where pre-
processing of the data, parametric discussion and schema diagram of
the proposed model are discussed. Following this section, the result of
the proposed technique along with the original technique have been
critically analyzed and summarized. Lastly, the conclusion of the work
is briefed with some future direction.
2. Materials and methods
2.1. Datasets used
Expression proﬁling of colon cancer or colorectal adenomas and
normal mucosas from 32 patients were downloaded from Gene
Expression Omnibus [24] (SOFT Matrices ﬁles were download and
for the same log transformation was used as the data were mostly
skewed to the right). This set consists of 32 adenomas and 32 normal
mucosas sample (64 samples) having 43,237 genes. To illustrate the
molecular developments underlying the alteration of normal colonic
epithelium, the transcriptomes of 32 prospectively collected adenomas
were measured along with those of normal mucosa from the same
entities. Similarly, the Leukemia dataset was collected from [25] where
the dataset consist of 10,056 genes with 48 samples of both ALL and
AML (24 ALL- Acute Lymphocytic Leukemia and 24 AML- Acute
Myeloid Leukemia each). Apart from these two, few more datasets were
taken into consideration like the Medulloblastoma dataset [26] having
5893 genes with 34 samples of 25 C and 9 D samples
(Medulloblastoma have four molecular sub types out of which two less
well deﬁned sub types are group C and group D), Lymphoma dataset
[27] having 7070 genes having 77 samples of 58 DLBCL (Diﬀuse Large
B-cell Lymphoma) and 19 FL (Follicular Lymphoma) samples
(Aﬀymetrix HuGeneFL array), and the prostate cancer dataset [28]
having 12,533 genes with 102 samples of 50 normal and 52 tumor
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samples (Aﬀymetrix Human Genome U95Av2 Array platform). These
large-scale gene expression datasets were ﬁrst statistically measured
and then was used for the assessment of an existing TR algorithm and
modiﬁed TR algorithm.
2.2. Information gain
Information gain [29] is a synonym for Kullback–Leibler deviation.
On the other hand, in the context of decision trees, the phrase is
sometimes used synonymously with mutual information, which is the
prospected value of the Kullback–Leibler divergence of a conditional
probability distribution. Further, information gain ratio can be elabo-
rated as the ratio of information gain to the inherent information. It is
used to diminish a bias towards multi-valued attributes by enchanting
the number and size of branches into account when choosing an
attribute [30]. One of the most vital character of this is to favoritise the
decision tree against considering attributes with large number of
distinct values. That is, it helps in deciding which attributes are the
most relevant. Information gain being an important concept in
information theory, is applied in the ﬁeld of machine learning. In a
classiﬁcation system, for microarray data the information gain [31] is
designed for each gene, a gene of an arithmetical amount of informa-
tion provided in the classiﬁcation system to decide the classiﬁcation
system for the gene of importance. This method can quickly rule out a
large number of non-critical noise and inappropriate genes, process the
search area of the most favourable subset of genes. Entropy is the
measure that is used to reckon the information and compute the degree
of vagueness of a random variable. Let node N represents or holds
tuples of partition D. The expected information needed to classify a
tuple D is given by Eq. (1):
∑Info D p log p( )=− ( )
i
m
i i
=1
2
(1)
Where, Info D( ) is the entropy of D, pi is the probability that an arbitrary
tuple in D belongs to class Ci. Suppose the tuples D are partitioned on
some attribute A having v distinct values {a1, a2,….an}. If A is discrete
valued then it can correspond directly to the v outcomes of a test on A.
Attributes A can be used to split D into v partitions or subsets {D1, D2,
…. Dn}, where Dj contains those tuples in D that have outcome aj of A.
This amount can be measured as shown in Eq. (2):
∑Info D DD Info D( ) =
| |
| |
× ( )A
j
v
j
j
=1 (2)
Here, the term
D
|D|
| |j acts as the weight of the jth partition. Info D( )A is
the expected information required to classify a tuple from D based on
the partitioning by A. The information gain is the diﬀerence between
the original information required that is based on the proportion of
classes and the new requirement obtained after partitioning A. This is
shown in Eq. (3):
Gain A Info D Info D( ) = ( ) − ( )A (3)
As larger the divergence, the stronger the correlation. As a result,
the diﬀerential entropy deﬁned information gain (shown in Algorithm
1), represents the quantity of information obtained after the exclusion
of uncertainty. Evidently, larger information gain value a feature has,
the larger contribution it makes, the more vital for the classiﬁcation
[32]. Hence, when choosing genes, the one with great information gain
is selected to represent the original high-dimensional gene ﬁrst, and
use them as a base for supplementary gene selection.
Algorithm 1. Information gain [29].
Input: Original dataset, D
Output: Reordered gene sets as per the information gain values
obtained for each attributes in D.
Step 1: Find the probability of each category of known samples.
Step 2: Compute the entropy of the classiﬁcation system (using Eq.
(1)).
Info D p log p( )=− ∑ ( )i
m
i i=1 2
Step 3: Compute the probability and computational probability of
all values for each gene.
Step 4: Calculate the conditional entropy or expected information
required for classifying a tuple from D (using Eq.(2))
Info D Info D( ) = ∑ × ( )A j
v D
|D| j=1
| |j
Step 5: Compute the information gain for all genes (using Eq.(3))
Gain A Info D Info D( )= ( ) − ( )A
Step 6: Sort the results obtained in step 5 based on the descending
order of the gain obtained.
2.3. Signiﬁcance and analysis of information gain
Five datasets were considered that contained a moderately good
number of samples and genes. The datasets at the initial stage were
pre-processed using min-max normalization. In the normalized data-
set, the information gain procedure was used to get hold of the
information gain vectors for each attribute (i.e. Genes) which was then
used to sort and re-order the dataset in descending order. Statistically,
the considerable genes (genes having high amount of information gain
content) are selected and kept at foremost and then other genes
subsequently follows.
2.4. Trace ratio
Feature reduction is a major issue in many machine learning and
pattern recognition applications, and the trace ratio problem is an
optimization setback concerned in many dimensionality reduction
algorithms. Traditionally, the solution is approximated via generalized
eigen value decomposition due to the intricacy of the original problem.
Fisher and Laplacian score [33,34] are the two famous gene selection
algorithms that belongs to the graph based gene selection environment.
TR [35] is one of them, i.e. it's a graph based gene or feature selection
algorithm that uses the two scores (Fisher and Laplacian score) as the
evaluation criteria measure.
Let's consider two undirected graphsGw andGb for within-class and
between-class relations that are constructed using Fisher score, where
the equivalent adjacency matrices being Ww and Wb. For a dataset X,
where both the instances xi and xj belong to the same class, the within-
class relationship will be higher. So, the feature subset selection should
minimize (Eq. (4)),
∑ l l M− ( )
ij
i j w ij
2
(4)
for the same class, otherwise maximize. Between-class relationship,
both for xi and xj will be higher when they belong to diﬀerent classes.
So, the selected gene or feature subset should maximize (Eq. (5)),
∑ l l M− ( )
ij
i j b ij
2
(5)
for the diﬀerent classes, otherwise minimize. Here, li is the instance of
class for xi. In order to ﬁnd the weight matrices Mw and Mb, ﬁsher score
or laplacian score is used based on whether it is supervised or
unsupervised feature selection. The weight matrices for ﬁsher score
can be classiﬁed as given below in Eq. (6) and Eq. (7):
⎧
⎨⎪
⎩⎪
M
if l l
if l l
( ) =
, =
0, ≠
w ij
num i j
i j
1
li
(6)
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⎧
⎨⎪
⎩⎪
M
if l l
if l l
( ) =
− , =
, ≠
b ij
num num i j
num i j
1 1
1
li
(7)
Where, li denotes the class label of the ith instance of xi and numli
denotes the number of data or records belonging to class li. The
adjacency matrix using laplacian score can be calculated as shown in
Eq. (8) and Eq. (9):
⎧
⎨⎪
⎩⎪
M e if x and x are neighbours
otherwise
( ) =
0,
w ij i j
,
xi xj
t
− 2
(8)
⎪
⎪⎧⎨⎩M DM DM DM( ) =
1
1 1
11b ij T
w
w
T
w
(9)
Where, Eq. (8) denotes the radial distance and t denotes any constant.
In order to unite both the objectives in a single function, ratio of the
two is considered and maximized. The ratio is given by Eq. (10) and Eq.
(11):
φ S
l l M
l l M
( ) =
∑ − ( )
∑ − ( )p
ij i j b ij
ij i j w ij
2
2
(10)
φ S
tr S XLM X S
tr S XLM X S
( ) =
( )
( )p
p
T
b
T
p
p
T
w
T
p (11)
Where, S s s s=[ , ,…. ]p i i ik1 2 denotes the selection matrix, where i1, i2,…ik are
the ﬁrst k elements of the transformation [1,2,…n], which is gene or
feature number. sir denotes a column matrix with all zeros excluding 1
in the rth position and tr is the TR of the matrix. Let LMw and LMb are
Laplacian matrices of the form given in Eq. (12) and Eq. (13):
LM DM M= −w w w (12)
LM DM M= −b b b (13)
Where, DMw and DMb are diagonal matrices given in Eq. (14) and Eq.
(15).
∑DM M( ) = ( )w ii
ij
w ij
(14)
∑DM M( ) = ( )b ii
ij
b ij
(15)
Let Y XLM X= b T and Z XLM X= w T . The score of the feature or gene set
is calculated as per the TR criteria for a particular selection matrix Sp
which is given as in Eq. (16),
β φ S
tr S YS
tr S ZS
= ( ) =
( )
( )p
p
T
p
p
T
p (16)
Score of each gene or feature fi is computed using Eq. (17),
F f m Y βZ m( ) = ( − )i i
T
i (17)
Where, mi is the column vector with all zeros except 1 and the ith
position, and F is the selected feature or gene set. The algorithm of the
trace ratio is stated below (shown in Algorithm 2):
Algorithm 2. Trace ratio [35].
Step 1: Calculate adjacency matrices for within the class (Mw) and
between the classes (Mb) using Fisher score as follows (Eq.(6)
and Eq.(7)):
M ifl l ifl l= , = ∧ 0, !=w num i j i j
1
li
M ifl l ifl l= − , = ∧ , !=b num num i j num i j
1 1 1
li
Step 2: Calculate the diagonal matrices (DMw and DMb) for the
above adjacency matrices as given below (as in Eq.(14) and Eq.
(15):
∑DM M( ) = ( )w ii
ij
w ij
DM M( ) = ∑ ( )b ii ij b ij
Step 3: Calculate Laplacian matrices (LMw and LMb) using the Eq.
(12) and Eq.(13).
LM DM M= −w w w
LM DM M= −b b b
Step 4: Construct a matrix of k features by initially selecting
randomly k features from original dataset (say Rk).
Step 5: Declare an empty matrix (say Nk)to store top k features
after ﬁnding scores of each feature
Step 6: Repeat steps 6–10 until R N!=k k
Step 7: Calculate Y XLM X= b Tand Z XLM X= w T
Step 8: Calculate Trace Ratios as TR TR R YR= ( )y kT k and
TR TR R ZR= ( )z kT k
Step 9 : Calculate β = TRTR
y
z
Step 10 : Calculate Score of each feature as F f m Y βZ m( ) = ( − )i i
T
i
Step 11: Select new top k features based on the score and store in
Nk
Step 12: Store ﬁnal k features Rk for further processing
Step 13: Stop
2.5. Canonical correlation analysis
Canonical Correlation Analysis (CCA) [36] is a well-known statis-
tical method that have been broadly used in information union to
conﬁne the correlation between two variables. CCA is an algorithm that
is essentially used to ﬁnd out the discriminate feature, or genes and
lessen the superﬂuous information for gene selection. It is also a well-
known multivariate analysis method for quantifying the correlation
between two sets of multi-dimensional variables [37]. One of the main
intent of CCA is to ﬁnd and enumerate the correlation between two sets
of multi-dimensional variables. It uses two views of the same pattern
and projects them onto a lower dimensional space in which they are
maximally correlated. The traditional CCA algorithm requires to
calculate both the inverse and eigen decomposition of a D *D matrix
[38].
Let's consider two sets of variables X and Y, which contains r
variables in one set X and q variables in set Y.
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
X
X
X
X
and Y
Y
Y
Y
= ⋮ = ⋮
r q
1
2
1
2
We pick X and Y based on the number of variables that subsist in
each set so that r q≤ . A set of linear combinations called U and V is
deﬁned where U corresponds to the linear combinations from X and V
will correspond to Y. Each member of U will be paired with a member
of V. This leads to the sets of section as given below:
U a X a X
U a X a X
= +…+
⋮
= +…+
r r
r r rr r
1 11 1 1
1 1
V b Y b Y
V b Y b Y
= +…+
⋮
= +…+
q q
r r rq q
1 11 1 1
1 1
Hence, U V( , )i i is deﬁned as the ith canonical variate pair. The
variance of Ui variables can computed using Eq. (16):
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∑ ∑var U a a cov X X( )= ( , )i
k
r
l
q
ik il k l
=1 =1 (16)
Similarly, the variance of Vj is computed using Eq. (17):
∑ ∑var V b b cov Y Y( )= ( , )j
k
r
l
q
jk jl k l
=1 =1 (17)
Now, covariance betweenUi andVj can be computed as shown in Eq.
(18):
∑ ∑cov U V a b cov X Y( , ) = ( , )i j
k
r
l
q
ik jl k l
=1 =1 (18)
The canonical correlation betweenUi and Vj can be calculated using
Eq. (19):
ρ
cov U V
var U var V
=
( , )
( ) ( )i
i j
i i (19)
2.6. Performance metrics used
Stability of the selected features is a signiﬁcant aspect when the task
is knowledge discovery and not simply returning an accurate classiﬁer.
For the validation and assessment of the proposed methods, three
diﬀerent forms of metrics were applied. Though there are several
validation indexes that are available, but for our domain Kuncheva's
Stability Index (KSI) [39], Balanced Classiﬁcation Rate (BCR) [40] and
Balanced Error Rate (BER) [41] have been used. The detailed
explanation of the three metrics is shown below:
a. Kuncheva's Stability Index [39]
Let the number of features be in two subsets A and B. KSI is a
stability measure that assumes that A and B have the same size
(cardinality) i.e. A B k= = where, k denotes the number of features
in A or B. In other words, for two subsets A B X, ⊂ such that
A B k= = and r A B= ∩ , where k X n0 < < = is (as shown in Eq.
(20)),
C A B observedr Expectedr
Maxr Expectedr
rn k
k n k
( , ) = −
−
= −
( − )
2
(20)
KSI is the average of pairwise consistency. A value 0 indicates the
highest possible instability, whereas value 1 indicates the highest
possible stability, i.e. all feature subsets have the same cardinal value
and all subsets are identical.
b. Balanced Classiﬁcation Rate [40]
BCR is the mean of sensitivity and speciﬁcity that introduces a
balance amid the classiﬁcation of two classes (as shown in Eq. (21)).
⎛
⎝⎜
⎛
⎝⎜
⎞
⎠⎟
⎞
⎠⎟BCR Sensitivity Specificity
TP
TP FN
TN
TN FP
= 1
2
( + ) = 1
2 +
+
+ (21)
where, TP is True Positive, FP is false positive, TN is true negative and
FN is false negative.
c. Balanced Error Rate [41]
It is the average of errors on each class. It is also called as Half
Total Error Rate. It is stated as given in Eq. (22).
⎛
⎝⎜
⎛
⎝⎜
⎞
⎠⎟
⎞
⎠⎟BER
FP
P
FN
N
BCR= 1
2
+ =1−
(22)
where, FP is false positive, FN is false negative, P is total positive, N is
total negative.
2.7. Proposed methodologies of TR algorithm for gene selection and
ranking
Here, for our work two methodologies were proposed by using the
TR algorithm. In our ﬁrst method, IG-TR Gene Ranking is proposed
that uses information gain as the base medium for evaluation along
with the original existing TR algorithm. And, our second method, CCA-
TR Gene Ranking aims at modifying the existing TR algorithm on the
basis of scoring criteria.
2.7.1. Method I: IG-TR gene ranking
In this process, we have kept the original TR algorithm intact.
Rather, as a substitute of modifying the algorithm we changed the base
dataset. This change is not abstract, but is based on some criteria
(based on information gain content). That is after the preprocessing
step, the data set was again re-arranged and re-structured using the
information gain value extracted. We calculated information gain for
the dataset. Higher the information gain the better is the information
content of the attribute, so we re-set the entire dataset based on this
attribute content value. It is sorted according to the descending order.
Once the dataset is redeﬁned the TR algorithm is applied over it to rank
the genes or attributes. Now, these ranked genes are sorted and passed
into the classiﬁer for the purpose of accuracy measurement.
2.7.2. Method II: CCA-TR gene ranking
There is another method that we have projected for the better
performance of the TR algorithm. TR algorithm usually uses the
standard Fisher's score or Laplacian score to ﬁnd the weight matrices.
As a replacement for using this form of scoring criteria, we preferred to
choose another scoring criteria to replace one of them. For our work,
we put back the usual Fisher's score with Canonical Correlation
Analysis (CCA) factor. That is our new evaluation criteria for generating
the TR or rank of genes is changed from the Fisher's score to canonical
correlation score. Using this score, we generated the TR score for the
genes which was then passed to diﬀerent classiﬁer for the purpose of
accuracy estimation. The evaluation criteria for ﬁnding the weight
matrices or adjacency matrices of the new TR algorithm is stated using
Eq. (23) and Eq. (24).
⎧
⎨⎪
⎩⎪
M
if l l
if l l
( ) =
, =
0, ≠
w ij
cov U V
var U var V i j
i j
( , )
( ) ( )
i j
i i
(23)
⎧
⎨⎪
⎩⎪
M
if l l
Otherwise
( ) =
, =
1,
b ij
cov U V
var U var V i j
( , )
( ) ( )
i j
i i
(24)
where,
cov U V
var U var V
( , )
( ) ( )
i j
i i
is the canonical correlation score and li and ljdenotes
the class label.
The detailed restructured algorithm in stated below (as shown in
Algorithm 3):
Algorithm 3. Modiﬁed trace ratio algorithm.
Step 1: Calculate adjacency matrices for with-in the class (Mw)
and between the classes (Mb) using Canonical Correlation score
as follows (Eq.(23) and Eq.(24)):
M ifl l Otherwise( ) = , = ∧ 0,w ij
cov U V
var U var V i j
( , )
( ) * ( )
i i
i i
M ifl l Otherwise( ) = , = ∧ 1,b ij
cov U V
var U var V i j
( , )
( ) * ( )
i j
i j
Step 2: Calculate the diagonal matrices (DMw and DMb) for the
above adjacency matrices as given below (as in Eq.(14) and Eq.
(15):
DM M( ) = ∑ ( )w ii ij w ij
∑DM M( ) = ( )b ii
ij
b ij
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Step 3: Calculate Laplacian matrices (LMw and LMb) using the Eq.
(12) and Eq.(13).
LM DM M= −w w w
LM DM M= −b b b
Step 4: Construct a matrix of k features by initially selecting
randomly k features from original dataset ( say Rk).
Step 5: Declare an empty matrix (say Nk) to store top k features
after ﬁnding scores of each feature
Step 6: Repeat steps 6–10 until R N!=k k
Step 7: Calculate Y XLM X= b Tand Z XLM X= w T
Step 8: Calculate Trace Ratios as TR TR R YR= ( )y kT k and
TR TR R ZR= ( )z kT k
Step 9 : Calculate β = TRTR
y
z
Step 10 : Calculate Score of each feature as F f m Y βZ m( ) = ( − )i i
T
i
Step 11: Select new top k features based on the score and store in
Nk
Step 12: Store ﬁnal k features Rk for further processing
Step 13: Stop
3. Experimental analysis
In this section, we would begin with the basic pre-processing step
that is a requisite for the ﬁve types of datasets taken for the purpose of
normalizing it. This step would be followed by the parametric discus-
sion and the measures that have been taken into consideration. We
have also presented a schematic view of the proposed model. For the
evaluation and analysis, MATLAB version R2014a was used with the
system requirement of 8 GB RAM.
3.1. Preprocessing
A primary and essential stage of pre-processing is normalization.
Normalization process transforms the data into a layout that will be
more simply and eﬀectively processed for the purpose of the user. Here,
the datasets were normalized usingmin-max normalization [42]. Min-
Max normalization is an eﬀortless technique where the technique can
particularly ﬁt the data in a pre-deﬁned boundary with a pre-deﬁned
boundary. In other words, it's a way that one linearly transforms the
real data values such that the minimum and the maximum of the
transformed data to take certain values. The technique can be
represented as shown in Eq. (25):
x x x
x x
′ = ( − )
( − )
min
max min (25)
where, xmin=minimal data value appearing and xmax= maximal data
value appearing.
3.2. Parameter discussion
In Section 2.7, we have anticipated two diﬀerent types of methods
(IG-TR Gene Ranking and CCA-TR Gene Ranking) for ﬁnding the TR
of a data matrix. This produces a new rank list of genes which are then
conceded to the variants of ANN algorithm for the purpose of
classiﬁcation and accuracy measurement. The factor of covariance
Fig. 1. Schematic proposed model.
Table 1
Description of the datasets used in experimental analysis.
Data Amount of genes No. of samples Training data Testing data References
Class1 Class2
Colon 2000 31 (N) 31 (T) 44 18 [24]
Leukemia 10056 24 (ALL) 24(AML) 34 14 [25]
Medulloblastoma 5893 25(C) 9 (D) 24 10 [26]
Lymphoma 7070 58 (D) 19 (FL) 54 23 [27]
Prostate Cancer 12533 50 (N) 52 (T) 44 18 [28]
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Table 2
Performance assessment of reframed input with original pre-processed base input where K=50 for TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original Infogain Original Infogain Original Infogain Original Infogain
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.36 122 100 111 79.03 2024 100 628 80.78 2145 87.45 2043 98.33 120 100 98
Leukemia 91.6 12 100 12 91.66 14 100 13 89.47 321 92.5 224 90.47 14 99.14 16
Medullobla-stoma 99.10 44 100 35 76.47 725 100 602 79.65 856 85 601 100 48 100 32
Lymphoma 98.70 2335 98.70 1347 97.40 4901 100 3568 95.23 3568 97.23 2864 99.10 2214 99.58 1087
Prostate Cancer 99.01 8197 100 983 50.98 4987 71.28 4029 65.25 3687 76 3402 100 8055 100 912
Table 3
Performance assessment of reframed input with original pre-processed base input where K=100 for TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original Infogain Original Infogain Original Infogain Original Infogain
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.3 108 100 99 97.24 1042 98.3 967 82 2256 88 1568 98 114 100 92
Leukemia 100 16 100 12 98.45 25 100 9 92.01 426 95.24 368 100 12 100 10
Medullobla-stoma 99.01 41 100 38 98.24 3988 99.01 4011 86.35 965 88.25 867 100 38 100 32
Lymphoma 98.70 1452 98.70 1321 99 4254 100 3987 92.48 4781 94.23 3892 98.54 1487 98.01 1235
Prostate Cancer 99.01 4496 100 1337 95.25 2471 99.01 1761 72 3874 82.89 3471 100 4520 100 1022
Table 4
Performance assessment of reframed input with original pre-processed base input where K=150 for TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original Infogain Original Infogain Original Infogain Original Infogain
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 99.01 123 100 89 97.58 1234 99.25 1047 86.47 2458 95.25 2110 99 118 95.21 84
Leukemia 91.6 12 100 12 93.57 38 98.20 23 93.78 528 100 403 95.88 10 100 9
Medullobla-stoma 99.01 56 100 30 98.65 4078 100 3854 89.41 913 93.58 804 100 48 100 22
Lymphoma 98.70 2190 98.70 1576 93.47 4378 96.58 3821 91.47 4582 93.58 4036 99.74 2054 99 1478
Prostate Cancer 99.01 4108 100 1128 88.25 2854 92.42 2103 78.58 3451 85.34 3241 100 4187 100 1158
Table 5
Performance assessment of reframed input with original pre-processed base input where K=200 for TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original Infogain Original Infogain Original Infogain Original Infogain
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.15 145 100 105 95.85 1354 97.25 1204 88 2147 93.45 1543 99 124 100 98
Leukemia 100 16 100 14 92.01 42 95.21 33 91.47 682 95.47 541 100 12 100 14
Medullobla-stoma 98.36 51 100 32 97.36 3954 100 3241 92.54 1054 97.48 932 100 48 100 22
Lymphoma 98.70 1304 100 1730 92.58 3256 96.24 2543 90.47 4421 95.3 4102 97.25 1385 100 1601
Prostate Cancer 99.01 4482 100 1575 86.21 2745 90.01 2235 80.25 3647 85.78 3278 100 4568 100 1489
Table 6
Average Performance assessment of reframed input with original pre-processed base input where K=500 for TR algorithm for 10-fold change.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original Infogain Original Infogain Original Infogain Original Infogain
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 97.25 125 100 104 93.24 1147 95.24 1045 84 1687 93.25 1457 98.24 104 100 93
Leukemia 95.44 10 100 9 93.24 59 95.24 50 92.44 654 93.58 521 96.96 12 100 10
Medullobla-stoma 98.24 40 100 24 95.54 3457 98.11 2987 90.21 885 93.66 654 98 35 100 22
Lymphoma 97 1085 100 1478 89.35 3325 92.54 3256 89 3956 90 3321 98.55 985 100 1325
Prostate Cancer 100 3547 98 985 88 2310 92.35 2185 77 3584 83 3321 100 3104 99.25 954
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and variance have been used to provide better results. Top 50, 100, 150
and 200 genes were selected to be utilized in the TR algorithm for
generation of TR and rank list. This assortment was a crucial criteria
based on which the entire rank list was generated. Information gain is
also a signiﬁcant factor that have been considered here for generating
high set of genes having huge information content. Hence, the selection
of such genes played a major role in ﬁnding the TR and rank list. These
two processes, enhance the chance of ﬁnding the appropriate list (rank
list) for the purpose of classiﬁcation in order to get a better perfor-
mance value. TR itself is a well-deﬁned algorithm and merging these
extra parameters only improves its performance to a higher range. This
merger takes a less number of iterations for generating the rank list as
compared to the original and unmodiﬁed TR algorithm.
3.3. Implementation and performance analysis
The proposed schematic model is described herewith (shown in
Fig. 1):.
In Section 2.7, two methodologies for generating TR were proposed.
It involved a series of steps where we started with the normalization
step that is common to both the methods (IG-TR Gene Ranking and
CCA-TR Gene Ranking). Min-max normalization was used along the
Table 7
Performance assessment of original TR algorithm, proposed IG-TR algorithm with relief for resilient propagation and SVM classifier.
Dataset Resilient propagation SVM
Original Infogain ReliefF Original Infogain ReliefF
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
K=50 Colon 98.36 122 100 111 99.89 113 98.33 120 100 98 98.25 133
Leukemia 91.6 12 100 12 98.44 11 90.47 14 99.14 16 98.55 13
Medullobla-stoma 99.10 44 100 35 100 39 100 48 100 32 100 38
Lymphoma 98.70 2335 98.70 1347 97.85 1459 99.10 2214 99.58 1087 98.02 1542
Prostate Cancer 99.01 8197 100 983 100 1058 100 8055 100 912
K=100 Colon 98.3 108 100 99 99.54 110 98 114 100 92 99.87 102
Leukemia 100 16 100 12 100 18 100 12 100 10 100 15
Medullobla-stoma 99.01 41 100 38 100 52 100 38 100 32 100 41
Lymphoma 98.70 1452 98.70 1321 97.45 1256 98.54 1487 98.01 1235 97.24 1358
Prostate Cancer 99.01 4496 100 1337 98.65 1029 100 4520 100 1022 99.89 3658
K=150 Colon 99.01 123 100 89 99.55 93 99 118 95.21 84 97.85 98
Leukemia 91.6 12 100 12 96.88 18 95.88 10 100 9 100 15
Medullobla-stoma 99.01 56 100 30 99.97 36 100 48 100 22 100 39
Lymphoma 98.70 2190 98.70 1576 99.01 1856 99.74 2054 99 1478 98.32 1874
Prostate Cancer 99.01 4108 100 1128 100 1257 100 4187 100 1158 100 2568
K=200 Colon 98.15 145 100 105 100 142 99 124 100 98 99.86 127
Leukemia 100 16 100 14 99.87 17 100 12 100 14 100 15
Medullobla-stoma 98.36 51 100 32 99.68 38 100 48 100 22 100 34
Lymphoma 98.70 1304 100 1730 100 1587 97.25 1385 100 1601 98.65 1784
Prostate Cancer 99.01 4482 100 1575 100 3542 100 4568 100 1489 100 3698
Table 8
Performance assessment of the existing TR algorithm and proposed TR algorithm where K=50 for the TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original CCA-TR Original CCA-TR Original CCA-TR Original CCA-TR
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.36 122 100 133 79.03 2024 83.58 1524 80.78 2145 89.55 2048 98.14 118 100 124
Leukemia 91.6 12 100 11 91.66 14 94.88 14 89.47 321 92.66 256 89.87 10 100 10
Medullobla-stoma 99.10 44 100 29 76.47 725 85.86 540 79.65 856 86.34 785 98.24 48 100 27
Lymphoma 98.70 2335 100 604 97.40 4901 98.11 3124 95.23 3568 98.35 2475 99 2354 100 564
Prostate Cancer 99.01 8197 99.01 1777 50.98 4987 86.47 2589 65.25 3687 79.36 3549 100 8058 100 1659
Table 9
Performance assessment of the existing TR algorithm and proposed TR algorithm where K=100 for the TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original CCA-TR Original CCA-TR Original CCA-TR Original CCA-TR
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.3 108 100 93 97.24 1042 99.04 856 82 2256 88.33 1689 99.25 116 94.45 89
Leukemia 100 16 100 26 98.45 25 100 20 92.01 426 94.56 354 100 10 100 18
Medullobla-stoma 99.01 41 100 29 98.24 3988 100 3865 86.35 965 90.01 892 100 38 100 28
Lymphoma 98.70 1452 98.7 764 99 4254 99.58 3358 92.48 4781 97.68 3658 98.14 1385 99.66 659
Prostate Cancer 99.01 4496 99.01 921 95.25 2471 99.41 2045 72 3874 80.56 2546 100 4236 100 936
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ﬁve datasets for linearly transforming the new information into some
speciﬁed boundaries. Now, we begin analyzing the ﬁrst and second
method individually (as shown in the method I and method II of
Fig. 1).
In the ﬁrst method or IG-TR Gene Ranking of Fig. 1, we need to
compute the information gain of the datasets in order to ﬁnd how
important a gene vector is. This would additionally be used to select the
gene vector or attribute that contain the highest information content.
Based on this information content, the data matrix or dataset is sorted
and reordered. The reordering is based on the descending order criteria
where the gene of high information content is kept ﬁrst and the genes
with least information substance is kept at last. Usually, study says that
the attribute of less information substance are not considered im-
portant, but in our study every gene vector is given an equal
importance and hence they are kept in the data matrix. Now, this
reformed dataset is used as the base input to the TR algorithm, where it
was eventually found that with just a modest change in the base data
the entire algorithm behaves diﬀerently. This diﬀerence was mainly on
the basis of less number of iterations that was obtained for the
convergence of the algorithm (where, based on the k number of genes
selected, the rank set of all the genes would be same). This diﬀerence
between the original TR algorithm and modiﬁed TR algorithm was also
realized through the classiﬁcation algorithm. The gene rank list was
generated and this was given as the input to the classiﬁers (Resilient
propagation, Back propagation, Manhattan propagation and Support
Vector Machines) which oﬀers an exceptional accuracy as compared to
the original unmodiﬁed TR algorithm.
In the second method or CCA-TR Gene Ranking of Fig. 1, we
eventually changed the scoring criteria of the TR algorithm instead of
changing the base input. As a substitute of Fisher's score, we preferred
to choose canonical correlation score to determine the weight matrices.
CCA is a statistical method that is employed to conﬁne the correlation
between two variables. Thus, by using the new scoring method, we
uncover the TR by selecting the k value (number of genes) as 50, 100,
150 and 200. Now, this modiﬁed TR algorithm also generates the rank
list with few numbers of iterations by suitably converging. Now, this
new rank list was passed to the variants of the classiﬁcation algorithm
where the classiﬁer's accuracy improved a lot as compared to the
original TR algorithm.
Hence, we state that by this modiﬁcation we established a huge of
diﬀerence in the performance of the TR algorithm. The diﬀerence
found at the end provided us with better accuracy value as compared to
the unperturbed TR algorithm. Aside from the accuracy measures, the
number of iterations required for convergence of the algorithm was
eventually less than the original TR algorithm. For most of the datasets,
both the methods gave us 100% accuracy or zero error factor.
4. Results and discussion
As stated earlier, ﬁve datasets have been considered for the purpose
of assessment. Each method's result have been signiﬁcantly discussed
with proper tabular and graphical representation. It was found that
Table 10
Performance assessment of the existing TR algorithm and proposed TR algorithm where K=150 for the TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original CCA-TR Original CCA-TR Original CCA-TR Original CCA-TR
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 99.01 123 100 79 97.58 1234 100 1025 86.47 2458 96.87 2053 99.89 128 82.25 82
Leukemia 91.6 12 100 21 93.57 38 98.69 29 93.78 528 97.25 423 90.47 12 100 18
Medullobla-stoma 99.01 56 100 24 98.65 4078 100 3569 89.41 913 95.21 821 100 48 100 19
Lymphoma 98.70 2190 98.7 828 93.47 4378 98.77 3698 91.47 4582 96.22 3548 99.77 2065 99.45 796
Prostate Cancer 99.01 4108 99.01 608 88.25 2854 93.20 2264 78.58 3451 83.27 3025 100 3965 100 587
Table 11
Performance assessment of the existing TR algorithm and proposed TR algorithm where K=200 for the TR algorithm.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original CCA-TR Original CCA-TR Original CCA-TR Original CCA-TR
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.15 145 100 88 95.85 1354 98.65 1023 88 2147 92.35 2014 99 135 100 90
Leukemia 100 16 100 23 92.01 42 96.35 32 91.47 682 96.85 586 100 11 100 17
Medullobla-stoma 98.36 51 100 38 97.36 3954 100 2542 92.54 1054 98.31 993 99.56 45 100 26
Lymphoma 98.70 1304 98.7 669 92.58 3256 96.87 3105 90.47 4421 93.54 3214 99.10 1287 99.23 584
Prostate Cancer 99.01 4482 99.01 515 86.21 2745 92.85 2105 80.25 3647 89.32 2598 100 4325 100 486
Table 12
Average performance assessment of the existing TR algorithm and proposed TR algorithm where K=500 for the TR algorithm for 10-fold change.
Dataset Resilient propagation Back propagation Manhattan propagation SVM
Original CCA-TR Original CCA-TR Original CCA-TR Original CCA-TR
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
Colon 98.21 132 100 70 94.25 1249 99.36 1156 89 1785 93.68 1622 98.22 135 100 65
Leukemia 97.9 13 100 13 93.78 65 98.32 52 92.56 742 97.85 689 96.11 10 100 10
Medullobla-stoma 99.02 45 99.70 28 96.98 3675 99 3458 91.54 985 95.84 862 100 39 100 25
Lymphoma 98.7 1110 99.61 1056 90.14 3412 95.32 2596 88.45 4085 92.54 3845 99.58 1024 100 995
Prostate Cancer 99.11 3713 99.31 638 89.56 2450 94.58 2150 78.62 3742 83.57 3548 100 3542 100 558
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both the methods were responding positively and were depicted
remarkable results as compared to the original algorithm. The antici-
pated methods were passed to diﬀerent classiﬁcation algorithms and it
was experimental that they either in huge margin or in a smaller
margin varied. Table 1 shows the characteristics and features of the
dataset considered for the experimental analysis. A random training
parameter of 70% from the whole dataset is selected and 30% of testing
parameter is selected.
4.1. IG-TR gene ranking algorithm
One of the major issues in gene selection progression is that with a
huge ordered gene subset we need to ﬁnd such a set (re-ordered set)
where the classiﬁcation accuracy would be higher. Based on this
concept of gene selection, we tried to reform the dataset or data matrix
into a proper ranked set and then this set was compared with the
original dataset. In other words, a clear comparison was drawn by
considering the original pre-processed dataset and reframed dataset
that was passed as the base input to the existing TR algorithm. This was
further materialized and validated by diﬀerent classiﬁcation algo-
rithms. The results are shown from Tables 2–6 where, Table 6 shows
the average accuracy obtained with 10-fold change. From Tables 2–6, it
was observed that the proposed method-I provided a good result in
terms of accuracy with diﬀerent classiﬁers. Also, from Tables 2–6, a
clear implication can be extracted were Resilient propagation and SVM
provided a better classiﬁcation accuracy with less number of iterations
as compared to back propagation and manhattan propagation.
For more computational feasibility and to have a better view of the
proposed techniques eﬃciency, Table 7 presents an analysis of the
original TR algorithm along with ReliefF and the proposed method-I. It
was observed that their is slight gain of accuracy in the proposed
methodology when compared with ReliefF.
4.2. CCA-TR gene ranking algorithm
As discussed in Section 3.3, in this method we have evaluated the
Table 13
Performance assessment of original TR algorithm, proposed CCA-TR algorithm with ReliefF for Resilient propagation and SVM classifier.
Dataset Resilient propagation SVM
Original CCA-TR ReliefF Original CCA-TR ReliefF
Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr Acc Itr
K=50 Colon 98.36 122 100 133 100 125 98.14 118 100 124 99.88 129
Leukemia 91.6 12 100 11 96.51 13 89.87 10 100 10 96.71 16
Medullobla-stoma 99.10 44 100 29 100 35 98.24 48 100 27 100 36
Lymphoma 98.70 2335 100 604 99.65 1985 99 2354 100 564 100 642
Prostate Cancer 99.01 8197 99.01 1777 99.54 2958 100 8058 100 1659 100 3543
K=100 Colon 98.3 108 100 93 99.21 98 99.25 116 94.45 89 93.24 95
Leukemia 100 16 100 26 100 15 100 10 100 18 100 12
Medullobla-stoma 99.01 41 100 29 100 32 100 38 100 28 100 35
Lymphoma 98.70 1452 98.7 764 99.01 854 98.14 1385 99.66 659 99.36 892
Prostate Cancer 99.01 4496 99.01 921 98.35 1541 100 4236 100 936 100 2513
K=150 Colon 99.01 123 100 79 100 84 99.89 128 82.25 82 90.21 105
Leukemia 91.6 12 100 21 99.54 25 90.47 12 100 18 99.75 16
Medullobla-stoma 99.01 56 100 24 99.65 34 100 48 100 19 100 22
Lymphoma 98.70 2190 98.7 828 99.00 1069 99.77 2065 99.45 796 99.02 849
Prostate Cancer 99.01 4108 99.01 608 97.84 758 100 3965 100 587 100 782
K=200 Colon 98.15 145 100 88 99.66 124 99 135 100 90 100 98
Leukemia 100 16 100 23 100 18 100 11 100 17 100 15
Medullobla-stoma 98.36 51 100 38 99.53 45 99.56 45 100 26 100 32
Lymphoma 98.70 1304 98.7 669 99.08 754 99.10 1287 99.23 584 99.54 984
Prostate Cancer 99.01 4482 99.01 515 100 874 100 4325 100 486 100 1198
Table 14
Performance assessment for colon dataset using Kuncheva's Stability Index(KSI), Balanced Classification Rate (BCR) and Balanced Error rate (BER).
K-value Index metrics Resilient propagation Back propagation Manhattan propagation
Original IG-TR CCA-TR Original IG-TR CCA-TR Original IG-TR CCA-TR
50 KSI 0.26 0.62 0.72 0.19 0.55 0.69 0.25 0.46 0.55
BCR 0.96 0.99 0.99 0.76 0.99 0.81 0.75 0.83 0.86
BER 0.04 0.01 0.01 0.24 0.01 0.19 0.25 0.17 0.14
100 KSI 0.28 0.57 0.69 0.24 0.52 0.70 0.28 0.44 0.53
BCR 0.93 0.99 0.99 0.93 0.96 0.97 0.77 0.84 0.81
BER 0.07 0.01 0.01 0.07 0.04 0.03 0.23 0.16 0.19
150 KSI 0.25 0.49 0.62 0.22 0.50 0.65 0.23 0.39 0.54
BCR 0.94 0.99 0.99 0.92 0.98 0.99 0.82 0.93 0.94
BER 0.06 0.01 0.01 0.08 0.02 0.01 0.18 0.07 0.06
200 KSI 0.25 0.51 0.63 0.24 0.45 0.66 0.25 0.47 0.51
BCR 0.94 0.99 0.99 0.92 0.94 0.96 0.86 0.88 0.87
BER 0.06 0.01 0.01 0.08 0.06 0.04 0.14 0.12 0.13
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results of the existing TR algorithm and proposed TR algorithm on the
ﬁve datasets selected. The results were again validated on diﬀerent
classiﬁers and they are shown as in Tables 8–12 where, Table 12
depicts the average accuracy obtained with 10-fold change. It was
observed that from Tables 8–12, the accuracy obtained for the
proposed method-II quite appreciates for the diﬀerent ANN classiﬁer
variants and SVM. From Tables 8–12, it was observed that Resilient
propagation and SVM provided a better classiﬁcation accuracy with few
number of iterations as compared to back propagation and manhattan
propagation.
Table 13, depicts the computational accuracy and the total number
of iterations of the original TR algorithm along with the proposed
Table 15
Performance assessment for leukemia dataset using Kuncheva's Stability Index(KSI), Balanced Classification Rate (BCR) and Balanced Error rate (BER).
K-value Index metrics Resilient propagation Back propagation Manhattan propagation
Original IG-TR CCA-TR Original IG-TR CCA-TR Original IG-TR CCA-TR
50 KSI 0.30 0.57 0.63 0.25 0.42 0.60 0.30 0.44 0.51
BCR 0.93 0.99 0.99 0.87 0.99 0.91 0.76 0.89 0.88
BER 0.07 0.01 0.01 0.13 0.01 0.09 0.24 0.11 0.12
100 KSI 0.26 0.46 0.62 0.21 0.39 0.52 0.32 0.45 0.49
BCR 0.97 0.99 0.99 0.93 0.99 0.99 0.89 0.93 0.90
BER 0.03 0.01 0.01 0.07 0.01 0.01 0.11 0.07 0.10
150 KSI 0.22 0.47 0.65 0.15 0.36 0.53 0.27 0.44 0.45
BCR 0.89 0.99 0.99 0.91 0.97 0.96 0.90 0.99 0.91
BER 0.11 0.01 0.01 0.09 0.03 0.04 0.10 0.01 0.09
200 KSI 0.19 0.48 0.62 0.18 0.33 0.49 0.29 0.48 0.50
BCR 0.99 0.99 0.99 0.89 0.90 0.92 0.83 0.90 0.90
BER 0.01 0.01 0.01 0.11 0.10 0.08 0.17 0.10 0.10
Table 16
Performance assessment for medulloblastoma dataset using Kuncheva's Stability Index(KSI), Balanced Classification Rate (BCR) and Balanced Error rate (BER).
K-value Index metrics Resilient propagation Back propagation Manhattan propagation
Original IG-TR CCA-TR Original IG-TR CCA-TR Original IG-TR CCA-TR
50 KSI 0.22 0.61 0.69 0.22 0.57 0.72 0.23 0.42 0.68
BCR 0.98 0.99 0.99 0.73 0.99 0.82 0.62 0.81 0.82
BER 0.02 0.01 0.01 0.27 0.01 0.18 0.38 0.19 0.18
100 KSI 0.23 0.53 0.70 0.25 0.55 0.55 0.29 0.36 0.66
BCR 0.94 0.99 0.99 0.95 0.98 0.99 0.83 0.86 0.86
BER 0.06 0.01 0.01 0.05 0.02 0.01 0.17 0.14 0.14
150 KSI 0.27 0.55 0.72 0.21 0.49 0.52 0.28 0.31 0.62
BCR 0.95 0.99 0.99 0.94 0.99 0.99 0.86 0.90 0.92
BER 0.05 0.01 0.01 0.06 0.01 0.01 0.14 0.10 0.08
200 KSI 0.24 0.53 0.70 0.22 0.42 0.49 0.26 0.32 0.56
BCR 0.96 0.99 0.99 0.96 0.99 0.99 0.88 0.93 0.99
BER 0.04 0.01 0.01 0.04 0.01 0.01 0.12 0.07 0.01
Table 17
Performance assessment for lymphoma dataset using Kuncheva's Stability Index(KSI), Balanced Classification Rate (BCR) and Balanced Error rate (BER).
K-value Index metrics Resilient propagation Back propagation Manhattan propagation
Original IG-TR CCA-TR Original IG-TR CCA-TR Original IG-TR CCA-TR
50 KSI 0.29 0.55 0.68 0.18 0.47 0.71 0.22 0.42 0.55
BCR 0.99 0.97 0.99 0.95 0.99 0.96 0.92 0.95 0.96
BER 0.01 0.03 0.01 0.05 0.01 0.04 0.08 0.05 0.04
100 KSI 0.31 0.52 0.72 0.25 0.51 0.70 0.21 0.45 0.54
BCR 0.94 0.97 0.96 0.97 0.99 0.97 0.90 0.91 0.93
BER 0.06 0.03 0.04 0.03 0.01 0.03 0.10 0.09 0.07
150 KSI 0.27 0.55 0.71 0.27 0.55 0.68 0.22 0.49 0.52
BCR 0.95 0.95 0.94 0.91 0.92 0.97 0.86 0.91 0.94
BER 0.05 0.05 0.06 0.09 0.08 0.03 0.14 0.09 0.06
200 KSI 0.26 0.60 0.77 0.25 0.50 0.71 0.16 0.47 0.44
BCR 0.97 0.99 0.94 0.91 0.92 0.92 0.85 0.94 0.89
BER 0.03 0.01 0.06 0.09 0.08 0.08 0.15 0.06 0.11
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method-II that is the CCA-TR method and the ReliefF method. When
observed the accuarcy in most of the cases of ReliefF is quite less as
compared to the proposed method. Hence, it is the proposed method is
said to provide a better accuracy with less number of iterations.
4.3. Performance assessment of method-I and method-II
In order to assess the proposed methods, three diﬀerent types of
metrics for evaluation was considered for the ﬁve datasets taken.
Though there exists several performance indexes and metrics, but
Kuncheva's Stability Index (KSI), Balanced Classiﬁcation Rate (BCR)
and Balanced Error Rate (BER) are the three metrics that are chosen
for the assessment of the methods. It was observed that the proposed
methods provided a suitable results as compared to the original and
unmodiﬁed algorithm. Tables 14–18 depicts the results obtained by the
metric evaluation for ﬁve diﬀerent types of datasets: Colon, Leukemia,
Medulloblastoma, Lymphoma and Prostate Cancer.
From Tables 14–18, it is observed that the proposed two methods
are providing quite satisfying outcome as compared to the original
algorithm. In fact, for all the datasets the results are satisfying and
encouraging. For K=50, 100, 150 and 200 results provided for all the
datasets are quite encouraging. In certain cases, it has been observed
that the results in both the proposed methods are not much diﬀerence,
whereas there are cases in which one of the method out of the two is
providing a better result. For KSI, it was found that the result
approached to 1 (where intersection between two subsets is more i.e.
good gene subset selection) than 0 (where intersection between two
subsets is 0 i.e. bad gene subset selection). In our algorithm, the rank of
the gene changes at each iteration and ﬁnally in the last iteration the
rank is same as the K randomly selected data. Hence, an average of all
iterations is considered except the last one. In other words, if there are
n number of iterations, taking place in the TR algorithm (for both
existing and the proposed algorithm), we will consider an average of (n-
1) iteration's KSI. We are intentionally leaving the last iteration as the
intersection of the subsets will lead us to a KSI value of 1. As a result of
this, the KSI value would be more biased towards 1. The second metric
BCR is considered as another parameter for evaluating the methods
proposed. Here, more the result approach to 1, the better is the
classiﬁcation rate and better is the selection of genes. The third metric
is BER, that can be obtained by performing the evaluation of (1-BCR)
and the more it approaches to 0 the better is the evaluation of the gene
subset selection. In other words, the error rate in any method proposed
should be less i.e. approaching to 0. Also, for varying value of K there is
quite a few ﬂuctuation in the result and it can be stated that with less
amount of K chosen, we are getting better results as compared to
higher K value.
The above two proposed methods would allow us to select few top
most relevant genes (like with K=50, 100, 150 or 200) based on which
the visualization for the whole network would be created (using the
GRN) and the interaction and relationship among the genes would be
depicted. This may further be used to ﬁnd the hub genes (i.e genes that
have maximum interaction pathways or edges with the corresponding
genes) that we can presumably assume to be the disease causing genes
or we may try and assess regulating the hub genes and see the eﬀect
that other genes receive due to the altercation of these genes.
5. Summarization
This paper can be ﬁnally summarized as follows:
1. To start with, we had normalized the dataset using Min-max
normalization process to which the original and existing TR algo-
rithm can be used.
2. From the existing TR algorithm, the rank of the genes was extracted
and the dataset was reformed according to the new rank generated.
Now, this dataset was conceded to a classiﬁer and the accuracy of the
datasets was assessed.
3. As TR algorithm is a powerful ranking technique, we thought of
slightly re-structuring it. Two diﬀerent approaches were considered
and hence two new methods, namely IG-TR Gene Ranking and CCA-
TR Gene Ranking were proposed.
4. In the ﬁrst method, the datasets (normalized datasets) Information
gain was computed and the genes containing highest information
content were selected. Based on this selection, the dataset were
redesigned according to the descending order. The existing TR
algorithm was now used on this re-designed dataset and ranks were
generated (by considering random amount of K value). The newly
generated ranked set was passed to the classiﬁer (variants of ANN
and SVM) and its accuracy was tested. It was found that by slightly
changing the input pattern of the TR algorithm, the accuracy
obtained was quite high.
5. To add a new instance to this ﬁnding, another method was proposed
where the dataset was intact; rather a whole new TR algorithm's
scoring or ranking method was proposed.
6. Instead of considering Fisher's score as the criteria for scoring or
ranking in the traditional TR algorithm, we selected another
statistical technique called Canonical Correlation score for the
generation of new rank list or set. It was observed that the rank
generated out of this technique and the new dataset formed
produced a better classiﬁcation accuracy as compared to the tradi-
tional TR algorithm.
7. Finally, the two methods, though provided better results in compar-
Table 18
Performance assessment for prostate cancer dataset using Kuncheva's Stability Index(KSI), Balanced Classification Rate (BCR) and Balanced Error rate (BER).
K-value Index metrics Resilient propagation Back propagation Manhattan propagation
Original IG-TR CCA-TR Original IG-TR CCA-TR Original IG-TR CCA-TR
50 KSI 0.13 0.36 0.52 0.20 0.34 0.52 0.24 0.28 0.48
BCR 0.95 0.99 0.97 0.48 0.69 0.82 0.61 0.74 0.72
BER 0.05 0.01 0.03 0.52 0.31 0.18 0.39 0.26 0.28
100 KSI 0.20 0.42 0.55 0.20 0.31 0.48 0.21 0.32 0.42
BCR 0.96 0.99 0.97 0.91 0.97 0.97 0.68 0.81 0.75
BER 0.04 0.01 0.03 0.09 0.03 0.03 0.32 0.19 0.25
150 KSI 0.21 0.50 0.58 0.19 0.34 0.50 0.19 0.32 0.47
BCR 0.97 0.99 0.97 0.84 0.88 0.89 0.72 0.82 0.79
BER 0.03 0.01 0.03 0.16 0.12 0.11 0.28 0.18 0.21
200 KSI 0.22 0.55 0.51 0.16 0.32 0.45 0.10 0.33 0.42
BCR 0.96 0.99 0.97 0.83 0.85 0.89 0.74 0.82 0.85
BER 0.04 0.01 0.03 0.17 0.15 0.11 0.26 0.18 0.15
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ison to the traditional TR algorithm, they need to be validated and
assessed properly. Hence, KSI, BCR and BER were the three
performance metrics chosen for assessing their performance.
Lastly, it was proved that the two proposed technique provided
better validation results as compared to the original algorithm.
6. Conclusion and future direction
In this paper, two methods IG-TR Gene Ranking and CCA-TR Gene
Ranking were proposed. These methods were assessed with ﬁve types
of datasets. The basic aim of the proposed techniques was to rank the
genes with few numbers of randomly selected genes. It was proved that
the ranks generated out of these techniques were quite good and this
was further validated by passing it through a classiﬁcation stage. The
accuracy of the classiﬁers obtained provided as a suitable and valid
means to assess the two techniques proposed. For our work, four
variants of ANN classiﬁers (Resilient Propagation, Back Propagation,
Manhattan Propagation and SVM) were selected, though we can choose
any other classiﬁcation technique for the purpose of the classiﬁcation
accuracy measure. It was observed that the accuracy of all the
classiﬁers is more or less the same, but the proposed method’s accuracy
was far better as compared to the existing algorithm. For rank
generation, diﬀerent K values for considered and it was concluded
that by choosing a small set of K we are able to acquire a better ranking
pattern for the genes. The two methods along with the existing method
are further validated using diﬀerent performance metrics like KSI, BCR
and BER. Ultimately, the genes obtained from these methods can be
used for the purpose of constructing Gene Regulatory Networks (GRN)
that would be considered for our future work.
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