Abstract. The problem of the existence of a decomposition of a finitely generated group Γ into a non-trivial free product with amalgamation is studied. It is proved that if dim X s (Γ) 2, where X s (Γ) is the character variety of irreducible representations of Γ into SL 2 (C), then Γ is a non-trivial free product with amalgamation. Next, the case when Γ = a, b | a
Introduction
We shall say that a group G is a non-trivial free product with amalgamation if G = G 1 * A G 2 , where G 1 = A = G 2 (see [1] ). Wall [2] posed the following question:
What one-relator groups are non-trivial free products with amalgamation? Let G = g 1 , . . . , g m | R 1 = · · · = R n = 1 be a group with m generators and n relations such that def G = m − n 2. It is proved in [3] that G is a non-trivial free product with amalgamation. In particular, if G is a one-relator group with m generators, m 3, then G is a non-trivial free product with amalgamation. The case of groups with two generators and one relation is more complicated. For example, the free Abelian group G = a, b | [a, b] = 1 of rank 2, where [a, b] = aba −1 b −1 , is obviously not a non-trivial free product with amalgamation. Another example is the group G n = a, b | aba −1 = b n . This group is soluble for each n, and bearing in mind results of [3] it is easy to show that G n is not a non-trivial free product with amalgamation for n = −1.
The following conjecture was stated in [4] .
, be a group with two generators and one relation with torsion. Then G is a non-trivial free product with amalgamation.
Zieschang [5] has studied the problem of the decomposition of discontinuous transformation groups into non-trivial free products with amalgamation. He has completely answered the question of when such a group is a non-trivial free product with amalgamation in all cases except for the groups H 1 = a, b | [a, b] n = 1 and H 2 = a, b | a 2 = [a, b] n = 1 , n 2. Rosenberger [6] has proved that H 1 and H 2 are non-trivial free products with amalgamation if n is not a power of 2. It is shown in the recent papers [7] and [8] that H 1 is a non-trivial free product with amalgamation for arbitrary n 2. An independent proof of this fact was given in [9] , [10] .
In the present paper we study a more general case; namely, we consider so-called generalized triangle groups G having a presentation of the following form:
where l 2 and R(a, b) is a cyclically reduced word in the free group on a and b. Not all these groups are non-trivial free products with amalgamation. For example, Zieschang [5] has proved that the ordinary triangle group
where m, n, l 2, is not a non-trivial free product with amalgamation. On the other hand, it is shown in [10] that every group G with a presentation a, b | a 2m = R l (a, b) = 1 , where m 0 and l 2, is a free product with amalgamation. Theorems 2 and 3 of the present paper contain more general results about the decomposition of generalized triangle groups into non-trivial free products with amalgamation.
We prove in Theorem 1 that a finitely generated group Γ is a non-trivial free product with amalgamation if the dimension of some algebraic variety (the socalled character variety of irreducible representations of Γ into SL 2 (C)) is larger than 1. To formulate this result we recall notation and some facts from geometric representation theory (see also [11] - [14] ).
Let Γ = g 1 , . . ., g m be a finitely generated group and let G ⊂ GL n (K) be a connected linear algebraic group defined over an algebraically closed field K of characteristic zero. Obviously, for each homomorphism ρ : Γ → G(K) the set of elements (ρ(g 1 ), . . . , ρ(g m )) ∈ G(K)
satisfies all defining relations of Γ. Hence the correspondence ρ → (ρ(g 1 ), . . . , ρ(g m )) is a bijection between Hom(Γ, G(K)) and the set of K-points in some affine Kvariety R(Γ, G) in G m . The variety R(Γ, G) is usually called the representation variety of Γ into the algebraic group G.
The group G acts on R(Γ, G) in the natural way (by simultaneous conjugation of components), and its orbits are in one-to-one correspondence with the equivalence classes of representations of Γ. In the general case the orbits of G under this action are not necessarily closed and therefore the variety of orbits (the geometric quotient) is not an algebraic variety. However, if G is a reductive group, then one can consider the categorical quotient X(Γ, G)=R(Γ, G)/G (see [15] ). Its points parametrize closed G-orbits. In the case when G = GL n (K) or G = SL n (K), an orbit of G is closed if and only if the corresponding representation in completely reducible. Hence points in the variety X(Γ, G) are in this case in one-to-one correspondence with the equivalence classes of completely reducible representations of Γ into G or, in other words, with the characters of representations of Γ into G.
Throughout the paper we shall consider only the case G = SL 2 (K) and for brevity set R(Γ, SL 2 (K)) = R(Γ) and X(Γ, SL 2 (K)) = X(Γ). One can find all information about the varieties R(Γ) and X(Γ) used below in [12] and [16] - [18] . We set
where π : R(Γ) → X(Γ) is the canonical projection. It is shown in [12] that R s (Γ) and X s (Γ) are Zariski open subsets of R(Γ) and X(Γ) respectively. The aim of the present paper is to prove the following results. Theorem 1. Let Γ be a finitely generated group such that dim X s (Γ) 2. Then Γ is a non-trivial free product with amalgamation.
vs is a word such that 0 < u i < n, 0 < v i < k, and s 1. Suppose that there exists i ∈ {1, . . ., s} such that |u i | 2. Moreover, suppose that n = u i pf, where f ∈ Z, p is a prime, and u i p does not divide u j for j = i. Then Γ n is a non-trivial free product with amalgamation in the following cases:
(1) m = 2 and p does not belong to a certain finite set of primes S. The set S is completely determined by the exponent k and the word R.
Note that the condition u i p u j for j = i in Theorem 2 holds automatically if u i = max 1 j s u j 2 or u i u j for each j = i.
Theorem 3.
Suppose that Γ = a, b | a n = R m (a, b) = 1 , where n = 0 or n 2, m 2, and R(a, b) = a u1 b v1 · · · a us b vs with s 1, v i = 0, and 0 < u i < n. Then Γ is a non-trivial free product with amalgamation.
As an immediate consequence of Theorem 3 we obtain the proof of Conjecture 1.
, be a group with two generators and one relation with torsion. Then Γ is a non-trivial free product with amalgamation.
At the end of § 2 we shall prove that for m 3 the group Γ in Corollary 1 satisfies the assumptions of Theorem 1, that is, dim X s (Γ) 2, and therefore we obtain another proof of Conjecture 1. In what follows we denote the field of p-adic numbers by Q p , the ring of p-adic integers by Z p , the group of p-adic units in Z p by Z * p , the p-adic valuation by | · | p , the trace of a matrix A by tr A, and the identity 2 × 2-matrix by E.
We recall several facts about the character variety X(Γ) of representations of a finitely generated group Γ into SL 2 (C) (see [12] ). For arbitrary g in Γ one can consider the regular function
Usually, τ g is called the Fricke character of the element g. It is known that the Z-algebra T (Γ) generated by all functions τ g , g ∈ Γ, is finitely generated. Moreover, if τ g1 , . . ., τ gs are generators of T (Γ), then the C-algebra of SL 2 (C)-invariant regular functions C[R(Γ)] SL2(C) is equal to C[τ g1 , . . . , τ gs ]. Consider now the morphism
It is shown in [12] that the image π(R(Γ)) is closed in A s . Since X(Γ) and π(R(Γ)) are biregularly isomorphic, we shall identify X(Γ) and π(R(Γ)).
The idea of the proof of Theorem 1 is to construct for some prime p a representa-
After that the following well-known facts will yield Theorem 1.
(1) If H is a dense subgroup of SL 2 (Q p ) in the p-adic topology, then H is a non-trivial free product with amalgamation (see [19] ).
(2) If f : G 1 → G 2 is a group epimorphism and G 2 is a non-trivial free product with amalgamation, then G 1 is also a non-trivial free product with amalgamation.
We shall say that a subgroup
in the p-adic topology if and only if H is absolutely irreducible (that is, irreducible over the algebraic closure of Q p ), unbounded, non-discrete, and does not lie in the normalizer of a maximal torus.
Proof. If H is dense in SL 2 (Q p ) in the p-adic topology, then the assertion of the lemma is obvious. We now claim the converse result. Let H be the closure of H in the p-adic topology. Then H is a p-adic Lie group. Let h and s be the Lie algebras of H and SL 2 (Q p ) respectively. We prove first that h = s. To this end it is sufficient to show by [7] ; Theorem 4.6 that h is not soluble. Assume the contrary, in which case H contains an open soluble subgroup G (see [20] ; Chapter 4). Let
be the principal congruence subgroup of level j of SL 2 (Q p ). The groups Γ j , j 0, form a base of neighbourhoods of the identity in SL 2 (Q p ). Hence we can assume without loss of generality that G = Γ j ∩ H for some j 2. Since H it not discrete, G is not discrete either. In particular, for each i > j the group
We claim that G is reducible over Q p . For otherwise, in view of [21] ; Corollary 2, G contains a normal Abellian subgroup A of index 2 and we have tr x = 0 for each x in G \ A. On the other hand, if x ∈ SL 2 (Q p ) and tr x = 0, then x / ∈ Γ i for i > 1; therefore x / ∈ G, which is a contradiction.
To complete the proof of the insolubility of h, we consider the following cases.
(1) G is Abelian. Since H is absolutely irreducible and does not lie in the normalizer of a maximal torus, there exists x ∈ H such that xGx −1 ∩ G = {E}. Thus, we see that {E} is an open subgroup of G, that is, G is discrete, which is a contradiction.
(2) G is non-Abelian. Then we can assume without loss of generality that all G i are non-Abelian for i > j (otherwise we can set G = G i for some i). Hence the derived group U = [G, G] is a non-trivial Abelian unipotent subgroup of G. By the absolute irreducibility of H there exists x in H such that xU x −1 ∩ U = {E}. On the other hand xGx −1 is an open subgroup, and therefore there exists i such that
and it is easy to see that V ⊂ xU x −1 ∩ U , which is a contradiction. We have thus proved that h = s. Hence there exists a congruence subgroup Γ i such that Γ i ⊂ H (see [22] ; Chapter. 5). In particular, H contains unipotent subgroups of the following form:
Furthermore, the unboundedness of H means that there exists an element h of H such that | tr h| p > 1. For otherwise the traces of all elements of H belong to Z p , and therefore H is conjugate to a subgroup of SL 2 (Z p ) (see [23] or [12] ; Lemma I.4.3), that is, H is bounded. This is in contradiction with the assumptions of the theorem. We claim that the eigenvalues of the matrix h belong to Q p . Suppose that tr h = p −s α, where α ∈ Z * p , s > 0. Then the characteristic polynomial of h has the form f(y) = y 2 − p −s αy + 1, and its discriminant is
). Thus, D is a square in Q p , and therefore the roots of f(y) belong to Q p . Hence h is conjugate in GL 2 (Q p ) to a diagonal matrix of the following form:
We can assume without loss of generality, taking into consideration a group conjugate to H if necessary, that h = diag(λ, λ −1 ) ∈ H. It is now easy to show that H contains the following unipotent subgroups of SL 2 (Q p ):
Indeed, let x = 1 0 p r β 1 be an element of V 1 , where r < i and β ∈ Z * p . We choose an integer m such that 2sm+r i. Then it is easy to see that h m xh −m ∈ U 1 , and therefore x ∈ H. Thus, we have V 1 ⊂ H, and in a similar way, V 2 ⊂ H. It is well-known that the subgroups V 1 and V 2 generate SL 2 (Q p ). Hence H = SL 2 (Q p ), as required, and the proof is complete. Since each rational morphism from a smooth curve into a projective variety is regular and the image of a projective variety under a regular map is closed (see [24] ), f is a regular surjective morphism. Let v ∈ D \ D be a point at infinity on D, and suppose that w ∈ f −1 (v). The coordinates of the two points v and w generate a finite extension K 1 /Q. By Chebotarev's density theorem there exist infinitely many primes p such that K 1 ⊂ Q p . We choose one such p. Then w ∈ L(Q p ) and v ∈ D(Q p ). Since w is a non-singular point in L, w has a p-adic neighbourhood W ⊂ L(Q p ) such that W is homeomorphic to a disc in Q p (see [24] ; Chapter II). This means that there exists an infinite sequence of elements w i in W such that w i ∈ L(Q p ) and lim i→∞ w i = w in the p-adic topology. By the continuity of f we obtain lim i→∞ f (
is unbounded. This means that there exists i such that not all coordinates of f(w i ) belong to Z p . This completes the proof.
Proof of Theorem 1. Let g 1 , . . . , g s be elements of Γ such that the corresponding functions τ g1 , . . . , τ gs generate the ring T (Γ). Then the projection π : R(Γ) → X(Γ) is defined by the formula π(ρ) = (τ g1 (ρ), . . . , τ gs (ρ)). By the assumptions of Theorem 1 we have dim X s (Γ) 2, therefore there exists an irreducible component Z of the closure X s (Γ) in the Zariski topology such that dim Z 2 and
in the Zariski topology, and so is also Z, that is, Z = Z 1 . Let p i : Z → A 1 be the projection defined by the formula p i (z 1 , . . . , z s ) = z i . Since dimZ 2, there exists i such that the projection p i is dominant and therefore p i (U ) is dense in A 1 in the Zariski topology. Hence there exists an integer n > 2 such that n ∈ p i (U ). Let
Applying Lemma 2 to the varieties X and Y and the morphism π we see that there exists a prime p such that R(Q p ) contains a representation ρ with the following properties: ρ is irreducible and not all coordinates of the point π(ρ) belong to Z p . The latter means that there exists j such that τ gj (ρ) = tr ρ(g j ) / ∈ Z p . Hence ρ(Γ) is an unbounded subgroup of SL 2 (Q p ). Moreover, it follows from the construction of ρ that τ gi (ρ) = tr ρ(g i ) = n > 2. Thus, the cyclic subgroup of ρ(Γ) generated by ρ(g i ) is infinite and bounded. Hence ρ(Γ) is a non-discrete subgroup of SL 2 (Q p ). Now if ρ(Γ) does not lie in the normalizer of a maximal torus, then by Lemma 1 ρ(Γ) is dense in SL 2 (Q p ) in the p-adic topology; hence ρ(Γ) (and therefore also Γ) is a non-trivial free product with amalgamation.
Assume now that ρ(Γ) lies in the normalizer of a maximal torus. We claim that there exists an epimorphism f :
is the infinite dihedral group. Indeed, since ρ(Γ) is by construction absolutely irreducible and infinite, by [21] ; Corollary 2, ρ(Γ) contains a normal Abelian subgroup A of index 2 and we have tr x = 0, that is,
Let ρ(Γ) = A ∪ xA be a partitioning of ρ(Γ) into two cosets. Since A is infinite, there exists an epimorphism f : A → C, where C = c is the infinite cyclic subgroup of D ∞ generated by c. We now set f(xa) = df (a) for arbitrary a ∈ A. It is easy to verify that we have a well-defined map f : ρ(Γ) → D ∞ and f is an epimorphism. Since D ∞ is a non-trivial free product, ρ(Γ) (and therefore Γ) is a non-trivial free product with amalgamation. The proof of Theorem 1 is complete. § 2. Auxiliary results
In this section we prove several auxiliary results used in the proofs of Theorems 2 and 3. In what follows we shall denote the ring of algebraic integers in C by O, the group of units in O by O * , the free group of rank 2 on generators g and h by F 2 = g, h , and the greatest common divisor of integers a and b by (a, b). If K ⊃ L is a finite extension of fields and x ∈ K, then we denote the norm of the element x by N K/L (x).
The following lemma characterizes finite-order elements of SL 2 (C).
Lemma 3. Suppose that m ∈ Z, m > 2, and that X ∈ SL 2 (C), X = ±E. Then X m = E if and only if tr X = ε + ε −1 , where ε m = 1, ε = ±1 (in other words, if and only if tr X = 2 cos(2rπ/m) for some r ∈ {1, . . ., m − 1}). In particular, if tr X = 0, then
Proof. If X m = E, then the assertion is obvious. If tr X = ε + ε −1 , then ε and ε
are the eigenvalues of X. Hence X is conjugate to the matrix diag(ε, ε −1 ), that is,
Obviously, the representation variety R(F 2 ) of the free group F 2 = g, h is SL 2 (C) × SL 2 (C). It is known that the ring T (F 2 ) is generated by the functions τ g , τ h , τ gh (see [12] , [16] , [17] ). For u in F 2 the function τ u is usually called the Fricke character of the element u.
Lemma 4. For all α, β, γ ∈ C there exist matrices A and B in SL 2 (C) such that
This lemma can be easily proved by straightforward computation. In particular, Lemma 4 yields the equality X(F 2 ) = π(R(F 2 )) = A 3 . Moreover, the functions τ g , τ h , τ gh are algebraically independent over C and for each u ∈ F 2 we have
where Q u ∈ Z[x, y, z] is a uniquely defined polynomial with integer coefficients. The polynomial Q u is usually called the Fricke polynomial of the element u. The following relations for Fricke characters are consequences of the relations between the traces of arbitrary matrices in SL 2 (C):
We require now more detailed information on the Fricke polynomials (see [25] ). Consider the polynomials P n (λ) satisfying the initial conditions
and the recursive relation
If n < 0, then we set P n (λ) = −P |n|−2 (λ). The degree of P n (λ) is n if n > 0 and |n| − 2 if n < 0. It can be easily verified by induction on n that
It follows from (2) that the polynomial P n (λ), n 1, has n zeros described by the formula
Moreover, it is easy to verify by induction that for n > 0 we have
Further, let w = g α1 h β1 . . . g αs h βs be a cyclically reduced word in F 2 and set x = τ g , y = τ h , z = τ gh . We shall treat the Fricke polynomial Q w (x, y, z) as a polynomial in z. Let
Lemma 5 [25] . The degree of the Fricke polynomial Q w (x, y, z) with respect to z is equal to s, that is, the number of the blocks of the form g αi h βi in w. The leading coefficient M s (x, y) of Q w (x, y, z) has the following form:
The following lemma plays an important role in the proofs of Theorems 2 and 3.
Lemma 6. Let Γ = a, b | a n = R m (a, b) = 1 , where n = 0 or n 2, m 2, and R(a, b) is a cyclically reduced word containing b in the free group on a and b. Assume that there exist matrices A and B in SL 2 (C) such that tr A = α =2 cos(tπ/n) for some t ∈ {1, . . ., n − 1} and tr R(A, B) = Q R (α, y, z) = c, where Q R is the Fricke polynomial of the element R(g, h) of F 2 , c = 2 cos(rπ/m) for some r ∈ {1, . . . , m − 1}, y = tr B, and z = tr AB. Let H = A, B be the group generated by the matrices A and B. Assume that the following two conditions hold:
(1) there exists a unipotent (or finite-order ) element W of H of the form
Then Γ is a non-trivial free product with amalgamation.
Furthermore, suppose that the following condition holds instead of condition (1): (1 ) the matrix B has finite order, that is, tr B = 2 cos(k 1 π/k) for some k 2 and
is a non-trivial free product with amalgamation for each integer v.
The proof of this lemma is based on Bass's classification of finitely generated subgroups of SL 2 (C) [26] .
Proposition 1 [26] . Let H be a finitely generated subgroup of GL 2 (C). Then one of the following cases must occur :
(1) there exists an epimorphism f : H → Z such that f(u) = 0 for all unipotent elements u of H; (2) tr h ∈ O for each element h of H; (3) H is a non-trivial free product with amalgamation.
Proof of Lemma 6. It is easy to see that H does not satisfy conditions (1) and (2) in Proposition 1. For let f : H → Z be an epimorphism such that f(z) = 0 for each unipotent element z of H. Then f(A) = 0, because A 2n = E by Lemma 3. Furthermore, f(u) = lf(B) = 0, so that f(B) = 0 because u is by assumption either unipotent or of finite order and l = 0. Thus, f(H) = {0}, which is a contradiction. By assumption H does not satisfy condition (2) in Proposition 1 either. Hence H is a non-trivial free product with amalgamation, that is, H = H 1 * F H 2 , where
and F be the images of A, B, H, H 1 , H 2 , and F in PSL 2 (C), respectively. If −E / ∈ H, then H and H are isomorphic. If −E ∈ H, then −E belongs to the centre of H, therefore −E ∈ F . In all these cases H 1 = F = H 2 and therefore H = H 1 * F H 2 is a non-trivial free product with amalgamation. By Lemma 3, the conditions tr A = α and Q R (α, y, z) = c yield the
Thus, H is an epimorphic image of Γ and therefore Γ is also a non-trivial free product with amalgamation.
Next, if we replace the condition (1) by (1 ), then again H is a non-trivial free product with amalgamation. Moreover, A n = B k = R m (A, B) = 1 in PSL 2 (C). Hence H is an epimorphic image of Γ 1 . Thus, Γ 1 is a non-trivial free product with amalgamation, which completes the proof of Lemma 6.
Lemma 7.
(1) Let r, s be integers such that s 3 and (r, s) = 1. Then cos(rπ/s) / ∈ O. (2) For s ∈ Z, s 1, assume that r ≡ 0 (mod 2s+1). Then 2 cos(rπ/(2s+1)) ∈ O * . (3) Suppose that u ∈ Z, u = 0, let p be a prime, and let ε be a primitive root of unity of degree 4pu. Also set
Then there exist r, r 1 ≡ 0 (mod p) such that p divides both integers N K/Q (x r ) and N K/Q (y r1 ). In particular, x r , y r1 / ∈ O * . (4) Suppose that u, c ∈ Z, |u| 2, c = 0, and let p be a prime not dividing c. Further, set x 0 = −2 cos(π/u), x r = 2 cos(rπ/(pu)). Then there exists r ≡ 0 (mod p) such that c/(x r − x 0 ) / ∈ O.
(5) Let p be a prime, p > 2. Then sin(rπ/p s ) / ∈ O * whenever r ≡ 0 (mod p) and s 1.
(6) Assume that t 1. Then 2 sin(rπ/2 t ) / ∈ O * for each odd r.
Proof.
(1) Assume that cos(rπ/s) ∈ O, so that cos(drπ/s) ∈ O for each d in Z. By assumption (r, s) = 1, therefore for each integer l there exists d such that dr ≡ l (mod s). Hence for each integer l we have cos(lπ/s) ∈ O. By (3) the polynomial P s−1 (λ) has the zeros 2 cos(lπ/s), l = 1, . . ., s − 1, therefore P s−1 (2λ) has the zeros cos(lπ/s), l = 1, . . ., s−1. If s = 2s 1 +1 is odd, then it follows from (4) that
2s1−2 / ∈ Z and P 2s1−1 (2λ) has a zero not belonging to O. Again, this is a contradiction, which proves part (1).
(2) By (3) and (4) the quantity 2 cos(rπ/(2s + 1)) is a zero of the polynomial P 2s (λ) = λ 2s + · · · + (3) and (4) the polynomial
has the zeros 2 cos(r π/(2p f+1 )), r = 1, . . . , 2p f+1 − 1, and the polynomial
has the zeros 2 cos(r π/(2p
where F (λ) is easily seen to be a polynomial of degree 2(p f+1 − p f ) with constant term p and leading coefficient 1. The zeros of F (λ) have the form 2 cos(r π/(2p f+1 )), r ≡ 0 (mod p). It is easy to see that there exists r 1 ≡ 0 (mod p) such that N K/Q (2 cos(r 1 π/(2p f+1 ))) = ±p s for some s 1, as required. (4) Note that
Hence it is sufficient to show that for some r ≡ 0 (mod p) we have c/α r / ∈ O, where α r = 2 cos((r + p)π/(2pu)). Let K r = Q(α r ) and d r = [K r : Q]. By part (3), proved above, there exists r ≡ 0 (mod p) such that p divides N Kr /Q (α r ). Hence
because p c by assumption. Hence c/α r / ∈ O, as required.
(5) Note that 1/ sin(rπ/p s ) = 2/(2 cos((p s − 2r)π/(2p s ))). It follows from our proof of part (4) that there exists r 0 ≡ 0 (mod p) such that
We
which is a contradiction. (6) For t = 1 the assertion is obvious. Assume that t > 1. By part (3) there exists an odd r 0 such that 2 sin(r 0 π/2 t ) / ∈ O * . We claim that for each odd r we have 2 sin(rπ/2 t ) / ∈ O * . Assume the contrary, and suppose that 2 sin(rπ/2 t ) ∈ O * for some odd r. Obviously, there exists an integer d such that r ≡ dr 0 (mod 2 t ). Then by (2) we obtain
The last equality yields the inclusion 2 sin(r 0 π/2 t ) ∈ O * , which is the contradiction completing the proof of Lemma 7.
Lemma 8. (1)
Suppose that s, t 0. Then
(2) The polynomial P s (λ) − P s−1 (λ) has the zeros λ r = 2 cos((2r +1)π/(2s + 1)), r ∈ {0, 1, . . ., s − 1}.
(3) If γ = 2 cos(2rπ/(2s + 1)), where s 1, r ∈ {1, . . ., s} and (r, 2s + 1) = 1, 
Assume that γ is not equal to 2 cos(rπ/s), where r, s ∈ Z. Then there exists an integer l > 0 such that
(1) We fix s and proceed by induction on t. If t = 0, then we have
by definition. Further, by induction we obtain
as required.
(2) Bearing in mind (2) we see that P s (λ r ) − P s−1 (λ r ) = sin((2r + 1)(s + 1)π/(2s + 1)) − sin((2r + 1)sπ/(2s + 1)) sin((2r + 1)π/(2s + 1)) = 0. (5) Since the polynomial P l (λ) has by (3) the zeros 2 cos(rπ/(l +1)), r = 1, . . ., l, one can write: P l (γ) = l r=1 (γ − 2 cos(rπ/(l + 1))). Hence it is sufficient to prove that γ−(ε+ε −1 ) / ∈ O * , where ε = ±1 is some root of unity. Let f(λ) be a polynomial for γ irreducible over Q, K 0 the splitting field of f(λ), and set K 1 = K 0 (x 0 ), where x 0 is a root of the equation x + x −1 = γ. Let Z 1 be the integral closure of Z in K 1 and let p be an odd prime. Let p 1 be a prime ideal in Z 1 lying over (p). Then k 1 = Z 1 /p 1 ⊃ Z/pZ = k is a finite extension of fields. We have x 0 , y 0 ∈ Z 1 . Letx 0 and γ be the images of x 0 and γ in k 1 , respectively. Then the following equality holds:x 0 +x −1 0 = γ. Let l = |k * 1 | be the order of the multiplicative group of k 1 . Thenx
, where ξ is a primitive root of unity of degree l in C. Let Z 2 be the integral closure of Z 1 in K 2 , p 2 a prime ideal in Z 2 lying above p 1 , and set k 2 = Z 2 /p 2 ⊃ k 1 . We denote by ∆ the group of roots of unity of degree l in K 2 and by ∆ its image in k 2 . We claim that ∆ = k * 1 . Assume that, on the contrary, ∆ = k * 1 . Then for some integer r, 0 < r < l, we have ξ r = 1, where ξ is the image of ξ in k 2 . This means that ξ r = 1 + y, where y ∈ p 2 . Then (1 + y) l = 1, that is, 1 + C Since y = 0, it follows that l ∈ p 2 ∩ Z = (p). However, l = |k * 1 | = p t − 1 for some t, which is a contradiction. Hence there exists a root of unity ε of degree l such that ε =x 0 . This means that γ − (ε + ε −1 ) ∈ p 2 and therefore γ − (ε + ε −1 ) is not a unit in the ring O. This completes the proof of Lemma 8.
Lemma 9. Let F 2 = g, h be the free group on generators g and h. Set x = τ g , y = τ h , z = τ gh , and t = τ ghg −1 h −1 . Then the following assertions hold.
(
(1) One can prove the equality in question by straightforward computation using relations (1) (see [16] ).
(2) Let u and v be arbitrary elements of F 2 . Then it is easy to show, using induction and relations (1) , that the following equality holds for all integers p and q:
We now set u = gh and v = ghg
(3) Let u and v be as above. Then using relations (1) and (8) we obtain
Hence
We simplify the last equation using (7). We consider the coefficient of z 3 first:
Next we consider the coefficient of z:
This completes the proof of Lemma 9.
At the end of § 2 we show how one can deduce Corollary 1 from Theorem 1. This will give us another proof of Conjecture 1.
and R(a, b) is not a proper power.
We consider the case m 3 first. We claim that dim X s (Γ) 2. Then Theorem 1 immediately yields that Γ is a non-trivial free product with amalgamation. In the character variety X(F 2 ) = A 3 of the free group F 2 = g, h we consider the hypersurface V defined by the equation
where x = τ g , y = τ h , and z = τ gh . By Lemma 5 one can write (9) in the following form:
We claim that V ⊂ X(Γ). For let v = (x 0 , y 0 , z 0 ) ∈ V and let A and B be matrices in SL 2 (C) such that tr A = x 0 , tr B = y 0 , and tr AB = z 0 . Then by Lemma 3 we obtain the equality R m (A, B) = E. Hence the pair of matrices (A, B) determines a representation ρ of Γ into SL 2 (C). Moreover, the range of ρ in X(Γ) coincides with v, so that v ∈ X(Γ). Further, let V 1 , . . . , V r be the irreducible components of V . It is easy to see (cf. [24] ) that dim V i = 2 for each i. It remains to show that V ∩ X s (Γ) = ∅. Assume the contrary. Then all representations corresponding to points in V are reducible. This means that the regular function τ ghg −1 h −1 − 2 is identically equal to 0 on V . Hence by Lemma 9(1) we obtain
where C is a constant distinct from zero and d 1.
If we have |u i | 2 or |v i | 2 for some i, then the leading coefficient M s (x, y) in (10) is not a constant, by Lemma 5, and equality (11) is impossible. Now suppose that |u i | = |v i | = 1 for i = 1, . . . , s. First of all, if for some i we have u i = u i+1 or v i = v i+1 (u 1 = u s or v 1 = v s for i = s), then we can consider other generators of Γ. Assume for definiteness that u 1 = u 2 . We set a 1 = a u1 b v1 ,
, where u i , v i = 0, r 1, and u 1 2. We considered this case above.
We can thus assume without loss of generality that u i+1 = −u i and v i+1 = −v i . By assumption R(a, b) is not a proper power, therefore only two cases are possible for R(a, b), up to cyclic rearrangement: R(a, b) = aba
Since 2 − 2 cos 2π m = 0, it is obvious that g(x, y, z) has no zeros on V in this case.
Thus, we have proved for m 3 that Γ is a non-trivial free product with amalgamation. Now let m = 2. Then one can consider the group Γ 1 = a, b | R 4 (a, b) = 1 . We proved above that dim X s (Γ 1 ) 2. It follows from the proof of Theorem 1 that there exists a representation ρ : Γ 1 → SL 2 (Q p ) for some prime p such that ρ(Γ 1 ) is dense in SL 2 (Q p ) in the p-adic topology. Hence ρ(Γ 1 ) is a non-trivial free product with amalgamation. Let G = ρ(Γ 1 ) be the image of ρ(Γ 1 ) in PSL 2 (Q p ). Then it is easy to see that G is also a non-trivial free product with amalgamation. However, G is an epimorphic image of Γ, therefore Γ is a non-trivial free product with amalgamation, as required. § 3. Proof of Theorem 2
(1) Suppose that Γ n = a, b | a n = b k = R 2 (a, b) = 1 , and let F 2 = g, h be the free group with generators g and h. We set x = τ g , β = τ h = 2 cos(π/k), and z = τ gh . Consider now the equation
where Q R(g,h) is the Fricke polynomial of the element R(g, h) of F 2 . By Lemma 5 we can write (12) in the following form:
where A 0 (x) = s i=1 P ui−1 (x)P vi−1 (β). Since by assumption there exists i such that |u i | 2, it follows that deg P ui−1 (x) 1. Let x 0 = −2 cos(π/u i ) be one of the
. We write (13) in the following form:
We assume first that all polynomials A 1 (x), . . . , A s (x) are multiples of x − x 0 . Then one can write (14) as follows:
where f(x, z) is a polynomial in x and z. Let z 0 be an arbitrary element of C such that z 0 / ∈ O, and let A and B be matrices in SL 2 (C) such that tr A = x 0 , tr B = β, and tr AB = z 0 . By construction, the pair of matrices (A, B) defines a representation of Γ n into PSL 2 (C). Applying Lemma 6 we see that Γ n is a non-trivial free product with amalgamation.
Assume now that not all polynomials A 1 (x), . . . , A s (x) are multiples of x − x 0 . For example, assume that A 1 (x) is not a multiple of x−x 0 , and let δ = A 1 (x 0 ) ∈ O, δ = 0, be the residue of A 1 (x) modulo x − x 0 . We set c = N Q(δ)/Q (δ) ∈ Z and take S = {p ∈ Z : p divides c} for the finite set of primes from the assertion of the theorem. Assume that n = u i pf for some integer f and a prime p not in S such that u i p u j for j = i. Let x r = 2 cos(rπ/(pu i )), where r ≡ 0 (mod p), and let K r = Q(δ, x r − x 0 ). By Lemma 7(3) we can choose r such that p divides N Kr /Q (x r − x 0 ) and, by construction, p does not divide c. Then
Furthermore, since p r and pu i u j for each j = i, it follows that B 0 (x r ) = 0. We now set x = x r and write equation (14) in the following form:
Clearly, we have
Hence equation (16) has a root z 0 outside O. Consider now matrices A and B in SL 2 (C) such that tr A = x r , tr B = β, tr AB = z 0 .
By construction, the pair of matrices (A, B) defines a representation of Γ n into PSL 2 (C). Applying Lemma 6 we see that Γ n is a non-trivial free product with amalgamation.
(2) We keep the notation of part (1) . Consider the equation
where γ t = 2 cos(tπ/m), m t. By Lemma 5 we can write (17) in the following form:
Let x r = 2 cos(rπ/(pu i )), where r ≡ 0 (mod p). We claim that there exist t and r such that (A s (x r ) − γ t )/(x r − x 0 ) / ∈ O. In fact, let us assume the contrary.
We consider the case m = 3 first. Then γ 1 = 1 and γ 2 = −1. Since both numbers
belong to O, their difference 2/(x r − x 0 ) belongs to O for each r ≡ 0 (mod p). By assumption p = 2, therefore we arrive at a contradiction to Lemma 7(4). Now let m = 2 l . Then γ 2 l−1 = 0 and γ 2 l−2 = √ 2. Since both quantities
belong to O, their difference √ 2/(x r − x 0 ) belongs to O, and 2/(x r − x 0 ) ∈ O. Again, we obtain a contradiction to Lemma 7(4).
Thus, we choose t and r such that (A s (x r ) − γ t )/(x r − x 0 ) / ∈ O. Since p r and pu i u j for each j = i, it follows that B 0 (x r ) = 0. We set x = x r and write (18) in the following form: (19) has a root z 0 outside O. Consider now matrices A and B in SL 2 (C) such that
By construction the pair of matrices (A, B) defines a representation of Γ n into PSL 2 (C). Applying Lemma 6 we see that Γ n is a non-trivial free product with amalgamation.
(3) Assume that m > 3 and m = 2 l . Using the notation of part (2) we claim that there exist t ≡ 0 (mod m) and r ≡ 0 (mod p) such that (A s (x r )−γ t )/(x r −x 0 ) / ∈ O. For assume the contrary: suppose that (A s (x r ) − γ t )/(x r − x 0 ) ∈ O for each t ≡ 0 (mod m) and each r ≡ 0 (mod p).
First, we consider the case when m is odd and a multiple of an integer of the form 4g + 1, g 1, that is, m = (4g + 1)m 1 . We consider the quantities δ t = γ 2tm1 = 2 cos(2tπ/(4g + 1)), t = 1, . . . , 2g. Then 1 + 2g i=1 δ i = 0 as it is the sum of all roots of unity of degree 4g + 1. Note that −δ t = γ (4g+1−2t)m1 . Set
whenever r ≡ 0 (mod p), which contradicts Lemma 7(4). Assume now that m is odd but has no divisors of the form 4g + 1, g 1. Then m = 4g + 3, g 1. We have 1 + 2g+1 i=1 γ 2i = 0, for this is the sum of all roots of unity of degree 4g + 3. We set C 0 = (A s (x r ) + γ 1 )/(x r − x 0 ) and
We claim that γ 1 − 1 ∈ O * . Since γ 1 is a zero of the polynomial P 4g+2 (λ), γ 1 − 1 is a zero of P 4g+2 (λ + 1). The constant term of P 4g+2 (λ + 1) is equal to
Note that P 4g+2 (1) = 0 if and only if 4g +3 is a multiple of 3, that is, g is a multiple of 3. Let g = 3g 1 . Then 4g + 3 = 12g 1 + 3 = 3(4g 1 + 1), that is, m is a multiple of 4g 1 + 1, contradicting our assumptions. Hence P 4g+2 (1) = ±1 and γ 1 − 1 ∈ O * . It now follows from (19) that for each r ≡ 0 (mod p) we have 1/(x r − x 0 ) ∈ O. We obtain a contradiction to Lemma 7(4) once more.
Finally, we consider the case when m is even, that is, m = m 1 2 g , where g 1 and m 1 is odd and greater than 1. Consider the quantities γ i2 g = 2 cos(iπ/m 1 ). Now, arguing just in the case of odd m we obtain a contradiction to Lemma 7(4).
Thus, we choose t and r such that (A s (x r )−γ t )/(x r −x 0 ) / ∈ O. Then the constant term in equation (19) does not belong to O and (19) has a root z 0 outside O. Let A, B ∈ SL 2 (C) be matrices such that
By construction the pair of matrices (A, B) defines a representation of Γ n into PSL 2 (C). Applying Lemma 6 we complete the proof of Theorem 2.
Remark. In a number of cases one can obtain more precise information on the decomposition of a generalized triangle group Γ into a non-trivial free product with amalgamation. For instance, consider the group
Then it follows from Theorem 2 that Γ k is a non-trivial free product with amalgamation if k = 2k 1 , where 1 < k 1 = 2 l . However, it is easy to see that also when k 1 = 2 l , l 1, this group Γ k is a non-trivial free product with amalgamation. For let F 2 = g, h be a free group and let x = τ g = 0, y = τ h , and z = τ gh . Consider the equation
Let y = y r = 2 cos(rπ/2 l+1 ). Then by Lemma 7(6) we obtain z r = 1/y r / ∈ O for each odd r. Lemma 6 now shows that Γ k is a non-trivial free product with amalgamation. § 4. Proof of Theorem 3
vs be a word such that v = max 1 i s |v i | 2. Then by Theorem 2 there exists a prime p such that the group Γ 1 = a, b | a n = b pv = R m (a, b) = 1 is a non-trivial free product with amalgamation. Since Γ 1 is an epimorphic image of Γ, Γ is also a non-trivial free product with amalgamation.
One can assume therefore without loss of generality that
where v i ∈ {−1, 1}, i = 1, . . . , s. Assume also that there exists i, 1 i s, such that either v i = v i+1 or v 1 = v s . For definiteness, suppose that v 1 = v 2 . In this case one can consider new generators of Γ: a 1 = a and b 1 = a u2 b v1 . Then it is easy to ver-
, l 1, 0 < u i < n, and v i = 0 for i = 1, . . ., l. Moreover, we have v = max 1 i l |v i | 2. However, we have just proved that Γ is a non-trivial free product with amalgamation in this case.
Thus, we can assume without loss of generality that
where k 1 and 0 < u i < n for i = 1, . . ., 2k. We set c = ba
Let F 2 = g, h be the free group of rank 2 and set f = hg −1 h −1 . We set x = τ g , y = τ h , z = τ gh , and t = τ gf . Then τ f = τ g = x and, by Lemma 9(1),
We regard R 1 (g, f) ∈ F 2 as a word in g and f. Let q(x, t) be the Fricke polynomial of R 1 (g, f), that is,
Since R 1 (g, f) contains k blocks of the form g uj f −uj+1 , q(x, t) is a t-polynomial of degree k by Lemma 5, with leading coefficient (−1)
We now set x = τ g = α r = 2 cos(rπ/n) and γ l = 2 cos(lπ/m), where r ≡ 0 (mod n) and l ≡ 0 (mod m), and consider the equation
By (21) one can write (22) in the following form:
Lemma 10. There exist r, l in Z, r ≡ 0 (mod n) and l ≡ 0 (mod m), such that P ui−1 (α r ) = 0 for i = 1, . . . , 2k and equation (23) has a root t = t 0 = 2.
Proof. Assume first that m 3. In this case γ 1 = γ 2 . We set r = 1, and then the polynomial q(α 1 , t) has degree k. Obviously, at least one of the equations q(α 1 , t) = γ 1 and q(α 1 , t) = γ 2 has a root t 0 = 2.
We assume now that m = 2 and the equation q(α r , t) = 0 has the unique root t = 2. This means that for arbitrary matrices A and B in SL 2 (C) such that tr A = tr B = α r the condition tr R 1 (A, B) = tr A u1 B −u2 · · · A u2k−1 B −u2k = 0 yields that tr AB = 2. We claim that this is not the case. To obtain a contradiction it is sufficient to find matrices A and B in SL 2 (C) satisfying the conditions (1) tr A = tr B = α r , (2) tr AB = 2,
We shall seek A and B in the following form: It can be easily verified by induction that
Next, it is not difficult to show that
, and f 1 (w) and f 2 (w) are some polynomials of w. Hence
We claim that there exists r, 1 r < n, such that C k (α r ) = 0 and the polynomial g(w 2 ) has a root w 0 such that w 2 0 = 4 sin 2 (rπ/n). Assume the contrary: assume that for each r such that C k (α r ) = 0 we have
Comparing the constant terms in the left-hand and the right-hand sides of (24) and taking the expression for C k (α r ) into account we obtain
By (2), P ui−1 (2 cos(rπ/n)) = sin(u i rπ/n)/ sin(rπ/n). We write u i /n as u i /n i , where (u i , n i ) = 1. Then (25) takes the following form:
Hence to complete the proof of the lemma it is sufficient to show that one obtains a contradiction by assuming that equality (26) holds for each r such that the left-hand side of (26) is distinct from zero. We start with the discussion of the case of odd n. Let n 0 = min j n j : assume that n 0 = n 1 for definiteness. Then n 1 is odd; let p be a prime divisor of n 1 . We set r = n 1 /p. Then 2 sin(u 1 rπ/n 1 ) = 2 sin(u 1 π/p). If j > 1, then we have 2 sin(u j rπ/n j ) = 2 sin(u j n 1 π/(pn j )) = 0 because pn j does not divide u j n 1 , by construction. It follows from (26) that
If dn 1 is a multiple of pn, then 2 cos(dn 1 π/(pn)) = ±1. If dn 1 is not a multiple of pn, then 2 cos(dn 1 π/(pn)) ∈ O * by Lemma 7(2). In both cases it follows from (27) that 1/(2 sin(u 1 π/p)) ∈ O, which contradicts Lemma 7(5). Now let n = 2 l n , where l 1 and n is odd. Let n i = 2 li n i , where l i 0 and n i is odd, and let n 0 = min j n j .
If n 0 > 1, then we set r = 2 l r , where r ≡ 0 (mod n ). Now, (26) has the following form:
where n is odd. We proved above that there exists in this case an r such that the left-hand side of (28) is distinct from zero and equality (28) does not hold. Now let n 0 = 1. We set
Next we set r = 2 l0−1 r , where r is odd. Then for i in I 0 we have 2 sin
We can now write equality (26) in the following form:
We choose r such that the left-hand side of (29) is distinct from 0. Then the right-hand side of (29) is also distinct from 0. If |I 0 | > 1 or |I 0 | = 1 and cos(dr π/(2 l−l0+1 n )) = ±1, then the left-hand side of (29) belongs to O. However, by Lemma 7(1) the right-hand side of (29) does not belong to O, which is a contradiction.
It remains to consider the case |I 0 | = |{i 0 }| = 1, cos(dr π/(2 l−l0+1 n )) = ±1. In this case (29) has the following form:
2 sin u i r π 2 li−l0+1 n i = ±1.
If |I| > 1 and i 0 = i ∈ I, then l i > l 0 and n i = 1. Hence for each odd r the left-hand side of (30) is distinct from 0 and 1/(2 sin(u i r π/(2 li−l0+1 ))) ∈ O by (30). We arrive at a contradiction to Lemma 7(6) . Now let I = I 0 = {i 0 }. We set n j0 = min j =i0 n j 3, J = {j : n j = n j0 }, l j0 = min j∈J l j .
If l j0 − l 0 + 1 > 0, then we set r = n j0 . It is easy to verify that in this case the left-hand side of (30) is distinct from 0 and it follows from (30) that 1/(2 sin(u j0 π/2 lj 0 −l0+1 )) ∈ O. We thus obtain a contradiction to Lemma 7(6). Finally, if l j0 − l 0 + 1 0, then we consider an arbitrary prime divisor p, p 3, of n j0 and set r = n j0 /p. Then, as above, the left-hand side of (30) is distinct from zero, and by (30) we obtain 2 sin u j0 r π
This is in contradiction with Lemma 7(5), and it completes the proof of Lemma 10.
We can now complete the proof of Theorem 3. By Lemma 10 we can find r and l such that equation (23) has a root t 0 = 2. Since t = x 2 + y 2 + z 2 − xyz − 2 by construction and x = α r , it follows that y and z satisfy the equation
Let (y 0 , z 0 ) be a solution of (31) and let A and B be matrices in SL 2 (C) such that tr A = α r , tr B = y 0 , tr AB = z 0 . Then by construction tr ABA −1 B −1 = t 0 , tr R(A, B) = γ l , and the pair of matrices (A, B) defines a representation of Γ into PSL 2 (C). Note that this is an irreducible representation because t 0 = 2. We claim that there exists a solution (y 0 , z 0 ) of equation (31) such that the following conditions hold:
(1) there exists a finite-order element W 1 (A, B) = A α1 B β1 · · · A αg B βg such that α i , β i = 0 for i = 1, . . . , g and g i=1 β g = 0; (2) z 0 = tr AB / ∈ O.
In that case we can apply Lemma 6 and complete the proof of Theorem 3. The rest of the roof depends on the form of t 0 . We shall consider the following cases:
(1) t 0 / ∈ O; (2) t 0 = 2 cos((2k + 1)π/(2s + 1)), where s 1 and (2k + 1, 2s + 1) = 1; (3) t 0 = 2 cos(2kπ/(2s + 1)), where s 1 and (k, 2s + 1) = 1; (4) t 0 = 2 cos((2k + 1)π/(2s)), where s 1 and (2k + 1, s) = 1; (5) t 0 ∈ O, t 0 = 2 cos(kπ/s) for arbitrary integers k and s. Then W 1 (A, B) has order 6 and it follows from Lemma 9(2) that tr W 1 (A, B) = (P s+1 (t 0 ) − P s (t 0 ))z 0 = 1.
Hence by Lemma 8(3) we obtain z 0 = 1/(P s+1 (t 0 ) − P s (t 0 )) / ∈ O. Now let (y 0 , z 0 ) be an arbitrary solution of (31). 
Then W 1 (A, B) has order 6 and by Lemma 9(3) we can write (32) in the following form: (t 0 − 2)P s−1 (t 0 ) 2 z 3 0 + (2 − P 2s−1 (t 0 ) + P 2s−2 (t 0 ))z 0 − 1 = 0.
By Lemma 8(4) we obtain 0 = P s−1 (t 0 ) / ∈ O * , therefore
Thus, (33) has a root z 0 outside O. Now let (y 0 , z 0 ) be a solution of (31).
(5) Since t 0 ∈ O and t 0 = 2 cos(kπ/s) for arbitrary integers k and s, by Lemma 8(5) there exists an integer l > 0 such that 0 = P l (t 0 ) / ∈ O * . We set W 1 (A, B) = (AB) −1 (ABA −1 B −1 ) l+1 (AB) 2 (ABA −1 B −1 ) l+1 and assume that (32) holds. Then W 1 (A, B) has order 6 and by Lemma 9(3) we can write (32) as follows:
(t 0 − 2)P l (t 0 ) 2 z 3 0 + (2 − P 2l+1 (t 0 ) + P 2l (t 0 ))z 0 − 1 = 0.
Since 1/((t 0 −2)P l (t 0 ) 2 ) / ∈ O by construction, (34) has a root z 0 / ∈ O. Now let (y 0 , z 0 ) be a solution of (31). Applying Lemma 6 we complete the proof of Theorem 3 in the last case.
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