In this discussion we focus on the recent paper by Mirbagheri et al. (2010) , which reported the conjunctive use of wavelet analysis and neuro-fuzzy models for predicting suspended sediment concentration (SSC). Testing was applied to a small tropical catchment (47.4 km 2 ) situated on the western side of the island of Puerto Rico (Rio Rosario, near Hormigueros, Station ID 50136400). Figure 1 contrasts the location of the investigated site against that of two other study sites on this island that have been the subject of several recent data-driven modelling investigations (Rio Valenciano, near Juncos, Station ID 50056400; Quebrada Blanca at Jagual, Station ID 50051150). This is the fourth paper in a series of similar studies. Earlier investigations explored the related goal of predicting daily suspended sediment load (SSL) e.g. wavelet-neural-network modelling of the Schuylkill River, Philadelphia, USA (Partal and Cigizoglu 2008) ; and wavelet-neurofuzzy modelling of the Potomac River at Point of Rocks, Maryland, USA (Rajaee 2010) and Pecos River, near Artesia, New Mexico . We are grateful to the authors for their sustained interest in the development and testing of novel data-driven modelling approaches, and for their reported deployment of suspended sediment prediction applications across a number of complementary geographical environments. The published article nevertheless raises several important hydrological * Mirbagheri, S.A., Nourani, V., Rajaee, T. and Alikhani, A., 2010 . Neuro-fuzzy models employing wavelet analysis for suspended sediment prediction in rivers. Hydrological Sciences Journal, 55 (7), 1175-1189. modelling concerns, which should be recognised and addressed:
CONCEPTUAL RATIONALE FOR THE USE OF COMPLEX, DATA-DRIVEN MODELLING
Best practice in hydrological modelling involves an initial, visual inspection of the data set (Glysson 1987 , such that a full understanding and appreciation of the nature and complexity of the relationship to be modelled can be discovered or confirmed. This requirement ensures that the rejection of simple modelling solutions in favour of more complex counterparts is made on the basis of "graphical evidence". As noted previously by the discussers (Mount and Abrahart 2011a ), a simple model is always preferable to a similarly-performing but more complex counterpart, because such solutions are often: (i) substantially more transparent; and (ii) far more easily understood by the wider hydrological community. For the gauging station in question, straightforward post-publication inspection of a sediment-discharge scatter plot for the calibration period revealed the existence of a quadratic relationship in the data set (Fig. 2) . The strength of this relationship is confirmed statistically when a quadratic, best-fit curve is applied (Table 1) . Indeed, it is interesting to note that, compared against the original authors' reported statistics, the quadratic curve is equal to, or slightly better than, their bestperforming wavelet-neuro-fuzzy conjunction model (Model b5 [db4 -level 1]). Model outputs for the test period are provided in Fig. 3 (quadratic) and Fig. 4 (wavelet-neuro-fuzzy). Importantly, mid-range predictions for the test data set are improved through the application of a simple quadratic model. The question of identifying a superior model in respect of major events is more problematic, since upper-end quadratic outputs deliver a sounder overall trend, but a broad scatter of points, whilst the wavelet-neurofuzzy model produces a tighter banding, but with systematic underestimation of delivered material. Each model has its own merits, according to operational requirements, and so no clear winner emerges.
PHYSICAL RATIONALE FOR THE USE OF WAVELET DECOMPOSITION PROCEDURES
The paper is unclear about the physical rationale for the use of wavelet decomposed time series as inputs into a data-driven model. Indeed, it has become evident that one key obstacle to the wider acceptance of data-driven modelling techniques is a lack of sound, physical explanations for the processes involved and, by association, such arguments must be extended to encompass selection and pre-processing of the input variables employed: i.e. black-box "demonization" (Babovic 2005 , Abrahart et al. 2010 . This obstacle is potentially greater when the inputs being used are no longer expressed in physical measurement units due to complex transformations being applied.
In such cases, it should not be acceptable to justify the use of inputs solely on the basis of past usage, or to offer an explanation of superior findings, based on alleged similarities in shape between a particular wavelet function and the sediment time series hydrograph. Consequently, we feel that the scientific impact of their reported research would be substantially enhanced if the original authors could:
(a) Extend their brief explanation for the best performance of the db4 wavelet so that the hypothesised optimal fit between the shape of this function and the shape of the suspended sediment hydrograph across the range of temporal decompositions (Mirbagheri et al. , p. 1183 ) is properly demonstrated and, where possible, explained in physical terms. (b) Elucidate the relationship between the different levels of decomposition adopted and the characteristic temporal frequency responses of sediment delivery and transport processes in Puerto Rico.
In particular, it would be helpful to understand the decomposed series in terms of its sub-daily, daily, seasonal and annual signatures. Without this information, it is impossible to develop an adequate physical justification for the input variables concerned and, in consequence, the success of the model.
OPERATIONAL RATIONALE FOR THE SELECTION/EXCLUSION OF PARTICULAR DRIVERS
The discussers note that all reported models, except for the Sediment Rating Curve (Campbell & Bauder 1940) , lacked the inclusion of Q t as an input variable. This is particularly surprising given that Q t is shown to have the highest correlation coefficient ( Table 2) . The result is a model that can only be used in a one-step-ahead forecasting situation. The inclusion of past sediment inputs in all combinations is doubly problematic, since it demands the existence of a set of observed sediment records-in which case the purpose of performing a one-step-ahead forecast is reduced to an academic exercise that is of limited operational value (Abrahart et al. 2008 . One wonders, therefore, how solutions developed solely on discharge, with or without lags, would perform.
ROBUSTNESS OF MODEL COMPARISONS
It has long been recognised that model over-fitting is a major concern for data-driven modellers; but it is especially relevant for those concerned with suspended sediment prediction (Giustolisi and Laucelli 2005, Mount and Abrahart 2011b) . It is, therefore, very surprising to find that no mention of any precautions to avoid or guard against over-fitting is made in Mirbagheri et al.'s (2010) paper. Given the very poor performance of their feed-forward neural network and adaptive neuro-fuzzy inference system counterparts on the test data set, and the good performance of our quadratic function, one wonders whether over-fitting has played a major part in negatively biasing the comparator models. This question should be resolved. Allied to this, it would also be interesting to know how well a counterpart feedforward neural network model, developed on wavelet transformed inputs rather than raw data, would perform. Without this information a full picture of the comparative benefits and weaknesses of the different methodologies presented cannot be established.
DATA SOURCING AND OBSERVED RECORD
The discussers downloaded copies of the modelled data sets from two different web sources (USGS Suspended-Sediment Database 1 ; USGS National Water Information System 2 ) and have identified a discrepancy in the maximum SSC value for the training data set. This discrepancy was consistent in both of our data sets which contained a maximum value of 3540 mg/L for 30 September 1992. Given the significant influence that low-frequency, high-magnitude events can have on data-driven, hydrological modelling, further clarification of data sources should be provided, together with verification of the value of SSC on this date.
