ABSTRACT. We consider the simple random walk on a two-dimensional super-critical infinite percolation cluster. We prove that, for almost every percolation configuration, the path distribution of the walk converges weakly to a non-degenerate Brownian motion.
INTRODUCTION
Consider supercritical bond-percolation on Z 2 , and the simple random walk on its infinite cluster. In [13] Sidoravicius and Sznitman asked (and answered, for dimensions d ≥ 4) the following question: Is it true that for a.e. configuration such that the origin belongs to the infinite cluster, the random walk starting at the origin exits the symmetric slab {(x 1 , . . . , x d ) : |x 1 | ≤ N } through either side with probability tending to 1 / 2 , as the width of the slab tends to infinity? In this paper, we answer this question for dimension d = 2. As in [13] , we do so by proving a quenched invariance principle for the walk on the super-critical infinite cluster. Before stating the main result, we will need some notations and definitions. Most of these apply equally well to any dimension so we maintain this level of generality throughout the forthcoming discussions.
Let Z d be the d-dimensional hypercubic lattice and let B d be the set of nearest neighbor edges. We will use b to denote a generic edge, x, y to denote the edge between x and y, and e to denote the edges from the origin to its nearest neighbors. Let Ω = {0, 1} B d be the space of all percolation configurations. Here ω b = 1 indicates that the edge b is occupied and ω b = 0 implies that it is vacant. Let B be the Borel σ-algebra on Ω-defined using the product topology-and let P be an i.i.d. measure such that P(ω b = 1) = p for all b ∈ B d . If x ω ←→ ∞ denotes the event that the site x belongs to an infinite self-avoiding path using only occupied bonds in ω, we let C ∞ = C ∞ (ω) denote the set
i.e., C ∞ is the union of all infinite components of the graph induced by ω. By Burton-Keane's theorem [4] , C ∞ is connected with P-probability one. Let τ x : Ω → Ω be the shift defined by (τ x ω) b = ω x+b . Note that P is τ x -invariant for all x ∈ Z d . Let p c = p c (d) denote the percolation threshold on Z d defined as the infimum of c 2005 by N. Berger and M. Biskup. Reproduction, by any means, of the entire article for non-commercial purposes is permitted without charge. 1 all p's such that P(0 ∈ C ∞ ) > 0. In particular, for p > p c we may define the measure P 0 by P 0 (A) = P(A|0 ∈ C ∞ ),
A ∈ B.
(
1.2)
This measure is supported on the set Ω 0 = {0 ∈ C ∞ }. We will use E 0 to denote expectation with respect to P 0 . For each configuration ω ∈ Ω 0 , let (X n ) n≥0 be the simple random walk on C ∞ (ω). Explicitly, (X n ) n≥0 is a Markov chain with state-space Z d , whose distribution P 0,ω is defined by the transition probabilities P 0,ω (X n+1 = x + e|X n = x) = 1 2d 1 {ωe=1} •τ x , |e| = 1 (1.3) and the initial condition P 0,ω (X 0 = 0) = 1.
(1.4) Thus, at each unit of time, the walk picks a neighbor at random and if the corresponding edge is occupied, the walk moves to this neighbor. If the edge is vacant, the move is suppressed.
Our main result is that for P 0 -almost every ω ∈ Ω 0 , the linear interpolation of (X n ), properly scaled, converges weakly to Brownian motion. The precise statement is as follows: Theorem 1.1 Let d = 2 and let ω ∈ Ω 0 . Let (X n ) n≥0 be the random walk with law P 0,ω and let B n (t) = 1 √ n X ⌊tn⌋ + (tn − ⌊tn⌋)(X ⌊tn⌋+1 − X ⌊tn⌋ ) , t ≥ 0.
1.5)
Then for all T > 0 and for P 0 -almost every ω, ( B n (t) : 0 ≤ t ≤ T ) converges in law to a two-dimensional isotropic Brownian motion (B t : 0 ≤ t ≤ T ) with a positive diffusion constant depending only on the percolation parameter p.
The above Markov chain (X n ) n≥0 is only one of two natural ways to define a simple random walk on the supercritical percolation cluster. Another possibility is that, at each unit of time, the walk moves to a site chosen uniformly at random from all accessible neighbors, i.e., there are no pauses. In order to define this process, let (T k ) k≥0 be the sequence of stopping times that mark the moments when the walk (X n ) n≥0 made a move. Explicitly, we let T 0 = 0 and
Using these stopping times-which are P 0,ω -almost surely finite for all ω ∈ Ω 0 -we define a new Markov chain (X ′ n ) n≥0 by putting
It is easy to see that (X ′ n ) has the desired distribution. Indeed, the walk starts at the origin and its transition probabilities are given by
A simple modification of the arguments leading to Theorem 1.1 allow us to establish a corresponding functional central limit theorem for this version of simple random walk on supercritical percolation cluster.
Theorem 1.2 Let d = 2 and let
be the random walk define from (X n ) n≥0 as in (1.7) and let B ′ n (t) be the linear interpolation of the first n values of X ′ k defined by (1.5) with (X n ) replaced by (X ′ n ). Then for all T > 0 and for P 0 -almost every ω, ( B ′ n (t) : 0 ≤ t ≤ T ) converges in law to a two-dimensional isotropic Brownian motion (B t : 0 ≤ t ≤ T ) with a positive diffusion constant depending only on the percolation parameter p.
An annealed version of Theorems 1.1 and 1.2 was proved in 1984 by De Masi et al, see [5, 6] . A number of proofs of quenched invariance principles have appeared in recent years for the cases where an annealed principle was already known. Besides our guiding example [13] , another paper of direct relevance is due to Rassoul-Agha and Seppäläinen [12] where a quenched invariance principle was established for directed random walks in random environments. A number of related results on the harmonic properties of the infinite percolation cluster have been proved, e.g., Barlow [2] . However, none of these sophisticated analyses are needed to establish the conclusions of the present paper.
The main purpose of this article is to prove Theorems 1.1 and 1.2. This will be done in Section 6. In Sections 2-5 we assemble and further develop the necessary ingredients of the proof. The results proved in Sections 2 and 3 are for the most part already known; their proofs are included in order to make this paper entirely self-contained.
Before we embark on our journey through the proof, let us outline its main steps. The principal idea-which permeates through the work of Kozlov [11] , Kipnis and Varadhan [10] , Sznitman and Sidoravicius [13] and many others-is to consider an embedding of C ∞ (ω) into the Euclidean space which makes the corresponding simple random walk a martingale. The distance between the natural position of a site x ∈ C ∞ and its counterpart in the aforementioned embedding is expressed in terms of the so-called corrector χ(x, ω), see Section 2 for a definition and a figure. The proof then splits into two parts: (1) proving that the martingale converges to Brownian motion and (2) proving that the deformation of the path caused by the change of embedding is negligible on the scale we expect the convergence to Brownian motion to take place. The latter part (which is the one more difficult) amounts to an almost sure estimate of the corrector χ(x, ω) as a function of x. This is the subject of Sections 4 and 5. It is only the latter section where we have to restrict ourselves to d = 2.
CORRECTOR-CONSTRUCTION AND HARMONICITY
In this section we will define and study the aforementioned corrector which is the basic instrument of our proofs. An informed reader may want to consider skimming through this section noting only the notation developed in the next few paragraphs and the principal results which appear in Theorem 2.2 and Corollary 2.5.
As is well known, cf. Kipnis and Varadhan [10] , the Markov chain (X n ) n≥0 induces a Markov chain on Ω 0 , which can be interpreted as the trajectory of "environments viewed from the perspective of the particle." The transition probabilities of this chain are given by the kernel Q : Ω 0 ×B → FIGURE 1. A percolation configuration before (left) and after (right) the corrector deformation x → x + χ(x, ω).
e : |e|=1
Our basic observations about the induced Markov chain are as follows:
Lemma 2.1 For every bounded measurable f : Ω → R and every e with |e| = 1,
2)
where −e is the bond that is reverse to e. As a consequence, P 0 is reversible and, in particular, stationary for Markov kernel Q.
Proof. First we prove the identity (2.2). Neglecting the normalization by P(0 ∈ C ∞ ), we need to prove the equality
3)
This will be a consequence of 1 {ωe=1} = 1 {ω −e =1} •τ e and the fact that, on {ω e = 1} we have
•τ e . Indeed, these observations imply
and (2.3) then follows by the shift invariance of P. From (2.2) we immediately have that for any bounded, measurable f, g : Ω → R,
where Qf : Ω → R is a function given by (Qf )(ω) = 1 2d
Indeed, splitting the last sum into two terms, the second part reproduces exactly on both sides of (2.5). For the first part we apply (2.2) and note that averaging over e allows us to neglect the negative sign in front of e on the right-hand side. But (2.5) is the definition of reversibility and, setting f = 1 and noting that Q1 = 1, we also get stationarity of P 0 .
Next we will adapt the spectral calculus of Kipnis and Varadhan [10] to the present situation. Let L 2 = L 2 (Ω, B, P 0 ) be the space of all Borel-measurable, square integrable, real functions on Ω. We equip L 2 with the inner product (f, g) = E 0 (f g). Let Q be an operator defined by (2.6). By Lemma 2.1 we have (f, Qg) = (Qf, g) (2.7) and so Q is a symmetric operator on L 2 . An explicit calculation gives us
and so Q L 2 ≤ 1. In particular, Q is self-adjoint and spec(Q)
Let V : Ω → R d be the local drift at the origin, i.e.,
(We will only be interested in V (ω) for ω ∈ Ω 0 , but that is of no consequence here.) Clearly, since V is bounded, we have V ∈ L 2 . For each ǫ > 0 let ψ ǫ : Ω → R d be the function defined by
Since 1 − Q is a non-negative operator, we have ψ ǫ ∈ L 2 for all ǫ > 0. The following theorem is the core of Kipnis-Varadhan theory:
There exists a sequence (ǫ n ) of positive numbers tending to zero and a function χ :
both P 0 -almost surely and in L 2 . Moreover, for almost every ω ∈ Ω 0 , the function
is harmonic with respect to the transition probabilities of the random walk on C ∞ (ω).
The proof is based on spectral calculus. Let µ V be the spectral measure of Q : L 2 → L 2 associated with function V , i.e., for every bounded, continuous Φ :
The first observation, made already by Kipnis-Varadhan, is stated as follows:
Proof. The proof is more or less identical to that of Kipnis-Varadhan. Let f ∈ L 2 be a bounded function and note that, by Lemma 2.1 and the symmetry of the sum over all e,
Hence, for every a ∈ R d we get
(e · a) 2 P(ω e = 1)
(2.16) The first term on the right-hand side is bounded by a constant independent of f times |a| 2 , while Lemma 2.1 allows us to rewrite the second term into 1 2d
We thus get that for any bounded f ∈ L 2 ,
Considering for a moment the inner product f, g = (
as well as the integrability of λ → Moreover, for e with |e| = 1 let G
Then for all x ∈ Z d and all e with |e| = 1,
Proof. With some caution concerning the infinite cluster, the proofs can more or less be directly taken from Kipnis-Varadhan. Indeed, in light of the definition of ψ ǫ and the fact that we have
The integrand is dominated by The second part of the claim is proved similarly: First we get rid of the x-dependence by noting that, due to the fact that G (ǫ) e • τ x enforces x ∈ C ∞ , the translation invariance of P implies
Next we square the right-hand side and average over all e. Using that G e also enforces ω e = 1, we thus get
Now we calculate
The integrand is again bounded by 1 1−λ , uniformly in ǫ 1 , ǫ 2 > 0, and tends to zero as ǫ 1 , ǫ 2 ↓ 0. The desired claim follows by the Dominated Convergence Theorem. Now we are ready to prove Theorem 2.2:
converges in L 2 as ǫ ↓ 0 and, restricting ǫ to a suitable sequence (ǫ n ), we can even ensure that the convergence happens almost surely. If x and y are nearest neighbors, with y = x + e, we will denote the limit by G x,y . Since
Reducing to a subsequence, we may again assume that √ ǫ n ψ ǫn tends to zero almost surely. We conclude that there exists Ω ⋆ 0 ∈ B with Ω ⋆ 0 ⊂ Ω 0 and P 0 (Ω ⋆ 0 ) = 1 such that for all ω ∈ Ω ⋆ 0 , all x ∈ Z d and all e with |e| = 1,
Both limits exists in L 2 as well. For convenience we will also require that C ∞ (ω) is connected (i.e., the infinite cluster is unique) for all ω ∈ Ω ⋆ 0 .
Pick ω ∈ Ω ⋆ 0 and x ∈ C ∞ (ω), and let (x 0 , x 1 , . . . , x n ) be a nearest-neighbor path on C ∞ connecting x 0 = 0 and x n = x. Writing
we see that the difference on the left converges to
as n → ∞. Since the G's are (limits of) a gradient field on C ∞ , we have G x,x+e (ω) = −G x+e,x (ω) and n k=0 G x k ,x k+1 whenever (x 0 , . . . , x n ) is a closed loop. This shows that the definition of χ is independent of the initial choice of the path.
In order to prove the harmonicity of x → x + χ(x, ω) for x ∈ C ∞ , we have to show that for almost every ω ∈ {x ∈ C ∞ },
Noting that χ(x + e, ω) − χ(x, ω) = G x,x+e (ω), the left hand side is the limit of 1 2d
The definition of ψ ǫ tells us that (1 − Q)ψ ǫn = −ǫ n ψ ǫn + V . From here we get (2.29) by noting that ǫψ ǫ tends to zero P 0 -almost surely.
The preceding proof as the following important consequence:
Corollary 2.5 There exists a constant C < ∞ such that for all x ∈ Z d and all e with |e| = 1,
Proof. By the construction of the corrector,
• τ x whose L 2 -norm is bounded by that of G ǫ e . Hence the bound follows with C = max e : |e|=1 G 0,e 2 .
ERGODIC-THEORY INPUT
Here we will establish some basic claims whose common feature is the use of ergodic theory. Again, all of these results are standard and can be skipped on a first reading. The principal results are Theorem 3.1 and 3.2.
Our first claim concerns ergodicity of the Markov chain. The claim that will suffice our later needs is as follows:
for P 0 -almost all ω and P 0,ω -almost all trajectories of (X k ) k≥0 .
The next principal result of this section will be the ergodicity of the "induced shift" on Ω 0 . To define this concept, let e be a vector with |e| = 1 and, for every ω ∈ Ω 0 let
By Birkhoff's Ergodic Theorem we know that {k > 0 : ke ∈ C ∞ } has positive density in N and so n(ω) < ∞ almost surely. Therefore we can define the map σ e : Ω 0 → Ω 0 by
We call σ e the induced shift. Then we claim:
For every e with |e| = 1, the induced shift σ e : Ω 0 → Ω 0 is P 0 -preserving and ergodic with respect to P 0 . Theorem 3.2 will follow from a more general statement, Lemma 3.3 below. Let (X , X , µ) be a probability space, and let T : X → X be invertible, measure preserving and ergodic with respect to µ. Let A ∈ X be of positive measure, and define n : A → N ∪ {∞} by n(x) = min{k > 0 : T k (x) ∈ A}. The Poincaré Recurrence Theorem tells us that n(x) < ∞ almost surely. Therefore we can define, up to a set of measure zero, the map S : A → A by
Then we have:
Lemma 3.3 S is measure preserving and ergodic with respect to µ(·|A).
It is also almost surely invertible with respect to the same measure.
Proof.
(1) S is measure preserving: For j = 1, 2, . . ., let A j = {x ∈ A : n(x) = j}. Then the A j 's are disjoint and µ(A \ j≥1 A j ) = 0. First we show that for every i = j,
To do this, we use the fact that T is invertible. Indeed, if x ∈ S(A i ) ∩ S(A j ) for 1 ≤ i < j, then x = T i (y) = T j (z) for some y, z ∈ A with n(y) = i and n(z) = j. But the fact that T is invertible implies that y = T j−i (z), i.e., n(z) ≤ j − i < j, a contradiction. To see that S is measure preserving, we note that the restriction of S to A j is T j , which is measure preserving. Hence, S is measure preserving on A j and, by (3.6), on the disjoint union j≥1 A j .
(2) S is almost surely invertible: S −1 (x) ∩ {S is well defined} is a one-point set by the fact that T is itself invertible.
(3) S is ergodic: Let B ∈ X be such that B ⊆ A and 0 < µ(B) < µ(A). Assume that B was S-invariant. Then for every x ∈ B and every n ≥ 1 we have S n (x) / ∈ A \ B. This means that for every x ∈ B and every k ≥ 1 such that T k (x) ∈ A, we have
is T -invariant and has measure strictly between 0 and 1, in contradiction with the ergodicity of T .
Proof of Theorem 3.2.
We know that the shift τ e is invertible, measure preserving and ergodic with respect to P. By Lemma 3.3 the induced shift σ e : Ω 0 → Ω 0 is P 0 -preserving, almost-surely invertible and ergodic with respect to P 0 .
In the present circumstances, Theorem 3.2 has one important consequence: Lemma 3.4 Let B ∈ B be a subset of Ω 0 such that for almost all ω ∈ B,
Then B is a zero-one event under P 0 .
Proof. By the fact that τ X 1 ω ∈ B with probability one, we have that P 0,ω (τ Xn ω ∈ B) = 1 for all n ≥ 1 and P 0 -almost all ω ∈ B. We claim that this means that B is σ e -invariant. Indeed, let ω ∈ Ω be such that τ Xn ω ∈ B for all n ≥ 1, P 0,ω -almost surely. Let n(ω) is as in (3.3) and note that we have n(ω)e ∈ C ∞ . By the uniqueness of the infinite cluster, there is a path of finite length connecting 0 and n(ω)e. If ℓ is the length of this path, we have P 0,ω (X ℓ = n(ω)e) > 0. This means that σ e (ω) = τ n(ω)e (ω) ∈ B, i.e., B is almost surely σ e -invariant. By ergodicity of the induced shift, B is a zero-one event.
Our next goal will be to prove that the Markov chain on environments is ergodic. Let X = Ω Z and let X be the product σ-algebra, X = B ⊗Z . The space X is a space of two-sided sequences (. . . , ω −1 , ω 0 , ω 1 , . . . )-note that the index on ω is an index in the sequence which is unrelated to the value of the configuration at a point. Let µ be the measure on (X , X ) such that for any B ∈ B 2n+1 ,
where Q is the Markov kernel defined in (2.1). (Since P 0 is preserved by Q, these finitedimensional measures are consistent and µ exists and is unique by Kolmogorov's Theorem.) Let T : X → X be the shift defined by (T ω) n = ω n+1 . Then T is measure preserving.
Proposition 3.5 T is ergodic with respect to µ.
Proof. Let E µ denote expectation with respect to µ. Pick A ⊆ X that is measurable and Tinvariant. We need to show that µ(A) ∈ {0, 1}. Let f : Ω → R be defined as
First we claim that f = 1 A almost surely. Indeed, since A is shift-invariant, there exist A + ∈ σ(ω k : k > 0) and A − ∈ σ(ω k : k < 0) such that A and A ± differ only by zero sets from one another. (This follows by approximation of A by finite-dimensional events and using the T -invariance of A.) Now conditional on ω 0 , the event A + is independent of σ(ω k : k < 0) and so Lévy's Martingale Convergence Theorem gives us
with all equalities valid µ-almost surely. Next we let B ⊂ Ω be defined by B = {ω 0 : f (ω 0 ) = 1}. Clearly, B is B-measurable and, since the ω 0 -marginal of µ is P 0 ,
(3.12)
Hence, to prove (3.9), we need to show that
But A is T -invariant and so, up to sets of measure zero, if ω 0 ∈ B then ω 1 ∈ B. This means that B satisfies condition (3.7) of Lemma 3.4 and so B is a zero-one event under P 0 .
Now we can finally prove Theorem 3.1: Proof of Theorem 3.1. First note that (τ X k (ω)) k≥0 has the same law in
(3.14)
The latter limit exists by Birkhoff's Ergodic Theorem and, in light of Proposition 3.5, equals E µ (g) = E 0 (f ) almost surely. The second part is proved analogously.
SUBLINEARITY ALONG COORDINATE DIRECTIONS
Equipped with the tools from the previous two sections, we can start addressing the main problem of our proof: the sublinearity of the corrector. Here we will prove the corresponding claim along the coordinate directions in Z d ; in Section 5 we will extend this to the a global bound under the condition that d = 2. Let n(ω) be as defined in (3.3) and define inductively n 1 (ω) = n(ω) and n k+1 (ω) = n k (σ e (ω)). The numbers (n k ) are well-defined and finite on a set of full P 0 -measure. The main goal of this section is to prove the following theorem: We begin with some information on the moments of χ(n k (ω)): Proposition 4.2 Let e obey |e| = 1 and let v e = v e (ω) = n(ω)e, where n(ω) is the smallest positive number such that n(ω)e ∈ C ∞ (ω). Let χ be the corrector defined in Theorem 2.2. Then
The proof of this proposition will in turn be based on a bound on the tails of the length of the shortest path connecting the origin to v e : Lemma 4.3 Let v e be as in Proposition 4.2 and let L = L(ω) be the length of the shortest path from 0 to v e . Then there exist C < ∞ and a > 0 such that for every n ≥ 1,
Proof. Let d ω (0, x) be the length of the shortest path from 0 to x in configuration ω. The proof is based on the inclusion
where we have for simplicity assumed that ǫn is an integer. The claim will follow once we show that, for some ǫ > 0 and all n ≥ 1, all events in the union on the right-hand side are bounded by e −a ′ n for some a ′ > 0. We begin by showing that |v e | has exponential tails. In dimensions d ≥ 3, this is an easy consequence of the existence of slab percolation. Indeed, given K ≥ 1, let p K be the probability that one of the sites in {je : j = 0, . . . , K} is contained in the restriction of ω to Z d−1 × {1, . . . , K}. By the equality of the slab-percolation threshold and p c , see Grimmett and Marstrand [9] , for every p > p c , there is a K ≥ 1 such that p K > 0. This shows that
In dimension d = 2, we will instead use a duality argument. Let Λ n be the box [0, n] 2 ∩ Z 2 and consider ω ∈ {|v e | ≥ n}. Then either one of the sites from {je : j = 1, . . . , n}, is in a finite cluster of size at least n or there exists a dual crossing of Λ n in the direction of e. By the exponential decay of truncated connectivities (Theorem 8.18 of Grimmett [8] ) as well as dual connectivities (Theorem 6.75 of Grimmett [8] ), this proves the bound for d = 2 as well. The rest of the proof is based on the large-deviation result of Antal and Pisztora [1] . Indeed, from Theorem 1.1 of [1] we know that there exist constants a, ρ < ∞ such that
once |x| is sufficiently large. Unfortunately, we cannot use this bound in (4.3) directly, because ke can be arbitrarily close to 0. To circumvent this problem, we let w e be the site −me such that m = min{m ′ > ǫn : − m ′ e ∈ C ∞ } and let A x,y = {d ω (x, y) ≥ n / 2 , x, y ∈ C ∞ }. Then either |w e | > 2ǫn or at least one site between −2ǫn and −ǫn is connected to either 0 or ke by a path longer than n / 2 . Since on {|w e | > 2ǫn} we must have |v −e • σ m −e | > ǫn for at least one m = 1, . . . ǫn, Now all events in the first giant union have the same probability, which is exponentially small by the first part of this proof. As to the second union, by (4.5) we know that
whenever ǫ is so small that 4ǫρ ≤ 1, and a similar bound holds for A ke,−ℓe as well (except that here we need that 6ǫρ ≤ 1). The various unions then contribute a linear factor in n, which is easily absorbed into the exponential once n is sufficiently large.
Lemma 4.4 Let N be a random variable taking values in positive integers and suppose that
Proof. By Cauchy-Schwarz inequality and the uniform bound on X j 2 we get
Under the assumption that N has the p-th moment, we get
by invoking Cauchy-Schwarz inequality one more time.
Proof of Proposition 4.2. Let ψ ǫ be as defined in (2.10) and recall the corrector is given by the almost-sure limit (2.11). Recall the notation G x,x+e for the gradient χ(x+e)−χ(x) whenever x ∈ C ∞ and the bond between x and x + e is occupied. Let L be the length of the shortest path from 0 to v e . It is easy to see that
But Corollary 2.5 ensures that G x,x+e 2 < C uniformly in x and e and the number of terms in the sum is not larger than N = 2d(2L + 1) d . By Lemma 4.3, the random variable N has all moments and so Lemma 4.4 implies that χ(v e , ·) ∈ L 1 . In order to prove part (2), we note that χ(v e , ·) is an almost sure, L 2 and hence also L 1 -limit of ψ ǫ • τ ve − ψ ǫ (for ǫ varying along a sequence ǫ n ). But the definition of induced shift σ e implies ψ ǫ • τ ve = ψ ǫ • σ e and Theorem 3.2 gives
(4.12)
From here (2) follows by taking L 1 limit.
Proof of Theorem 4.1. Let f (ω) = χ(n 1 (ω)e, ω), and let σ e be the induced shift in the direction of e. Then we can write
By Proposition 4.2, f ∈ L 1 and E 0 (f ) = 0. Since Theorem 3.2 ensures that σ e is P 0 -preserving and ergodic, the claim follows by Birkhoff's Ergodic Theorem.
SUBLINEARITY EVERYWHERE
Here we will prove the principal technical estimate of this work: The proof will be based on the following concept:
Definition 5.2 Let ǫ > 0 and K > 0. We say that the half-line L e = {ke : k ≥ 0} is good in ω if ω ∈ Ω 0 and, for all k ≥ 1,
We say that the line L ±e is good if both L e and L −e are good.
On the basis of Theorem 4.1 it is clear that for each ǫ > 0 there exists a K < ∞ such that the P 0 -probability that L ±e is a good line is positive. Our next goal is to estimate how frequently good horizontal lines come up as we walk along a vertical axis: Lemma 5.3 Let e 1 and e 2 be orthogonal bonds in Z 2 and let A 1 be the event that L ±e 1 is good. Suppose ǫ and K are such that P 0 (A 1 ) > 0. Given n ≥ 1 and ω ∈ Ω, let y 0 < · · · < y r be the ordered set of integers from [−n, n] such that τ y i e 2 (ω) ∈ A 1 . Let A similar statement holds for e 1 and e 2 interchanged.
Proof. Since P is τ e 2 invariant and τ e 2 is ergodic, we have
P-almost surely. But if D n /n does not tend to zero, the limit could not exist.
Proof of Theorem 5.1. Fix ǫ ∈ (0, 1 / 2 ). We will show that the limit in (5.1) is less than 6ǫ almost surely. Let K > 0 be such that P 0 (A 1 ), the probability that L ±e 1 is good, is positive. Fix ω ∈ Ω 0 and let (y k ) k∈Z be the increasing two-sided sequence of all integers such that
LetD n be the maximal gap between consecutive y j 's that lie in [−n, n], cf (5.3), and let n 1 (ω) be the least integer such thatD n /n < ǫ for all n ≥ n 1 (ω). (Such n 1 exists by Lemma 5.3.) Now interchange the roles of e 1 and e 2 , define the sequence (x n ) n∈Z of integers such that
where A 2 is the event that the line L ±e 2 is good, and let n 2 (ω) be the quantity corresponding to n 1 (ω) in this case. Let n 0 = max{n 1 , n 2 }. We claim that for all n ≥ n 0 (ω),
Here is where the concept of good lines comes into play. Consider the grid G = G(ω) given by the union of lines
and
As a first step we will use the harmonicity of x → x + χ(x, ω) to deal with x ∈ C ∞ \ G. Indeed, such x is enclosed between two horizontal and two vertical grid lines and every path from x to ∞ necessarily intersects one of these lines at a point which is also in C ∞ . Applying the maximum (and minimum) principle for harmonic functions we get
Here we used that the enclosing lines are not more than To estimate the maximum on the grid, we pick, say, a horizontal grid line with y-coordinate y k and note that for every x ∈ C ∞ on this line, χ(x, ω) − χ(y k e 2 , ω) = χ(x − y k e 2 , τ y k e 2 ω).
(5.12)
By (5.6), the fact that x − y k e 2 ∈ C ∞ (τ y k e 2 ω) and the definition of good line we have
whenever |x| ∞ ≤ 2n. Applying the same argument to the vertical line through the origin, and x replaced by y k e 2 , we get χ(x, ω) ≤ 2K + 4ǫn (5.14)
for every x ∈ C ∞ ∩ G with |x| ∞ ≤ 2n. Combining this with (5.11), the estimate (5.8) and the whole claim are finally proved.
PROOF OF MAIN RESULTS
Theorem 1.1 will follow from the more specific theorem below:
be the random walk with law P 0,ω and let ( B n (t) : t ≥ 0) be the linear interpolation of values of (X k ) as defined in (1.5) . Then for all T > 0 and P 0 -almost every ω, ( B n (t) : 0 ≤ t ≤ T ) converges in law to a two-dimensional isotropic Brownian motion (B t : 0 ≤ t ≤ T ) with diffusion constant D, i.e., E(B 2 t ) = Dt, where
Here χ is the corrector defined in Theorem 2.2.
We begin with a simple observation that will drive all underlying derivations: Lemma 6.2 Fix ω ∈ Ω 0 and let x → χ(x, ω) be the corrector. Given a path of random walk (X n ) n≥0 with law P 0,ω , let
Proof. Since X n is bounded, χ(X n , ω) is bounded and so M (ω) n is square integrable with respect to P 0,ω . Since x → φ(x) = x + χ(x, ω) is harmonic with respect to the transition probabilities of the random walk (X n ) with law P 0,ω , we have
n is σ(X n )-measurable, and so (M
Proof of Theorem 6.1. For simplicity, we will confine ourselves to the case when T = 1. Let F k = σ(X 0 , X 1 , . . . , X k ) and fix a vector a ∈ R d . We will show that (the piece-wise linearization)
⌊tn⌋ scales to one-dimensional Brownian motion. For m ≤ n, consider the random variable
In order to apply Lindeberg-Feller Functional CLT for martingales (Theorem 7.3 of Durrett [7] ), we need to verify that
n,n (ǫ) → 0 in P 0,ω -probability for all ǫ > 0. Both of these conditions will be implied by Theorem 3.1. Indeed, by the second conclusion of Lemma 6.2 we may write
where
Now if ǫ = 0, Theorem 3.1 tells us that, for P 0 -almost all ω,
where we used the symmetry of the joint expectations under rotations by 90 • . From here (1) follows by scaling out the t-dependence first and working with tn instead of n. On the other hand, when ǫ > 0, we have f ǫ √ n ≤ f K once n is sufficiently large and so, P 0 -almost surely,
where we used the fact that M (ω) 1 is square integrable. Hence (2) actually holds P 0,ω -almost surely. Applying the Martingale functional CLT and the Cramér-Wald device, we conclude that, for P 0 -almost all ω, the linear interpolation of (M (ω) k / √ n) k=1,...,n converges to Brownian motion with covariance matrix D 1. To extend the above conclusion to (X n ), it suffices to show that, for P 0 -almost all ω, which tends to zero as ǫ ↓ 0 for all δ > 0.
To prove Theorem 1.2 we will make the following observation: Proof. This is an easy consequence of the second part of Theorem 3.1 and the fact that for P 0 -almost all ω we have τ x ω = ω once x = 0. Indeed, let f (ω, ω ′ ) = 1 {ω =ω ′ } . For t = 0 the statement holds trivially so let us assume that t > 0. If n is so large that T ⌊nt⌋ > 0, we have
(6.15)
Since T ⌊tn⌋ → ∞ as n → ∞, by Theorem 3.1 the right hand side converges to the expectation of f (ω, τ X 1 ω) in P 0 ⊗ P 0,ω . A direct calculations shows that this expectation equals Θ.
Proof of Theorem 1.2. The proof is based on a standard approximation argument for stochastic processes. Let B n (t) be as in Theorem 1.1 and recall that B ′ n (t) is a linear interpolation of the values B n (T k /n) for k = 0, . . . , n. The path-continuity of the processes B n (t) and of the limiting Brownian motion implies that for every ǫ > 0 there is a δ > 0 such that P 0,ω sup t,t ′ ≤T |t−t ′ |<δ B n (t) − B n (t ′ ) < ǫ > 1 − ǫ (6.16) once n is sufficiently large. Similarly, Lemma 6.3, the continuity of t → Θt and the monotonicity of k → T k imply that for n sufficiently large,
On the intersection of these events, the equality B ′ n (k/n) = B n (T k /n) gives us that max 0≤k≤⌊T n⌋ B ′ n ( k / n ) − B n ( Θk / n ) < δ.
(6.18)
In light of piece-wise linearity this shows that, with probability at least 1−2ǫ, the paths t → B ′ n (t) and t → B n (Θt) are within a multiple of δ in the supremum norm of each other. In particular, if B t denotes the weak limit of the process (B n (t) : t ≤ T ), then ( B ′ n (t) : t ≤ T ) converges in law to (B Θt : t ≤ T ). The latter is an isotropic Brownian motion with diffusion constant DΘ 2 .
