Abstract. This suggests four methods for solving the extended Lyapunov matrix equation. The first one is based on the Jordan canonical form. The second one considers the Schur reduction method. The third one takes into account the eigenvalue decomposition of the matrix. The last one is the Squared Smith method.
Introduction
The Lyapunov equation plays a significant role in the theory of control, communication, and power systems. It is perhaps best known for its applications in the stability analysis of dynamical systems [1] . There are many cases that require the numerical solutions of (possibly coupled) sets of Lyapunov equations. The first of the cases is model-order reduction for linear dynamical systems. During the last twenty years, almost methods for model-order reduction were based on the solutions of their corresponding Lyapunov equations.
The extended Lyapunov matrix equation (where A,P and Q are real n×n with P and Q symmetric, _ is a real constant, and the superscript T denotes matrix transposition) arises in estimating transient response [2] and in connection with the order numbers of the linear differential equations [3] . Kalman and Bertram [2] have shown that the real parts of the eigenvalues of A are less than _ if and only if for any positive definite symmetric matrix Q there exists a unique positive definite symmetric matrix P satisfying (1. Equation (1.2) has found application in stability theory [2, 4] , optimal control [2] , and other problems. It is well known [4] that if
where i λ is the eigenvalue of A, then for each symmetric matrix Q there exists a unique symmetric matrix P satisfying(1.2). From recent years there already exist some methods for the Lyapunov equations (1.2). For example, the GMRES algorithm [5] for the large Lyapunov equations has been proposed. The Bartel-Stewart's [6] algorithm is a good method, which is not suitable for solution of the associated Lyapunov equations. 1 To whom any correspondence should be addressed.
The paper [7] written by TROCH investigates the relation between the discrete Lyapunov equations and the continuous Lyapunov equations. For some special cases there are corresponding methods. Many numerical methods for solving (1.2) can also be applied to (1.1) if (1.1) is written in the form ( ) ( )
This paper is organized as follows. In section 2 we will introduce the Jordan canonical form method, and give its corresponding algorithm. In section 3 the Schur reduction method is presented, and the corresponding algorithm is given. In section 4 we discuss the eigenvalue decomposition method and its algorithm. In section 5 we will introduce the squared Smith method, and give its convergent proof and error bound, in the following its algorithm is presented.In section 6 we introduce the extended discrete Lyapunov matrix equation simply, the previous four methods can be similarly applied to this matrix equation. Finally we offer some concluding remarks in section 7.
The Jordan canonical form method
In this section we will present the Jordan canonical method. This method is based on the transformation of A to its Jordan canonical form. Let 
where, due to symmetry, Step 1 Determine , , , and J using available technique.
Step 2 Compuate C using .
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Step 3 Determine B by repeated application of (2.3).
Step 4 Obtain by .
The Schur reduction method
In this section we will discuss the Schur reduction method. In this method we will use the QR algorithm to compute the real Schur decomposition
where R is upper quasi-triangular ,and U is orthogonal. (A quasi-triangular matrix is triangular with possible nonzero 2 × 2 blocks along the diagonal.) Substitute (3.1) into (1.1), we can get
Premultiplying (3.2) by and postmultiplying by , then (3.2) can be expressed by
T T
RP PR P Q R I P PR Q
Assuming is zero, then it follows that for to 
The eigenvalue decomposition method
In this section we will investigate the eigenvalue decomposition method. Assume that A can be diagonalized, so we can get the following relation: We can get the solution of Eq(1.1) by solving (4.4) easily. In the following we will give the corresponding algorithms. 
The squared Smith method
In this section we will present the squared Smith method. We will solve (1.3) instead of(1.1) by the squared Smith method. which converges if the special radius of E and F are strictly less than 1. In the following we will give its convergent proof. || || E r < [9] .
Since all norms on a finite dimensional space are equivalent, one can find a constant γ such that 
Let ,then Eq(5.6) can be expressed as
From (5.7) we can obtain if i is large enough, so the series is convergent. From the above equations we can get the following truncation series:
We will show that is a good approximation to by their error bound. 
Step 2 Let , then So we can get similar four methods for solving (5.1), where we will not present them in detail.
Conclusions
In this paper we discuss the solution of the extended Lyapunov matrix equations. In the following we give four methods and their corresponding algorithms. The first one is based on the Jordan canonical form of A. The second one considers the Schur reduction method. The third one takes into account the eigenvalue decomposition of A. The last one is the Squared Smith method, in this method we give its convergent proof and error bound. At last we investigate the solution of the extended discrete Lyapunov matrix equation, where we don't give the methods in detail, but these methods are similar to the previous four methods for solving the extended Lyapunov matrix equations.
