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Abstract
We discuss chiral zero-rest-mass field equations on six-dimensional space-time
from a twistorial point of view. Specifically, we present a detailed cohomolo-
gical analysis, develop both Penrose and Penrose–Ward transforms, and analyse
the corresponding contour integral formulæ. We also give twistor space action
principles. We then dimensionally reduce the twistor space of six-dimensional
space-time to obtain twistor formulations of various theories in lower dimen-
sions. Besides well-known twistor spaces, we also find a novel twistor space
amongst these reductions, which turns out to be suitable for a twistorial de-
scription of self-dual strings. For these reduced twistor spaces, we explain the
Penrose and Penrose–Ward transforms as well as contour integral formulæ.
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1. Introduction
Since their discovery by Penrose [1], twistors have provided deep insights into various
gauge and gravity theories, particularly into integrable ones. The cornerstone of twistor
geometry is to replace space-time as a background for physical processes by an auxiliary
space called twistor space. Differentially constrained data (such as solutions to field equa-
tions on space-time) are then encoded in differentially unconstrained complex analytic data
(such as elements of cohomology groups) on twistor space. This allows for an elegant and
complete description of solutions to certain classes of problems. The prime examples in this
respect are all the solutions to the zero-rest-mass field equations on four-dimensional space-
time [1–4], instantons in Yang–Mills theory [5], and self-dual Riemannian four-dimensional
1
manifolds [6]. Twistor geometry moreover underlies the well-known Atiyah–Drinfeld–
Hitchin–Manin (ADHM) construction of Yang–Mills instanton solutions [7]. Even solutions
to non-linear second-order differential equations such as the full Yang–Mills and Einstein
equations and their supersymmetric extensions can be captured in terms of holomorphic
data using twistor methods [8–13]. In these latter cases, however, the power to explicitly
construct solutions is limited.
Perhaps the simplest and oldest example of a twistor description of space-time is ob-
tained by replacing Minkowski spaceR1,3 by the space of projective light cones in this space,
R
1,3 × S2. This space can be shown to be diffeomorphic to the open subset P3◦ := P3 \P1
of complex projective three-space P3.1 In this paper, we will always work with complexi-
fied space-times. The twistor description of space-time C4 is given by the space of totally
null two-planes, which is again P3◦. Moreover, holomorphic vector bundles over P3◦, that
are subject to a mild triviality condition, are in one-to-one correspondence with Yang–
Mills instantons on C4. There is a large variety of further examples of twistor spaces, on
each of which there are such correspondences between cohomological data and solutions to
field equations (via the so-called Penrose and Penrose–Ward transforms). In this paper,
we shall encounter Penrose’s twistor space [1], the ambitwistor space [8, 9], and Hitchin’s
minitwistor space [14]. For detailed reviews of various aspects of twistor spaces, see for
example [15–17]. See also [18,19] for recent reviews using conventions close to ours.
All the above-mentioned twistor spaces are suitable for capturing moduli spaces2 of the
four-dimensional Yang–Mills equations, their supersymmetric extensions, the BPS subsect-
ors thereof and their dimensional reductions.3 In the light of the recent success of M2-brane
models [23], it is natural to wonder about twistor spaces underlying the description of solu-
tion spaces of more general gauge theories. Staying within M-theory, there are essentially
three theories one might be interested in. The three-dimensional M2-brane models, M5-
brane models which should be given by some N = (2, 0) superconformal field theories in
six dimension, and the self-dual string equation in four dimensions which describes a BPS
subsector of the dimensionally reduced M5-brane model.
In this paper, we shall focus on the latter two. The self-dual string equation given
by Howe, Lambert & West [24] is a BPS equation that describes M2-branes ending on
1One may also conformally compactify space-time to obtain P3 as twistor space. The line P1 that is
deleted from P3 to obtain P3◦ corresponds on space-time to the point infinity which is used for this conformal
compactification.
2These moduli spaces are obtained from the solution spaces by quotienting with respect to the group of
gauge transformations.
3Examples of twistor spaces for higher-dimensional space-times including Penrose and Penrose–Ward
transforms can be found e.g. in [20–22].
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M5-branes. It can be seen as the M-theory analogue of the Bogomolny monopole equation
describing D1-branes ending on D3-branes. Moreover, when re-phrased on loop space, all
solutions to this equation have been shown to arise via an ADHM-like construction [25].
This is a strong hint that a twistor description of the solutions and the moduli space of
this equation should be possible. Since the self-dual string equation arises from a reduction
of the six-dimensional theory of self-dual three-forms, one should first consider a twistor
space describing such three-forms and then further reduce it. Fortunately, a candidate
twistor space that is suitable for a twistorial description of chiral theories has already
appeared [15, 16, 21, 26–32]. We shall denote this twistor space by P 6. Since the non-
Abelian extensions of both the self-dual string equation and the self-dual three-forms are
still essentially unknown4, we shall restrict ourselves to the Abelian cases. The hope is
certainly that the twistor descriptions presented below might shed light on the issue of
non-Abelian extensions.
Our first aim is to establish both Penrose and Penrose–Ward transforms for the con-
struction of chiral zero-rest-mass spinor fields on six-dimensional space-time using the twis-
tor space P 6. In particular, we shall give a detailed proof of a Penrose transform to establish
an isomorphism between certain cohomology groups on P 6 and chiral zero-rest-mass fields
on space-time. Our discussion follows the corresponding one in the four-dimensional case
as given, e.g. in [34,17].5 Moreover, we show how to generalise the Penrose–Ward transform
to P 6 and how to obtain spinor fields via this transform. We shall also introduce twistor
space action principles for chiral fields which might be the twistor analog of the space-time
actions of Pasti, Sorokin & Tonin [35].
Our second aim is to demonstrate how the dimensional reductions of the six-dimensional
spinor fields to four and three space-time dimensions is reflected in certain reductions of
P 6. In particular, we find that the twistor space P 6 contains naturally the ambitwistor
space, which provides a twistor description of the Maxwell and Yang–Mills equations, a
twistor space we shall refer to as the hyperplane twistor space and which turns out to be
suitable for a twistor description of the self-dual string equation, and the minitwistor space
underlying a twistor description of monopoles. To our knowledge, the hyperplane twistor
space has not been discussed in the literature before. Therefore, we shall be explicit in
constructing both Penrose and Penrose–Ward transforms over this twistor space.
This paper is structured as follows. We begin our considerations with a brief review of
spinors and free fields in six dimensions. We then present the construction of the twistor
4There is a non-Abelian extension of the self-dual string equation on loop space [25]. Also there have
been some recent proposals for non-Abelian M5-brane models, see e.g. [33].
5An alternative proof can be found in [21]; see also [29].
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space for six-dimensional space-time from various perspectives in Section 3. In Section
4, we lay down the cohomological foundation on which all of our later analysis is based.
This section also contains a detailed proof of the Penrose transform and explicit integral
formulæ yielding zero-rest-mass fields. The Penrose–Ward transform is presented in Section
5, where we also comment on the aforementioned action principle. We then continue
with discussing various dimensional reductions in Section 6. In particular, we show how
the six-dimensional picture reduces to the ambitwistor space describing Maxwell fields in
four dimensions, the twistor description of self-dual strings and the twistor description of
monopoles. We summarise our conclusions in Section 7, where we also present an outlook.
Three appendices collect some technical background material.
Remark. Whilst finalising the draft, we became aware of the results of Mason, Reid-
Edwards & Taghavi-Chabert [36], which partially overlap with the results presented in this
work.
Dedication. We would like to dedicate this work to our friend and colleague Francis
A. Dolan, who passed away very unexpectedly in September 2011.
2. Spinors and free fields in six dimensions
2.1. Spinors in six dimensions
In the following, we shall be working with the complexification of flat six-dimensional space-
time M6 := C6. Notice that reality conditions leading to real slices of M6 with Minkowski
or split signature can be imposed if desired. These are briefly discussed in Appendix A.
The spin bundle on M6 is of rank eight and decomposes into the direct sum S ⊕ S˜
of the two rank-4 subbundles of anti-chiral spinors, S, and chiral spinors, S˜. There is
a natural isomorphism identifying S and S˜ with the duals6 S˜∨ and S∨ (see e.g. Penrose
& Rindler [16] for details; this identification basically works via an automorphism of the
Clifford algebra corresponding to charge conjugation). Therefore, we may exclusively work
with, say, S and S∨. We shall label the corresponding spinors by upper and lower capital
Latin letters from the beginning of the alphabet, e.g. ψA for a section of S and ψA for a
section of S∨, with A,B, . . . = 1, . . . , 4.
We may identify the tangent bundle TM6 with the anti-symmetric tensor product of
6Given a linear space V , we denote its dual by V ∨.
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the chiral spinor bundle with itself via
TM6 ∼= S ∧ S ,
∂M :=
∂
∂xM
σ˜∗←→ ∂AB := ∂
∂xAB
.
(2.1)
Here, we coordinatised M6 by xM , for M,N, . . . = 1, . . . , 6 and used the identification
σ˜ : x = (xM ) 7→ σ˜(x) = (xAB) with xAB = σ˜ABM xM ⇔ xM = 14σMABxAB, where σ˜ABM , σMAB
are the six-dimensional sigma-matrices, cf. Appendix A. The induced linear mapping σ˜∗ is
explicitly given as ∂AB =
1
4σ
M
AB∂M and the (flat) metric ηMN on M
6 can be identified with
the Levi-Civita symbol 12εABCD in spinor notation. Hence, σ
M
AB =
1
2εABCDσ˜
MCD and we
can raise and lower indices according to
∂AB =
1
2εABCD∂
CD ⇐⇒ ∂AB = 12εABCD∂CD . (2.2)
For any two six-vectors p = (pM ) and q = (qM ), we shall write
p · q := pMqM = 14pABqAB = 18εABCDpABqCD , (2.3)
and we have p2 := p · p =
√
det pAB.
2.2. Zero-rest-mass fields in six dimensions
Next we wish to discuss zero-rest-mass fields in the six-dimensional spinor-helicity formal-
ism, borrowing some of the ideas of [37]. Let us start by considering a momentum six-vector
p = (pM ). If we impose the null-condition p
2 = 0, then we have det pAB = 0 = det p
AB .
These equations are solved most generally by
pAB = kAakBbε
ab and pAB = k˜Aa˙k˜Bb˙ε
a˙b˙
(2.4)
with a, b, . . . , a˙, b˙, . . . = 1, 2 and εab = −εba and ε
a˙b˙
= −ε
b˙a˙
. We shall refer to such a
momentum as null-momentum. Moreover, transformations of the form kAa 7→M bakAb and
k˜Aa˙ 7→ M˜ a˙
b˙
k˜Ab˙ with detM = 1 = det M˜ will leave p invariant, which shows that the indices
a, a˙, . . . are little group indices. The little group of (complex) null-vectors in six dimensions
is therefore SL(2,C)× ˜SL(2,C). Notice that kAak˜Ab˙ = 0 since pAB = 12εABCDpCD, which,
in turn, shows that kAa and k˜
Aa˙ are not independent. Notice also that kAa has 4 × 2 = 8
components, but three of them can be fixed by little group transformations. Thus, kAa has
indeed exactly the five independent components needed to describe the (five-dimensional)
null-cone in six dimensions.
Fields form irreducible representations of the Lorentz group which are induced from
representations of the little group. In six dimensions, the spin label of fields therefore has
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to be generalised to a pair of integers, labelling the irreducible representations of the little
group SL(2,C)× ˜SL(2,C). As an example of zero-rest-mass fields, let us consider the fields
in the N = (2, 0) tensor multiplet [38]. This multiplet is a chiral multiplet and hence the
fields transform trivially under the ˜SL(2,C) subgroup. Amongst these fields, there is a
self-dual three-form H = dB, which transforms as the (3,1) of the little group. In spinor
notation, H has components7 HAB = ∂C(ABB)
C , where BB
C is trace-less and denotes the
components of a two-form potential B in spinor notation. In addition, we have four Weyl
spinors ψIA in the (2,1) and five scalars φ
IJ in the trivial representation (1,1) of the little
group. Notice that the a priori six components of φIJ = −φJI are reduced to five by
the condition φIJΩIJ = 0, where I, J, . . . = 1, . . . , 4 and ΩIJ is an invariant form of the
underlying R-symmetry; see e.g. [39] for more details. In the following, we shall work with
complex fields. However, one may impose reality conditions on all fields as briefly discussed
in Appendix A. The zero-rest-mass field equations (i.e. the free equations of motion) for
the fields in the tensor multiplet read as
HAB = 0 with ∂ACHCB = 0 , ∂
ABψB = 0 , and φ = 0 , (2.5)
where we suppressed the R-symmetry indices. Notice that the second equation is the
Bianchi identity (which, of course, is equivalent to the field equation for self-dual three-
forms). The corresponding plane waves are given by the expressions (i :=
√−1)
HAB ab = kA(akBb) e
ix·p , ψAa = kAa eix·p , and φ = eix·p . (2.6)
This follows from straightforward differentiation. Here, the representations of the little
group formed by the fields become explicit. Furthermore, since HAB = ∂C(ABB)
C , we
can express the plane waves of HAB in terms of the plane waves of the potential two-form
BB
A. To this end, we note that in spinor notation, gauge transformations of BB
A are
mediated by gauge parameters ΛAB = Λ[AB] via BB
A 7→ BBA + ∂ACΛCB − ∂BCΛCA. We
shall choose Lorenz gauge, which in spinor notation reads as ∂C[ABB]
C = 0 = ∂C[ABC
B].
The residual gauge transformations are given by gauge parameters that obey ∂ · Λ = 0.
Let us now choose reference spinors µAa and define the null-momentum qAB := µAaµBbε
ab
so that p · q 6= 0. Then the plane waves of the potential two-form BBA in Lorenz gauge are
given by
BB
A
ab = κ
A
(akBb) e
ix·p with κAa := −2i
qABkBa
p · q . (2.7)
7 A general three-form H = dB in six dimensions is described by a pair of symmetric bi-spinors H =
(HAB,H
AB) = (∂C(ABB)
C , ∂C(ABC
B)) and transforms as the (3,1) ⊕ (1,3) of the little group. We use
parentheses and square brackets to denote normalised symmetrisation and normalised anti-symmetrisation,
respectively. By imposing either self-duality or anti-self-duality, one of the bi-spinors is put to zero. In our
conventions, self-duality implies HAB = 0 while anti-self-duality amounts to HAB = 0.
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Clearly, BB
A is trace-less and one can check that ∂C(ABB)
C yields the components for HAB
given in (2.6). Since ∂CABC
B = 0, we also have HAB = ∂C(ABC
B) = 0, which implies
that BB
A does indeed yield a self-dual field strength. Furthermore, the choice of µAa is
irrelevant since changes in µAa merely correspond to (residual) gauge transformations of
BB
A, a fact that is already familiar from four dimensions [40].8 One may analyse other
spin fields in a very similar way and we shall present a few more comments in Remark 2.1
below.
Let us now introduce some notions and notation that we shall make use of in this
paper. We shall mostly be interested in chiral zero-rest-mass fields, i.e. fields forming
representations (2h+ 1,1), h ∈ 12N0, of the little group SL(2,C) × ˜SL(2,C). These fields
will carry 2h symmetrised spinor indices. Specifically, using the conventions
[k] := ⊗k detS∨ , [−k] := [k]∨ and [0] := [k]⊗ [−k] for k ∈ N ,
S[±k] := S ⊗O
M6
[±k] for some Abelian sheaf S on M6 ,
(2.8)
we shall denote the sheaf of chiral zero-rest-mass fields on M6 by Zh,
Zh :=

ker
{
∂AB : (⊙2hS∨)[1] → (⊙2h−1S∨ ⊗OM6 S)0[2]
}
for h ≥ 12 ,
ker
{
 := 14∂
AB∂AB : [1] → [2]
}
for h = 0 .
(2.9)
Here, the subscript zero refers to the totally trace-less part. The factors [±k] are referred
to as conformal weights, as they render the zero-rest-mass field equations conformally
invariant. See also Penrose & Rindler [15, 16] or Ward & Wells [17] for the discussion of
conformal weights in the four-dimensional setting.
Remark 2.1. Recall that there is a potential formulation of zero-rest-mass fields in four
dimensions, cf. e.g. Ward & Wells [17]. This formulation generalises to six dimensions,
as we shall demonstrate now. Consider an h ∈ 12N∗. From the potential fields
BA
A1···A2h−1 = BA(A1···A2h−1) ∈ H0(M6, (⊙2h−1S ⊗OM6 S∨)0[1]) , (2.10)
we derive a field strength HA1···A2s ∈ H0(U, (⊙2hS∨)[1]) according to
HA1···A2h := ∂(A1B1 · · · ∂A2h−1B2h−1BA2h)B1···B2h−1 . (2.11)
The equations
HA1···A2h := ∂A(A1BAA2···A2h) = 0 (2.12)
8Since the µAa appear only in the combination qAB = µAaµBbε
ab, we may focus on the induced changes in
q. The space of the q is five-dimensional, so the most general change is of the form qAB 7→ qAB+α qAB+βAB
with β2 = 0 and β · p = 0. Therefore, BB
A
ab 7→ BB
A
ab + Λ
A
(akBb) e
ix·p, with ΛAa := −2i
βABkBa
(1+α)p·q
. This is
just a (residual) gauge transformation as a consequence of β · p = 0.
7
then imply that
∂AA1HA1···A2h = 0 . (2.13)
Furthermore, the pair of spinors (HA1···A2h ,H
A1···A2h) is invariant under gauge transform-
ations of the form
BB
AA1···A2h−2 7→ BBAA1···A2h−2 +
[
∂CBΛ
C(AA1···A2h−2) − ∂C(AΛCBA1···A2h−2)
]
0
, (2.14)
where the subscript zero refers again to the totally trace-less part and ΛAB
A1···A2h−2 =
Λ[AB]
(A1···A2h−2) is totally trace-less itself. Note that the traces of
[
∂CBΛ
C(AA1···A2h−2) −
∂C(AΛCB
A1···A2h−2)] always drop out of the above definition of (HA1···A2h ,HA1···A2h). Al-
together, the spinor field HA1···A2h can therefore be regarded as a section of the sheaf Zh.
We shall make use of this formulation in Section 5 when dealing with the Penrose–Ward
transform.
3. Twistor space of six-dimensional space-time
In this section, we shall review a particular twistor space associated with M6 that is a very
natural generalisation of known twistor spaces and suitable for the description of chiral
theories in six dimensions. This twistor space has appeared earlier e.g. in [15,16,21,26–32].
Here we shall present a detailed discussion of its constructions from an alternative point
of view.
Remark 3.1. We shall always be working with locally free sheaves and therefore we shall
not make a notational distinction between vector bundles and their corresponding sheaves
of sections. We shall switch between the two notions freely depending on context.
3.1. Twistor space from space-time
Let us consider the projectivisation P(S∨) of the dual anti-chiral spin bundle S∨. Since S∨
is of rank four, P(S∨) → M6 is a P3-bundle over M6. Hence, the projectivisation P(S∨)
is a nine-dimensional complex manifold F 9 ∼= C6×P3, the correspondence space. We take
(x, λ) = (xAB , λA) as coordinates on F
9, where λA are homogeneous coordinates on P
3.
Consider now the following vector fields on F 9:
V A := λB
∂
∂xAB
. (3.1)
Note that λAV
A = 0 because of the anti-symmetry of the spinor indices in the partial
derivative. These vector fields define an integrable rank-3 distribution on F 9, which we
call twistor distribution. Therefore, we have a foliation of F 9 by three-dimensional complex
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manifolds. The resulting quotient will be twistor space, a six-dimensional manifold denoted
by P 6. We have thus established the following double fibration:
P 6 M6
F 9
π1 π2 
 ✠
❅
❅❘
(3.2)
Let (z, λ) = (zA, λA) be homogeneous coordinates on P
7 and assume that λA 6= 0. This
effectively means that we are working on the open subset
P
7
◦ := P
7 \P3 (3.3)
of P7, where the removed P3 is given by zA 6= 0 and λA = 0. In the double fibration (3.2),
the projection π2 is the trivial projection and π1 : (x
AB , λA) 7→ (zA, λA) = (xABλB , λA).
Thus, P 6 forms a quadric hypersurface inside P7◦, which is given by the equation
zAλA = 0 . (3.4)
We shall refer to the relation
zA = xABλB (3.5)
as incidence relation, because it is a direct generalisation of Penrose’s incidence relation in
four dimensions.
Geometric twistor correspondence. The double fibration (3.2) shows that points in
either of the base spaces M6 and P 6 correspond to subspaces of the other base space:
For any point x ∈ M6, the corresponding manifold xˆ := π1(π−12 (x)) →֒ P 6 is a three-
dimensional complex manifold bi-holomorphic to P3 as follows from (3.5). Conversely, for
any fixed p = (z, λ) ∈ P 6, the most general solution to the incidence relation (3.5) is given
by
xAB = xAB0 + ε
ABCDµCλD , (3.6)
where xAB0 is a particular solution and µA is arbitrary. This defines a totally null-plane
π2(π
−1
1 (p)) in M
6. This plane is three-dimensional because of the freedom in the choice of
µA given by the shifts µA 7→ µA + ̺λA for ̺ ∈ C which do not alter the solution (3.6).
Altogether, points in space-time correspond to complex projective three-spaces in twis-
tor space while points in twistor space correspond to totally null three-planes in space-time.
Thus, twistor space parametrises all totally null three-planes of space-time.
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Twistor space as a normal bundle. The above considerations imply that P 6 can be
viewed as a holomorphic vector bundle over P3, where the global holomorphic sections are
given by the incidence relation (3.5). In fact, (3.5) shows that P 6 is a rank-3 subbundle of
the bundle O
P
3(1)⊗C4 → P3, whose total space is P7◦. Here and in the following, OP3(1)
denotes the dual tautological bundle9 over P3.
To identify the subbundle P 6, let us denote by NY |X the normal bundle of some complex
submanifold Y of a complex manifold X, i : Y →֒ X. This bundle is defined by the
following short exact sequence:
0 −→ TY −→ i∗TX −→ NY |X −→ 0 . (3.7)
Let us now specialise to Y = P3 and X = P7 with coordinates (zA, λA) on P
7 as before.
If P3 →֒P7 is given by zA = 0 and λA 6= 0, then T
P
3 = 〈 ∂∂λA 〉 and TP7 = 〈 ∂∂zA , ∂∂λA 〉. The
normal bundle of N
P
3|P7 of P3 inside P7 is given by
0 −→ T
P
3 −→ i∗T
P
7 −→ N
P
3|P7 −→ 0 , (3.8a)
which implies that
N
P
3|P7 ∼= OP3(1)⊗C4 , (3.8b)
since the coefficient functions of the basis vector fields ∂
∂zA
and ∂
∂λA
are linear in the
coordinates. Hence, the zA can be regarded as fibre coordinates of N
P
3|P7 , while the λA
are base coordinates.
Using these results, we find that our twistor space P 6 fits into the short exact sequence10
0 −→ P 6 −→ N
P
3|P7
κ−→ O
P
3(2) −→ 0 , (3.9a)
where
κ : (zA, λA) 7→ zAλA . (3.9b)
Note that the sequence (3.9a) can be regarded as an alternative definition of twistor space.
Again, we see that P 6 is a rank-3 subbundle of O
P
3(1) ⊗ C4 → P3 as stated earlier. It
also shows that P 6 is the normal bundle of P3 inside the quadric hypersurface Q6 →֒ P7
given by the zero locus zAλA = 0. Moreover, notice that the open subset Q
6 ∩P7◦ can be
identified with P 6.
9or hyperplane bundle
10We use the notation O
P
3(k) := ⊗kO
P
3(1) and O
P
3(−k) := O∨
P
3(k), k > 0, as well as O
P
3(0) = O
P
3 .
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3.2. Space-time from twistor space
Next we wish to address the problem of how to obtain space-time M6, and in particular
the factorisation (2.1) of the tangent bundle, from twistor space using (3.9a). To this end,
consider the long exact sequence of cohomology groups induced by the short exact sequence
(3.9a),
0 −→ H0(P3, P 6) −→ H0(P3, N
P
3|P7)
κ−→ H0(P3,O
P
3(2)) −→
−→ H1(P3, P 6) −→ H1(P3, N
P
3|P7) −→ H1(P3,OP3(2)) −→ · · · ,
(3.10)
where we have slightly abused notation by again using the letter κ. To compute these
cohomology groups, we recall a special case of the Borel–Weil–Bott theorem:
Lemma 3.1. (Bott’s rule [41]) Let V be an n-dimensional complex vector space. Consider
its projectivisation P(V ) together with the hyperplane bundle O
P(V )(1). Furthermore, set
O
P(V )(k) := ⊗kOP(V )(1), OP(V )(−k) := O∨
P(V )(k) and OP(V )(0) := OP(V ) for k ∈ N.
Then
Hq(P(V ),O
P(V )(k)) ∼=


⊙kV ∨ for q = 0 & k ≥ 0 ,
⊙−k−nV ⊗ detV for q = n− 1 & k ≤ −n ,
0 otherwise ,
(3.11)
where detV ≡ ΛnV .
From Bott’s rule for V = C4, we find that H1(P3, N
P
3|P7) = 0 = H1(P3,OP3(2)) and
furthermore
H1(P3, P 6) = 0 , (3.12)
since κ is surjective. Therefore, the long exact sequence of cohomology groups (3.10)
reduces to
0 −→ H0(P3, P 6) −→ H0(P3, N
P
3|P7)
κ−→ H0(P3,O
P
3(2)) −→ 0 . (3.13)
By applying Bott’s rule again, we deduce from the latter sequence that
dim
C
H0(P3, P 6) = 6 . (3.14)
Because of (3.12) and (3.14), we may now apply Kodaira’s theorem of relative deformation
theory11 to conclude that there is a six-dimensional family of deformations of P3 inside
11Recall that Kodaira’s theorem states that if Y is a compact complex submanifold of a not necessarily
compact complex manifold X with H1(Y,NY |X) = 0, then there exists a dimCH
0(Y,NY |X)-dimensional
family of deformations of Y inside X. For more details, see e.g. [42].
11
the quadric hypersurface Q6 →֒ P7. We shall denote this family by M6 and the individual
deformation of P3 labelled by x ∈M6 as xˆ.
Next we define the correspondence space F 9 according to
F 9 := {(p, x) ∈ P 6 ×M6 | p ∈ xˆ} , (3.15)
Notice that F 9 is fibred over both P 6 and M6. The typical fibres of π2 : F
9 → M6 are
complex projective three-spaces P3. Hence, we have again established a double fibration of
the form (3.2), where the fibres of F 9 → P 6 are three-dimensional complex submanifolds
of M6.
On F 9, we may consider the relative tangent bundle, denoted by Tπ1 , along the fibration
π1 : F
9 → P 6. It is of rank three and defined by
0 −→ Tπ1 −→ TF 9 −→ π∗1TP 6 −→ 0 . (3.16)
By construction, the vector fields V A given in (3.1) annihilate zA = xABλB and therefore,
Tπ1 can be identified with the twistor distribution generated by V
A, cf. (3.1). Hence,
sections µA of Tπ1 are defined up to shifts by terms proportional to λA (recall that λAV
A =
0). Then we define a bundle N on F 9 by
0 −→ Tπ1 −→ π∗2TM6 −→ N −→ 0 ,
µA 7→ εABCDµCλD ,
ξAB 7→ ξABλB .
(3.17)
Clearly, the rank of N is three and the restriction of N to the fibre π−12 (x) of F
9 → M6
for x ∈M6 is isomorphic to the pull-back π∗1Nxˆ|P 6 of the normal bundle Nxˆ|P 6 of xˆ →֒ P 6.
Thus, N can be identified with π∗1Nxˆ|P 6 .
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These considerations allow us to reconstruct the tangent bundle TM6 from twistor
space. In fact, we may apply the direct image functor (with regard to π2) to the short
exact sequence (3.17). Since both direct images13 π2∗Tπ1 and π12∗Tπ1 vanish, we obtain
TM6 ∼= π2∗ π∗1Nxˆ|P 6 ⇐⇒ (TM6)x ∼= H0(xˆ, Nxˆ|P 6) . (3.18)
Elements of H0(xˆ, Nxˆ|P 6) are given in terms of elements of H0(P3, P 6) by allowing the
latter to depend on x. One can check that this dependence is holomorphic in an open
neighbourhood of x.
12Note that Nxˆ|P6 is bi-holomorphic to P
6 → P3.
13Remember that the q-th direct image sheaf piq∗S of some Abelian sheaf S on X for some map pi : X → Y
is defined by the pre-sheaf Y ⊃ U open 7→ Hq(pi−1(U),S). We abbreviate pi∗S := pi
0
∗S . See also Section 4
for details of the computation of direct image sheaves, in particular Proposition 4.2.
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What remains to be understood is how the explicit factorisation (2.1) of the tangent
bundle emerges from the above construction and in particular from H0(P3, P 6). To show
this, we consider the Euler sequence for P3,
0 −→ O
P
3 −→ O
P
3(1)⊗C4 −→ T
P
3 −→ 0 . (3.19)
Upon dualising this sequence and twisting by O
P
3(2), we find14
0 −→ Ω1
P
3 ⊗O
P
3(2) −→ O
P
3(1) ⊗C4 −→ O
P
3(2) −→ 0 . (3.20)
By comparing with (3.9a), we may conclude that
P 6 ∼= Ω1(2) with Ωp(k) := Ωp
P
3 ⊗O
P
3(k) . (3.21)
Thus, elements of H0(P3, P 6) can also be viewed as elements of H0(P3,Ω1(2)). The latter
are of the form ω = ωABλAdλB with ω
AB = −ωBA. Since
Sx ∼= H0(xˆ,Oxˆ(1)) (3.22)
via sA 7→ sAλA for sA ∈ Sx, we indeed find the factorisation (TM6)x ∼= Sx ∧ Sx. This
concludes our construction of space-time from twistor space.
Remark 3.2. Notice that an identification of the form (2.1) amounts to choosing a (holo-
morphic) conformal structure. This can be seen as follows: Let X be a six-dimensional
complex spin manifold. The first definition of a conformal structure on X (and perhaps
the standard one) assumes an equivalence class [g], the conformal class, of holomorphic
metrics g on X. Two given metrics g and g′ are called equivalent if g′ = γ2g for some
nowhere vanishing holomorphic function γ. Thus, a conformal structure is a line subbundle
L in T∨X ⊙ T∨X .
An alternative definition of a conformal structure assumes a factorisation of the form
TX ∼= S ∧ S, where S is the rank-4 chiral spin bundle. This isomorphism in turn gives
(canonically) the line subbundle detS∨ ≡ Λ4S∨ in T∨X ⊙ T∨X since upon using splitting
principle arguments (see e.g. [43]), one finds the identification KX := detT
∨
X
∼= ⊗3 detS∨
for the canonical bundle KX . Hence, detS
∨ can be identified with the line bundle L from
above, and the metric g is then of the form γ2 εABCD.
4. Penrose transform in six dimensions
Having defined twistor space, we would like to understand differentially constrained data
on space-time in terms of differentially unconstrained data on twistor space. Specifically,
14Here and in the following, we shall denote the sheaf of one-forms on some manifold X by Ω1X .
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we are interested in the chiral fields introduced in Section 2.2 and prove the following
theorem:15
Theorem 4.1. Consider the double fibration (3.2). Let U ⊂ M6 be open and convex and
set U ′ := π−12 (U) ⊂ F 9 and Uˆ := π1(π−12 (U)) ⊂ P 6, respectively. For h ∈ 12N0, there is a
canonical isomorphism
P : H3(Uˆ ,O
Uˆ
(−2h− 4)) → H0(U,Zh) , (4.1)
where Zh is the sheaf of chiral zero-rest-mass fields defined in (2.9). This transformation
is called the Penrose transform.
Note that contrary to the corresponding theorem in four dimensions, h is restricted to be
non-negative. The case of negative h has to be treated differently as the cohomology group
H3(Uˆ ,O
Uˆ
(−2h − 4)) in this case yields nothing non-trivial on space-time. We shall come
to this issue in Section 5.
There are various steps involved in proving Theorem 4.1 and the structure of the proof
we shall present is similar to the one given in the four-dimensional setting. Therefore, the
reader might find it useful to consult additionally e.g. the article by Eastwood, Penrose
& Wells [34] or the text book by Ward & Wells [17] and references therein, where the
four-dimensional case is presented in detail. We also refer to Buchdahl [44] and Pool [45]
for very good accounts on various cohomological constructions which we shall make use
of below. Murray [21] gave a proof for Penrose transforms on twistor spaces of certain
even-dimensional Riemannian manifolds and Baston & Eastwood [29] provided an abstract
discussion. Here, we shall present a very detailed proof which resembles the one in [34]
or [17] in four dimensions and which, in addition, can be transferred relatively straight-
forwardly to our discussion presented in Section 6.3. To simplify our discussion, we shall
restrict ourselves to complex holomorphic fields which correspond to real-analytic solutions
upon imposing reality conditions as briefly discussed in Appendix A. Of course, it would
be interesting to extend the discussion to hyperfunction solutions as well.
We first present the cohomological foundations needed for proving the above Penrose
transform; these considerations are also needed in Section 5. In particular, we shall intro-
duce the so-called relative de Rham complex on the correspondence space of the double
fibration (3.2) and compute its cohomology by applying the direct image functor with re-
spect to the projection π2. We shall also recall a result of Buchdahl which allows us to
15We shall use the notation OP6(k) := pr
∗O
P
3(k) where pr : P 6 → P3 is the bundle projection and
likewise for the open sets.
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pull-back cohomological data from the twistor space to the correspondence space. Once
we have presented the setup, we give the proof of Theorem 4.1.
4.1. Cohomological considerations
Relative de Rham complex. The starting point of our considerations is the double
fibration (3.2). As a first tool in proving the Penrose transform, we introduce the relative
differential forms Ωpπ1 , i.e. the differential p-forms along the fibres of the fibration π1 :
F 9 → P 6. We have already introduced the corresponding relative tangent bundle in (3.16).
Simply dualising this sequence, we obtain the definition of the sheaf of relative one-forms
from
0 −→ π∗1Ω1P 6 −→ Ω1F 9 −→ Ω1π1 −→ 0 . (4.2)
Recall from our previous discussion that in our parametrisation, sections µA of the relative
tangent bundle Tπ1 are defined up to shifts by terms proportional to λA. This, in turn,
induces the condition ωAλA = 0 on sections ω
A of Ω1π1 . We shall come back to this point
when discussing the direct images of Ω1π1.
In general, we introduce the relative p-forms Ωpπ1 on F
9 with respect to the fibration
π1 : F
9 → P 6 according to
0 −→ π∗1Ω1P 6 ∧ Ωp−1F 9 −→ Ω
p
F 9
−→ Ωpπ1 −→ 0 . (4.3)
Thus, relative p-forms have components only along the fibres of π1 : F
9 → P 6 (i.e. any
contraction with a vector field which is a section of π∗1TP
6 vanishes). The coefficient
functions in local coordinates, however, depend on both the base and the fibre coordinates.
Note that the maximum value of p here is three. If we let prπ1 : Ω
p
F 9
→ Ωpπ1 be the quotient
mapping, we can define the relative exterior derivative dπ1 by setting
dπ1 := prπ1 ◦ d : Ωpπ1 → Ωp+1π1 , (4.4)
where d is the usual exterior derivative on F 9. In local coordinates (xAB , λA) on F
9, the
relative exterior derivative can be presented in terms of the vector fields (3.1).
Next, observe that the relative differential dπ1 induces the relative de Rham complex.
This complex is given in terms of an injective resolution of the topological inverse16 π−11 OP 6
of OP 6 on the correspondence space F 9:
0 −→ π−11 OP 6 −→ OF 9
dpi1−−→ Ω1π1
dpi1−−→ Ω2π1
dpi1−−→ Ω3π1 −→ 0 . (4.5)
16Remember that the topological inverse pi−1S of some Abelian sheaf S on Y for pi : X → Y is defined
by the pre-sheaf X ⊃ U open 7→ H0(pi(U),S).
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We shall not explain here why this sequence is exact but instead refer the interested reader
to Ward & Wells [17] or Buchdahl [44], where more general discussions are given.
A natural question is now if the sheaves Ωpπ1 have an interpretation in terms of certain
pull-back sheaves from space-time and twistor space. Notice that the vectors fields (3.1)
are given by V A = 12ε
ABCDλB∂CD, where ∂AB are the vector fields spanning TM6 . In
terms of the V A, the map dπ1 : OF 9 → Ω1π1 reads explicitly as
V A : f 7→ ωA = V Af = 12εABCDλB∂CDf , f ∈ OF 9 . (4.6)
This shows that ωA = V Af is a section of π∗2(detS
∨⊗OM6 S)⊗OF9 π∗1OP 6(1). Clearly, it is
not the most general section of this sheaf, since we have λAω
A = λAV
Af = 0; see also our
comments given below (4.2). For a general section sA of π∗2(detS
∨⊗O
M6
S)⊗O
F9
π∗1OP 6(1),
the map λA : s
A 7→ sAλA gives a section of π∗2 detS∨ ⊗OF9 π∗1OP 6(2) and its kernel gives
Ω1π1 . Altogether, we conclude that Ω
1
π1
fits into the following short exact sequence:
0 −→ Ω1π1 −→ π∗2(detS∨ ⊗OM6 S)⊗OF9 π∗1OP 6(1) −→
−→ π∗2 detS∨ ⊗OF9 π∗1OP 6(2) −→ 0 .
(4.7)
Using the notation (2.8), we then obtain the following proposition:
Proposition 4.1. The sheaves appearing in the relative de Rham sequence (4.5) can be
canonically identified as follows. With Ωpπ1(k) := Ω
p
π1 ⊗OF9 π∗1OP 6(k), we have
0 −→ Ωpπ1 −→ π∗2(ΛpS)[p]⊗OF9 π∗1OP 6(p) −→ π∗2[1]⊗OF9 Ωp−1π1 (2) −→ 0 . (4.8)
Proof: Using the fact that short exact sequences of the form 0 → E → F → L → 0,
where L is the sheaf of sections of some line bundle, always induce 0 → ΛpE → ΛpF →
Λp−1E ⊗ L → 0, the sequence (4.7) immediately leads to (4.8). 
Finally, we point out that the relative de Rham sequence (4.5) has a natural extension
via twisting by a holomorphic vector bundle. Specifically, let E → P 6 be a holomorphic
vector bundle over P 6 and consider the pull-back bundle π∗1E over the correspondence
space F 9. We may tensor (4.5) by π−11 OP 6(E), which is the sheaf of sections of π∗1E that
are constant along π1 : F
9 → P 6. Because OF 9(π∗1E) ∼= π∗1OP 6(E) and OF 9 ⊗π−11 OP6
π−11 OP 6(E) are canonically isomorphic, we find
0 −→ π−11 OP 6(E) −→ Ω0π1(E)
dpi1−−→ · · · dpi1−−→ Ω3π1(E) −→ 0 , (4.9a)
where we have defined
Ω0π1(E) := OF 9(π∗1E) and Ωpπ1(E) := Ωpπ1 ⊗OF9 OF 9(π∗1E) . (4.9b)
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Direct image sheaves. The next important ingredient for our subsequent discussion is
the direct images of Ωpπ1(E) with respect to the fibration π2 : F
9 →M6 for the special case
E = OP 6(k), k ∈ Z. To compute those, we shall make use of the following lemma:
Lemma 4.1. Let V be a four-dimensional complex vector space together with its project-
ivisation P(V ). Using the shorthand notations Ωp(k) := Ωp
P(V ) ⊗ OP(V )(k) and Ω0(k) :=
O
P(V )(k), we have the following list of sheaf cohomology groups:
Hq(P(V ),Ω0(k)) ∼=


⊙kV ∨ for q = 0 & k ≥ 0 ,
⊙−k−4V ⊗ detV for q = 3 & k ≤ −4 ,
0 otherwise ,
(4.10a)
Hq(P(V ),Ω1(k)) ∼=


[⊙k−1V ⊗ V
⊙kV
]∨
for q = 0 & k ≥ 2 ,
C for q = 1 & k = 0 ,
V ∨ ⊗ detV for q = 3 & k = −3 ,
[⊙−k−3V ∨ ⊗ V
⊙−k−4V ∨
]∨
⊗ detV for q = 3 & k < −3 ,
0 otherwise ,
(4.10b)
Hq(P(V ),Ω2(k)) ∼=


V ⊗ detV ∨ for q = 0 & k = 3 ,
⊙k−3V ∨ ⊗ V
⊙k−4V ∨ ⊗ detV
∨ for q = 0 & k > 3 ,
C for q = 2 & k = 0 ,
⊙−k−1V ⊗ V
⊙−kV for q = 3 & k ≤ −2 ,
0 otherwise ,
(4.10c)
Hq(P(V ),Ω3(k)) ∼=


⊙k−4V ∨ ⊗ detV ∨ for q = 0 & k ≥ 4 ,
⊙−kV for q = 3 & k ≤ 0 ,
0 otherwise .
(4.10d)
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Notice that here, we are essentially computing the Dolbeault cohomology groups Hp,q
∂¯
(P3,
O
P
3(k)) of the complex projective three-space P3 with values in O
P
3(k) via the Dolbeault
isomorphism.
Proof: We already know the cohomology groups (4.10a) from Bott’s rule given in Lemma
3.1. Moreover, after computing (4.10b), all remaining cases follow directly from (4.10a)
and (4.10b) via Serre duality.17 In fact, we find the cohomology groups (4.10c) and (4.10d)
from
Hq(P(V ),Ω2(k)) ∼= [H3−q(P(V ),Ω1(−k))]∨ ,
Hq(P(V ),Ω3(k)) ∼= [H3−q(P(V ),Ω0(−k))]∨ . (4.11)
To compute (4.10b), let us consider the Euler sequence (3.19). We can dualise this
sequence and twist by O
P(V )(k) to obtain
0 −→ Ω1(k) −→ Ω0(k − 1)⊗ V ∨ −→ Ω0(k) −→ 0 . (4.12)
From this sequence and Bott’s rule, we derive the long exact sequences of cohomology
groups
0 −→ H0(P(V ),Ω1(k)) −→ H0(P(V ),Ω0(k − 1)⊗ V ∨) κ−→
κ−→ H0(P(V ),Ω0(k)) −→ H1(P(V ),Ω1(k)) −→ 0 ,
(4.13a)
and
0 −→ H3(P(V ),Ω1(k)) −→ H3(P(V ),Ω0(k − 1)⊗ V ∨) −→
−→ H3(P(V ),Ω0(k)) −→ 0 ,
(4.13b)
where we used H2(P(V ),Ω1(k)) = 0.
Let us start with Hq(P(V ),Ω1(k)) for q = 0, 1. For k < 0, the sequence (4.13a) together
with Bott’s rule yield that H0(P(V ),Ω1(k)) = 0 = H1(P(V ),Ω1(k)) while for k = 0 we
find H0(P(V ),Ω1(0)) = 0 and H1(P(V ),Ω1(0)) ∼= H0(P(V ),Ω0(0)) ∼= C. For k = 1,
(4.13a) also shows that H0(P(V ),Ω1(1)) = 0 = H1(P(V ),Ω1(1)) while for k ≥ 2 we find
H1(P(V ),Ω1(k)) = 0 since κ is surjective. The rest of H0(P(V ),Ω1(k)) then follows from
the short exact sequence
0 −→ H0(P(V ),Ω1(k)) −→ ⊙k−1V ∨ ⊗ V ∨ −→ ⊙kV ∨ −→ 0 . (4.14)
This concludes the cases q = 0, 1.
17Serre duality (cf. e.g. Griffiths & Harris [43]) asserts that if X is a compact n-dimensional complex
manifold and S an Abelian sheaf on X, then Hq(X,ΩpX(S))
∼=
[
Hn−q(X,Ωn−pX (S
∨))
]∨
.
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It remains to find H3(P(V ),Ω1(k)). The sequence (4.13b) and Bott’s rule show that for
k ≥ −2, H3(P(V ),Ω1(k)) = 0 while for k = −3, we get H3(P(V ),Ω1(−3)) ∼= V ∨ ⊗ detV .
For k < −3, (4.13b) reads as
0 −→ H3(P(V ),Ω1(k)) −→ ⊙−k−3V ⊗detV ⊗V ∨ −→ ⊙−k−4V ⊗detV −→ 0 , (4.15)
which gives the remaining cases for H3(P(V ),Ω1(k)). This completes the proof. 
Next, we compute the direct image sheaves πq2∗Ω
p
π1(OP 6(k)). Using the short-hand
notation Ωpπ1(k) := Ω
p
π1(OP 6(k)), we have the following proposition:
Proposition 4.2. Let kp := 2p+ k. The direct image sheaves π
q
2∗Ω
p
π1(k) are given by
πq2∗Ω
0
π1
(k) ∼=


⊙k0S for q = 0 & k0 ≥ 0 ,
(⊙−k0−4S∨)[1] for q = 3 & k0 ≤ −4 ,
0 otherwise ,
(4.16a)
πq2∗Ω
1
π1
(k) ∼=


(
⊙k1−1S∨ ⊗O
M6
S∨
⊙k1S∨
)∨
[1] for q = 0 & k1 ≥ 2 ,
[1] for q = 1 & k1 = 0 ,
(⊙−k1−3S∨ ⊗OM6 S)0[2] for q = 3 & k1 ≤ −3 ,
0 otherwise ,
(4.16b)
πq2∗Ω
2
π1
(k) ∼=


(⊙k2−3S ⊗OM6 S∨)0[1] for q = 0 & k2 ≥ 3 ,
[2] for q = 2 & k2 = 0 ,(
⊙−k2−1S∨ ⊗OM6 S∨
⊙−k2S∨
)
[2] for q = 3 & k2 ≤ −2 ,
0 otherwise ,
(4.16c)
and
πq2∗Ω
3
π1
(k) ∼=


(⊙k3−4S)[2] for q = 0 & k3 ≥ 4 ,
(⊙−k3S∨)[3] for q = 3 & k3 ≤ 0 ,
0 otherwise ,
(4.16d)
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where (⊙lS∨ ⊗O
M6
S)0 is the totally trace-less part of ⊙lS∨ ⊗O
M6
S which is
(⊙lS∨ ⊗O
M6
S)0 ∼=


S for l = 0 ,
⊙lS∨ ⊗O
M6
S
⊙l−1S∨ for l ≥ 1 .
(4.17)
Proof: By definition of direct image sheaves, our task is to compute the cohomology groups
Hq(π−12 (U),Ω
p
π1(k)) for open sets U ⊂ M6; see also footnote 13. Notice that it suffices
to work with Stein open sets U so that U ′ := π−12 (U) ∼= U × P3 ⊂ F 9 since there are
arbitrarily small Stein open sets on M6. We could now apply the direct image functor to
the short exact sequences of Proposition 4.1 to obtain the direct images. There is, however,
a quicker way of computing these.
Consider the case when p = 0. It is rather straightforward to see that in this case, we
have the identification
Hq(U ′,Ω0π1(k)) ∼= {holomorphic functions : U → Hq(P3,OP3(k))} , (4.18)
and we can directly apply the results of Lemma 4.1. The other cohomology groups can be
characterised analogously. We first recall our discussion of the relative one-forms, Ω1π1(0) =
Ω1π1 that led to the sequence (4.8). Let (x, λ) = (x
AB, λA) be local coordinates on F
9,
as before. Then the components ωA of a relative one-form ω are of weight one in λ
and obey ωAλA = 0. This essentially implies that ω
A = 12ε
ABCDωBCλD, where ωAB =
−ωBA depends (holomorphically) on x. Together with our results for the twistor space P 6
presented at the end of Section 3, we may conclude that
Hq(U ′,Ω1π1(0))
∼= {holomorphic functions : U → Hq(P3,Ω1(2))[1]} . (4.19)
This argument generalises to the remaining cohomology groups Hq(U ′,Ωpπ1) for p = 2, 3,
and we have
Hq(U ′,Ωpπ1(0))
∼= {holomorphic functions : U → Hq(P3,Ωp(2p))[p]} . (4.20)
Therefore, if we let kp := 2p + k, we obtain
Hq(U ′,Ωpπ1(k)) ∼= {holomorphic functions : U → Hq(P3,Ωp(kp))[p]} . (4.21)
In summary, all the cohomology groups Hq(π−12 (U),Ω
p
π1(k)) are characterised in terms
of the cohomology groups appearing in Lemma 4.1 for V = S∨, which yields (4.16). 
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So far, we have computed the direct images of the sheaves Ωpπ1(k). The resolutions
(4.5) and (4.9a) also contain the topological inverse sheaves π−11 OP 6 and π−11 OP 6(OP 6(k)),
respectively. The direct images of these sheaves are computed using spectral sequences.
In the following, we shall merely recall a few facts about spectral sequences and we refer
to [17] for a more detailed account.
For us, a spectral sequence is basically a sequence of two-dimensional arrays of Abelian
groups Er = (E
p,q
r ) for r = 1, 2, . . . which are labelled by p, q = 0, 1, 2, . . . together with
differential operators dr : E
p,q
r → Ep+r,q−r+1r that obey dr ◦ dr = 0. In addition, the arrays
are linked cohomologically from one order to the next. Specifically, we have
Ep,qr+1
∼= Hp,q(Er) := ker dr : E
p,q
r → Ep+r,q−r+1r
im dr : E
p−r,q+r−1
r → Ep,qr
. (4.22)
There also is a well-defined limit of the spectral sequence in terms of the inductive limit
Ep,q∞ = lim ind
r→∞ E
p,q
r . (4.23)
If U ⊂ M6 is open and U ′ := π−12 (U), the resolution (4.9a) yields a spectral sequence
with initial terms Ep,q1
∼= Hq(U ′,Ωpπ1(E)) and differential operators d1 : Ep,q1 → Ep+1,q1
induced by dπ1 : Ω
p
π1(E) → Ωp+1π1 (E). This spectral sequence converges to the cohomology
group Ep,q∞ ∼= Hp+q(U ′, π−11 OP 6(E)), which is mnemonically written as Hq(U ′,Ωpπ1(E))⇒
Hp+q(U ′, π−11 OP 6(E)). Altogether, we have the following proposition:
Proposition 4.3. Let U be an open set in M6 and let U ′ := π−12 (U) ⊂ F 9. Then there is
a spectral sequence
Ep,q1
∼= Hq(U ′,Ωpπ1(k)) =⇒ Hp+q(U ′, π−11 OP 6(k)) , (4.24)
where the differential operators d1 : E
p,q
1 → Ep+1,q1 are induced by the relative exterior
derivative dπ1 : Ω
p
π1(k) → Ωp+1π1 (k).
Hence, we have an explicit way of computing Hq(U ′, π−11 OP 6(k)) in terms of the cohomo-
logy groups Hq(U ′,Ωpπ1(k)).
Cohomology groups of topological inverse sheaves. The final ingredient we need
is a result due to Buchdahl [44]. Above we have computed the direct images of sheaves on
the correspondence space F 9 along the fibration π2 : F
9 → M6 to obtain certain sheaves
on space-time M6. In the Penrose transform, these sheaves on F 9 originate from sheaves
on twistor space. To connect the cohomology groups of both kinds of sheaves, we can use
the following proposition:
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Proposition 4.4. (Buchdahl [44]) Let X and Y be complex manifolds and π : X → Y
a surjective holomorphic mapping of maximal rank with connected fibres. Furthermore,
let S be an Abelian sheaf on Y . If there is an n0 > 0 such that Hq(π−1(p),C) = 0 for
q = 1, . . . , n0 and for all p ∈ Y , then
π∗ : Hq(Y,S) → Hq(X,π−1S) (4.25)
is an isomorphism for q = 0, . . . , n0 and a monomorphism for q = n0 + 1.
The requirements of this proposition for the projection π1 : F
9 → P 6 are always sat-
isfied in our setting. Because we always work with convex subsets U ⊂ M6, we al-
ways have the isomorphism Hq(Uˆ ,S) ∼= Hq(U ′, π−11 S), where U ′ := π−12 (U) ⊂ F 9 and
Uˆ := π1(π
−1
2 (U)) ⊂ P 6. In a compactified version of the twistor correspondence, one has
to supplement Theorem 4.1 by the above requirements.
4.2. Proof
We are now ready to prove Theorem 4.1. We shall first proof the case h > 0, that is
−2h− 4 < −4, and then come to the case h = 0, which is slightly more complicated.
Case h > 0. Recall that sections ψ of the sheaf Zh defined in (2.9) obey the free field
equation
∂ABψBA1···A2h−1 = 0 . (4.26)
We thus have to prove that,
P : H3(Uˆ ,O
Uˆ
(−2h− 4)) → H0(U,Zh) (4.27)
is an isomorphism. We already know from Proposition 4.4 that
H3(Uˆ ,O
Uˆ
(−2h− 4)) ∼= H3(U ′, π−11 OUˆ (−2h− 4)) , (4.28)
which reduces (4.27) to
H3(U ′, π−11 OUˆ (−2h− 4)) ∼= H0(U,Zh) . (4.29)
Firstly, we notice that there is a particular spectral sequence, the Leray spectral sequence
Lr = (L
p,q
r ), which gives18
Lp,q2
∼= Hp(U, πq2∗Ωlπ1(−2h− 4)) =⇒ Hp+q(U ′,Ωlπ1(−2h− 4)) . (4.30)
18In general, if S is an Abelian sheaf on X and pi : X → Y , the Leray spectral sequence Lr = (L
p,q
r )
relates the cohomology of S to that of its direct images (see e.g. Godement [46]) according to Lp,q2
∼=
Hp(Y, piq∗S) ⇒ H
p+q(X,S).
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For fixed l, Proposition 4.2 for h > 0 tells us that πq2∗Ω
l
π1
(−2h− 4) = 0 if q 6= 3. Thus, the
Leray spectral sequence Lp,qr is degenerate at the second level. Therefore, we have
Lp,q∞ ∼= Lp,q2 for p, q ≥ 0 , (4.31)
cf. (4.22). Recall that if a spectral sequence (Ep,qr ) has the property that for some r0,
Ep,qr0 = 0 for q 6= q0, then Ep,q0r0 ∼= Hp+q0 . This property together with (4.30) then imply
Hp(U ′,Ωlπ1(−2h− 4)) ∼=

H
p−3(U, π32∗Ω
l
π1
(−2h− 4)) for p ≥ 3 ,
0 for p < 3 .
(4.32)
Secondly, Proposition 4.3 yields another spectral sequence Er = (E
p,q
r ) with
Ep,q1
∼= Hq(U ′,Ωpπ1(−2h − 4)) =⇒ Hp+q(U ′, π−11 OP 6(−2h− 4)) . (4.33)
Explicitly, the r = 1 array in this sequence reads as (k = −2h− 4)
H0(U ′,Ω0π1(k))
dpi1−→ H0(U ′,Ω1π1(k))
dpi1−→ H0(U ′,Ω2π1(k))
dpi1−→ H0(U ′,Ω3π1(k))
H1(U ′,Ω0π1(k))
dpi1−→ H1(U ′,Ω1π1(k))
dpi1−→ H1(U ′,Ω2π1(k))
dpi1−→ H1(U ′,Ω3π1(k))
H2(U ′,Ω0π1(k))
dpi1−→ H2(U ′,Ω1π1(k))
dpi1−→ H2(U ′,Ω2π1(k))
dpi1−→ H2(U ′,Ω3π1(k))
H3(U ′,Ω0π1(k))
dpi1−→ H3(U ′,Ω1π1(k))
dpi1−→ H3(U ′,Ω2π1(k))
dpi1−→ H3(U ′,Ω3π1(k))
H4(U ′,Ω0π1(k))
dpi1−→ H4(U ′,Ω1π1(k))
dpi1−→ H4(U ′,Ω2π1(k))
dpi1−→ H4(U ′,Ω3π1(k))
...
...
...
...
(4.34)
We may now replace these cohomology groups by Hq(U ′,Ωpπ1(k)) using (4.32) to obtain
0 0 0
0 0 0
0 0 0
H0(U, π32∗Ω
0
π1
(k)) −→ H0(U, π32∗Ω1π1(k)) −→ · · · −→ H0(U, π32∗Ω3π1(k))
H1(U, π32∗Ω
0
π1
(k)) −→ H1(U, π32∗Ω1π1(k)) −→ · · · −→ H1(U, π32∗Ω3π1(k))
H2(U, π32∗Ω
0
π1
(k)) −→ H2(U, π32∗Ω1π1(k)) −→ · · · −→ H2(U, π32∗Ω3π1(k))
H3(U, π32∗Ω
0
π1
(k)) −→ H3(U, π32∗Ω1π1(k)) −→ · · · −→ H3(U, π32∗Ω3π1(k))
...
...
...
(4.35)
This diagram together with (4.22) then yield the following identification:
E0,32
∼= ker{H0(U, π32∗Ω0π1(−2h− 4)) → H0(U, π32∗Ω1π1(−2h− 4))} . (4.36)
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Furthermore, all Ep,qr = 0 for p + q = 3 with q 6= 3, and E0,32 ∼= E0,33 ∼= · · · ∼= E0,3∞ . From
Proposition 4.2, it follows that π32∗Ω
0
π1
(−2h − 4) ∼= (⊙2hS∨)[1] and π32∗Ω1π1(−2h − 4) ∼=
(⊙2h−1S∨ ⊗OU S)0[2]. In addition, the relative exterior derivative dπ1 : H3(U ′,Ω0π1(k)) →
H3(U ′,Ω1π1(k)) induces the differential operator
∂AB : H0(U, π32∗Ω
0
π1
(−2h − 4)) → H0(U, π32∗Ω1π1(−2h− 4)) . (4.37)
In summary, from (4.28) and (4.33) we may therefore conclude that
H3(Uˆ ,O
Uˆ
(−2h − 4)) ∼= H3(U ′, π−11 OUˆ (−2h− 4)) ∼= E0,32 ∼= H0(U,Zh) . (4.38)
Case h = 0. The proof for h = 0 is similar to the one presented above albeit somewhat
more difficult. Firstly, we shall be dealing with a second-order partial differential operator
and secondly, on a more technical level, the appropriate spectral sequence will degenerate
differently.
Recall that Z0 is the sheaf of solutions to the Klein–Gordon equation. That is, its
sections describe scalar fields on space-time forming the trivial representation (1,1) under
the little group. We wish to prove that
P : H3(Uˆ ,O
Uˆ
(−4)) → H0(U,Z0) (4.39)
is an isomorphism. Again, by virtue of Proposition 4.4, we only need to show that
H3(U ′, π−11 OUˆ (−4)) ∼= H0(U,Z0) . (4.40)
From Proposition 4.2, we see that
πq2∗Ω
l
π1
(−4) ∼=


[1] for (q, l) = (3, 0) ,
[2] for (q, l) = (2, 2) ,
0 otherwise .
(4.41)
When (q, l) = (3, 0), the corresponding Leray spectral sequence (4.30) yields
Hp(U ′,Ω0π1(−4)) ∼=

H
p−3(U, π32∗Ω
0
π1
(−4)) ∼= Hp−3(U, [1]) for p ≥ 3 ,
0 for p < 3 .
(4.42)
Moreover, with (4.41) the Leray spectral sequence (4.30) also gives
Hp(U, πq2∗Ω
l
π1
(−4)) = 0 for p, q ≥ 0 and l = 1, 3 . (4.43)
24
When (q, l) = (2, 2), we derive
Hp(U ′,Ω2π1(−4)) ∼=

H
p−2(U, π22∗Ω
2
π1
(−4)) ∼= Hp−2(U, [2]) for p ≥ 2 ,
0 for p < 2 .
(4.44)
Next, the r = 1 part of the spectral sequence (4.33) for h = 0 is given by
H0(U ′,Ω0π1(−4))
dpi1−→ H0(U ′,Ω1π1(−4))
dpi1−→ H0(U ′,Ω2π1(−4))
dpi1−→ H0(U ′,Ω3π1(−4))
H1(U ′,Ω0π1(−4))
dpi1−→ H1(U ′,Ω1π1(−4))
dpi1−→ H1(U ′,Ω2π1(−4))
dpi1−→ H1(U ′,Ω3π1(−4))
H2(U ′,Ω0π1(−4))
dpi1−→ H2(U ′,Ω1π1(−4))
dpi1−→ H2(U ′,Ω2π1(−4))
dpi1−→ H2(U ′,Ω3π1(−4))
H3(U ′,Ω0π1(−4))
dpi1−→ H3(U ′,Ω1π1(−4))
dpi1−→ H3(U ′,Ω2π1(−4))
dpi1−→ H3(U ′,Ω3π1(−4))
H4(U ′,Ω0π1(−4))
dpi1−→ H4(U ′,Ω1π1(−4))
dpi1−→ H4(U ′,Ω2π1(−4))
dpi1−→ H4(U ′,Ω3π1(−4))
...
...
...
...
(4.45)
Our above calculations show that the second and fourth columns of this diagram are zero,
while the first and third ones are non-zero in general. Hence, the differential operator d1 on
Ep,q1 vanishes identically and therefore, we have the identification E
p,q
1
∼= Ep,q2 . Substituting
(4.42)–(4.44) into this diagram, we eventually find
0 −→ 0 −→ 0 −→ 0
0 −→ 0 −→ 0 −→ 0
0 −→ 0 −→ H0(U, [2]) −→ 0
H0(U, [1]) −→ 0 −→ H1(U, [2]) −→ 0
H1(U, [1]) −→ 0 −→ H2(U, [2]) −→ 0
H2(U, [1]) −→ 0 −→ H3(U, [2]) −→ 0
H3(U, [1]) −→ 0 −→ H4(U, [2]) −→ 0
...
...
(4.46)
Furthermore, the differential operator d2 on E
0,3
2 maps E
0,3
2 to E
2,2
2 and since E
p,q
1
∼=
Ep,q2 and thus, E
0,3
2
∼= H0(U, [1]) and E2,22 ∼= H0(U, [2]), respectively, we have a map
 : H0(U, [1]) → H0(U, [2]) which is induced by d2. One can see that this map is a
composition of first-order differential operators and it is indeed the one we defined in (2.9).
Finally, we note that
E0,33
∼= ker { : H0(U, [1]) → H0(U, [2])} , (4.47)
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together with E0,33
∼= · · · ∼= E0,3∞ . Altogether,
H3(Uˆ ,O
Uˆ
(−4)) ∼= H3(U ′, π−11 OUˆ (−4)) ∼= E0,33 ∼= H0(U,Z0) , (4.48)
which completes the proof for h = 0.
4.3. Integral formulæ
Similarly to four dimensions [3], we can write down certain contour integral formulæ yield-
ing solutions to the zero-rest-mass field equations in six dimensions. As already indicated,
such formulæ appeared first in works by Hughston [27].
Integral formulæ on twistor space. Let us choose a sufficiently fine open Stein
covering Uˆ = {Uˆa} of Uˆ . We shall make use of the abbreviations Uˆab := Uˆa ∩ Uˆb,
Uˆabc := Uˆa ∩ Uˆb ∩ Uˆc, etc. The simplest choice for Uˆ is a lift of the standard cover of
P
3 to Uˆ requiring four patches Uˆa, a = 1, . . . , 4. In this case, there is only one quadruple
overlap of four patches, and a holomorphic function fˆ−2h−4 = fˆ−2h−4(z, λ) on Uˆ1234 ⊂ Uˆ
of homogeneity −2h− 4 represents an element of H3(Uˆ ,O
Uˆ
(−2h− 4)). For simplicity, we
shall assume a Cˇech cocycle fˆ−2h−4 of this form in the following. Note that this is not the
most general way of representing elements of H3(Uˆ ,O
Uˆ
). This, however, requires merely
a technical extension of our discussion below using branched contour integrals, cf. Penrose
& Rindler [16].
Let us now restrict to h ≥ 0 and construct zero-rest-mass fields ψ ∈ H0(U,Zh). That
is, ψ forms the representation (2h+ 1,1) of the little group SL(2,C)× ˜SL(2,C), cf. (2.9).
We start from a Cˇech cocycle fˆ−2h−4, which we restrict to xˆ ∼= P3 to obtain fˆ−2h−4 =
fˆ−2h−4(x · λ, λ) on the intersection Uˆ1234 ∩ xˆ. Using the holomorphic SL(4,C)-invariant
measure on P3 given by
Ω(3,0) :=
1
4!
εABCDλAdλB ∧ dλC ∧ dλD , (4.49)
we can write down the contour integral
ψA1···A2h(x) =
∮
C
Ω(3,0) λA1 · · ·λA2h fˆ−2h−4(x · λ, λ) , (4.50)
where the contour C is topologically a three-torus contained in Uˆ1234. Clearly
∂ABψBA1···A2h−1 = 0 for h > 0 and ψ = 0 for h = 0 , (4.51)
as follows from straightforward differentiation under the integral.
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Integral formulæ on thickened twistor space. More recently, similar integral for-
mulæ were discussed by Berkovits & Cherkis [31] and Chern [32] also for the cohomology
groups H3(Uˆ ,O
Uˆ
(2h − 4)) with h > 0. However, these cohomology groups yield trivial
space-time fields as we shall discuss in Remark 5.1 (see also [29]). Therefore, their integral
formulæ make only sense if one thickens (via infinitesimal neighbourhoods) P 6 into its ambi-
ent space P7◦ ∼= OP3(1)⊗C4.19 Thickenings of manifolds occur in various twistor geometric
contexts. The most prominent examples appear in the twistor descriptions of Yang–Mills
theory and Einstein gravity [8–13] in four space-time dimensions (see also Section 6.2).
To thicken our twistor space P 6, consider O
P
7
◦
, the sheaf of holomorphic functions
on P7◦, and I, the ideal subsheaf of O
P
7
◦
consisting of those functions that vanish on
P 6 →֒ P7◦. The ℓ-th order thickening (or ℓ-th infinitesimal neighbourhood) of P 6 inside P7◦
is the scheme P 6[ℓ] defined by
P 6[ℓ] := (P
6,O
P
7
◦
/Iℓ+1) . (4.52)
Notice that we recover the twistor space as the zeroth order thickening, i.e. P 6[0] = P
6.
Moreover, a cover of P 6 will also form a cover of P 6[ℓ]. The spaces P
6
[ℓ] can be thought of as
the jets of the embedding of P 6 into the larger manifold P7◦. In local coordinates (zA, λA)
on P7◦, we have (zAλA)i+1 = 0 for i ≥ ℓ but (zAλA)i 6= 0 for 0 < i ≤ ℓ on P 6[ℓ]. This implies
that on the first order thickening P 6[1], the four vector fields
∂
∂zA
are linearly independent
and act freely on functions on P 6[1]. Differential operators of order ℓ constructed out of
these four vector fields act freely on functions on P 6[ℓ]. As we shall see momentarily, this
fact is the essential ingredient for writing down a contour integral leading to zero-rest-mass
fields.
Proceeding analogously to four dimensions, we shall now construct a second contour
integral by replacing λA in (4.50) by the derivatives
∂
∂zA
and adjusting the homogeneity
of fˆ2h−4 for h > 0 accordingly. The resulting 2h derivatives in the contour integral should
act freely, and therefore we have to consider a thickening of Uˆ ⊂ P 6 to 2h-th order, that
is, Uˆ[2h] ⊂ P 6[2h]. Let fˆ
[2h]
2h−4 = fˆ
[2h]
2h−4(z, λ) be a representative of the cohomology group
H3(Uˆ[2h],OUˆ[2h](2h− 4)) for h > 0. It is expanded as
fˆ
[2h]
2h−4(z, λ) = gˆ(λ) +
∑
l≥1
1
l!
zA1 · · · zAl gˆA1···Al(λ) , (4.53)
where the coefficients gˆA1···Al for l ≤ 2h are uniquely defined for 0 < l ≤ 2h. We may
rewrite the above expansion as
fˆ
[2h]
2h−4(z, λ) =
1
(2h)!
zA1 · · · zA2h fˆA1···A2h(z, λ) + · · · , (4.54)
19Recall that P 6 is a hypersurface in P7◦ as follows from (3.9a).
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where the ellipsis denotes terms that contain at most 2h−1 factors of zA. As the coefficients
fˆA1···A2h are uniquely fixed, they can be extracted from fˆ
[2h]
2h−4. Upon restriction to xˆ ∼= P3,
we may write
fˆA1···A2h(x · λ, λ) =
∂
∂zA1
· · · ∂
∂zA2h
fˆ
[2h]
2h−4(z, λ)
∣∣∣∣
z=x·λ
. (4.55)
The latter relation can then be used to construct the contour integral formula
ψA1···A2h(x) =
∮
C
Ω(3,0) fˆA1···A2h(x · λ, λ)
=
∮
C
Ω(3,0)
∂
∂zA1
· · · ∂
∂zA2s
fˆ
[2h]
2h−4(z, λ)
∣∣∣∣
z=x·λ
,
(4.56)
where the contour is again a three-torus. By differentiation under the integral, one may
check that this is indeed a zero-rest-mass field, i.e.
∂ABψBA1···A2h−1 = 0 , (4.57)
since ∂
∂xAB
= λ[A
∂
∂zB]
under the integral.
More generally, we can write down the following contour integral, which interpolates
between the above two formulæ (4.50) and (4.56):
ψA1···A2h(x) =
∮
C
Ω(3,0) λ(A1 · · ·λAj+h
∂
∂zAj+h+1
· · · ∂
∂zA2h)
fˆ
[h−j]
−2j−4(z, λ)
∣∣∣∣
z=x·λ
. (4.58)
Here, j = −h, . . . , h and the indices A1, . . . , A2h are symmetrised in the integrand. Again,
it is straightforward to check that these fields satisfy the field equation ∂ABψBA1···A2h−1 = 0.
5. Penrose–Ward transform in six dimensions
In the previous section, we have seen how the Penrose transform relatesH3(Uˆ ,O
Uˆ
(−2h−4))
for h ≥ 0 to spinor fields on space-time subject to certain field equations. Recalling
now the four-dimensional case, one would expect a Penrose transform for all h ∈ 12Z.
However, the situation in six dimensions is rather different since the cohomology group
H3(Uˆ ,O
Uˆ
(−2h − 4)) yields trivial space-time fields for h < 0. In fact, what replaces
H3(Uˆ ,O
Uˆ
(−2h− 4)) in this case is the cohomology group H2(Uˆ ,O
Uˆ
(2h− 2)) with h > 0.
Notice that apart from these two cohomology groups all other (higher) cohomology groups
(for O
Uˆ
(k) with k ∈ Z) appear to give trivial fields on space-time; see Remark 5.1 below
for more details.20
In this section, we wish to establish the following theorem:
20See also [29] for an abstract discussion with different arguments.
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Theorem 5.1. Let U ⊂ M6 be open and convex and set U ′ := π−12 (U) ⊂ F 9 and Uˆ :=
π1(π
−1
2 (U)) ⊂ P 6, respectively. For h ∈ 12N0, there is a canonical isomorphism
P : H2(Uˆ ,O
Uˆ
(2h− 2)) → H0(U,Zh) , (5.1)
where Zh is the sheaf of chiral zero-rest-mass fields defined in (2.9). This transformation
is called Penrose–Ward transform.
We shall prove this theorem for h > 0 in a very elementary way via so-called Riemann–
Hilbert problems and gauge potentials. This derivation forms a direct generalisation of
the potential formulation that was given in the four-dimensional setting by the authors
of [47, 5, 34]. The case h = 0 is somewhat exceptional and we shall treat it differently
by using spectral sequence arguments similar to our previous discussion of the Penrose
transform.
5.1. Proof
Case h > 0. We begin our considerations with elements of the cohomology group21
H2(Uˆ ,O
Uˆ
(0)) ≡ H2(Uˆ ,O
Uˆ
), that is, h = 1. This case is particularly interesting since this
cohomology group encodes holomorphic one-gerbes22 on Uˆ : consider the exponential sheaf
sequence on Uˆ ,
0 −→ Z −→ O
Uˆ
exp−→ O∗
Uˆ
−→ 0 . (5.2)
Here, O∗
Uˆ
is the sheaf of non-vanishing holomorphic functions on Uˆ and exp : O
Uˆ
→ O∗
Uˆ
is
the exponential map exp(f) := e2π
√−1f . The induced long exact sequence of cohomology
groups on Uˆ then yields
H1(Uˆ ,O∗
Uˆ
)
c1−→ H2(Uˆ ,Z) −→ H2(Uˆ ,O
Uˆ
) −→ H2(Uˆ ,O∗
Uˆ
)
DD−→ H3(Uˆ ,Z) . (5.3)
Notice that the cohomology group H1(Uˆ ,O∗
Uˆ
) is the moduli space of holomorphic line
bundles (zero-gerbes) over Uˆ while H2(Uˆ ,O∗
Uˆ
) is the moduli space of holomorphic one-
gerbes over Uˆ . In addition, c1 is the first Chern class map which gives the characteristic
class of line bundles while DD the Dixmier–Douady class map which, correspondingly,
gives the characteristic class of one-gerbes. One can check23 that H3(Uˆ ,Z) = 0. Moreover,
c1 : H
1(Uˆ ,O∗
Uˆ
) → H2(Uˆ ,Z) is surjective. Therefore, the above cohomology sequence
reduces to
H2(Uˆ ,O
Uˆ
) ∼= H2(Uˆ ,O∗
Uˆ
) . (5.4)
21We shall again consider convex open subsets U ⊂ M6 of space-time together with the corresponding
subsets U ′ = pi−12 (U) ⊂ F
9 of the correspondence space and Uˆ = pi1(pi
−1
2 (U)) ⊂ P
6 of twistor space.
22Some basic facts on n-gerbes are collected in Appendix B.
23There are no odd-dimensional cells in the cell decomposition of Uˆ .
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Thus, holomorphic one-gerbes over Uˆ , which we denote by Γˆ in the following, are charac-
terised by elements of H2(Uˆ ,O
Uˆ
). Our goal is now to establish a Penrose–Ward transform
to find the corresponding space-time interpretation of such gerbes. To slenderise the dis-
cussion, we shall consider the more general case of H2(Uˆ ,O
Uˆ
(2h − 2)) with h > 0 and
loosely speak of holomorphic one-gerbes also in this case. Note that the restriction of
H2(Uˆ ,O
Uˆ
(2h−2)) to xˆ = π1(π−12 (x)) →֒ Uˆ for any x ∈ U vanishes by Lemma 4.1 (remem-
ber that xˆ ∼= P3), i.e. a holomorphic one-gerbe Γˆ described by H2(Uˆ ,OUˆ (2h−2)) becomes
holomorphically trivial upon restriction to any xˆ.
To make our constructions explicit, let us choose an open Stein cover Uˆ = {Uˆa} of
Uˆ and a (smooth) partition of unity θˆ = {θˆa} subordinate to Uˆ. As before, we shall
write Uˆab := Uˆa ∩ Uˆb, Uˆabc := Uˆa ∩ Uˆb ∩ Uˆc, etc. Consider a holomorphic one-gerbe Γˆ
which is described by a Cˇech cocycle [fˆ ] = [{fˆabc}] ∈ H2(Uˆ ,OUˆ (2h − 2)). The Dolbeault
isomorphism allows us to identify the Cˇech cohomology group H2(Uˆ ,O
Uˆ
(2h − 2)) with
the Dolbeault cohomology group H
(0,2)
∂¯
(Uˆ ,O
Uˆ
(2h− 2)) of ∂¯-closed (0, 2)-forms on Uˆ with
values in the holomorphic line bundle O
Uˆ
(2h − 2).24 Explicitly, this is done by using the
partition of unity θˆ = {θˆa}: we may introduce a smooth Cˇech one-cochain sˆ by setting
sˆab :=
∑
c
fˆabcθˆc on Uˆab . (5.5)
This cochain gives rise to a smooth splitting of fˆ ,
fˆabc = sˆab + sˆbc + sˆca on Uˆabc . (5.6)
From this splitting, we can now define (0, q)-forms with q = 1, 2 by
Aˆab := ∂¯sˆab =
∑
c
fˆabc∂¯θˆc on Uˆab ,
Bˆa :=
∑
b,c
fˆabc ∂¯θˆb ∧ ∂¯θˆc on Uˆa .
(5.7)
These (0, q)-forms define a so-called holomorphic connective structure on Γˆ. Clearly, they
are all ∂¯-closed on the respective intersections of the coordinate patches Uˆa. Furthermore,
the (0, 2)-forms Bˆa yield a globally defined ∂¯-closed (0, 2)-form Bˆ
(0,2) with Bˆa = Bˆ
(0,2)|
Uˆa
since Bˆa =
∑
b,c sˆbc∂¯θˆb ∧ ∂¯θˆc. This is the desired Dolbeault representative. We therefore
have Hˆ(0,3) := ∂¯Bˆ(0,2) = 0, which is the one-gerbe analogue of the equations of motion of
(Abelian) holomorphic Chern–Simons theory for holomorphic vector bundles. Here, Hˆ(0,3)
is understood as the (0, 3)-part of the three-form curvature.
24Strictly speaking, they take values in some Abelian Lie algebra g.
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Because Γˆ is holomorphically trivial on any xˆ →֒ Uˆ , we have a holomorphic splitting of
fˆ on xˆ,
fˆabc = hˆab + hˆbc + hˆca on Uˆabc ∩ xˆ . (5.8)
Here, the Cˇech one-cochain hˆ = {hˆab} is holomorphic, i.e. hˆ = hˆ(x, λ) depends holomorph-
ically on (x, λ). Finding such a splitting is known as Riemann–Hilbert problem. Notice
that such splittings are not unique, as we can always shift hˆab 7→ ϕˆa − ϕˆb for holomorphic
ϕˆ = {ϕˆa}.
Consider now the cover U′ := {U ′a} of U ′ ⊂ F 9 which is induced by Uˆ, i.e. U ′a = π−11 (Uˆa),
and a (smooth) partition of unity θ′ = {θ′a} subordinate to U′. The pull-back f ′ = π∗1 fˆ
defines the pull-back one-gerbe Γ′ = π∗1Γˆ on U
′. This one-gerbe is holomorphically trivial
on U ′ (since Γˆ was so on any xˆ), and we therefore have a holomorphic splitting
f ′abc = π
∗
1 fˆabc = h
′
ab + h
′
bc + h
′
ca on U
′
abc (5.9)
with h′ab = h
′
ab(x, λ) holomorphic on U
′
ab ⊂ U ′. Notice that h′ = hˆ. Moreover, we have
another, smooth splitting s′ab :=
∑
c f
′
abcθ
′
c obtained from the partition of unity. Evidently
h′ab 6= s′ab, but both splittings are related by a gauge transformation s′ab = h′ab − ϕ′a + ϕ′b
with
ϕ′a :=
∑
b
h′abθ
′
b . (5.10)
We shall come back to this point below. In Appendix C we present an explicit derivation
of the holomorphic splitting.
By the definition of a pull-back, f ′ = π∗1f is constant along the fibres of the fibration π1.
That is, dπ1f
′ = 0 ⇔ V Af ′abc = 0, where dπ1 is the relative exterior derivative introduced
in (4.4). We now have the following natural differential forms on correspondence space:
A′ab := dπ1h
′
ab on U
′
ab and B
′
a :=
∑
b
dπ1h
′
ab ∧ ∂¯θ′b on U ′a . (5.11)
Notice that the differential forms π∗1Aˆab and π
∗
1Bˆa obtained from (5.7) are gauge equi-
valent to (5.11) via the gauge transformation that is mediated by the gauge parameter
(5.10). Furthermore as one may check, A′ab is Cˇech-closed, thus representing an element
of H1(U ′,Ω1π1(2h− 2)). However, by Proposition 4.2, this cohomology group vanishes and
therefore, A′ab can be split holomorphically as A
′
ab = A
′
a−A′b. As above, such a splitting is
not unique, and this fact will turn out to correspond to space-time gauge transformations.
The splitting of A′ leads naturally to relative two-forms B˜′a := dπ1A′a which are gauge
equivalent to B′a in (5.11) by construction. They now define a relative two-form B˜′ via
B˜′a = B˜′|U ′a , which is defined globally (i.e. on U ′) and which is relatively closed, i.e. the
31
relative three-form curvature H ′ := dπ1B′ = 0 vanishes. Altogether, we have obtained a
flat relative connective structure on the pull-back one-gerbe Γ′.
Using the Leray sequence and (4.16c) of Proposition 4.2, we find the identification
H0(U ′,Ω2π1(2h − 2)) ∼= H0(U, (⊙2h−1S ⊗OU S∨)0[1]) . (5.12)
We may express this explicitly as
B˜′ = eA ∧ eBλC εABCDBDA1···A2h−1λA1 · · ·λA2h−1 , (5.13)
where BA
A1···A2h−1 = BA(A1···A2h−1) depends only on space-time and is totally trace-less. In
the above field expansion, we used relative one-forms eA of homogeneity −1, which combine
with the tangent vectors V A to give the relative exterior derivative dπ1 = eAV
A. The eA are
not unique since λAV
A = 0 implies that we can shift the eA by terms proportional to λA.
Notice that the above expansion of B˜′ reflects this property. It is then a straightforward
exercise to verify that dπ1B˜
′ = 0 if and only if
∂A(A1BA
A2···A2h) = 0 . (5.14)
The choice one has in the splittings of the Cˇech cocycles involved in the above con-
struction result in B˜′s that differ by dπ1-exact relative three-forms, i.e. B˜′ 7→ B˜′ + dπ1Λ˜′,
where Λ˜′ ∈ H0(U ′,Ω1π1). Since
H0(U ′,Ω1π1(2h − 2)) ∼= H0
(
U,
(⊙2h−1S∨ ⊗OU S∨
⊙2hS∨
)∨
[1]
)
(5.15)
by virtue of Proposition 4.2, we have
Λ˜′ = eAλBεABCD ΛCDA1···A2h−2λA1 · · ·λA2h−2 , (5.16)
where ΛAB
A1···A2h−2 = Λ[AB](A1···A2h−2) depends only on space-time and is totally trace-less.
Therefore, B˜′ 7→ B˜′ + dπ1Λ˜′ corresponds on space-time to
BB
AA1···A2h−2 7→ BBAA1···A2h−2 +
[
∂CBΛ
C(AA1···A2h−2) − ∂C(AΛCBA1···A2h−2)
]
0
, (5.17)
where the subscript zero refers to the totally trace-less part. Note that the trace-part
of
[
∂CBΛ
C(AA1···A2h−2) − ∂C(AΛCBA1···A2h−2)
]
does not enter in (5.14) because the partial
derivative is anti-symmetric in its indices. These are precisely the space-time gauge trans-
formations displayed in (2.14).
From the potentials BA
A1···A2h−1 , one can derive fields HA1···A2h ∈ H0(U, (⊙2hS∨)[1])
by setting
HA1···A2h := ∂(A1B1 · · · ∂A2h−1B2h−1BA2h)B1···B2h−1 . (5.18)
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Because of (5.14), HA1···A2h is a chiral zero-rest-mass field
∂AA1HA1···A2h = 0 . (5.19)
As an example, consider the case h = 1. Here, BA
B represents a two-form potential of a
self-dual three-form field since from (5.14) we have HAB = ∂C(ABC
B) = 0 and HAB obeys
the Dirac equation. In this case, the gauge transformation (5.17) reduces to the familiar
one for two-form potentials, that is, BB
A 7→ BBA + ∂ACΛCB − ∂BCΛCA.
Remark 5.1. Notice that the above discussion can be used to verify that H2(Uˆ ,O
Uˆ
(−2h−
2)) with h < 0 yields trivial fields on space-time since by virtue of Proposition 4.2, the
appropriate direct images vanish. Likewise, the above discussion can be straightforwardly
adapted to the case H3(Uˆ ,O
Uˆ
(−2h−4)) with h < 0. In this case, a short derivation reveals
that H3(Uˆ ,O
Uˆ
(−2h− 4)) does not give anything non-trivial on space-time either. Finally,
one can show that the same is true for H1(Uˆ ,O
Uˆ
(k)), k ∈ Z.
Case h = 0. The case h = 0 is somewhat exceptional since in this case H1(U ′,Ω1π1(−2))
does not vanish as follows from Proposition 4.2. Thus, A′ab in (5.11) cannot be split a
priori. Let us therefore treat this case differently by following the same procedure we used
when proving that H3(Uˆ ,O
Uˆ
(−4)) yields Klein–Gordon fields on space-time. We can be
rather brief, however, as the discussion is very similar.
In particular, we find from Proposition 4.2
πq2∗Ω
l
π1
(−2) ∼=


[1] for (q, l) = (1, 1) ,
[2] for (q, l) = (0, 3) ,
0 otherwise .
(5.20)
When (q, l) = (1, 1), the corresponding Leray spectral sequence (4.30) yields
Hp(U ′,Ω1π1(−2)) ∼=

H
p−1(U, π32∗Ω
1
π1
(−2)) ∼= Hp−1(U, [1]) for p ≥ 1 ,
0 for p < 1 .
(5.21)
Moreover, with (5.20) the Leray spectral sequence (4.30) also gives
Hp(U, πq2∗Ω
l
π1
(−2)) = 0 for p, q ≥ 0 and l = 0, 2 . (5.22)
When (q, l) = (0, 3), we obtain
Hp(U ′,Ω3π1(−2)) ∼= Hp(U, π02∗Ω3π1(−2)) ∼= Hp(U, [2]) for p ≥ 0 . (5.23)
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Using these ingredients, the r = 1 part of the spectral sequence Ep,qr given in (4.33)
reads as
0 −→ 0 −→ 0 −→ H0(U, [2])
0 −→ H0(U, [1]) −→ 0 −→ H1(U, [2])
0 −→ H1(U, [1]) −→ 0 −→ H2(U, [2])
0 −→ H2(U, [1]) −→ 0 −→ H3(U, [2])
0 −→ H3(U, [1]) −→ 0 −→ H4(U, [2])
...
...
(5.24)
Since the first and third columns of this diagram are zero, while the second and fourth
ones are non-zero in general, the differential operator d1 on E
p,q
1 vanishes identically and
therefore, we have the identification Ep,q1
∼= Ep,q2 . The differential operator d2 on E1,12
maps E1,12 to E
3,0
2 and since E
p,q
1
∼= Ep,q2 and thus, E1,12 ∼= H0(U, [1]) and E3,02 ∼= H0(U, [2]),
respectively, we have a map  : H0(U, [1]) → H0(U, [2]) which is induced by d2. One can
check that this map is indeed the Klein–Gordon operator defined in (2.9). We then have
E1,13
∼= ker { : H0(U, [1]) → H0(U, [2])} , (5.25)
together with E1,13
∼= · · · ∼= E1,1∞ such that
H2(Uˆ ,O
Uˆ
(−2)) ∼= H2(U ′, π−11 OUˆ (−2)) ∼= E1,13 ∼= H0(U,Z0) . (5.26)
5.2. Twistor space action
We have seen so far that elements of both H2(Uˆ ,O
Uˆ
(2h − 2) and H3(Uˆ ,O
Uˆ
(−2h − 4))
correspond to chiral zero-rest-mass fields of spin h ≥ 0. This is rather different when
compared to four dimensions, where only a first cohomology group appears. Curiously,
this difference allows us to write down a twistor space action principle for chiral fields
(even without supersymmetry).
To demonstrate this, we first note that the holomorphic measure on P 6 is a (6,0)-form
of homogeneity +6 given by
Ω(6,0) :=
∮
C
Ω(4,0)(z) ∧ Ω(3,0)(λ)
zAλA
, (5.27)
where C is any contour encircling P 6 →֒ P7◦. We have again used holomorphic volume forms
Ω(4,0)(z) := 14!εABCDdz
A ∧ dzB ∧dzC ∧dzD and Ω(3,0)(λ) := 14!εABCDλAdλB ∧ dλC ∧ dλD.
Next we switch to the Dolbeault picture and represent elements of the cohomology groups
H2(Uˆ ,O
Uˆ
(2h − 2) and H3(Uˆ ,O
Uˆ
(−2h − 4)) in terms of their Dolbeault representatives.
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We shall denote them by Bˆ
(0,2)
2h−2 and Cˆ
(0,3)
−2h−4, respectively, where the subscript indicates
the respective homogeneity. Now we extend these fields to off-shell fields by assuming that
they are not holomorphic and introduce the following twistor space action functional:
S =
∫
Ω(6,0) ∧ Bˆ(0,2)2h−2 ∧ ∂¯Cˆ(0,3)−2h−4 . (5.28)
Note that this action is well-defined as the respective weights cancel out. Clearly, the
equations of motion resulting from the action (5.28) are ∂¯Bˆ
(0,2)
2h−2 = 0 = ∂¯Cˆ
(0,3)
−2h−4. On-shell,
Bˆ
(0,2)
2h−2 and Cˆ
(0,3)
−2h−4 therefore correspond indeed to representatives of the Cˇech cohomology
groups H2(Uˆ ,O
Uˆ
(2h − 2)) and H3(Uˆ ,O
Uˆ
(−2h− 4)).
The case of h = 1 is of particular interest since in that case we obtain self-dual three-
form fields on space-time. In that sense, (5.28) can be understood as a twistor space action
for self-dual three-form fields. It would be interesting to see if, after imposing appropriate
reality conditions (and partially fixing gauge), the action (5.28) is related to one of the
chiral space-time actions of Pasti, Sorokin & Tonin [35]. We shall return to this issue in
the near future.
6. Reduction to lower dimensions
In this section, we shall present various dimensional reductions of the twistor space P 6 to
lower dimensions, specifically to twistor spaces of three- and four-dimensional space-times.
Concretely, we shall focus on the reductions to the ambitwistor space P 5 [8, 9], to a new
twistor space P 3 and to Hitchin’s minitwistor space P 2 [14]. We shall also discuss the
corresponding Penrose and Penrose–Ward transforms. In particular, as is well-known, the
ambitwistor space underlies a Penrose–Ward transform for the Maxwell equation in four
dimensions, while the minitwistor space gives rise to a Penrose–Ward transform for the
Abelian Bogomolny monopole equation in three dimensions.25 As we shall show below, the
new twistor space P 3 underlies a Penrose–Ward transform for the Abelian self-dual string
equation in four dimensions. We shall refer to P 3 as the hyperplane twistor space—the
reason for this name becomes transparent shortly.
Note that a dimensional reduction on space-time induces a dimensional reduction of
the subspaces of space-time that are parametrised by twistor space. In particular, the
three-dimensional null-planes in M6 parametrised by P 6 split under dimensional reduction
from M6 to M4 into three classes of null spaces, as we shall argue. As there are no
three-dimensional null vector spaces in M4, we are left with the so-called α- and β-planes
25Both ambitwistor space and minitwistor space can be used also in the non-Abelian setting, but in this
paper, we are only interested in the Abelian setting.
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in M4 and the null-lines given by intersections of both types of null-planes. These null-
spaces should be in one-to-one correspondence with points on the reduced twistor spaces.
Therefore, the dimensional reduction on space-time naturally induces further reductions
on twistor space, which depend on the kind of null-set we choose to work with.
Starting from the double fibration (3.2), we shall dimensionally reduce space-time M6,
which induces reductions of the incidence relation and, correspondingly, of the associated
twistor space P 6 and the correspondence space F 9. We thus arrive at the following chain
of double fibrations:
P 6 M6
F 9
π1 π2✟✟✟✙
❍❍❍❥
P 5 M4
F 6
π3 π4✟✟✟✙
❍❍❍❥
P 3 M4
F 6
π5 π6✟✟✟✙
❍❍❍❥
P 2 M3
F 4
π7 π8✟✟✟✙
❍❍❍❥ ❄❄
❄
❄❄
❄
❄❄
❄
∼=
∼=
(6.1)
where Mn := Cn. To jump ahead of our story a bit, we shall find:
P 6 ∼= Ω1
P
3 ⊗O
P
3(2) =ˆ twistor space of six-dimensional space-time M6 ,
P 5 ∼= Jet1O
P
1×P1(1, 1) =ˆ ambitwistor space of four-dimensional space-time M
4 ,
P 3 ∼= O
P
1×P1(1, 1) =ˆ hyperplane twistor space of four-dimensional space-time M
4 ,
P 2 ∼= O
P
1(2) =ˆ minitwistor space of three-dimensional space-time M3 .
The above terminology shall be clarified when constructing the respective twistor spaces.
6.1. Field equations in lower dimensions
Before presenting these reductions, we explain how the self-dual string equation, the Max-
well equation and the Bogomolny equation arise via dimensional reductions of the equations
of motion of the six-dimensional self-dual three-form field strength H = dB. As we have
already discussed in Section 2, a general three-form H = dB in six dimensions is given
by a pair of symmetric bi-spinors HAB = ∂C(ABB)
C and HAB = ∂C(ABC
B) via a (trace-
less) two-form potential BB
A. Imposing self-duality onto H is equivalent to saying that
HAB = 0.
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Field equations in four dimensions. To dimensionally reduce M6 to M4, we split
the 6 ∼= 4 ∧ 4 representation of so(6,C) ∼= sl(4,C) into the bi-fundamental representation
(2,2) of sl(2,C) ⊕ sl(2,C) ∼= so(4,C) plus twice the trivial representation to obtain
xAB → (xαβ˙ , εαβx+, εα˙β˙x−) , (6.2)
where α, β, . . . , α˙, β˙, . . . = 1, 2. The symplectic forms εαβ and εα˙β˙ of sl(2,C)⊕ sl(2,C) can
be used to raise and lower sl(2,C) spinor indices. Four-dimensional space-time M4 is then
given by the quotient M4 :=M6/DM6 with the distribution DM6 := 〈∂±〉.
A two-form potential in six dimensions BB
A reduces then to
BB
A → (A+αα˙, A−αα˙, Bαβ = B(αβ), Bα˙β˙ = B(α˙β˙), φ) (6.3)
and represents in four dimensions two one-form potentials A±αα˙, a two-form potential
(Bαβ , Bα˙β˙) and a scalar field φ. Notice that we used the symplectic forms εαβ and εα˙β˙ to
rise and lower spinor indices. Correspondingly, gauge transformations of BB
A,
BB
A 7→ BBA + ∂ACΛCB − ∂BCΛCA , (6.4)
where ΛAB = −ΛBA, reduce in four dimensions to ΛAB → (Λαα˙,Λ+,Λ−) with
A±αα˙ 7→ A±αα˙ + ∂αα˙Λ± ,
Bαβ 7→ Bαβ + εα˙β˙∂(αα˙Λβ)β˙ ,
B
α˙β˙
7→ B
α˙β˙
+ εαβ∂α(α˙Λββ˙) ,
φ 7→ φ .
(6.5)
Furthermore, the (first-order) self-duality equation HAB = ∂C(ABC
B) = 0 reduces to
Hαα˙ := ε
β˙γ˙∂
αβ˙
Bα˙γ˙ − εβγ∂βα˙Bαγ = ∂αα˙φ (6.6a)
and
f
α˙β˙
(A+) = 0 and fαβ(A
−) = 0 , (6.6b)
where fαβ and fα˙β˙ are the self-dual and anti-self-dual parts of the curvature of a potential
Aαα˙, i.e.
fαβ(A) := ε
α˙β˙∂(αα˙Aβ)β˙ and fα˙β˙(A) := ε
αβ∂α(α˙Aββ˙) . (6.6c)
Note that under this decomposition, HAB → (fαβ(A+), fα˙β˙(A−), ∂αα˙φ). Equation (6.6a)
is the self-dual string equation H = ⋆4dφ in spinor notation, while (6.6b) says that the
curvature of A+ (respectively, A−) is self-dual (respectively, anti-self-dual). Recall that in
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four dimensions, the Maxwell equation and the Bianchi identity for a gauge potential Aαα˙
read in spinor notation as
εβ˙γ˙∂
αβ˙
fα˙γ˙ + ε
βγ∂βα˙fαγ = 0 , (6.7a)
and
εβ˙γ˙∂
αβ˙
fα˙γ˙ − εβγ∂βα˙fαγ = 0 , (6.7b)
so that the equations for fαβ and fα˙β˙ decouple, i.e. ε
β˙γ˙∂
αβ˙
fα˙γ˙ = 0 = ε
βγ∂βα˙fαγ . Therefore,
A±αα˙ constitute the degrees of freedom of a general Maxwell field Aαα˙, and we may write
Aαα˙ = A
+
αα˙ +A
−
αα˙.
Field equations in three dimensions. To further reduce to three dimensions, we split
the (2,2) of sl(2,C) ⊕ sl(2,C) into the 3 ⊕ 1 of sl(2,C): xαα˙ → (xαβ = x(αβ), x[12]). We
then have M3 := M4/DM4 with DM4 :=
〈
∂
∂x[12]
〉
. Here, the field strength of a gauge
potential reduces directly according to
∂αβAγδ − ∂γδAαβ = 12(εαγfβδ + εβδfαγ + (α↔ β)) , (6.8)
and the BPS subsector of the reduced Maxwell equation is described by the Abelian Bogo-
molny equation26 F = ⋆3dφ, which reads in spinor notation as
fαβ = ∂αβφ . (6.9)
Note that this equation can be obtained from the self-dual string equation by defining
F = ∂
∂x[14]
yH. In spinor notation, this amounts to defining fαβ := H(αβ) and (6.6a)
reduces to (6.9).
6.2. Ambitwistors and Maxwell fields
Ambitwistor space. The first reduction in the sequence (6.1) is that of (3.2) to the
double fibration (π3, π4) containing the ambitwistor space P
5. Recall from (3.6) that
three-dimensional totally null-planes in M6, which are in one-to-one correspondence with
points in P 6, are given by
xAB = xAB0 + ε
ABCDµCλD , (6.10)
where µA is defined modulo terms proportional to λA. In view of the splitting sl(4,C)
into sl(2,C) ⊕ sl(2,C) used in reducing M6 to M4, we now split the spinors λA and κA
according to
λA → (µα, λα˙) and µA → (κα, να˙) . (6.11)
26or Dirac monopole equation
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Correspondingly, upon using (6.2), the equation (6.10) decomposes as
xαβ˙ = xαβ˙0 + µ
ανα˙ − καλα˙ , x+ = x+0 + να˙λα˙ , and x− = x−0 + καµα , (6.12)
where we have raised spinor indices with εαβ and εα˙β˙, respectively. Next we impose x± =
0 = x±0 to dimensionally reduce to four dimensions. Hence, να˙λ
α˙ = 0 and καµ
α = 0. There
are essentially three cases emerging from these equations: firstly, µα = 0 but λα˙ 6= 0 and
κα arbitrary and να˙ ∝ λα˙ so that the first equation (6.12) reduces to
xαα˙ = xαα˙0 − καλα˙ . (6.13)
This equation parametrises anti-self-dual two-planes in four dimensions (so-called α-planes).
Secondly, µα 6= 0 but λα˙ = 0 and κα ∝ µα and να˙ arbitrary so that
xαα˙ = xαα˙0 + µ
ανα˙ , (6.14)
which parametrises self-dual two-planes in four dimensions (so-called β-planes). Thirdly,
we can have both µα 6= 0 and λα˙ 6= 0 together with κα ∝ µα and να˙ ∝ λα˙. This gives
xαα˙ = xαα˙0 + ̺µ
αλα˙ for ̺ ∈ C , (6.15)
which are the null-lines in four dimensions arising from intersecting α-planes and β-planes.
At this point, one has to make a choice which null-spaces one would like to work with.
Choosing the α- or β-planes will lead to either Penrose’s twistor space or Penrose’s dual
twistor space which are the twistor spaces parametrising such null-planes. In the following,
we shall work with the null-lines obtained from intersections of α- and β-planes. This yields
the ambitwistor space P 5 which is the twistor space parametrising such null-lines. As we
shall show momentarily, the ambitwistor space P 5 as well as the correspondence space F 6
can be obtained by factoring out certain distributions. The quadric equation (3.4) defining
P 6 in the open subset P7◦ of P7 will reduce to the quadric equation defining P 5 in the open
subset P3◦ ×P3◦ of P3 ×P3.
To proceed, we now decompose all the twistor coordinates (zA, λA) on P
6 according to
the splitting of sl(4,C) into sl(2,C) ⊕ sl(2,C) to obtain
(zA, λA) → (zα,−wα˙, µα, λα˙) . (6.16)
Let us first consider the base space P3 of the fibration P 6 → P3. To reduce P3 with ho-
mogeneous coordinates λA to P
1×P1 with homogeneous coordinates (µα, λα˙), we consider
the corresponding reduction of the structure sheaf O
P
3 of P3. Local sections f of O
P
3
fulfil the equation Υf = 0, where Υ := λA
∂
∂λA
is the Euler vector field on P3. This reflects
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the invariance under re-scalings λA 7→ tλA, with t ∈ C∗. Local sections f of O
P
1×P1 fulfil
µα
∂
∂µα
f = 0 and λα˙
∂
∂λα˙
f = 0. Therefore, the quotient of P3 by the distribution
D
P
3 :=
〈
µα
∂
∂µα
− λα˙ ∂
∂λα˙
〉
(6.17)
can be identified with P1 ×P1.
Analogously, one reduces P7 with homogeneous coordinates (zA, λA) to P
3×P3. Since
we are interested in non-compact versions, let us directly remove the P3 defined by zA 6= 0
and λA = 0 from P
7 to obtain the ambient space P7◦ = P7 \ P3 ∼= OP3(1) ⊗ C4 of the
twistor space P 6 we encountered before. The quotient of P7◦ by the distribution
D
P
7
◦
:=
〈
zα
∂
∂zα
+ λα˙
∂
∂λα˙
− wα˙ ∂
∂wα˙
− µα ∂
∂µα
〉
(6.18)
can be identified with P3◦×P˜3◦, where P3◦ and P˜3◦ are each bi-holomorphic to the total space
of the bundle O
P
1(1) ⊗ C2. The quadric condition zAλA = 0, which defines P 6 →֒ P7◦,
descends to the quadric equation
zαµα − wα˙λα˙ = 0 , (6.19)
which defines the ambitwistor space P 5 →֒ P3◦ × P˜3◦ as a quadric hypersurface of P3◦ × P˜3◦.
Note that P3◦ is Penrose’s twistor-space of four-dimensional space time while P˜3◦ is the dual
twistor space.
The correspondence space F 6 is obtained as the quotient of F 9 ∼= C6 × P3 by the
distribution
DF 9 :=
〈
∂
∂x±
, µα
∂
∂µα
− λα˙ ∂
∂λα˙
〉
, (6.20)
and we have F 6 := F 9/DF 9 ∼= C4×P1×P1. Altogether, we arrive at the following double
fibration:
P 5 M4
F 6
π3 π4 
 ✠
❅
❅❘
(6.21)
where π4 is the trivial projection and
π3 : (x
αα˙, λα˙, µα) 7→ (zα, wα˙, µα, λα˙) = (xαα˙λα˙, xαα˙µα, µα, λα˙) . (6.22)
Note that the twistor distribution in this case is of rank one and generated by the vector
field µαλα˙∂
αα˙, i.e. P 5 ∼= F 6/〈µαλα˙∂αα˙〉 with ∂αα˙ := εαβεα˙β˙ ∂
∂xββ˙
.
Geometrically, a point x in four-dimensional space-time M4 corresponds to a holo-
morphic embedding of xˆ := π3(π
−1
4 (x))
∼= P1×P1 →֒ P 5. On the other hand, a point p in
ambitwistor space P 5 corresponds to a null line π4(π
−1
3 (x)) →֒M4 given by
xαα˙ = xαα˙0 + ̺µ
αλα˙ , with ̺ ∈ C , (6.23)
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in agreement with our initial choice of null-space.
Moreover, if we introduce the two projections pr1,2 : P
1 × P1 → P1 to the first and
second copy of P1, respectively, and in addition
O
P
1×P1(k, l) := pr
∗
1OP1(k) ⊗ pr∗2OP1(l) ,
Ωp
P
1×P1(k, l) := Ω
p
P
1×P1(pr
∗
1OP1(k)⊗ pr∗2OP1(l))
(6.24)
for k, l ∈ Z, then the sequence (3.9a) naturally reduces to a corresponding sequence for the
ambitwistor space
0 −→ P 5 −→ (O
P
1×P1(1, 0) ⊕OP1×P1(0, 1)
) ⊗C2 κ−→ O
P
1×P1(1, 1) −→ 0 . (6.25)
Here, κ : (zα, wα˙, µα, λα˙) 7→ zαµα − wα˙λα˙. Upon dualising and twisting by O
P
1×P1(1, 1)
the Euler sequence for P1 ×P1, we find
0 −→ Ω1
P
1×P1(1, 1) −→ P 5 −→ OP1×P1(1, 1) −→ 0 . (6.26)
This implies that P 5 can be identified with the bundle of first-order jets Jet1O
P
1×P1(1, 1)
of O
P
1×P1(1, 1) as a consequence of the jet-sequence
0 −→ Ω1X(S) −→ Jet1S −→ S −→ 0 (6.27)
for an Abelian sheaf S on a complex manifold X (see e.g. [12]).
Remark 6.1. The above constructions show that we have a factorisation of the tangent
bundle TM4 into the two bundles of undotted and dotted chiral spinors. We shall denote
these bundles by S and S˜ and therefore, TM4 ∼= S ⊗OM4 S˜, which is the reduction of
the corresponding factorisation (2.1) in six dimensions. Note that such a factorisation
amounts to choosing a holomorphic conformal structure. Furthermore, we shall make use
of the following notation (for k, l ∈ Z):
[k, l] :=


⊗k detS∨ ⊗OM4 ⊗l det S˜∨ for k, l > 0 ,
⊗k detS∨ ⊗O
M4
⊗|l| det S˜ for k > 0 , l < 0 ,
⊗|k| detS ⊗O
M4
⊗l det S˜∨ for k < 0 , l > 0 ,
⊗|k| detS ⊗OM4 ⊗|l| det S˜ for k, l < 0 ,
(6.28)
and we shall write S[k, l] := S ⊗O
M4
[k, l] for an Abelian sheaf S on M4. In addition, we
introduce
OP 5(k, l) := pr∗OP1×P1(k, l) for k, l ∈ Z , (6.29)
where pr is the bundle projection pr : P 5 → P1 × P1 and O
P
1×P1(k, l) was defined in
(6.24).
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Penrose–Ward transform. Let us consider an open set U ⊂ M4 and define Uˆ :=
π3(π
−1
4 (U)) ⊂ P 5 with covering Uˆ = {Uˆa}. We start from holomorphic line bundles over
Uˆ which are holomorphically trivial on any xˆ ∼= P1 × P1 →֒ Uˆ . Such line bundles are
characterised by Cˇech one-cocycles fˆ = {fˆab} ∈ H1(Uˆ ,OUˆ ). The pull-back of fˆ to the
correspondence space can be split holomorphically, f ′ab = π
∗
3 fˆab = h
′
a − h′b. Since f ′ab
gets annihilated by the twistor distribution, we find A′ := µαλα˙∂αα˙h′a which is globally
defined. Hence A′ must be of the form A′ := µαλα˙Aαα˙, where Aαα˙ depends only on
space-time. Since the twistor distribution is one-dimensional, we do not obtain any space-
time field equations for Aαα˙. Moreover, since the splitting f
′
ab = h
′
a − h′b is not unique,
we can always consider h′a 7→ h′a + ϕ′, where ϕ′ is defined globally on Uˆ ′ := π−14 (U) ⊂
F 6. Therefore, ϕ′ can only depend on space-time (since the P1s are compact) and thus,
it corresponds to transformations of the form Aαα˙ 7→ Aαα˙ + ∂αα˙ϕ′. In summary, this
shows that H1(Uˆ ,O
Uˆ
) can be identified with the Maxwell potentials on U modulo gauge
transformations. Notice that this construction also applies to the non-Abelian setting, that
is, to Yang–Mills potentials.
In order to find a twistorial description of Maxwell/Yang–Mills fields which do satisfy
the corresponding field equations, one has to do more work. Such descriptions (including
their supersymmetric extensions) have been found a long time ago by Witten [8], Isenberg,
Green & Yasskin [9,10] and Manin [12]; see [44,45] for a cohomological analysis, Mason &
Skinner [48] for an action principle for Yang–Mills theory on ambitwistor space, and [49]
for a recent review in conventions similar to ours. For the sake of completeness, we shall
recall these constructions but keep the discussion very brief.
As is well-known, in order to construct self-dual (or anti-self-dual) solutions to the
Maxwell/Yang–Mills equations, one employs Ward’s construction [5] starting from holo-
morphic vector bundles over Penrose’s twistor space P3◦ (or the dual twistor space P˜3◦) sub-
ject to certain triviality conditions. Because ambitwistor space incorporates both twistors
and dual twistors, it can be used to give a twistor interpretation of the Maxwell/Yang–
Mills equations. As we have seen above, however, the ambitwistor space itself is not quite
sufficient to recover these equations. To resolve this problem, one needs to thicken the am-
bitwistor space into its ambient space P3◦×P˜3◦ to a certain order. This is fully analogous to
the thickening of P 6 in P7◦ as encountered in Section 4.3. The ℓ-th order thickening (or the
ℓ-th infinitesimal neighbourhood) is defined by P 5[ℓ] := (P
5,O
P
3
◦×P˜3◦/Iℓ+1). Here, OP3◦×P˜3◦
is the sheaf of holomorphic functions on P3◦ × P˜3◦ and I is the ideal subsheaf of O
P
3
◦×P˜3◦
consisting of those functions that vanish on P 5. Now we have the following theorem:
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Theorem 6.1. ([8,9]) Let U be an open subset ofM4 such that any null line intersects U in
a convex set. Then there is a one-to-one correspondence between gauge equivalence classes
of complex holomorphic solutions to the Yang–Mills equations on U and equivalence classes
of holomorphic vector bundles which are holomorphically trivial on any xˆ ∼= P1×P1 →֒ P 5
for all x ∈ U and which admit an extension to a 3-rd order thickening P 5[3] of P 5 in P3◦×P˜3◦.
Note that if the holomorphic vector bundle can be extended to a finite neighbourhood
within the ambient space P3◦ × P˜3◦, then the space-time gauge field constructed from this
vector bundle is either self-dual, anti-self-dual or Abelian [9]. Thus, if one is only interested
in the Maxwell equation (as we are in the present case) one may work with holomorphic
line bundles on the ambient space P3◦×P˜3◦ which are holomorphically trivial on P1×P1 →֒
P
3◦ × P˜3◦. Since P3◦ is Penrose’s twistor space while P˜3◦ its dual, one finds a self-dual and
an anti-self dual field strength. Both can be linearly superposed to obtain a solution to
the Maxwell equation. This is possible as the equations for the two helicities decouple, as
discussed in Section 6.1.
Penrose transform. Besides the Penrose–Ward transform and Maxwell fields, one may
also consider other spinor fields on space-time which can be obtained from certain cohomo-
logy groups on ambitwistor space. In fact, we have the following theorems due to Pool [45]
and Eastwood [50].
Theorem 6.2. (Pool [45]) Consider the double fibration (6.21). Let U ⊂M4 be open and
convex and set U ′ := π−14 (U) ⊂ F 6 and Uˆ := π3(π−14 (U)) ⊂ P 3. For h1,2 ∈ 12N, there is a
canonical isomorphism
P : H1(Uˆ ,O
Uˆ
(2h1 − 2, 2h2 − 2)) →
→
{
H0(U, (⊙2h1−1S ⊗OU ⊙2h2−1S˜)[1, 1])
∂αα˙H0(U,⊙2h1−2S ⊗OU ⊙2h2−2S˜)
}
.
(6.30)
In particular, for h1 = h2 = 1 we recover the identification of H
1(Uˆ ,O
Uˆ
) with Maxwell
potentials on U ⊂M4 modulo gauge transformations.
Theorem 6.3. (Eastwood [50]) Let U ⊂M4 be open and convex and set U ′ := π−14 (U) ⊂
F 6 and Uˆ := π3(π
−1
4 (U)) ⊂ P 3, where the maps π3,4 are those appearing in the double
fibration (6.21). For h1,2 ∈ 12N0, there is a canonical isomorphism
P : H2(Uˆ ,O
Uˆ
(−2h1 − 2,−2h2 − 2)) →
→
{
ψα1···α2h1 α˙1···α˙2h2 ∈ H0(U, (⊙2h1S ⊗OU ⊙2h2S˜)[1, 1])
such that ∂α1α˙1ψα1···α2h1 α˙1···α˙2h2 = 0
}
.
(6.31)
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Eastwood’s result is particularly interesting for the case when h1 = h2 =
1
2 since then,
we have an identification of H2(Uˆ ,O
Uˆ
(−3,−3)) with all conserved currents on U ⊂ M4.
Notice that Eastwood also gives a twistorial interpretation of massive space-time fields
in [50].
6.3. Hyperplane twistors and self-dual strings
In this section, we introduce a new twistor space P 3 which, to our knowledge, has not
been considered before. For that reason, we shall present a more detailed discussion in the
following. As we shall see below, this twistor space underlies a Penrose–Ward transform
mapping a certain cohomology group on P 3 to solutions to the self-dual string equation on
M4 in a bijective manner.
Hyperplane twistor space. While ambitwistor space describes the intersection of α-
and β-planes, the hyperplane twistor space will describe the span of the union of both types
of intersecting null-planes. Because these two kinds of planes intersect along a null-line, the
span describes a three-dimensional hyperplane in M4, hence the name hyperplane twistor
space.
In the corresponding double fibration, space-time obviously remains the same. Recall
that the two spheres in the correspondence space F 6 ∼= C4 × P1 × P1 specify the choice
of an α- and a β-plane. Because we need the same data in the definition of a hyperplane
twistor, the correspondence space remains the same, too. The equivalence relation between
points, however, is different: while two points in the correspondence space are equivalent if
they correspond to the same null-line in the case of ambitwistors, in the case of hyperplane
twistors, two points in the correspondence space are considered equivalent if they corres-
pond to the same hyperplane. Therefore the twistor distribution for the hyperplane twistor
space contains that of the ambitwistor space, but it is strictly larger, and the hyperplane
twistor space is a subspace of the ambitwistor space.
Explicitly, the hyperplane twistor space P 3 can be obtained by quotenting P 5 by the
distribution
DP 5 :=
〈
µα
∂
∂zα
, λα˙
∂
∂wα˙
〉
. (6.32)
It is rather straightforward to see that P 3 := P 5/DP 5 is bi-holomorphic to the total space
of the holomorphic line bundle O
P
1×P1(1, 1) → P1 × P1. Altogether, we may write down
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the following double fibration:
P 3 M4
F 6
π5 π6 
 ✠
❅
❅❘
(6.33)
where π6 is the trivial projection and
π5 : (x
αα˙, µα, λα˙) 7→ (z, µα, λα˙) = (xαα˙µαλα˙, µα, λα˙) . (6.34)
Note that the twistor distribution is of rank three and generated by the vector fields µα∂
αα˙
and λα˙∂
αα˙, i.e. P 3 ∼= F 6/〈µα∂αα˙, λα˙∂αα˙〉, with ∂αα˙ := εαβεα˙β˙ ∂
∂xββ˙
as before.
The geometric twistor correspondence here is as follows. By virtue of the incidence
relation z = xαα˙µαλα˙, a point x ∈ M4 corresponds to a holomorphic embedding of
xˆ := π5(π
−1
6 (x))
∼= P1 × P1 →֒ P 3, while a point p ∈ P 3 corresponds to a hyperplane
π6(π
−1
5 (p)) →֒M4 in space-time. To see this, note that the incidence relation z = xαα˙µαλα˙
can be solved for fixed p = (z, µ, λ) ∈ P 3 by
xαα˙ = xαα˙0 + µ
ανα˙ − καλα˙ . (6.35)
Here, xαα˙0 is a particular solution and κα and να˙ are arbitrary, which parametrise trans-
lations of xαα˙0 along totally null two-planes (the α- and β-planes). The apparent four
parameters in the spinors να˙ and κα are reduced to three, because the shifts
κα 7→ κα + ̺µα and να˙ 7→ να˙ + ̺λα˙ for ̺ ∈ C (6.36)
leave the solution (6.35) invariant.27
Remark 6.2. The above constructions show again that we have a factorisation of the
tangent bundle TM4 into the two bundles of undotted and dotted chiral spinors. As before,
we shall denote these bundles by S and S˜ and therefore, TM4 ∼= S ⊗OM4 S˜. Similarly to
Remark 6.1, we introduce
OP 3(k, l) := pr∗OP1×P1(k, l) for k, l ∈ Z , (6.37)
where pr is the bundle projection pr : P 3 → P1 × P1 and O
P
1×P1(k, l) was defined in
(6.24).
27Upon imposing reality conditions corresponding to Euclidean signature, the hyperplane twistor space
parametrises oriented lines in R4.
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Penrose–Ward transform. Let us fix a Stein cover Uˆ = {Uˆa} of P 3 together with a
partition of unity θˆ = {θˆa} subordinate to Uˆ. As before, we shall use the abbreviations
Uˆab = Uˆa∩ Uˆb, etc. for intersections of patches. Instead of working with all of P 3, we again
allow for the restriction to open neighbourhoods Uˆ corresponding to open sets U ⊂ M4
via Uˆ = π5(π
−1
6 (U)).
Consider a representative fˆ of the cohomology group H2(Uˆ ,O
Uˆ
). The exponential
sheaf sequence yields again a long exact sequence of cohomology groups containing
H1(Uˆ ,O∗
Uˆ
)
c1−→ H2(Uˆ ,Z) −→ H2(Uˆ ,O
Uˆ
) −→ H2(Uˆ ,O∗
Uˆ
)
DD−→ H3(Uˆ ,Z) . (6.38)
Now the group H3(Uˆ ,Z) vanishes, which implies that all one-gerbes on the hyperplane
twistor space have vanishing Dixmier–Douady class and therefore become holomorphically
trivial on any xˆ. Moreover, the first map in this sequence is surjective and therefore
elements of H2(Uˆ ,O
Uˆ
) specify holomorphic one-gerbes on the hyperplane twistor space.
Using the partition of unity, we have a smooth splitting of fˆ ,
fˆabc = sˆab + sˆbc + sˆca (6.39)
on Uˆabc, where sˆab :=
∑
c fˆabcθˆc. As before, we perform the transition to the Dolbeault pic-
ture by introducing certain differential (0, 1)- and (0, 2)-forms on Uˆab and Uˆa, respectively:
Aˆab := ∂¯sˆab =
∑
c
fˆabc∂¯θˆc and Bˆa :=
∑
b,c
fˆabc∂¯θˆb ∧ ∂¯θˆc . (6.40)
Altogether, we have obtained a holomorphic connective structure. Since H2(Uˆ ,O
Uˆ
) van-
ishes when restricted to any xˆ ∼= P1×P1 for any x ∈ U , we can find a holomorphic splitting
of fˆ on Uˆabc ∩ xˆ.
The next step in the Penrose–Ward transform is to pull-back fˆ to the correspondence
space F 6, which yields f ′ = π∗5 fˆ . Analogously to the six-dimensional setting, we shall make
use of the relative p-forms along π5 : F
6 → P 3. We denote them by Ωpπ5 and they are given
by a short exact sequence
0 −→ π∗5Ω1P 3 ∧ Ωp−1F 6 −→ Ω
p
F 6
−→ Ωpπ5 −→ 0 . (6.41)
This sequence also yields the projection prπ5 : Ω
p → Ωpπ5 via the quotient mapping, which
allows us to introduce the relative differential dπ5 := prπ5 ◦ d : Ωpπ5 → Ωp+1π5 , cf. (4.4). On
U ′ = π−15 (Uˆ) = π
−1
6 (U), we choose the cover U
′ := {U ′a} that is induced by the cover Uˆ.
Next we observe that the Cˇech cocycle f ′ = π∗5 fˆ can be split holomorphically on U
′
abc.
Therefore, we have
f ′abc = h
′
ab + h
′
bc + h
′
ca , (6.42)
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where h′ = {h′ab} is holomorphic and, as before, its choice is not unique. Since f ′ is the
pull-back of fˆ via π5, it is annihilated by the relative exterior derivative dπ5 . This allows
us to introduce the following differential forms:
A′ab := dπ5h
′
ab on U
′
ab and B
′
a :=
∑
b
dπ5h
′
ab ∧ ∂¯θ′b on U ′a . (6.43)
Similarly to the six-dimensional construction, one may verify that the relative differ-
ential one-form A′ab is Cˇech-closed and thus represents an element of H
1(U ′,Ω1π5). To
compute this cohomology group, we point out that we have a similar representation of
the relative p-forms in terms of certain pull-back sheaves as in the six-dimensional setting,
cf. Proposition 4.1. If we let Ωpπ5(k, l) := Ω
p
π5 ⊗OF6 π∗5OP 3(k, l), then one can check that
Ωpπ5 is characterised by the following short exact sequence:
0 −→ Ωpπ5 −→ Λp
[
π∗6(S[1, 1]) ⊗OF6 π∗5OP 3(0, 1)⊕
⊕π∗6(S˜[1, 1]) ⊗OF6 π∗5OP 3(1, 0)
] −→
−→ π∗6 [1, 1] ⊗OF6 Ωp−1π5 (1, 1) −→ 0 ,
(6.44)
where we have used the notation introduced in Remarks 6.1 and 6.2. The induced long
exact sequence of cohomology groups yields that H1(U ′,Ω1π5) = 0 since the map
H0(U ′, π∗6(S[1, 0]) ⊗OU′ π∗5OP 3(0, 1)⊕π∗6(S˜[0, 1]) ⊗OU′ π∗5OP 3(1, 0))
→ H0(U ′, π∗6 [1, 1] ⊗OU′ Ω0π5(1, 1))
(6.45)
is surjective. Therefore, we have a splitting A′ab = A
′
a − A′b, which allows us to define a
relative two-form by setting B˜′a := dπ5A′a. By construction, the two-forms B′a and B˜′a are
gauge equivalent. Moreover, B˜′a defines a global (i.e. on U ′) relative two-form B˜′, which
is relatively closed, i.e. dπ5B˜
′ = 0. Altogether, we have obtained a flat relative connective
structure on the correspondence space.
The final step in the construction is to push-down B˜′ ∈ H0(U ′,Ω2π5) to space-time. To
this end, we first point out that the sequence (6.44) also yields the isomorphism
H0(U ′,Ω2π5)
∼= H0(U, (⊙2S ⊗OU Λ2S˜ ⊕ Λ2S ⊗OU ⊙2S˜ ⊕ Λ2S ⊗OU Λ2S˜)[2, 2]) , (6.46)
which implies that a relative two-form corresponds to the space-time fields Bαβ = B(αβ),
B
α˙β˙
= B(α˙β˙) and φ representing the field content of the self-dual string. To show that
these fields indeed obey the self-dual string equation (6.6a), let us work in local coordinates
(xαα˙, µα, λα˙) on the correspondence space. Recall that the relative tangent bundle of the
fibration π5 : F
6 → P 3 (respectively, the twistor distribution) is spanned by the vector
fields V α := λα˙∂
αα˙ and V α˙ := µα∂
αα˙, which satisfy µαV
α = λα˙V
α˙. Correspondingly,
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the relative cotangent bundle, i.e. the bundle of relative one-forms, will be spanned by
one-forms eα and eα˙ subject to the equivalence relation
(eα, eα˙) ∼ (eα + µαe, eα˙ − λα˙e) (6.47)
for some e to accommodate µαV
α = λα˙V
α˙. The relative exterior derivative is then given
by dπ5 = eαV
α+eα˙V
α˙. In terms of the eα and eα˙, the most general expansion of a relative
two-form then reads as
B˜′ = eα ∧ eαλα˙λβ˙Bα˙β˙ + eα˙ ∧ eα˙µαµβBαβ +
+2eα ∧ eα˙
(
µαλ
β˙Bα˙β˙ − λα˙µβBαβ − µαλα˙φ
)
,
(6.48)
where all the fields Bαβ , Bα˙β˙ and φ depend only on x
αα˙ and represent the isomorphism
(6.46). Note that the expression (6.48) is invariant under (6.47) as required for consistency.
Using this expansion together with the expression for the relative exterior derivative, we
obtain after some algebra that dπ5B˜
′ = 0 is equivalent to
εβ˙γ˙∂αβ˙Bα˙γ˙ − εβγ∂βα˙Bαγ = ∂αα˙φ (6.49)
on space-time. This, however, is precisely the self-dual string equation (6.6a). Finally, we
would like to point out that the above splittings are, as always, not unique, which results in
gauge transformations in B˜′ of the form B˜′ 7→ B˜′+dπ5Λ˜′ where Λ˜′ ∈ H0(U ′,Ω1π5). Such Λ˜′
are of the form Λ˜′ = (eαλα˙+ eα˙µα)Λαα˙, where Λαα˙ = Λαα˙(x) depends only on space-time.
Then B˜′ 7→ B˜′ + dπ5Λ˜′ induces the space-time gauge transformations displayed in (6.5).
In summary, we have established the following theorem:
Theorem 6.4. Consider the double fibration (6.33). Let U ⊂M4 be open and convex and
set U ′ := π−16 (U) ⊂ F 6 and Uˆ := π5(π−16 (U)) ⊂ P 3, respectively. Then there is a canonical
isomorphism:
H2(Uˆ ,O
Uˆ
) ∼=
{
gauge equivalence classes of (complex holomorphic) solutions
to the self-dual string equation on U
}
.
(6.50)
Note that similarly to the discussion presented in Appendix C, also here one may construct
the holomorphic splitting (6.42) explicitly by using the Green function of the Dolbeault
operator on P1 ×P1.
Remark 6.3. One may also consider the case of H2(Uˆ ,O
Uˆ
(−2h1−2,−2h2−2) for h1,2 ≤
−1 using the above constructions. Specifically, one would obtain Bα˙1···α˙−2h2−2β1···β−2h1 ,
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B
α1···α−2h1−2β˙1···β˙−2h2
and φ
α1···α−2h1−2β˙1···β˙−2h2−2
as space-time fields, which are totally sym-
metric in all of their spinor indices. Likewise, the self-dual string equation generalises
straightforwardly to
εβ˙γ˙∂(α1β˙Bα2···α−2h1−1)γ˙β˙1···β˙−2h2−1
− εβγ∂
β(β˙1
B
β˙2···β˙−2h2−1)γα1···α−2h1−1
= ∂(α1(β˙1φα2···α−2h1−1)β˙2···β˙−2h2−1)
.
(6.51)
The cases with either h1 = −12 or h2 = −12 seem not to give anything non-trivial. The
cases with h1,2 ≥ 0 will be discussed below.
Remark 6.4. One might wonder what the Penrose–Ward transform would yield for holo-
morphic line bundles over P 3 which are holomorphically trivial on any xˆ. Such line
bundles are characterised by Cˇech one-cocycles fˆ = {fˆab} ∈ H1(Uˆ ,OUˆ ). The pull-back
of fˆ can be split holomorphically, f ′ab = π
∗
5 fˆab = h
′
a − h′b. This allows us to introduce
a (global) relative one-form A′ = eαAα + eα˙Aα˙ with components Aα := V αh′a =: λα˙Aαα˙
and Aα˙ := V α˙h′a =: µαAαα˙, as a consequence of λα˙Aα˙ = µαAα. Here, Aαα˙ depends only
on space-time. From the flatness condition on the corresponding curvature, we obtain the
equation VαAα˙ − Vα˙Aα = λα˙µβ(∂αα˙Aβα˙ − ∂βα˙Aαα˙) = 0. Hence, Aαα˙ has to be pure gauge.
Notice that this even holds true in the non-Abelian case for rank-r holomorphic vector
bundle over P 3 with r > 1.
Penrose transform. So far, we have discussed the Penrose–Ward transform yielding the
identification of H2(Uˆ ,O
Uˆ
) with the moduli space of solutions (obtained from the solution
space as a quotient with respect to the group of gauge transformations) of the self-dual
string equation. In this paragraph we would like to demonstrate that there is a natural
extension to other field equations in four dimensions. Specifically, we are interested in
space-time fields of the form ψα1···α2h1 α˙1···α˙2h2 = ψ(α1···α2h1 )(α˙1···α˙2h2 ) with h1,2 ∈
1
2N0 which
obey
∂α1β˙ψα1···α2h1 α˙1···α˙2h2 = 0 = ∂
βα˙1ψα1···α2h1 α˙1···α˙2h2 . (6.52a)
We shall refer to such fields as zero-rest-mass fields of helicity (h1, h2). When either h1
or h2 vanishes then we have chiral spinors, ψα1···α2h1 , or anti-chiral spinors, ψα˙1···α˙2h2 . In
the special case h1 = h2 = 0, we have a scalar field (denoted by φ) and, as always, a
second-order field equation
φ = 0 . (6.52b)
Such zero-rest-mass fields can be constructed from representatives of cohomology groups
on twistor space P 3 via the following theorem:
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Theorem 6.5. Consider the double fibration (6.33). Let U ⊂M4 be open and convex and
set U ′ := π−16 (U) ⊂ F 6 and Uˆ := π5(π−16 (U)) ⊂ P 3. For h1,2 ∈ 12N0, there is a canonical
isomorphism28
P : H2(Uˆ ,O
Uˆ
(−2h1 − 2,−2h2 − 2)) →
{
zero-rest-mass fields
of helicity (h1, h2) on U
}
. (6.53)
The proof of this theorem is essentially the same as the one presented in Section 4.2. One
can use again the machinery of spectral sequences and the direct image sheaves computed
from the short exact sequences (6.44) of the relative differential forms after twisting by the
pull-back of OP 3(k, l) for appropriate k and l. Therefore, we shall refrain from repeating
analogous arguments for the present situation, but concern ourselves with the correspond-
ing contour integral formulæ, which will make the theorem more transparent.
To this end, let us consider the canonical four-patch covering of P 3. An element of
the cohomology group H2(Uˆ ,O
Uˆ
(−2h1 − 2,−2h2 − 2)) can be represented by a collection
of four functions fˆ = {fˆabc}, each of which is of homogeneity (−2h1 − 2,−2h2 − 2). For
our choice of cover, all four triple overlaps Uabc are of the same topology and moreover,
also two double overlaps have the same topology as the triple overlaps. Therefore, two
of the four functions defining the cocycle fˆ can be fixed using equivalence relations, i.e.
adding an appropriate Cˇech one-cochain. One of the remaining two functions is then fixed
by the cocycle condition for f , leaving us with just one function defining the cocycle fˆ .
Let us denote this function by fˆ−2h1−2,−2h2−2 = fˆ−2h1−2,−2h2−2(z, µ, λ). Using now the
holomorphic measure on P1 ×P1 given by
Ω(2,0) :=
1
4
εαβεα˙β˙ µαdµβ ∧ λα˙dλβ˙ , (6.54)
we can define spinor fields via the following integral:
ψα1···α2h1 α˙1···α˙2h2 (x) =
∮
C
Ω(2,0)µα1 · · ·µα2h1λα˙1 · · ·λα˙2h2 fˆ−2h1−2,−2h2−2(x
ββ˙µβλβ˙, µ, λ) .
(6.55)
It is trivial to check that these spinor fields obey the field equations (6.52). Notice that one
can write this covariantly using branched contour integrals (see e.g. Penrose & Rindler [16]
for a discussion in the ordinary twistor setting). Notice also that the above integral is
somewhat similar to Eastwood’s integral in the ambitwistor setting [50].
28Notice that for either h1 = 0 or h2 = 0 one has a reduction of H
2(Uˆ ,OUˆ (−2h1 − 2,−2h2 − 2)) to
H1(Uˆ1,OUˆ1(−2h1− 2)) or H
1(Uˆ ,OUˆ (−2h2− 2)), where Uˆ1 is an open subset of Penrose’s twistor space P
3
◦
and Uˆ2 of its dual P˜
3
◦.
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6.4. Minitwistors and monopoles
Minitwistor space. The twistor space used to describe monopoles on three-dimensional
space-time M3 := C3 is Hitchin’s minitwistor space P 2 [14]. It can be regarded as
the tangent space of P1 or, equivalently, the total space of the holomorphic line bundle
O
P
1(2)→ P1.
In the twistor picture, the restriction of the moduli space of sections from M4 to M3
amounts to restricting the line bundle P 3 to the diagonal P1 with µα = λα in the base
P
1 ×P1 of P 3. We can achieve this by quotenting by the distribution
DP 3 :=
〈
µβλβ
(
λα
∂
∂µα
− µα ∂
∂λα
)〉
. (6.56)
That is, P 2 := P 3/DP 3 , and the holomorphic line bundle OP1×P1(1, 1)→ P1×P1 reduces
to the line bundle O
P
1(2) → P1. The correspondence space is obtained by taking the
quotient of F 6 by the distribution
DF 6 =
〈
∂
∂x[12]
, µβλβ
(
λα
∂
∂µα
− µα ∂
∂λα
)〉
, (6.57)
so that F 4 := F 6/DF 6 ∼= C3 ×P1. Here, we have the double fibration
P 2 M3
F 4
π7 π8 
 ✠
❅
❅❘
(6.58)
with π7 : (x
αβ , µα) 7→ (z, µα) = (xαβµαµβ, µα) and π8 being the trivial projection. In
the case of P 2, we have a geometric twistor correspondence between points in M3 and
holomorphic embeddings P1 →֒P 2, as well as between points in P 2 and two-planes inM3.29
Notice that the twistor distribution here is of rank two and it is generated by the vector
fields µα∂
αβ , i.e. P 2 ∼= F 4/〈µα∂αβ〉 with ∂αβ := εαγεβδ ∂∂xγδ .
Remark 6.5. There is an alternative way of obtaining the minitwistor space from the
ambitwistor space in the non-Abelian setting. Firstly, one reduces to the miniambitwistor
space [51] underlying a Penrose–Ward transform for solutions to the three-dimensional
Yang–Mills–Higgs theory. Restricting to BPS solutions then amounts to restricting the
miniambitwistor space to the minitwistor space.
Penrose–Ward transform. The construction of the Abelian monopole equations in the
twistor context has been discussed extensively in the literature e.g. in [14,52]; see also [53]
29Upon imposing reality conditions corresponding to Euclidean signature, the minitwistor space para-
metrises oriented lines in R3.
51
and [54] for a review in conventions similar to ours. Let us therefore just make a few
comments in the following.
The Penrose–Ward transform works here in the familiar way. A holomorphic vector
bundle over P 2 which becomes holomorphically trivial upon restriction to the submanifolds
xˆ ∼= P1 →֒P 2 can be pulled back to F 4. Specifically, we have [fˆ ] = [{fˆab}] ∈ H1(Uˆ ,OUˆ )
for Uˆ ⊂ P 2. The pull-back of fˆ can be split holomorphically, f ′ab = π∗7 fˆab = h′a − h′b.
Using the Liouville theorem, this allows us to introduce a global relative one-form A′ with
components
A′α := µβ∂αβh′a =: µβ(A
αβ − εαβφ) , (6.59)
where the fields on the right-hand-side depend only on space-time. From the flatness
condition on the corresponding curvature, we obtain
fαβ = ∂αβφ , (6.60)
where fαβ is the curvature of Aαβ as given in (6.8). This is the spinorial form of the
Bogomolny monopole equation F := dA = ⋆3dφ in three dimensions.
7. Conclusions and outlook
We have discussed the Penrose transform on the twistor space P 6 associated with flat six-
dimensional space-time. We have proved that this transform yields canonical isomorphisms
between certain cohomological data on P 6 and solutions to the chiral zero-rest-mass field
equations on space-time. We have also reviewed various contour integral formulæ yielding
chiral zero-rest-mass-fields. We have pointed out that some of them implicitly require an
infinitesimal extension of the twistor space P 6 into its ambient space P7◦ = P7 \ P3 ∼=
O
P
3(1) ⊗C4. Interestingly, it is also possible to establish a Penrose–Ward transform for
Cˇech two-cocycles with values in various sheaves on twistor space (one-gerbes). The Cˇech
two-cocycles lead to potentials giving rise to zero-rest-mass fields on space-time, which
satisfy the appropriate field equations. After lifting the Dolbeault representatives of the
Cˇech cocycles used in both the Penrose- and the Penrose-Ward transform to off-shell fields
on twistor space, we were able to give a twistor space action principle for these fields.
This action is to be seen analogous to holomorphic Chern–Simons theory in the twistor
description of self-dual fields on four-dimensional space-time.
We found that dimensional reductions of chiral spinor-fields from six-dimensional space-
time to four and three dimensions yield corresponding reductions of twistor space P 6 and
the cohomological data in question. In particular, we have shown that the quadric P 6 in
the open subset P7◦ of P7 reduces to the ambitwistor space P 5, which is a quadric in the
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open subset P3◦ × P˜3◦ of P3 × P˜3. Moreover, the infinitesimal extension of P 6 to P7◦ that
we encountered in the integral formulæ is mapped to the familiar infinitesimal extension of
the ambitwistor space P 5 inside P3◦× P˜3◦. We have also found the novel hyperplane twistor
space P 3 ∼= O
P
1×P1(1, 1). The Penrose–Ward transform for this case maps very naturally
one-gerbes over the hyperplane twistor space to solutions to the self-dual string equation.
This result is particularly interesting, as the self-dual string has been very rarely discussed
in the context of integrable field theories. Moreover, it fills a gap by providing, at least in
the Abelian case, the twistor picture underlying the generalised Atiyah–Drinfeld–Hitchin–
Manin–Nahm construction of [25]. We have been able to complement this by a Penrose
transform as well as corresponding contour integral formulæ for other fields.
Our results lead to a number of questions that are beyond the scope of this paper, but
which we shall address in forthcoming publications (cf. e.g. [55]):
An issue to be resolved is that of thickenings of the twistor space P 6. It could be
preferable to work directly with a supertwistor space containing P 6 as its body, instead
of thickenings of P 6. This is suggested by our experience with the corresponding four-
dimensional discussions. A supersymmetric extension of the twistor space P 6 which has
some of the desired properties has been proposed by Chern [32].30 On the field theory side,
it then remains to perform an analysis of the supersymmetric field equations in terms of
constraint equations of a certain superconnection along the lines of [56,57]. Such an analysis
has recently been worked out for the M2-brane models by Samtleben & Wimmer [58,59].
An in-depth analysis of the twistor space action (5.28) that appeared very naturally
from the Dolbeault representatives of the cohomology groups of interest in the Penrose–
Ward transform is also necessary. It would be exciting if it was possible to establish a
connection to the actions describing self-dual three-forms in six dimensions as given by
Pasti, Sorokin & Tonin [35]. As indicated, this would require imposing reality conditions
and partially fixing gauges.
Moreover, it is certainly of major importance to find non-Abelian extensions of the
Penrose–Ward transforms we presented here, possibly based on the non-Abelian general-
isations of gerbes as introduced e.g. in [60] or [61]. The fact that a non-Abelian version of
the self-dual string equation can be found on loop space [25] indeed suggests that such non-
Abelian generalisations should exist. Amongst other things, an advantage of this approach
is that, given a non-Abelian cohomology on twistor space, all space-time structures such as
gauge transformations, field equations, etc. will follow automatically via Riemann–Hilbert
problems.
30The dimensional reduction to superambitwistor space, however, suggests to use a slightly different
supertwistor space.
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Another interesting issue to address concerns the hidden (non-local) symmetries of
chiral six-dimensional field theories using twistor constructions as the ones presented here.
Specifically, one would be interested in the deformation theory of the corresponding co-
homological data on twistor space to obtain hidden symmetries and integrable hierarchies
for the equations of motion on space-time. Similar constructions were performed in four
dimensions e.g. in [62].
All of the above issues, i.e. the supersymmetric and non-Abelian extensions as well
as the action principle and hidden symmetries and integrable hierarchies, should also be
studied in the case of the hyperplane twistor space. In this case, we expect some of these
problems to have more straightforward solutions than in the case of P 6.
Finally, one might also want to develop a twistor description of the (non-chiral) N =
(1, 1) supersymmetric Yang–Mills theory in six dimensions. In fact, Samtleben & Wim-
mer [59] (see Devchand [63] for an earlier account) gave a Lax formulation for the constraint
equations of the superconnection of this theory (see Harnad & Shnider [57]) with a six-
dimensional null-vector as spectral parameter. This implies that one should be considering
the space of all (super-)null-rays in six-dimensional (super-)space-time for a twistorial for-
mulation of this theory [64].
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Appendix
A. Spinor notation and reality conditions in six and four dimensions
Six dimensions. We wish to describe a six-dimensional chiral field theory containing a
self-dual three-form field strength. Similarly to four dimensions, where self-duality of a two-
form field strength is only possible in Euclidean and split signature (Kleinian signature), we
also have a limited choice of signatures in six dimensions: The Hodge star on three-forms
is only idempotent for Minkowski and split signature. That is, we have to restrict ourselves
to the spaces Rp,6−p := (R6, η) with p odd and metric η = (ηMN ) = diag(−1p,16−p) for
M,N, . . . = 1, . . . , 6.
Consider now the generators γM of the Clifford algebra Cℓ(Rp,6−p) of Rp,6−p with p
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odd. We thus have {γM , γN} = −2ηMN . The spinor representation 8s of the corresponding
generators γMN of Spin(p, 6− p) splits into the direct sum S ⊕ S˜ of the subspaces of chiral
and anti-chiral spinors. There is a natural isomorphism between S˜ and S∨ [16], so that we
can exclusively work with elements of S and S∨. We label the corresponding spinors by
upper and lower indices, e.g. (ψA) ∈ S and (χA) ∈ S∨ with A,B, . . . = 1, . . . , 4.
We can choose a representation of Cℓ(Rp,6−p) such that the sigma-matrices31 σMAB and
σ˜M AB are antisymmetric and satisfy σ˜M AB = 12ε
ABCDσMCD. By definition, we have
σMAC σ˜
N CB + σNACσ˜
M CB = −2ηMN14 . (A.1)
We use the sigma-matrices to convert back and forth between vector and spinor notation:
xAB := σ˜ABM x
M and xM = 14σ
M
ABx
AB , (A.2)
so that we can use the Levi-Civita symbol εABCD as a metric:
xMxM =
1
4xABx
AB , with xAB = xMσ
M
AB =
1
2εABCDx
CD . (A.3)
Derivatives act according to
∂
∂xAB
xCD = 14σ
M
AB
∂
∂xM
xCD = 12 (δ
C
Aδ
D
B − δDA δCB) . (A.4)
For signature (p, 6− p) = (1, 5), a set of sigma-matrices is given by
xAB = xMσ
M
AB =


0 x0 + x5 −x3 − ix4 −x1 + ix2
−x0 − x5 0 −x1 − ix2 x3 − ix4
x3 + ix4 x1 + ix2 0 −x0 + x5
x1 − ix2 −x3 + ix4 x0 − x5 0

 , (A.5a)
while for signature (p, 6− p) = (3, 3) we may use
xAB = xMσ
M
AB =


0 x0 + x5 −x3 − ix4 −x2 − ix1
−x0 − x5 0 x2 − ix1 x3 − ix4
x3 + ix4 −x2 + ix1 0 −x0 + x5
x2 + ix1 −x3 + ix4 x0 − x5 0

 . (A.5b)
On spinors ψ ∈ S and χ ∈ S∨, we can introduce an antilinear map
τp(ψ,χ) = (Cpψ
∗, C−1p χ
∗) , with Cp :=


0 1 0 0
p− 2 0 0 0
0 0 0 1
0 0 p− 2 0

 . (A.6)
31They are the generalisations of the sigma-matrices in four dimensions, i.e. they correspond to the
non-vanishing off-diagonal blocks in the Clifford generators.
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Here, ψ∗ and χ∗ denote the complex conjugate of the spinors ψ and χ; p − 2 = ±1
depending on the two cases p = 1 and p = 3. Notice that with our choice of sigma-
matrices, τp(σ
MNλ) = (σMN )∗τp(λ) and therefore τp yields a real structure on spinors.
This induces the following reality conditions on the bi-spinors (xAB) ∈ TM6 ∼= S ∧ S:
xAB = (Cp)
A
C(x
CD)∗(C−1p )D
B . (A.7)
We define weighted, totally antisymmetric products of sigma-matrices according to
their index structure, for example:
σMN AB :=
1
2
(
σM ACσNCB − σN ACσMCB
)
= −σMNBA,
σMNKAB := 13!
(
σM ACσNCDσ
KDB ± permutations) = σMNKBA ,
σMNKAB :=
1
3!
(
σMACσ
N CDσKDB ± permutations
)
= σMNKBA ,
σMNKLAB :=
1
4!
(
σM ACσNCDσ
KDEσLEB ± permutations
)
= σMNKLB
A .
(A.8)
These products are used in the translation between vector and spinor notation for differ-
ential forms:32
AM → AAB = 14σMABAM ,
BMN → BBA = σMNBABMN ,
HMNK → (HAB,HAB) = (σMNKAB HMNK , σMNK ABHMNK) ,
GMNKL → GAB = σMNKLABGMNKL .
(A.9)
Notice that the products σMNKAB and σ
AB
MNK form projectors onto self-dual and anti-self-dual
three-forms, respectively:
σMNKAB = − 1
3!
εMNKRSTσABRST and σ
AB
MNK = −
1
3!
εMNKRST σ
RST AB , (A.10)
where ε012345 = +1 and ε012345 := −1.
Four dimensions. The six-dimensional spaces Rp,p−6 allow for dimensional reductions
to four dimensions with arbitrary signature. The process is always the same. For brevity,
we focus here on the reduction Rp,q to Rp−1,q−1, which is done by imposing ∂
∂x0
= ∂
∂x5
= 0.
In spinor notation, this amounts to a real form of the branching of the isometry group
32In spinor notation, two- and four-forms actually correspond to pairs (BAB, BA
B) and (GAB , GA
B).
Depending on the choice of sigma-matrices, i.e. the choice of the underlying space-time, there are relations
within these pairs, which allow for the distinction between two- and four-forms on space-time. To simplify
our formulæ, we use the above identification of spinor fields.
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corresponding to SL(4,C)→ SL(2,C)× ˜SL(2,C). Correspondingly, we restrict the sigma-
matrices to their off-diagonal blocks:
σMAB →
(
0 σµαα˙
−σµαα˙ 0
)
, (A.11)
where µ, ν, . . . = 1, . . . , 4 and α, β, . . . , α˙, β˙, . . . = 1, 2. The translation between vector and
spinor notation then reads as
xαα˙ := σαα˙µ x
µ ⇐⇒ xµ = 12σµαα˙xαα˙ . (A.12)
Recall that indices can be raised and lowered with the antisymmetric tensor of sl(2,C):
σµαα˙ = εαβεα˙β˙σµ
ββ˙
. We use the conventions ε12 = 1 and εαβε
βγ = δγα. The norm-squared
of xµ is thus given by
xµxµ =
1
2x
αα˙xαα˙ :=
1
2x
αα˙εαβεα˙β˙x
ββ˙ . (A.13)
The real structures we obtain from reducing the six-dimensional real structure read as
τp(ψ,χ) = (Cpψ
∗, C−1p χ
∗) with Cp :=
(
0 1
p− 2 0
)
, (A.14)
and for the coordinate vector, we have
xαα˙ = (Cp)
α
β(x
ββ˙)∗(C−1p )β˙
α˙ ⇒ x11˙ = x¯22˙ and x12˙ = (p − 2)x¯21˙ . (A.15)
B. Some remarks about n-gerbes
Recall that the transition functions of a smooth principal U(1)-bundle33 over a manifold X
form a Cˇech one-cocycle with values in the sheaf E∗X of invertible smooth functions on X.
Thus, a principal U(1)-bundle is a geometric realisation of an element in H1(X, E∗X). For
a holomorphic U(1)-bundle, the relevant sheaf is that of invertible holomorphic functions
on X, O∗X , and the transition functions represent an element of H1(X,O∗X ).
The n-gerbes defined in [65], or rather the bundle n-gerbes developed in [66], form
geometric realisations of the cohomology groups Hn+1(X, E∗X) for smooth n-gerbes and
Hn+1(X,O∗X ) for holomorphic n-gerbes, respectively. For the sake of concreteness, we now
focus on smooth n-gerbes. We have the isomorphism
Hn+1(X, E∗X) ∼= Hn+2(X,Z) , (B.1)
33One can equivalently consider the associated line bundle.
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which follows from the exactness of the exponential sequence
0 −→ Z −→ EX exp−→ E∗X −→ 0 (B.2)
and the fact that EX is fine which, in turn, implies that Hn(X, EX ) = 0 for n ≥ 1.
Furthermore, we have a natural morphism
i : Hn(X,Z) →֒ Hn(X,R) . (B.3)
The elements of ker(i) are known as the torsion elements of Hn(X,Z). Intuitively, if
[f ] ∈ Hn(X,Z) is a torsion element, it means that there is a non-zero m ∈ Z with m[f ] =
[mf ] = [0]. Hence, [mf ] can be split over Z, and, consequently, [f ] can be split over R
implying that i([f ]) = [0] in Hn(X,R).34 Since
Hn(X,R) ∼= HndR(X,R) , (B.4)
where HndR(X,R) is the n-th de Rham cohomology group, torsion elements cannot be rep-
resented by differential forms. Altogether, modulo torsion, smooth n-gerbes are classified
by their characteristic classes which are integral elements in Hn+2dR (X,R).
To be more explicit, let us consider the examples n = 0, 1. Suppose we have an open
cover {Ua} of X and a smooth partition of unity {θa} subordinate to the cover. Then,
a smooth zero-gerbe Γ is characterised by a Cˇech two-cocyle f = {fabc} representing an
element in H2(X,Z). Assuming that [f ] is not torsion and using the partition of unity,
we may define a smooth Cˇech one-cochain sab :=
∑
c fabcθc yielding a smooth splitting
fabc = sab + sbc + sca. We also set Aa :=
∑
b sabdθb for which we have Aa = Ab − dsab
on non-trivial overlaps of the coordinate patches. This then gives a representative F of
an element of the de Rham comology group H2dR(X,R) by means of Fa = dAa which,
in turn, corresponds to the first Chern class of Γ. Conversely, starting with an integral
[F ] ∈ H2dR(X,R) representing the first Chern class, we may apply the Poincare´ lemma to
obtain a one-form potential Aa with dAa = Fa on each patch Ua with Aa = Ab − dsab on
intersection of patches Uab. Here, s = {sab} is a smooth Cˇech one-cochain. Furthermore,
we have sab + sbc + sca = fabc ∈ 2πiZ on intersections of patches Uabc. Therefore, the
exponentials tab := exp(sab) yield a Cˇech one-cocycle t = {tab} representing an element in
H1(X, E∗X ), that is, the transition functions of Γ.
34Note that if an [f ] ∈ Hn(X,Z) can be split over R, it can also be split over Q and hence, it must
be torsion. As a specific example, let {Ua} be a finite open cover of X (this is no real restriction as any
connected, paracompact Hausdorff manifold admits such a cover) and consider an [f ] = [{fab}] ∈ H
1(X,Z)
with fab = ra − rb on Uab, where ra ∈ R. Since fab ∈ Z, we must have the decomposition ra =
pa
qa
+ r˜a
with pa, qa ∈ Z and r˜a irrational such that r˜a = r˜b which, in turn, implies that fab =
pa
qa
− pb
qb
. This shows
that [f ] can be split over Q. Furthermore, let m be the least common multiple of all the qa. Then, we may
write fab =
p˜a
m
− p˜b
m
for some p˜a ∈ Z and so m[f ] = [0] in H
1(X,Z), that is, [f ] is torsion.
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In the case of a one-gerbe Γ, we start from a three-form H representing an integral
element in H3dR(X,R) also called the Dixmier–Douady class of Γ. The Poincare´ lemma
leads to a two-form potential [B] ∈ H1(X,Ω2X), a one-form potential [A] ∈ H2(X,Ω1X),
and a Cˇech two-cocycle [t] = [{tabc}] ∈ H3(X, E∗X) with tabc := exp(sabc) all of which satisfy
Ha = dBa on Ua , Ba −Bb = dAab on Uab ,
Aab +Abc +Aca = dsabc on Uabc .
(B.5)
The set {A,B} is also known as a connective structure on the one-gerbe Γ and H as its
curvature. The converse construction of H from an element in H3(X,Z) is again performed
as above by using the partition of unity and again, one should keep in mind torsion.
C. Formulæ for splittings
In this Appendix, we present explicit formulæ for holomorphic splitting (5.9) used in the
construction of the differential forms (5.11). To this end, we shall follow the ideas of
Helfer [67], who constructed similar holomorphic splittings in the context of self-dual Yang–
Mills theory in four dimensions.
Recall that the smooth splitting s′ = {s′ab} with s′ab =
∑
c f
′
abcθ
′
d and the holomorphic
splitting h′ = {h′ab} are related by a gauge transformation
s′ab = h
′
ab − ϕ′ab with ϕ′ab := ϕ′a − ϕ′b , (C.1)
cf. (5.10). Hence in order to find h′, we need to construct ϕ′, which is a solution to the
differential equation
∂¯ϕ′ab = −
∑
c
f ′abc∂¯θ
′
c =: a
(0,1)
ab . (C.2)
Here, ∂¯ is the Dolbeault operator on P3 and its Green function directly yields ϕ′.
Fortunately, this Green function has been computed before in [68] (see also [19, 18]).
It is a (0, 2)-form G(0,2) = G(0,2)(λ1, λ2) on P
3 × P3 satisfying ∂¯G(0,2) = δ(0,3), where the
projective Dolbeault–Dirac delta distribution is given by
δ(0,3)(λ1, λ2) :=
∫
C
ds
s
δ(0,4)(sλ1 + λ2) . (C.3)
Here, λi is short-hand notation for λiA and δ
(0,4) is the Dolbeault–Dirac delta distribution
on C4.35 We have δ(0,3)(t1λ1, t2λ2) = t
0
1t
−4
2 δ
(0,3)(t1λ1, t2λ2) for t1,2 ∈ C∗, and for holo-
morphic functions f = f(λ) of homogeneity zero (defined on appropriate regions of P3),
35On the complex plane C described by the coordinate λ, the Dolbeault–Dirac distribution is given by
δ(0,1)(λ) = ∂¯(2piiλ)−1. Therefore, δ(0,4)(λ) = δ(0,1)(λA=1) ∧ · · · ∧ δ
(0,1)(λA=4).
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we have the identity
f(λ1) =
∫
Ω(3,0)(λ2) ∧ δ(0,3)(λ1, λ2)f(λ2) , (C.4)
where Ω(3,0)(λ) := 14!ε
ABCDλAdλB ∧ dλC ∧ dλD is the holomorphic measure on P3. Notice
that the Green function cannot be unique since one can always add a holomorphic (0, 2)-
form to G(0,2) while preserving ∂¯G(0,2) = δ(0,3). By virtue of Lemma 4.1, however, all
holomorphic (0, 2)-forms (of any homogeneity) on P3 × P3 must be Dolbeault-exact and
therefore, ∂¯G(0,2) = δ(0,3) enjoys a gauge freedom of the form G(0,2) 7→ G(0,2) + ∂¯ϕ(0,1)
for some (smooth) differential (0, 1)-form ϕ(0,1) of appropriate homogeneity. A convenient
choice of gauge is the Cachazo–Svrcˇek–Witten gauge [69],
ξ¯A
∂
∂λ¯A1
yG(0,2)(λ1, λ2) = 0 , (C.5)
where bar denotes complex conjugation and ξA is some fixed reference spinor. In this
gauge, the Green function is given by
G(0,2)(λ1, λ2) =
∫
C
ds
s
δ(0,3)(s ξ + λ1, λ2) , (C.6)
cf. e.g. [19]. It scales as G(0,2)(t1λ1, t2λ2) = t
0
1t
−4
2 G
(0,2)(t1λ1, t2λ2) for t1,2 ∈ C∗, and it is
invariant under re-scalings of the reference spinor ξA.
In order to compute the gauge parameter as a solution of (C.2), we choose a covering
of P3 coming from U ′ and consider the respective double overlaps. We shall assume that
the reference spinor ξA is not contained in any of these double overlaps.
36 Altogether, we
arrive at the gauge parameter ϕ′ab, which is given by the integral
ϕ′ab =
∫
Ω(3,0)(λ2) ∧G(0,2)(λ1, λ2) ∧ a(0,1)ab (λ2) , (C.7)
where we integrate over a suitable region.
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