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Abstract
This paper deals with blow-up properties for a degenerate parabolic system with nonlinear localized sources subject to the
homogeneous Dirichlet boundary conditions. The main aim of this paper is to study the blow-up rate estimate and the uniform
blow-up profile of the blow-up solution. Our conclusions extend the results of [L.L. Du, Blow-up for a degenerate reaction–
diffusion system with nonlinear localized sources, J. Math. Anal. Appl. 324 (2006) 304–320]. At the end, the blow-up set and blow
up rate with respect to the radial variable is considered when the domain Ω is a ball.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following degenerate parabolic system with nonlinear localized sources⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = uα
(
u+ up(x, t)vq(x0, t)
)
, (x, t) ∈ Ω × (0, T ),
vt = vβ
(
v + vm(x, t)un(x0, t)
)
, (x, t) ∈ Ω × (0, T ),
u(x, t) = v(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω¯,
(1.1)
where parameters q,n > 0, p,m  0, α,β ∈ (0,1), Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω and
x0 ∈ Ω is a fixed point. The initial data u0, v0 satisfies the following conditions:
(H1) u0, v0 ∈ C2+α˜(Ω) ∩ C1(Ω¯) for some α˜ ∈ (0,1), u0, v0 > 0 in Ω , and u0 = v0 = 0, ∂u0∂ν < 0, ∂v0∂ν < 0 on ∂Ω ,
where ν is the unit outward normal vector on ∂Ω ;
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(H3) u0 + up0 vq0 (x0)  ηu1/ρ+1−α0 , v0 + vm0 un0(x0)  ηv1/θ+1−β0 , where positive constants ρ and θ are given
in (2.1), and η is given in (2.2).
Set QT = Ω × (0, T ), ΓT = ∂Ω × (0, T ) with 0 < T < ∞.
Theorem 1.1. Assume that (H1)–(H2) hold. Then the problem (1.1) has a unique positive classical solution (u, v) ∈
[C2+αˆ,1+αˆ/2loc (Ω × (0, T ]) ∩ C(Ω × [0, T ])]2 for some αˆ: 0 < αˆ < 1, and ut  0, vt  0. Moreover, if T < ∞ then
lim
t→T
(∥∥u(·, t)∥∥∞ + ∥∥v(·, t)∥∥∞)= ∞.
Proof. Under the condition (H1), by the standard perturbation methods of [2, Theorem 2.5] for the single equation
with a localized source and [17, Theorem 1] for the systems with two components, we can prove that the problem (1.1)
has at least one positive classical solution (u, v) ∈ [C2+αˆ,1+αˆ/2loc (Ω × (0, T ])∩C(Ω×[0, T ])]2 for some αˆ: 0 < αˆ < 1.
Thanks to the condition (H2), similar to Steps 1 and 2 in the proof of [17, Lemma 3], it can be proved that the positive
classical solution is unique. The details was omitted here. 
Recently, the parabolic equations and systems with localized sources and local terms have attracted and been
discussed by many authors, see [1–10,12–14,16,18,19]. Particularly, in the paper [4], Du proved that if p < 1, m < 1
and qn < (1 − p)(1 − m), then every solution (u, v) of (1.1) is global; if p > 1 or m > 1 or qn > (1 − p)(1 − m),
then the solution (u, v) of (1.1) blows up in finite time for the large initial data and exists globally for the small initial
data. Moreover, Du also studied the blow-up rates and uniform blow-up profiles of blow-up solutions for some special
cases.
Theorem A. (See [4].) Let conditions (H1)–(H3) hold and (u, v) be a solution of (1.1) which blows up in finite time T .
(i) If p = 0 or p > 1, m = 0 or m > 1 and satisfy q > max{1,m + β − 1}, n > max{1,p + α − 1}, then there exist
positive constants Ci (i = 1,2,3,4) such that
C1 max
x∈Ω¯
u(x, t)(T − t)(q+1−m−β)/[nq−(p+α−1)(m+β−1)]  C2, ∀0 < t < T,
C3 max
x∈Ω¯
v(x, t)(T − t)(n+1−p−α)/[nq−(p+α−1)(m+β−1)]  C4, ∀0 < t < T .
(ii) If p = m = 0, and n > 1, q > 1, then
lim
t→T (T − t)
(q+1−β)/μu(x, t) = μ−(q+1−β)/μ(n + 1 − α)q/μ(q + 1 − β)(1−β)/μ,
lim
t→T (T − t)
(n+1−α)/μv(x, t) = μ−(n+1−α)/μ(q + 1 − β)n/μ(n + 1 − α)(1−α)/μ
uniformly on any compact subset of Ω , where μ = qn− (1 − α)(1 − β).
The main purpose of the present paper is to study the blow-up rate estimate and uniform blow-up profile of the
blow-up solution. Our results extend Theorem A. Moreover, we will discuss blow up set and blow-up rate with respect
to the radial variable when the domain Ω is a ball.
This paper is organized as follows. In Sections 2 and 3, we estimate the blow-up rate and the uniform blow-up
profile for the blow-up solution by modifying Souplet’s method. In the final section, we will study the blow-up set
and the blow-up rate in space with respect to the radial variable of blow-up solution when the domain Ω is a ball.
Throughout this paper, we always assume that the solution (u, v) blows up in finite time T .
2. Estimate of the blow-up rate
Throughout this section we assume that
q > m + β − 1, n > p + α − 1, nq > (p + α − 1)(m + β − 1).
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1 − p − α = h, 1 − m − β = k, ρ = q + k
nq − hk , θ =
n + h
nq − hk . (2.1)
Then ρ, θ > 0 by our assumption. Denote
η1 = 1
θα
(
θ(ρ + 1)
ρ(qθ + 1)
)qθ+1
, η2 = 1
βρ
(
ρ(θ + 1)
θ(nρ + 1)
)nρ+1
,
η = max{η1, η2, ρ, θ, ρ(2−1c0) −1ρ(n+h) , θ(2−1c0) −1θ(q+k) }, (2.2)
where c0 is given by (2.5).
The main result of this section is the following:
Theorem 2.1. Assume that (H1)–(H3) hold. Then we have the following estimates:(
c0
2
)1/(n+h)
(T − t)−ρ max
Ω¯
u(x, t) η−ρρρ(T − t)−ρ,
(
c0
2
)1/(q+k)
(T − t)−θ max
Ω¯
v(x, t) η−θ θθ (T − t)−θ .
To prove Theorem 2.1, we first prove two lemmas.
Lemma 2.1. Assume that (H1)–(H2) hold. Let M1(t) = maxΩ¯ u(x, t), M2(t) = maxΩ¯ v(x, t). Then
Mn+h1 (t) +Mq+k2 (t) c0(T − t)
−(q+k)(n+h)
nq−hk , (2.3)
where c0 is a positive constant which will be given by (2.5).
Proof. It is easy to see that M1(t) and M2(t) are Lipschitz continuous and satisfy
lim
t→T M1(t) = ∞, or limt→T M2(t) = ∞,
M ′1(t)M
α+p
1 (t)M
q
2 (t), M
′
2(t)M
β+m
2 (t)M
n
1 (t) a.e. [0, T ).
By Young’s inequality, we have
d
dt
[
Mn+h1 (t) +Mq+k2 (t)
]
 (n + h + q + k)Mn1 (t)Mq2 (t)K
[
Mn+h1 (t) + Mq+k2 (t)
] n(q+k)+q(n+h)
(n+h)(q+k) , (2.4)
where
K = (n + h + q + k)K
n(q+k)+q(n+h)
(n+h)(q+k)
0 , K0 =
max{n(q + k), q(n+ h)}
n(q + k) + q(n+ h) .
Integrating (2.4) from t to T , we obtain that
Mn+h1 (t) +Mq+k2 (t) c0(T − t)
−(q+k)(n+h)
nq−hk ,
where
c0 =
(
(nq − hk)K
(q + k)(n + h)
)−(q+k)(n+h)
nq−hk
. (2.5)
The proof is complete. 
Lemma 2.2. Assume that (H1)–(H3) hold. Then we have
ut − ηu1/ρ+1  0, vt − ηv1/θ+1  0, (x, t) ∈ Q¯T .
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calculation yields
J1t − uαJ1 − 2ηαu1/ρJ1 − quα+pvq−1(x0, t)J2(x0, t)
= αu−1J 21 + η
(ρ + 1)
ρ2
u1/ρ+α−1|∇u|2 + αη2u2/ρ+1 + qηuα+pvq+1/θ (x0, t)
− η(1 + 1/ρ)u1/ρ+α+pvq(x0, t) + putup+α−1vq(x0, t)
 αη2u2/ρ+1 + qηuα+pvq+1/θ (x0, t) − η(1 + 1/ρ)u1/ρ+α+pvq(x0, t).
Notice that qθ/(1 + qθ)+ 1/(2 + ρh) = 1, by Young’s inequality we have
u1/ρvq(x0, t)
ε−qθ
2 + ρh
(
u1/ρ
)2+ρh + εqθ
qθ + 1
(
vq(x0, t)
)1+1/(qθ)
.
Choose ε = ρ(qθ + 1)/[θ(ρ + 1)], then we get
J1t − uαJ1 − 2ηαu1/ρJ1 − quα+pvq−1(x0, t)J2(x0, t)
 αη2u2/ρ+1 + qηuα+pvq+1/θ (x0, t) − η(1 + 1/ρ)u1/ρ+α+pvq(x0, t)
 αη(η − η1)u2/ρ+1  0.
Similarly
J2t − vβJ2 − 2ηβv1/θJ2 − nvβ+mun−1(x0, t)J1(x0, t) 0.
In view of J1 = J2 = 0 for (x, t) ∈ ΓT and J1(x,0), J2(x,0) 0 for x ∈ Ω¯ . By the comparison principle we have
ut − ηu1/ρ+1  0, vt − ηv1/θ+1  0, (x, t) ∈ Q¯T . (2.6)
So we arrive at the conclusion. 
Proof of Theorem 2.1. By (2.6), we have
M ′1(t) ηM
1/ρ+1
1 (t), M
′
2(t) ηM
1/θ+1
2 (t) a.e. [0, T ). (2.7)
Since (u, v) blows up in finite time T , without loss of generality, we may assume that limt→T M1(t) = ∞. Integrating
the first inequality of (2.7) from t to T , it yields
M1(t) η−ρρρ(T − t)−ρ. (2.8)
By (2.3) and the definition of η, we can prove that limt→T M2(t) = ∞. Integrating the second inequality of (2.6) from
t to T , we have
M2(t) η−θ θθ (T − t)−θ .
On the other hand, note that the definition of η, it follows from (2.3) and (2.8) that
M2(t)
(
c0
2
)1/(q+k)
(T − t)−θ , ∀t ∈ (0, T ).
Similarly,
M1(t)
(
c0
2
)1/(n+h)
(T − t)−ρ, ∀t ∈ (0, T ).
The proof is completed. 
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In this section we study the uniform blow-up profile of (u, v) for the case: p  1 − α, m 1 − β . Note that (u, v)
blows up in finite time, there holds
nq  (1 − p)(1 − m) > (1 − p − α)(1 −m − β).
So the parameters h, k, ρ and θ , defined in the previous section, satisfy 0 h, k < 1, nq > hk and ρ, θ > 0. Set
S1 = γ−ρ(q + k)k/γ (n + h)q/γ , S2 = γ−θ (n+ h)h/γ (q + k)n/γ ,
where γ = nq − hk > 0.
Theorem 3.1. Assume that (H1)–(H3) hold. If αρ < 1, βθ < 1, and u0  0, v0  0 on Ω¯ , then the following
statements hold uniformly on any compact subset of Ω .
(i) When p < 1 − α and m < 1 − β , then
lim
t→T
u(x, t)
(T − t)−ρ = S1, limt→T
v(x, t)
(T − t)−θ = S2.
(ii) When p = 1 − α and m < 1 − β , then
lim
t→T
lnu(x, t)
|ln(T − t)| =
q + k
qn
, lim
t→T
lnv(x, t)
|ln(T − t)| =
1
q
.
(iii) When p < 1 − α and m = 1 − β , then
lim
t→T
lnu(x, t)
|ln(T − t)| =
1
n
, lim
t→T
lnv(x, t)
|ln(T − t)| =
n+ h
qn
.
(iv) When p = 1 − α and m = 1 − β , then
lim
t→T
lnu(x, t)
|ln(T − t)| =
1
n
, lim
t→T
lnv(x, t)
|ln(T − t)| =
1
q
.
In order to prove Theorem 3.1, we first prove some lemmas.
Lemma 3.1. Assume that (H1)–(H3) hold, and u0  0, v0  0 on Ω¯ . Then u 0 and v  0 on any compact
subset of Ω .
Proof. The proof is similar to that of Lemma 5.1 in [20]. 
Denote
f (t) = vq(x0, t), F (t) =
t∫
0
f (s)ds, g(t) = un(x0, t), G(t) =
t∫
0
g(s)ds.
In the following, f (t) ∼ g(t) means that limt→T f (t)g(t) = 1.
Lemma 3.2. Assume that (H1)–(H3) hold. Then
lim
t→T f (t) = limt→T F (t) = ∞, limt→T g(t) = limt→T G(t) = ∞.
Proof. Let
M1(t) = max
Ω¯
u(x, t), M2(t) = max
Ω¯
v(x, t),
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M ′1(t)M
α+p
1 (t)f (t), M
′
2(t)M
β+m
2 (t)g(t) a.e. [0, T ). (3.1)
By Theorem 2.1, we may assume that M1(0) > 1, M2(0) > 1. In view of h 0, integrating the first inequality of (3.1)
from 0 to t , we get
Mh1 (t)
h

t∫
0
f (s)ds + M
h
1 (0)
h
=:
t∫
0
f (s)ds +M if h > 0, (3.2)
lnM1(t)
t∫
0
f (s)ds + lnM1(0) =:
t∫
0
f (s)ds + M˜ if h = 0. (3.3)
Since limt→T M1(t) = ∞, it follows that limt→T F (t) = ∞. Note that vt  0, we see that f (t) is monotone
non-decreasing. It follows that limt→T f (t) = ∞ since limt→T F (t) = ∞. Similarly we have limt→T g(t) =
limt→T G(t) = ∞.
Lemma 3.3. Assume that (H1)–(H3) hold. If αρ < 1, βθ < 1, and u0  0, v0  0 on Ω¯ , then the following
statements hold uniformly on any compact subset of Ω .
(i) When p < 1 − α and m < 1 − β , then
lim
t→T
uh(x, t)
hF (t)
= lim
t→T
‖u(·, t)‖h∞
hF(t)
= 1, lim
t→T
vk(x, t)
kG(t)
= lim
t→T
‖v(·, t)‖k∞
kG(t)
= 1.
(ii) When p = 1 − α and m < 1 − β , then
lim
t→T
lnu(x, t)
F (t)
= lim
t→T
‖lnu(·, t)‖∞
F(t)
= 1, lim
t→T
vk(x, t)
kG(t)
= lim
t→T
‖v(·, t)‖k∞
kG(t)
= 1.
(iii) When p < 1 − α and m = 1 − β , then
lim
t→T
uh(x, t)
hF (t)
= lim
t→T
‖u(·, t)‖h∞
hF(t)
= 1, lim
t→T
lnv(x, t)
G(t)
= lim
t→T
‖lnv(·, t)‖∞
G(t)
= 1.
(iv) When p = 1 − α and m = 1 − β , then
lim
t→T
lnu(x, t)
F (t)
= lim
t→T
‖lnu(·, t)‖∞
F(t)
= 1, lim
t→T
lnv(x, t)
G(t)
= lim
t→T
‖lnv(·, t)‖∞
G(t)
= 1.
Proof. For the case (i), we have h > 0. Denote
w(x, t) = F(t) − u
h(x, t)
h
, φ(t) =
∫
Ω
w(y, t)ϕ(y)dy,
where ϕ(x) is the principal eigenfunction of − in Ω with the null Dirichlet boundary condition, and satisfies ϕ > 0
in Ω ,
∫
Ω
ϕ(x)dx = 1. Let λ1 > 0 be the corresponding eigenvalue. A directly computation shows that
φ′(t) =
∫
Ω
(
f (t) − uh−1(y, t)ut (y, t)
)
ϕ(y)dy = −
∫
Ω
(
u−p(y, t)u(y, t)ϕ(y)
)
dy
=
∫
Ω
(
− 1
1 − p
(
u−p+1(y, t)
)− pu−(p+1)(y, t)|∇u|2)ϕ(y)dy  −1
1 − p
∫
Ω

(
u−p+1(y, t)
)
ϕ(y)dy
= λ1
1 − p
∫
u1−p(y, t)ϕ(y)dy = C
∫ (
F(t) −w(y, t)) 1−ph ϕ(y)dy.Ω Ω
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Ω
ϕ(y)dy = 1, we get
φ′(t) C
(
F
1−p
h (t) +
∫
Ω
(
w−(y, t)
) 1−ph
ϕ(y)dy
)
,
where w−(x, t) = max{−w(x, t),0}. By (3.2), we have
w(x, t)−M, (x, t) ∈ Ω × [0, T ). (3.4)
This implies w−(x, t)M . Hence φ′(t) C(F
1−p
h (t) + 1). Integrating this inequality from 0 to t yields
φ(t) C
(
1 +
t∫
0
F
1−p
h (s)ds
)
.
Therefore,∫
Ω
∣∣w(y, t)∣∣ϕ(y)dy = ∫
{w0}
w(y, t)ϕ(y)dy −
∫
{w<0}
w(y, t)ϕ(y)dy

∫
Ω
w(y, t)ϕ(y)dy − 2
∫
{w<0}
w(y, t)ϕ(y)dy  φ(t)+ C
 C
(
1 +
t∫
0
F
1−p
h (s)ds
)
. (3.5)
For any given ζ > 0, define Ωζ = {y ∈ Ω: dist(y, ∂Ω) ζ }. Note that 0 < h < 1, by Lemma 3.1, we have −w  0.
Note that (3.5), we can use Lemma 4.5 in [15] and get that
max
Ω¯ζ
w(x, t) C
ζN+1
(
1 +
t∫
0
F
1−p
h (s)ds
)
. (3.6)
It follows from (3.4) and (3.6) that, for x ∈ Ω¯ζ and t ∈ (0, T ),
− M
F(t)
 w(x, t)
F (t)
= 1 − u
h
hF(t)
 C
ζN+1F(t)
(
1 +
t∫
0
F
1−p
h (s)ds
)
. (3.7)
By (3.2) and Theorem 2.1, we get that, as t close to T ,
F(t) CMh1 (x, t) C(T − t)−hρ, (3.8)
F(t) =
t∫
0
f (s)ds =
t∫
0
vq(x0, s)ds 
t∫
0
M
q
2 (s)ds
 η−qθ θqθ
t∫
0
(T − s)−qθ ds  −η
−qθ θqθ
1 − qθ (T − t)
−qθ+1
= η
−qθ θqθ
hρ
(T − t)−hρ. (3.9)
Note that αρ < 1, it follows from (3.8) and (3.9) that
lim
t→T
1
F(t)
t∫
F
1−p
h (s)ds = 0.0
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lim
t→T
uh(x, t)
hF (t)
= 1. (3.10)
We claim that
lim inf
t→T
‖u(·, t)‖h∞
hF(t)
 1. (3.11)
If this is not true, then there exists 0 < ε < 1, ti → T and xi ∈ Ω such that
u(xi, ti) = max
Ω¯
u(x, ti),
uh(xi, ti)
hF (ti)
 1 − ε.
We may assume that xi → x∗ ∈ Ω¯ . Using (3.10), it is easy to derive that x∗ ∈ ∂Ω . For the small constant ζ > 0, we
see that xi /∈ Ω¯ζ = {y ∈ Ω: dist(y, ∂Ω) ζ } for all i  1. Since maxΩ¯ζ u(x, ti) < u(xi, ti), it follows that
uh(x, ti)
hF (ti)
<
uh(xi, ti)
hF (ti)
 1 − ε, ∀x ∈ Ω¯ζ .
This contradicts (3.10).
On the other hand, it follows from (3.2) that
lim sup
t→T
‖u(·, t)‖h∞
hF(t)
 1.
This combined with (3.11) yields
lim
t→T
‖u(·, t)‖h∞
hF(t)
= 1.
Similarly, we can prove that the following holds uniformly on Ω¯ζ :
lim
t→T
vk(x, t)
kG(t)
= lim
t→T
‖v(·, t)‖k∞
kG(t)
= 1.
For the case (ii), we have h = 0. Define
z(x, t) = F(t) − lnu(x, t), λ(t) =
∫
Ω
z(y, t)ϕ(y)dy.
A direct computation shows that
λ′(t) =
∫
Ω
(
f (t) − u−1(y, t)ut (y, t)
)
ϕ(y)dy
= −
∫
Ω
(
uα−1(y, t)u(y, t)ϕ(y)
)
dy
=
∫
Ω
−
[
1
α
uα(y, t) − (α − 1)u−2+α(y, t)|∇u|2
]
ϕ(y)dy
− 1
α
∫
Ω
ϕ(y)uα(y, t)dy
= λ1
α
∫
Ω
uα(y, t)ϕ(y)dy
= C
∫
exp
{
α
[
F(t) − z(y, t)]}ϕ(y)dy.Ω
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z(x, t)−M˜, (x, t) ∈ Ω × [0, T ). (3.12)
Thus
λ′(t) C
∫
Ω
exp
{
αF(t)
}
ϕ(y)dy = C exp{αF(t)}.
Integrating from 0 to t , it yields
λ(t) λ(0) + C
t∫
0
exp
{
αF(s)
}
ds  C
(
1 +
t∫
0
exp
{
αF(s)
}
ds
)
.
Similar to the proof of (3.5) we have
∫
Ω
∣∣z(y, t)∣∣ϕ(y)dy  C
(
1 +
t∫
0
exp
{
αF(s)
}
ds
)
. (3.13)
For any given ζ > 0, similar to the above we define Ωζ = {y ∈ Ω: dist(y, ∂Ω) ζ }. By Lemma 3.1, −z 0. Note
that (3.13), we can use Lemma 4.5 in [15] and get
max
Ω¯ζ
z(x, t) C
ζN+1
(
1 +
t∫
0
exp
{
αF(s)
}
ds
)
. (3.14)
It follows from (3.12) and (3.14) that
− M˜
F (t)
 z(x, t)
F (t)
= 1 − lnu(x, t)
F (t)
 C
ζN+1F(t)
(
1 +
t∫
0
exp
{
αF(s)
}
ds
)
, x ∈ Ω¯ζ , t ∈ (0, T ).
Without loss of generality, we assume that T > 1. By Theorem 2.1 we have
F(t) =
t∫
0
f (s)ds 
t∫
0
M
q
2 (s)ds  η
−1θ
t∫
0
(T − s)−1 ds
= η−1θ ln(T − t)−1 + η−1θ lnT  ln(T − t)−1 + lnT .
Using (3.3), we get
F(t) C lnM1(t) C ln(T − t)−ρ as t → T .
Thus, for x ∈ Ω¯ζ and t ∈ (0, T ),
− M˜
F (t)
 1 − lnu(x, t)
F (t)
 C
ζN+1 ln(T − t)−ρ
(
1 +
t∫
0
exp
{
α ln(T − s)−1 + α lnT }ds
)
. (3.15)
Using 1 − α > 0, it is easy to derive
lim
t→T
1
ln(T − t)−ρ
t∫
0
exp
{
α ln(T − s)−1 + α lnT }ds = 0. (3.16)
Note that F(t) → ∞ as t → T , it follows from (3.15) and (3.16) that the following holds uniformly on Ω¯ζ :
lim
lnu(x, t) = 1.t→T F (t)
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lim inf
t→T
‖lnu(·, t)‖∞
F(t)
 1.
It follows from (3.3) that
lim sup
t→T
‖lnu(·, t)‖∞
F(t)
 1.
Thus
lim
t→T
‖lnu(·, t)‖∞
F(t)
= 1.
Similarly, we can prove that the following holds uniformly on Ω¯ζ :
lim
t→T
vk(x, t)
kG(t)
= lim
t→T
‖v(·, t)‖k∞
kG(t)
= 1.
The proofs of (iii) and (iv) are similarly. 
Lemma 3.4. Let (H1)–(H3) hold. Assume that αρ < 1, βθ < 1, and u0  0, v0  0 on Ω . Then for any given
positive constants δ, ε, and τ satisfying 0 < δ, ε < 1 and τ > 1, there exists T˜ < T such that, for all t ∈ [T˜ , T ), the
following statements hold:
(i) If p = 1 − α and m < 1 − β , then⎧⎪⎪⎨
⎪⎪⎩
nδF(t) ln
{
δε−1τ
q
k
}+ ln n
q + k +
q + k
k
ln
[
kG(t)
]
,
ln
{
τεδ
q
k
}+ ln n
q + k +
q + k
k
ln
[
kG(t)
]
 nτF(t).
(ii) If p < 1 − α and m = 1 − β , then⎧⎪⎨
⎪⎩
qδG(t) ln
{
δε−1τ
n
h
}+ ln q
n+ h +
n+ h
h
ln
[
hF(t)
]
,
ln
{
τεδ
n
h
}+ ln q
n + h +
n+ h
h
ln
[
hF(t)
]
 qτG(t).
(iii) If p = 1 − α and m = 1 − β , then
nδF(t) ln nδ
εqτ
+ τqG(t), qδG(t) + ln nετ
δq
 τnF(t).
Proof. (i) p = 1 − α,m < 1 − β . By (ii) of Lemma 3.3, we know that for any given compact subset Ω0 Ω , which
contains x0, there exists 0 < t0 < T such that the following hold on Ω¯0:
δF (t) lnu(x, t) τF (t), δkG(t) vk(x, t) τkG(t), t ∈ [t0, T ).
Therefore,
exp
{
nδF(t)
}
G′(t) exp
{
nτF(t)
}
,
[
δkG(t)
] q
k  F ′(t)
[
τkG(t)
] q
k , t ∈ [t0, T ).
It follows that
[δkG(t)] qk
exp{nτF(t)} 
dF(t)
dG(t)
 [τkG(t)]
q
k
exp{nδF(t)} , t ∈ [t0, T ). (3.17)
In view of the right-hand side of (3.17), we have
exp
{
nδF(t)
}
dF(t)
[
τkG(t)
] q
k dG(t), t ∈ [t0, T ).
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1
nδ
exp
{
nδF(t)
}∣∣t
t0
 (τk)
q
k
k
k + qG
k+q
k (t)|tt0  (τk)
q
k
k
k + qG
k+q
k (t).
Due to limt→T F (t) = ∞, there exists t˜0: t0  t˜0 < T such that
1
nδ
exp
{
nδF(t0)
}
 (1 − ε) 1
nδ
exp
{
nδF(t)
}
, t ∈ [t˜0, T ).
Hence,
ε
nδ
exp
{
nδF(t)
}
 τ
q
k
1
k + q
[
kG(t)
] q+k
k , t ∈ [t˜0, T ).
Thus we have
nδF(t) ln
{
δε−1τ
q
k
}+ ln n
q + k +
q + k
k
ln
[
kG(t)
]
, t ∈ [t˜0, T ). (3.18)
Applying the similar analysis as the above to the left-hand side of (3.17), there exists t∗0 : t0  t∗0 < T such that, for
t ∈ [t∗0 , T ),
ln
{
τεδ
q
k
}+ ln n
q + k +
q + k
k
ln
[
kG(t)
]
 nτF(t). (3.19)
Set T˜ = max{t˜0, t∗0 }, then (3.18) and (3.19) hold for t ∈ [T˜ , T ).
Analogous to the case (i), we can draw the cases (ii) and (iii). 
Proof of Theorem 3.1. For the case (i). By (i) of Lemma 3.3 we have that, as t → T ,
F ′(t) = vq(x0, t) ∼
[
kG(t)
] q
k , G′(t) = un(x0, t) ∼
[
hF(t)
] n
h .
It follows that[
kG(t)
] k+q
k ∼ (k + q)
(h + n)
[
hF(t)
] h+n
h .
Consequently,
F(t) ∼ h−1Sh1 (T − t)−hρ, G(t) ∼ k−1Sk2 (T − t)−kθ .
This fact combined with the conclusion (i) of Lemma 3.3 asserts that the following hold uniformly on any compact
subset of Ω :
lim
t→T
u(x, t)
(T − t)−ρ = S1, limt→T
v(x, t)
(T − t)−θ = S2.
For the case (ii). Choose sequences {δi}∞i=1, {εi}∞i=1 and {τi}∞i=1 satisfying 0 < δi , εi < 1, τi > 1 and δi → 1, εi → 1,
τi → 1. Putting (δ, ε, τ ) = (δi, εi , τi) in Lemma 3.4, we get a sequence {Ti}∞i=1 satisfying Ti < T and Ti → T , such
that the corresponding conclusion (i) of Lemma 3.4 holds for Ti  t < T .
In view of p = 1 − α and m < 1 − β , by the second conclusion of (ii) of Lemma 3.3, there exists {T˜i}∞i=1 with
T˜i < T , T˜i → T , such that[
δikG(t)
] q
k  vq(x0, t) = f (t) = F ′(t)
[
τikG(t)
] q
k , ∀T˜i  t < T . (3.20)
Set T ∗i = max{Ti, T˜i}. Then for any T ∗i  t < T , (3.20) and the conclusion (i) of Lemma 3.4 hold. Thus we have
F ′(t)
[
δikG(t)
] q
k  δ
q
k
i exp
{
qnδi
q + kF (t)
}
δ
− q
q+k
i
(
(q + k)εi
n
) q
q+k
τ
− q2
k(k+q)
i
=
(
δi
τi
) q2
k(k+q)( (q + k)εi
n
) q
q+k
exp
{
qnδi
q + kF (t)
}
,
F ′(t)
(
τi
) q2
k(k+q)(k + q) qk+q
exp
{
qnτi
F (t)
}
.δi nεi q + k
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⎪⎪⎪⎪⎩
exp
{
− qnδi
q + kF (t)
}
F ′(t)
(
δi
τi
) q2
k(k+q)( (q + k)εi
n
) q
q+k
,
exp
{
− qnτi
q + kF (t)
}
F ′(t)
(
τi
δi
) q2
k(k+q)(k + q
nεi
) q
k+q
.
(3.21)
Let A = − lnqn+ k
q+k ln(q + k) + qq+k lnn and using limt→T F (t) = ∞, integrating (3.21) from t to T ,
1
τi
(
ci +
∣∣ln(T − t)∣∣) qn
q + kF (t)
1
δi
(
Ci +
∣∣ln(T − t)∣∣), (3.22)
where
ci = A − ln τi − q
2
(q + k)k ln
τi
δi
+ q
q + k ln εi,
Ci = A− ln δi − q
2
(q + k)k ln
δi
τi
+ q
q + k ln ε
−1
i .
By joining (3.22) and (i) of Lemma 3.4, it follows that, for T ∗i  t < T ,
δi
τi
{
cˆi +
∣∣ln(T − t)∣∣} q
k
ln
{
kG(t)
}
 τi
δi
{
Cˆi +
∣∣ln(T − t)∣∣}, (3.23)
where
cˆi = ci − τiq
δi(q + k) ln
{
δiε
−1
i τ
q
k
i
}− τiq
δi(q + k) ln
{
n
q + k
}
,
Cˆi = Ci − δiq
τi(q + k) ln
{
εiτiδ
q
k
i
}− δiq
τi(q + k) ln
{
n
q + k
}
.
It follows from (3.22) and (3.23) that, when T ∗i  t < T ,⎧⎪⎪⎨
⎪⎪⎩
ci + |ln(T − t)|
τi |ln(T − t)| 
qnF(t)
(q + k)|ln(T − t)| 
Ci + |ln(T − t)|
δi |ln(T − t)| ,
δi{cˆi + |ln(T − t)|}
τi |ln(T − t)| 
q ln{kG(t)}
k|ln(T − t)| 
τi{Cˆi + |ln(T − t)|}
δi |ln(T − t)| .
(3.24)
Note that δi, εi, τi → 1, and
ci,Ci → A, cˆi , Cˆi → A − q
q + k ln
{
n
q + k
}
.
Letting i → ∞ in (3.24), it yields
lim
t→T
ln{kG(t)}
|ln(T − t)| =
k
q
, lim
t→T
F (t)
|ln(T − t)| =
q + k
qn
. (3.25)
It follows from the second conclusion of (ii) of Lemma 3.3 that
k lnv(x, t) ∼ ln[kG(t)]
uniformly on any compact subset of Ω . Thanks to the first conclusion of (3.25),
lim
t→T
lnv(x, t)
|ln(T − t)| =
1
q
holds uniformly on any compact subset of Ω . Similarly,
lim
t→T
lnu(x, t)
|ln(T − t)| =
q + k
qn
holds uniformly on any compact subset of Ω .
By the same way, we can prove conclusions (iii) and (iv). 
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In this section, we study the blow-up set and the blow-up rates in space with respect to the radial variable of
blow-up solution when the domain Ω is a ball. We need the following additional assumption:
(H4) Ω = BR(0), x0 = 0, and u0(x) and v0(x) are radially symmetric and non-increasing continuous functions.
Under the above assumptions (H1), (H2) and (H4), we have u(x, t) = u(r, t), v(x, t) = v(r, t) with r = |x|, and
ut  0, vt  0, ur  0, vr  0, (r, t) ∈ (0,R) × (0, T ),
u(0, t) = max
Ω¯
u(x, t), v(0, t) = max
Ω¯
v(x, t).
Theorem 4.1. Assume that (H1), (H2) and (H4) hold. If p > 1 and m > 1, then x = 0 is the only blow-up point
of (u, v).
Proof. We use the ideas of [7] and [11] to complete the proof. Without loss of generality, we assume that u blows up
in finite time T . On the contrary we assume that u blows up in another point x′ = 0, i.e. limt→T u(x′, t) = ∞. Let
r∗ = |x′| > 0. Because of u(r, t) is non-increasing in r , we have limt→T u(r, t) = ∞ for any r ∈ [0, r∗].
Denote BσR(0) = {x ∈ BR(0): x1 > σ } with σ = r∗/3 > 0. Let
J (x, t) = ux1 +ψ(x1)us(x, t), (x, t) ∈ BσR(0) × [0, T ),
where 1 < s < p, ψ(x1) = ε(x1 − σ)2, and ε > 0 will be determined later. The carefully calculation gives
Jt − uαJ =
(
up+αvq(0, t)
)
x1
+ αux1u−1
(
ut − up+αvq(0, t)
)+ sψ(x1)us−1(ut − uαu)
− 2εus+α − 4sεus+α−1(x1 − σ)ux1 − s(s − 1)ψ(x1)us+α−2|∇u|2
 (p + α)up+α−1vq(0, t)ux1 − αup+α−1vq(0, t)ux1 + sψ(x1)us+p+α−1vq(0, t)
− 2ψ(x1)us+α(x1 − σ)−2 − 4sεus+α−1(x1 − σ)ux1
= [pup+α−1vq(0, t) − 4εs(x1 − σ)us+α−1]J
−ψ(x1)us+α
[
(p − s)up−1vq(0, t) − 4εs(x1 − σ)us−1 + 2(x1 − σ)−2
]
 c(x, t)J −ψ(x1)us+α
[
(p − s)up−1vq(0, t) − 4εsRus−1 + 2R−2], (4.1)
where c(x, t) = pup+α−1vq(0, t) − 4εs(x1 − σ)us+α−1. Notice that v(0, t)  v(0,0) > 0, u(r, t) > 0 for (r, t) ∈
[0,R) × [0, T ) and 1 < s < p, there exists 0 < ε1 < 1 such that for 0 < ε  ε1,
(p − s)up−1vq(0, t) − 4εsRus−1 + 2R−2  0.
It follows from (4.1) that
Jt − uαJ − c(x, t)J  0, (x, t) ∈ BσR(0) × (0, T ).
We claim that u0r is non-positive and non-trivial (otherwise u0(r) ≡ 0, hence u ≡ 0 which contradicts the assumption
that u blows up in finite time T ). By the standard method we can deduce that ur(r, t) < 0 in BσR(0) × (0, T ). Thus
ux1(x, t) < 0 in BσR(0) × (0, T ). Hence
J (x, t) = ux1(x, t) < 0, (x, t) ∈ ∂BσR × (0, T ).
Taking t0: 0 < t0 < T and considering t0 as the initial time, we may assume that ux1(x,0) < 0 on BσR(0). So, there
exists a constant 0 < ε2 < 1, such that when 0 < ε  ε2,
J (x,0) = ux1(x,0) + ψ(x1)us0(x) ux1(x,0) + εR2us0(0) 0, x ∈ BσR(0).
Choose ε = min{ε1, ε2}. Since for any fixed T0: 0 < T0 < T , the function c(x, t) is bounded on BσR(0) × [0, T0], by
the maximum principle we have
J (x, t) 0, (x, t) ∈ BσR(0) × [0, T0],
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J (x, t) 0, (x, t) ∈ BσR(0) × [0, T ).
That is
ψ(x1)−u−s(x, t)ux1(x, t), (x, t) ∈ BσR(0) × [0, T ). (4.2)
Let y = (2σ,0, . . .) and z = (r∗,0, . . .). Then y, z ∈ BσR(0). Integrating (4.2) from y to z
0 <
z∫
y
ψ(x1)dx1 
1
s − 1u
1−s(z, t), 0 < t < T .
Since limt→T u1−s(z, t) = 0, we get a contradiction from the above inequality. 
Under some additional assumptions on the initial data, the blow-up rate in space can be evaluated as follows.
Theorem 4.2. Assume that p > 1, m > 1 and (H1), (H2) and (H4) hold. Suppose that there exist c > 0 and 0 ξ  1
such that
u′0(r)−crξ , v′0(r)−crξ , r ∈ [0,R].
Then
u(r, t)Cr−γ1 , v(r, t) Cr−γ2 , (r, t) ∈ (0,R] × [0, T ),
hold for some constant C > 0 and any γ1 > 2/(p − 1), γ2 > 2/(m − 1).
Proof. We only give an evaluation of u(r, t). Similar as Theorem 4.1, we still apply the ideas of [7] and [11] to discuss
the above statement. Let
J (r, t) = ur(r, t) + c(r)u(r, t), (r, t) ∈ [0,R] × [0, T ),
where 1 <  < p, c(r) = εr1+δ , δ > 0, and ε > 0 to be determined later. A direct computation shows that
Jt − uα
(
N − 1
r
Jr + Jrr
)
=
[
ut − uα
(
N − 1
r
ur + urr
)]
r
+ αuα−1ur
(
N − 1
r
ur + urr
)
− uα N − 1
r2
ur
+ c(r)u−1
[
ut − uα
(
N − 1
r
ur + urr
)]
− (N − 1)r−1c′(r)u+α
− c′′(r)u+α − 2c′(r)u+α−1ur − ( − 1)c(r)u+α−2u2r

[
pup+α−1vq(0, t) − uα(N − 1)r−2 − 2(1 + δ)εrδu−1+α]ur
+ c(r)u−1+p+αvq(0, t) − uα+(N − 1)r−2(1 + δ)c(r) − (1 + δ)δr−2c(r)u+α
= b(r, t)J − c(r)u+α[pup−1vq(0, t) − (N − 1)r−2 − 2(1 + δ)εrδu−1
− u−1+pvq(0, t) + (N − 1)r−2(1 + δ) + (1 + δ)δr−2]
= b(r, t)J − c(r)u+α[(p − )up−1vq(0, t) − 2(1 + δ)εrδu−1 + r−2δ(N + δ)]
 b(r, t)J − c(r)u+α[(p − )up−1vq(0, t) − 2(1 + δ)εRδu−1 +R−2δ(N + δ)],
where b(r, t) ≡ pup+α−1vq(0, t) − (N − 1)r−2uα − 2(1 + δ)εrδu+α−1.
In view of v(r, t) > 0, v(0, t) = max0rR v(r, t), and v(0, t)  v(0,0) > 0, 1 <  < p, there exists 0 < ε1 < 1
such that, for 0 < ε  ε1,
(p − )up−1vq(0, t) + δ(N + δ)R−2 − 2(1 + δ)εRδu−1  0, (r, t) ∈ (0,R) × (0, T ). (4.3)
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Jt − uα
(
N − 1
r
Jr + Jrr
)
− b(r, t)J  0, (r, t) ∈ (0,R) × (0, T ).
In addition, as u(r, t) > 0 and u(R, t) = 0, we see that ur(R, t) 0. Therefore
J (0, t) = ur(0, t) = 0, J (R, t) = ur(R, t) 0, t ∈ (0, T ).
For t = 0. Note that 0 ξ  1, there exists 0 < ε2 < 1 such that, for 0 < ε  ε2,
J (r,0) = u′0(r) + εr1+δu0(r) rξ
[−c + εR1+δ−ξ u0(0)] 0, r ∈ [0,R]. (4.4)
Choose ε = min{ε1, ε2}, then (4.3) and (4.4) hold. Similar to the proof of Theorem 4.1, we have J (r, t) 0, i.e.
−u−ur  εr1+δ, (r, t) ∈ [0,R] × [0, T ).
Integrating the above inequality from 0 to r we have
u(r, t)
(
ε(− 1)
2 + δ r
2+δ + u1−(0, t)
)−1/(−1)

(
ε( − 1)
2 + δ
)−1/(−1)
r−
2+δ
−1 , (x, t) ∈ (0,R] × [0, T ).
Note that δ > 0 and 1 <  < p are arbitrary, and (2 + δ)/( − 1) → 2/(p − 1) as δ → 0 and  → p, and
(2+δ)/(−1) → ∞ as  → 1. For any γ1 > 2/(p−1), there exist δ > 0 and  ∈ (1,p) such that γ1 = (2+δ)/(−1).
Hence u(r, t) Cr−γ1 for any γ1 > 2/(p − 1). 
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