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In this paper, we establish sufficient conditions for the existence of solutions for some
partial functional differential equations with state-dependent delay; we assume that the
linear part is not necessarily densely defined and satisfies the well-known Hille–Yosida
conditions. Our approach is based on a nonlinear alternative of Leray–Schauder type and
integrated semigroup theory. An application is provided to a reaction–diffusion equation
with state-dependent delay.
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1. Introduction
This work is concerned with existence of integral solutions to the following partial functional differential equations with
state-dependent delay
x′(t) = Ax(t)+ f (t, x(t − ρ(x(t)))), t ∈ J := [0, b], (1.1)
x(t) = φ(t), t ∈ [−r, 0], (1.2)
where A : D(A) ⊂ E → E is not necessarily a densely defined linear operator on a Banach space E, f : J × E → E is a given
function, the initial date φ : [−r, 0] → E is a continuous function, ρ is a positive bounded continuous function on E and r
is the maximal delay defined by
r = sup
x∈E
ρ(x).
Functional differential equations with state-dependent delay appear frequently in applications as models of equations and
for this reason the study of this type of equation has received great attention in recent years. For the theory of differential
equations with state-dependent delay and their applications, we refer the reader to the handbook by Cañada et al. [1] and
the papers [2–6]. The study of partial differential equations with state-dependent delay has been initiated recently. For the
case when A generates a C0-semigroup see Hernandez et al. [7]. However, as indicated in [8], we sometimes need to deal
with nondensely defined operators. The main purpose of this paper is to extend such results to the case when the operator
A is not dense and satisfies a Hille–Yosida condition.
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The organization of this work is as follows, in Section 2, we recall some results on integrated semi group theory that will
be used to develop our main results. In Section 3, we use the alternative of Leray–Schauder to prove the existence of at least
one integral solution. In Section 4, we propose an application to a reaction–diffusion equation with state dependent delay.
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper. Let I be
a compact interval in R, C(I, E) be the Banach space of all continuous functions from J to E with the norm
‖x‖∞ = sup{|x(t)| : t ∈ I}.
B(E) denotes the Banach space of bounded linear operators from E to E with the norm
‖N‖B(E) = sup{|N(y)| : |y| = 1}.
L1(J, E) denotes the Banach space of measurable functions y : J −→ E which are Bochner integrable and is normed by
‖y‖L1 =
∫ b
0
|y(t)|dt.
Definition 2.1 ([9,10]). Let E be a Banach space. An integrated semigroup is a family of operators (S(t))t≥0 of bounded linear
operators S(t) on E with the following properties:
(i) S(0) = 0;
(ii) t → S(t) is strongly continuous;
(iii) S(s)S(t) =  s0 (S(t + r)− S(r))dr, for all t, s ≥ 0.
Definition 2.2 ([11]). An operator A is called a generator of an integrated semigroup if there exists ω ∈ R such that
(ω,∞) ⊂ ρ(A) (ρ(A), is the resolvent set of A) and there exists a strongly continuous exponentially bounded family
(S(t))t≥0 of bounded operators such that S(0) = 0 and R(λ, A) := (λI − A)−1 = λ
∞
0 e
−λtS(t)dt exists for all λ with
λ > ω.
Proposition 2.3 ([9,10]). Let A be the generator of an integrated semigroup (S(t))t≥0. Then for all x ∈ E and t ≥ 0,∫ t
0
S(s)xds ∈ D(A) and S(t)x = A
∫ t
0
S(s)xds+ tx.
Definition 2.4. We say that the linear operator A satisfies the Hille–Yosida condition if there existsM ≥ 0 and ω ∈ R such
that (ω,∞) ⊂ ρ(A) and
sup{(λ− ω)n|(λI − A)−n| : n ∈ N, λ > ω} ≤ M.
Without loss of generality one can assume ω > 0.
Definition 2.5 ([11]).
(i) An integrated semigroup (S(t))t≥0 is called locally Lipschitz continuous if, for all τ > 0, there exists a constant L such
that
‖S(t)− S(s)‖ ≤ L|t − s|, t, s ∈ [0, τ ].
(ii) An integrated semigroup (S(t))t≥0 is called nondegenerate if S(t)x = 0, for all t ≥ 0, implies that x = 0.
Theorem 2.6 ([11]). The following assertions are equivalent:
(i) A is the generator of a nondegenerate, locally Lipschitz continuous integrated semigroup.
(ii) A satisfies the Hille–Yosida condition.
If A is the generator of an integrated semigroup (S(t))t≥0 which is locally Lipschitz, then from [10], S(·)x is continuously
differentiable if and only if x ∈ D(A) and (S ′(t))t≥0 is a C0-semigroup on D(A).
In the sequel, we give some results for the existence of particular solutions of the following Cauchy problem
du
dt
(t) = Au(t)+ f (t), t ≥ 0,
u(0) = x ∈ X,
(2.1)
where A satisfies the Hille–Yosida condition.
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Definition 2.7 ([8]). Given f ∈ L1loc(0,+∞; X) and x ∈ X , we say that u : [0,+∞)→ X is an integral solution of Eq. (2.1) if
the following assertions are true:
(i) u ∈ C([0,+∞) ; X)
(ii)
 t
0 u(s)ds ∈ D(A), for t ≥ 0,
(iii) u(t) = x+ A  t0 u(s)ds+  t0 f (s)ds, for t ≥ 0.
From this definition, we deduce that for an integral solution u, we have u(t) ∈ D(A), for all t > 0, because u(t) =
limh→0 1h
 t+h
t u(s)ds and
 t+h
t u(s)ds ∈ D(A). In particular, x ∈ D(A) is a necessary condition for the existence of an integral
solution of (2.1).
Theorem 2.8 ([8]). Suppose that A satisfies the Hille–Yosida condition, x ∈ D(A) and f : [0,+∞)→ X is a continuous function.
Then the problem (2.1) has a unique integral solution which is given by
u(t) = S ′(t)x+ d
dt
∫ t
0
S(t − s)f (s)ds, for t ≥ 0,
where (S(t))t≥0 is the integrated semigroup generated by A. Moreover u satisfies
|u(t)| ≤ Meωt

|x| +
∫ t
0
e−ωs|f (s)|ds

, for t ≥ 0.
Since
Bλx = λ(λI − A)−1x → x as λ→+∞ for any x ∈ D(A),
then one can see that u is an integral solution of (2.1). The following formula is true also
u(t) = S ′(t)x+ lim
λ→∞
∫ t
0
S ′(t − s)Bλf (s)ds for t ≥ 0.
3. Main results
Hereafter we assume that
(H1) A satisfies the Hille–Yosida condition.
Let (S(t))t≥0, be the integrated semigroup generated by A. We note that, since A satisfies the Hille–Yosida condition,
‖S ′(t)‖B(E) ≤ Meωt , t ≥ 0, whereM and ω are from the Hille–Yosida condition (see [11]).
We give our main existence result for problems (1.1)–(1.2). Before stating and proving this result, we give the definition
of its integral solution.
Definition 3.1. We say that a continuous function x : [−r, b] → E is an integral solution of (1.1)–(1.2) if the following are
true
(i) x(t) = φ(t), t ∈ [−r, 0],
(ii)
 t
0 x(s)ds ∈ D(A) for t ∈ J ,
(iii) x(t) = φ(0)+ A  t0 x(s)ds+  t0 f (s, x(s− ρ(x(s))))ds, t ∈ J .
From the definition it follows that x(t) ∈ D(A) for all t ≥ 0, in particular φ(0) ∈ D(A). Moreover, x satisfies the following
variation of constants formula
x(t) = S ′(t)φ(0)+ d
dt
∫ t
0
S(t − s)f (s, x(s− ρ(x(s))))ds, t ∈ J. (3.1)
We notice also that, if x satisfies (3.1), then
x(t) = S ′(t)φ(0)+ lim
λ→∞
∫ t
0
S ′(t − s)Bλf (s, x(s− ρ(x(s))))ds, t ∈ J.
Our main result is based upon the following nonlinear alternative of Leray–Schauder applied to completely continuous
operators [12].
Theorem 3.2. Let X a Banach space and C ⊂ X be convex with 0 ∈ C. Let F : C → C be a completely continuous operator. Then
either
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(a) F has a fixed point, or
(b) the set E = {x ∈ C : x = λF(x), 0 < λ < 1} is unbounded.
Let us introduce the following hypotheses.
(H2) The function f : J × E → E is Carathéodory, that means that f is measurable with respect to the first argument and
continuous with respect to second argument.
(H3) The operator S ′(t) is compact in D(A)whenever t > 0.
(H4) There exist a function p ∈ L1(J,R+) and a continuous nondecreasing function ψ : [0,∞)→ [0,∞) such that
|f (t, u)| ≤ p(t)ψ(‖u‖), for every t ∈ J, and each u ∈ E.
Theorem 3.3. Assume that (H1)–(H4) hold. Suppose that∫ ∞
c
ds
s+ ψ(s) > ‖γ ‖L1 , (3.2)
where
c = M|φ(0)|, and γ (t) = max{ω,Mp(t)}.
If φ(0) ∈ D(A), then the initial value problems (1.1)–(1.2) have at least one integral solution on [−r, b].
Proof. Transform the IVP (1.1)–(1.2) into a fixed point problem. Consider the operator
F : C([−r, b], E)→ C([−r, b], E)
defined by
F(x)(t) =

φ(t), t ∈ [−r, 0],
S ′(t)φ(0)+ d
dt
∫ t
0
S(t − s)f (s, x(s− ρ(x(s))))ds, t ∈ J.
We claim that the operator F satisfies conditions of Theorem 3.2. The proof will be given in several steps.
Step 1: F(.) is continuous.
Let {xn} be a sequence in E such that xn → x. Then
|F(xn)(t)− F(x)(t)| =
 ddt
∫ t
0
S(t − s)[f (s, xn(s− ρ(xn(s))))− f (s, x(s− ρ(x(s))))]ds

≤ Meωb
∫ b
0
e−ωs |f (s, xn(s− ρ(xn(s))))− f (s, x(s− ρ(xn(s))))| ds
+Meωb
∫ b
0
e−ωs|f (s, x(s− ρ(xn(s))))− f (s, x(s− ρ(x(s))))|ds.
From hypothesis (H2), the continuity of ρ and by the Lebesgue dominated convergence theorem, the right hand side of the
above inequality tends to zero as n → ∞. Thus
‖F(xn)− F(x)‖∞ → 0 as n → ∞.
Step 2: F maps bounded sets into bounded sets.
It is enough to show that for any q > 0 there exists a positive constant δ such that for each x ∈ Bq = {x ∈ E : ‖x‖∞ ≤ q}
we have F(x) ∈ Bδ .
For each t ∈ J we have
|F(x)(t)| =
S ′(t)φ(0)+ ddt
∫ t
0
S(t − s)f (s, x(s− ρ(x(s))))ds

≤ Meωb|φ(0)| +Meωbψ(q)
∫ b
0
e−ωsp(s) ds := δ.
Step 3: F maps bounded sets into equicontinuous sets in C([−r, b], E).
We consider Bq as in Step 2 and let ϵ > 0 be given. Now let τ1, τ2 ∈ J with τ2 > τ1. We consider two cases τ1 > ϵ and
τ1 ≤ ϵ.
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Case 1. If τ1 > ϵ then
|F(x)(τ2)− F(x)(τ1)| ≤ |S ′(τ2)φ(0)− S ′(τ1)φ(0)|
+
 limλ→∞
∫ τ1−ϵ
0
[S ′(τ2 − s)− S ′(τ1 − s)]Bλf (s, x(s− ρ(x(s))))ds

+
 limλ→∞
∫ τ1
τ1−ϵ
[S ′(τ2 − s)− S ′(τ1 − s)]Bλf (s, x(s− ρ(x(s)))) ds

+
 limλ→∞
∫ τ2
τ1
S ′(τ2 − s)Bλf (s, x(s− ρ(x(s)))) ds

≤ |S ′(τ2)φ(0)− S ′(τ1)φ(0)| +M‖S ′(τ2 − τ1 + ϵ)− S ′(ϵ)‖B(E)ψ(q)
∫ τ1−ϵ
0
e−ωsp(s)ds
+2Mψ(q)
∫ τ1
τ1−ϵ
e−ωsp(s)ds+Mψ(q)
∫ τ2
τ1
e−ωsp(s)ds.
Case 2. Let τ1 ≤ ϵ. For τ2 − τ1 < ϵ we get
|F(x)(τ2)− F(x)(τ1)| ≤ |S ′(τ2)φ(0)− S ′(τ1)φ(0)| +Mψ(q)
∫ 2ϵ
0
e−ωsp(s)ds+Mψ(q)
∫ ϵ
0
e−ωsp(s)ds.
Note equicontinuity follows since S ′(t), t ≥ 0 is a strongly continuous semigroup, and S ′(t) is compact for t > 0 (so S ′(t) is
continuous in the uniform operator topology for t > 0).
Let 0 < t ≤ b be fixed and let ϵ be a real number satisfying 0 < ϵ < t . For x ∈ Bq, we define
Fϵ(x)(t) = S ′(t)φ(0)+ lim
λ→∞
∫ t−ϵ
0
S ′(t − s)Bλf (s, x(s− ρ(x(s)))) ds
= S ′(t)φ(0)+ S ′(ϵ) lim
λ→∞
∫ t−ϵ
0
S ′(t − s− ϵ)Bλf (s, x(s− ρ(x(s)))) ds.
Note that
lim
λ→∞
∫ t−ϵ
0
S ′(t − s− ϵ)Bλf (s, x(s− ρ(x(s)))) ds : x ∈ Bq

is a bounded set since limλ→∞
∫ t−ϵ
0
S ′(t − s− ϵ)Bλf (s, x(s− ρ(x(s)))) ds
 ≤ Mψ(q) ∫ t−ϵ
0
e−ωsp(s)ds.
Since S ′(t) is a compact operator for t > 0, the set Fε(t) = {Fε(x)(t) : x ∈ Bq} is relatively compact in E for every
ε, 0 < ε < t . Moreover,
|F(x)(t)− Fε(x)(t)| ≤ Mψ(q)
∫ t
t−ε
e−ωsp(s)ds.
Therefore, the set F (t) = {F(x)(t) : x ∈ Bq} is totally bounded. Hence, F (t) is relatively compact in E.
Now by the Arzelá–Ascoli theorem we can conclude that F is a completely continuous operator.
Step 4: A priori bounds on solutions.
Now it remains to show that the set
E = {x ∈ C([−r, b], E) : x = λF(x), 0 < λ < 1}
is bounded.
Let x ∈ E . Then for each t ∈ J ,
x(t) = λS ′(t)φ(0)+ λ d
dt
∫ t
0
S(t − s)f (s, x(s− ρ(x(s))))ds.
This implies by (H4) that, for each t ∈ J , we have
|x(t)| ≤ Meωt |φ(0)| +Meωt
∫ t
0
e−ωsp(s)ψ(|x(s− ρ(x(s)))|)ds.
Note that−r ≤ s− ρ(x(s)) ≤ s for each s ∈ J and consider the function µ defined by
µ(t) = sup{|x(s)| : −r ≤ s ≤ t}, 0 ≤ t ≤ b.
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For t ∈ [0, b],
µ(t) ≤ eωt

M|φ(0)| +M
∫ t
0
e−ωsp(s)ψ(µ(s))ds

.
If v(t) = M‖φ(0)‖ +M  t0 e−ωsp(s)ψ(µ(s))ds, then we have
µ(t) ≤ eωtv(t) for all t ∈ J,
v(0) = M‖φ(0)‖
and
v′(t) = Me−ωtp(t)ψ(µ(t)), t ∈ J.
Using the nondecreasing character of ψ , we get
v′(t) ≤ Me−ωtp(t)ψ(eωtv(t)), t ∈ J.
Then, for every t ∈ J , we have
(eωtv(t))′ = ωeωtv(t)+ v′(t)eωt
≤ ωeωtv(t)+Mp(t)ψ(eωtv(t))
≤ γ (t)[eωtv(t)+ ψ(eωtv(t))].
Thus, ∫ eωtv(t)
v(0)
ds
s+ ψ(s) ≤
∫ b
0
γ (s)ds = ‖γ ‖L1 .
Using condition (3.2), we get∫ eωtv(t)
v(0)
ds
s+ ψ(s) <
∫ ∞
c
ds
s+ ψ(s) .
Consequently, there exists a constantΛ such that eωtv(t) ≤ Λ, t ∈ J , and hence ‖x‖∞ ≤ Λ, whereΛ depends only on the
constants M and ω and the functions p and ψ . This shows that the set E is bounded. As a consequence of Theorem 3.2, we
deduce that F has a fixed point which is an integral solution of problems (1.1)–(1.2). 
4. Example
To apply our previous result, we consider the following partial functional differential equation for some p > 1
∂
∂t
u(t, y) = ∆u(t, y)+ θ(t)|u(t − τ(u(t, y)), y)|p for 0 ≤ t ≤ T and x ∈ Ω,
u(t, y) = 0, for y ∈ ∂Ω and 0 ≤ t ≤ T ,
u(t, y) = u0(t, y), for −τmax ≤ t ≤ 0 and y ∈ Ω,
(4.1)
whereΩ is a bounded open set of Rn with regular boundary ∂Ω, u0 ∈ C2([−τmax, 0] ×Ω,Rn), θ is a continuous function
from [0, T ] to R; and ∆ = ∑nk=1 ∂2∂x2k . The delay function τ is a bounded positive continuous function in Rn. Let τmax be the
maximal delay which is defined by
τmax = sup
y∈R
τ(y).
Let E = C(Ω) be the Banach space of the continuous functions onΩ with values in R. We define the linear operator A in
E by 
D(A) = {v ∈ C(Ω) : v = 0 in Γ ,∆v ∈ C(Ω)},
Av = ∆v for v ∈ D(A). (4.2)
In that case, one has D(A) = C0(Ω) = {v ∈ C(Ω) : v = 0 in Γ } ≠ C(Ω). We know from [8] that (0,+∞) ⊆ ρ(A) and for
λ > 0
|R(λ, A)| ≤ 1
λ
.
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Then A satisfies the Hille–Yosida condition withM = 1 and ω = 0. Moreover, the integrated semigroup generated by A has
a compact derivative for t > 0.
Let f be the function defined from [0, T ] × E to E by
f (t, ϕ)(y) = θ(t)|ϕ(y)|p for ϕ ∈ E and y ∈ Ω.
In that case f ; satisfies (H4), with p(t) = θ(t) and Ψ (v) = |v|p.
Let u be a solution of Eq. (4.1). Then x(t) = u(t, .) is a solution of the equation
x′(t) = Ax(t)+ f (t, x(t − τ(x(t)))) for t ≥ 0,
x(t) = φ(t) for −τmax ≤ t ≤ 0, (4.3)
where the initial value function φ is given by
φ(t)(y) = u0(t, y) for −τmax ≤ t ≤ 0 and y ∈ Ω.
One can see that
c = |φ(0)| and γ (t) = p(t).
Consequently, from Theorem 3.3, we get the following result.
Theorem 4.1. Assume that φ(0) ∈ D(A) and∫ +∞
|ϕ(0)|
ds
s+ sp > ‖θ‖L1 .
Then Eq. (4.3) has at least one solution in [0, T ].
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