We investigate, from the point of view of a comparison of linear and non-linear approximation methods, one specific example, where many of important general phenomena become fairly apparent. This is the family of the step (or Heaviside) functions
Introduction
In this paper we investigate in some detail one specific example, where many of important general phenomena in "image compression" become apparent: the family of step (or Heaviside) functions H t (x) defined on [0, 1] by H t (x) = 1, x ≤ t and H t (x) = 0, x > t.
A remarkable fact about the curve H = {H t (x), t ∈ [0, 1]} ⊂ L 2 ([0, 1]), which makes it very suitable for our problem, is its universality: it turns out to be a model for any "crinkled arc" in a Hilbert space (characterized by the property that any two its nonintersecting chords are orthogonal. See Section 3 below). For example, the curve H represents, up to an isomorphism, any nested family of compact subsets in the plane. In the image compression application we have in mind, H represents the motion in time of the objects boundaries in video-sequences.
Our consideration is motivated by an attempt to estimate the expected efficiency of various methods in compression of sill images and video-sequences. From the point of view pursued in this paper, most of the conventional image representation ("compression") methods can be considered as "semi-linear": their starting point is a linear representation of the image in a certain basis (Fourier, local Fourier, Wavelets ...). Then the coefficients of this linear representation are truncated, ordered and finally encoded in a highly non-linear way.
There are "geometric" methods of image representation, based on an approximation by non-linear image models (usually constructed from the edges, ridges and other geometric visual patterns appearing in typical images) -see [10, 9] and others. Some of these geometric methods have proved themselves to be very efficient in a representation and processing of special types of images (like geographic maps, cartoon animations, etc.). A new approach to the construction of geometric models for image representation, based on Singularity Theory, has been suggested in [1, 5] .
However, in general the "geometric" methods, as for today, suffer from an inability to achieve a full visual quality for high resolution photo-realistic images of the real worlds. In fact, the mere possibility of a faithful capturing such images with geometric models presents one of important open problems in Image Processing, sometimes called "the vectorization problem".
Whatever may be the answer, there is a need to mathematically estimate the expected efficiency of the nonlinear versus semi-linear versus linear methods. The main goal of this paper is to make a step in this direction, starting with the curve H (in its various appearances) as a model of a video-sequence.
As one of the main tools we use Kolmogorov's ǫ-entropy of functional classes, which is the amount of information (the number of bits) we have to store in order to specify a function from the class with the accuracy ǫ ( [7, 8] ). This provides the absolute lower bound, independent of the specific approximation scheme, linear or nonlinear, for the approximation complexity of the family H in the space L 2 ([0, 1]).
To bound from below the complexity of the best linear approximation of the family H, we use Kolmogorov's n-width, which is the best approximation of a given set, achieved by linear subspaces of a given dimension n ( [15] ).
We investigate in our example also the notion of a "non-linear width" recently introduced by V. Temlyakov in [12] . It incorporates into the approximation procedure the possibility to choose several linear subspaces of a given dimension at once.
We compute and compare all these "complexity measures" for the curve H. The main fact is that the usual ǫ-entropy of H is of order of C 1 log(
ǫ
). This is much smaller than the number of bits we need if we insist on a linear representation. In this last case we need C 2 (
) bits (at least, assuming that we use a "naive" coding of the coefficients).
It is important to stress that this is not true for any individual Heaviside function. It is well known (see, for example, [3] and Section 6 below) that such functions allow for a sparse representation of the prescribed accuracy ǫ with only C 3 log( On the base of these complexity calculations, we suggest in the last section some considerations, concerning relative efficiency of linear and non-linear approximation schemes for image and video compression.
In no way are our observations (in favor of non-linear geometric methods) conclusive. In the contrary, we stress the fact that in practice "semi-linear" compression methods provide today the best results available in the field. The approach based on an approximation by non-linear image models has yet to prove its practical efficiency.
However, we believe that the state of the art, achieved today by the geometric image representation, together with theoretical considerations, in particular, presented in this paper, justify a further work in this direction.
"Crinkled arcs"
As above, we define the curve H :
. This curve is continuous, and it has the following geometric property: any two disjoint chords of it are orthogonal in L 2 ([0, 1]). Indeed, such chords are given by the characteristic functions of two non-intersecting intervals. Intuitively, the curve H exhibits a "very non-linear" behavior: its direction in L 2 ([0, 1]) rapidly changes. Now let X be a general Hilbert space.
• it is continuous • any two disjoint chords of it are orthogonal, namely that for 0 ≤ s < t ≤ s ′ < t ′ ≤ 1 we have:
More details are given in the classical book of Halmos [6] . See, in particular, [6, problems 5-6] . The curve H provides the main example of a crinkled arcs.
Crinkled curves are preserved by certain natural transformations. Namely, one can perform
Then the result would still be a crinkled arc. A simple and surprising theorem is that these are the only possibilities to obtain a crinkled arc, and any two arcs are connected by this transformations: 
Proposition 2.4. S(t) is a crinkled curve.
Proof: Any two disjoint chords of the curve S are given by the characteristic functions of certain concentric non-intersecting domains in Q n , and hence they are orthogonal in L 2 (Q n ).
By Corollary 2.1, each of the curves S obtained as above, is isomorphic to the curve H in L 2 ([0, 1]). In the next section we discuss some possible implications of this fact in image representation. 
Digital images
A typical image is represented by a rectangular array of pixels (say, 512 × 512). At each pixel the brightness (or the color) discretized value is stored, typically, 8 bits or 256 brightness values, for grey-level images. In this paper we shall ignore the discrete nature of digital images, and consider them as bounded functions on the square Q 2 . (See [9, 1] for the discussion of some specific problems related to the discreet nature of the images).
3.1. Linear space of images. To make the space of images a linear one, we have to ignore another important feature: the image brightness has always to be within the prescribed interval (say, [0, 255] ). So we cannot add images as usual functions. Still, it is convenient to consider images as the elements of the Hilbert space L = L 2 (Q 2 ) of functions on the unit two-dimensional cell Q 2 .
However, considering images as elements in the linear space L stresses their non-linear nature. Let us mention some of the most immediate manifestations of this important fact.
1. First of all, addition (or, more generally, forming linear combinations of images) usually produces a new brightness function, which is difficult to interpret as a meaningful "image". Indeed, such a sum will show an artificial overlapping of the objects appearing on each one of the original images. Only for images representing exactly the same scene (like, for example, the three color separations R, G, B of the same color picture) their linear combinations have a direct visual meaning.
2. Secondly, only a small fraction of the standard image processing operations (like high-pass and low-pass filtering) are linear transformations of the Hilbert space L. Most of the usual image processing operations (as represented, for example, the Adobe's "Photoshop" package) take into account the visual patterns on the image. Consequently, the processing is subordinated to the geometry of the objects on the image, and in this way it is highly non-linear.
3. Third, individual images depend in a highly non-linear way on the boundaries data of the objects.
4. Finally, the most important time-dependent families of imagesvideo-sequences -turn out to be very complicated curves in L. In fact, as we shall see below, they behave geometrically as the "crinkled arcs" considered in Section 2.
Let us consider in more details the effect of the motion of objects on the image: this is the main content of typical video-sequences. To simplify the consideration, let us assume that the objects are perfectly black while the background is perfectly white. Then our images, as the elements of the Hilbert space L, are just the (negative) characteristic functions of the domains occupied by the objects on the image.
If an object moves in such a way that the occupied domains are expanding (for example, the object approaches the camera) then the corresponding trajectory in the space of images L is a crinkled arc by Proposition 2.1. So it is as far from a linear behavior as possible.
If the objects move in a more complicated way (in particular, their boundaries are deformed in a non-rigid manner), then the corresponding trajectory in the image space may not be a crinkled arc. However, he following proposition shows that typically such trajectories look like crinkled arcs "in a small scale". Proof: Let us assume that the curves C t (τ ) are parametrized by τ ∈ [0, 1], C t (0) = C t (1). Because of the genericity assumption we can assume that for each t ∈ [0, 1] the derivative
has a finite number of zeroes τ 1 , . . . , τ m and it preserves its sign between these zeroes. Therefore, the chords of C t are the characteristic functions of the domains as shown on Figure 2 . Specifically, the intersections of these domains are concentrated near the zeroes τ 1 , . . . , τ m of ∂Ct(τ ) ∂t . Clearly, the area of the possible overlapping parts of these domains is of a smaller order than the area of the domains themselves. The conclusion of Proposition 3.1 remains essentially valid also under more realistic assumptions on the color of the moving objects: indeed, near the object boundaries the image brightness in any case behaves as a scalar multiple of the characteristic function of the occupied domain. So we get a general (and, to our point, rather surprising) conclusion: a typical video-sequence is a "locally crinkled arc" in the Hilbert space L of images.
3.2.
Capturing of images and video-sequences by geometric models. As it was mentioned above, there exist at present some "geometric" methods of image representation, based on an approximation of image patterns by non-linear geometric models. Usually these models are constructed from edges, ridges and other geometric visual patterns appearing in typical images. The main specific feature of these methods is that we do not use the image "singular patterns" just to construct an adaptive representation in a certain basis or frame (compare [3] ). Rather, our models (both singular and regular), aggregated together, provide by themselves the ultimate representation of the image. The hope is to achieve an approximation visually indistinguishable from the original.
We would like to suggest a possible relation between the geometry of the crinkled arcs and "geometric" image compression methods. In order to do this, let us describe in somewhat more detail the method of image representation and compression suggested in [1, 5] . We have there four types of models:
1. Regular points, locally represented by low degree polynomials.
2. Curvilinear models, locally represented by a "central line" and transversal "color profiles". The central line is captured by a spline, as well as the color profiles (which are stored at the control points of the central line and interpolated along it). Typical curvilinear models are edges and ridges.
3. "Hills" and "hollows", capturing fine-scale patches on the image and locally represented by a Gaussian-like expressions.
As it comes to "black and white" images, the background (regular points) and the color profiles become irrelevant, and the only information we have to store is the geometry of the central lines.
Notice that in dimension one "edges" are reduced to the jump points. This is what we have to store. In particular, to memorize a Heaviside function H t (x) by our geometric method, we have to store (with a prescribed accuracy) just the value of the jump parameter t.
To represent a "video-sequence", we store just the evolution in time of the above model parameters.
Certainly, this setting of the compression problem is too favorable for "geometric methods", but, to our opinion, it provides some initial indications of their advantages and disadvantages.
Geometric image representation and crinkles arcs.
One of the most important tasks in the "geometric image compression" is a compact representation of the systems of curves and points on the plane. In the structure described above these are the central lines of curvilinear models and central points of hills and hollows. Mostly we can assume these curves and points to be mutually disjoint, and their specific parametrization is not essential.
Let us consider a special case, where the family of curves to be memorized is the family of the boundaries of a family of expanding domains in the plane. It turns to be difficult to utilize this special structure in the curve compression methods used in [1, 5] . In fact, according to this method, each curve will be stored separately. On the other hand, by Proposition 3.1 the characteristic functions of the inside domains of our curves form a crinkled arc in L 2 (Q 2 ) isomorphic to H. Consequently, we have an alternative approach to memorizing our family of curves: it is enough to memorize the transformations bringing it to H. This lead to two mathematical problems which we consider as important by themselves:
What is the complexity of the "normalizing transformation" in Theorem 2.1, and specifically, in Proposition 3.1? (We can use, for example, the notion of complexity for infinite-dimensional objects, introduced in [16, 17] ). How many bits do we need to memorize them? Problem 2. How to use "geometric redundancy" of the expanding family -the fact that the curves do not intersect and "bound one another" -in their "conventional" compression?
ǫ-Entropy of H
From now on we compute the ǫ-entropy, the linear and non-linear width only for the curve H in the space L 2 ([0, 1]). All these quantities depend only on the curve, and not on its parametrization, and they are preserved by the isometries of the ambient Hilbert spaces. To exclude the influence of the scalar rescaling we can normalize our curves, for example, assuming that the distance between the end-points is one. Then by Theorem 2.1, the ǫ-entropy, the linear and non-linear width are exactly the same for each crinkled curve.
Let us remind now a general definition of ǫ-entropy. Let A ⊂ X be a relatively compact subset in a metric space X. See [7, 8] and many other publications for computation of the ǫ-entropy in many important examples. Intuitively, ǫ-entropy of a set A is the minimal number of bits we need to memorize a specific element of this set with the accuracy ǫ. Thus it provides a lower bound for the "compression" of A, independently of the specific compression method chosen. 
Here the sign ≍ is used as an equivalent to the inequality
for certain C 1 and C 2 and for all sufficiently small ǫ. The sign ∼ shows that C 1 and C 2 tend to 1 as ǫ tends to zero.
Proof: Let us subdivide uniformly the interval [0, 1] into N segments ∆ i by the points t i = i N . We have
.
2 the ǫ-balls covering different points H(t i ), i = 1, . . . , N of the curve H do not intersect. Thus, we need at least N such ǫ-balls to cover H, while the 2ǫ-balls centered at the points H(t i ), i = 1, . . . , N cover the entire curve H. This completes the proof.
Kolmogorov's n-width of H
Let A ⊂ V be a centrally-symmetric set in a Banach space V .
Definition 5.1. The Kolmogorov's n-width W n (A) of the set A ⊂ V is defined as
where the infinum is taken over all the n-dimensional linear subspaces L of V , and dist(x, L) denotes the distance of the point x to L.
Intuitively, W n (A) is the best possible approximation of A by ndimensional linear subspaces of V . Let us define also N(ǫ, A) as the minimal n for which W n (A) ≤ ǫ.
To make the Kolmogorov n-width comparable with the ǫ-entropy, we define the notion of a linear ǫ-entropy of A, which is the number of bits we need to memorize A with the accuracy ǫ, if we insist on a linear approximation of A (and if we "naively" memorize each of the coefficients in this linear approximation):
Now we state the main result of this section:
Proof: It is enough to prove the bounds for the n-width of H. The corresponding bound for N(ǫ, H) and H l (ǫ, H) follow immediately. Now, the upper bound for the n-width we obtain, considering the Fourier series approximation of the Heaviside functions H t (x).
Then a 0 = t and a n = 1−e −2πint 2πin
for n = 0. We have |a n | ≤ 1 πn
. Hence the L 2 error f n in the approximation of any H t by the first 2n+ 1 terms of its Fourier series satisfies
And therefore
The proof of the lower bound we split into several steps.
Lemma 5.4. For a set A k = {±e i |(e i , e j ) = δ ij , 1 ≤ i ≤ k} and n < k the following inequality holds
Proof: Denote W = span{e i } and P W the orthogonal projection on W . We take an n-dimensional subspace V . We can assume that V ⊆ W This is because for v ∈ V, a ∈ A k we have:
, and in order to minimize the distance we can assume V ⊆ W . Denote P : W −→ W the orthogonal projection on V in W . We need to compute max 1≤i≤k ||(I − P )e i ||. But
On the other hand, (5.7)
The last equality is because I −P is a projection into a (k−n)-subspace. Combining equations (5.6),(5.7) we have
Proposition 5.6.
This set is formed by k orthogonal vectors of length
for any vector space V , and thus:
The norm of χ (
, and according to Corollary 5.5 we have
Taking k = 2n provides the required result. This completes the proof of Proposition 5.1 and of Theorem 5.1.
Sparse representation of a step-function
Our main example of the family H of the step-functions H t (x) allows us to illustrate also some important features of "sparse representations". Consider the Haar frame:
where φ = χ [0, 1] . To get an approximation of a certain fixed stepfunction H t 0 (x) consider the binary representation of t 0 :
Then for each n the sum 2 , and then let the jump point t of H t change, then the elements of the Haar frame, participating in the representation of different H t (x), eventually cover all the 2 n binary step-functions of the n-th scale. So altogether, to approximate the entire curve H ⊂ L 2 ([0, 1]), we need the space of the dimension 2 n = (
2 . This agrees with the value of W n (H) computed above.
6.1. n-term representation. In order to quantify the "sparsness" of different representations (and, in particular, to include the previous example in a more general framework) we call (following [4, chapter 8]) a countable collection D of vectors in a Banach space a dictionary, and define the error of the n-term approximation of a single function f by:
We use three different dictionaries for L 2 [0, 1]: Fourier basis:
Haar frame:
and Haar basis:
, which means, that the best n-term approximation in this case is the same as the usual linear Fourier approximation. Also, we have
It is customary in the Approximation Theory to demand that n-term approximation will be "computable"-so that it has polynomialdepth search. This means that we can enumerate our dictionary with a fixed enumeration D = {f 1 , f 2 , ...} in such a way that for a certain polynomial p : N → N the n-terms of approximation come from the first p(n) terms of the dictionary, see [3] . Clearly, if we consider HF and HB we will need to take each function from a different level of Haar basis/frame, and therefore our search will have an exponential depth.
Temlyakov's non-linear width
The following notion of a "non-linear wdth" was introduced in [13] :
where L(X) m denotes the collection of all the linear m-dimensional subspaces of X .
The approximation procedure, suggested by this notion, is as follows: given N and m, we fix (in an optimal way) a subset
Then for each specific function f ∈ X we first pick the most suitable subspace L i in L N , and then find the best linear approximation of f by the elements of L i .
The notion of a nonlinear width provides a "bridge" between the linear approximation and the approximation based on geometric models (Section 3.2 above). Indeed, ultimately the set L N may be just the set formed by geometric models, for all the values of the parameters (discrtetized with the required accuracy). See Section 8.4 below where we analyze this "bridging" for the curve H. 
In other words, we subdivide A into N open sets and check m-width on each of the sets separately. Then the maximum m-width over N sets is the (N, m)-width of A. inf 
We conclude that
In the other direction, let
and therefore
Taking ǫ −→ 0 in the inequalities (7.1), (7.2), we get an equality.
In what follows, we take X = L 2 ([0, 1]).
Proposition 7.3.
Proof:
To establish an upper bound, define
within an error of
. In order to establish the lower bound, we prove a variant of a Lemma 5.4.
Lemma 7.4. For a set
and n < k the following inequality holds
The difference with Lemma 5.4 is that we allow orthogonal vectors with varying lengths. Proof: Let V be a n-dimensional space and W = span{e i }. Just like in Lemma 5.4, we can assume V ⊆ W . Denoting the orthogonal projection of W into V by P , we are required to compute max
Since
are orthonormal then
Combining equations 7.3 and 7.4 we get the required result.
We return to the proof of the Proposition 7.3. We employ Lemma 7.2.
.n be an open cover of H. Define
− ǫ, for any ǫ > 0. meas(V i ) denotes here the Lebesgue measure of V i . We apply Lemma 7.4 
For any vector space V we have
meas(V i ) ≥ 1 and so
for any open cover of H. And so, according to Lemma 7.2
And so we obtain the required lower bound after we take ǫ −→ 0. ). This is the lower bound on the number of bits in any compression method.
8.2. "Model-based compression". Now, our "non-linear model-based compression" where we use the "library model" H t (x) to represent itself, and where we memorize just the specific value of the parameter t, requires exactly this number of bits. Indeed, since the L 2 -norm of H t 2 −H t 1 is √ t 2 − t 1 , we have to memorize t with the accuracy ǫ 2 . This requires exactly 2 log( 1 ǫ ) bits. 8.3. "Linear" compression. Let us assume now that, given the required accuracy ǫ, we insist on a representation of the functions H t (x) in a fixed basis, the same for each t. On the other hand, we allow the approximating linear space to depend on ǫ. This leads to the Kolmogorov n-width, as defined in Section 5. We store each coefficient with the maximal error ǫ, so we allow for it log( ) bits (and thus we ignore a very special "sparse" nature of the representation of H t (x) in some special bases, for instance, in the Haar frame, discussed in Section 6). Then the number of bits required is given by the "linear ǫ-entropy" H l (ǫ, H), introduced in Section 5. By Theorem 5.1, we have
In fact, to get a representation with this amount of information stored, we do not need all the freedom provided by the definition of n-width. It is enough to fix the approximating space to be the space of trigonometric polynomial for any required accuracy ǫ. Then to approximate H t with the L 2 -accuracy ǫ we take the Fourier polynomial F n t of H t of degree n = 1 ǫ 2 and memorize its coefficients with the accuracy ǫ n . 8.4. "Non-linear width" compression. In [13] a notion of a "nonlinear (N, m)-width" has been introduced (see Section 7 above). It suggests the following procedure for approximating functions H t (x): given the required accuracy ǫ, we fix a subset of
. Then for each specific function H t (x) we first pick one of the subspaces L i (the most suitable), then find the best linear approximation of H t (x) by the elements of L i , and finally memorize the coefficients of the best linear approximation found.
Let us estimate the number of bits required in this approach. By Theorem 1.7, for the non-linear N, m-width of H we have
Given the required accuracy ǫ, we have to fix the parameters N and m in such a way that Certainly, the best choice is m = 1: we just take N = (
, and approximate H t with the nearest among H t i . This is, essentially, the same as the "model-based" representation in Section 8.2 above. 8.5. "Sparse" representation. Till now the comparison was in favor of a model-based approach. Let us consider now the Haar frame representation of H t (x) considered in Section 6 above. This is the most natural competitor, both because of its theoretical efficiency, and since many modern practical approximation schemes are based on sparsness considerations (see [2, 3, 12, 13, 14] ).
By the computation of Section 6, to approximate each individual step-function H t 0 via the Haar frame in the L 2 -norm, we need only m = 2 log( bits to do this. We get a little bit more information to store than in the "modelbased" approach. Also, it may look not natural to approximate such a simple pattern as a jump of a step-function with a geometric sum of shrinking signals. However, the main problem is that if we let the jump point t of H t change, then the elements of the Haar frame, participating in the representation of different H t (x), jump themselves in a very sporadic way, and eventually cover all the 2 m binary Haar frame functions of the m-th scale.
Notice also that from the point of view of the non-linear width (Section 8. So it would be much more natural and efficient to represent a "videosequence" H = {H t (x), t ∈ [0, 1]} by a moving model, than to follow the jumping parameters in a sparse Haar representation for variable t. This conclusion certainly is not original. The problem is to get a full quality model-based geometric representation of real life images and video-sequences!
