The predictability of rate of return measures by Kelly, Gary Joseph
THE PREDICTABILITY OF RATE OF RETURN MEASURES 
by 
GARY JOSEPH KELLY 
A thesis submitted for the degree of Doctor of Philosophy at The Australian National 
University 
4 November 1996 
11 
In compliance with the requirements relating to admission to examination and 
submission of theses, for the Degree of Doctor of Philosophy at The Australian 
National University, I hereby certify that, unless otherwise stated, the work which 
follows is my own and has not been submitted for a higher degree to any other 
Institution or University. 
I 
Gary Joseph Kelly 
ll1 
ACKNOWLEDGMENTS 
I would especially like to thank the Chairman of my supervisory panel, Mark Tippett, 
for his encouragement, technical advice and constructive feedback throughout the 
duration of this thesis. To the other members of my supervisory panel, Trevor 
Breusch and Allan Hodgson, I thank them for their valued input. In addition, Allan 
Barton, Russell Craig, Ralph Drtina, Vince Hooper, John Lynam, John Okunev, 
Martin Ryan, Greg Shailer, Mohammad Tahir and Roger Willett provided insightful 
comments and constructive criticisms on earlier versions of this thesis. 
I am grateful to the Faculties Research Grant scheme at The Australian 
National University for funding the research underlying this thesis, and thank Peter 
Campbell, Soh Goh, John Lynam, Foong Ng and Tina Parolin for assistance with 
data transcription, Kathy MacLaren, Kai Stening and Mark Zhang for help with 
statistical analysis and seminar participants, Department of Commerce, The Australian 
National University. 
In particular, I would like to record my thanks and appreciation to my wife, 
Maree, and our four children, Ross, Sarah, Eleanor and Mark, for making this thesis 
accomplishable. 
IV 
ABSTRACT 
During the past four decades, a predominantly academic debate has raged in the 
accounting and economics literature about the propriety of using the pragmatic 
accounting rate of return [ARR] as a substitute for the theoretically superior 
economist's discounted cash flow or internal rate of return [IRR]. The general result 
from the theoretical and empirical literature is that ARR is an inexact monitoring proxy 
for the principal, IRR. Much of the previous research in this area has been concerned 
with ex post ARR and IRR. However, it is now widely recognised that past IRR is of 
little interest to users such as accountants, economists and policy makers. 
The early analytical research has found that ARR is a poor proxy for IRR. 
More contemporary research has focused attention on developing more realistic 
economic frameworks and generating finer empirical evidence. The objective is to 
either support or refute conclusions reached in preceding rate of return research, and to 
provide novel insights into performance evaluation problems. Recent studies can be 
categorised as analytical technology formulation, econometric model construction and 
empirical evidence generation. 
A modified mean reverting formulation of a continuous time framework 
advanced by Uhlenbeck and Ornstein [1930] is used. This technique circumvents 
Golden Age conditions under which expectations are always fulfilled [budget equals 
actual]. This method imposes a constant discount rate and assumes firms have infinite 
lives, which avoids having to estimate unobservable terminal values. So, by modelling 
environmental uncertainty explicitly and imposing assumptions on stochastic cash 
flows, probability evaluations can be undertaken on IRR and ARR relationships. 
Results confirm the alternative hypothesis that ARR is an unreliable substitute for 
IRR. Sub-optimal policy and resource allocation outcomes can therefore emerge if 
ARR is used as a deputy for the economic return. Hence, the overall conclusion 
emanating from this thesis is that ARR is a flawed monitoring device for ex ante IRR. 
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CHAPTER I 
INTRODUCTION 
1.1 Background and Importance 
This thesis is concerned with engendering both a theoretical and empirical 
understanding of the predictability of rate of return measures. An unresolved debate in 
the accounting and economics literature concerns the application of the accounting rate 
of return [ARR] rather than the economist's discounted cash flow or internal rate of 
return [IRR] for performance evaluation. The classic Harcourt [1965, p. 69] paper 
stated that the "accountant's measure of the rate of profit is taken to be the ratio of 
annual accounting profit to the average of the opening and closing book values of the 
assets in the business concerned." This is precisely the definition of ARR applied 
throughout this thesis. Kay [1976, p. 449] defined the accounting rate of return a[t] as 
the ratio of net profit, {flt] - d[t]J to the book value at time t, where/represents the 
cash flows generated by a t-year-old machine and dis the relevant depreciation rate. 
Harcourt [1965, p. 68] asserted that the "expected rate of profit in a 'Golden 
Age' is the internal rate of return - the rate of discount which makes the present value 
of the expected quasi-rents equal to the supply price of each machine." According to 
Harcourt [1965, p. 66], "Golden Age" conditions pertain where "uncertainty is absent, 
expectations are fulfilled, and the rate of profit has an unambiguous meaning." 
Whittington [1979, p. 201] defined IRR as "that rate of discount which will give a zero 
initial Net Present Value of the lifetime cash flows of a project or [in the case of the 
whole firm] a group of projects." More generally, Gordon and Stark [ 1989, p. 427] 
derived the IRR based on the initial cost of a corporation's assets. Chapters II and VI 
discuss these definitions in more detail. 
t' 
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This thesis makes solid contributions to the resolution of the IRR and ARR 
debate. Specifically, this thesis provides a literature synthesis and critique of previous 
ARR and IRR research. Hence, virtues and shortcomings of IRR and ARR are 
identified, and resolutions advocated by prior researchers are discussed in chapter II. 
The predominant contribution is whether ARR performs as an effective monitor for 
IRR. Empirical testing of a variety of data and hypotheses is discussed in chapter III in 
addition to this theoretical analysis. Specifically, chapters IV and V analyse both time 
series [comparing a company at dissimilar points in time] and cross-sectional 
[comparing an entity with other firms at the identical point in time] regressions 
conducted on the financial data set [Foster, 1986, p. 176]. A modified mean reverting 
formulation of a continuous time framework advanced by Uhlenbeck and Ornstein 
[ 1930] is used in chapter VI to test for deviations between IRR and ARR statistics. 
This thesis thus compares the pragmatic ARR with the theoretically superior IRR. 
Rate of return indicators are important for monitoring the economic 
performance of both publicly listed corporations and government business 
instrumentalities. Financial statement users such as practising accountants, financial 
analysts, loan officers and government policy advisers regularly make use of ARR 
instead of IRR to assess the financial performance of firms and public sector 
enterprises [Bain, 1968; Byatt, 1986; Department of Finance, 1987a, 1987b, 1988, 
1990; Kelly and Tippett, 1991; Whittington, 1979, 1988]. 
The IRR construct, which utilises discounted cash flow information and is 
defined over an interval, is regarded in the extant economics and accounting literature 
as a theoretically ideal measure of economic performance. On the other hand, the ARR, 
based on accrual accounting concepts and defined as a periodic statistic, is considered 
to be a pragmatic, albeit somewhat defective, measure of corporate financial 
performance [Fisher and McGowan, 1983; Swalm, 1958; Vatter, 1966]. The central 
issue is whether ARR actually performs as a reasonable, reliable and effective proxy 
for the principal, the economic rate of return [Bhaskar, 1972; Peasnell, 1982; Wright, 
1978, 1979, 1983]. 
3 
Although accounting book figures, notwithstanding their many inherent 
imperfections documented in the literature [Chambers, 1966, 1996; Dye and 
Verrecchia, 1995; Edwards and Bell, 1961; Godfrey, Hodgson, Holmes and Kam, 
1994; Ijiri, 1975; Seddon, 1992], required to compute ARR are readily available1, the 
past, present and future cash flow information needed to calculate economic return is 
generally unavailable and is difficult to estimate. 2 In other words, an information 
requirement differential exists between ex post ARR and prospective IRR which 
explains the widespread application of ARR [Foster, 1986, pp. 67-68; Horngren and 
Foster, 1991, p. 883; Kay, 1976, p. 448; Solomon, 1966, p. 232]. As a result, major 
problems arise for financial statement users if it can be demonstrated, either 
theoretically or empirically, that ARR is a poor proxy for the theoretically more valid 
IRR. If this is so, caution should be exercised by financial statements users when 
utilising ARR as an economic resource allocation tool [Brief, 1983; Butler, Holland 
and Tippett, 1994; Fisher and McGowan, 1983]. Concerning the motivation for 
economists wishing to measure economic profitability and IRR, Luckett [1984, p. 
213] asserted that "[i]ntegrally related to the measure of economic income is the 
measurement of the [IRR] of a project, a firm or an industry. This concept is central to 
economic investment theory, and is hence of great interest to economists." 
This is an important topic to study because if ARR is shown empirically to be 
a poor and potentially misleading surrogate for ex ante economic return, then 
1 Solomon [1966, pp. 232-233] observed that a rationale for the "widespread use of the book-yield 
[ARR] as a measure of return on investment is that it ties in directly with the accounting process. A 
second reason is that it is the only approach available for measuring the ongoing return on investment 
for a collection of assets which together comprise a division or a company." 
2 The continuous time cash flow model developed and illustrated by Kelly and Tippett [1991], 
however, was designed specifically to facilitate the estimation of the future cash flow information 
necessary to compute IRR. 
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substantial doubts are cast about the validity and predictive ability of actually using the 
easy to calculate, but evidently defective, ARR measure. 3 In addition, empirical testing 
of IRR and ARR relationships may help to illuminate conceptual difficulties associated 
with attempting to reconcile economic income with accounting profitability [Bhaskar, 
1972; Brief, 1983; Demski, 1973; Demski and Sappington, 1990; Luckett, 1984; 
Ohlson, 1983, 1995; Peasnell, 1982]. 
This study provides a substantial opportunity to apply the cash flow technique 
initially developed in Kelly and Tippett [1991] to obtain estimates of the prospective 
IRR statistic that each corporation is likely to earn over its remaining life. This cash 
flow model shall be applied to a selection of Australian publicly listed corporations. 
The remainder of this introductory chapter provides the justification and foundation for 
the remainder of this thesis. 
1.2 Motivation 
This thesis is motivated by concern that although the economic rate of return statistic is 
regarded as the theoretically ideal and sustainable measure of financial performance, its 
actual application is limited when compared to the more pragmatic and easy to observe 
ARR. A major objection to the predictive ability of ARR, though, is the serious 
allegation that it fails to produce results consistent with the theoretically more 
sustainable ex ante IRR. As such, ARR is a flawed financial variable. For example, 
ARR is based on accrual accounting constructs which provide considerable scope for 
"manipulation" by management through the discretionary choice of accounting 
methods [such as depreciation accounting and inventory valuation]. In other words, 
3 Solomon [1966, p. 234] argued that " ... a company or division is a collection of ongoing 
projects, and we have neither data nor estimates of all cash flows, past and future ... we have no direct 
way of measuring or estimating the true yield [IRR] for a company. In contrast, book-yield [ARR] is 
conveniently available ... if the book-yield approach produces incorrect results for a single investment 
outlay it must follow that the book-yield measure for a company is also subject to error." 
I ~ . 
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ARR is subject to problems concerning the intertemporal distribution of profits and 
associated asset book valuations. As a consequence, ARR may be misleading, 
especially if it can be shown through empirical analysis that ARR is a poor proxy for 
IRR. In the above scenario, ARR can generate and convey garbled and misleading 
signals about true economic return. Under these circumstances, caution should be 
exercised by financial statements users when applying ARR as an efficient resource 
allocation instrument [Brief, 1983; Butler, Holland and Tippett, 1994; Demski and 
Sappington, 1990; Fisher and McGowan, 1983; Harcourt, 1965]. 
ARR is utilised by practising accountants, financial analysts, loan officers and 
government policy advisers. It is used to ascertain the effectiveness of enterprise 
takeovers, to examine instances of restrictive trade practices, to assess price setting 
structures by public sector business instrumentalities, to predict and assess economic 
efficiency and in government cost-benefit analyses [Butler, Holland and Tippett, 1993, 
p. 315; Byatt, 1986; Foster, 1986, pp. 67-68; Kelly and Tippett, 1991, p. 321; 
Luckett, 1984]. 
Methodological weaknesses of the ARR construct, when considered in 
conjunction with its propensity for manipulation through "creative" accounting 
practices, have led many economics and accounting researchers to severely question 
the predictive ability of ARR as a reliable surrogate for economic return. For example, 
Peasnell [1982, p. 361] summarised prior literature: 
Textbooks and articles too numerous to mention caution against attempting 
to derive the economic value of a firm or investment by means of 
discounting future accounting profit numbers. Similarly, accountants and 
economists have long recognised the dangers of imputing economic 
significance to accounting profit rates. 
In a similar vein, Fisher and McGowan [1983, p. 90] have argued that: 
... there is no way in which one can look at accounting rates of return and 
infer anything about relative economic profitability ... The economic rate 
of return is difficult - perhaps impossible - to compute for entire firms. 
Doing so requires information about both the past and the future which 
outside observers do not have, if it exists at all. 
,-' 
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More recently, utilising three definitions of cash flow and a large British database to 
investigate quantitative relationships between ARR and ex ante economic return, 
Butler, Holland and Tippett [1994, p. 316] were able to conclude: 
... by itself, the ex post ARR appears to be a very poor surrogate for the IRR. 
Hence, its use as an allocational instrument would appear to be fraught with 
danger ... In the very least, those who employ the ARR as a statistic through 
which to assess economic efficiency and/or the potential for economic rents, 
would be well advised to do so with an eye to both the company's size and 
the relative level of the ARR. 
As a result of the views expressed in the above three papers, the propensity for ARR to 
act as a useful and predictive proxy for IRR has been seriously questioned. Additional 
empirical research in this area, but in a different institutional environment, therefore 
appears warranted and justified. Australia is selected because there is a paucity of 
empirical rate of return research conducted in that country. 
Further motivation was provided by Bhaskar [1972, p. 40], Livingstone and 
Salamon [1970, p. 214] and Whittington [1979, p. 201]. They have observed that the 
real world is characterised by uncertainty, and have recommended that uncertainty 
should be recognised in future research projects. In response to these pleas, Kelly and 
Tippett [1991] formulated an econometric model which incorporates uncertainty and, 
by imposing assumptions on stochastic cash flows, estimates for the IRR which firms 
are expected to earn over their remaining lives can be derived. Economic return 
estimates may then be used empirically to make probability assessments about ARR 
and IRR relationships. 
1.3 Objectives and Contributions 
This thesis has six objectives and contributions. First, this thesis provides a synthesis 
and critique of the important prior literature. Examination of quantitative relationships 
between ARR and IRR has spawned a considerable volume of literature [Brief, 1986; 
Department of Finance, 1987a, 1987b, 1988, 1990; Gordon and Hamer, 1988; 
Luckett, 1984; McDougall and Round, 1986; Swalm, 1958]. Much of the research in 
Ii" 
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this area is predominantly analytical and normative: studies such as Fisher and 
McGowan [1983], Harcourt [1965], Livingstone and Salamon [1970], Peasnell 
[1982], Solomon [1966] and Stauffer [1971] have utilised deterministic and/or 
simulation methods4, while other studies such as Butler, Holland and Tippett [1994], 
Freeman, Ohlson and Penman [1982], Kay [1976], Kelly and Tippett [1991] and 
Stark [1982] were based on varying degrees of both analytical and empirical research. 
Second, this thesis discusses and integrates various stochastic relationships 
between current and future dividends, accounting earnings, share prices and cash 
flows. These crucial financial variables have been discussed and modelled extensively 
in the accounting and finance literature [Beaver, 1989; Black, 1980; Garman and 
Ohlson, 1980; Merton, 1973; Miller and Modigliani, 1961; Modigliani and Miller, 
1958; Ohlson, 1983, 1995; Rubinstein, 1976; Sharpe, 1964]. The pioneering work is 
that of Rubinstein [1976, p. 407], who derived a general formula through which it is 
possible to value 11 ••• uncertain income streams consistent with rational risk averse 
behaviour and equilibrium in financial markets. 11 Ohlson [1983, pp. 149-150] used the 
Rubinstein [1976] model to investigate interrelationships between earnings, dividends 
and equity prices by applying a linear recursive model. 
A crucial assumption behind the Ohlson [1983] model is the time series 
stability condition imposed on the covariance between future dividends and the 
marginal utility of future consumption. If instead it is assumed that the covariance 
between a normalised measure of future dividends and the marginal utility of future 
consumption is an exponentially declining function of time, then dividend irrelevance 
can be rationalised in a much more intuitively appealing manner. For it then follows, 
the Rubinstein [1976] model implies that the value of an equity security is given by the 
present certainty equivalent of its future dividend payments. Further assumptions about 
4 Bhaskar [1972] used both deterministic analysis and probabilistic simulation experiments 
[stochastic analysis] to examine relationships between ARR and economic return. 
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how undistributed dividends are re-invested, show that the Rubinstein [1976] model 
reduces to the Kelly and Tippett [1991] technique applied in this thesis. 
The third objective arises from disenchantment about the utility and predictive 
ability of ARR as a satisfactory proxy for the IRR construct has induced some 
researchers to address the problem by adopting alternative approaches [Ijiri, 1978, 
1979, 1980; Luckett, 1984, p. 229; Salamon, 1982, 1985, 1988; Solomon, 1966; 
Whittington, 1988].5 For example, developments in the USA have centred on the 
concept of the Cash Recovery Rate [CRR]6, which utilises cash flow information, as 
an observable proxy for estimating the economic rate or return. An advantage of using 
the CRR approach is that the resultant financial statements produced are more 
consistent with information required for capital budgeting decision analysis. 7 As a 
consequence of these considerations, it has been argued quite strongly that the CRR, 
5 Solomon [1966, p. 243] recommended the application of the cash flow before depreciation 
divided by gross book value ratio as an alternative measure for the problematic ex post ARR. Vatter 
[1966, p. 682] commented that the cash flow before depreciation divided by gross book value ratio 
refers to "accrual income after income taxes but without recognition of related depreciation or other 
long-term amortisation .. . it is an approximation of 'funds arising from operations' in the 
conventional funds statement." 
6 CRR is defined as the ratio of cash recoveries during a specified period divided by gross 
investments outstanding during the period. Ijiri [1978, pp. 345-347; 1980, pp. 55-56] and Salamon 
[1982, p. 293] defined cash recoveries as funds from operations, plus proceeds from disposal of long-
term assets, plus interest expense, plus any decrease in current assets while gross investments are 
calculated as the mean of opening and closing gross total assets. 
7 To evaluate the effectiveness of projects, processes, or organisational units, Vatter [1966, p. 681] 
argued in favour of the use of " ... capital budgeting techniques such as the discounted flow pattern, in 
which the rate of return plays an important part for selection of new investments from a group of 
proposed alternatives." 
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rather than the ARR, is likely to be more closely aligned with the IRR metric [Griner 
and Stark, 1988, 1991; Ijiri, 1978, 1979, 1980; Salamon, 1982, 1985, 1988]. Whilst 
discussed, however, extensive theoretical analysis and empirical testing of this 
approach is outside the scope of this thesis. 
Rather than proposing the application of CRR to estimate IRR, the fourth 
objective concerns a number of researchers who have examined the applicability of 
Real Terms Accounting [such as current cost financial statements based on value-to-
the-owner and a real financial capital maintenance concept] to rate of return measures. 
The implicit rationale for adopting this approach is that financial statements prepared on 
the basis of current cost constructs are more likely to provide a suitable proxy for IRR 
than [adjusted] historical cost financial statements [Barton, 1974, 1984; Baumol, 
Panzar and Willig, 1982; Byatt, 1986; Edwards and Bell, 1961; Edwards, Kay and 
Mayer, 1987; Sweeney, 1936; Tippett and Craig, 1986]. Again, whilst discussed, 
extensive analysis of this approach is outside the scope of this thesis. 
Fifth, this thesis reviews and empirically tests the predictive ability [basic time 
series and cross sectional properties] of accounting earnings and other financial 
variables [Ball, Brown and Officer, 1989; Ball and Watts, 1972; Beaver, 1970; Foster, 
1986, Chapters 6, 7 and 8; Ijiri, 1979; Little, 1962; Little and Rayner, 1966; Salamon, 
1982]. The motivation which lies behind this empirical analysis concerns [1] whether 
nondeflated corporate time series earnings8 can be characterised by a pure random 
8 More recent empirical research has focused attention on making a fundamental distinction 
between permanent and transitory earnings components [Collins and Kothari, 1989; Easton and 
Zmijewski, 1988; Kormendi and Lipe, 1987; Miller and Rock, 1985; Wu, Kao and Lee, 1996]. For 
example, Lev [1989, pp. 169-170] commented that " ... unexpected earnings are split into two 
components: one [persistence] that affects expectations of future earnings and cash flows, and the other 
[transitory] that does not affect expectations. The persistence component is often estimated from the 
time series of earnings, and thus the measurement of persistence depends on the time-series model 
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walk, a random walk with drift pattern [a submartingale process] or some other 
process and [2] whether deflated time series earnings portrays a moving average or 
mean-reverting process thereby implying a "normal" earnings expectation [Aksu, 
Eckstein, Greene and Ronen, 1996; Beaver, 1970; Lev, 1974, pp. 119-125, 1983, 
1989; Watts and Leftwich, 1977]. 
Much of the early empirical research conducted in the area of time series 
properties and associated predictive ability aspects of corporate earnings was motivated 
by [1] the need to ascertain the behaviour of the statistical process underlying the 
generation of earnings and [2] the desire to construct robust forecasting models 
designed to predict future accounting earnings changes [Albrecht, Lookabill and 
McKeown, 1977; Ball and Watts, 1972; Chant, 1980; Lev, 1974, pp. 121-122; 
Whittred, 1978]. These researchers have generally concluded that earnings changes are 
unpredictable and follow a random walk or martingale process with drift.9 
Researchers have thus focused attention on the application of finer 
[additional] information structures to determine the predictability and the time series 
properties of accounting earnings and financial variables [Butler, Holland and Tippett, 
1994; Marschak and Radner, 1971, pp. 53-59]. In a pioneering paper in the USA, 
Freeman, Ohlson and Penman [1982, pp. 639-640] commented on the previous 
conclusion that corporate earnings patterns are unpredictable and follow a random walk 
or martingale process with drift: 
assumed by the researcher." Transitory components will induce mean reversion back to permanent 
earnings. 
9 Lev [1974, pp. 130-131], however, proffered the caveat" ... that the evidence on the random 
behaviour of earnings changes pertains to the means or medians of the sampled firms ... There are 
some indications that earnings of atypical firms ... deviate systematically from randomness ... an 
analyst concerned with a specific firm should ... attempt to identify persistent patterns in its earnings 
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... is only true in a limited sense, since a modest enlargement of the 
predictive information set should allow for a rejection of the hypothesis 
that earnings changes are unpredictable. Specifically, we hypothesise that 
book rate-of-return predicts earnings changes. If this is so, past inferences 
based on the "random walk hypothesis" are incorrect. 
As a consequence of the views expressed in Freeman, Ohlson and Penman [1982], the 
generic finding by many prior academic researchers that accounting earnings behaviour 
is unpredictable and follows a random walk or martingale process with drift was very 
seriously questioned. 10 
Freeman, Ohlson and Penman [1982, p. 645] utilised both book rate of return 
[ROR = Model l] and earnings per share [EPS = Model 2]. The sample used 
comprised 30 corporations selected at random. They [p. 645] hypothesised that the 
ROR variable would follow a mean-reverting process without drift whilst EPS was 
hypothesised to follow a process possessing a positive drift-term. With respect to the 
results obtained for Models 1 and 2, Freeman, Ohlson and Penman [1982, pp. 645-
650] found that the slope coefficient was negative for all except one firm in their 
sample. Based on logistic and predictive tests, they [p. 640] concluded: 
... current book rate-of-return provides a basis for predicting future 
earnings changes. A relatively low rate-of-return implies that earnings are 
"temporarily depressed"; similarly, a high rate-of-return implies that 
earnings are "unusually good." The evidence ... suggests that, while the 
"random walk hypothesis" is quite robust with respect to past earnings, 
more successful predictions can be made by expanding the conditioning 
information set to include book value of net assets. 
record. Serial correlation tests, runs analyses, and exponential smoothing models can be used to reveal 
such patterns to be subsequently used in the prediction model." 
lO More specifically, Freeman, Ohlson and Penman [1982, p. 642] argued that "[t]he random walk 
hypothesis, no matter what its precise conditioning information set, cannot be strictly true ... The 
issue is not whether the hypothesis is fundamentally true in some absolute sense, but rather whether 
it is a 'good' or 'poor' [first-order] approximation." 
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Increasing the information set available to include rate of return [ROR] thus 
appears to result in significant improvements in the prediction of future earnings 
changes. Freeman, Ohlson and Penman [1982, p. 652] commented that further 
improvements in earnings predictions could be accomplished by incorporating 
additional economic and accounting variables in the conditioning information set. 
Results obtained by Butler, Holland and Tippett [1994] using United Kingdom data 
support the Freeman, Ohlson and Penman [1982] conclusions. Butler, Holland and 
Tippett [1994] used a database of 195 publicly listed British corporations and applied 
time series regressions to book rate of return. They concluded [p. 306] that 11 ••• the 
estimated regression coefficients are consistent with the hypothesis that the ARR is a 
mean reverting statistic. All but four of the estimated [slope coefficients] ... is negative 
and over 50% are significantly different from zero at the 5% level ... all but five of the 
estimated [drift terms] are positive, with 37% being significantly different from zero at 
the 5 % level. 11 
Following the analysis performed in Butler, Holland and Tippett [1994] and 
Freeman, Ohlson and Penman [1982], a number of Ordinary Least Squares [OLS] and 
Logit regression methods will be specified [in section 3.5 of this thesis] and applied 
[results shall be presented in sections 4.2 and 5.2]. This is done to appraise book rate 
of return [Model 1], earnings per share [Model 2] and cash flow per share [Model 3] 
changes on both time series and cross-sectional bases. 
Sixth, this thesis provides additional empirical evidence about the 
predictability of using alternative rate of return measures to evaluate corporate financial 
performance. This includes ARR and IRR, at both individual and aggregate levels. 
While Kelly and Tippett [1991] utilised just five large Australian publicly listed 
companies to illustrate the application of their statistical model, they made the 
observation [p. 327] that: 
An obvious area for further research is the application of the ... analysis to 
a larger sample. This research should provide more concrete evidence on 
the relationship between the ARR and prospective economic return, both at 
the level of the individual corporation and, more importantly, at the 
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aggregate level. It should also cast light on the [hypothesis advanced by 
Demski and Sappington [1990]]; namely, that firms are likely to report a 
downward biased distortion of the 'true' accounting profit figure. 
As a result, the cash flow model developed in Kelly and Tippett [1991] and applied by 
Butler, Holland and Tippett [1994] utilising United Kingdom data shall be employed in 
this thesis to estimate the economic return each corporation is likely to earn over its 
remaining life. I I This rate of return technique will be applied to a randomly selected 
sample of 44 Australian publicly listed corporations. It is anticipated that such analysis 
shall provide useful empirical evidence on the Demski and Sappington [1990] 
hypothesis that managers of firms have incentives to disclose a downward 
conservative distortion of true profitability. 
1.4 Research Method and Methodological Caveats 
Appropriate Australian data were collected by hand to empirically test the hypotheses 
developed. The accounting and economic rate of return definitions employed in the 
collection and empirical analysis of the Australian data are the "clean surplus" measures 
used by Kay [1976, pp. 452-453] and Kelly and Tippett [1991, pp. 325-327]. 
Utilising the continuous time technique formulated and illustrated by Kelly and Tippett 
11 Butler, Holland and Tippett [1994, p. 304] put forward the view that the "testing of this 
hypothesis involves making comparisons between an average ARR measured over a relatively 'short' 
period of time, with an estimate of the economic return taken over a much longer period of time 
[Salamon [1985, p. 500]]. The apparent cyclical nature of the ARR, however, points to a serious 
difficulty here. If the ex post ARR appears to be low [high] relative to the economic return, this may 
reflect nothing more than the proxy was drawn from a period when the ARR was low [high] relative 
to its "normal" or "long term" value [Freeman, Ohlson and Penman [1982, p. 640]]." As a 
consequence of this aspect of the research design, Butler, Holland and Tippett [1994, pp. 304-307] 
initially conducted empirical tests using time series differences in the book rate of return to assess the 
"representativeness" of ARR. 
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[1991] and used by Butler, Holland and Tippett [1994], an extensive empirical 
analysis designed to test for differences between ARR and IRR is conducted on [l] 
individual firms and [2] an aggregate basis. It is expected that such analysis shall 
provide evidence on the Demski and Sappington [ 1990] hypothesis that corporate 
managers have incentives to disclose a downward biased distortion of true earnings. 
To make assessments about the predictive ability and structure of various rate 
of return measures, extensive empirical testing is also carried out using both time series 
and cross-sectional differences in book rate of return, earnings per share and cash flow 
per share ratios [Butler, Holland and Tippett, 1994; Cox and Miller, 1965, pp. 207-
208; Freeman, Ohlson and Penman, 1982; Merton, 1971, pp. 401-412; Salamon, 
1985, p. 500]. Interrelationships between current and future dividends, accounting 
earnings and cash flows shall also be discussed in this thesis. As noted above, these 
crucial financial variables have been discussed and modelled in the accounting and 
finance literature utilising both single-period and multiperiod approaches [Atiase, 1985; 
Black, 1980; Brennan, 1991; Davidson, 1989; Fama, 1970; Merton, 1973; Rees and 
Sutcliffe, 1989; Willett, 1991]. 
To empirically test the hypotheses formulated, comprehensive and 
consecutive financial statements were required for a 23 year period [1968 to 1990] for 
each corporation used in the Australian sample. This sample selection procedure 
requirement introduces a "survivorship bias". The effect of this "survivorship bias" , 
however, is expected to be minimal and will be discussed in Chapter III of this thesis 
[Alchian, 1950; Ball and Watts, 1979; Fama and Jensen, 1983a, 1983b; Watts and 
Zimmerman, 1986, Chapter 8]. 
Due largely to substantial problems inherent in estimating economic return, 
and given its potential usefulness in capital market allocation, Kelly and Tippett [1991, 
pp. 321-323] sought to circumvent many of the assumptions which had characterised 
previous analytical and non-stochastic models contained in the extant economics and 
accounting literature. They investigated disparities between IRR and ARR. The authors 
developed a continuous time econometric model, and for illustration carried out limited 
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empirical analysis, to ascertain whether ARR provided useful signals about the 
economic return corporations were expected to earn during their remaining lives. 
Because of difficulties associated with analysing both past and unrealised cash flows, 
they took the view that these cash flows were generated by a stochastic process. They 
commenced [pp. 323-325] by formulating a discrete time binomial model of cash 
flows, which was later extended to a continuous time setting. 12 A non-linear 
regression technique was developed [pp. 324-328] to estimate the cash flow 
parameters, from which it was feasible to derive economic return estimates. 
1.5 Structure 
The remainder of this thesis consists of six further Chapters. Chapter II contains an 
overview and an analysis of the relevant extant literature concerning accounting and 
economic rates of return. Chapter III details the research methods em ployed. Chapters 
IV, V and VI address the empirical results procured from [1] testing for both time 
series and cross-sectional differences in book rate of return, earnings per share and 
cash flow per share measures and [2] testing for statistically significant differences 
between ex post ARR and prospective IRR. Chapter VII contains the summary, 
conclusions and recommendations for further research endeavours. 
1.6 Summary 
Section 1. 1 contains background information on quantitative relationships between 
ARR, which is based on accrual accounting concepts, and IRR, which utilises 
discounted cash flow information. More specifically, it was posited that this thesis 
topic is a crucial one because if ARR is shown empirically to be a poor and misleading 
surrogate for IRR, then serious and substantial doubt is foreshadowed about the 
l2 The model is a modified mean reverting form of a continuous time framework advanced by 
Uhlenbeck and Ornstein [1930] and is applied in chapter VI of this thesis. 
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validity and predictive ability of using the easy to observe, but flawed, ARR. This 
thesis thus compares the practical ARR with the theoretically superior IRR. A modified 
mean reverting formulation of a continuous time framework advanced by Uhlenbeck 
and Ornstein [1930] is used in chapter VI to test for deviations between IRR and ARR 
statistics. This model is operationalised in the form of the Kelly-Tippett cash flow 
technique. 
As a result, section 1.1 introduced the thesis topic and set the agenda for the 
remainder of the chapter and thesis. Section 1.2 described the motivation for analysis 
contained in this thesis whilst section 1.3 discussed the six aims, contributions and 
scope of the thesis. Section 1.4 contains an overall plan for the remainder of this 
thesis. Section 1.5 discussed the research method and methodological caveats of the 
thesis. So, this chapter demonstrates the motivations and contributions of the 
remainder of this thesis. The ensuring chapter provides the review and synthesis of the 
rate of return literature. 
2.1 Introduction 
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CHAPTER 1113 
LITERATURE REVIEW 
Rates of return are increasingly characterised as being important in appraising the 
economic performance of both listed corporations and government business 
instrumentalities. First, this chapter provides a literature review and synthesis of 
realised accounting rate of return [ARR] and the economist's discounted cash flow or 
internal rate of return [IRR] metrics. The pivotal issue is whether ARR performs as a 
reasonable, reliable and effective monitoring proxy for the principal, ex ante IRR. The 
critique commences with the Harcourt [1965] classic, and analyses the pioneering 
work of such studies as Stauffer [1971], Kay [1976], McHugh [1976], Whittington 
[1979], Salamon [1988], Gordon and Stark [1989] and Butler, Holland and Tippett 
[1994]. Second, the seminal Rubinstein [1976] valuation model is discussed in the 
contexts of the Ohlson [1983] and Kelly and Tippett [1991] studies. This chapter thus 
integrates Rubinstein [1976], Ohlson [1983, 1995] and Feltham and Ohlson [1995] 
into the rate of return research thereby extending the literature. The present analysis 
has key policy and resource allocation implications for the further refinement and 
application of these rate of return indicators. 
13 Chapter II is based on my forthcoming article "Rate of Return Statistics: Theory and 
Observation", Journal of Accounting Literature, 1996, Vol. 15. 
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During the past four decades many researchers have investigated whether the 
more pragmatic, albeit intertemporally defective, accounting rate of return [ARR]1 4 
can be regarded as a reasonable deputy for the conceptually superior economist's 
discounted cash flow or internal rate of return [IRR] 15 measure. 16 These studies have 
included Anton [1956], Bhaskar [1972], Bierman [1961, 1966], Gordon and Stark 
[1989], Horowitz [1984], Kelly and Tippett [1989, 1991], Livingstone and Salamon 
[1970], Solomon [1966, 1970] and Swalm [1958]. Horngren and Foster [1991, p. 
883] and Whittington [1979, p. 202] have stated unequivocally that ARR is the most 
popular statistic utilised for financial performance appraisal. 
14 The classic Harcourt [1965, p. 69] publication stated that the " ... accountant's measure of the 
rate of profit is taken to be the ratio of annual accounting profit to the average of the opening and 
closing book values of the assets ... ", whereas Kay [1976, p. 449] defined accounting rate of return 
a[t] as the ratio of net profit, f[t] - d[t], to book valuation at time t, where f represents cash flows 
generated by at-year-old machine and dis the relevant depreciation rate. 
l5 Harcourt [1965, p. 68] asserted that the " ... expected rate of profit in a 'Golden Age' is the 
[IRR] - the rate of discount which makes the present value of the expected quasi-rents equal to the 
supply price of each machine." Golden Age conditions pertain [p. 66] where" ... uncertainty is absent, 
expectations are fulfilled, and the rate of profit has an unambiguous meaning." In similar vein, 
Whittington [1979, p. 201] defined IRR as that " ... rate of discount which will give a zero initial net 
present value of the lifetime cash flows of a project or ... a group of projects." 
l6 Luckett [1984] reviewed some of the early research. After introducing the topic area, he 
described the objectives of prospective IRR versus realised ARR research. In particular, he observed 
[p. 215] that" ... with IRR established as the rate to be measured, ARR can be considered 'useful' if it 
permits a reliable estimate of, or approximation to, IRR." With this objective in mind, be then 
analysed the relevant extant literature. 
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As the ubiquitous ARR is based on annual accounting book numbers [ which 
affect both the numerator and the denominator], its capacity for manipulation 
[including earnings smoothing] by corporate managers through using cosmetic 
accounting techniques is readily apparent. In contrast, whereas the prospective IRR is 
regarded as a theoretically sufficient measurement of economic performance, its 
application in practice is virtually non-existent [Baiman, 1982, 1990; Brief, 1983, 
1986; Fisher and McGowan, 1983; Penman, 1991, 1992; Vatter, 1950, 1966]. So, a 
major objection to the application of the prevalent ARR measure is the allegation that 
this indicator fails to generate results that are consistent with IRR which is purportedly 
a conceptually ideal measure for appraising the economic performance of business 
entities and government instrumentalities [Edwards, Kay and Mayer, 1987; Fisher, 
1987a, 1987b, 1988; Kelly, 1996a; McCrae and Tippett, 1987; Whittington, 1971, 
1972, 1986, 1988]. Discussion and amplification of these themes permeates the 
ensuing critique and synthesis of the financial economics and accountancy literature. 
Hence, the principal objective of reviewing and analysing these studies is to identify 
virtues and shortcomings of ARR and IRR, and discuss succinctly how researchers 
have endeavoured to resolve these important issues. 
Discretionary choice accruals, constructed under generally accepted accounting 
principles [GAAP], include inventory valuation, depreciation, long-term construction 
contracts, research and development costs, goodwill, foreign currency translation and 
intangible assets. Managers thus have a portfolio of discretionary accruals from which 
to choose, and can produce a multitude of very different earnings and balance sheet 
figures. Managerial motivation for [and problems associated with] choosing from 
among permissible accounting methods includes diminishing the magnitude of political 
costs [by decreasing current reported profits], minimising agency costs [by reducing 
contemporary earnings to diminish the probability of violation of debt covenants], 
maximising the net present value of bonus compensation plans [by increasing current 
profits if within upper and lower bounds], and smoothing earnings oscillations 
[Bartov and Bodnar, 1996; Bowen, DuCharme and Shores, 1995; Christie and 
ll 
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Zimmerman, 1994; Demski and Sappington, 1990; Gaver, Gaver and Austin, 1995; 
Givoly and Ronen, 1981; Healy, 1985; Holthausen, Larker and Sloan, 1995; Lev and 
Sougiannis, 1996; Salamon, 1988; Watts and Zimmerman, 1978, 1986, 1990; 
Whittred, 1978, 1987; Worthy, 1984]. 17 Managers therefore possess much 
discretionary power under GAAP to capture [or create] different accounting realities. 
To illustrate rate of return implications of the above scenario, suppose an 
entity purchased a machine on 1 January 1997 for $15m. The asset has an expected 
useful life of five years, and an expected residual value of zero. Under the straight line 
method, depreciation expense in years ti, ... , t5 will be $3m, whereas under the sum-
of-years'-digits method, depreciation shall be $5m in ti, $4m in t2, ... , and $ lm in 
t5. Hence, method choice calculations produce different ARR's, although they are just 
internal book entries. There is no direct effect on IRR [cash flows].1 8 Suppose the 
machine had a market resale price [ or cash flow] at the end of t2 of $8.5m. If sold, 
under the straight line method, the machine will have a loss on sale of $0.5m, whereas 
under the sum-of-years'-digits method, the asset will return a profit of $2.5m. ARR 
calculations and cash flows [for IRR] are thus different if the machine is liquidated. 
Similar computations can be done for other choice accruals which will yield a 
smorgasbord of acceptable accounting numbers. So, the ARR is a potentially noisy 
monitoring device for economic performance appraisal. 
l 7 Incidentally, it is surprising that positive accounting researchers have focused almost 
exclusively on reported earnings [an absolute measure] instead of employing average IRR or periodic 
ARR as surrogate measures for expected political costs. 
l8 Many studies have investigated earnings and cash flow relationships [Arnold, Clubb, Manson 
and Wearing, 1991; Black, 1980; Bowen, Burgstahler and Daley, 1986, 1987; Lee, 1981, 1984; 
Livnat and Zarowin, 1990; Percy and Stokes, 1992; Staubus, 1989; Wilson, 1987]. Evidence 
indicates that profits and cash flows tend to converge in the long-run. 
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Past analytical and empirical research has generally concluded that realised 
ARR can be regarded as an unreliable agent for economic return. In other words, ARR 
often produces and conveys garbled and misleading messages about true yield 
[Demski and Sappington, 1990; Luckett, 1984; Wright, 1978, 1983]. Much of the 
research in this area is predominantly analytical: studies such as Gordon and Stark 
[1989], Harcourt [1965], Livingstone and Salamon [1970], Solomon [1966, 1970] 
and Stauffer [1971] have largely utilised deterministic and/or simulation methods19, 
whereas other studies such as Freeman, Ohlson and Penman [1982], Kay [1976], 
Kelly and Tippett [1991] and Stark [1982] were based on varying degrees of both 
analytical and empirical research. But, methodological weaknesses of the ARR 
construct, when considered in conjunction with its propensity for manipulation 
through creative accounting practices, have led many economics and accounting 
researchers to question the validity of ARR as a reliable surrogate for the economic 
return. 
This chapter analyses literature concerned with the utility and predictive 
ability of both accounting and economic rates of return. More specifically, section two 
investigates extensively the relevant literature which compares merits and limitations of 
IRR and ARR, beginning with Harcourt [1965]. Section three commences by 
providing an outline of the theoretical analysis contained in the Rubinstein [1976] 
valuation model. His work is then discussed in the contexts of the Ohlson [1977, 
1978, 1979, 1983, 1989, 1991, 1995] and Feltham and Ohlson [1995] frameworks 
and Kelly and Tippett [ 1991] [ where it is shown that under certain assumptions and 
conditions the Rubinstein [1976] model reduces to the Kelly-Tippett continuous time 
approach]. This chapter thus recognises that all valuation models [including 
l9 Bhaskar (1972] used both deterministic analysis and probabilistic simulation experiments 
[stochastic analysis] to investigate deviations between the observable substitute measure, ex post 
ARR. and the unobservable principal, economic return. 
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accounting-based approaches] can be interpreted within the Rubinstein [1976] 
framework. So, the present chapter extends the rate of return literature. Real terms 
accounting is discussed in section four. Concluding remarks appear in section five. 
Finally, contains an extensive annotated bibliography. 
2.0 Prospective IRR Versus Realised ARR Debate 
The purpose of this section is to provide a literature synthesis and critique of 
previous ARR and IRR research. Hence, virtues and shortcomings of IRR and ARR are 
identified, and resolutions advocated by prior researchers are discussed. The main issue is 
whether ARR performs as an effective monitor for IRR. The synthesis commences with 
Harcourt [1965]. In particular, Bhaskar [1972, p. 40], Livingstone and Salamon [1970, 
p. 214] and Whittington [1979, p. 201] have observed that the real world is characterised 
by uncertainty, and have recommended that uncertainty should be recognised in future 
research projects. In response to these pleas, Kelly and Tippett [1991] formulated an 
econometric model which incorporates uncertainty and, by imposing assumptions on 
stochastic cash flows, estimates for the IRR which firms are expected to earn over their 
remaining lives can be derived. IRR estimates may then be used to make probability 
assessments about ARR and IRR relationships. Section 2.1 discusses earlier studies 
whereas section 2.2 analyses contemporary research on IRR and ARR indicators. 
2.2.1 Initial Research 
The classic Harcourt [ 1965, p. 66] paper questioned the accuracy of the ARR 
under Golden Age conditions. His initial analysis [pp. 67-71] focused on variations to 
machine lives, alternative quasi-rent [abnormal return] structures for the one-hoss shay 
rectangular pattern [a constant cash flow stream], pre-specified growth rates and 
f 
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depreciation method choice [straight-line versus 150% reducing-balance versus economic 
depreciation]. 20 
He based his investigation on two main cases [first, where corporations hold 
physical assets only and second, where firms hold both physical and financial assets] and 
two corresponding sub-cases relating to accounting and economic rate of return measures 
under Golden Age conditions. As Livingstone and Salamon [1970, p. 200] have pointed 
out, Harcourt's [1965] approach provided a distinct improvement over the models utilised 
by Carlson [1964] and Solomon [1966]: Harcourt [1965] examined the simultaneous 
impact on ARR and IRR relationships through variations to machine lives, cash flow 
patterns, growth rates and IRR. In the Harcourt [1965, pp. 69-70] analysis, capital was 
initially valued for the year as a whole21 as follows: 
L 
K = - [[ Q + Q*] - [ S + S*]] 
2r 
[2.1] 
where K is the capital valuation for the year, L represents the number of machines in any 
age group which are purchased in any year, r is defined as the expected rate of profit, qi is 
the expected abnormal return in year i, Q is the sum of the discounted values of the 
20 Whittington [1979, p. 205] observed that the pattern of economic depreciation can be adequately 
estimated by " ... valuing the asset as the net present value of its future receipts, discounted at ... 
IRR." In similar vein, assuming perfect and complete markets, Bromwich [1992, p. 43] asserted that 
economic depreciation is " ... based on a comparison of the market values of the cash flows offered by 
a prospect at the beginning and end of a period. This depreciation is ... based on the prices the market 
is willing to offer for future cash flows at the beginning and end of a period." 
21 Harcourt [1965, p. 70, footnote l] valued capital for the" ... year as a whole rather than at its 
beginning or end, because this procedure accords with the accounting practice of averaging the opening 
and closing values of assets when calculating annual rates of profits." 
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n n 
expected quasi-rents = Lqi, Q* = Lqi, S 
i=l i=2 
Accounting profit was defined [pp. 69-70] as: 
A= L[Q- S] 
n _ L qi . and S* 
i=l [l + r] 
n 
- ~ qi 
L..; 1 • 
i=2 
[2.2] 
where A is accounting profit. In this situation where capital was valued for the year, he 
[pp. 69-70] was able to demonstrate that: 
R*= 2t[Q-S] 
[[Q + Q*] - [S + S*]] 
[2.3] 
where R * is the accountant's rate of profit measure = A/k, where k represents the book 
value of capital for the year. Assuming capital was valued for the year as a whole [the 
economist's definition of capital valuation], he [p. 70] showed that R * is approximately 
equal to r. Employing the accountant's average book value of capital for the year, he 
demonstrated [p. 71] that: 
1 
K=- LnS 
2 
[2.4] 
where K is the accountant's mean book valuation of capital and n is the machine life 
duration. Under this scenario, he found [p. 71]: 
R* = 2[Q-S] 
nS 
[2.5] 
He [p. 70] observed, however, that R * in equation 2.5 is not generally equal to r. 
Assuming a constant cash flow stream, he provided [p. 71] the following financial 
relationship: 
R* -I[ nr -1] 
n 1 - [1 / [1 + r ]t [2.6] 
'I 
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Given a balanced stock of identical machines, Harcourt [1965, p. 71] made the 
insightful observation that ARR will yield 11 ••• different answers for two businesses which 
are alike in every respect except that the machines of one are longer-lived than those of the 
other. 11 Among other things, he [pp. 72-80] reported large divergences between IRR and 
ARR predominantly [but not exclusively] because depreciation methods utilised by 
accountants rarely match the economic depreciation implicit in IRR calculations. ARR was 
characterised [p. 67] as: 
... extremely misleading [it is] influenced by ... quasi-rents associated with 
individual machines ... depreciation ... whether ... the stock of capital is 
growing, and by what assets are included ... no easy 'rules of thumb' 
which would allow adjustments for these factors to be made in the 
estimates emerge ... 
Given the nature of these influencing factors and weaknesses inherent in ARR, its 
potential for use as an agent for IRR is seriously questioned. Harcourt [1965, p. 80] 
warned that a financial statement user 11 ••• who compares rates of profits of different 
industries, or of the same industry in different countries, and draws inferences from their 
magnitudes as to the relative profitability of investments in different uses or countries, 
does so at [their] own peril. 11 Based on Golden Age conditions, Harcourt [1965] was 
unenthusiastic about the predictive ability of ARR and its inability to act as a surrogate for 
economic return. Notwithstanding this pessimism and despite the fact that a universal 
remedy is expected to be difficult to accomplish, a myriad of studies including Gordon and 
Stark [1989], Long and Ravenscraft [1984], Sarnat and Levy [1969] and Steele [1986] 
have persisted in attempting to discover IRR and ARR relationships. So, Harcourt [1965] 
set out to see if it was possible to develop rules of thumb for converting ARR to IRR. 
Given that Harcourt's [1965] conclusion was negative, it is highly likely that later 
researchers such as Stauffer [1971], Gordon [1974] and Wright [1979, 1983] were 
correspondingly negative in their outlook, and in their approach to analysing IRR and 
ARR deviations. 
.~ 
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The USA study by Solomon [1966, p. 232]22 investigated observable behaviour 
patterns 11 ••• between the book-yield [ARR] on investment [measured as the ratio of net 
book income to net book value of assets] and the true yield [economic return] on 
investment. 1123 Four variables [ capitalisation policy, depreciation methods, revenue 
patterns, and growth rates] were used to analyse the effects on these relationships. The 
models used [p. 234] were characterised by 11 ••• a hypothetical company ... invest[ing] in 
a series of identical projects, each of which has an assumed true yield. 11 Principal 
parameters employed in the models [p. 234] were: 
[1] 
[2] 
[3] 
[4] 
Length of project life. 
The timing and configuration of cash inflows relative to the timing of 
cash outlays. 
Accounting policy with respect to the capitalisation and depreciation 
of investment outlays. 
The rate at which outlays grow over time. 
Solomon [1966, p. 234] divided his analysis into two basic models: [1] the zero-
growth situation and [2] growth scenarios. On permissible depreciation methods, he [p. 
237] argued that on a 11 ••• before-tax basis the depreciation rate has no effect on true yield, 
but it does have a significant effect on observable book-yield. 11 For straight-line versus 
sum-of-years'-digits depreciation, he found [pp. 236-238] that altering depreciation 
22 Gordon and Stark [1989], Kelly [1996a], Luckett [1984] and Whittington [1979] have 
considered Solomon [1966] has made a seminal contribution to the literature. 
23 According to Solomon [1966, p. 233], true or exact yield has been referred to as "effective yield 
to maturity" for measuring bond yields, while economists have referred to it as "marginal productivity 
of capital", "marginal efficiency of capital", and "internal rate of return". In addition, he observed that 
in industrial contexts the true yield has been referred to as "discounted cash flow method", "investors 
method", "scientific method", and "profitability index". He defined true yield as that" ... annual rate of 
discount at which the present value of investment outlays is ... equal to the present value of cash 
receipts flowing from the investment." 
Tl 
methods will " ... leave the true yield ... unchanged at 10 percent. Net income will also 
remain unchanged at $377.66 for year 6 onward ... But the net book value of assets will 
fall from $3,500 to $2,666.65 ... book-yield will rise from 10.8 percent to 14.2 percent." 
So, choice of depreciation methods has a substantial impact on ARR. Under growth 
situations, he [p. 240] found that the " ... rate at which a division or a company or an 
industry acquires new investments is a major variable affecting the size of the error 
contained in the observable book-yield." In comparing IRR and ARR, he [p. 241] 
distinguished between real growth and price level growth. He concluded [p. 243] that 
although ARR will: 
... continue to be used ... in extreme cases [it] may have to be abandoned 
... in favour of an alternative measure ... Adjustments are ... required 
whenever book yields are used for ... making interdivisional, 
intercompany, or inter-industrial compa1isons. 
Hence, whereas ARR can be considered somewhat useful in situation specific 
circumstances, its utility as a deputy for the conceptually more valid IRR is limited. 
Corroborating Harcourt [1965], Solomon [1966] found ARR is usually not an accurate 
proxy for IRR, and was also unable to determine systematic patterns or find any panaceas 
for IRR and ARR divergences. 
Hepworth [1966, p. 247] argued that Solomon's [1966] analysis presented a good 
case against the indiscriminate use of the straight-line depreciation method, and also 
against the " ... capricious immediate write-off of a portion of the cost of a long-lived 
facility ... " Zeff [1966, pp. 252-253] posited that rather than attempting to resolve 
problems associated with the discovery of true yield, Solomon [ 1966] was complaining 
about the " ... evident failure of accountants [and the clients who retain them] to seek and 
utilise measures that would at least facilitate reliable approximations of true yield." Zeff 
[1966, p. 253] commented that accountants may query whether" ... stockholders of non-
regulated companies would use the true yield, even if it were available." To help resolve 
the problem, Zeff [1966, p. 253] argued for the introduction of " ... certain synthetic 
adjustments to the reported results of operations, given some knowledge of the entity's 
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investment behaviour." He observed [pp. 253-254] that future advances in computer 
technology would facilitate the preparation and calculation of these synthetic adjustments 
required for more valid computations of ARR. 
In another pioneering USA publication, Vatter [1966, p. 681] cogently argued that 
the " ... rate of return is a most appealing measurement device ... compressed into a single 
fraction ... 11 , and that it constitutes a "nutshell of financial numeration, which can be made 
a powerful tool for managerial or investor analysis and interpretation ... 11 He expressed the 
view [p. 682] that "[a]ccounting measurements are ... the only basic sources of data which 
establish [however imperfectly] the income for a period, the amount of investment, and the 
bases of classification and matching which establish the rate of return currently being 
realised by operations or projects ... " Consequently, the accounting book figures 
[notwithstanding their inherent imperfections] needed to calculate realised ARR are readily 
available and observable whereas past, present and future cash flow information required 
to compute IRR is generally unavailable and/or is difficult to estimate with precision. 
Vatter [1966] reviewed critically the assumptions, patterns of depreciation and 
amortisation, illustrations, results and implications contained in Solomon [1966]. He 
commented [p. 684] that an accountant " ... can learn some useful things about the 
compound-interest model by trying to explain rather than complain. "24 He [pp. 684-685] 
discussed the compound-interest model by criticising the true yield construct because it 
does not vary, and because its vaunted perfection was illusory. He argued [p. 685] that the 
" ... internal average project rate is the only relevant interest factor ... cost of capital is not 
recognised, and nowhere is there any provision for different rates of return in the separate 
years. The rate of return is set up as a constant, and a constant it remains, because the 
24 Vatter [1966, p. 696] forcefully argued that the" ... compound-interest model which includes 
capital recovery has built into it a kind of amortisation which is known as the annuity, sinking fund, 
or compound-interest method of amortisation. It does produce a constant return for each year of the 
investment term, but at the cost of an unrealistic pattern of depreciation or amortisation-increasing 
charges for the use of assets as they become older." 
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model is built thus." Whereas Solomon [1966] asserted that the true yield [IRR] is the 
highly desired measure of economic performance, Vatter [1966] discussed problems 
associated with the use and interpretation of IRR. 
Vatter [1966, p. 686] pointed out that if accountants are " ... concerned with any 
period less than the full term, proration of capital cost is not only relevant but essential ... 
Some evaluation of unexpired service-potentials must be made." For the computation of 
capital recovery, periodic income measurement and average investment, he argued [p. 
687] that the most popular form of amortisation of physical assets is straight-line; 
declining charge methods include constant per cent of declining balance and sum-of-
years'-digits methods, whereas increasing charge techniques include the annuity or 
sinking fund methods. He [p. 688] criticised the application of compound-interest 
amortisation on the grounds that they " ... do not fit many real-world situations." For mean 
investment computation, he asserted [p. 693] that: 
... average investment on a straight-line basis for any term ignoring the 
terminal or disposal values is one half the initial commitment ... average 
investment does not vary with different length of term ... [it] does not 
decline toward half the principal as the term is increased; the error in 
centering approaches zero as it is spread over longer periods. 
So, the key issue of concern here has to do with centering of the data, and not with 
the calculation of average investment itself. He [p. 697] concluded that the " ... suggestion 
that progress and success should be measured by [other] relationships ... , ought to be 
viewed with great care ... it is better to use accountant's estimates of what we really want 
to know than to use numbers which bear no relationship to the problems we need to 
solve." Therefore, rather than attempting to search for and then refine alternative measures 
of economic performance as advocated by Solomon [1966], Vatter [1966] proposed the 
employment of realised ARR [based on an accountant's estimation using professional 
judgement] as constituting a reasonable measure for financial performance appraisal. 
Livingstone and Salamon [1970] extended the work of Carlson [1964], Harcourt 
[1965], Solomon [1966] and Vatter [1966]. Livingstone and Salamon [1970] expressed 
concern that many of the studies conducted during the 1960s generally lacked logical 
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structure and regularly utilised different sets of assumptions in dealing with quantitative 
relationships between ARR and IRR. To help resolve this measurement problem, 
Livingstone and Salamon [1970] adopted a co-ordinated approach by synthesising the 
results of prior research in this area, and utilised a more comprehensive and coherent set of 
assumptions. After reviewing the research of Carlson [1964], Harcourt [1965], Solomon 
[1966] and Sarnat and Levy [1969], Livingstone and Salamon [1970, p. 201] restated 
Solomon's [1966] disappointing conclusion [quoted in Carlson [1964, p. 3] that ARR is 
not an " ... accurate measure of [IRR] and the error in [ARR] is neither constant nor 
consistent." Livingstone and Salamon [ 1970] did not analyse the effect of taxes, price 
changes, and depreciation methods [other than straight-line]. But, to add generality to the 
scope of previous studies, they: [1] dealt with project cash flows which were nonuniform 
over time; [2] examined simultaneous changes in all parameters; and [3] reinvestment 
rates. Prior to formulating their model, they [p. 203] made the following six simplifying 
assumptions: 
[l] The firm is a collection of independent projects and operates in an 
economy of unchanging prices. 
[2] The projects which constitute the firm each have the same life, the 
same pattern of cash flows, the same IRR, and the same salvage 
value [zero]. 
[3] All cash outlays relate directly to specific investment projects - the 
firm has no general or indirect costs. 
[4] Accounting income is equal to the cash flow generated by the projects 
less straight-line depreciation. 
[5] There are no income taxes. 
[ 6] All expectations are realised. 
Livingstone and Salamon [1970] then formulated their model [pp. 203-205]. As 
they were unable to derive mathematical expressions for the cash flows generated by all 
the firm's assets in any given year, they then unde11ook a deterministic simulation analysis 
in which they altered the parameters of their model. Based on the results of this 
simulation, they [pp. 203, 206] found that ex post ARR "cycled symmetrically about a 
constant ... The constant about which ARR cycles and the amplitude of the ARR cycle is 
affected by the model parameters [length of project in years, the factor which describes the 
pattern of cash flows generated by the project, the IRR for the project, and the proportion 
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of annual firm flows which are reinvested]." They [p. 214] assumed" ... a constant IRR 
for all projects ... its removal would provide a better approximation to the real world. So, 
likewise, would the recognition of uncertainty. "25 McHugh [1976] commented on 
Livingstone and Salamon's [1970] model. Livingstone and Van Breda [1976] then 
discussed McHugh's [1976] criticisms. 
McHugh [1976] examined quantitative deviations between IRR and ARR 
measures. The purpose of his article was to provide mathematical proofs of some of the 
propositions advanced in the Livingstone and Salamon [1970] model. Specifically, 
McHugh [1976, p. 182] was able to: [1] demonstrate mathematically that two of 
Livingstone and Salamon's [1970] generalisations were not usually true, [2] show the 
logical inconsistency of these generalisations, and [3] provide counter examples which 
highlight these considerations. McHugh [1976, p. 186] concluded that the" ... asymptotic 
limit for ARRt has been given an analytic form. The mysterious damped cyclic behaviour 
found in the numerical work of Livingstone and Salamon [1970] is now seen to be the 
consequence of the remaining negative and complex eigenvalues of the matrix A." This 
latter result is important because it explains more clearly the cyclic effect of ARR over 
time. McHugh [1976, p. 186] also found that ARR asymptotically approaches IRR in the 
long-run. 
Livingstone and Van Breda [1976, p. 187] used standard difference equation 
methodology to more swiftly arrive at results obtained by McHugh [1976]. Livingstone 
and Van Breda [1976, p. 188] showed that the solution to the cyclical damping effect only 
" ... permits an analytical relationship to be established when n --> oo" [ where n is the 
uniform length of all capital projects [in years]]. They observed [p. 188] that the " ... 
behaviour of the function suggests that one of the classical physical functions such as 
25 As mentioned, by modelling uncertainty and imposing assumptions on stochastic cash flows, 
the Kelly and Tippett [1991] approach provides estimates of IRR, and generates probability 
evaluations about ARR and IRR relationships. 
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Bessel will yield a more complete solution." For two of Livingstone and Salamon's 
[1970] conclusions, Livingstone and Van Breda [1976, p. 188] argued that McHugh's 
[1976] criticisms were unwarranted, and that Livingstone and Salamon [1970] had 
couched their paper so as to circumvent generality claims. 
The main objective of the definitive Stauffer [1971] publication was to solve this 
problem by deriving general conditions under which ARR deviates from IRR. He 
extended Solomon [1970] by including non-depreciable assets [ working capital] in his 
model, and by analysing more realistic cash flow shapes. Although Solomon's [1970] 
results were not refuted, Stauffer [1971, p. 434] showed that the size of the" ... error in 
the rate of return requires considerable modification, especially where the analysis is to be 
inverted ... to estimate real rates of return from historical accounting data." Stauffer [ 1971, 
pp. 436] proposed the following model: 
l 
Y[t] = K[t] + f n[t - r]Y[t - r]K[t, r]dr [2.7] 
0 
where Y[t] = cash flow for an entity, K[t, 't] = cash flow generated in year t + 't, from a 
unit investment in year t, and 1t[t] = the fraction of an entity's cash flow which is 
reinvested in any year. He noted [p. 437] that as the " ... cash flow K[t, 't] depends upon 
both asset age and the time of investment ... ", four assumptions were imposed: 
[1] The process is stationary, i.e., K[ t, 't] equals K[ t - 't] ... the cash 
flow pattern produced by a unit investment is independent of the time 
at which the investment is made and is also independent of all prior or 
subsequent investments made by the firm ... 
[2] K[t] is a bounded, non-negative function of t for 1 < t < N and 
vanishes for all t > N. This ensures that there exists one and only one 
real internal rate of return for K[t], i.e., a unique, positive discount 
rate, r, for which the present value of the cash flow stream K[t] 
equals unity ... 
[3] Expectations are always realised; if the firm invests one dollar now, 
the resulting cash flow will be precisely that given by K[t] ... 
[ 4] 1t[t] = 1t0; the reinvestment fraction is taken to be constant. 
Based on these simplifying assumptions and conditions, Stauffer [1971, p. 437] 
derived the theorem that IRR " ... described by a stationary, separable convolution 
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investment process is equal to the internal rate of return of the projects in which the firm 
invests ... 11 Initially presuming that a corporation consists of depreciable assets only, he 
[p. 438] defined the gross profitability ratio [GPR = CRR] as the measure of cash flow to 
gross assets, and the net profitability ratio [NPR = ARR] as the ratio of net income to net 
assets. 26 He observed [pp. 438-439] that a virtue of the GPR construct is that it 11 ••• 
obviates the need to specify depreciation schedules - no depreciation is deducted from the 
cash flow, and, symmetrically, no accumulated depreciation is deducted from the 
cumulative historical cost of the assets still in service. 11 Hence, Stauffer [1971, p. 439] 
proposed the following general expression for GPR: 
N 
GPR[t]= Cash Flow f I[t--r]K[-r]d-r 
Gross Fixed Assets = _o 7iNr----
J I[t- r]dr 
0 
[2.8] 
where I[t] is characterised as an arbitrary stream of investment flows in an entity, on the 
condition that investment does not exceed cash flows: I[t] < Y[t]. For GPR to be 
considered a reasonable proxy for IRR, he argued [p. 439] that GPR must be 11 ••• time-
invariant, independent of the prior investment pattern, since . .. [IRR] under these 
conditions is exactly equal tor. 11 Given this constraint, he showed [p. 439]: 
N 
J I[t - r]{K[ r]- ¢ }dr = 0 [2.9] 
0 
where GPR[t] is a constant, q>, and the rectangular [constant] cash flow profile K[t] = <t> 
for 1 < t < N. Stauffer [1971, pp. 439-440] thus observed that GPR is only of 11 ••• limited 
26 Stauffer (1971, p. 438] defined cash flow as" ... net revenues after all non-capital charges but 
before deducting any depreciation ... Cash flow less depreciation ... equals ... 'net income.' 'Gross 
assets' means the total historical cost of all plant and equipment ... while 'net assets' denotes the 
remainder when cumulative depreciation reserves have been deducted from the 'gross assets' figure.'' 
~ 
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utility as a measure of [IRR], since a constant cash flow stream ... is applicable only to .. . 
special kinds of equipment such as light bulbs [and] telephone poles ... and even then .. . 
is [inherently] biased. "27 He [p. 438] defined the net profitability ratio [NPR = ARR] as 
the ratio of net income to net assets. Based on assumptions imposed for NPR, he [pp. 
440, 468-469] made the observation that ARR shall " ... exactly equal [IRR], for an 
arbitrary growth path, if and only if the cash flow profile, K[t], and the book depreciation 
schedule, D[t], jointly satisfy the integral equation: 
D[t] = K[ t]- rert[ 1 -! K[ r]e-"dr] [2.10] 
where r represents IRR which is defined analytically as the values of r for which 
N N f K[t]e-rtdt = 1 or LK[i][l + rri = 1. Thus, if K[t] is given, D[t] is uniquely 
O i=l 
specified." He [p. 466] concluded that in general NPR does not generate an " ... accurate 
representation of the root [IRR] except under quite restrictive conditions." Even for firms 
characterised by steady growth, he found [p. 467] that NPR " ... converges to the exact 
[IRR] in such measure as the growth rate of the firm approaches [ARR]." 28 
According to Stauffer [ 1971, p. 467], the presence of working capital in a 
corporation's financial structure does not result in a precise IRR even in situations where 
an exact depreciation schedule is employed. As a consequence, like Harcourt [1965], 
27 In similar vein to Stauffer [1971, pp. 466-467], Gordon [1974, pp. 347-348] demonstrated that 
GPR is theoretically inferior to NPR in scenarios where cash flows are unstable and finite . Such an 
important conclusion has profound implications for the validity of the CRR model discussed in 
section four below [ljiri, 1978, 1979, 1980; Salamon, 1982]. Stark [1989], however, has addressed 
many of the underlying assumptions of the CRR approach to economic performance evaluation. 
28 As Salamon [1988, p. 272, footnote 6] has pointed out, the discovery that ARR is equal to IRR 
when the growth rate equals ARR permeates early analytical research such as Gordon [1974], Harcourt 
[1965], Livingstone and Salamon [1970] and Solomon [1966, 1970]. 
~ 
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Solomon [1966, 1970] and Livingstone and Salamon [1970], Stauffer [1971, pp. 467-
468] concluded that realised ARR is an unreliable surrogate for prospective IRR, and 
recommended that future analytical and empirical investigations should focus on 
developing better econometric technology from which, for example, probability appraisals 
can be made about IRR and ARR deviations. Overall, Stauffer [1971] achieved a general 
synthesis of IRR and ARR relationship as described in the bulk of the literature. In 
particular, he made clear the direct and indirect roles which growth plays in generating 
measurement error in ARR. 
Bhaskar [1972] also investigated deviations between ARR and the usually 
unobservable economic return29 [p. 40]. Employing a multiple asset model3° [containing 
assets with identical cash flows] initially for one hypothetical entity, he used both 
deterministic analysis and probabilistic simulation experiments to examine these 
relationships. For the model used in the deterministic environment, he [p. 40-42] initially 
employed straight-line depreciation and assumed zero inflation and a zero growth rate.31 
He then examined relationships between ARR, differing growth rates and inflationary 
conditions whilst setting economic return at 10%. It was found [pp. 41-44] that as the 
growth rate " ... increases the ARR decreases. At a zero growth rate, the ARR is 10. 79 per 
29 Past, present and future cash flow information required to compute prospective IRR, however, 
is either unobservable or difficult to estimate with any degree of precision. 
30 Bhaskar [1972, pp. 40-41] acknowledged that the multiple asset model utilised in his analysis 
was originally employed by Solomon and Laya (1967]. 
3l The initial cash outflow for each asset was £1,000 which was followed by six end of year cash 
inflows of £229.61. A new asset was purchased each period so that [p. 41] from" ... year 6 onwards, 
the hypothetical firm can be said to be in equilibrium, for the firm has as many assets as an individual 
project has years of life." In equilibrium, net cash inflows were £1,377.64 whereas depreciation 
expense, net book value and profitability were stationary. Under these conditions, IRR was 10% 
whereas ARR was 10.79%. 
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cent which is the same figure that was derived as the equilibrium ARR ... At a 10 per cent 
growth rate [i.e. where the growth rate equals ... IRR] ... ARR is equal to ... IRR. 11 He 
found high inflation levels were associated with high ARR, and observed [p. 43] that 11 ••• 
ARR would always tend to overstate the real IRR in inflationary conditions because of the 
error introduced by adherence to the historical cost principle. 11 
The effects of employing alternative depreciation methods [annuity, straight-line, 
and reducing balance] on ARR were studied next by Bhaskar [1972]. It was found [p. 51] 
that the 11 ••• annuity method of depreciation minimised [if not eliminated] the distortion 
between ... book yield and ... IRR. Inflation and longer project lives coupled with 
inflation increased the distortion. 11 He further investigated the effects of uncertainty [by 
allowing variables such as quasi-rents [excess returns] and asset lives to become stochastic 
functions] on ARR using alternative depreciation methods. Three different experiments, 
under assumptions of uncertainty, were performed. For experiment one, the cash inflows 
were assumed to be independent over time and independent from asset to asset. He found 
[p. 47] that the 11 ••• annuity distribution had the closest mean and nearest standard 
deviation to the IRR distribution. Nevertheless, the standard deviation of the annuity 
distribution was nearly three times as large as the standard deviation of the IRR 
distribution." The results of experiment two were similar to those for experiment one. 
Rather surprisingly, despite more volatile conditions [ where cash inflows were perfectly 
correlated over time and perfectly correlated from asset to asset], the results of the third 
experiment demonstrated that ARR distributions were closer to those of IRR distributions 
than for the other two experiments . 
Bhaskar [1972, p. 49] regressed 1,000 IRR observations against those for ARR to 
ascertain functional relationships between the two indicators. The regression model used 
was of the following linear form: ARR = a + PIRR + u, where a is the intercept term, p 
is the slope coefficient, and u is the error term. Each of the three experiments were 
included in the analysis. He summarised his results [p. 49]: 
... as the degree of riskiness increased from experiment one to three, the 
intercepts of the regression equations approached zero, the slopes 
....... 
37 
approached one, the correlation coefficients were higher, and the standard 
error of estimate decreased ... the results of the straight-line method of 
depreciation were al ways dominated by the annuity method. 
In commenting on the relatively poor performance of ARR in experiment one, he 
[p. 50] argued that ARR is ti ••• a 'short-sighted' statistic, information about the past and 
future being irrelevant in its calculation. ti Overall, based on his probabilistic simulation 
results, he was able to conclude [p. 51] that ARR asymptotically approaches IRR in more 
uncertain environments. 
Gordon [1974, p. 345] advocated the conversion of economic income to 
accounting income as the best way of measuring IRR through the accounting system. He 
[p. 347] defined IRR as cash flow minus economic depreciation divided by last period's 
depreciated economic value of the assets. He analysed relationships between realised ARR 
and IRR measures. His investigation was based initially on the assumption of a constant 
[rectangular] cash flow stream for a corporation with an infinite life. He subsequently 
examined the behaviour of economic depreciation under dissimilar cash flow streams. By 
so doing, he partially extended the earlier pioneering work of Swalm [1958], Carlson 
[1964], Harcourt [1965], Solomon [1966, 1970], Vatter [1966], Livingstone and 
Salamon [1970] and Stauffer [1971]. Under differing cash flow conditions, Gordon 
[1974, p. 349] provided the following behavioural patterns for economic depreciation: [1] 
if net cash flow is stationary, then depreciation will increase over time, [2] if cash flows 
increase, then economic depreciation shall grow over time and [3] if net cash flow 
declines, then depreciation may subside, grow or remain stationary over time [Luckett, 
1984, p. 217]. 
Consistent with Harcourt [ 1965], Livingstone and Salamon [ 1970], Salamon 
[1988] and Stauffer [1971], Gordon [1974, pp. 348-349] confirmed that ARR is equal to 
IRR when ARR equals the growth rate [reinvestment = 100%, i.e., zero security 
dividend], providing earnings equals economic income in the long-run. Overall, Gordon 
[1974] made substantial contributions to the rate of return debate by showing, among 
other things, that to minimise IRR and ARR discrepancies, accountants should choose a 
~ 
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depreciation method which closely approximates the economic depreciation implicit in 
IRR. 
Kay [1976] developed a continuous time mathematical model32 to analyse IRR and 
ARR relationships. He noted [p. 448] that ARR is measured at a point in time [a marginal 
concept] whereas IRR is defined over an interval of time [an average construct]. Kay's 
[1976] analysis is different from that of Harcourt [1965], Solomon [1966, 1971] and 
Stauffer [1971]: Kay [1976] investigated ARR and IRR relations under a more general 
setting [net of depreciation].33 In addition, he [pp. 452-454] utilised empirical data from 
the UK manufacturing industry from 1960 to 1969. Based on this data set, he concluded 
[pp. 452-453] that IRR was 17.12% whereas ARR was negligibly lower at 17.11 %.34 He 
showed [p. 448] that in a balanced growth scenario [also considered by Harcourt [1965] 
and Livingstone and Salamon [1970]], IRR and ARR were functionally related. Kay 
[1976, p. 448] asserted that IRR can be deduced from a " ... sequence of accounting data 
without knowledge of ... depreciation allowances .... a simple average [ARR] will be a 
good estimator of [IRR]. It follows ... that there is ... a close connection between the two 
measures ... " As a consequence of this seemingly powerful [ though unsustainable] 
32 Utilising this more powerful technique instead of discrete time to investigate IRR and ARR 
relationships, Kay [1976] was able to derive seven seemingly useful [but unsustainable] 
generalisations [constructed net of depreciation]. Kay [1978], Wright [1978], Whittington [1979], 
Peasnell [1982] and Luckett [1984] have discussed Kay's [1976] approach. 
33 Kay's [1976] work can thus be characterised as a divergence from what is common to the early 
literature. His analysis can be seen as a special case and therefore cannot be reconciled with previous 
research in this area. 
34 These IRR and ARR figures were industry means computed from both time series and cross-
sectional data. Note especially that Kay's [1976, pp. 452-453, tables I and II] data reveals substantial 
intertemporal instability: the lowest average net cash flow was £757 in 1961 [ARR was 14.62% in 
1966] whereas the highest mean net cash flow was £2,275 in 1966 [ARR was 19.93% during 1960] . 
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sentiment, Kay [1976] was more enthusiastic than Harcourt [1965] and Solomon [1966] 
about IRR and ARR linkages. 
Based on mathematical applications, Kay [1976] derived seven generalisations 
from which he concluded [p. 459] that 11 ••• Harcourt's warning ... is much over-
dramatized ... it follows from ... double-entry book-keeping [that] ... distortions in one 
year will be offset ... by opposite distortions ... ARR, measured over a period of years, 
will be an acceptable indicator of [IRR]; it is over a single year that it may prove to be 
seriously misleading. 11 According to his special net of depreciation generalisations, if ARR 
is measured over a finite period, then it may act as a reasonable surrogate for IRR. 
To illustrate Kay's [1976, pp. 458-459] intertemporal depreciation argument, 
suppose a corporation has net assets of $20m on 1 January 1997. On this date, the entity 
purchased a machine for $15m, which has an expected useful life of five years and zero 
scrap value. Assume further that the fi1m generates net profit before machine depreciation 
of$ l0m for each of the next five years. Using straight line depreciation, net profit will 
therefore be $7m for 1997 to 2001. Assuming 100% surplus reinvestment [zero 
dividends], ARR in years t1 35 to t5 will be 0.2979, 0.229536 , 0.1867, 0.1573 and 
0.1359. Under pure historic cost conditions, simple average ARR for the five years is 
20.15%. Employing sum-of-years'-digits depreciation, net profit for years ti, ... , t5 will 
be $5m, $6m, $7m, $8m and $9m, respectively. With zero dividends, ARR for the five 
years will be 0.2222, 0.2143, 0.2029, 0.1905 and 0.1782. Average ARR for 1997 to 
35 Net assets as at December 31, 1997 are computed as follows: beginning asset book value of 
$20m + net profit of $7m = $27m. ARR for t1 is therefore net profit of $7m + average net assets of 
$23.Sm [[to of $20m + t1 of $27m] TI 2] = 29.79%. 
36 ARR for t2 is therefore net profit of $7m TI average net assets of $30.Sm [[t1 of $27m + t2 of 
$34m] TI 21 = 22.95%. 
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2001 is thus 20.16%.37 So, although periodic ARR's are distorted for 1997 to 2001, both 
simple mean and weighted average ARR are virtually identical at 20%. Similar 
discretionary choice ARR results emerge if: [1] dividend payout ratios of 50% and 100% 
of net profit are imposed and [2] the corporation generates a non-constant net profit before 
machine depreciation stream. The foregoing analysis therefore demonstrates that ARR may 
be an intertemporally effective performance indicator using straight line versus sum-of-
years'-digits depreciation methods thereby corroborating Kay's [1976, pp. 458-459] ARR 
structural hypothesis. 
Fisher [1984, p. 510, footnote 2], however, observed that " ... Kay's [1976] 
criticism of Harcourt [1965] is quite misleading ... Kay's [1976] calculation of [IRR] ... 
from a time-series of [ARR] and a terminal valuation either requires that the firm be wound 
up ... or that the terminal valuation used be Hotelling [1925] valuation which requires 
knowledge of [the IRR]." So, even in a world of certainty, Kay [1976] demonstrated that 
estimating IRR over a finite period and using book valuations as estimates of the economic 
value of assets, will produce correct estimates of IRR only if the book values are 
equivalent to the discounted values of their future cash flows. Merton [1975], though, 
showed that certainty based models which were subsequently generalised to uncertainty 
result in biased estimates of crucial parameters. As a consequence, appropriate caveats 
must be placed on accounting-based techniques which utilise Golden Age conditions. 
The debate about whether ARR is a sustainable proxy for IRR was thus further 
fuelled by Kay [1976] and also by Whittington [1979, 1986, 1988] who articulated, 
37 Further analysis incorporating sum-of-years'-digits ARR is performed because prior literature 
indicates that annual report users are likely to value contemporary ARR's much more heavily than 
those of prior periods [Kay, 1976; Kelly and Tippett, 1991; Peasnell, 1982]. Using sum-of-years'-
digits, t5 ARR received a weighting of 1/3, t4 ARR was assigned a weighting of 4/15 while 1997 
ARR weighting is 1/15. Hence, sum-of-years'-digits ARR for straight line depreciation is 20.01 % 
whereas ARR with sum-of-years'-digits depreciation is 20.12%. 
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amongst other things, the inherent differences between evaluating a corporation's 
performance on an annualised basis as opposed to over its entire lifetime. These 
differences result, in part, from substantial distortions caused by the discretionary choice 
of accounting procedures, and will presumably be offset over the firm's lifetime [or over 
the lifetime of the procedure chosen]. However, Wright [1978, p. 466] has stated quite 
forcefully that: 
... double-entry book-keeping ensures that profits cannot be misstated in 
the long run, there is nothing in double-entry book-keeping which 
automatically corrects distortions in book value ... [ARR] ... can be over-
or understated for an indefinitely long period. 
Subsequent discussions by Brief [1983, 1986], Fisher and McGowan [1983], 
Kay [1978], Stark [1982] and Wright [1979, 1983] have helped to illuminate inherent 
differences between whether complete or incomplete accounting data is available. Kay 
[1978, p. 469] stated that while IRR is equal to the weighted average ARR when there is a 
complete sequence of accounting info1mation, substantial difficulties arise in attempting to 
estimate IRR when there is incomplete data, in the absence of a plausible belief that ARR 
is constant [entity exhibits balanced growth]. 
Whilst acknowledging ARR deficiencies, Whittington [1979] analysed its 
application in empirical investigation. ARR discussions inevitably involve making 
comparisons with the theoretically more plausible economic return construct. In this 
respect, he observed [p. 201] that the " ... IRR requires estimates of all future cash flows, 
which will be extremely subjective in a world of uncertainty." Under Golden Age 
conditions of complete certainty about the future imposed by Harcourt [1965] and 
Solomon [1966, 1970], Whittington [1979, p. 201] argued that both prospective and 
realised IRR statistics are identical. 
The stated aim of the Whittington [1979, pp. 201-202] paper was" ... to define 
those uses in which the deficiencies of ARR are relatively unimportant and to identify the 
specific sources of deficiencies in ARR, so that they can be corrected or allowed for when 
they are potentially important." Specifically, he [p. 202] argued that "[a]lthough the user 
42 
of ARR in Harcourt's [1965] words 'does so at his own peril', it seems likely that the 
absence of better information, will force him to continue to use ARR, and it is better to 
define the nature of the peril and draw up safety rules, rather than to forbid the use of 
ARR. 11 In the absence of readily available and complete past and future cash flow 
information which is necessary to calculate the economic return that a corporation will earn 
over its remaining life, accountants acting in a pragmatic fashion will in all likelihood need 
to resort to the observable ARR to appraise financial pe1formance. Whittington [1979, pp. 
202-205] identified three circumstances in which ARR can be a satisfactory measure for 
economic performance evaluation: [1] in the presence of unsystematic error, [2] the 
utilisation of ARR as a comparative measure, and [3] undertaking adjustments to remove 
the effect of errors in accounting information [Jones, Tweedie and Whittington, 1976]. 
With unsystematic error where ARR is employed as a surrogate for true economic 
return, Whittington [1979, p. 203] observed that the " ... substitution of ARR will be 
misleading only if the difference between ARR and IRR is systematically correlated with 
the explanatory variable. 11 Hence, it appears reasonable conceptually to use ARR as an 
observable deputy for economic return in circumstances where the margin between IRR 
and ARR is not systematically correlated with the independent variable of interest. With 
respect to the firm size variable, he advanced the view [p. 203]: 
... if the effect of accounting practices is such that ARR typically exceeds 
IRR for firms above a certain size and this excess tends to increase 
consistently with firm size ... [ARR] of large firms will be overstated, and 
the regression coefficient of profitability on size will be biased upwards by 
the substitution of ARR for IRR. 
If ... the ... ARR and IRR [difference] is uncorrelated with size, the 
regression coefficient will be unbiased, although random variations 
between ARR and IRR may add to the degree of stochastic 'noise' in the 
estimation process, reducing the degree of statistical accuracy of the 
estimates. 38 
38 Whittington [1979, p. 203, footnote 6] observed that plausible reasons can be put forward as to 
why the " ... error introduced by using ARR should be correlated with size, particularly as size will 
often be the denominator of ARR ... The problem [is] avoided if size were measured in terms of sales 
... The regression of profitability on size is only one of many possible applications in which ARR 
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Size is thus a key criterion when assessments of the predictive ability of IRR and 
ARR are sought, especially when estimating regression parameters. When drawing 
comparisons between profitability and firm size measures across corporations, 
Whittington [1979, p. 204] argued that providing " .. deviations of ARRfrom its average 
are equal to deviations of IRR from its average, ARR will be a perfect surrogate for IRR in 
a cross-sectional comparison ... 11 Where one firm takes over another enterprise leading to 
accounting method choice between purchase versus pooling, he commented [p. 204] that a 
researcher has the following two options available: [1] to make appropriate adjustments to 
ARR information and [2] to delete those corporations which are 11 ••• affected by mergers 
and take overs, provided ... this does not lead to an important bias in the sample selection 
process. 11 
On the usefulness of empirical work of a statistical nature, Whittington [1979, p. 
204] asserted the view that the arbitrary and seemingly unsystematic discrepancies 
between IRR and ARR found by Harcourt [ 1965], Solomon [ 1966, 1970] and Stauffer 
[1971] are not as problematic as at first envisaged by their authors, and suggested the 
appropriateness of an error term in regression equations. Whittington [1979, p. 204] 
stated that accounting researchers would 11 ••• prefer this term to be as small as possible, 
but it need not bias ... estimates of the coefficients. 11 He then [pp. 206-207] examined 
Kay's [1976] seven generalisations [derived net of depreciation] concerning managerial 
policies for a constructed ARR reality. 
In summary, a major objection to the use of ARR is the allegation that it fails to 
produce results consistent with IRR which is characterised as an ideal measure for 
appraising economic performance. Apart from Kay [1976] and to a lesser extent Vatter 
may be used as a proxy for IRR. It is chosen here as an illustration because of its ... popularity in 
empirical research ... There is ... the familiar 'errors in variables' problem if the measurement of size 
is subject to error ... it is assumed [here] that size ... is not subject to error." 
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[1966] and Whittington [1979], the ubiquitous conclusion emanating from early rate of 
return literature is that ARR is a potentially noisy monitoring device for economic 
performance evaluation. Sub-optimal resource allocations are therefore likely to result if 
ARR is applied in place of IRR. The ensuing section provides a critique and synthesis of 
more recent research on IRR and ARR indicators. 
2.2.2 Contemporary Research 
Recent literature concerning ARR and IRR relationships has focused attention on 
developing more realistic economic frameworks and generating finer empirical evidence 
for: [ 1] either supporting or refuting conclusions reached in preceding rate of return 
research and [2] providing novel insights into performance evaluation problems. 
Contemporary studies can be categorised as analytical technology formulation [Gordon 
and Stark, 1989; Stark, 1989], econometric model construction [Kelly and Tippett, 1991] 
and empirical evidence generation [Salamon, 1988; Butler, Holland and Tippett, 1994; 
Kelly, 1996a]. Early research such as Harcourt [1965], Livingstone and Salamon [1970], 
Stauffer [1971] and Luckett [1984] has established that IRR is a theoretically sufficient 
measurement for economic performance appraisal. In similar vein, Salamon [1988, p. 
268, footnote 3] observed that Fisher and McGowan [1983], Horowitz [1984], Long and 
Ravenscraft [1984], Martin [1984] and Van Breda [1984] have characterised IRR as a" ... 
meaningful measure ... even in a world of incomplete and imperfect markets ... IRR is a 
reasonable surrogate for a relevant attribute of firm performance [even in an uncertain 
world]." Hence, the motivation for continued investigation of IRR and ARR deviations. 
The principal purpose of the Salamon [1988] exposition was to report the empirical 
results procured from analysing ARR and IRR relationships. His sample [pp. 276-277] 
consisted of 965 USA steady-state corporations over the five years 1976-80. Empirical 
evidence obtained [p. 284] supported the conclusions reached in preceding research such 
as Harcourt [1965], Solomon [1966, 1970], Stauffer [1971] and Gordon [1974]. Hence, 
the results procured demonstrated ARR and IRR disparities were dependent on the relative 
magnitude of both the growth rate and IRR. In particular, Salamon [1988, p. 284] 
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concluded that ARR's of "real-world firms are just as systematically influenced by such 
profit extraneous factors as the rate of growth in gross investment and depreciation method 
as are the hypothetical firms which were analytically created." In discussing rate of return 
implications for positive accounting research, he observed [p. 287] that " ... tests of the 
political and contracting cost theories that have classified depreciation methods based 
solely on their income effects have to be viewed ... as very weak tests." In conclusion, he 
advocated [p. 288] that further empirical work in this area should focus on formulating 
more appropriate statistical tests to analyse these prominent theories. 
Gordon and Stark [1989] have discussed depreciation and other accruals which 
cause ARR and IRR discrepancies. Following Anton [1956], Bierman [1961, 1966], 
Stauffer [1971] and Gordon [1974], Gordon and Stark [1989] considered the impact of 
the accruals principle on the measurement of economic or exact depreciation patterns. In 
particular, Gordon and Stark [1989] observed that inaccuracies arose as a result of 
fundamental differences between cash flows and accrual profit flows. They have extended 
the literature by providing an analytical treatment of these important considerations. They 
observed [p. 425] that it was not necessarily an accountant's inability to correctly estimate 
economic depreciation which gave rise to inaccuracies in ARR as an indicator of IRR. 
These authors have also pointed out [p. 430] that the quality of accounting information and 
associated ARR's might not be enhanced with the use of economic depreciation. This 
phenomenon also applies in situations where ARR is used as a surrogate for IRR. Gordon 
and Stark [1989] have made a substantial contribution to the literature by analytically 
deriving depreciation schedules that induce equality between ARR and IRR. 
Stark [1989] evaluated three plausible estimators for appraising an entity's IRR. In 
particular, he investigated whether IRR should be defined in terms of: [1] a firm's assets 
in place at the time of measurement [consistent with Solomon, 1966, 1970], [2] all the 
firm's assets from its inception to the date of measurement [Wright, 1978] and [3] whether 
an entity's assets were held in the past, now, or in the future [consistent with Kay's 
[1976] continuous time model, Edwards, Kay and Mayer [1987] and Kelly and Tippett 
[1991] who use the time zero security price for opening capital valuation, and the 
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subsequent estimation of the IRR that corporations are expected to earn over their 
remaining lives]. Specifically, Stark [1989, p. 279] defined his third IRR estimator as the 
11 
••• appropriately weighted average of all the firm's projects over its entire lifetime. Thus, 
[IRR] is the interest rate which equates the present value of the costs of acquiring all 
projects and the present value of all the cash inflows that arise as a result of these 
projects. 11 
Due largely to substantial problems inherent in estimating economic return, and 
given its potential usefulness in capital market allocation, Kelly and Tippett [1991, pp. 
321-323] sought to circumvent many of the assumptions which had characterised previous 
analytical and non-stochastic models contained in the extant economics and accounting 
literature. They investigated disparities between IRR and ARR. The authors developed a 
continuous time econometric model, and for illustration carried out limited empirical 
analysis, to ascertain whether ARR provided useful signals about the economic return 
corporations were expected to earn during their remaining lives. Because of difficulties 
associated with analysing both past and unrealised cash flows, they took the view that 
these cash flows were generated by a stochastic process. They commenced [pp. 323-325] 
by formulating a discrete time binomial model of cash flows, which was later extended to 
a continuous time setting.39 A non-linear regression technique was developed [pp. 324-
328] to estimate the cash flow parameters, from which it was feasible to derive economic 
return estimates. 
For illustrative purposes, Kelly and Tippett [ 1991, pp. 325-327] applied their 
model to five Australian companies. Average ARR for each firm was compared with 
estimated IRR using the probability density function implied by the stochastic process. 
Results obtained showed ARR was potentially a poor and misleading surrogate for future 
economic return. They discussed [p. 327] future research avenues such as using a much 
39 The model is a modified mean reverting form of a continuous time framework advanced by 
Uhlenbeck and Ornstein [1930]. 
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larger sample, and further investigating the Demski and Sappington [1990] hypothesis of a 
conservative periodic profit biasing. 
Though the Kelly and Tippett [1991] technology was designed to estimate future 
cash flow information necessary to compute IRR, their binomial model has potential for 
application to other economic return estimators. Butler, Holland and Tippett [1994] have 
utilised the Kelly-Tippett method. The objectives of Butler, Holland and Tippett [1994] 
were to provide an empirical analysis of UK corporations designed to test for IRR and 
ARR differences and to elucidate the econometric properties of the Kelly-Tippett model. 
ARR along with three modified definitions of cash flow were used by Butler, Holland and 
Tippett [1994, pp. 304-316]. Their sample comprised non-financial British firms over 23 
years ending December 31, 1991. 40 A key sam pie selection criterion was that each entity 
have financial reports on Datastrea,n. The final samples consisted of 156 firms for cash 
flow definition one, 146 for definition two and 156 for definition three.41 
Butler, Holland and Tippett [1994, pp. 309-312] undertook three diagnostic tests: 
Young's C [Young, 1941] for first order serial correlation [Pagan, 1974], Shapiro-Wilk 
[Conover, 1980, pp. 363-367] for testing whether the residuals were normally distributed 
and Spearman Rank Correlation for determining the presence of heteroscedasticity in the 
residuals [Conover, 1980, pp. 252-260; Breusch and Pagan, 1979]. Based on their 
diagnostic results, they observed [pp. 309-312] that the Kelly-Tippett technique provided 
a reasonable fit to the cash flow data, and was thus a reliable instrument for appraising 
IRR and ARR deviations. Their results [p. 315] showed: [1] ARR followed a mean 
40 Butler, Holland and Tippett [1994, p. 304] stated that the 23 year period was the maximum 
time horizon available on the Datastream system. 
41 Final samples were derived after excluding fmns that had changed their accounting year end and 
after eliminating companies where the maximum likelihood regression procedures [specifically, the t-
statistics associated with the estimated parameters a, k and~] were found to provide an unsatisfactory 
fit to the cash flow information. 
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reversion process, [2] on average, ARR was significantly lower than IRR, [3] on average, 
IRR was inversely related to ARR, but the evidence was not strong and [ 4] for pre-
specified IRR levels, managers of larger corporations disclosed lower ARR's than their 
smaller counterparts, though again the relation was weak. 
Kelly [1996d] tested the null hypothesis that ARR performed as an effective 
deputy for IRR at both individual and aggregate levels. Financial information derived from 
a randomly selected sample of 44 Australian firms from 1968 to 1990 was utilised to 
achieve this research objective. The Kelly-Tippett continuous time model was employed to 
analyse the financial data set. This approach avoids Golden Age assumptions where 
expectations are always fulfilled [budget equals actual]. As a result, by modelling 
uncertainty and imposing assumptions on stochastic cash flows, probability assessments 
were made about ARR and IRR relationships. Empirical results obtained confirm the 
alternative hypothesis that ARR is an unreliable symbol for the economic return 
corporations are expected to earn over their remaining lives. Hence, resource misallocation 
problems may arise if ARR is utilised as a substitute for IRR. 
The next section provides an outline of the theoretical analysis contained in 
Rubinstein [1976]. This model is then discussed in the contexts of Ohlson [1977, 1979, 
1983, 1989, 1991, 1995] and Feltham and Ohlson [1995] and Kelly and Tippett [1991]. 
The present chapter thus recognises that all valuation models can be interpreted within the 
Rubinstein [1976] framework. In so doing, this chapter extends the rate of return 
literature. 
2.3 The Rubinstein [1976] Valuation Model 
A closely related and integral task of the present chapter is to discuss interrelationships 
between current and future dividends, accounting earnings, capital valuation, security 
prices and cash flows. The Rubinstein [1976], Ohlson [1977, 1978, 1979, 1983, 1989, 
1991, 1995] and Feltham and Ohlson [1995] frameworks are relevant to the Kelly and 
Tippett [1991] analysis. The whole purpose of Ohlson's work was to relate book values, 
through a dividend capitalisation model, to observed equity values. Ohlson [1983, 1995] 
:1,, 
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49 
assumed a constant discount rate and infinite lives for corporations. Kelly and Tippett 
[1991] did precisely this to avoid having to estimate ending market values which are 
unobservable. 
Of particular interest is the prediction of uncertain income and future cash flow 
streams along with their associated expected net present values. These crucial financial 
variables have, of course, been and modelled quite extensively in many dissimilar contexts 
in the financial economics and accountancy literatures [Admati and Pfleiderer, 1988; 
Ajinkya, 1980; Black, 1980; Cheung, 1993; Merton, 1971, 1973, 1975; Miller and 
Modigliani, 1961; Modigliani and Miller, 1958, 1963; Pointon and Hooper, 1995; 
Sampson, 1969; Stoll and Whaley, 1993]. The pioneering work, though, is that of 
Rubinstein [1976, p. 407] who derived a general fo1mula through which it is possible to 
value " ... uncertain income streams consistent with rational risk averse behaviour and 
equilibrium in financial markets." In motivating his paper, he discussed [pp. 407-408] 
earlier research and commented that: 
Bogue and Roll [1974] have ... derived a method for discounting an 
uncertain income stream consistent with rational risk averse investor 
behaviour ... they apply the single-period mean-variance model to the last 
period determining the date T - l present value of income received at date 
T. Knowing the determinants of this uncertain present value and the 
additional uncertain income received at date T - 1, the single-period model 
is again applied determining the date T - 2 present value ... By this means, 
the date zero present value of the income stream is determined. 
In formulating a practical model for valuing uncertain earnings and future cash 
flows, Rubinstein [1976] was thus built upon earlier research. His analysis [pp. 408-409] 
is developed in terms of an Arrow-Debreu type economy and is based on two principal 
assumptions: 
[i] Single-price law of markets [no arbitrage}: If two securities, or more 
generally two portfolios, yield the same dividends for every future 
state, then their cwTent prices are the same. 
[ii] Nonsatiation: Ceteris paribus, the larger its dividends for any state of 
the world, the greater the current price of the security. 
, 
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Using only these two assumptions, Rubinstein [ 1976, p. 409] shows that the 
price, Po, of any security can be determined from the fo1mula: 
- E[d,]+cov[d.,E~,l] 
p O = L [1 + R Ft]' 
t=l 
[2.11] 
where dt is the dividend or cash flow at time t, Rpt is the periodic risk free rate for money 
borrowed at time zero to be repaid at time t, cov[·,-] is the covariance operator and Yt is a 
probability weighted version of the discount factor applicable to a riskless claim.42 If 
additional assumptions, including a weak aggregation requirement and time additive 
preferences [the expected utility rule] are imposed, then Rubinstein [1976, p. 411] shows 
that Y tis the marginal utility of consumption in a given state. This makes it possible for 
the valuation model to have empirical content. Ohlson [1983] represents a good example 
of its application in the accounting literature. 
2.3.1 The Ohlson [1983] Approach 
Ohlson [1983, pp. 149-150] utilised the Rubinstein [1976] model to investigate 
interrelationships between earnings, dividends and equity prices. Ohlson [1983] 
commenced his analysis by formulating a linear recursive model. His model can be 
illustrated by defining xt as cu1Tent accounting earnings and dt as dividends paid, both 
during time period t, Pt as a security's price at time t [equivalent to the discounted sum of 
expected future dividends] and 8ij as a matrix of response coefficients, i, j = 1, 2, ... , n. 
42 Without additional assumptions, it is not possible to attach a precise meaning to Yr. This 
point is discussed in Rubinstein (1976, p. 409]. 
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The following linear recursive system is then presumed to describe the relationship 
between earnings and dividends: 
xt+ 1 = [8 11 + £11 t+ 1Jxt + [8 12 + £12t+ 1Jdt 
dt+ 1 = [821 + £21 t+ 1Jxt + [822 + £22t+ 1Jdt 
[2.12] 
[2.13] 
where the " ... Eijt are zero-mean serially independent but possibly cross-sectionally 
dependent random variables" [Ohlson, 1983, p. 149]. If the Rubinstein [1976] model is 
then employed in conjunction with the assumption that cov[Eijt+ 1,Y tlE[Y tJ] = <>ij, then it 
can be shown that the value of an equity security at time tis given by [Ohlson, 1983, pp. 
148-149]: 
pt= B1xt + B2dt [2.14] 
where B 1 and B2 are constant terms. Of special interest to Ohlson [1983, p. 149] are the 
conditions under which B2 = 0, so that earnings may be capitalised to the exclusion of 
dividends. Ohlson [1983] derived a sufficient set of conditions for dividend irrelevance, 
though it is a little unclear what the economic intuition behind them might be. Given this 
scenario, however, it warrants emphasising that the Ohlson [1983] approach has been 
superseded by the clean surplus models developed in Feltham and Ohlson [1995] and 
Ohlson [1995]. Interpreted against these more contemporary models, the Ohlson [1983] 
framework thus appears to suffer from a misconception by modelling relationships 
between price and earnings [equation 2.14 above] with B2 = 0. To be consistent with the 
Modigliani and Miller [1958] dividend iiTelevancy proposition, the analysis in Feltham and 
Ohlson [1995] and Ohlson [ 1995] shows that earnings cannot be capitalised to the 
exclusion of dividends. In any event, section 2.3.2 below shows there is a simpler way of 
arriving at Ohlson's [1983] results. 
As previously noted, a crucial assumption behind the Ohlson [1983] model is the 
time series stability condition imposed on the covariance between future dividends and the 
'111111 
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marginal utility of future consumption. If instead it is assumed that the covariance between 
a normalized measure of future dividends and the marginal utility of future consumption is 
an exponentially declining function of time, then dividend irrelevance can be rationalised in 
a much more intuitively appealing manner. For it then follows that the Rubinstein [1976] 
model implies that the value of an equity security is given by the present certainty 
equivalent of its future dividend payments. Further assumptions about how undistributed 
dividends are re-invested show that the Rubinstein [1976] analysis reduces to the Kelly-
Tippett framework. 
2.3.2 The Kelly and Tippett [1991] Cash Flow Model 
A continuous time binomial model which assumes that a firm's future cash flows 
are generated by some form of stochastic process was formulated by Kelly and Tippett 
[1991]. A feature of their approach is that it avoids Golden Age assumptions where 
expectations are fulfilled. As uncertainty characterises the real world and, by imposing 
assumptions on stochastic cash flows, probability appraisals can be made about IRR and 
ARR relationships. So, by modelling cash flows as a stochastic function of time, their 
technique avoids having to estimate unobservable terminal prices. Employing a paradigm 
which assumes either an upward or downward movement in accumulated cash flow at 
time t, they model cash flows [pp. 323-324]43 as: 
dC[t] = [aekt + ~C[t]]dt + dW[t] [2.15] 
where the independent variable, C[t], is defined as the level of accumulated cash flows per 
security at time t, the dependent variable, dC[t], is the instantaneous or periodic cash flow 
over the interval [t, t + ~t] while a [the systematic drift term], k [the growth parameter 
43 It can be shown that Equation [4] contained in Kelly and Tippett [1991, p. 324] which reads 
V ar[~C] 2 2 /32 ---= a -y [~t]- [~t] is incorrect, and should be 
~t 
V ar[~C] 2 f3 2 ---= a - [ y + ] [~t]. This, however, makes no difference to the paper's analysis. 
~t 
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which presumes that a firm's fixed income and fixed costs tend to grow over time with 
inflation] and p [which captures the velocity with which a firm's cumulative cash flows 
are drawn back to their long-term average, given a mean reversion context] are parameters 
to be estimated and dW[t] is a white noise process with variance parameter a2 [Butler, 
Holland and Tippett, 1994, pp. 307-312; Hoel, Port and Stone, 1972, p. 141]. 
To operate the Kelly-Tippett technique, it is crucial that consistent and efficient 
estimates be obtained for the systematic drift term a, the exponential growth parameter k 
and the speed of adjustment coefficient p. An entity's cash flows can thus be generated by 
either a random walk process with P = 0, a mean reverting process where P < 0 or have 
exploding characteristics in which case p > 0 [Butler, Holland and Tippett, 1994, pp. 304-
307; Cox and Miller, 1965, pp. 207-208; Freeman, Ohlson and Penman, 1982, pp. 641-
645; Kelly, 1996a; Merton, 1971, pp. 401-412]. 
Kelly and Tippett [1991, Mathematical Appendix, p. 328] and Butler, Holland and 
Tippett [1994, pp. 307-312 and their Statistical Appendix, pp. 316-317] demonstrate that 
by considering the small but non-infinitesimal time interval [t, t + ~t] and applying a 
maximum likelihood regression procedure44 to the discrete version of equation 15, the 
residuals from the regression can be estimated by: 
~C[t] = [aekt]~t + bC[t]~t + Et [2.16] 
44 Judge, Hill, Griffiths, Lutkepohl and Lee [1982, p. 63] have observed that the" ... method of 
maximum likelihood will choose that value of the unknown parameter [p] that maximises the 
probability [likelihood] of randomly drawing the sample that was actually obtained ... In making 
inferences or decisions about p after the sample values are observed, all relevant sample information is 
contained in the likelihood function." 
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where ~C[t] = C[t + ~t] - C[t] is the cash flow stream over the interval [t, t + ~t], 
/3 
log[l+b[~t]] a[k-/3]~t d 2 2/3Var[£t] . h. h V [ ] · h =--"----~, a=----- an CJ =___;_ __ _;__' 1n w 1c ar £ 1st e 
~t ek[~t] - e /3[~t] e2/3[~t] -1 t 
variance of the residual term, Et. 
An indirect test to appraise whether ARR is a satisfactory deputy for IRR is by 
using the z-statistic defined in Kelly and Tippett [1991, p. 325]45 as: 
~[H[i - /3][i - k]- ia] 
z = ~ i [i - k] 
CJ 
[2.17] 
where H is defined as the security price at time zero [the relevant balance sheet date in say 
1973], i represents IRR and z is dist1ibuted as a two-tailed standard normal variate [ with a 
mean of zero and a variance of one]. 
To apply this model, Kelly and Tippett [1991, pp. 325] and Butler, Holland and 
Tippett [1994, pp. 307-312] have stated that IRR for each company can be established by 
ascertaining the appropriate discount rate which equates the expected net present value of 
the corporation's future cash flow stream with its initial or time zero security price. If 
00 
f e-itdC[t] is defined as the net present value of the firm's future cash flows, then 
0 
utilising equation 2.15 and taking expectations shows that, E0 [j e-itdC[t]] = . i~ 
0 
[1 - /3][1 - k] 
where Eo[.] is the expectations operator at time zero. This expression can then be equated 
with the firm's time zero security price, and by solving for i, an estimate of economic 
return is obtained.46 
45 The analysis in Tippett [1990] provides a direct [but more complicated] statistical test [Butler, 
Holland and Tippett, 1994, p. 309, footnote 18]. 
46 As noted, Whittington [1979, p. 201] defined IRR as that" ... rate of discount which will give a 
zero initial Net Present Value of the lifetime cash flows of a ... firm ... " 
""'1111111 
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Kelly and Tippett [1991, pp. 323-328], Butler, Holland and Tippett [1994, pp. 
307-312] and Kelly [1996a] have thus modelled a firm's future cash flows by the 
stochastic differential equation 2.15 above. Equation 2.16 is then used to obtain estimates 
of the cash flow parameters a, k and p and the variance cr2 of equation 2.15. Equation 
2.17 is then em ployed to appraise ARR and IRR deviations. 
The Kelly-Tippett framework is consistent with the Rubinstein [1976] valuation 
model. For as previously noted, Rubinstein [1976, p. 409] shows that the price of an 
equity security, Po, which pays dividends of dt at time twill be: 
_ E[d,] + cov[ d,, ETd,i] 
po = I [1 + RFt r t=l [2.18] 
where Yt is the marginal utility of consumption in a given [future] state. Algebraic 
manipulation implies: 
00 
E[dt][l + cov[ dt , Yt ]] 
p O = I E[dt] E[Yt] 
t=l [1 + R ]t Ft 
[2.19] 
In similar vein to Ohlson [ 1983, p. 149], suppose the covariance between 
normalized dividends and the normalized marginal utility of consumption is an 
exponentially declining function of time. Since Rubinstein [1976, p. 411] shows the 
expected marginal utility of consumption is propo1tional to the discount rate applicable to a 
riskless claim, this is a reasonable assumption. It then follows that: 
cov[ dt Yt ] E[dt]' E[Yt] = [l- rf -1 
where y > 0 is a constant. This implies that: 
or 
P
0 
= f [l- rf E[dt] 
l=l [1 + R ]t Ft 
[2.20] 
[2.21] 
Po= i E[dt] 
t=l [1 + itr 
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[2.22] 
where [1 + it]t = [ 1 + RFt ]t is the discount factor after allowing for risk. If Ohlson's 
1-y 
[1983, p. 144] analysis is followed [the risk free rate of interest is assumed to be constant 
through time], then: 
p
0 
= f E[dJ 
t=l [1 + ir 
[2.23] 
where i = RF+ r. Now suppose the corporation pays out a proportion k[t] of its cash 
1-y 
flows as dividends so that d[t] = k[t]Z[t] where Z[t] is the periodic earnings. Then the 
accumulated value of the undistributed cash flow at time N will be 
N N-1 
L[l-k[t]]Z[t]IJ[l +j rj+iL where jrj+l is the random variable whose value is the return 
t=l j=t 
earned on the firm's undistributed earnings during the jth time interval. Now assume k[t], 
Z[t] and tr t+ 1 to be independent and take expectations to give the expected value of 
N 
undistributed cash flows as In- E[k[t]]]E[Z[t]][l + i]N-t_ 
t=l 
It is assumed that E[trt+ 1] = i, or that it is expected that the firm earns only a 
normal return on its undistributed earnings. Discounting then implies that the expected net 
al f d. "b d . . . b f [1- E[k[t]]E[Z[t]]] s f" I present v ue o un 1stn ute earnings 1s given y L..,; . , . o, a irm s 
t=l [l + l] 
value can be derived as the sum of the present value of its expected dividend payments and 
the present value of its expected liquidation payment, or: 
p = ± [E[k[t]]E[Z[t]]] + ± [1- E[k[t]]E[Z[t]]] 
0 
t=l [l+ir t=l [l+ir 
[2.24] 
N 
p O = L E[Z[t]] 
t=l [1 + if 
[2.25] 
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Under the above assumptions, it therefore makes no difference whether earnings 
or dividends are capitalised. As N --> 00 and assuming cash flows accrue in continuous 
time [a not unreasonable assumption for most large firms], then the Kelly-Tippett model 
specified earlier ensues. 
To recapitulate, the research of Rubinstein [1976], Ohlson [1983, 1995] and 
Feltham and Ohlson [1995] relates to the valuation of, and returns to, holders of equity 
securities. This technology is germane to the Kelly and Tippett [1991] analysis. The 
objective of Ohlson's research was to relate book values, through a dividend capitalisation 
model, to observed equity values. Ohlson [1983, 1995] and Feltham and Ohlson [1995] 
assumed that the discount rate was constant and that enterprises had infinite lives. The 
Kelly and Tippett [1991] technique makes the same assumptions to circumvent having to 
estimate unobservable ending market valuations and assumes that the stochastic process 
generating net cash flows for a corporation has stable parameters. Their technology uses 
econometric approaches to estimate the parameters of the assumed stochastic process, and 
can thus be considered as being more empirically based than other approaches. However, 
their method requires a lot of cash flow data to estimate a, k and P in equation 2.15. 
Traditional literature on IRR and ARR relationships has predominantly related to 
returns to a corporation in its product market, and to the hypothesis that entities may 
possess monopoly power or competitive advantage. The profitability earned by a firm in 
its product market is impacted by special competitive advantages and market or monopoly 
power. Much of the ARR and IRR literature is concerned with appraising this product 
market return to test hypotheses about market power [Barton, 1984; Fisher and 
McGowan, 1983; Gordon, 197 4; Long and Ravenscraft, 1984; Stauffer, 1971; Van 
Breda, 1984]. However, relationships exist between stock market and product market 
returns. Consistent with Feltham and Ohlson [1995], Ohlson [1983, 1995] and Rubinstein 
[1976], Kelly and Tippett [1991] presume a constant discount rate and infinite lives for 
corporations. IRR estimates can then be derived and utilised in equation 2.17 [calculation 
of the Kelly-Tippett two-tailed z statistic] to provide probability evaluations about ARR 
and IRR discrepancies. 
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The forthcoming section outlines the major developments in the CRR approach to 
estimating economic performance proposed mainly in the USA. CRR discussion is 
appropriate to literature concerned with finding profitability measures for a corporation in 
its product markets. A vi11ue of the CRR approach is that it requires relatively little data, 
and can be used to estimate IRR of a firm and for individual projects. 
2.3.3 The Cash Recovery Rate [CRR] 
A series of academic papers have emerged [largely from the USA] advocating the 
application of alternative indicators for economic performance evaluation. Studies such as 
Kuznets [1952], Solomon [1966, 1970] and Vatter [1966] originally proposed the ratio of 
accounting profit [cash flow] to gross [rather than net] value of assets as a proxy for IRR. 
As Stauffer [1971, pp. 439-440] observed, though, GPR is only of" ... limited utility as a 
measure of the economic rate of return ... and even then ... is [inherently] biased. "4 7 
Despite this profound conclusion, this approach to economic performance appraisal has 
been further developed by Ijiri [1978, 1979, 1980] and Salamon [1982]. The basis of their 
model rests on what has come to be known as CRR [the ratio of cash recoveries during a 
specified period to gross investments outstanding over the period]. CRR has been further 
refined by Brief [1985], Gordon and Hamer [1988], Griner and Stark [1991], Hubbard 
and Jensen [1991], Ismail [1987], Lee and Stark [1987] and Stark [1994]. 
Ijiri [1978, 1979, 1980] proposed the utilisation of CRR as a means of estimating 
the economic performance of the current projects of a firm and for individual projects. 
Instead of focusing on quantitative relationships between ex post ARR and prospective 
IRR, this approach utilises a firm's cash recovery rate as an observable deputy for 
conditional internal rate of return [CIRR]. Rather than preparing financial statements on an 
47 Luckett's [1984, p. 229] potential enthusiasm about the validity of observing links between 
IRR and CRR as proposed by Ijiri [1980] and Salamon [1982] was not entirely warranted given that 
Stauffer [1971, pp. 466-467] and Gordon [1974, pp. 347-348] have shown that GPR [CRR] is 
conceptually inferior to NPR [ARR] in situations where cash flows are non-constant and finite. 
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accrual basis, financial reports are generated using cash flow information. The use of CRR 
procedures produces financial statements which are more consistent with capital budgeting 
decision criteria. Managerial scope for creative manipulation through accounting 
techniques permissible under GAAP is diminished when financial statements are prepared 
on the basis of cash flow concepts. Hence, it has been argued in the literature that CRR 
[rather than ARR] is likely to be more closely aligned with CIRR [Griner and Stark, 1991; 
Salamon, 1982, 1985]. 
Salamon [1982] extended Ijiri's [1978, 1979, 1980] work by analysing relations 
between a corporation's CRR and CIRR when it did not reinvest all of its cash flows. 
Salamon [1982] also examined the effect of inflation on CRR and CIRR connections. The 
model formulated was identical in structure to Salamon's [1973] model. Salamon's [1982, 
p. 294] assumptions are: 
* ... that the firm is a collection of projects that have the same useful life, 
same cash-flow pattern, and same IRR. The collection is assembled by 
having the firm acquire a project at the end of each year. The project 
acquired by the firm in any year is different from the projects acquired 
in other years only with respect to scale. 
* In particular, the model assumes that the firm has a constant rate of 
growth in real gross investment. Thus, if this growth rate is positive, 
the project acquired by the firm in the cun-ent year is larger than the 
projects acquired in prior years. 
* The cash inflows ... generated ... by firm projects occur only at discrete 
points of time which are one year apart. The point of time at which the 
firm acquires its first project is designated as the end of year zero. 
* The firm operates in an environment in which there is a constant rate of 
change in the level of all prices. 
Application of this restrictive set of assumptions, though, places limitations on the 
resultant cash flow estimates and on the conclusions and generalised interpretations of the 
findings contained in the Ijiri [1978, 1979, 1980] and Salamon [1982] papers. As Kelly 
and Tippett [1991, p. 322] pointed out" ... estimates of [IRR] would be tainted by doubts 
about the validity of the underlying assumptions ... [and CRR] ... may not have the utility 
which it at first appears to possess." On the relative merits of rate of return statistics, Stark 
[1994, p. 219] has observed that one" ... advantage of the CRR approach is that, as a 
~ 
ff) 
consequence of the use of cash flow data in both the numerator and denominator of the 
CRR, it is free from the difficulties of capital valuation that characterize ... ARR." The 
main purpose of section three of the present chapter, however, was to analyse 
interrelationships between dividends, earnings, capital valuation and security prices. The 
Rubinstein [1976] valuation model was discussed in the contexts of Ohlson [1983, 1995] 
and Feltham and Ohlson [1995] and Kelly and Tippett [1991]. It was shown that under 
certain assumptions and conditions the Rubinstein [1976] model reduces to the Kelly-
Tippett approach. So, if reformulated, CRR offers potential for additional development 
and refinement. Further relaxation of the underlying assumptions of CRR, and the 
formulation of a continuous time model which assumes that past, present and unrealised 
cash flows are formed by a stochastic process appears warranted. The ensuing section 
discusses possible applications of RT A to rate of return statistics. 
2.4 Real Terms Accounting [RTA] 
A limited amount of research concerning the employment of rate of return 
measures for assessing economic performance has focused attention on the validity and 
utility of adopting RTA systems. Such literature typically advocates the utilisation of 
current cost financial statements based on value-to-the-owner and real financial capital 
maintenance constructs [Arnold and Wearing, 1988; Byatt, 1986; Edwards, Kay and 
Mayer, 1987; Lewis and Pendrill, 1991].48 
As Whittington [1988, p. 265] pointed out, ARR performs a key " ... role in the 
interpretation of such data and can be used as a proxy for the economist's internal rate of 
48 Studies such as Barton [1974, 1984], the classic Edwards and Bell [1961] exposition, Hicks 
[1946], Godfrey, Hodgson, Holmes and Kam [1994], Sterling [1970, 1981], Sweeney [1936] and 
Tippett and Craig [1986], however, have focused on other versions of current cost accounting 
including deprival value, general and specific price level adjustments, replacement cost and exit 
valuations. 
~ 
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return." The principal justification for advocating current cost accounting as an appropriate 
basis for assessing corporate financial performance rests with the theory of contestable 
markets [Baumol, Panzar and Willig, 1982]. In the context of appraising the economic 
efficiency of a business entity, Byatt [1986, pp. 14-16] argued that current cost financial 
statements [profit and loss reports based on current cost operating profit reflecting 
economic costs] characterize the minimum economic cost facing a new entrant, or potential 
entrant, into the identical market.49 
Although the RT A approach to estimating IRR is discussed briefly, extensive 
theoretical analysis and empirical testing is restricted because of space limitations. In any 
event, published financial statements which have applied RTA technology over a 
reasonable time series are virtually non-existent. 
2.5 Conclusions and Recommendations 
This chapter provides an extensive critique and synthesis of ARR and IRR 
literature. The predominant aspect is whether ARR acts as a reasonable, reliable and 
effective replacement for IRR. ARR is increasingly being utilised by accountants, financial 
analysts, loan officers and government policy advisers to appraise the effectiveness of 
enterprise takeovers, to examine instances of restrictive trade practices, for assessing price 
setting structures by public sector instrumentalities and in government cost-benefit 
analyses. So, the ubiquitous, though intertemporally flawed, ARR is being used as a 
49 A plausible alternative strategy is for practising accountants to construct financial statements 
under the continuously contemporary accounting [COCOA] system originally proposed by Chambers 
[1966]. One of the virtues of COCOA is that it overcomes many of the intertemporal allocation 
problems associated with [adjusted] historical cost and RT A systems. The utility of the COCOA 
approach to economic performance evaluation, though, is contingent on the availability of reasonably 
accurate market resale prices. 
~ 
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resource allocation instrument [Butler, Holland and Tippett, 1994, p. 315; Foster, 1986, 
pp. 67-68; Kay and Mayer, 1986; Kelly and Tippett, 1991, p. 321; Penman, 1991, 1992]. 
Accounting method choice includes inventory valuation, depreciation of non-
current assets, and research and development costs [Godfrey, Hodgson, Holmes and 
Kam, 1994; Hotelling, 1925; Kim and Moore, 1988]. Managers therefore have a lot of 
discretion to choose. Accounting standards yield a galaxy of permissible accounting 
procedures. The ARR can thus be characterised as a noisy monitor for performance 
evaluation. So, misallocation of resources may happen if ARR is used as a proxy for IRR. 
Analysis contained in this chapter supports this notion. 
Two important aspects concern the presence of readily available past, present and 
future information and the economic depreciation implicit in the IRR calculation which 
have traditionally presented somewhat of a problem. The Kelly-Tippett technology takes 
these factors into consideration. 
The notion of whether researchers have been measuring ex post or ex ante IRR is 
crucial. Kelly and Tippett [1991, p. 322] have pointed out that Kay [1976] was 
"concerned with estimating ex post accounting and economic rates of return [cash flows]." 
However, as Wright [1978, 1979] observed, past IRR is of little interest. Much of the 
early literature adopts this approach. In contrast, the Kelly-Tippett framework establishes 
the probably more useful ex ante IRR measure by determining the appropriate discount 
rate which equates the expected net present value of the firm's future cash flow stream 
with its time zero secu1ity price. 
Chapters IV and V investigate time series [comparing a company at dissimilar 
points in time] and cross-sectional [comparing an entity with other firms at the identical 
point in time] regressions on the data set [Foster, 1986, p. 176]. Ordinary least squares 
[OLS] and Logit were used. ARR results corroborate those of Freeman, Ohlson and 
Penman [1982, pp. 645-650] and Butler, Holland and Tippett [1994, pp. 304-307] who 
found strong evidence of mean reversion for ARR. These chapters extend existing 
knowledge by analysing ARR and earnings per security [EPS] in a different institutional 
setting, and by investigating cash flow per secu1ity [CFPS] through time. Research is also 
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extended by analysing first differences for ARR, EPS and CFPS across firms. Such 
knowledge is important for determining the underlying statistical paradigms [mean 
reversion, exploding or random walk] generating earnings and cash flows. 
The Kelly-Tippett framework partially found its genesis in the Wright [1978, 
p. 466] hypothesis that the ' ... nature of double-entry book-keeping ensures that profits 
cannot be misstated in the long-run ... [although ARR] ... can be over- or understated for 
an indefinitely long period.' These statements suggest four key implications: [1] short-run 
dynamics result in profit and cash flow divergence, [2] convergence of profits and cash 
flows occurs in the long-run, [3] ARR can be misleading in both the short-run and long-
run, and [ 4] at a point[s] in time, ARR appears to be an unreliable surrogate for the 
presumed true measure of economic performance, IRR. Evidence generated in Kelly and 
Tippett [1991], Butler, Holland and Tippett [1994], Kelly [1996a] and this chapter 
supports this notion. 
Even though Wright [1978, p. 466] observed that ARR can be misstated for a long 
time, given convergence of profits and cash flows, and following McHugh [1976, p. 
186], there may be a tendency for asymptotic convergence between ARR and IRR. The 
Kelly-Tippett technology was not designed to investigate this proposition. So, if it were 
possible to construct a model to test this hypothesis, then further progress could be 
accomplished. Whether confirmed or denied, such analysis would be worthwhile. 
In any event, application of the Kelly and Tippett [1991] continuous time model to 
USA firms is expected to yield additional insight into rate of return statistics. Continued 
analytical and empirical investigations into IRR and ARR should result in a deeper 
understanding of the structure and predictive ability of these rate of return indicators for 
the purpose of appraising the economic performance of both listed firms and government 
instrumentalities. The following section provides an annotated bibliography of the 
literature whilst chapter III discusses the research methods utilised. 
,, 
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2.6 Annotated Bibliography 
1. Bhaskar, K. N. Winter 1972. Rates of return under uncertainty. Accounting and 
Business Research 3[9]:40-52. 
Deterministic and probabilistic experiments were used to investigate ARR and IRR 
deviations. Uncertainty effects [by allowing abnormal returns and asset lives to become 
stochastic] on ARR using alternative depreciation methods were examined. For experiment 
one, cash inflows were independent over time and independent from asset to asset. The 
annuity distribution was found to have the nearest mean and closest standard deviation to 
IRR. Experiment two results were similar to those for experiment one. Despite more 
volatile conditions [cash inflows perfectly correlated over time and from asset to asset], 
experiment three results showed ARR distributions were closer to those of IRR 
distributions than for the other two simulations. 
2. Butler, D., Holland, K. and Tippett, M. Autumn 1994. Economic and 
accounting [book] rates of return: Application of a statistical model. Accounting and 
Business Research 24[96] :303-318. 
The objectives were to provide an empirical analysis of UK firms to test for ARR 
and IRR differences and to discuss the econometric properties of Kelly-Tippett. ARR 
along with three cash flow definitions were used. Their sample comprised non-financial 
British firms over 23 years ending December 31, 1991. Their results showed: [1] ARR 
followed a mean reversion process, [2] on average, ARR was significantly lower than 
IRR, [3] average IRR was inversely related to ARR, but the evidence was weak and [ 4] 
for pre-specified IRR levels, managers of larger entities revealed lower ARR's than their 
smaller counterparts, though the relationship was weak. 
3. Gordon, L. A. Autumn 1974. Accounting rate of return vs. economic rate of 
return. Journal of Business Finance and Accounting l [3]:343-356. 
This article proposed that the best method of measuring IRR through the 
accounting system was by converting economic income to accounting income. He defined 
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IRR as cash flow minus economic depreciation divided by last period's depreciated 
economic value of the assets. The author made substantial contributions to the debate by 
showing that to minimise discrepancies between ARR and IRR, a practising accountant 
should choose a depreciation method which closely approximated the economic 
depreciation implicit in IRR. 
4. Gordon, L.A. and Stark, A. W. Summer 1989. Accounting and economic rates 
of return: A note on depreciation and other accruals. Journal of Business Finance and 
Accounting 16[3]:425-432. 
These authors discussed depreciation and other accruals which cause IRR and 
ARR discrepancies. They considered the impact of accruals on the measurement of 
economic or exact depreciation patterns. They extended the literature in this area by 
providing an analytical treatment of fundamental differences between cash flows and 
accrual accounting profit flows, and by deriving depreciation schedules that result in ARR 
and IRR equality. Utilisation of exact depreciation schedules should enhance future 
economic performance appraisal. 
5. Harcourt, G. C. Mar. 1965. The accountant in a Golden Age. Oxford Economic 
Papers l 7[1]:66-80. 
This study set out to formulate rules of thumb for converting ARR to IRR. The 
simultaneous impact that variations to machine lives, cash flow patterns, growth rates, and 
economic return had on ARR and IRR relationships was investigated. Based on Golden 
Age conditions, the author characterised ARR as extremely misleading, and was therefore 
not enthusiastic about the predictive ability of ARR and its apparent inability to act as a 
reliable deputy for IRR. 
6. Kay, J. A. Nov. 1976. Accountants, too, could be happy in a Golden Age: The 
accountant's rate of profit and the internal rate of return. Oxford Econo1nic Papers 
28[3] :447-460. 
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This publication utilised deterministic and continuous time models to analyse IRR 
and ARR relationships under a general setting [net of depreciation]. It was noted that ARR 
is measured at a point in time [a marginal concept] whereas IRR is defined over an interval 
[an average construct]. Data from the UK manufacturing industry from 1960 to 1969 were 
examined. Results showed that ARR was aligned with IRR. It was concluded that if ARR 
was measured over several or more years, then it may act as a reasonable surrogate for 
IRR. However, even in a world of certainty, it was demonstrated that estimating IRR over 
a finite period and using book valuations as estimates of the economic value of assets, 
would produce correct estimates of IRR only if the book values were equivalent to the 
discounted values of their future cash flows. 
7. Kelly, G. Winter 1996d. Accounting and economic rates of return: Additional 
Australian evidence. Jounial of Accounting and Public Policy 15[ 4]. 
This author empirically tests the null hypothesis that ARR performed as an 
effective proxy for the principal, IRR. Financial information derived from a randomly 
selected sample of 44 Australian corporations between 1968 and 1990 was utilised. Data 
was analysed on both individual and aggregate levels. He employed the Kelly-Tippett 
continuous time model to analyse the financial data set. Results obtained confirmed the 
alternative hypothesis that ARR is an unreliable surrogate for the economic return 
corporations are expected to earn over their remaining lives. So, inefficient resource 
outcomes may surface if ARR is utilised as a substitute for the theoretically more sensible 
IRR strategy. 
8. Kelly, G. and Tippett, M. Autumn 1991. Economic and accounting rates of 
return: A statistical model. Accounting and Business Research 21[84]:321-329. 
Based on the assumption that unrealised cash flows can be modelled by using 
some form of stochastic process, these authors developed a model to test for divergences 
between ARR and economic return. A key feature of their approach is that it avoids 
Golden Age conditions. Given that uncertainty characterises the real world and, by 
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imposing assumptions on stochastic cash flows, probability appraisals can be undertaken 
on IRR and ARR relationships. The strength of this model is that it avoids estimating 
unobservable terminal market prices. Its weaknesses include the necessity of a long time 
series for parameter estimation. 
9. Livingstone, J. L. and Salamon, G. L. Autumn 1970. Relationship between the 
accounting and the internal rate of return measures: A synthesis and an analysis. Journal of 
Accounting Research 8[2]:199-216. 
Concern was expressed by these authors that many of the earlier studies dealing 
with ARR and IRR relationships, lacked logical structure and used different assumptions. 
So, they adopted a co-ordinated approach by synthesising the results of prior research, 
and used more coherent assumptions. To add generality to the scope of previous studies, 
they dealt with project cash flows which were nonuniform over time, examined 
simultaneous changes in all parameters and reinvestment rates. They then formulated their 
model. As they were unable to derive mathematical expressions for the cash flows 
generated, they then undertook a deterministic simulation. They found ARR oscillated 
symmetrically about a constant, and the cycle amplitude was affected by the model 
parameters. 
10. McHugh, A. J. Spring 1976. Relationship between accounting and the internal 
rate of return. Journal of Accounting Research 14[1]:181-186. 
IRR and ARR disparities were investigated in this publication. The purpose was to 
provide mathematical proofs of propositions advanced in Livingstone and Salamon 
[1970]. He showed that two of Livingstone and Salamon's [1970] propositions were not 
usually true, showed the logical inconsistency of these generalisations and provided 
counter examples which highlighted these factors. He concluded that the elusive damped 
cyclic behaviour was the result of the remaining negative and complex eigenvalues of the 
matrix A. This latter result is crucial as it clearly elucidates ARR oscillations over time. He 
also found that ARR asymptotically approached IRR. 
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11. Ohlson, J. A. Spring 1983. Price-earnings ratios and earnings capitalisation 
under uncertainty. Journal of Accounting Research 21[1]:141-154. 
This publication applied the Rubinstein [1976] valuation model to investigate 
interrelationships between ea111ings, dividends and equity prices. It began by formulating a 
linear recursive model. It then derived a sufficient set of conditions for dividend 
irrelevance. A crucial assumption behind this method is the time series stability condition 
imposed on the covariance between future dividends and the marginal utility of future 
consumption. 
12. Rubinstein, M. Autumn 1976. The valuation of uncertain income streams and 
the pricing of options. Bell Journal of Econo1nics and Management Science 7[2]:407-425. 
This classic valuation paper is relevant to Feltham and Ohlson [1994], Ohlson 
[1983, 1994] and Kelly and Tippett [1991]. All valuation models can be interpreted within 
the Rubinstein [1976] framework. Given an Arrow-Debreu type economy, and only two 
assumptions of single-price law of markets and nonsatiation, provides a very general 
model in the Rubinstein [1976] method, so that other models can be treated as special 
cases. Evaluation of special models should therefore focus on the additional restrictive 
assumptions [for example, on relationships between accounting numbers and dividends] 
that are imposed in those models. 
13. Salamon, G. L. Winter 1988. On the validity of accounting rates of return in 
cross-sectional analysis: Theory, evidence, and implications. Journal of Accounting and 
Public Policy 7[4]:267-292. 
The main purpose of this article was to report the empirical results obtained from 
analysing ARR and IRR deviations. His sample consisted of 965 USA steady-state entities 
over the five years 1976-80. Evidence obtained supported the conclusions reached in prior 
research such as Harcourt [ 1965], Stauffer [ 1971] and Gordon [ 197 4]. The results 
demonstrated ARR and IRR dispa1ities were dependent on the relative magnitude of the 
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growth rate and IRR. In discussing rate of return implications for positive accounting 
research, he observed that tests of the political and contracting cost theories could only be 
considered as very weak tests. In conclusion, he advocated that further work should focus 
on formulating more appropriate econometiic tests to investigate these prominent theories. 
14. Solomon, E. 1966. Return on investment: The relation of book-yield to true 
yield. In Jaedicke, R. K., Ijiri, Y. and Nielsen, 0. [eds.] Research in Accounting 
Measurement. Menasha, Wisconsin: Ametican Accounting Association, pp. 232-244. 
This author investigated ARR and IRR behaviour patterns. Capitalisation policy, 
depreciation methods, revenue patterns, and growth rates were used to analyse the effects 
on IRR and ARR. He segmented his analysis into zero-growth and growth scenarios. 
Results showed the choice of depreciation methods [straight-line versus sum-of-years'-
digits] had a substantial impact on ARR. For comparisons of IRR with ARR, he 
distinguished between real growth and the effect of price level changes [inflationary] 
growth. He found that whilst ARR could be considered somewhat useful in specific 
circumstances, its utility as a deputy for IRR was limited. Corroborating Harcourt [1965], 
Solomon [1966] found ARR was usually not an accurate proxy for IRR, and was also 
unable to find any panaceas for IRR and ARR divergences. 
15. Stauffer, T. R. Autumn 1971. The measurement of corporate rates of return: A 
generalised formulation. Bell Journal of Econo,nics and Manage,nent Science 2[2]:434-
469. 
General conditions under which ARR deviates from IRR were derived in this 
classic exposition. He showed that neither GPR [ = CRR] nor NPR [ = ARR] reflected an 
accurate characterisation of IRR except under very restiictive conditions. Even for steady 
growth firms, it was found that GPR was biased, and that NPR only converged to IRR 
when the growth rate approached ARR. Like Harcourt [1965], he concluded that ARR 
was an unsatisfactory surrogate for IRR. He provided a general synthesis of how the 
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literature had IRR and ARR relationships, and supplied insight into the direct and indirect 
roles played by growth in generating noise in ARR. 
16. Vatter, W. J. Oct. 1966. Income models, book yield, and the rate of return. 
Accounting Review 41[4]:681-698. 
This author discussed the compound-interest model by criticising the true yield 
construct because it did not vary, and because its vaunted perfection was illusory. It was 
observed that accounting book figures [notwithstanding their intertemporal imperfections] 
needed to calculate ARR were readily observable whereas past, current and future cash 
flow information required to compute IRR was generally unavailable and/or was difficult 
to estimate. He therefore proposed the use of ARR based on the accountant's estimates as 
constituting a reasonable measure for financial performance evaluation rather than 
searching for and refining other indicators of economic performance as advocated by 
Solomon [ 1966]. 
17. Whittington, G. Summer 1979. On the use of the accounting rate of return in 
empirical research. Accounting and Business Research 9[35]:201-208. 
This publication examined shortcomings of ARR, and its utility in empirical 
investigation. He posited that ARR discussions inevitably involved making comparisons 
with the conceptually more plausible economic return. In the absence of readily available 
past, present and future cash flow data needed to calculate IRR, he argued that accountants 
acting in a pragmatic fashion would in all likelihood need to resort to the observable ARR 
to appraise financial performance. 
3.1 Introduction 
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CHAPTER III50 
RESEARCH METHODS 
Preceding chapters have reviewed and synthesised the rate of return literature. Research 
techniques used to empirically analyse the financial data are outlined in the present chapter. 
Section 3.2 describes the Australian research population. Section 3.3 discusses sample 
selection procedures, reasons why some corporations required exclusion from further analysis, 
survivorship bias and its potential impact on the results obtained from empirical research, and 
statistical overfitting. Section 3.4 describes the data collection methods utilised. In essence, 
financial data were taken directly [by hand] from the annual reports of each company in the 
sample. 
Data are analysed in chapter VI using the Kelly and Tippett [1991] cash flow model to 
determine whether ARR can be regarded as a reasonable proxy for the theoretically superior 
IRR. In line with Salamon [1985, p. 500], ARR statistics comprise five annual observations 
between 1969 and 1973 while the IRR data is derived over the much longer period from 1974 
and 1990. To avoid problems associated with statistical overfitting there must be independence 
between the two return metrics for both the estimation and test data periods [Freeman, Ohlson 
and Penman, 1982, p. 650; Ou and Penman, 1989, p. 299; Butler, Holland and Tippett, 1994, 
p. 306]. As a result of this independence requirement, the time series and cross-sectional 
properties of the data set are evaluated for variability including the cyclical propensity of the 
50 Sections 3.2, 3.3 and 3.4 are based on my manuscript "Accounting and Economic Rates of 
Return: Additional Australian Evidence", Journal of Accounting and Public Policy, Winter 1996d, 
15[4]. 
.... 
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ARR measure [Berry and Nix, 1991; Chatfield, 1984; Foster, 1986, chapters 6, 7 and 8; Lev, 
1989; O'Hanlon, 1995, 1996; Wu, Kao and Lee, 1996]. 
Beaver [1989, p. 92] observed that investigation into the relationship between past and 
future earnings " ... is part of a larger analytical process in which the ultimate concern is the 
prediction and valuation of the dividend stream." Relevant literature which is concerned with 
the predictive ability and time series properties of earnings and other financial variables is 
reviewed in section 3.5. Much of the research conducted in this area has employed naive 
models that have utilised past earnings data as the basis on which to predict future earnings 
changes. Results obtained from applying such models using past aggregated data suggest that 
changes in ea111ings are unpredictable. In particular, this section discusses whether nondeflated 
earnings are characterised by a pure random walk or a random walk with drift, and whether 
deflated earnings portrays a moving average or mean-reverting process. 
Following the analysis performed by Freeman, Ohlson and Penman [1982] and Butler, 
Holland and Tippett [1994] section 3.5 models the Ordinary Least Squares [OLS] and Logit 
regression techniques which are used to appraise the book rate of return, earnings per share 
and cash flow per share changes [first differences] on both time series and cross-sectional 
bases. Essentially, these statistical models test whether enlarging the predictive information set 
to include the book rate of return, earnings per share and cash flow per share will assist in 
forecasting earnings changes. 
Section 3.5 argues that these OLS and Logit models do not fully exploit the 
conditioning information set which is available for statistical analysis. Thus, the more 
"extensive and sophisticated" methodology of Butler, Holland and Tippett [1994] and Kelly 
and Tippett [1991] is also employed to determine whether a more refined cash flow model can 
be successfully applied to analyse the available information set. In this respect, financial data 
are analysed using the Kelly-Tippett technique to determine the empirical relationship between 
the ARR and the IRR metrics. Section 3.6 discusses three diagnostic testing procedures 
utilised to assess the validity and predictive ability of the Kelly and Tippett [1991] continuous 
time model. Finally, a summary of this chapter is contained in section 3.7. Results obtained 
from these empirical tests are rep011ed in prospective chapters. 
..... 
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3.2 Research Population 
The relevant population [from which the sample was randomly selected] comprises 
annual reports of Australian listed corporations over the 23 years from 1968 to 1990. 
Substantial and unavoidable problems were encountered as a consequence of the long 
time series used [requiring the availability of financial statements for 23 consecutive 
years] 51 and the not insignificant amount of takeover activity, reorganisations, 
privatisations, receiverships, liquidations, and flotations during this lengthy time 
horizon. Inevitably, a trade-off exists between the length of the time series utilised 
[and, as a result, the robustness of the IRR estimates] and the number of entities 
represented in a research sample [Butler, Holland and Tippett, 1994, p. 304]. 
These research design considerations mean that a substantial proportion of 
financial information is "lost" because of: 
[i] Unobtainable data: In the situation where an existing listed corporation was 
taken over by another enterprise between 1968 and 1990, the accounting 
reports of the target corporation are no longer published [by either the 
managers of the fi1m taken over or the parent company]. 
[ii] Unavailable financial information [Butler, Holland and Tippett, 1994, p. 
304]: Approximately 80% of companies listed on the main capital city stock 
exchanges in 1968 were no longer releasing annual reports by 1990. 
There is thus a resultant loss of financial disclosure, and the amount of data 
available for analysis is diminished. Unfortunately, these aspects of the research 
population considered in conjunction with the fact that Australian capital markets are 
51 Data for 1968 to 1973 were required [annual report information for 1968 was included because 
of averaging techniques applied to book valuations] to compute both five year simple mean and 
weighted average ARR's whereas a further 17 reports [1974 to 1990] were needed to estimate a, k and 
~ coefficients. In the context of this study, to is thus taken to be the firm's balance sheet date in 1973. 
The Kelly-Tippett framework and the research sample sections discuss these design and 
implementation procedures in more detail. 
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much smaller [ with fewer listed corporations] than those operating in, for example, the 
USA or the UK, diminishes the sample size available for investigation. So, the 
population of interest [from which the sample is drawn] is composed of 116 industrial 
and mining firms which have produced annual reports from 1968 to 1990. This 
population includes those corporations which have undergone name changes and those 
that have unde11aken structural reorganisations. The following section discusses the 
sample selection methods used, reasons why some firms were excluded, survivorship 
bias and its potential impact on results procured, and finally, problems presented by 
the possibility of statistical overfitting. 
3.3 Research Sample 
Following Freeman, Ohlson and Penman [1982, p. 645], Australian 
companies were chosen at random from the identified population. In selecting 30 USA 
corporations at random over the period 1946 to 1977, Freeman, Ohlson and Penman 
[1982, p. 645] noted that they " ... randomly selected a firm with complete data on the 
1972 Compustat file. These data were then extended using Moody's and later 
Co,npustat files. Any firm whose 'as reported' data could not be determined was 
deleted. We continued this process until 30 firms met the sample criteria." The 
objective of the present thesis was to randomly select 50 companies from the identified 
population. The random nature of the selection procedures means the sample is 
expected to be representative of the population of interest. Financial report and security 
price data for these 50 firms were thus collected for analysis. 
Entities with insignificant t-ratios for all of their estimated a, k and P 
parameters utilising maximum likelihood techniques were excluded [Judge, Hill, 
Griffiths, Lutkepohl and Lee, 1982, p. 497; Kelly and Tippett, 1991, pp. 323-328]. 
For UK firms which required exclusion from their sample, Butler, Holland and 
Tippett [1994, p. 309] noted that regressions were regarded as " ... unsatisfactory 
when the t-statistics associated with all three ... parameters ... were not significantly 
different from zero." They observed [p. 309, footnote 19] that insignificance " ... 
75 
across all three regression coefficients indicates that the model ... is probably an 
inappropriate characterisation of the process generating ... cash flows. This is 
confirmed by the fact that the estimated IRR for most of these companies involved a 
complex root. 11 As a result, firms were excluded where the maximum likelihood 
procedures failed to provide a satisfactory fit to the cash flow data and thus where the 
statistical process generating cash flows were deemed inappropriate. Six corporations 
possessing these attributes were excluded. Hence, the sum result of these factors is 
that, from an original sample of 50 entities, six firms [12%] were excluded leaving a 
final [useable] sample of 44 enterprises [88%].52 This yields a total of 968 data points 
[44 firms x 22 years] available for analysis. 
These population identification and sample selection procedures result in what 
has come to be known as a survivorship bias [Ball and Watts, 1979; Fama and Jensen, 
1983]. A result of this survivorship aspect is that only those corporations which 
released financial statements during the entire period from 1968 to 1990 were 
randomly selected for inclusion in the sample. Watts and Zimmerman [1986, pp. 195-
196] stated that the 11 ••• survivorship principle allows researchers to analyse the costs 
and benefits of the contracts and their concomitant accounting procedures that survive 
under the assumption that on average the benefits of those contracts and procedures 
exceed their costs. 11 Discussing the work of Freeman, Ohlson and Penman [1982, p. 
645], Salamon [1982, p. 297] and Gordon and Hamer [1988, p. 519], Butler, 
Holland and Tippett [1994, p. 304, footnote 5] argued that their paper also 11 ••• suffers 
from a survivorship bias. While it is difficult to assess what effect this might have ... it 
is worth noting that results based on both longer periods and smaller samples have 
been reported in the ARR/economic return literature without this being raised as a 
significant issue." So, whilst acknowledging survivorship is important, it is an 
inherent factor which affects most empirical research to some extent. As such, its 
52 Butler, Holland and Tippett [1994, p. 309] excluded 13.3%, 17.3% and 12.9% of their three 
gross samples because of bad fit. 
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effect should be minimised by taking this factor into account in the design and 
execution stages of the research process, and when interpreting results obtained. 
ARR's utilised comprise simple mean and sum-of-years'-digits methods, for 
\ 
the five years from 1969 to 1973 whereas economic return [cash flow] data employed 
is post 1973 to 1990 [Kelly and Tippett, 1991, p. 326, footnote 12; Steele, 1986]. 
Note especially that there must be no overlap between ARR and IRR, where time zero 
is the entity's balance sheet date in 1973. Hence, it is important to have complete 
independence between the two return metrics [for the estimation and the test periods] 
to mitigate statistical overfitting [Ou and Penman, 1989, p. 299]. Freeman, Ohlson 
and Penman [1982, p. 650] explain that they: 
... tested the earnings prediction hypothesis over a holdout sample ... to 
avoid a potential bias from cross-sectional con-elations within each sample 
year. Parameter estimates were derived from pooled data of the 30 sample 
firms for the years 1946-63. Predictions tests were conducted for the 
pooled ... coefficients on all industrial Co,npustat firms with enough data 
to compute the actual and predicted changes in ROR and EPS for the years 
1964-80 ... There is no overlap between the estimation and test data 
periods, thus eliminating potential problems of statistical overfitting. 
It is therefore necessary to impose a similar independence [no overlap] 
condition to determine whether associations between ARR [between 1969 and 1973] 
and IRR [ estimated from 197 4 to 1990] exist. The next section describes data 
collection techniques used. 
3.4 Data Transcription Methods 
Financial data were collected directly [by hand] from annual reports contained on the 
Australian Graduate School of Management [AGSM] microfiche file. The Chifley 
Library at the Australian National University has relevant AGSM microfiche records 
for between 1968 and 1986 inclusive for the majority of sampled companies, while the 
National Library of Australia has microfiche copies for the 23 years from 1968 to 
1990. 
77 
These data collection procedures proved to be very labour intensive and time 
consuming. There is no Australian equivalent to the USA Compustat files or the British 
Datastream [Freeman, Ohlson and Penman, 1982; Butler, Holland and Tippett, 1994].53 Stock 
price data for each finn 's balance sheet date ended in 1973 were collected from relevant copies 
of the Australian Financial Review. 
3.5 Time Series Properties and Cross-Sectional Analysis of the Data 
The principal objective of this thesis is to produce additional empirical evidence about the 
validity and predictive ability of using alternative rate of return measures to evaluate financial 
performance - the ex post ARR and the ex ante IRR, both at the individual corporation level 
and at the aggregate level. 54 In generating such research evidence, it is imperative that potential 
econometric problems are adequately addressed. There are two related reasons why time series 
and cross-sectional tests should be undertaken. 
In the first instance, the Australian financial data referred to earlier are analysed using 
the Kelly and Tippett [1991] binomial model. ARR statistics comprise the simple mean and the 
sum of the years' digits reducing balance method for five years from 1969 to 1973 while the 
economic return data is between 1974 and 1990 [Salamon, 1985, p. 500]. To avoid potential 
problems arising from statistical overfitting there must be complete independence between the 
two return metrics for both the estimation and test data periods [Freeman, Ohlson and Penman, 
1982, p. 650; Ou and Penman, 1989, p. 299; Butler, Holland and Tippett, 1994, p. 306]. 
53 The Statex Research Centre at the Sydney Stock Exchange has compiled earnings and cash 
flow data on Australian listed corporations. However, the database available is for a maximum of 12 
years' duration only. Extension of these files to a longer time horizon would benefit data collection 
and hence the results that could be obtained from future research endeavours. 
54 Background info1mation, objectives and motivation of the present thesis are discussed in more 
detail in chapter I. 
78 
Given this independence criterion, the time series and cross-sectional properties of the data set 
should be evaluated for the presence of irregularities including the cyclical nature of the ARR 
measure. In this respect, Butler, Holland and Tippett [1994, p. 304] comment that "[i]f the ex 
post ARR appears to be low [high] relative to the economic return, this may reflect nothing 
more than the proxy was drawn from a period when the ARR was low [high] relative to its 
'normal' or 'long term' value." Empirical evidence on these issues is therefore warranted. 
Second, based on the theoretical and empirical analysis contained in Freeman, Ohlson 
and Penman [1982] and Butler, Holland and Tippett [1994], this section also discusses the 
application of Ordinary Least Squares [OLS] and Logit regression methods to appraise 
predictive techniques based on finer data sets such as the book rate of return [ROR described 
as Model 1], the earnings per share [EPS ascribed as Model 2] and the cash flow per share 
[CFPS attributed to Model 3] changes [first differences] on a time series basis [for 21 
consecutive periods from 1970 to 1990 for each of the 44 sample corporations] and on a cross-
sectional basis [using 44 firms comprising 21 years from 1970 to 1990]55 [Ball and Brown, 
1968; Berry and Nix, 1991; Foster, 1986, chapters 6, 7 and 8; Lev, 1974, 1983, 1989; 
O'Hanlon and Whiddett, 1991; Salamon, 1982; Rhys and Tippett, 1993]. 
Empirical research into the relationship between past and future earnings has generated 
a considerable literature over the past three decades. Beaver [1989, p. 92] states that "[t]he 
55 In this respect, it is worth noting that in order to generate consistent and reliable estimates of 
the ex ante IRR metric it was necessary to have cash flow per equity security data for the 17 year 
interval from 1973 to 1990 [data for 1973 was included because of the averaging process utilised]. 
With respect to analysing the time series behaviour and cross-sectional attributes of the Australian 
data set, however, additional data collection was required. More specifically, it was necessary to collect 
cash flow per share data from 1968 to 1972, and to redefine the accounting rate of return as: 
profitt,t+ 1 divided by average shareholder's equity over the period from t to t+ 1 [Freeman, Ohlson and 
Penman, 1982, pp. 641-645]. In addition, it was necessary to calculate the earnings per share for 1968 
to 1990 from the existing financial data and from the additional data that required collection. 
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prediction of earnings is part of a larger analytical process in which the ultimate concern is the 
prediction and valuation of the dividend stream. Eainings are an important informational source 
about future dividend-paying ability." An important task therefore is to review and empirically 
examine the predictive ability and basic time series properties of earnings and other financial 
variables. In essence, much of the research conducted in this area has employed naive models 
that use past earnings data as the basis on which to predict future earnings changes. Results 
obtained from applying such models using past aggregated data generally indicate that earnings 
changes are unpredictable [Albrecht, Lookabill and McKeown, 1977; Ball, Brown and Officer, 
1989; Ball and Watts, 1972; Foster, 1986, chapters 6, 7 and 8; Ijiri, 1979; Little, 1962; Little 
and Rayner, 1966; Salamon, 1982]. In summarising previous literature in this area, Butler, 
Holland and Tippett [1994, p. 303] observe that: 
[t]he last three decades have witnessed a rapid expansion in the number of 
books and ai·ticles dealing with the predictability and time series properties of 
accounting numbers and financial variables. Early work ... deals with some 
basic time series properties of accounting ea1nings ... the procedures laid down 
in these early works have been refined and extended ... Lesser known amongst 
these is research dealing with the time series properties of rate of return 
measures ... Foster [1986, pp. 67-68] stresses the importance of such metrics 
by noting that they are often used to assess relative profitability, both over time 
and across firms. 
The principal motivation for this prior empirical analysis concerns [1] whether 
nondeflated time series earnings can be characterised as a pure random walk, a random walk 
with drift pattern or some other process and [2] whether deflated time series earnings portrays 
moving average or mean-reverting properties thereby implying a normal earnings expectation 
[Ball, Brown and Officer, 1989; Beaver, 1970, 1989; Foster, 1977, 1986, chapters 6, 7 and 8; 
Lev, 1974, pp. 119-125, 1983, 1989; Watts and Leftwich, 1977]. 
Much of the early empirical research conducted in the area of time series properties and 
associated predictive ability aspects of earnings was motivated by [1] the need to ascertain the 
behaviour of the statistical process underlying the generation of earnings and [2] the desire to 
construct robust forecasting models designed to predict future earnings changes [Albrecht, 
Lookabill and McKeown, 1977; Ball and Brown, 1968; Ball and Watts, 1972; Beaver, 1970, 
1989; Chant, 1980; Foster, 1977, 1986; Lev, 1974, pp. 121-122; Watts and Zimmerman, 
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1986; Whittred, 1978]. These researchers have generally concluded that changes in earnings 
are unpredictable and follow a random walk or martingale process with drift. Beaver [1989, p. 
124] has commented that under a random walk with drift model " ... next year's earnings are 
forecasted to be equal to this year's earnings plus a d1ift term equal to the average change in 
earnings over some past pedod. This model has been extremely robust against challenges since 
its use by Ball and Brown [1968]." However, Lev [1974, pp. 130-131] proffered the caveat 
that: 
... the evidence on the random behaviour of earnings changes pertains to the 
means or medians of the sampled firms ... There are some indications that 
earnings of atypical firms ... deviate systematically from randomness ... an 
analyst conce111ed with a specific firm should ... attempt to identify persistent 
patterns in its earnings record. Serial correlation tests, runs analyses, and 
exponential smoothing models can be used to reveal such patterns to be 
subsequently used in the prediction model. 
As a result of these research design issues, academic researchers, shareholders, 
debtholders and financial information intermediaries should exercise a high degree of caution 
when interpreting results obtained from large samples, and especially when applying these 
research findings to individual corporations. 
More recent empirical research in this area has focused attention on making a 
fundamental distinction between permanent and transitory components of earnings [Beaver, 
1989, pp. 93-95; Collins and Kothari, 1989; Easton and Zmijewski, 1988; Kormendi and 
Lipe, 1987; Lev, 1989; Miller and Rock, 1985; O'Hanlon and Whiddett, 1991]. For example, 
Lev [1989, pp. 169-170] commented that: 
... unexpected earnings are split into two components: one [persistence] that 
affects expectations of future ea111ings and cash flows, and the other [transitory] 
that does not affect expectations. The persistence component is often estimated 
from the time series of earnings, and thus the measurement of persistence 
depends on the time-series model assumed by the researcher. 
As a consequence, the theoretical models and empirical techniques available to appraise 
the time series properties of eai11ings and other financial variables have substantially improved 
during the past three decades which, in tum, has resulted in many extensions and refinements 
to this area of research. 
""11111 
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Adopting a more refined and probably more useful approach, some researchers have 
focused attention on the application of finer [additional] info1mation structures [Marschak and 
Radner, 1971, pp. 53-59] to determine the predictability and time series properties of earnings 
and other financial variables [Freeman, Ohlson and Penman, 1982; Butler, Holland and 
Tippett, 1994]. In a pioneering paper in the USA, Freeman, Ohlson and Penman [1982, pp. 
639-640] commented on the conclusion that earnings patterns are unpredictable and follow a 
random walk or martingale process with drift: 
... is only true in a limited sense, since a modest enlargement of the predictive 
information set should allow for a rejection of the hypothesis that earnings 
changes are unpredictable. Specifically, we hypothesise that book rate-of-return 
predicts earnings changes. If this is so, past inferences based on the "random 
walk hypothesis" are incoITect. 
As a result of the views expressed by Freeman, Ohlson and Penman [1982], the 
finding by many researchers that earnings behaviour is unpredictable and follows a random 
walk with drift, was very seriously questioned. Specifically, Freeman, Ohlson and Penman 
[1982, p. 642] have argued that "[t]he random walk hypothesis, no matter what its precise 
conditioning info1mation set, cannot be strictly true ... The issue is not whether the hypothesis 
is fundamentally true in some absolute sense, but rather whether it is a 'good' or 'poor' [first-
order] approximation." 
On the basis of their theoretical analysis, Freeman, Ohlson and Penman [1982, p. 645] 
utilised both the book rate of return measure [ROR as Model 1] and the earnings per share ratio 
[EPS as Model 2]. The sample employed by Freeman, Ohlson and Penman [1982, p. 645] 
comprised 30 corporations selected at random for which complete accounting earnings and 
shareholders' equity data were available either on the 1972 version of the Compustat Annual 
Industrial Tape or contained in Moody's Industrial Manuals. The time series covered the period 
1946 to 1977. Because it was necessary for first differences [changes] to be taken on the 
dependent variable, the empirical analysis was based on 32 yearly observations for each 
sample enterprise. As a result, all empirical tests were performed using 930 observations [30 
firms x 31 periods]. With respect to ROR changes, it was found that there were 470 increases 
[51 per cent] and 460 decreases while for EPS first differences there were 597 increases [64 
82 
per cent] and only 333 decreases. Based on this analysis, Freeman, Ohlson and Penman 
[1982, p. 645] hypothesised ROR to follow a mean-reve11ing process without drift while EPS 
was hypothesised to follow a statistical process involving a positive drift-term. 
With respect to the results obtained for Models 1 and 2, Freeman, Ohlson and Penman 
[1982, pp. 645-650] found evidence of mean reversion for all but one firm in their sample. 
Based on logistic regressions and predictive tests, Freeman, Ohlson and Penman [1982, p. 
640] concluded that the: 
... current book rate-of-return provides a basis for predicting future earnings 
changes. A relatively low rate-of-return implies that earnings are "temporarily 
depressed"; similarly, a high rate-of-return implies that earnings are "unusually 
good." The evidence ... suggests that, while the "random walk hypothesis" is 
quite robust with respect to past earnings, more successful predictions can be 
made by expanding the conditioning information set to include book value of 
net assets. 
In other words, increasing the information set available to include a rate of return 
[ROR] variable appears to result in significant improvements in the prediction of future 
earnings changes. Freeman, Ohlson and Penman [ 1982, p. 652] commented that further 
improvements in earnings predictions could also be accomplished by incorporating additional 
economic and accounting variables in the conditioning information set. Results obtained by 
Butler, Holland and Tippett [1994] using United Kingdom data support the Freeman, Ohlson 
and Penman [1982] conclusions. Butler, Holland and Tippett [1994] used a database of 195 
publicly listed British corporations and applied time series regressions to the book rate of 
return. They concluded [p. 306] that " ... the estimated regression coefficients are consistent 
with the hypothesis that the ARR is a mean reve11ing statistic. All but four of the estimated P's 
... is negative and over 50% are significantly different from zero at the 5% level." 
As a consequence of the theoretical and empirical analysis contained in Freeman, 
Ohlson and Penman [1982] and in Butler, Holland and Tippett [1994], five Ordinary Least 
Squares [OLS] and three Logit regression methods will be specified [in this section of the 
thesis below] and applied [results shall be presented in sections 4.2 and 5.2] in order to 
appraise the ex post book rate of return [Model 1], the earnings per share [Model 2] and the 
cash flow per share [Model 3] changes [first differences] on both time series and cross-
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sectional bases [Aksu, Eckstein, Greene and Ronen, 1996; Berry and Nix, 1991; Lev, 1974, 
pp. 119-125, 1983, 1989; Lorek and Willinger, 1996; Rhys and Tippett, 1993; Salamon, 
1982; Watts and Zimmerman, 1986]. 
Following the Freeman, Ohlson and Penman [1982, p. 641] investigation, the 
hypothesised statistical process was initially formalised as: 
RORt = 8 + yRORt-1 + Et 3.1 
where the relevant variables are defined as follows: "RORt is the book rate-of-return on 
common equity; Et, Es are independent ifs i= t; E[Et] = O; Cov[RORt-1' Et] = 0; and O < y < 1. 
If RORt is a random walk, y = 1; if RO Rt is pure mean reversion, y = 0. Prior empirical works 
suggests that RORt is a hybrid with 8 > 0 and y < 1" [Freeman, Ohlson and Penman, 1982, p. 
641]. Suppose that ARR is substituted for ROR appearing in equation 3.1. If ARRt-1 is 
subtracted from both sides of the equation, then: 
ARRt - ARRt-1 = ~ARRt = 8 + [y- l]ARRt-1 + Et 3.2 
For equation 3.2 to be characterised as a mean reverting process, [y - 1] must be negative 
which implies that y < 1. If y = 1, then the coefficient associated with ARRt-1 on the right of 
equation 3.2 is zero indicating that ~ARRt = 8 + Et which is the definition of a random walk 
with drift parameter 8. Hence, the theoretical analysis proposed by Freeman, Ohlson and 
Penman [1982, p. 641] reduces to the Butler, Holland and Tippett [1994, p. 304] time series 
regression: 
~ARRt = a + PARRt + Et 3.3 
where ~ARRt = ARRt+ 1 - ARRt is the change in the ex post ARR measure over the years of 
available data, a [the drift term] and p [[ = y- 1] and represents the slope coefficient] are the 
estimated parameters and Et is the stochastic error tenn. Butler, Holland and Tippett [1994, p. 
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305] observe that for the ex post ARR statistic to be generated by a random walk process, P 
would have to be zero and then a measures drift per unit of time [Cox and Miller, 1965, pp. 
207-208]. They also show that if the ex post ARR is generated by a mean reverting process, P 
will be negative and -a.IP is the long tenn average or normal ARR measure [Freeman, Ohlson 
and Penman, 1982, pp. 641-642]. In addition to these factors, Butler, Holland and Tippett 
[1994, p. 305] have stated that the p parameter may be characterised as a measure of the speed 
with which the ex post ARR statistic is pulled back to its normal value [Merton, 1971, pp. 
401-412]. 
Lev [1974, pp. 119-125] has discussed reasons why the restrictions placed on P make 
the generating process either a mean-reverting process or a pure random walk. According to 
Lev [1974, pp. 119-120], a constant expectation or mean-reverting process implies that 
"periodic earnings, Yr, is a random variable whose expectation [i.e., mean value] remains 
constant over time ... " and " ... actual earnings will tend to revert to the mean." In contrast to 
the statistical process characterised in the above scenario, Lev [1974, pp. 121-122] commented 
that a pure random walk implies that "the [earnings] expectation changes randomly from period 
to period." 
With respect to variable and parameter definitions [ which are provided above] and the 
construction and application of mathematical equations, Freeman, Ohlson and Penman [1982, 
p. 645] empirically tested the first two Logit models [lB and 2B as described below]. In 
addition to using these two Logit regression models, Freeman, Ohlson and Penman [1982, p. 
644, footnote 10] comment that: 
[d]iscriminant analysis provides another means of testing the hypothesis in the 
binary metric space, but the important disadvantage here is the requirement that 
the independent variable must be assumed to follow a normal distribution. The 
estimations which follow were repeated using OLS and continuous dependent 
variables. As expected, we observed high t-statistics without any improvement 
in predictive space. 
As a consequence, the use of discriminant analysis does not seem to provide any 
substantial enhancement in predictive power over the two Logit regression models employed 
by Freeman, Ohlson and Penman [1982]. 
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Literature concerned with the predictive ability and time series properties of earnings 
and other financial variables has also been analysed. As noted, much of the research conducted 
in this area has employed naive models that have utilised past earnings data as the basis on 
which to predict future earnings changes. Results obtained from applying such models using 
past aggregated data indicate that earnings changes are unpredictable and follow a random walk 
or martingale process with drift [Ball and Brown, 1968; Ball and Watts, 1972; Beaver, 1989; 
Foster, 1977, 1986; Whittred, 1978]. 
More refined models that test whether a modest enlargement of the predictive 
information set [ARR, EPS and CFPS] will assist in forecasting earnings changes can be 
applied to analyse the financial data [Ball and Brown, 1968; Freeman, Ohlson and Penman, 
1982; Butler, Holland and Tippett, 1994]. Based on Freeman, Ohlson and Penman [1982, p. 
645], to operationalise these models, parameter estimates were derived for three dissimilar 
dependent variables: 
Model 1 
Model2 
Model3 
Z[MRRt] where ~Rt= ARRt+l - ARRt 
Z[~EPSt] where ~EPSt = EPSt+ 1 - EPSt 
Z[~CFPSt] where ~CFPSt = CFPSt+l - CFPSt 
where ARR is the book rate of return, EPS represents the earnings per ordinary share and 
CFPS is the cash flow per share. These three models possess continuous dependent variables 
where OLS regressions are undertaken and dichotomous dependent variables [either zero for 
an earnings decrease or one for an earnings increase] for Logit analysis. Parameter estimates 
for Model 1 were obtained because the ex post ARRt measure must have mean-reverting 
properties if there are to be grounds for suggesting that ARRt predicts EPS and CFPS changes 
in Models 2 and 3. In other words, ARRt is used as an explanatory variable to predict changes 
in EPS and CFPS [Freeman, Ohlson and Penman, 1982, p. 645]. 
Additional to models one and two employed by Freeman, Ohlson and Penman [1982], 
model three utilises cash flow per share data. Regression model one [book rate of return] is 
empirically tested using both OLS and Logit regression analysis only, while models two 
~ 
I 
I 
I 
i: 
I 
,~ ~. 
~ 
86 
[earnings per share] and three [cash flow per share] also include deflated earnings 
[~EPSt+l/EPSt] and cash flow [~CFPSlt+l/CFPSlt] ratios. The three model structures 
utilised, which comprise five OLS and three Logit regression equations, are formalised in more 
detail below. 
3.5.1 Book Rate of Return - OLS Regression Model 1 [A]: 
The book rate of return model can be utilised to assess whether the ex post ARR measure is 
generated by a "random walk" [a martingale process with slope coefficient P = 0], a mean 
reverting process [P < 0] or some other process [P > O]. The model tests whether enlarging the 
predictive information set to include the book rate of return will assist in forecasting changes in 
earnings. Linear probability models such as OLS can be used in situations where the dependent 
variable is continuous and where there is an absence of heteroscedasticity and autocorrelation 
in the residuals [Butler, Holland and Tippett, 1994; Conover, 1980, pp. 138, 254; Freeman, 
Ohlson and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Judge, Hill, Griffiths, 
Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 5; Nareen, 1988; Stone 
and Rasp, 1991]. The precise model used may be summaiised as follows: 
~ARRt = a + PARRt + Et 3.4 
where ~Rt= ARRt+ 1 - ARRt, as discussed for equation 3.3. This regression equation was 
run both on a time series [from 1970 to 1990 for all 44 individual firms] and on a cross-
sectional basis [for 21 years from 1970 to 1990 across the 44 corporations] [Ball and Brown, 
1968; Berry and Nix, 1991; Foster, 1977, 1986, chapters 6, 7 and 8; Lev, 1974, pp. 119-125, 
1983, 1989; O'Hanlon and Whiddett, 1991; Rhys and Tippett, 1993; Salamon, 1982; Watts 
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and Zimmerman, 1986].56 Model diagnostic testing procedures [Breusch-Pagan and Durbin-
Watson statistics] are discussed in section 3.6 and repo11ed in chapter IV. 
3.5.2 Book Rate of Return - Logit Regression Model 1 [BJ: 
A logistic regression model is an appropriate technique to use in situations where the dependent 
variable is dichotomous [either zero for an earnings decrease or one for an earnings increase] 
rather than continuous. The heteroscedastic disturbance problem is avoided by employing 
Logit analysis [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; 
Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. If ~ARRt, where ~ARRt = 
ARRt+l - ARRt is positive, then the dependent variable is +1, otherwise it is zero. Define this 
dichotomous variable as Z[~ARRt] = + 1 if ~Rt is positive, zero otherwise. Then the Logit 
model may be formalised in the following te1ms: 
Z[LiARRt] =a+ PARRt + £i 3.5 
This equation was run on both a time series for each company and cross-sectional basis across 
all firms for a given year, such as 1980 [Aksu, Eckstein, Greene and Ronen, 1996; Foster, 
1977, 1986, chapters 6, 7 and 8; Salamon, 1982]. 
3.5.3 Earnings Per Share - OLS Regression Model 2[AJ: 
The following earnings per share model can be used to determine whether the EPS variable 
follows the random walk hypothesis [a martingale process with slope coefficient p = 0], 
portrays moving average or mean-reverting properties [P < 0] or is generated by some other 
process [P > 0]. The model tests whether increasing the predictive information set to include 
56 As previously discussed, financial data for two years [1968 and 1969] were excluded from tbe 
empirical analysis because of the averaging process used, and the need to take first differences 
[changes] to compute the respective ROR, EPS and CFPS ratios. 
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ARRt will lead to an improvement in the prediction of EPS changes. OLS may be employed 
where the dependent vaiiable is continuous and where there is an absence of heteroscedasticity 
and autocorrelation in the residuals [Conover, 1980, pp. 138, 254; Freeman, Ohlson and 
Penman, 1982; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; Noreen, 
1988; Stone and Rasp, 1991]. The regression model used can be summarised: 
~EPSt = a+ PARRt + Et 3.6 
where ~EPSt = EPSt+ 1 - EPSt. In this situation, the ARRt is used as an independent variable. 
This empirical relationship was analysed in both time series and cross-section [Berry and Nix, 
1991; Salamon, 1982; Watts and Zimmerman, 1986, chapter 6]. The usual diagnostics 
[Breusch-Pagan and Durbin-Watson statistics] are reported in chapter IV. 
3.5.4 Earnings Per Share - Logit Model 2[Bl: 
A Logit model is an appropriate technique to use in cases where the dependent variable is 
dichotomous [either zero for an earnings decrease or one for an earnings increase] rather than 
continuous. The heteroscedastic disturbance problem is avoided by employing Logit analysis 
[Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; Hanushek and 
Jackson, 1977, chapter 7; Maddala, 1991, 1992; Stone and Rasp, 1991]. If ~EPSt, where 
~EPSt = EPSt+ 1 - EPSt is positive, then the dependent variable is + 1, otherwise it is zero. 
Define this dichotomous variable as Z[~EPSt] = + 1 if ~EPSt is positive, zero otherwise. The 
Logit regression model can be formalised as follows: 
Zr~EPSt] = a+ PARRt + Et 3.7 
on both [l] a time series [for each company] and [2] cross-sectional [across all firms in sample 
for a given year, for example, 1970] [Berry and Nix, 1991; O'Hanlon and Whiddett, 1991; 
Watts and Zimmerman, 1986, pp. 129-155]. 
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3.5.5 Deflated Earnings Per Share - OLS Regression Model 2[C]: 
The following model can be used to determine whether a deflated earnings ratio 
[~EPSt+ 1 IEPSt] is characterised as a "random walk" [a martingale process with slope 
coefficient P = O], a mean reverting process [P < 0] or some other process [P > O]. The model 
tests whether increasing the information set to include ARRt will assist in predicting changes in 
deflated EPS. Linear regression models such as OLS can be used in situations where the 
dependent variable is continuous and where there is an absence of heteroscedasticity and 
autocorrelation in the residuals [Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 
1977, chapter 7; Maddala, 1992, chapter 5; Noreen, 1988; Stone and Rasp, 1991]. The model 
is summarised as follows: 
~EPSt+ 1/EPSt = a+ PARRt + ct 3.8 
Note that the ARRt is used as an independent vaiiable in this equation. This regression was 
tested in both time series and on a cross-sectional basis [O'Hanlon and Whiddett, 1991; 
Salamon, 1982]. 
3.5.6 Cash Flow Per Share - OLS Regression Model 3[A]: 
This cash flow per share model can be used to ascertain whether the CFPS variable follows the 
random walk hypothesis [P = O], a mean reverting process [P < O] or some other process [P > 
O]. The model examines whether increasing the predictive information set to include ARRt will 
enhance the predictability of changes in CFPS. Linear probability models such as OLS can be 
used in situations where the dependent variable is continuous and where there is an absence of 
heteroscedasticity and autocorrelation in the residuals [Conover, 1980, pp. 138, 254; Freeman, 
Ohlson and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Judge, Hill, Griffiths, 
Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 5; Noreen, 1988; Stone 
and Rasp, 1991]. The precise model used can be summarised as follows: 
~CFPSlt =a+ ~ARRt + ct 3.9 
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where ~CFPSlt = CFPSlt+l - CFPSlt- In this situation, the ARRt is used as an independent 
variable. This equation was run both on a time series [from 1970 to 1990 for all 44 individual 
firms] and on a cross-sectional basis [for 21 years from 1970 to 1990 across the 44 
corporations] [Ball and Brown, 1968; Berry and Nix, 1991; Salamon, 1982; Watts and 
Zimmerman, 1986]. Model diagnostic testing procedures [Breusch-Pagan and Durbin-Watson 
statistics] are discussed in section 3.6 and reported in chapter IV. 
3.5.7 Cash Flow Per Share - Logit Regression Model 3[B]: 
This cash flow per share model can be used to ascertain whether the CFPS variable follows a 
"random walk" [~ = 0], a mean reverting process [~ < O] or some other process [~ > 0]. A 
logistic regression model is appropriate to use in situations where the dependent variable is 
dichotomous rather than continuous. The heteroscedastic disturbance problem is avoided by 
employing Logit analysis [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 
1982; Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. If ~CFPSlt, where 
~CFPSt = CFPSlt+l - CFPSlt is positive, then the dependent variable is +1, otherwise it is 
zero. Define this dichotomous variable as Z[~CFPS 1 t] = + 1 if ~CFPS 1 t is positive, zero 
otherwise. 
z[~CFPSlt] =a+ ~ARRt + Et 3.10 
on both a time series [for each company] and cross-sectional [across all firms in the research 
sample for a given year] bases [Ball and Brown, 1968; Foster, 1977, 1986, chapters 6, 7 and 
8; Lev, 1989; Freeman, Ohlson and Penman, 1982; O'Hanlon, 1995]. Note that the ARRt is 
used as an independent variable in the regression. Model diagnostic testing procedures 
[Breusch-Pagan and Durbin-Watson statistics] are reported in chapter IV. 
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3.5.8 Deflated Cash Flow Per Share - OLS Model 3[CJ: 
The following model can be utilised to assess whether a deflated cash flow per share statistic 
[~CFPSlt+l/CFPSlt] is characterised as "random walk" [P = 0], a mean reverting process [P 
< 0] or some other process [P > O]. The model tests whether enlarging the information set to 
include ARRt will facilitate the prediction of changes in deflated CFPS. Linear OLS regression 
can be applied where the dependent variable is continuous and where there is an lack of 
heteroscedasticity and autocorrelation in the residuals [Conover, 1980, pp. 138, 254; 
Hanushek and Jackson, 1977, chapter 7; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 
327, 356-378; Maddala, 1992, chapter 5; Noreen, 1988; Stone and Rasp, 1991]. The 
regression model used can be summarised as follows: 
~CFPSlt+1ICFPSlt =a+ PARRt + Et 3.11 
In this context, the ARRt is utilised as an independent variable. This regression equation was 
run both on a time series [from 1970 to 1990 for all 44 individual companies] and on a cross-
sectional basis [for 21 years from 1970 to 1990 across the 44 corporations] [Ball and Brown, 
1968; Foster, 1977, 1986, chapters 6, 7 and 8; Lorek and Willinger, 1996; Rhys and Tippett, 
1993; Salamon, 1982]. 
The OLS and Logit regression techniques applied to the financial data set in chapters IV 
and V, to some extent at least, "throw away" information [Freeman, Ohlson and Penman, 1982, 
p. 644, Marschak and Radner, 1971, pp. 53-59]. For example, Freeman, Ohlson and Penman 
[1982, p. 644] put forward the view that the choice between a simple statistical procedure and a 
more refined metric results in "an obvious trade-off between 'information' and 'noise' ... More 
extensive and sophisticated models may provide more definitive results, but only if they are not 
misspecified ... The joint solution to these problems becomes quite difficult because of limited 
data, and unless it is done reasonably well the statistical output will be somewhat less than 
credible." As a consequence, the more "extensive and sophisticated" methodology contained in 
Butler, Holland and Tippett [1994] and in the Kelly and Tippett [1991] paper is also utilised to 
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determine whether a more refined cash flow model can be successfully applied to analyse the 
available data. 
In addition to applying the three diagnostic tests to the data as discussed in section 3.6, 
two other statistical tests are employed. First, the Breusch-Pagan test [ which possesses an 
asymptotic Chi-square distribution] is utilised to determine whether the errors Et in the 
regression equation are homoscedastic [Maddala, 1992, pp. 207-209]. Second, the Durbin and 
Watson [1950, p. 410] statistic is used to appraise first order serial correlation in the residuals 
of the linear regression equations. 
3.6 Model Diagnostic Testing Procedures 
As noted in section 2.3.2 of this thesis, Kelly and Tippett [ 1991, pp. 323-324] modelled a 
corporation's cash flows as follows: 
dC[t] = [aekt + ~C[t]]dt + dW[t] [3.12] 
where C[t] is defined as the level of accumulated cash flows at time t, dC[t] is the 
instantaneous cash flow over the interval [t, t + dt], a, k and ~ are cash flow parameters and 
dW[t] is a "white noise" process with variance parameter cr2 [Hoel, Port and Stone, 1972, p. 
141; Butler, Holland and Tippett, 1994, pp. 307-309]. For each company, a maximum 
likelihood non-linear regression technique was used to estimate the cash flow parameters a,~' 
k and the variance cr2. Full details of the non-linear regression procedures are contained in the 
Statistical Appendix to Butler, Holland and Tippett [1994, pp. 316-317], in Judge, Hill, 
Griffiths, Lutkepohl and Lee [1982, pp. 62-66 and chapters six and 12] and in Kelly and 
Tippett [1991, pp. 323-328]. 
It is important that the residuals are independent and identically distributed normal 
variates. The assumption of normality of the non-linear regression model is, of course, critical 
for calculating the parametric t-statistics for a, ~ and k which show whether the t-ratios are 
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significantly different from zero57 [Butler, Holland and Tippett, 1994, pp. 309-312; Judge, 
Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 47-52, 270; Kelly and Tippett, 1991, pp. 323-
328]. The application of a maximum likelihood non-linear regression procedure, however, 
results in a paucity of diagnostic testing techniques. The Durbin and Watson [1950, p. 410] 
statistic which can be used to assess first order serial correlation in the estimated residuals of a 
linear regression equation, however, is an inappropriate statistical test in this environment. In 
this respect, Kelly and Tippett [1991, p. 326, footnote 13] comment that: 
[s]ince we are ... dealing with a non-linear regression problem, the usual 
Durbin-Watson test for autocorrelation does not apply ... In an effort to address 
this issue, two tests were applied to the observed residuals. The first is the 
Wald-Wolfowitz Runs test which ... assesses whether the "process" generating 
the residuals is random [Conover, 1971, pp. 350-356]. The second test is 
based on a Durbin-Watson "like" statistic and is due to Young [1941]. As such, 
it is a test of first order autocorrelation. 
This aspect of the research design is at least partially resolved by employing 
nonparametric statistical tests. These require very limited distributional assumptions and their 
"efficiency" often approaches [and sometimes surpasses] that of parametric statistical tests 
[Butler, Holland and Tippett, 1994, p. 309; Conover, 1980, pp. 87-90, 291-292; Kelly and 
Tippett, 1991, pp. 325-326]. Three nonparametric diagnostic testing procedures were applied 
to analyse the suitability of the regression procedures. First, Young's C statistic58 was 
employed for assessing first order autocorrelation in the observed residuals [Butler, Holland 
57 If the estimated residuals do not follow a normal distribution, then a, ~ and k may not be 
distributed as t-variates. 
58 Young's C test is based on a statistic, C = 1 - [m - 1]/2m · 82!s2, where mis the sample size 
and 82/s2 is the von Neumann ratio test statistic for first order autocorrelation and mis the number of 
observations on which the test is based [Johnston, 1972, p. 250]. As such, a test based on Young's C 
is equivalent to a test based on the von Neumann statistic. However, Young's C statistic is better 
tabulated. As a result, the autocorrelation tests based on it are reported rather than the more 
traditionally used von Neumann statistic [Butler, Holland and Tippett, 1994, p. 310, footnote 21]. 
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and Tippett, 1994, pp. 309-310; Kelly and Tippett, 1991; Young, 1941]. Second, the 
Spearman rank order correlation coefficient test was used to appraise the assumption of 
homoscedasticity or constant variance in the residuals. Butler, Holland and Tippett [1994, p. 
312] comment that the Speaiman rank order correlation coefficient test: 
... is a "Breusch-Pagan" like statistic in the sense that it is obtained by 
regressing the rank of the squared residual against time. If the residual's 
variance is correlated with time, then it will be reflected in the squared residuals 
and we would expect the Spearman statistic to be significantly different from 
zero. 
As a consequence, the Spearman rank order con-elation coefficient test has a similar 
structure to the Breusch-Pagan statistic and is a useful tool for determining the existence of any 
heteroscedasticity in the residuals [Butler, Holland and Tippett, 1994, p. 312; Conover, 1980, 
pp. 138, 254; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 
1992, chapter 5; Wonnacott and Wonnacott, 1970, pp. 51-52]. Third, the Shapiro-Wilk [W] 
test was used to assess whether there is any evidence of non-normality in the residuals [Butler, 
Holland and Tippett, 1994, p. 311; Conover, 1980, pp. 363-367; Maddala, 1992; Shapiro and 
Wilk, 1965]. 
3.7 Summary Comments 
This chapter has described the Australian research population, and has discussed the sample 
selection procedures utilised and the problems encountered. More specifically, the research 
population was defined so as to comprise the comprehensive annual reports of 116 Australian 
listed corporations over the interval from 1968 to 1990. The original sample comprised 50 
Australian companies selected at random from the identified population. Financial statement 
and share price data for these 50 fi1ms was collected for analysis. It was necessary to exclude 
six companies leaving a final [useable] sample of 44 enterprises which implies that there are up 
to 968 data points [ 44 corporations x 22 years' of financial statement information] available for 
analysis. 
Section 3.3 discussed the survivorship problem and how its effect might be minimised. 
The data collection methods used were detailed in section 3.4. Essentially, the data were taken 
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directly [by hand] from the financial statements contained on the AGSM microfiche file over 
the relevant period. 
Australian financial data are analysed using the Kelly and Tippett [1991] binomial 
model to determine whether the ex post ARR measure can be regarded as a reasonable proxy 
for the theoretically superior prospective IRR metric. In line with Salamon [1985, p. 500], 
ARR statistics comprise the five years from 1969 to 1973 while the economic return data is 
between 1974 and 1990. To avoid potential problems arising from statistical overfitting there 
must be independence between the two return metrics for both the estimation and test data 
periods [Freeman, Ohlson and Penman, 1982, p. 650; Ou and Penman, 1989, p. 299; Butler, 
Holland and Tippett, 1994, p. 306]. Given this independence criterion, the time series and 
cross-sectional properties of the data set should be evaluated for variability including the 
cyclical nature of the ARR measure. Empirical evidence on these issues is therefore warranted. 
In this respect, OLS and Logit regressions were run both on a time series [from 1970 to 1990 
for all 44 individual firms] and on a cross-sectional basis [for 21 years from 1970 to 1990 
across the 44 corporations] to appraise these data specific characteristics [Berry and Nix, 1991; 
Foster, 1986, chapters 6, 7 and 8; Lev, 1989; O'Hanlon, 1995, 1996; Salamon, 1982; Rhys 
and Tippett, 1993]. 
Beaver [1989, p. 92] asserts that the empirical relationship between past and future 
earnings provides an important infonnational source which can be used for " ... the prediction 
and valuation of the dividend stream." Section 3.5 discussed whether nondeflated accounting 
earnings are characterised by a pure random walk or a random walk with drift and whether 
deflated earnings portrays a moving average or mean-reve11ing process. Several researchers 
have developed and extended this early work by focusing attention upon the application of 
finer [additional] infonnation structures in order to determine the predictability and time series 
properties of accounting earnings and financial variables [Freeman, Ohlson and Penman, 1982; 
Butler, Holland and Tippett, 1994]. In addition, section 3.5 outlined the OLS and Logit 
regression techniques used to appraise the book rate of return, the earnings per share and the 
cash flow per share changes on both time series and cross-sectional bases. 
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Five OLS and three Logit models are used to assess whether the ARR, EPS and CFPS 
measures are generated by a "random walk" [a martingale process with slope coefficient P = 
OJ, a mean reverting process [P < 0] or some other process [P >OJ.The models test whether 
enlarging the predictive information set to include ARR, EPS and CFPS will assist in 
predicting earnings related variables. Linear probability models such as OLS can be used in 
situations where the dependent variable is continuous and where there is an absence of 
heteroscedasticity and autocorrelation in the residuals [Butler, Holland and Tippett, 1994; 
Conover, 1980, pp. 138, 254; Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 
1977, chapter 7; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 
1992, chapter 5; Noreen, 1988; Stone and Rasp, 1991]. A logistic regression model is an 
appropriate technique to use in situations where the dependent variable is dichotomous [either 
zero or one] rather than continuous. Heteroscedastic disturbance problems are also avoided by 
employing Logit analysis [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 
1982; Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. 
It was argued that the OLS and Logit regression methods discussed and modelled in 
section 3.5 and applied to the financial data set in chapters IV and V, do not fully exploit the 
conditioning information set which is available for statistical analysis. As a result, the more 
"extensive and sophisticated" methodology contained in Butler, Holland and Tippett [1994] 
and formulated in Kelly and Tippett [1991] is also employed to assess whether a more refined 
cash flow model can be successfully applied to analyse the available information set. 
Finally, section 3.6 discussed the three diagnostic testing procedures used [Young's C 
statistic, the Spearman rank order correlation coefficient test and the Shapiro-Wilk [W] statistic] 
to appraise the validity and predictive ability of employing the financial statement data to test the 
Kelly and Tippett [1991] binomial cash flow model. Empirical results obtained from these 
statistical tests are summarised in forthcoming chapters. 
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CHAPTER IV 
TIME SERIES REGRESSION RESULTS 
Earlier chapters have discussed the rate of return literature and the research techniques 
employed to analyse the financial data. As a result, these chapters have established the context 
and the foundation upon which the prospective empirical tests are based. A principal aim of the 
present work is to provide empirical evidence about the validity and predictability of utilising 
dissimilar rate of return measures to appraise economic performance - ARR and IRR, both at 
the individual firm level and at the aggregate level [Kelly and Tippett, 1991, p. 327]. A random 
sample of 44 Australian listed corporations between 1968 and 1990 is utilised to accomplish 
this objective. In producing such research evidence, it is crucial that potential statistical 
problems are properly addressed. There are two related rationales why both time series 
[comparing a company at dissimilar points in time] and cross-sectional [comparing an entity 
with other firms at the identical point in time] regressions should be conducted on the financial 
data set [Foster, 1986, p. 176]_59 
59 Accounting research which is concerned with the predictive ability and time series properties of 
earnings and otber financial variables bas generated a considerable literature over the past three decades. 
Beaver [1989, p. 92] observed that "[t]be prediction of earnings is part of a larger analytical process in 
which the ultimate concern is the prediction and valuation of tbe dividend stream. Earnings are an 
important informational source about future dividend-paying ability." This literature bas been analysed 
in section 3.5. Generally, results obtained from such research indicate that earnings changes are 
unpredictable and follow a random walk or martingale process witb drift [Ball and Brown, 1968; Ball 
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First, the Australian financial data refe1Ted to earlier are analysed using the Kelly and 
Tippett [1991] binomial cash flow model. ARR statistics comprise the five years from 1969 to 
1973 whereas the economic return data are for a much longer period from 1974 to 1990 
[Salamon, 1985, p. 500]. In order to avoid problems associated with statistical overfitting 
there must be complete independence between the two return metrics for both the estimation 
and test data periods [Freeman, Ohlson and Penman, 1982, p. 650; Ou and Penman, 1989, p. 
299; Butler, Holland and Tippett, 1994, p. 306]. Given this independence requirement, the 
time series and cross-sectional properties of the data set should be evaluated for the presence of 
irregularities including whether the ARR ratio oscillates cyclically as evidenced by Butler, 
Holland and Tippett [1994, pp. 304, 306]. In a mean reversion context, Freeman, Ohlson and 
Penman [1982, p. 640] have observed that a low ARR implies that earnings are temporarily 
depressed whereas a high ARR indicates that earnings are unusually good. 
Second, based largely on the work of Freeman, Ohlson and Penman [1982], Penman 
[1991, 1992] and Butler, Holland and Tippett [1994], Ordinary Least Squares [OLS] and 
Logit regression methods can be used to appraise predictive techniques based on finer [ratio] 
data sets. These disaggregated data comprise changes [first differences] in accounting rate of 
return, earnings per share and cash flow per share statistics on a time series basis for 21 
consecutive periods from 1970 to 1990 for each of the 44 sample corporations and across these 
firms for this 21 year interval [Berry and Nix, 1991; Froot, 1989; Gribbin and Lau, 1991, 
1993; Lusk, 1973; O'Hanlon and Whiddett, 1991; Roll and Ross, 1994; Salamon, 1982; Rhys 
and Tippett, 1993; White, 1980]. As a result, this chapter extends the logistic research of 
Freeman, Ohlson and Penman [1982] and the OLS work of Butler, Holland and Tippett [1994] 
by analysing ARR and earnings per share [EPS] in a different institutional setting, while the 
time series properties of cash flow per share [CFPS] are empirically investigated for the first 
and Watts, 1972; Beaver, 1968, 1989; Foster, 1977, 1986; Gonedes, 1973; Lev, 1974, 1983, 1989; 
Watts and Zimmerman, 1986; Whittred, 1978]. 
11 
I 
Ii 
1: 
I 
I 
I 
I i 
I 
,, 
I 
I 
Ii 
I: 
1: 
I 
I 
I 
I 
,\ 
i 
11 
' I l 
9') 
time. The following chapter further extends research in this area by analysing first differences 
for ARR, EPS and CFPS statistics across entities. 
For their ARR and EPS time series models, Freeman, Ohlson and Penman [1982, pp. 
645-650] found evidence of mean reversion for all but one corporation in their random [USA] 
sample. Augmenting the available information set to include a rate of return [ROR] variable 
appears to result in significant improvements in the prediction of future earnings changes. 
Empirical results obtained by Butler, Holland and Tippett [1994] using UK data support the 
Freeman, Ohlson and Penman [1982] mean reversion conclusions. Butler, Holland and Tippett 
[1994] employed a financial database of 195 publicly listed British corporations and applied 
time series regressions to the accounting rate of return measure. Based on this analysis, they 
concluded [p. 306] that 11 ••• the estimated regression coefficients are consistent with the 
hypothesis that the ARR is a mean reverting statistic. All but four of the estimated Ws in our 
sample ... are negative and over 50% are significantly different from zero at the 5% level. 11 
Freeman, Ohlson and Penman [1982, p. 652] have observed that further improvements in 
earnings predictions could also be accomplished by incorporating additional economic and 
accounting variables in the conditioning infom1ation set. 
The statistical models characterised in the present work test whether augmenting the 
predictive infom1ation set to include accounting rate of return, earnings per share and cash flow 
per share measures can assist in forecasting earnings changes. Following Freeman, Ohlson 
and Penman [1982, p. 645], to operationalise these linear regression models, parameter 
estimates were derived for three alternative lagged dependent variables: 
Model 1 
Model 2 
Model3 
Z[MRRt] where ~ARRt = ARRt - ARRt-1 
Z[~EPSt] where ~EPSt = EPSt - EPSt-1 
Z[~CFPSt] where ~CFPSt = CFPSt - CFPSt-1 
where Z[-] = 1 or Oas [·] is positive or non positive. These three models possess continuous 
dependent variables when OLS regressions are undertaken and dichotomous dependent 
variables [zero for an earnings decrease or no change and one for an earnings increase] for 
Logit analysis. As discussed below, parameter estimates [a and ~] and associated t-ratios for 
... 
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Model 1 were obtained because the ARR measure should have mean reversion properties if 
there are to be grounds for suggesting that ARR predicts EPS [and CFPS] changes in Models 
2 [and 3] [Freeman, Ohlson and Penman, 1982, pp. 643-645]. The ARR variable is therefore 
used as an explanatory variable to predict changes in EPS and CFPS. 
The remainder of this chapter is organised as follows. Section 4.2 reports the empirical 
results obtained from testing ARR, EPS and CFPS first differences on a time series basis 
using both OLS and Logit regression techniques as described in section 3.5. As discussed 
below, parameter estimates of the drift term for a [the constant] and P [the slope coefficient], 
associated t-statistics and R2 adjusted statistics are reported. The Breusch-Pagan test [which 
has an asymptotic Chi-square distribution] is utilised to determine whether the errors Et in the 
OLS regression equation are homoscedastic [Maddala, 1992, pp. 207-209] whereas the 
Durbin-Watson test is employed to appraise first order serial correlation in the OLS residuals. 
Finally, a summary and evaluation of the chapter appear in section 4.3. 
4.2 OLS and Logit Analysis: Time Series Results 
This section provides a graphical representation of the median ARR distribution as well as a 
graph of the respective first differences for all 44 sample firms. This section also shows 
graphical representations of ~ARRt = 0.1 - 0.5* ARRt-1 time series regression and present 
ARR and predicted ARR relationships based on ~ARRt = 0.1 - 0.5* ARRt-1 time series 
regression. Results obtained from empirically testing the accounting rate of return [Model l], 
the earnings per share [Model 2] and the cash flow per share [Model 3] changes [first 
differences] on a time series basis using both OLS and Logit regression techniques are then 
reported. The time series analysis was performed on each of the 44 entities in the random 
sample for the 21 year period commencing 1970 through to 1990 [Berry and Nix, 1991; 
Foster, 1977, 1986, chapters 6-8; Lev, 1974, pp. 119-125, 1983, 1989; O'Hanlon and 
--.,. 
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Whiddett, 1991; Rhys and Tippett, 1993].60 Model diagnostic test results such as Breusch and 
Pagan (1979] and Durbin-Watson statistics are also discussed. 
4.2.1 Accounting Rate of Return - OLS Model 1 [A] 
Median ARR distributions from 1969 to 1990 across all 44 sample corporations are shown in 
Figure 4.1. During this interval, ARR oscillates cyclically in much the same way as evidenced 
by Butler, Holland and Tippett [1994, pp. 304, 306] for UK firms. Figure 4.2 sketches the 
median first differences for ARR from 1970 to 1990. Oscillations shown in Figures 4.1 and 
4.2 thus provide motivation for investigating the time seiies properties of ARR. 
As characterised in Equation 4.1 below, the ARR model is utilised to assess whether 
ARR is generated by a random walk [a martingale process with slope coefficient ~ = O], a 
mean reverting process [~ < O] or an exploding process [~ > 0]. The model tests whether 
enlargement of the predictive information set to include ARR will assist in forecasting changes 
in earnings. Linear probability models such as OLS can be used in situations where the 
dependent variable is continuous and where there is an absence of heteroscedasticity in the 
residuals [Conover, 1980, pp. 138, 254; Freeman, Ohlson and Penman, 1982; Hanushek and 
Jackson, 1977, chapter 7; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; 
Maddala, 1992, chapter 5; Noreen, 1988; Stone and Rasp, 1991]. The precise OLS model to 
be used is summaiised as follows: 
~ARRt =a+ ~ARRt-1 + Et 4.1 
where ~ARRt = ARRt - ARRt-1 is the change in ARR over the years of available data [the 
lagged dependent vaiiable], the drift te1m for a [the constant] and~ [the slope coefficient] are 
60 Financial data for two years [1968 and 1969] are excluded from the empirical analysis because 
of the averaging process used to calculate book valuations, and the necessity to take first differences 
[changes] to compute ARR, EPS and CFPS ratios. 
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Figure 4.2: Median ARR First Differences by Year: 
N = 44 Companies 
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parameters to be estimated, and Et is the stochastic error term. Note that a + PARRt-1 is 
deterministic while Et is the stochastic component of Equation 4.1. ARRt-1 is thus used as an 
explanatory variable to predict first differences in ARR. 
Given 44 sample corporations and 21 periods, there are 924 observations on which the 
regression tests are performed. As there are 480 increases in ARR [51.9%] and 444 decreases, 
which are approximately equal, it might be hypothesised that ARR will follow a mean-reverting 
process without substantial drift, which implies a slope coefficient P < 0 [Cox and Miller, 
1965, pp. 207-208; Merton, 1971, pp. 401-412; Freeman, Ohlson and Penman, 1982, pp. 
641-645; Butler, Holland and Tippett, 1994, pp. 304-307]. 
Table 4.1 summarises ARR results obtained from undertaking a time series analysis 
using OLS techniques. Parameter estimates for a and p and their associated t-ratios61, long 
61 The t-ratios are calculated by dividing the estimated coefficient by its standard error. As the OLS 
regression utilised 21 yearly observations and two parameters were estimated, the t-ratio bas 19 
degrees of freedom [21 - 2 = 19]. Applying the t-distribution contained in Conover [1980, p. 480, 
Table A25] for a two tailed test, an n denotes that the t-statistic is significantly differently from zero 
at the 10% level [p 2:: 1.729], a " implies significance at the 5% level [p 2:: 2.093] whilst an * 
signifies a 0.01 level [p 2:: 2.861]. The null hypothesis, Ho: ~ = 0, represents a random walk [unit 
root in ARR]. The alternative hypothesis, H1: ~ < 0 [and~> -2], is a stationary or mean reverting 
process whilst, ~ > 0 [and ~ < -2], exhibits explosive conditions and therefore nonstationarity. 
Application of the t-test tends to favour acceptance of the mean reversion hypothesis. Hence, the 
Dickey and Fuller [1979, 1981] approach using their tabulated critical values may provide more 
accurate results [Wu, Kao and Lee, 1996]. 
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Table 4.1: Accounting Rate of Return: OLS Time Series Results: Parameter Estimates [ex and 
~] and Associated t-Ratios, Long Term 1\Iean ARR 1\Ieasures [- 0'1~], Adjusted R2 Statistics, 
Durbin-,vatson Statistics and Related Probabilities and Breusch-Pagan Statistics 
Corporation ex t[ ex} /3 t[/31 -cxl/3 R2 [ adj] Durbin DW Breusch-
Watson Prob Pagan 
Allgas Energy 0.084 1.690 -0.268 -1.826n 0.313 0.104 2.426 0.794 2.566 
Amalgam. Hold. 0.034 1.240 -0.358 -1. 700 0.094 0.086 2.213 0.644 5.932" 
Amcor 0.061 2.056n -0.364 -2.096" 0.168 0.145 1.506 0.093n 0.484 
Argo Invest. 0.027 1.690 -0.257 - 1.536 0.105 0.064 2.427 0.794 0.498 
Amotts 0.166 2.113" -0.455 -2.164" 0.365 0.156 2.075 0.521 1.106 
Assoc. Dairies 0.067 1.638 -0.251 -1.5 99 0.267 0.072 1. 711 0.193 2.402 
x 
Aust. Found. 0.113 4.240 ' -1.002 -4.35-+ 0.113 0.473 1.985 0.486 0.443 
x :,I,: 
5 .067" AGL 0.071 3.011' -0.657 -3.111' 0.108 0.303 1.821 0.302 
ANZ 0.114 1.989n -0.397 -2.133" 0.287 0.151 1.720 0.208 0.367 
Brambles 0.146 2.38-+" -0 .48-+ -2.339" 0.302 0.183 1.529 0.113 2.254 
Brickworks 0.066 2.289" -0. 52-+ -2.661" 0.126 0.233 1.639 0.167 1.184 
Bridgstone Aust. 0.083 1.9-+8° -0.583 -2.48-+" 0.142 0.205 1.838 0.309 1.327 
BHP 0.077 2.287" -0.385 -2.194" 0.200 0.160 1. 760 0.237 0.071 
Bundaberg Sugar 0.092 1.670 -0. 309 -1.90on 0.298 0.116 1.848 0.296 1.946 
Burns Philp 0.065 2.653" -0.5-+9 -2.669" 0.118 0.234 1.831 0.305 0.382 
Campbell Bros. 0.196 2.811" -0.6-+1 
x 
-2 .917. 0.306 0.273 1.631 0.166 1.862 
* :,I,: Choiseul Plant. 0.084 2.891 . -0.682 -2.971 ' 0.123 0.281 1.789 0.289 2.015 
Clyde Industries 0.059 1.678 -0.254 -1.691 
x 
0.232 0.085 1.573 0.115 13.554' 
Coventry Group 0.062 1.662 -0.261 - 1.625 0.238 0.076 1.553 0.107 0.228 
Paulding [FH] 0.036 1.367 -0.18 4 - 1. 3 99 0.196 0.046 2.236 0.635 0.683 
Gibson Chemical 0.1 43 1.705 -0.31 5 -1. 779n 0.45 4 0.098 1.296 0.033" 0.118 
GUD 0.157 1.815n -0.363 -1.962n 0.435 0.125 1.522 0.099n 5 .251" 
1.988° -0.303 
x 
Harris [Keith] 0.037 -3.000 ' 0.122 0.286 1.787 0.238 0.231 
Hills Industries 0.098 2.564" -0. 561 -2.553" 0.175 0.216 2.005 0.464 0.081 
Holland [John] 0.198 1.902° -0 .665 -2.154" 0.298 0.154 1.505 0.103 0.070 
Hunter Douglas 0.103 1.689 -0.494 -2.414" 0.209 0.195 1.699 0.194 0.193 
Incitec 0.125 2.670" -0.722 
x 
-3.296 ' 0 .173 0.330 1.927 0.403 0.672 
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Lend Lease 0.111 1. 797n -0. 352 -1.911n 0.315 0.117 1.384 0.053n 5.457" 
Ludowici [JC] 0.109 2.583" -0.725 -2.997* 0.150 0.285 1.645 0.169 3.202n 
Mcilwraith McEa. 0.071 2.603" -0.696 -2.951* 0.102 0.278 1.939 0.419 2.921 n 
McPhersons 0.066 2.538" -0.553 -2 .688" 0.119 0.237 1.714 0.208 0.142 
NAB 0.256 3.458* -0.799 -3 .536* 0.320 0.365 1.879 0.366 0.056 
Nat. Cons. 0.120 2.400" -0.564 -2.609" 0.213 0.225 1.719 0.222 0.221 
OPSM 0.127 2.052n -0.318 -2.036n 0.399 0.136 1.946 0.378 0.000 
Rothmans 0.038 1.012 -0.084 -0.955 0.452 -0.004 1.158 0.010* 0.782 
Shearer [J] 0.041 0.806 -0.418 -2.157" 0.098 0.154 1.868 0.324 0.011 
Siddons Indust. 0.100 1.783n -0.346 -1.900n 0.289 0 .116 1.379 0.047" 7.401 * 
Smith [Howard] 0.114 2.658" -0.660 -2.621" 0.173 0.227 1.496 0.108 0.167 
Soul Pattinson 0.100 3.402* -0.654 -3.616* 0.153 0.376 1.006 0.004 * 8.105* 
TNT 0.273 2.835" -0.622 -2.930* 0.439 0.275 1.932 0.399 1.020 
Tubemakers 0.110 2.660" -0.568 -2.744" 0.194 0 .246 1.479 0.094n 0.124 
Wattyl 0.288 3.247* -0.721 -3.329* 0.399 0.335 1.921 0.396 1.946 
Western Mining 0.074 2.690" -0.655 -3.043* 0.113 0.292 1.545 0.126 0.323 
Westpac Banking 0.204 2.486" -0.694 -2.599" 0.294 0 .223 1.604 0.173 0.237 
Mean Statistics 0.108 2.242 -0.494 -2.436 0.227 0.198 1.738 0.268 1.889 
n significantly different from zero at the 10% level " statistically significant at the 0.05 level 
* significant at the 1 % level. These are all two tailed tests. 
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term average ARR measures [-a!PJ, adjusted R2 statistics, Durbin-Watson statistics along with 
Breusch and Pagan [1979] results62 are reported. 
Table 4.1 shows AGL Lirnited has at-ratio associated with the drift term a of 3.011 
which is significantly different from zero at the 1 % level while for Arnotts Limited the t-statistic 
for a is 2.113 and is significant at the 5% level. The average t-statistic associated with the 
estimated a is 2.242 while the range is between 4.240 [Australia Foundation] and 0.806 
[Shearer [J]]. All 44 estimates of a are positive. Significant t-ratios are associated with a for 
six of the 44 regressions at the 1 % level for these two tailed tests while a further 17 
corporations return significant a's at the 0.05 level. Thus, 23 of the 44 regressions [52%] have 
significantly positive t-ratios for a at the 5% level or better. These a results are in line with 
those of Butler, Holland and Tippett [1994, p. 306] who found that " ... all but five [out of 
195] of the estimated a's are positive, with 37% being significantly different from zero at the 
5% level". Unfortunately, Freeman, Ohlson and Penman [1982] did not report a estimates or 
associated t-statistics, so no comparative analysis can be undertaken. 
Table 4.1 demonstrates that Western Mining has at-ratio for P [the slope coefficient] of 
-3.043 which is significant at the 1 % level and for Brambles Limited the t-statistic associated 
with P is -2.339 and is significantly different from zero at the 5% level. The meant-ratio for p 
is -2.436 while the spread is between -0.955 [Rothmans] and -3.616 [Soul Pattinson]. All 44 
estimates of p are negative. 63 Significant t-ratios are associated with estimated p for 12 of the 
62 The Breusch and Pagan [1979] test of whether the errors f:t in the regression equation are 
homoscedastic is asymptotically distributed Chi-square with one degree of freedom [Maddala, 1992, 
pp. 207-209]. Applying the Chi-square distribution contained in Conover [1980, p. 432, Table A2], 
an n indicates that the Chi-square statistic is significant at the 0.1 level [p ~ 2.706], a " denotes 
significance at the 0.05 level [p ~ 3.841] while an * is significantly different from zero at the 1 % 
level [p ~ 6.635]. 
63 Australian Foundation has a ~ coefficient of -1.002 which is very close to minus one. Even 
though the t-statistic for ~ is -4.354 which is significantly different from zero at the 0.01 level, 
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remaining 43 regressions at the 1 % level while significant t-statistics are related to P for a 
further 17 corporations at the 0.05 level. Hence, 29 firms [67%] have significantly negative p 
estimates at at least the five per cent level. These results thus indicate that ARR follows a mean 
reversion process. These findings corroborate those of Freeman, Ohlson and Penman [1982, 
pp. 645-650] and Butler, Holland and Tippett [1994, pp. 305-307] who also found strong 
evidence of mean reversion [P < 0] for ARR. 
Based on preceding literature discussed in section 3.5, the above regression results are 
indicative of ARR being generated by a mean reverting process [Cox and Miller, 1965, pp. 
207-208; Merton, 1971, pp. 401-412]. Furthermore, these findings are encouraging in so far 
as Freeman, Ohlson and Penman [1982, p. 645] have argued that ARR should have mean-
reverting properties for there to be grounds for hypothesising that ARR can be used to predict 
changes in EPS [and CFPS]. 
In a mean reversion context where P < 0 exclusively, Butler, Holland and Tippett 
[1994, pp. 304-306] demonstrate that -a!B represents the long tenn average or normal value of 
ARR. This result is obtained by setting the stochastic error term Et= 0 and a+ PARRt-1 = 0 in 
Equation 4.1. Rearranging this equation reveals that ARRt-1 = -alp. The statistical technology 
utilised by Butler, Holland and Tippett [1994, pp. 304-306] is appropriate in the present 
context where the regression results show mean reverting characteristics. 
On a theoretical level, setting the residual term Et = 0 and a + PARRt-1 = 0 and 
presuming that -a!P captures the long te1m average ARR, suppose that a= 0.1 and p =-0.5.64 
ARRt-l cannot be regarded as a mean reverting statistic. Equation 4.1 states that .1ARRt =a+ 
~ARRt- l + £t where .1ARRt = ARRt - ARRt- l · For Australian Foundation, ARRt - ARRt- l = a -
1.002ARRt-l + £t. Hence, adding ARRt-l to both sides of the equation effectively cancels out 
-1.002ARRt-l leaving ARRt = a + £t. As a result, ARRt for Australian Foundation will only be 
affected by a + et 
64 These theoretical a and ~ coefficients are roughly equivalent to the average a and ~ statistics 
for the 44 companies reported at the foot of Table 4.1. 
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In this scenario, ~ARRt = 0.1 - 0.5* ARRt-1 and the long term mean ARR is -0.1/-0.5 = 0.2 
or 20%. Figure 4.3 graphs this theoretical ARR relationship. If the ARR is currently 40%, then 
the forecasted change in ARR during the next period is 0.1 - 0.5*0.4 = -0.1. Hence, an ARR 
prediction of 0.4 - 0.1 = 30% results. In similar vein, assuming a and f3 remain unchanged 
and that the ARR is presently 80% and 100%, then the ARR is predicted to subside to 50% and 
60% respectively. As a result, the underlying process can be characterised as mean reversion 
[(3 < 0]. If the present ARR is 20% [equivalent to the normal ARR], then the predicted ARR 
measure remains unchanged at 20%. Assuming a and f3 remain unchanged and the present 
ARR is 10%, 0%, -20%, -40% and -100%, then ARR is predicted to rise to 15%, 10%, 0%, 
-10% and -40% respectively. As a consequence, when the present ARR is above [below] the 
long term average ARR, the forecasted ARR reve1ts towards the normal ARR in a negative 
[positive] direction. A graphical representation of these theoretical ARR results appears in 
Figure 4.4. 
.... 
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Figure 4.3: Graphical Representation of ~A RRt = 0.1 - 0.S*ARRt-1 
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Empirically, for AGL Limited reported in Table 4.1, presuming that the stochastic error 
term ¼ = 0 and a + PARRt-1 = 0 and that -a/P represents the long term average value of ARR, 
then a = 0.071 and p = -0.657 with both parameters having t-ratios which are significantly 
different from zero at the 1 % level. In this case, ~ARRt = 0.071 - 0.657*ARRt-1 and the 
normal average ARR is -0.071/-0.657 = 0.108 or 10.8%. If the ARR measure is presently 
20%, then the predicted change in ARR during the next period shall be 0.071 - 0.657*0.2 = 
-0.06. A forecast of 0.2 - 0.06 = 14% ensues which signals that ARR has mean reversion 
properties. Similarly, assuming a and f3 remain unchanged and that ARR is currently 40%, 
then ARR is predicted to decline to 20.8%. The underlying process can thus be characterised as 
mean reversion [P < 0]. If the present ARR is 10.8% [equivalent to the normal ARR], then the 
predicted ARR measure remains unchanged at 10.8%. Assuming a and P remain unchanged 
and that ARR is presently 5%, -15% and -30% respectively, then ARR is predicted to rise to 
8.8%, 2% and -3.2%. Hence, the present regression results [ which display mean reverting 
characteristics where p < O] imply that the predicted ARR will revert either in a negative or 
positive fashion depending on whether the current ARR is greater than or less than the long 
term mean ARR. The OLS results presented in Table 4.1 are thus generated by a mean 
reverting process [P < O] rather than being characterised as a mean departing or exploding 
process [P > O] or a random walk [P = O]. 
The mean reversion characteristics of the empirical results portrayed in Table 4.1 have 
important implications for accounting theory, research and practice. First, a mean reversion 
model [P < O] will have significantly more predictive ability than an exploding process [P > 0] 
or a random walk [P = OJ. This situation occurs because the predictive direction of a mean 
reverting process is towards a long tenn mean ARR rather than away from an average ARR 
112 
Figure 4.4: Graphical Representation of Present ARR and Predicted ARR 
Relationships Based on 6A RR t = 0.1 - 0.5* ARRt-1 
-
-100 -50 
./ 
Time Series Regression 
Predicted ARR 
60 
50 
40 
30 
20 
/ 
-1 0 
-20 
-30 
-40 
50 
./ 
10 0 
Present ARR 
113 
measure in either a positive or negative direction for an exploding model. Second, mean 
reverting ARR's are observed in practice. Third, a mean reverting model seems to produce 
relatively stable ARR's for surviving firms. The foregoing theoretical and empirical discussion 
assumed that the stochastic error term £t = 0. These aspects of the statistical technology, 
however, may be challenged if some information content or predictive space is contained in the 
residual term of Equation 4.1. Hence, if the error term £t '# 0 in a mean reverting ARR model, 
then this stochastic error term might offset the effects of ~ < 0. As a result, unstable ARR's 
may be observed for some corporations. 
For the adjusted R2 statistics [the explanatory power of the regression], the distribution 
is between -0.4% [Rothmans] and 47.3% [Australia Foundation] while the mean adjusted R2 
is 19.8%. These results compare very favourably with other earnings related research in 
accounting such as Ball, Brown and Officer [1989] and Lev [1989] with adjusted R2 
frequently reported between 3 and 7%. 
Durbin-W atson65 statistics and related probabilities are used to appraise first order 
serial correlation in the residuals of the linear regression equations. One Durbin-Watson 
probability was significantly different from zero at the 1 % level, two at the 5% level and a 
further four at the 10 per cent level. The average Durbin-Watson statistic was a little low at 
1.738 while the mean related probability was also slightly low at 0.268. 
The Breusch-Pagan test [ which has an asymptotic Chi-square distribution] is utilised to 
determine whether the errors £tin the regression equation are homoscedastic [Maddala, 1992, 
pp. 207-209]. Application of the Breusch-Pagan diagnostic test reveals that three companies 
exhibit heteroscedasticity at the 1 % level and a fur1her four firms at the 5% level. This result of 
seven corporations exhibiting heteroscedasticity at the five per cent level compares 
65 The Durbin-Watson test is an optimistic statistic in the sense that it is biased towards two with 
the use of lagged dependent variables. In a time series context, Durbin's his an alternative statistic. 
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unfavourably with a naive prediction of 2.2 regressions [5% of 44].66 The mean Breusch and 
Pagan [1979] statistic is 1.889 whereas the range is between 0.000 [OPSM] and 13.554 
[Clyde Industries]. Hence, because of some residual uncertainty about heteroscedasticity in the 
residuals, these findings may warrant the application of a Logit model [Davidson and 
MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 1977, 
chapter 7; Stone and Rasp, 1991]. 
66 To address the heteroscedasticity problem, the White [1980] adjustment procedure was applied 
to each firm. Results obtained indicate that there were no substantial changes to the t-ratios reported in 
Table 4.1. 
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4.2.2 Accounting Rate of Return - Logit Model 1 [BJ 
A logistic regression model is an appropriate technique to use in situations where the dependent 
variable is dichotomous [either zero for an earnings decrease or no change and one for an 
earnings increase] rather than continuous. Heteroscedastic disturbance problems are avoided 
by using Logit analysis [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 
1982; Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. If ~ARRt, where 
~ARRt = ARRt - ARRt-1 is positive, then the dependent variable is +1, otherwise it is zero. 
This dichotomous variable is thus defined as Z[~ARRt] = +1 if ~ARRt is positive, zero 
otherwise. The Logit model is then operationalised in the following terms: 
Z[MRRt] =a+ ~ARRt-1 + £1 4.2 
where MRRt = ARRt - ARRt- l is the change in ARR over the years of available data, the drift 
term for a [the constant] and~ [the slope coefficient] are parameters to be estimated, and £tis 
the stochastic error term. It should be noted that a+ ~ARRt-1 is deterministic while £tis the 
stochastic component of Equation 4.2. ARRt- l is thus used as an explanatory variable to 
forecast changes in ARR. 
Table 4.2 reports ARR results obtained from unde1taking a time series analysis using 
Logit analysis. Maximum likelihood estimates of the drift term a [the constant] and ~ [the 
slope coefficient] parameters and related t-ratios for Model 1 [BJ are provided along with 
Maddala R 2 statistics. 
Table 4.2 shows that for Gibson Chemical the t-ratio for the drift term a is 2.159 
which is significant at the 0.05 level. The average t-ratio associated with a is 1.418 while the 
range is between -0.405 [Hunter Douglas] and 2.547 [Soul Pattinson Limited]. Of the 44 
estimates of a, 43 are positive. Significant t-ratios are associated with a for five of the 44 
regressions at the 5% level for these two tailed tests. Though weaker, these a results are 
generally in line with those reported in Table 4.1 and those obtained by Butler, Holland and 
Tippett [1994, p. 306] who found that" ... all but five [out of 195] of the estimated a's are 
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positive, with 37% being significantly different from zero at the 5% level". Freeman, Ohlson 
and Penman [ 1982] did not report a estimates or related t-ratios. 
Results presented in Table 4.2 show that for 43 of the 44 companies the estimated slope 
coefficient for Pis negative with three firms significantly negative at the 5% level. As expected, 
due to the loss of information caused by moving from a continuous to a dichotomous 
dependent variable, the results obtained are much weaker than those reported in Table 4.1 
where 29 corporations [67%] had significantly negative t-statistics at the same levels. The 
average t-ratios associated with both a and p are much lower using logistic regression [l.418 
and -1.482] than those obtained employing the OLS linear model [2.242 and -2.436]. As 
discussed in the context of the OLS model, again these findings corroborate those of Freeman, 
Ohlson and Penman [1982, pp. 645-650] and Butler, Holland and Tippett [1994, p. 307] who 
found strong evidence of mean reversion in the form of P < 0. So, these results are indicative 
of the ex post ARR measure being generated by a mean reversion process [Cox and Miller, 
1965, pp. 207-208; Freeman, Ohlson and Penman, 1982; Butler, Holland and Tippett, 1994]. 
These logistic model findings corroborate the OLS results indicating that ARR has mean 
reverting properties which permits the ARR to predict EPS [and CFPS] changes in Models 2 
[and 3].67 
Finally, for the Maddala R 268 explanatory power statistics, the range is between 0.000 
[Associated Dairies Limited] and 0.366 [Gibson Chemical] while the mean R2 statistic is 
15.0%. 
67 Freeman, Ohlson and Penman [1982, p. 645] observed that "Model 1 was estimated because 
ROR must follow a mean-reverting behavior - that is, p < 0 in Model 1 - in order for there to be a 
basis for suggesting that ROR predicts earnings changes in Model 2." 
68 As a goodness of fit measure, R2 is most naturally associated with OLS estimation. The 
Maddala R2 is an analogous measure proposed for Logit. 
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Table 4.2: Accounting Rate of Return: Logistic Time Series Results: 
Asymptotic Parameter Estimates [a and B] and Associated t-Ratios and 
Maddala R2 Statistics 
Corporation a t [a] /3 t [/31 R2 
Allgas Energy 2.287 1.928n -6.488 -1.892n 0.187 
Amalgam. Hold. 1.864 1.566 -11.266 -1.298 0.084 
Amcor 2.390 1.360 -16.935 -1.533 0.138 
Argo Invest. 4.110 1.840n -42.880 -1.747n 0.204 
Arnotts 9.606 2.019n -25.596 -2.01on 0.229 
Assoc. Dairies 0.621 0.518 0.302 0.066 0.000 
Aust. Found. 6.012 1.493 -51.913 -1.419 0.175 
AGL 0.741 0.545 -6.108 -0.501 0.012 
ANZ 1.352 1.000 -5.042 -1.129 0.063 
Brambles 2.514 1.115 -9.804 -1.263 0.086 
Brickworks 2.280 1.971 n -17.576 -2.005n 0.238 
Bridgstone Aust. 1.784 1.547 -9.340 -1.453 0.125 
BHP 3.821 2.124" -17 .873 -1.973n 0.207 
B undaberg Sugar 1.801 1.847n -5.115 -1.802n 0.164 
Burns Philp 3.666 1.504 -32.600 -1.569 0.132 
Campbell Bros. 2.531 1.163 -8.532 -1.229 0.077 
Choiseul Plant. 2.292 1.345 -21.695 -1.565 0.127 
Clyde Industries 0.709 0.704 -1.985 -0.467 0.010 
Coventry Group 4.700 1.838n -22.606 -1.967n 0.224 
Paulding [FH] 1.679 1.455 -11.482 -1.780n 0.170 
Gibson Chemical 10.858 2.159" -23.837 -2.106" 0.366 
GUD 2.093 0.764 -4.754 -0.807 0.031 
Harris [Keith] 0.452 0.457 -7.834 -1.218 0.084 
Hills Industries 10.889 2.260" -61.878 -2.194" 0.359 
Holland [John] 2.891 1.606 -9.337 -1.723 0.165 
Hunter Douglas -0.316 -0.405 -1.581 -0.587 0.016 
Incitec 0.572 0.740 -2.764 -0.748 0.027 
Lend Lease 4.304 1.865n -11.039 -1.585 0.153 
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Ludowici [JC] 1.968 1.524 -11.563 -1.573 0.131 
Mcllwraith McEa. 3.275 1.648 -39.234 -2.008n 0.263 
McPhersons 5.636 1.893 -42.201 -1.774n 0.267 
NAB 4.006 1.609 -13.542 -1.740n 0.157 
Nat. Cons. 6.099 1.777n -27.324 -1.836n 0.251 
OPSM 7.548 2.095" -20.090 -2.075n 0.273 
Rothmans 2.710 2.071 n -5.536 -1.918n 0.183 
Shearer [J] 0.206 0.401 -2.508 -1.214 0.073 
Siddons Indust. 1.863 1.088 -4.613 -0.841 0.034 
Smith [Howard] 1.428 1.088 -8.481 -1.076 0.063 
Soul Pattinson 8.387 2.547" -45.143 -2.344" 0.361 
TNf 3.835 1.543 -8.869 -1.649 0.174 
Tubemakers 2.740 1.361 -13.560 -1.358 0.095 
Wattyl 9.340 1.950n -22.857 -1.928n 0.251 
Western Mining 1.657 1.749n -12.619 -1.664 0.151 
Westpac Banking 2.206 0.787 -6.299 -0.696 0.024 
Mean Statistics 3.441 1.418 -16.636 -1.482 0.150 
n significant at the 0.1 level "significantly different fro,n zero at the 0.05 level 
* significant at the 1 % level. 
119 
4.2.3 Earnings Per Share - OLS Model 2[A} - Tilne Series Results: 
The following earnings per share model can be employed to appraise whether the EPS variable 
follows the random walk hypothesis [a martingale process with slope coefficient P = 0], 
portrays moving average or mean-reverting prope11ies [P < O] or is generated by an exploding 
process [P > 0]. The model tests whether augmenting the predictive information set to include 
ARR will lead to an improvement in the prediction of EPS changes. OLS regression can be 
employed where the dependent variable is continuous and where there is an absence of 
heteroscedasticity in the residuals [Breusch and Pagan, 1979; Conover, 1980, pp. 138, 254; 
Freeman, Ohlson and Penman, 1982; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 
327, 356-378; Noreen, 1988; Stone and Rasp, 1991]. The model used for testing this 
relationship may be summalised as: 
~EPSt = a+ PARRt + Et 4.3 
where ~EPSt = EPSt+ 1 - EPSt. Note that a+ PARRt is deterministic while Et is the stochastic 
part of Equation 4.3. In this situation, ARR is used as an independent variable to explain EPS 
changes [the dependent valiable]. As there are 541 increases in EPS [59 per cent] and only 383 
decreases, which is unequal, it may be hypothesised that EPS will follow a process having a 
positive drift term [Freeman, Ohlson and Penman [1982, p. 645]. Table 4.3 summarises the 
earnings per share results obtained from undertaking a time series analysis using OLS 
regression techniques. Parameter estimates and associated t-ratios, adjusted R 2 statistics and 
Durbin-Watson and associated probabilities and Breusch-Pagan statistics are reported. 
Table 4.3 shows that for Australia Foundation the t-ratio for a is 2.830 which is 
significantly differently from zero at the 0.05 level. The mean t-ratio for a is 1.504. All but 
two of the estimates of a [the drift term] are positive; the exceptions in this instance are 
Amalgamated Holdings and Arnotts Limited. Significant t-statistics are associated with the 
estimated a for three of the 44 regressions at the 1 % level for these two tailed tests and 
significant t-ratios are related to a for a further nine corporations at the 5% level. Thus, 12 
estimates of a are significantly negative at at least the 0.05 level for the EPS variable. 
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Unfortunately, Freeman, Ohlson and Penman [1982] did not reveal their a estimates and 
related t-statistics, so no comparative analysis can be provided. Butler, Holland and Tippett 
[1994] did not analyse EPS changes as this was outside the scope of their study. As a 
consequence, no comparative analysis can be undertaken for the a estimates for the EPS 
measure. 
Results reported in Table 4.3 show that 93% of the P estimates [the slope coefficient] 
have negative values; Amalgamated Holdings, Arnotts and Brambles are the exceptions in the 
present scenario. Significant t-ratios are associated with P for three of the 44 regressions at the 
1 % level while significant t-ratios are related to P for a further eight corporations at the 5% 
level. Hence, p estimates for 11 of the 44 companies [25%] have significantly negative t-ratios 
at the five per cent level or better. These findings support the ex post ARR results reported in 
Tables 4.1 and 4.2, and again demonstrate mean reversion properties of the type p < 0 [ with a 
> 0]. These results are in consistent with those of Freeman, Ohlson and Penman [1982] who 
found that" ... a negative relationship between EPS changes and rates-of-return in the previous 
year is suggested, but the relationship appears to be weaker than that observed for changes in 
rates-of-return." Again, similar results may obtain given dissimilar institutional arrangements. 
For the adjusted R 2 statistics, the range is between -0.042 [Soul Pattinson Limited] and 
0.372 [Campbell Brothers] while the average adjusted R 2 is 9.4%. These explanatory power 
levels of the regressions are consistent with those discussed by Ball, Brown and Officer [1989] 
and Lev [1989]. 
Durbin and Watson [1950, p. 410] statistics and related probabilities are used to 
appraise first order serial con-elation in the estimated residuals of the regressions. The average 
Durbin-Watson statistic is 1.729 whilst the range is between 1.001 [Rothmans] and 2.567 
[Allgas Energy]. Eight of the 44 corporations [18%] were found to have significant Durbin-
Watson probabilities at the five per cent level or better. These serial con-elation results compare 
somewhat unfavourably with a random prediction of 2.2 companies given a 5% significance 
level. 
121 
The Breusch-Pagan test [ which possesses an asymptotic Chi-square distribution] is 
used to appraise whether the errors £t in the regression equation are homoscedastic [Maddala, 
1992, pp. 207-209]. The Breusch and Pagan [1979] diagnostic test reveals that three 
companies [7%] possess a non-constant variance which is significant at at least the 5% level. 
The average Breusch-Pagan statistic is reasonable at 1. 179 while the range is between 0.014 
[Coventry Group] and 5.290 [GUD Limited]. Hence, because of some heteroscedasticity 
found in the residuals, these findings seem to warrant the application of a logistic regression 
model even though there is some loss of information when employing a dichotomous 
dependent variable [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; 
Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. 
'I 
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Table 4.3: Earnings Per Share: OLS Time Series Results: Parameter Estimates 
[ a and J3] and Related t-Ratios, R2 Adjusted Statistics, Durbin-Watson 
Statistics and Related Probabilities and Breusch-Pagan Statistics 
Corporation a t[a] /3 t[/3) R2[adj] Durbin DW Breusch 
Watson Prob Pagan 
Allgas Energy 0.157 0.668 -0.362 -0.518 -0.038 2.567 0.879 4.610A 
Amalgam. Hold. -0.140 -1.848n 1.042 1.808n 0.102 2.135 0.573 4.615A 
Amcor 0.073 1.178 -0.331 -0.913 -0.008 1.720 0.208 0.658 
Argo Invest. 0.039 1.715 -0.367 -1.531 0.063 2.329 0.720 0.550 
Arnotts -0.030 -0.475 0.131 0.788 -0.019 1.615 0.149 0.779 
Assoc. Dairies 0.052 0.905 -0.207 -0.942 -0.006 2.147 0.562 3.611 n 
Aust. Found. 0.067 2.830A -0.580 -2.825" 0.259 2.016 0.515 0.378 
AGL 0.086 1.032 -0.714 -0.958 -0.004 1.710 0.219 2.975n 
ANZ 0.327 1.129 -1.091 -1.158 0.017 1.651 0.164 0.245 
Brambles 0.011 0.079 0.254 0.554 -0.036 1.073 o.oos* 0.564 
Brickworks 0.701 1.885n -5.240 -2.058n 0.139 1.361 0.051 n 0.544 
Bridgstone Aust. 0.154 1.343 -1.082 -1.699 0.086 2.019 0.471 1.102 
BHP 1.152 2.873* -6.233 -2.969* 0.281 1.864 0.317 0.176 
Bundaberg Sugar 0.373 1.891n -1.248 -2.153" 0.154 1.697 0.186 0.683 
Burns Philp 0.351 1.803n -3.065 -1.866n 0.110 1.771 0.258 2.444 
Camp bell Bros. 0.331 3.487* -1.075 -3.586* 0.372 1.076 0.009* 0.236 
Choiseul Plant. 0.351 2.383" -2.896 -2.478" 0.205 2.064 0.531 0.216 
Clyde Industries 0.120 2.146" -0.553 -2.327" 0.181 1.240 0.021 A 3.433n 
Coventry Group 0.193 1.049 -0.861 -1.081 0.008 1.413 0.057n 0.014 
Paulding [FH] 0.054 1.141 -0.235 -0.979 -0.002 2.441 0.799 0.295 
Gibson Chemical 0.097 1.331 -0.164 -1.073 0.008 1.991 0.423 0.017 
GUD 0.264 3.263 * -0.595 -3.440* 0.351 1.358 0.045A 5.290A 
Harris [Keith] 0.045 1.423 -0.302 -1.740n 0.092 1.825 0.266 0.388 
Hills Industries 0.086 1.102 -0.380 -0.847 -0.014 2.245 0.684 1.062 
Holland [John] 0.185 0.999 -0.627 -1.142 0.015 1.314 0.041 A 0.274 
Hunter Douglas 0.071 0.607 -0.381 -0.969 -0.003 1.465 0.077n 0.089 
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Incitec 0.216 2.273" -1.250 -2.781 A 0.252 2.044 0.512 0.639 
Lend Lease 0.298 2.853/\ -0.734 -2.354/\ 0.185 1.683 0.185 3.654n 
Ludowici [JC] 0.142 2.198 -0.964 -2.612 0.225 1.613 0.150 2.912n 
Mcllwraith McEa. 0.164 1.578 -1.511 -1.673 0.083 2.252 0.702 0.489 
McPhersons 0.110 1.540 -1.071 -1.878n 0.112 2.115 0.554 0.300 
NAB 0.690 2.348/\ -1.990 -2.22Q/\ 0.164 1.650 0.190 0.015 
Nat. Cons. 0.175 1.583 -0.778 -1.628 0.076 1.688 0.201 0.141 
OPSM 0.083 0.925 -0.206 -0.911 -0.009 1.486 0.079n 0.654 
Rothmans 0.272 0.866 -0.615 -0.829 -0.016 1.001 0.003* 3.197n 
Shearer [J] 0.082 0.713 -0.812 -1.846n 0.107 1.923 0.372 1.504 
Siddons Indust. 0.101 0.853 -0.336 -0.875 -0.012 1.118 0.009* 0.287 
Smith [Howard] 0.287 2.105/\ -1.609 -2.011 n 0.132 1.335 0.051 n 0.405 
Soul Pattinson 0.185 0.850 -0.590 -0.441 -0.042 2.216 0.650 0.531 
TNT 0.245 1.484 -0.532 -1.465 0.054 1.179 0.017/\ 0.034 
Tubemakers 0.190 2.558/\ -0.927 -2.498/\ 0.208 1.720 0.225 0.601 
Wattyl 0.406 2.1 l l /\ -0.954 -2.033n 0.135 1.634 0.174 0.601 
Western Mining 0.109 2.009n -0.842 -2.006n 0.131 1.597 0.154 0.544 
Westpac Banking 0.956 1.378 -3.204 -1.420 0.048 1.717 0.250 0.130 
Mean Statistics 0.225 1.504 -1.047 -1.536 0.094 1.729 0.289 1.179 
n significant at the 0.1 level "significant at the 5% level * significant at the 0.01 level. 
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4.2.4 Earnings Per Share - Logit Model 2[B] - Tilne Series Results: 
As discussed in sections 4.2.2 and 4.2.3, due to some heteroscedasticity problems detected in 
the residuals, those findings suggest the need to apply a logistic regression model to the 
financial data. Logit analysis is an appropriate technique to use in cases where the dependent 
variable is dichotomous [ either zero for an earnings decrease or one for an earnings increase] 
rather than continuous. Heteroscedastic disturbance problems are avoided by employing Logit 
analysis [Davidson and MacKinnon, 1984; Durbin and Watson, 1950; Freeman, Ohlson and 
Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. If ~EPSt, 
where ~EPSt = EPSt+ 1 - EPSt is positive, then the dependent variable is + 1, otherwise it is 
zero. This dichotomous variable is defined as Z[~EPSt] = + 1 if ~EPSt is positive, zero 
otherwise. The Logit model can be operationalised as: 
Z[~EPSt] = a+ PARRt + £t 4.4 
This regression equation is initially tested on a time series basis for each of the 44 companies 
comprising the random sample [Berry and Nix, 1991; Freeman, Ohlson and Penman, 1982; 
O'Hanlon, 1995; Watts and Zimmerman, 1986]. Table 4.4 summarises the earnings per share 
results obtained from undertaking a time series analysis using Logit regression techniques. 
More specifically, maximum likelihood estimates of the a and p parameters and related t-ratios 
for Model 2[B] are given along with Maddala R 2 statistics. 
Table 4.4 shows that 39 of the 44 parameter estimates of a are positive. Statistically 
significant t-ratios are related to a for six of the 44 regressions [14%] at the 0.05 level for these 
two tailed tests. Significant t-statistics are associated with the estimated p [the slope coefficient] 
for two of the 44 regressions [5%] at the 0.05 level. These results compare with three P's 
being significantly negative at at least the 5% level in Table 4.2 for the ARR variable. Results 
obtained are weaker than those reported in section 4.2.3, and corroborate those of Freeman, 
Ohlson and Penman [1982] who also utilised a Logit model and found that " ... a negative 
relationship between EPS changes and rates-of-return in the previous year is suggested, but the 
relationship appears to be weaker than that observed for changes in rates-of-return." Hence, 
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similar empirical results may be evidenced in dissimilar institutional settings. Butler, Holland 
and Tippett [1994] did not analyse EPS changes as this was outside the scope of their chapter. 
As a result, comparative analysis with Butler, Holland and Tippett [1994] cannot be 
undertaken. 
The Maddala R 2 explanatory power statistics reveal that the range is between 0.000 
[Arnotts] and 0.465 [Bundaberg Sugar] while the average R 2 statistic is a healthy 0.112. 
Though this mean R 2 statistic is slightly higher than that reported in Table 4.3 of 9.4%, these 
results are not inconsistent with those contained in previous research in this area [Lev, 1989; 
Kelly and Tippett, 1991; Butler, Holland and Tippett, 1994]. 
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Table 4.4: Earnings Per Share: Logit Time Series Findings: Asymptotic a. and 
~ Estimates and t-Ratios and Maddala R2 Statistics 
Company a t [a] /3 t [/31 R2 
Allgas Energy 1.778 1.583 -3.472 -1.110 0.060 
Amalgam. Hold. -0.123 -0.111 9.261 1.000 0.050 
Amcor 1.666 1.123 -8.403 -0.977 0.048 
Argo Invest 2.066 1.232 -22.168 -1.203 0.084 
Arnotts 1.650 0.370 -0.547 -0.046 0.000 
Assoc. Dairies 1.091 0.919 -2.492 -0.558 0.015 
Aust. Found. 4.491 1.453 -33.758 -1.228 0.125 
AGL 1.277 0.898 -5.467 -0.438 0.009 
ANZ 1.771 1.258 -6.512 -1.394 0.099 
Brambles 1.241 0.612 -2.610 -0.384 0.007 
Brickworks 2.388 1.959n -20.799 -2.082n 0.278 
Bridgstone Aust. 1.784 1.547 -9.340 -1.453 0.125 
BHP 3.910 2.114" -16.973 -1.875n 0.185 
B undaberg Sugar 3.896 2.638" -12.296 -2.626" 0.465 
Burns Philp 3.426 1.419 -25.009 -1.259 0.081 
Campbell Bros. 4.711 1.819n -14.138 -1.753n 0.170 
Choiseul Plant. 1.308 0.828 -15.172 -1.170 0.068 
Clyde Industries 1.596 1.436 -6.189 -1.272 0.086 
Coventry Group 7.405 2.176" -31.030 -2.149" 0.316 
Paulding [FH] 1.374 1.260 -5.983 -1.106 0.059 
Gibson Chemical 3.912 1.558 -6.832 -1.316 0.086 
GUD 5.118 1.689 -10.883 -1.675 0.141 
Harris [Keith] 0.689 0.742 -6.397 -1.155 0.071 
Hills Industries 7.465 2.119" -38.711 -1.971n 0.213 
Holland [John] 0.645 0.445 -2.311 -0.535 0.014 
Hunter Douglas -0.226 -0.293 0.530 0.206 0.002 
Incitec 0.429 0.562 -1.932 -0.534 0.014 
Lend Lease 6.490 2.267" -15.814 -1.905n 0.242 
Ludowici [JC] 1.781 1.405 -7 .853 -1.129 0.064 
Mcllwraith McEa. 2.344 1.464 -20.716 -1.475 0.122 
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McPhersons 4.093 1.840n -42.120 -1.846n 0.272 
NAB 6.657 2.104/\ -18.675 -2.028n 0.234 
Nat. Cons. 6.731 1.922n -27.898 -1.886n 0.247 
OPSM 0.527 0.212 -1.600 -0.255 0.003 
Rothmans 2.354 1.888n -4.681 -1.687 0.140 
Shearer [J] 0.793 1.364 -3.707 -1.635 0.140 
Siddons Indust. 1.844 1.071 -5.924 -1.048 0.056 
Smith [Howard] 2.134 1.406 -13.001 -1.402 0.120 
Soul Pattinson 3.312 1.560 -13.212 -1.075 0.054 
TNT 3.473 1.397 -6.135 -1.177 0.082 
Tubemakers 1.828 0.965 -7.882 -0.844 0.035 
Wattyl 3.960 1.208 -8.499 -1.077 0.058 
Western Mining 1.657 1.749n -12.619 -1.664 0.151 
Westpac Banking 2.419 0.863 -7.646 -0.841 0.035 
Mean Statistics 2.708 1.319 -11.764 -1.205 0.112 
n significant at the 10% level I\ significant at the 5% level * significant at the 1 % level. 
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4.2.5 Deflated Eaniings Per Share - OLS Model 2[CJ - Ti,ne Series Results: 
The following statistical model can be used to ascertain whether a relative earnings ratio 
[~EPSt+ 1/EPSt] is characterised as a random walk, has mean reverting properties or is 
generated by some other process. This model tests whether increasing the information set to 
include ARR will assist in predicting changes in deflated EPS. Linear regression models such 
as OLS can be used in situations where the dependent variable is continuous and where there is 
an absence of heteroscedasticity in the estimated residuals [Durbin and Watson, 1950; 
Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Noreen, 1988; 
Stone and Rasp, 1991]. The model is summarised as follows: 
~EPSt+ 1JEPSt = a+ PARRt + ft 4.5 
The ARR measure is thus used as an independent variable in the above equation. This 
regression is initially tested on a time series basis [O'Hanlon and Whiddett, 1991; Lev, 1974, 
1989; Salamon, 1982; Watts and Zimmerman, 1986; Wu, Kao and Lee, 1996]. Table 4.5 
summarises results obtained from OLS regressions of relative earnings against the lagged 
ARR. More specifically, estimated parameters [a and PJ and associated t-ratios, R2 adjusted 
statistics, Durbin-Watson autocorrelation statistics and related probabilities along with Breusch-
Pagan statistics are reported. 
Table 4.5 shows the t-ratio associated with a [the constant term] for Campbell Brothers 
Limited 3.585 which is significantly different from zero at the 0.01 level, for Australian 
Foundation the t-statistic associated with a is 2.283 which is significant at the 5% level while 
for Incitec the t-ratio for a is 1.983 which is significant at the 10% level. The average t-ratio 
associated with the estimated a is 1.915 while the range is between 4.577 [National 
Consolidated] and -2.116 [Bridgstone Australia]. Forty two of the 44 parameter estimates of a 
[86%] have positive values. Significant t-ratios are associated with a for nine of the 44 
regressions at the 1 % level for these two tailed tests and significant t-statistics are associated 
with a for a further 11 corporations at the 0.05 level [one negative]. As a result, a estimates 
for 20 companies [50%] have significantly positive t-ratios at the five per cent level or better. 
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There has been no previous research conducted on the deflated EPS variable using ARR as the 
independent variable, so no comparative analysis can be undertaken. 
The regression results reported in Table 4.5 demonstrate that 42 of the 44 parameter 
estimates of p [the slope coefficient] possess negative values. Significant t-ratios are related to 
p for six of the 44 regressions at the 0.01 level while significant t-ratios are associated with the 
estimated P for a further seven corporations at the 5% level. Thus, P estimates for 13 
companies [30%] have significantly negative t-ratios at the five per cent level or better. These 
results are indicative of mean reversion properties for relative EPS. No prior findings are 
available for undertaking comparative analysis. 
The adjusted R 2 statistics range is between -0.092 [Associated Dairies] and 0.4 77 
[National Consolidated Limited] while the average R2 is a healthy 11.3%. These explanatory 
power results are in line with those of Ball, Brown and Officer [1989], Lev [1989], Kelly and 
Tippett [1991] and Butler, Holland and Tippett [1994]. 
As discussed earlier, Durbin and Watson [ 19 50, p. 41 O] statistics and related 
probabilities are applied to the financial data in order to establish the absence of first order serial 
correlation in the residuals. Ten of the 44 corporations [23 per cent] were found to have 
significant Durbin-Watson statistics at at least the five per cent level. The average Durbin-
Watson statistic is 1.809 whilst the range is between 0.951 [Rothmans] and 3.299 [Hunter 
Douglas]. Likewise, the average Durbin-Watson probability is 0.334 while the range is 
between 0.002 [Rothmans] and 0.999 [Hunter Douglas]. 
The average Breusch-Pagan statistic is 2.358 while the range is between 0.002 [Wattyl] 
and 8.654 [Choiseul Plantations Limited]. The Breusch and Pagan [1979] diagnostic test 
reveals that four companies exhibit heteroscedasticity at the 1 % level and six corporations 
possess a non-constant variance which is significant at the 5% level. As a result, 23% of the 
regressions show heteroscedasticity at the 5% level or better. 
Overall, these autocorrelation and heteroscedasticity results compare quite unfavourably 
with a random prediction of 2.2 enterprises affected [5% of 44 corporations]. On the basis of 
these diagnostic test results, it may be appropriate to undertake a logistic regression analysis 
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even though there is some information diminution when employing a discrete [taking on either 
a O or 1 value] dependent variable [Davidson and MacKinnon, 1984; Freeman, Ohlson and 
Penman, 1982; Hanushek and Jackson, 1977; Stone and Rasp, 1991]. However, although 
much weaker, the Logit model findings shown in Tables 4.2 and 4.4 have a propensity to 
corroborate the OLS results in Tables 4.1 and 4.3. As a consequence, Logit analysis is not 
undertaken for the time series relative EPS variable. 
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Table 4.5: Change in Earnings Per Share at Time t+ 1 Divided by Earnings Per 
Share at Time t: OLS Time Series Findings: Parameter Estimates [ a and B] and 
t-Ratios, Adjusted R2 Statistics, Durbin-Watson Statistics and Associated 
Probabilities and Breusch and Pagan [1979] Heteroscedasticity Results 
Co,npany a t[a] /3 t[/3] R2[adj] Durbin DW Breusch 
Watson Prob Pagan 
Allgas Energy 0.366 2.048n -0.642 -1.213 0.023 1.645 0.149 0.254 
Amalgam. Hold. -0.378 -1.609 3.312 1.847n 0.108 1.861 0.320 3.424n 
Amcor 0.434 1.938n -2.020 -1.552 0.066 2.188 0.607 2.470 
Argo Invest. 0.162 1.364 -1.264 -1.010 0.001 2.329 0.721 0.354 
Arnotts 0.115 0.659 -0.125 -0.270 -0.049 1.351 0.045" 1.981 
Assoc. Dairies 0.188 1.183 -0.553 -0.905 -0.092 2.358 0.744 1.316 
Aust. Found. 0.637 2.283" -5.080 -2.106" 0.147 1.970 0.473 0.513 
AGL 0.276 1.221 -1.582 -0.781 -0.020 1.753 0.250 0.152 
ANZ 0.556 1.925 -1.604 -1.707 0.087 1.684 0.184 4.762" 
Brambles 0.780 2.407" -2.162 -1.975n 0.127 1.612 0.159 8.190* 
Brickworks 0.693 2.049n -4.170 -1.800n 0.101 1.448 0.078n 1.503 
Bridgstone Aust. -1.215 -2.116" 5.859 1.844n 0.107 1.868 0.334 5.418" 
BHP 0.720 3.121 * -3.504 -2.900* 0.270 1.929 0.373 1.548 
Bundaberg Sugar 0.542 2.5 89" -1.363 -2.214" 0.163 1.738 0.214 0.008 
Burns Philp 0.522 1.917n -4.227 -1.837n 0.106 1.496 0.097n 0.011 
Campbell Bros. 0.749 3.585* -2.321 -3.519 * 0.363 1.144 0.015" 0.692 
Choiseul Plant. 1.339 3.223 * -10.029 -3.040 * 0.292 2.086 0.552 8.654* 
Clyde Industries 0.306 2.159" -1.181 -1.962n 0.125 2.147 0.560 1.207 
Coventry Group 0.244 1.269 -0.992 -1.189 0.020 1.135 0.011" 0.826 
Paulding [FH] 0.341 1.899n -1.337 -1.475 0.056 2.671 0.921n 4.018A 
Gibson Chemical 0.169 1.240 -0.253 -0.880 -0.012 2.101 0.524 0.033 
GUD 0.544 3.305* -1.209 -3.436* 0.351 1.308 0.034/\ 1.951 
Harris [Keith] 0.267 1.622 -1.345 -1.499 0.059 1.542 0.097n 2.898n 
Hills Industiies 0.310 1.374 -1.363 -1.049 0.005 1.937 0.401 0.119 
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Holland [John] 0.769 1.681 -2.034 -1.497 0.058 1.245 0.027/\ 1.400 
Hunter Douglas 0.609 1.267 -1.695 -1.056 0.006 3.299 0.999* 8.363* 
Incitec 1.213 1.983n -4.623 -1.599 0.072 1.713 0.228 1.242 
Lend Lease 0.362 2.11 QA -Q. 793 -1.548 0.065 1.478 0.083n 5.223A 
Ludowici [JC] 13.193 2.784/\ -69.150 -2.556/\ 0.217 2.583 0.896 6.336/\ 
Mcilwraith McEa. 0.963 2.341A -7.416 -2.074n 0.142 2.059 0.530 3.128n 
McPhersons 0.712 2.965* -5.857 -3.067* 0.296 1.866 0.325 1.586 
NAB 0.807 3.079* -2.234 -2.793/\ 0.254 2.192 0.650 3.391 n 
Nat. Cons. 1.491 4.577* -6.189 -4.385* 0.477 2.047 0.499 1.868 
OPSM 0.227 1.030 -0.528 -0.947 -0.005 1.327 0.035/\ 0.096 
Rothmans 0.264 1.927n -0.500 -1.541 0.064 0.951 0.002 * 0.022 
Shearer [J] 0.384 0.551 -0.568 -0.213 -0.050 1.993 0.435 0.627 
Siddons Indust. 0.246 1.271 -0.702 -1.115 0.012 1.203 0.017/\ 0.076 
Smith [Howard] 2.078 2.979* -10.756 -2.628/\ 0.228 1.867 0.356 3.267n 
Soul Pattinson 0.173 1.205 -0.665 -0.752 -0.022 2.135 0.577 0.334 
TNT 0.832 2.711 A -1.645 -2.432/\ 0.197 1.643 0.174 3.883/\ 
Tubemakers 0.815 3.067* -3.773 -2.842/\ 0.261 2.162 0.599 7.307* 
Wattyl 0.566 2.269/\ -1.290 -2.12QA 0.149 1.681 0.204 0.002 
Western Mining 1.438 2.796/\ -8.156 -2.040n 0.137 1.203 0.023A 3.019n 
Westpac Banking 0.390 1.027 -1.210 -0.980 -0.002 1.630 0.189 0.267 
AverageStatistics 0.823 1.915 -3.840 -1.655 0.113 1.809 0.334 2.358 
n significantly different from zero at the 10% level "significant at the 5% level 
* significant at the 1 % level. All critical values are for two tailed tests. 
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4.2.6 Cash Flow Per Share - OLS Model 3[A] - Tilne Series Results: 
This version of the cash flow per share model can be used to ascertain whether the CFPS 
variable follows the random walk hypothesis, a mean reverting process or an exploding 
process [B > O]. The model tests whether increasing the predictive data set to include ARR 
shall enhance the predictability of changes in CFPS. Linear probability models such as OLS 
can be used in situations where the dependent variable is continuous and where 
heteroscedasticity in the residuals is absent [Conover, 1980, pp. 138, 254; Freeman, Ohlson 
and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Judge, Hill, Griffiths, Lutkepohl 
and Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 5; Noreen, 1988; Stone and Rasp, 
1991]. The precise model used can be summarised as: 
L1CFPSt = a+ BARRt + Et 4.6 
where L1CFPSt = CFPSt+ 1 - CFPSt. In this situation, the ARR is used as the independent 
variable. This equation was run on a time series basis from 1970 to 1990 for all 44 individual 
firms [Ball and Brown, 1968; Berry and Nix, 1991; Salamon, 1982]. Model diagnostic testing 
procedures [Breusch-Pagan and Durbin-Watson statistics] were discussed in section 3.6. 
Analysis of the CFPS data shows that there are 479 increases [52%] and 445 decreases. Table 
4.6 summarises the cash flow per equity security findings obtained from undertaking a time 
series analysis using OLS regression techniques. Parameter estimates for both a and B along 
with their t-ratios, adjusted R2 results and Durbin and Watson [1950] and Breusch and Pagan 
[ 1979] statistics are reported. 
Table 4.6 shows that 38 of the 44 estimates [86%] of a [the drift term] are positive and 
six are negative. Significant t-ratios are associated with the estimated a for six of the 44 
regressions at the 1 % level [all are positive] for these two tailed tests. A further five a's are 
significantly differently from zero are the 5% level. So, 11 t-statistics [25%] are significant at at 
least the 5% level. Neither Freeman, Ohlson and Penman [1982] nor Butler, Holland and 
Tippett [1994] analysed changes [first differences] in cash flow per share as this was outside 
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the scope of their studies. As a result, no comparative analysis can be provided for the CFPS 
measure. 
The empirical results contained in Table 4.6 reveal that 38 of the 44 estimates [86 per 
cent] of p [the slope coefficient] are negative whilst the remaining six P parameter estimates are 
positive. Brickworks has at-ratio for p of -3.047 which is significant at the 0.01 level while 
Campbell Brothers has a t-ratio associated with p of -2.802 which is significant at the 5% 
level. The mean t-ratio for p is -1.453 while the spread is between -4.283 [National 
Consolidated] and 0.985 [Incitec]. Significant t-ratios are associated with the estimated P for 
14 of the 44 regressions [32%] at the 0.05 level or better [all of which are negative]. These 
cash flow per share results show some strong evidence of mean reversion properties 
characterised by p < 0 although there is support for the random walk hypothesis [P = OJ. As 
such, there is reasonable empirical evidence which suggests that the accounting rate of return 
measure can be utilised as an explanatory variable to predict changes in the CFPS ratio [Cox 
and Miller, 1965, pp. 207-208; Freeman, Ohlson and Penman, 1982; Butler, Holland and 
Tippett, 1994]. 
Adjusted R 2 statistics reveal the range is between -0.052 [Faulding [FH]] and 0.464 
[National Consolidated] while the mean R 2 is 9.6%. These explanatory power results are 
generally in line with those discussed in Ball, Brown and Officer [1989] and Lev [1989]. 
Durbin and Watson [1950, p. 410] statistics and associated probabilities are employed to 
determine autocorrelation in the residuals of the linear regression equations. Six of the 44 
corporations were found to have significant Durbin-Watson statistics at the 5% level or above 
[including one regression significant at the 1 % level]. The average Durbin-Watson statistic is 
1.986 while the range is between 0.780 [Rothmans] and 2.866 [Siddons Industries]. 
Correspondingly, the average Durbin-Watson probability is 0.462 whilst the spread is between 
0.000 [Rothmans] and 0.974 [Siddons Industries]. 
The Breusch-Pagan statistic [which has an asymptotic Chi-square distribution] is 
utilised to determine whether the errors £t in the regression equation are homoscedastic 
[Maddala, 1992, pp. 207-209]. The average Breusch-Pagan statistic is 1.614. The Breusch 
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and Pagan [1979] diagnostic test shows that one company [Siddons Industries] exhibits 
heteroscedasticity at the one per cent level whilst a further four corporations possess a non-
constant variance which is significant at the 5% level. This result of five companies exhibiting 
heteroscedasticity at the five per cent level or above compares a little unfavourably with a 
random prediction of 2.2 [5% of 44 companies]. This heteroscedasticity problem signals the 
requirement to apply a logistic regression model notwithstanding the unavoidable loss of 
information when using a dichotomous dependent variable [Davidson and MacKinnon, 1984; 
Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Stone and 
Rasp, 1991]. 
136 
Table 4.6: Cash Flow Per Share: OLS Time Series Findings: Estimated Drift 
and Slope Parameters and Related t-Ratios, Adjusted R2 Statistics, Durbin-
Watson Results and Breusch-Pagan Statistics 
Enterprise a t[a] /3 t[/31 R2[adj] Durbin DW Breusch 
Watson Prob Pagan 
Allgas Energy 0.256 1.154 -0.775 -1.178 0.019 2.812 0.965/\ 2.604 
Amalgam. Hold. 0.488 1.263 -4.601 -1.562 0.067 2.468 0.839 0.051 
Amcor 0.146 1.742n -0.895 -1.833n 0.106 1.677 0.180 0.080 
Argo Invest. 0.077 0.905 -0.867 -0.947 -0.005 2.070 0.489 0.820 
Arnotts 0.176 0.775 -0.438 -0.722 -0.025 2.386 0.787 0.471 
Assoc. Dairies 0.106 0.818 -0.440 -0.884 -0.011 1.908 0.344 0.843 
Aust. Found. -0.128 -0.908 1.144 0.941 -0.006 1.973 0.475 1.257 
AGL 0.211 0.220 -1.798 -0.210 -0.050 2.315 0.736 4.496/\ 
ANZ 0.239 0.841 -0.907 -0.981 -0.002 1.970 0.410 0.105 
Brambles 0.086 0.441 -0.222 -0.336 -0.046 1.767 0.256 2.916n 
Brickworks 1.751 2.938* -12.448 -3.047* 0.293 1.404 0.063n 0.229 
Bridgstone Aust. 0.172 1.691 -1.252 -2.220/\ 0.164 1.928 0.387 0.896 
BHP 1.028 2.950* -5.626 -3.085* 0.299 1.255 0.025/\ 1.254 
Bundaberg Sugar 0.196 0.843 -0.719 -1.049 0.005 1.938 0.373 1.531 
Burns Philp 0.469 1.528 -4.097 -1.582 0.070 1.968 0.424 3.819n 
Camp bell Bros. 0.328 2.706/\ -1.072 -2.802/\ 0.255 1.721 0.224 0.638 
Choiseul Plant. 0.386 2.365/\ -3.170 -2.447/\ 0.200 1.533 0.123 0.183 
Clyde Industries 0.168 2.385/\ -0.747 -2.490/\ 0.206 2.049 0.469 3.108n 
Coventry Group 0.471 1.462 -2.312 -1.655 0.080 2.137 0.550 0.538 
Faulding [FH] 0.013 0.135 -0.038 -0.081 -0.052 2.415 0.781 0.258 
Gibson Chemical 0.337 2.545/\ -0.714 -2.557/\ 0.217 1.899 0.342 0.172 
GUD 0.210 3.226* -0.486 -3.497* 0.360 1.635 0.155 4.337/\ 
Harris [Keith] 0.112 2.050n -0.719 -2.425/\ 0.196 2.245 0.640 2.268 
Hills Industries -0.107 -0. 600 0.712 0.692 -0.027 2.211 0.655 0.364 
Holland [John] -0.046 -0.27 5 0.131 0.263 -0.049 2.689 0.942 0.517 
Hunter Douglas 0.092 1.011 -0.4 7 5 -1.565 0.068 2.278 0.682 3.108n 
Incitec -0.125 -0.780 0.744 0.985 -0.002 2.209 0.661 0.043 
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Lend Lease 0.126 0.451 -0.539 -0.645 -0.030 1.471 0.080n 0.606 
Ludowici [JC] 0.198 0.717 -1.366 -0.864 -0.013 2.339 0.748 2.383 
Mcilwraith McEa. 0.679 3.123 * -6.243 -3.304 * 0.331 2.253 0.703 4.761 A 
McPhersons 0.075 1.408 -0.748 -1.773n 0.097 1.354 0.045A 0.848 
NAB 0.804 2.071n -2.423 -2.046n 0.137 1.807 0.305 0.000 
Nat. Cons. 0.668 4.037* -3.071 -4.283* 0.464 2.286 0.711 3.158n 
OPSM 0.170 1.640 -0.428 -1.638 0.078 1.692 0.181 2.600 
Rothmans 0.181 0.975 -0.409 -0.933 -0.007 0.780 0.000* 6.195A 
Shearer [J] 0.082 0.919 -0.760 -2.228/\ 0.165 2.542 0.872 2.053 
Siddons Indust. 0.033 0.253 -0.120 -0.285 -0.048 2.866 0.974A 6.736* 
Smith [Howard] 0.270 1.357 -1.493 -1.27 8 0.031 2.102 0.567 1.649 
Soul Pattinson -0.036 -0.037 2.710 0.450 -0.042 1.266 0.029A 1.821 
TNT 0.283 1.572 -0.605 -1.523 0.062 1.765 0.258 0.004 
Tubemakers 0.304 2.614/\ -1.544 -2.658/\ 0.233 1.980 0.435 0.820 
Wattyl 0.723 3.568* -1.786 -3.617* 0.377 1.726 0.236 0.008 
Western Mining -0.043 -0.379 0.547 0.626 -0.031 2.07 5 0.534 0.106 
Westpac Banking 1.177 1.626 -3.944 -1.67 6 0.083 2.198 0.669 0.368 
Mean Statistics 0.291 1.349 -1.462 -1.453 0.096 1.986 0.462 1.614 
n significant at the 0.1 level A significant at the 0.05 level * significant at the 1% level. 
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4.2.7 Cash Flow Per Share - Logit Model 3[B] - Tilne Series Findings: 
The following CFPS model can be used to ascertain whether Logit regressions of the CFPS 
variable against the ARR measure follow a random walk [P = 0], mean reversion [P < OJ or 
have explosive characteristics [P > OJ. A logistic regression model is appropriate to use in 
situations where the dependent variable is dichotomous rather than continuous. Heteroscedastic 
disturbance problems are avoided by employing Logit analysis [Breusch and Pagan, 1979; 
Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; Hanushek and 
Jackson, 1977, chapter 7; Stone and Rasp, 1991]. If ~CFPSt, where ~CFPSt = CFPSt+l -
CFPSt is positive, then the dependent variable is + 1, otherwise it is zero. Define this 
dichotomous variable as Z[~CFPSt] = +l if ~CFPSt is positive, zero otherwise. The 
regression equation used for testing is: 
Z[~CFPSt] = a+ PARRt + ft 4.7 
where a and P are parameters to be estimated and £t is the error term. Hence, the ARR is 
employed as the explanatory variable to predict changes [first differences] in the CFPS. This 
logistic regression is tested on a time series basis for each company in the random sample [Ball 
and Brown, 1968; Berry and Nix, 1991; Lev, 1989; O'Hanlon, 1995, 1996]. Table 4.7 
summarises the CFPS results obtained from undertaking a time series analysis using Logit 
regression techniques; maximum likelihood estimates of the a and p parameters and related t-
ratios for Model 3 are provided along with Maddala R 2 statistics. 
Results contained in Table 4.7 reveal that 40 of the 44 estimates [91 per cent] of a are 
positive while the remaining four a's are negative. Only five of the t-ratios are significant at the 
5% level. Table 4.7 shows that the average t-ratio associated with pis -1.163 while the range 
is between -2.470 [BHP] and 0.888 [Western Mining]. Forty of the 44 estimates of P are 
negative while the remaining four P's [9%] are positive. Four significant t-statistics are 
associated with P at the 5% level. Although there is some evidence of mean reversion, the p t-
statistics average is -1.163, which tends to indicate that these cash flow per share results 
generally support the random walk hypothesis [P = 0]. So, in contrast to the results reported in 
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section 4.2.6, there is little evidence of mean reversion properties characterised by ~ < 0. As a 
result of using this logistic model, little empirical evidence could be generated which would 
indicate that the ARR statistic can be utilised as an independent variable to forecast changes in 
the CFPS ratio [Cox and Miller, 1965, pp. 207-208; Freeman, Ohlson and Penman, 1982; 
Butler, Holland and Tippett, 1994]. 
The Maddala R 2 statistics range between 0.000 and 0.372 [BHP] while the average R 2 
1s 13.6%. Again, these reasonably robust explanatory power results are similar to those 
reported in Table 4.6, and are roughly in line with those reviewed in earnings related research 
such as Ball, Brown and Officer [1989] and Lev [1989]. 
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Table 4.7: Cash Flow Per Share: Logit Time Series Analysis: Asymptotic 
Parameter Estimates [a and BJ and Related t-Ratios and Maddala R2 
[Explanatory Power] Statistics 
Firm Name a t fa] /3 t [/31 R2 
Allgas Energy 1.566 1.475 -4.186 -1.362 0.092 
Amalgam. Hold. 1.648 1.445 -13.040 -1.496 0.113 
Amcor 4.750 1.795n -34.593 -1.919n 0.293 
Argo Invest. 1.901 1.121 -22.654 -0.196 0.083 
Arnotts 4.128 1.097 -10.312 -1.031 0.052 
Assoc. Dairies -0.715 -0.624 2.575 0.587 0.016 
Aust. Found. 0.559 0.305 -5.844 -0.366 0.007 
AGL 0.357 0.264 -0.653 0.054 0.000 
ANZ 0.011 0.008 -1.038 -0.248 0.003 
Brambles -0.145 -0.075 -0.496 -0.076 0.000 
Brickworks 2.403 2.093" -14.541 -1.873n 0.190 
Bridgstone Aust. 2.091 1.657 -11.204 -1.585 0.160 
BHP 5.262 2.462" -28.829 -2.470" 0.372 
Bundaberg Sugar 0.567 0.662 -3.045 -1.137 0.064 
Bums Philp 2.788 1.214 -26.825 -1.357 0.095 
Campbell Bros. 4.242 1.667 -14.899 -1.789n 0.181 
Choiseul Plant. 3.905 1.879n -33.201 -1.997n 0.234 
Clyde Industries 1.806 1.567 -7 .206 -1.408 0.109 
Coventry Group 8.895 2.234" -36.052 -2.180" 0.351 
Paulding [FH] 0.651 0.627 -2.019 -0.389 0.007 
Gibson Chemical 24.932 2.256" -54.426 -2.221" 0.580 
GUD 5.650 1.749n -13.069 -1.827n 0.178 
Harris [Keith] 0.819 0.918 -3.325 -0.691 0.023 
Hills Industries 0.116 0.045 1.007 0.068 0.000 
Holland [John] -0.291 -0.203 1.205 0.282 0.004 
Hunter Douglas 0.335 0.420 -2.567 -0.942 0.044 
Incitec 0.315 0.414 -0.158 -0.044 0.000 
Lend Lease 2.830 1.374 -7 .883 -1.247 0.089 
Ludowici [JC] 1.790 1.424 -10.475 -1.466 0.112 
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Mcilwraith McEa. 3.567 1.831 n -29.710 -1.768n 0.197 
McPhersons 5.981 1.890n -57 .126 -2.079n 0.352 
NAB 4.910 1.858n -15.654 -1.924n 0.197 
Nat. Cons. 6.885 1.906n -29.678 -1.914n 0.268 
OPSM 1.642 0.654 -3.473 -0.549 0.014 
Rothmans 1.397 1.244 -2.329 -0.907 0.039 
Shearer [J] 0.848 1.426 -4.085 -1.746n 0.162 
Siddons Indust. 1.741 1.002 -6.264 -1.083 0.060 
Smith [Howard] 1.892 1.312 -11.449 -1.306 0.100 
Soul Pattinson 2.194 1.159 -9.402 -0.828 0.033 
TNT 4.557 1.611 -9.435 -1.580 0.169 
Tubemakers 6.453 2.157" -35.446 -2.261" 0.343 
Wattyl 19 .319 2.055n -48.660 -2.057n 0.435 
Western Mining -0.516 -0.637 5.788 0.888 0.039 
Westpac Banking 5.366 1.628 -17.300 -1.623 0.142 
Average Statistics 3.396 1.190 -14.363 -1.163 0.136 
n significant at the 0.1 level "significant at the 5% level * significant at the 1 % level. 
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4.2.8 Relative Cash Flow Per Share - OLS Model 3[CJ - Tilne Series Results: 
This cash flow per share model can be utilised to assess whether OLS regressions of relative 
cash flow [~CFPSt+ 1/CFPSt] against the lagged ARR may be characterised as following the 
random walk hypothesis, a mean reverting process or a mean departing or exploding process. 
The model tests whether enlarging the information set to include ARR will facilitate the 
prediction of changes in deflated CFPS. Linear OLS regression can be applied where the 
dependent variable is continuous and where there is an paucity of heteroscedasticity in the 
residuals [Breusch and Pagan, 1979; Conover, 1980, pp. 138, 254; Durbin and Watson, 
1950; Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Judge, 
Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 5; 
Noreen, 1988; Stone and Rasp, 1991]. The OLS regression model used can be summarised as 
follows: 
~CFPSt+l/CFPSt =a+ PARRt + £t 4.8 
where a and P are the estimated parameters and £t is the stochastic error term. Note that a+ 
PARRt is deterministic while £tis the stochastic component of Equation 4.8. In this context, 
the ARR measure is utilised as an independent variable in order to predict future cash flow 
changes [the dependent variable]. This regression equation was run for the time series from 
1970 to 1990 for all 44 individual companies [Ball and Brown, 1968; Foster, 1977, 1986, 
chapters 6, 7 and 8; Lorek and Willinger, 1996; Rhys and Tippett, 1993; Salamon, 1982]. 
Table 4.8 summarises results obtained from undertaking a time series analysis using OLS 
regressions of relative cash flow against the lagged ARR measure. Parameter estimates and t-
ratios, adjusted R 2 statistics and Durbin-Watson and Breusch-Pagan diagnostic results are 
reported. 
Table 4.8 shows that for GUD, the t-ratio associated with a is 3.272 which is 
significant at the 0.01 level. The average t-ratio for a is 0.016 while the distribution is between 
-2.851 [TNT] and 3.272 [GUD]. Twenty four of the 44 parameter estimates of a [the drift 
term] have negative values. Significant t-statistics are associated with the estimated a for six of 
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the 44 regressions at at least the 5% level for these two tailed tests [four of which returned 
positive values]. 
The regression results reported in Table 4.8 demonstrate that the meant-ratio associated 
with I3 is -0.189 while the range is between -3.474 [GUD] and 2.604 [TNT]. Twenty two of 
the 44 parameter estimates of p [the slope coefficient] returned negative values. Significant t-
ratios are associated with p for five of the 44 regressions at the 0.05 level or better [three of 
which are negative]. Though the average P parameter estimate is 7.167, these OLS regressions 
of relative cash flow [~CFPSt+ 1/CFPSt] against the lagged ARR provide general support for 
the random walk hypothesis [P = 0]. Thus, in contrast to the CFPS results reported in section 
4.2.6, there is virtually no evidence of mean reversion properties characterised by P < 0. 
The adjusted R2 range is between -0.053 [five companies] and 0.356 [GUD] while the 
average R2 is only 0.007. These very modest explanatory power results [approaching zero] are 
lower than those reported in Table 4.6, and are also less than those discussed in earnings 
related research such as Ball, Brown and Officer [1989] and Lev [1989]. 
Durbin and Watson [1950, p. 41 O] statistics and related probabilities are used to 
determine autocorrelation in the residuals of the linear regressions. Three of the 44 companies 
were found to have significant Durbin-Watson statistics at the 5% level or above. The average 
Durbin-Watson statistic is 2.013 while the range is between 1.092 [Soul Pattinson Limited] 
and 2.656 [Westpac Banking]. Correspondingly, the average Durbin-Watson probability is 
0.486 whilst the spread is between 0.009 [Soul Pattinson] and 0.935. 
The Breusch-Pagan test [ which is characterised as having an asymptotic Chi-square 
distribution] is utilised to determine whether the errors Et in the regression equation are 
homoscedastic [Maddala, 1992, pp. 207-209]. The Breusch and Pagan [1979] diagnostic test 
reveals that four companies exhibit heteroscedasticity at the five per cent level or above. The 
average Breusch-Pagan statistic is only 1.535 while the range is between 0.000 and 14.018 
[TNT]. These autocorrelation and heteroscedasticity results are approximately equal to a 
random prediction of 2.2 [5% of 44 corporations]. Based on these diagnostic test results, it 
does not appear strictly necessary to undertake a Logit analysis given that there is an 
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information loss when using a discrete dependent variable [Davidson and MacKinnon, 1984; 
Freeman, Ohlson and Penman, 1982; Stone and Rasp, 1991]. 
Having empirically analysed the time series properties and the predictive ability of the 
Australian financial data, the following section discusses results obtained for the ARR, EPS 
and CFPS changes [first differences] across corporations employing both OLS and Logit 
regression techniques. 
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Table 4.8: Change in Cash Flow Per Share at Time t+ 1 Divided by CFPS at 
Time t: OLS Time Series Findings: Parameter Estimates [a and Pl and t-
Ratios, Adjusted R2 Statistics, Durbin-Watson Statistics and Related 
Probabilities plus Breusch-Pagan Results 
Co,npany a t[a} /3 t[/3} R2[adj} Durbin DW Breusch 
Watson Prob Pagan 
Allgas Energy 1.882 1.035 -4.018 -0.745 -0.023 2.139 0.552 2.317 
Amalgam. Hold. 0.359 0.052 -31.847 -0.600 -0.033 2.278 0.700 0.412 
Amcor -0.276 -0.157 -3.257 -0.318 -0.047 1.979 0.416 0.118 
Argo Invest. 8.348 0.268 17.116 0.052 -0.053 2.107 0.524 0.000 
Arnotts -1.489 -0.480 5.204 0.627 -0.031 1.928 0.385 1.247 
Assoc. Dairies -3.518 -1.256 9.425 0.876 -0.012 2.193 0.604 1.469 
Aust. Found. -2.152 -0.609 8.823 0.289 -0.048 2.370 0.808 0.184 
AGL -1.898 -0.805 21.568 1.022 0.002 2.071 0.525 2.935n 
ANZ 1.498 1.140 -4.420 -1.033 0.003 1.767 0.241 2.174 
Brambles 4.756 2.101/\-17.651 -2.307/\ 0.178 2.254 0.679 2.189 
Brickworks -1.609 -1.904n 5.184 0.895 -0.010 1.623 0.158 4.572/\ 
Bridgstone Aust. -3.436 -1.582 12.286 1.022 0.002 2.187 0.626 1.884 
BHP 1.013 1.291 -5.187 -1.262 0.029 2.556 0.877 0.481 
Bundaberg Sugar -0.139 -0.218 -1.203 -0.640 -0.030 2.162 0.579 0.044 
Burns Philp -89.352 -2.541/\ 692.950 2.335/\ 0.182 2.553 0.885 5.535/\ 
Camp bell Bros. 2.944 2.896/\ -8.478 -2.642/\ 0.230 2.026 0.479 4.412/\ 
Choiseul Plant. -0.132 -0.052 2.130 0.106 -0.052 2.300 0.736 0.124 
Clyde Industries 0.758 2.355/\ -2.404 -1.758n 0.095 2.246 0.649 1.170 
Coventry Group -0.317 -0.164 0.054 0.006 -0.053 2.187 0.596 0.319 
Paulding [FH] -3.050 -1.759n 4.089 0.468 -0.041 1.437 0.059n 3.463n 
Gibson Chemical -0.244 -0.158 0.056 -0.017 -0.053 2.07 6 0.502 0.689 
GUD 0.636 3.272* -1.444 -3.474* 0.356 1.490 0.086n 0.232 
Harris [Keith] -0.042 -0.081 -1.063 -0.373 -0.045 2.224 0.621 0.096 
Hills Industries -24.406 -0.458 90.085 0.293 -0.048 2.028 0.486 0.152 
Holland [John] -0.748 -0.475 1.009 0.216 -0.050 1.954 0.420 0.001 
Hunter Douglas 0.148 0.167 0.210 0.071 -0.052 2.015 0.447 1.415 
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Incitec -0.446 -0. 723 0.121 0.042 -0.053 2.179 0.635 0.449 
Lend Lease 2.554 0.810 -7.123 -0.757 -0.022 1.227 0.022" 0.482 
Ludowici [JC] 0.556 0.238 -10.754 -0.807 -0.018 1.851 0.317 0.312 
Mcilwraith McEa. -7 .830 -0.639 31.112 0.292 -0.048 2.150 0.615 0.121 
McPhersons 34.278 0.425 -501.640 -0.783 -0.020 2.059 0.500 0.891 
NAB -7 .602 -0.256 -1.836 -0.020 -0.053 1.97 5 0.453 0.000 
Nat. Cons. 1.499 0.704 -9.093 -0.985 -0.002 2.076 0.526 0.359 
OPSM 0.390 0.423 -0.545 -0.234 -0.050 1.769 0.234 1.041 
Rothmans 0.320 1.954n -0.615 -1.590 0.071 1.438 0.057n 1.518 
Shearer [J] -0.809 -1.313 0.322 0.137 -0.052 1.779 0.254 0.004 
Siddons Indust. 0.801 0.956 -1.752 -0.643 -0.030 2.539 0.867 0.009 
Smith [Howard] -0.360 -0.130 1.168 0.072 -0.052 1.816 0.314 0.198 
Soul Pattinson -2.280 -1.107 18.036 1.424 0.049 1.092 0.009 * 7 .985* 
TNT -2.990 -2.851" 6.021 2.604" 0.224 2.510 0.868 14.018* 
Tubemakers 0.948 0.904 -5.977 -1.141 0.015 1.111 0.012" 1.365 
Wattyl 1.366 0.520 -4.238 -0.662 -0.029 2.056 0.520 0.027 
Western Mining 0.425 0.215 3.288 0.214 -0.050 2.142 0.595 0.012 
Westpac Banking -2.750 -1.302 9.654 1.405 0.047 2.656 0.935n 1.127 
AverageStatistics -2.100 0.016 7.167 -0.189 0.007 2.013 0.486 1.535 
n significant at the 0.1 level "significant at the 0.05 level * significant at the 1 % level. 
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4.3 Summary and Evaluation 
The present chapter has been concerned, largely at an empirical level, with ARR, EPS 
and CFPS first differences [changes] over time utilising both OLS and Logit 
regression techniques. Section 4.2 has employed predictive techniques based on finer 
data sources on a time series basis from 1970 to 1990 for each of the 44 sample firms. 
The research of Freeman, Ohlson and Penman [1982] and Butler, Holland and Tippett 
[1994] has thus been extended by investigating the financial data properties of 
Australian listed corporations, and also by modelling the cash flow per share variable 
over time. 
The OLS results presented in Table 4.1 show that all 44 estimates of a are 
positive, with 23 finns [52%] significantly positive at the five per cent level or above 
while all P's are negative, with 29 firms [67%] significantly negative at at least the 5% 
level. These empirical results therefore exhibit mean reversion properties in the form of 
p < 0 [and a> OJ. As a consequence, the ARR variable has ability to predict EPS and 
CFPS changes [first differences] in Models 2 and 3 [Freeman, Ohlson and Penman, 
1982, p. 645]. Due to some heteroscedasticity found in the residuals, these findings 
suggest the application of a binary metric space model is needed. Although weaker, 
logit results shown in Table 4.2 support the OLS findings and confirm that ARR has 
mean reverting properties [P < OJ. 
For Arnotts reported in Table 4.1, if it is assumed that the stochastic error 
term Et= 0 and a+ PARRt = 0 and that -alp represents the long term average value 
of the ARR measure, then a = 0.166 and p = -0.455 with both parameters having t-
ratios which are significantly different from zero at the 5% level. In this case, MRRt 
= 0.166 - 0.455* ARRt and the normal average ARR is -0.166/-0.455 = 0.365 or 
36.5%. If the ARR measure is presently 20%, then the predicted change in ARR 
during the next period shall be 0.166 - 0.455*0.2 = 0.07 5. A forecast of 0.2 + 0.07 5 
= 27.5% results which signals that the ARR is mean reverting. Similarly, assuming 
a and P remain unchanged and that the ARR is currently 40%, then the ARR is 
predicted to decline to 38.4%. Conversely, assuming a and p remain unchanged and 
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that the ARR measure is presently 5% and -15 % respectively, then the ARR is 
predicted to rise to 19.3% and 8.4%. Hence, the present regression results [ which 
display mean reverting characteristics where [P < O] imply that the predicted ARR 
will revert either in a positive or negative fashion depending on whether the current 
ARR is greater than or less than the long term mean ARR statistic. The OLS results 
presented in Table 4.1 are thus generated by a mean reverting process rather than 
being characterised as explosive [P > 0] or a random walk [P = O]. 
Results reported in Table 4.3 show that 93% of the P estimates [the slope 
coefficient] have negative values. Significant t-ratios are associated with P for three of 
the 44 regressions at the 1 % level while significant t-ratios are related to P for a further 
eight corporations at the 5% level. Hence, p estimates for 11 of the 44 companies 
[25%] have significantly negative t-ratios at the five per cent level or better. These 
findings support ARR results reported in Tables 4.1 and 4.2, and again demonstrate 
mean reversion properties of the type p < 0 [ with a > 0]. These results are consistent 
with those of Freeman, Ohlson and Penman [1982] who found that " ... a negative 
relationship between EPS changes and rates-of-return in the previous year is 
suggested, but the relationship appears to be weaker than that observed for changes in 
rates-of-return." Again, similar results may obtain given dissimilar institutional 
arrangements. Butler, Holland and Tippett [1994] did not analyse EPS changes as this 
was outside the scope of their paper. Hence, no comparative analysis for the EPS 
variable can be undertaken. 
The empirical results contained in Table 4.6 reveal that 38 of the 44 estimates 
[86 per cent] of P [the slope coefficient] are negative whilst the remaining six p 
parameter estimates are positive. Brickworks has a t-ratio for p of -3.047 which is 
significant at the 0.01 level while Campbell Brothers has at-ratio associated with p of 
-2.802 which is significant at the 5% level. The mean t-ratio for p is -1.453 while the 
spread is between -4.283 [National Consolidated] and 0.985 [Incitec]. Significant t-
ratios are associated with the estimated P for 14 of the 44 regressions [32%] at the 
0.05 level or better [all of which are negative]. These cash flow per share results show 
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some strong evidence of mean reversion properties characterised by P < 0 although 
there is some support for the random walk hypothesis [P = 0]. As such, there is 
reasonable empirical evidence which suggests that the accounting rate of return 
measure can be utilised as an explanatory va1iable to predict changes in the CFPS ratio 
[Cox and Miller, 1965, pp. 207-208; Freeman, Ohlson and Penman, 1982; Butler, 
Holland and Tippett, 1994]. 
The mean reversion characteristics of the results portrayed in Tables 4.1, 4.3 
and 4.6 have implications for accounting theory, research and practise. First, a mean 
reversion model [P < 0]will have significantly more predictive ability than a mean 
departing or exploding process [P > OJ. This situation occurs because the predictive 
direction of a mean reverting process is towards a long term mean ARR or EPS rather 
than away from an average ARR or EPS measure in either a positive or negative 
direction for an exploding model. Second, exploding ARR's, EPS's and CFPS's are 
not observed in practice. 
The following chapter utilises predictive methods based on finer information 
sources on a cross-sectional basis for the 44 sample firms for each of the years from 
1970 to 1990 inclusive. This thesis thereby extends research in this area by analysing 
first differences for ARR, EPS and CFPS statistics across corporations. 
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CHAPTER V 
CROSS-SECTIONAL REGRESSION RESULTS 
5.1 Introduction 
Previous chapters have synthesised the rate of return literature and the research 
techniques employed to analyse the financial data. As a result, these chapters have 
established the precise context and the basis upon which the prospective empirical tests 
are based. Chapter IV tested the predictive ability and time series properties of earnings 
and other financial variables. The present chapter examines crucial cross-sectional 
regressions on the data set. 
This chapter is testing whether there is cross-sectional dependence in the data. 
In other words, it is testing whether the changes in the returns for all companies tend 
to have the same sign across time. This situation might be expected - if the economy 
booms, then the returns on equity ought to increase and vice versa. 
The remainder of this chapter is organised as follows. Section 5.2 contains 
the results derived from testing the book rate of return, the earnings per share and the 
cash flow per share changes across companies using both OLS and Logit regression 
techniques as described in section 3.5. Parameter estimates for a and ~' associated t-
ratios and adjusted R 2 statistics are reported. Breusch and Pagan [1979] statistics 
obtained for OLS are also discussed. Finally, a summary and an evaluation of the 
chapter appear in section 5.3. 
5.2 OLS and Logit Analysis: Cross-Sectional Results 
The present section discusses the findings obtained from testing Model 1 [accounting rate of 
return changes], Model 2 [earnings per share first differences] and Model 3 [cash flow per 
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share changes] on a cross-sectional basis using both OLS and Logit statistical techniques. This 
cross-sectional analysis was performed on all 44 corporations for each of the accounting 
periods from 1970 to 1990 [Ball and Brown, 1968; Christie, 1987; Foster, 1977, 1986, 
chapters 6, 7 and 8; Lev, 1974, pp. 119-125, 1983, 1989; O'Hanlon and Whiddett, 1991; 
Rhys and Tippett, 1993]. Model diagnostic testing results for OLS such as Breusch and Pagan 
[1979] statistics are also discussed. 
5.2.1 Accounting Rate of Return - OLS Model 1 [A] - Cross-Sectional Results: 
The book rate of return model is used to ascertain whether the ex post ARR measure is 
generated by a random walk [a martingale process with slope coefficient P = OJ, a mean 
reverting process [P < OJ or an exploding process [P > OJ. The model analyses whether 
enlarging the predictive infonnation set to include the ARR will assist in forecasting changes in 
earnings. Linear probability models such as OLS can be used in situations where the dependent 
variable is continuous and where there is an absence of heteroscedasticity in the residuals 
[Butler, Holland and Tippett, 1994; Conover, 1980, pp. 138, 254; Freeman, Ohlson and 
Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Judge, Hill, Griffiths, Lutkepohl and 
Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 5; Noreen, 1988; Stone and Rasp, 
1991]. The model is summarised as follows: 
L\ARRt = a + PARRt + £t 5.1 
where L\ARRt = ARRt+ 1 - ARRt is the change in the ex post ARR measure over the years of 
available data, a [the drift term] and P [the slope coefficient] are the estimated parameters and 
£tis the stochastic error term. The a+ PARRt is deterministic while £tis the stochastic part of 
Equation 5.1. The ARR is used as an explanatory variable to predict changes [first differences] 
in the book rate of return [the dependent variable]. 
As there are 44 corporations and 21 periods, there are 924 observations on which the 
regression tests are performed. As there are 480 increases in ARR [52 per cent] and 444 
decreases, which is approximately equal, it may be hypothesised that ARR might follow a 
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mean reversion process without substantial drift, which implies a slope coefficient P < 0 
[Freeman, Ohlson and Penman, 1982, p. 645; Butler, Holland and Tippett, 1994, pp. 304-
307]. Table 5.1 summarises book rate of return results obtained from undertaking a cross-
sectional analysis on the 44 corporations using OLS regression techniques. More specifically, 
parameter estimates and associated t-ratios69, adjusted R2 statistics70 and Breusch and Pagan 
[1979] statistics are reported. 
Table 5.1 demonstrates that 1976 has a t-ratio associated with a [the drift term] of 
2.308 which is significantly different from zero at the 5% level. Two other periods, 1979 and 
1987, have significantly positive t-statistics also at the 5% level. For 1978 the t-statistic for a is 
-2.920 and is significantly negative at the 1 % level. Three other years have significantly 
negative t-ratios at the 1 % level. The average t-statistic associated with estimated a is 0.155 
while the range is between -3.111 [1982] and 2.361 [1987]. Fou11een of the 21 estimates of a 
[67%] are positive. Since there has been no prior research conducted on the cross-sectional 
properties of ARR, no comparative analysis can be undertaken. 
Table 5.1 shows that 1987 has a t-statistic associated with p of -2.109 which is 
statistically significant at the 0.05 level. Three t-ratios returned P's significantly positive at the 
0.05 level. The average t-statistic for p is -0.167 while the range is between -2.109 in 1987 
and 2.221 during 1989. Of the 21 estimates of p, 13 are negative. With the exception of four 
firm, these results are indicative of random walk properties. So, for the remaining corporations 
69 As noted earlier, the t-statistics are calculated by dividing the estimated coefficient by its 
standard error. As the OLS regression utilised 44 company observations and two parameters were 
estimated, the t-statistic possesses 42 degrees of freedom [44 - 2 = 42] . Applying the t-distribution 
contained in Conover [1980, p. 480, Table A25], an n denotes that the t-statistic is significant at the 
0.1 level [p ~ 1.684], a A denotes significance at the 5% level [p ~ 2.021] whilst an * signifies a 0.01 
level [p ~ 2.704]. 
70 Durbin and Watson [1950] statistics and associated probabilities for serial correlation are not used 
in cross sectional analysis. 
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the empirical results seem to indicate that the best estimate of the ARR next year is the ARR 
today. 
The adjusted R2 range is between -0.024 in 1977 and 1984 and 0.084 during 1989 
while the mean R2 is 1.5%. These results compare a unfavourably with other earnings related 
research in accounting [Ball, Brown and Officer, 1989; Lev, 1989]. 
The Breusch and Pagan [1979] test, which has an asymptotic Chi-square distribution, 
is utilised to determine whether the errors £t in the regression equation are homoscedastic 
[Maddala, 1992, pp. 207-209]. The White [1980] heteroscedasticity adjustment procedure has 
been utilised throughout the cross sectional analysis. Application of the Breusch-Pagan 
diagnostic test reveals that the mean Breusch-Pagan statistic is 1.694 whilst the range is 
between 0.000 in 1988 and 8.014 during 1989. One period exhibits heteroscedasticity at the 
1 % level while two periods possess a heteroscedastic which is significant at the 0.05 level. 
Thus, three periods [14%] exhibit heteroscedasticity at the 5% level or above, which compares 
unfavourably with a random prediction of one [5% of 21]. Due to uncertainty about 
heteroscedasticity in the residuals, these results appear to warrant the application of a Logit 
model [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; Hanushek and 
Jackson, 1977, chapter 7; Stone and Rasp, 1991]. 
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Table 5.1: Accounting Rate of Return: OLS Cross-Sectional Results: Parameter 
Estimates [a and 0] and Associated t-Ratios, Adjusted R2 Statistics and 
Breusch-Pagan Statistics 
Year a t[a] /3 t[/31 
1970 0.002 0.131 -0.014 -0.228 
1971 0.027 1.433 -0.085 -1.204 
1972 0.020 1.169 -0.091 -1.410 
1973 0.002 0.509 0.063 1.016 
1974 0.014 0.569 -0.045 -0.511 
1975 -0.005 -0.215 -0.101 -1.082 
1976 0.047 2.308/\ -0.159 -2.042n 
1977 0.013 0.734 -0.005 -0.077 
1978 -0.074 -2.920* 0.226 2.165/\ 
1979 0.058 2.353/\ -0.066 -0.751 
1980 0.022 0.880 0.021 0.251 
1981 0.025 1.117 -0.067 -0.949 
1982 -0.067 -3.111* 0.087 1.146 
1983 -0.017 -0.634 -0.148 -1.355 
1984 0.021 1.683 0.001 0.021 
1985 0.034 1.031 -0.124 -0.973 
1986 -0.061 -3.012* 0.187 2.211/\ 
1987 0.037 2.361/\ -0.123 -2.109/\ 
1988 0.024 1.164 -0.058 -0.770 
1989 -0.055 -1.373 0.321 2.221 /\ 
1990 -0.089 -2.915* 0.123 0.919 
Averages -0.001 0.155 -0.003 -0.167 
R2[adj] 
-0.023 
0.010 
0.023 
0.001 
-0.018 
0.004 
0.069 
-0.024 
0.079 
-0.010 
-0.022 
-0.002 
0.007 
0.019 
-0.024 
-0.001 
0.083 
0.074 
-0.010 
0.084 
-0.004 
0.015 
Breusch-
Pagan 
0.896 
0.389 
0.803 
0.317 
1.968 
1.273 
1.032 
3.008n 
0.060 
0.108 
1.131 
1.603 
1.691 
1.110 
1.354 
0.050 
5.506/\ 
3.861 /\ 
0.000 
8.014 * 
1.400 
1.694 
n significant at the 0.1 level I\ significant at the 5% level * significant at the 1 % level. 
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5.2.2 Accounting Rate of Return - Log it Model 1 [BJ - Cross-Sectional Results: 
A Logit model is an appropriate technique to use in situations where the dependent variable is 
dichotomous [either zero for an earnings decrease or one for an earnings increase] rather than 
continuous. Heteroscedastic disturbance problems are avoided by employing Logit analysis 
[Breusch and Pagan, 1979; Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 
1982; Hanushek and Jackson, 1977, chapter 7; Maddala, 1991, 1992; Roll and Ross, 1994; 
Stone and Rasp, 1991]. If ~ARRt, where ~ARRt = ARRt+ 1 - ARRt is positive, then the 
dependent variable is + 1, othe1wise it is zero. Define this dichotomous variable as Z[~t] = 
+1 if ~ARRt is positive, zero otherwise. Then the cross-sectional Logit model is 
operationalised in the following te1ms: 
Z[MRRt] =a+ PARRt + Et 5.2 
Table 5.2 summarises the accounting rate of return results obtained from undertaking a 
cross-sectional analysis using Logit regression techniques. Maximum likelihood estimates of 
the a [the drift term] and p [the slope coefficient] parameters and related t-ratios for Model 1 
are given along with Maddala R 2 statistics. Table 5.2 shows that for 1976 the t-ratio for a is 
2.134 which is significantly different from zero at the 5% level while for 1978 the t-statistic is 
-2.145 which is significantly negative at the 5% level. The average t-ratio associated with a is 
0.296 while the range is between -2.145 du1ing 1978 and 2.194 in 1977. Of the 21 estimates 
of a, eight are negative [38%]. Significant t-ratios are associated with a for four of the 
regressions [one negative] at the 5% level for these two tailed tests. 
Table 5.2 demonstrates that for 1975 the t-statistic associated with pis -2.284 which is 
significantly different from zero at the 0.05 level and for 1978 the t-statistic associated with pis 
2.162 which is significant at the 5% level. The average t-ratio related to pis -0.263 while the 
range is between -2.284 in 1975 and 2.162 during 1978. So, significant t-ratios are associated 
with P for two of the 21 regressions at the 5% level. These results are indicative of the ex post 
ARR measure being generated by a random walk process [Cox and Miller, 1965, pp. 207-208; 
Freeman, Ohlson and Penman, 1982; Butler, Holland and Tippett, 1994]. Although much 
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weaker, these logistic model findings corroborate the OLS results and indicate that the ARR 
statistic has random walk properties in the form of~ = 0. 
The Maddala R2 range is between 0% for six years and 15.5% during 1975 while the 
mean R2 statistic is 3.2%. These results are in line with other earnings related research in 
accounting [Ball, Brown and Officer, 1989; Lev, 1989]. 
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Table 5.2: Accounting Rate of Return: Logit Cross-Sectional Results: 
Asymptotic Parameter Estimates [a and ~] and Related t-Ratios and Maddala 
R 2 Statistics 
Year a t fa] /3 t [/31 R2 
1970 -0.324 -0.594 -2.215 -0.097 0.000 
1971 -0.206 -0.401 0.110 0.056 0.000 
1972 0.496 0.908 -3.319 -1.447 0.053 
1973 0.224 0.351 3.525 1.297 0.044 
1974 0.579 0.865 -1.271 -0.513 0.006 
1975 0.844 1.188 -8.658 -2.284" 0.155 
1976 1.413 2.134" -2.801 -1.173 0.031 
1977 1.458 2.194" -3.706 -1.583 0.058 
1978 -1.424 -2.145" 5.906 2.162" 0.116 
1979 0.935 1.140 -0.263 -0.107 0.000 
1980 0.571 0.806 0.318 0.138 0.000 
1981 0.699 1.077 -1.492 -0.747 0.013 
1982 -0.653 -1.072 -1.990 -0.848 0.017 
1983 -1.046 -1.822n -0.273 -0.114 0.000 
1984 0.735 1.293 -0.815 -0.374 0.003 
1985 0.200 0.351 0.340 0.154 0.000 
1986 -0.591 -1.044 3.495 1.416 0.048 
1987 1.191 2.104" -2.886 -1.413 0.049 
1988 0.228 0.452 -1.474 -0. 791 0.015 
1989 -0.440 -0.620 3.764 1.383 0.046 
1990 -0.496 -0.957 -1.512 -0.643 0.009 
Average Statistics 0.209 0.296 -0.725 -0.263 0.032 
n significant at the 10% level "significantly different fro1n zero at the 0. 05 level 
* significant at the 1 % level. All critical values are for two tailed tests. 
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5.2.3 Earnings Per Share - OLS Model 2[AJ - Cross-Sectional Results: 
A cross-sectional EPS model may be employed to appraise whether the EPS variable follows 
the random walk hypothesis [a martingale process with slope coefficient P = 0], portrays 
moving average or mean-reverting properties [P < 0] or is produced by an exploding process 
[P > O]. The model tests whether augmenting the predictive information set to include the ARR 
will lead to an improvement in the prediction of EPS changes. OLS regression can be 
employed where the dependent variable is continuous and where there is an absence of 
heteroscedasticity in the residuals [Breusch and Pagan, 1979; Conover, 1980, pp. 138, 254; 
Durbin and Watson, 1950; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-
378; Maddala, 1992, pp. 207-209; Noreen, 1988; Stone and Rasp, 1991]. The model used is 
summarised as: 
~EPSt = a + PARRt + £t 5.3 
where ~EPSt = EPSt+ 1 - EPSt. Note that a+ PARRt is deterministic while £tis the stochastic 
part of Equation 5.3. In this situation, the ARR is used as an independent variable to explain 
EPS changes [the dependent variable]. Following Freeman, Ohlson and Penman [1982, p. 
645], as there are 541 EPS increases [59%] and only 383 decreases, it may be hypothesised 
that EPS might follow a statistical process having a positive drift term. Table 5.3 summarises 
the EPS results derived from unde11aking cross-sectional analysis on the 44 corporations using 
OLS. Parameter estimates [a and PJ and related t-ratios, adjusted R2 statistics and Breusch-
Pagan statistics are reported. 
Table 5.3 shows that 1976 has at-ratio for a of 3.984 which is significantly differently 
from zero at the 1 % level. The meant-ratio for a is 0.612. All but six of the estimates of a [the 
drift term] are positive. Significant t-statistics are associated with a for six of the 21 
regressions [29%] at the 5% level or better [one negative] for these two tailed tests of the EPS 
variable. Results reported in Table 5.3 also show that 71 % of the p estimates [the slope 
coefficient] have negative values. Significant t-ratios are associated with p for one of the 21 
regressions at the 1 % level. These findings are similar to the ex post ARR results reported in 
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Tables 5.1 and 5.2, and again demonstrate random walk prope1ties of the type p = 0 [ with a= 
0]. As there has been no research published in this area, no comparative analysis is possible. 
The adjusted R2 range is between -0.024 [1974 and 1980] and 22.0% [1976] while the 
mean adjusted R 2 is 1.2%. These explanatory power levels of the regressions are lower than 
those discussed by Ball, Brown and Officer [1989] and Lev [1989]. 
The Breusch-Pagan test [ which possesses an asymptotic Chi-square distribution] is 
used to assess whether the errors Et in the regression equation are homoscedastic [Maddala, 
1992, pp. 207-209]. The Breusch and Pagan [1979] diagnostic test reveals that no years 
possess a non-constant variance which is significant at at least the 5% level. The average 
Breusch-Pagan statistic is 0.655 while the range is between 0.000 [1980] and 2.048 [1977]. 
Although there is no uncertainty about the heteroscedasticity contained in the residuals, the use 
of a logistic regression model may be desirable to reinforce the OLS results, even though there 
is some loss of info1mation when employing a dichotomous dependent variable [Davidson and 
MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 1977, 
chapter 7; Stone and Rasp, 1991]. 
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Table 5.3: Earnings Per Share: OLS Cross-Sectional Results: Parameter 
Estimates [a and J3] and Related t-Ratios, Adjusted R2 Statistics and Breusch-
Pagan Statistics 
Year a t[a] /3 
1970 0.021 0.737 -0.047 
1971 0.002 0.076 -0.041 
1972 0.087 2.161" -0.269 
1973 1.222 2.321" -0.143 
1974 0.045 0.984 -0.014 
1975 0.053 0.681 -0.364 
1976 0.182 3.984* -0.632 
1977 0.069 1.370 -0.088 
1978 -0.111 -1.645 0.417 
1979 0.220 2.812" -0.357 
1980 0.109 0.866 0.014 
1981 0.126 1.315 -0.217 
1982 -0.183 -1.989 0.211 
1983 -0.050 -0.493 -0.339 
1984 0.118 1.190 -0.076 
1985 0.151 2.179" -0.446 
1986 -0.246 -2.207" 0.699 
1987 0.054 0.789 -0.293 
1988 0.082 1.165 -0.296 
1989 -0.161 -1.012 0.932 
1990 -0.176 -2.438 0.175 
Mean Figures 0.077 0.612 -0.056 
t[/31 
-0.413 
-0.336 
-1.731° 
-0.759 
-0.081 
-1.171 
-3.619* 
-0.477 
1.508 
-1.288 
0.036 
-0.728 
0.650 
-0.816 
-0.197 
-1.669 
1.491 
-1.153 
-1.148 
1.617 
0.553 
-0.463 
R2[adj] 
-0.020 
-0.021 
0.044 
-0.010 
-0.024 
0.009 
0.220 
-0.018 
0.029 
0.015 
-0.024 
-0.011 
-0.014 
-0.008 
-0.023 
0.040 
0.028 
0.008 
0.007 
0.036 
-0.016 
0.012 
Breusch-
Pagan 
0.835 
0.398 
1.239 
1.586 
0.083 
0.040 
0.851 
2.048 
0.311 
1.086 
0.000 
0.069 
0.273 
1.639 
0.873 
0.012 
0.083 
0.197 
0.401 
1.095 
0.627 
0.655 
n significant at the 0.1 level "significant at the 5% level * significant at the 1% level. 
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5.2.4 Earnings Per Share - Logit Model 2[B] - Cross-Sectional Results: 
As noted in section 5.2.3, due to some uncertainty about heteroscedasticity found in the 
residuals, a logistic regression model should be applied to the financial data in order to assess 
the validity of the OLS results. Logit analysis is a reasonable technique to use where the 
dependent variable is dichotomous [either zero for an EPS decrease or one for an EPS 
increase] rather than continuous. Heteroscedastic disturbance problems can be avoided by 
employing Logit analysis [Breusch and Pagan, 1979; Freeman, Ohlson and Penman, 1982; 
Hanushek and Jackson, 1977, chapter 7; Stone and Rasp, 1991]. If ~EPSt, where ~EPSt = 
EPSt+l - EPS1 is positive, then the dependent variable is +1, otherwise it is zero. Define this 
dichotomous variable as Z[~EPS1] = + 1 if ~EPSt is positive, zero otherwise. This cross-
sectional model is operationalised as follows: 
Z[~EPSt] =a+ ~ARRt + £1 5.4 
This equation is tested for each of the 21 periods comprising the random sample [Berry and 
Nix, 1991; Foster, 1977, 1986, chapters 6, 7 and 8; Freeman, Ohlson and Penman, 1982; 
O'Hanlon and Whiddett, 1991]. Table 5.4 reports the EPS results obtained from undertaking a 
cross-sectional analysis using Logit. Maximum likelihood estimates of a and J3 and related t-
ratios for Model 2[B] are provided as well as Maddala R 2 statistics. 
Table 5.4 shows that 16 of the 21 parameter estimates of a are positive. Statistically 
significant t-ratios are related to a for one of the 21 regressions [5%] at the 0.05 level or better 
for these two tailed tests. Significant t-statistics are associated with the estimated J3 [the slope 
coefficient] for two of the 21 regressions [one negative and one positive] at the 0.05 level. 
These results compare similarly with Table 5.2 for the ARR variable. Results obtained are 
similar, albeit slightly weaker, than those reported in Table 5.3, and show evidence supporting 
the random walk hypothesis [~ = OJ. 
The Maddala R 2 explanatory power statistics reveal that the range is between 0% and 
17.0% [1976] while the average R2 statistic is 4.1 %. Though this mean R2 statistic is higher 
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than that reported in Table 5.3 of 1.2%, these results are not inconsistent with those contained 
in previous earnings research [Lev, 1989]. 
Year 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
163 
Table 5.4: EPS: Logit Cross-Sectional Results: Asymptotic [a and ~] 
Estimates and Associated t-Statistics and Maddala R2 Statistics 
a t [a] f3 t [/31 R2 
0.833 1.177 -1.789 -0.798 0.015 
0.388 0.750 -1.396 -0.707 0.012 
0.867 1.577 -3.245 -1.488 0.054 
0.756 1.149 2.124 0.802 0.016 
1.334 1.843° -2.760 -1.064 0.026 
0.948 1.527 -4.527 -1.729 0.074 
2.367 3.096* -7.111 -2.6451\ 0.170 
0.310 0.514 0.246 0.111 0.000 
-1.173 -1.817° 6.196 2.2241\ 0.125 
1.826 1.979° 0.082 0.025 0.000 
1.585 1.934° -1.709 -0.675 0.010 
0.807 1.221 -1.205 -0.597 0.008 
0.482 0.849 -3.747 -1.729° 0.072 
-0.929 -1.582 -1.606 -0.605 0.009 
0.817 1.379 0.244 0.105 0.000 
0.676 1.120 0.395 0.168 0.000 
-0.838 -1.388 5.883 2.087° 0.113 
0.368 0.755 0.936 0.504 0.006 
0.935 1.634 -4.316 -1.946° 0.099 
-0.785 -1.110 3.578 1.366 0.044 
-0.400 -0.787 0.177 0.080 0.000 
Mean Figures 0.532 0.753 0.645 0.310 0.041 
n significant at the 10% level I\ significant at the 5% level * significant at the 1 % level. 
r 
1: 
I 
I 
I 
1 
.1 
I 
I. 
q, 
I 
~ 
·/i 
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5.2.5 Deflated Earnings Per Share - OLS Model 2[CJ - Cross-Sectional Findings: 
The following cross-sectional model is utilised to determine whether a relative earnings ratio 
[~EPSt+ 1/EPSt] is characterised as a random walk, has mean reverting properties or is 
represented by a mean departing or exploding process. This model tests whether increasing the 
information set to include ARR will assist in predicting changes in deflated earnings. OLS 
regression can be used in situations where the dependent variable is continuous and where 
there is no heteroscedasticity in the estimated residuals [Breusch and Pagan, 1979; Durbin and 
Watson, 1950; Maddala, 1992, chapter 5; Noreen, 1988]. The precise OLS model is 
summarised as follows: 
~EPSt+ 1/EPSt = a+ PARRt + Et 5.5 
Accounting rate of return statistics are thus employed as explanatory variables in the 
operationalisation of Equation 5.5. This regression is tested across the 44 sample corporations 
[O'Hanlon and Whiddett, 1991; Lev, 1974, 1989; Salamon, 1982; Watts and Zimmerman, 
1986]. Table 5.5 summarises results obtained from OLS regressions of relative earnings 
against the lagged ARR measure. Estimated parameters [ a and PJ and associated t-ratios, R2 
adjusted statistics along with Breusch and Pagan [1979] statistics are reported. 
Table 5.5 shows the meant-ratio associated with a is 0.947 while the range is between 
-2.221 [1989] and 4.025 [1976]. Sixteen of the 21 parameter estimates of a [76%] have 
positive values. Estimates of a for four years [19%] have significantly positive t-ratios at the 
five per cent level or better. There has been no previous research on the relative EPS variable, 
so no comparative analysis is undertaken. The OLS results indicate that 16 of the 21 parameter 
estimates of P [the slope coefficient] possess negative values. Estimates of p for three years 
[50%] have significantly negative t-ratios at the five per cent level or better. Though the results 
procured for three years exhibit mean reversion characteristics, this relative EPS model 
indicates that the remaining 18 pe1iods are consistent with the random walk hypothesis. 
A 
111 
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The adjusted R2 statistics range from -2.4% [1980] and 16.7% [1976] while the 
average R2 is 1.6%. These low explanatory power results are roughly in line with other 
earnings studies such as Ball, Brown and Officer [1989] and Lev [1989]. 
The average Breusch-Pagan statistic is 1.679 while the range is between 0.031 [1980] 
and 3.802 [ 1982]. The Breusch and Pagan [ 1979] diagnostic test reveals that 0% of the 
regressions show heteroscedasticity at the 5% level or better. 
These heteroscedasticity findings thus compare somewhat favourably with a random 
prediction of 1.05 enterprises affected [5% of 21 periods]. Based on these diagnostic test 
results, it would be unnecessary to use a binary model to confirm the validity of the OLS 
results [Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; Hanushek and 
Jackson, 1977; Stone and Rasp, 1991]. Though much weaker, however, the logistic model 
findings shown in Table 5.4 have a propensity to corroborate the OLS results in Table 5.3. As 
a result, Logit analysis is not undertaken for the cross-sectional relative EPS variable. 
i:: 
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Table 5.5: Change in EPS at Time t+ 1 Divided by EPS at Time t: OLS Cross-
Sectional Results: Parameter Estimates and Related t-Statistics, Adjusted R2 
and Breusch-Pagan Statistics 
Year a t[a} /3 t[/31 R2[adj} Breusch-
Pagan 
1970 0.128 1.110 -0.260 -0.552 -0.016 0.044 
1971 0.059 0.329 -0.274 -0.404 -0.020 1.495 
1972 0.572 1.472 -1.543 -1.032 0.002 1.104 
1973 0.635 1.785n -1.229 -0.967 -0.002 1.827 
1974 0.194 0.925 -0.285 -0.365 -0.021 2.219 
1975 -0.286 -1.072 0.204 0.191 -0.023 0.577 
1976 0.699 4.025* -2.057 -3.098* 0.167 3.045n 
1977 0.238 1.056 -0.354 -0.428 -0.019 0.790 
1978 0.705 1.190 -2.307 -0.949 -0.002 2.451 
1979 0.716 2.431 /\ -1.322 -1.266 0.014 0.542 
1980 0.180 0.701 -0.083 -0.099 -0.024 0.031 
1981 0.197 1.221 -0.282 -0.561 -0.016 0.540 
1982 0.830 2.366/\ -2.824 -2.278/\ 0.089 3.802n 
1983 -3.926 -2.191/\ 12.333 1.667 0.040 1.861 
1984 0.864 2.779/\ -2.034 -1.678 0.041 0.825 
1985 0.403 2.020n -0.982 -1.278 0.015 3.027n 
1986 2.984 2.494/\ -11.412 -2.269/\ 0.088 3.626n 
1987 -0.128 -0.338 0.258 0.183 -0.023 1.223 
1988 0.455 1.021 -1.332 -0.818 -0.008 1.968 
1989 -0.460 -2.221/\ 1.503 2.002n 0.065 0.506 
1990 -0.576 -1.216 0.947 0.455 -0.019 3.763n 
Averages 0.213 0.947 0.635 0.645 0.016 1.679 
n significant at the 10% level A significant at the 0.05 level * significant at the 0.01 level. 
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5.2.6 Cash Flow Per Share - OLS Model 3[AJ - Cross-Sectional Results: 
This version of the CFPS model is employed to ascertain whether the cash flow per share 
variable follows the random walk hypothesis, a mean reverting process or an exploding 
process [f3 > O]. The model tests whether augmenting the predictive information set to include 
ARR will improve forecasts of CFPS changes. Probability models such as OLS can be used in 
situations where the dependent variable is continuous and where heteroscedasticity in the 
residuals is absent [Conover, 1980, pp. 138, 254; Freeman, Ohlson and Penman, 1982; 
Hanushek and Jackson, 1977, chapter 7; Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 
327, 356-378; Noreen, 1988]. The predictive model used is: 
~CFPSt = a+ f3ARRt + £t 5.6 
where ~CFPSt = CFPSt+ 1 - CFPSt. Hence, ARR is utilised as the independent variable. This 
equation was run on a cross-sectional basis for all 44 individual corporations from 1970 to 
1990 [Ball and Brown, 1968; Berry and Nix, 1991; Salamon, 1982]. Diagnostic testing 
procedures employed [Breusch-Pagan and Durbin-Watson statistics] have been discussed in 
section 3.6. Analysis of the CFPS data shows that there are 479 increases [52 per cent] and 
445 decreases. Table 5.6 summarises the CFPS findings obtained using OLS. Parameter 
estimates for a and f3 along with their t-ratios, adjusted R 2 results and Breusch and Pagan 
[ 1979] statistics are reported. 
Table 5.6 shows that 11 of the 21 estimates of a are positive and 10 are negative. 
Significantly negative t-ratios are associated with a for one of the 21 regressions at the 5% 
level for these two tailed tests. Neither Freeman, Ohlson and Penman [1982] nor Butler, 
Holland and Tippett [1994] analysed cross-sectional first differences in cash flow per share as 
this was outside the parameters of their investigation. Hence, no comparative analysis is 
provided for the CFPS measure. 
The empirical results contained in Table 5.6 show that the mean t-ratio for f3 is -0.144 
while the spread is between -1. 862 [ 1983] and 1.991 [1992]. Eleven of the 21 estimates of f3 
[57%] are negative while the remaining ten f3 estimates are positive. Significant t-ratios are 
l,1 
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associated with p for none of the 21 regressions at the 0.05 level or better. Generally, these 
cash flow per share results suppo11 the random walk hypothesis. There is thus not even modest 
empirical evidence suggesting that ARR can be used as an explanatory variable to forecast 
changes in the CFPS ratio [Cox and Miller, 1965, pp. 207-208; Freeman, Ohlson and 
Penman, 1982; Butler, Holland and Tippett, 1994]. 
Adjusted R 2 statistics reveal the range is between -2.4% and 6.5% while the mean R2 
is -0.7%. These extremely weak explanatory power results are generally lower than those 
discussed in Ball, Brown and Officer [1989] and Lev [1989]. 
The Breusch-Pagan statistic [ which has an asymptotic Chi-square distribution] is 
utilised to determine whether the errors Et in the regression equation are homoscedastic 
[Maddala, 1992, pp. 207-209]. The average Breusch-Pagan statistic is 0.896. The Breusch 
and Pagan [1979] diagnostic test shows that no pe1iod exhibits heteroscedasticity at the five per 
cent level or above. This result is lower than a random prediction of 1.05 [5% of 21 years]. 
Although not a problem, this heteroscedasticity aspect suggests that a Logit model could 
usefully be applied to corroborate the OLS results [Davidson and MacKinnon, 1984; Stone 
and Rasp, 1991]. 
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Table 5.6: Cash Flow Per Share: OLS Cross-Sectional Results: Parameter 
Estimates [a and ~] and Related t-Ratios, Adjusted R2 Statistics and Breusch-
Pagan Statistics 
Year a t[a} /3 t[/31 R2[adj} 
1970 0.062 0.657 -0.291 -0.762 -0.010 
1971 0.168 1.091 -0.071 -0.121 -0.024 
1972 -0.038 -0.595 0.135 0.543 -0.017 
1973 0.006 0.110 0.050 0.271 -0.022 
1974 -0.005 -0.056 -0.152 -0.435 -0.019 
1975 0.078 0.855 -0.361 -0.985 -0.001 
1976 0.101 1.458 0.138 0.520 -0.017 
1977 -0.039 -0.760 0.173 0.924 -0.003 
1978 -0.070 -0.967 0.089 0.300 -0.022 
1979 0.134 1.735n -0.309 -1.126 0.006 
1980 -0.004 -0.045 0.067 0.206 -0.023 
1981 0.132 1.394 -0.453 -1.538 0.031 
1982 -0.212 -2.842" 0.525 1.991 n 0.065 
1983 0.175 1.909n -0.706 -1.862n 0.054 
1984 0.047 0.460 0.233 0.589 -0.015 
1985 -0.053 -0.331 -0.252 -0.410 -0.020 
1986 -0.076 -0.735 -0.235 -0.543 -0.017 
1987 -0.203 -0.982 0.010 0.013 -0.024 
1988 0.226 1.008 -0.091 -0.111 -0.024 
1989 0.278 1.542 -0.330 -0.504 -0.018 
1990 -0.080 -0.360 0.025 0.026 -0.024 
Mean Statistics 0.030 0.216 -0.086 -0.144 -0.007 
n significantly different fro,n zero at the 0.1 level "significant at the 5% level 
* significant at the 1 % level. 
Breusch-
Pagan 
0.320 
0.011 
0.966 
1.008 
1.371 
0.047 
2.356 
2.110 
1.155 
0.865 
0.257 
0.514 
0.005 
0.246 
1.604 
0.591 
0.407 
0.605 
0.032 
1.175 
3.171 n 
0.896 
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5.2.7 Cash Flow Per Share - Logit Model 3[B] - Cross-Sectional Findings: 
This CFPS model is used to analyse whether Lo git regressions of the CFPS variable against 
ARR follow a random walk, mean reversion or have explosive characteristics. A logistic 
regression model is appropriate to use where the dependent variable is dichotomous. 
Heteroscedastic disturbance problems are avoided by employing Logit analysis [Breusch and 
Pagan, 1979; Davidson and MacKinnon, 1984; Freeman, Ohlson and Penman, 1982; 
Hanushek and Jackson, 1977, chapter 7; Roll and Ross, 1994; Stone and Rasp, 1991]. If 
~CFPSt, where ~CFPSt = CFPSt+ l - CFPSt is positive, then the dependent variable is + 1, 
otherwise it is zero. Define this dichotomous variable as Z[~CFPSt] = +1 if ~CFPSt is 
positive, zero otherwise. The equation used for testing is: 
Z[~CFPSt] = a+ PARRt + £t 5.7 
where a and P are parameters to be estimated and £t is the error term. Hence, ARR is 
employed as the explanatory variable to predict changes [first differences] in the CFPS. This 
logistic regression is tested on a cross-sectional basis for each year tested in the random sample 
[Ball and Brown, 1968; Berry and Nix, 1991; Foster, 1977, 1986, chapters 6, 7 and 8; Lev, 
1989; O'Hanlon and Whiddett, 1991]. Table 5.7 summarises the CFPS results obtained from 
using Logit; maximum likelihood estimates of a and p and related t-ratios for Model 3 are 
provided along with Maddala R 2 statistics. 
Results contained in Table 5. 7 reveal that 10 of the 21 estimates [ 48 % ] of a are 
positive. Only the t-ratio for 1989 is significant at the 5% level. Table 5.7 shows that the 
average t-ratio associated with Pis -0.107. Eleven of the 21 estimates of p [52%] are negative. 
No significant t-statistics are associated with p at the 5% level. These CFPS results support the 
random walk hypothesis, and are similar to the OLS results reported in Table 5.6. 
The average Maddala R 2 is only 1.9%. These relatively weak explanatory power 
results are thus similar to those reported in Table 5.6, and are slightly lower than those 
reviewed in earnings related research such as Ball, Brown and Officer [1989] and Lev [1989]. 
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Table 5.7: Cash Flow Per Share: Logit Cross-Sectional Results: Asymptotic [a 
and p] Estimates and Related t-Ratios and Maddala R2 Statistics 
Year a t [a} /3 t [/31 R2 
1970 -0.755 -1.139 -2.374 -0.798 0.016 
1971 0.848 1.497 -0.391 -0.186 0.000 
1972 0.137 0.253 -1.479 -0.702 0.011 
1973 0.497 0.857 -1.297 -0.639 0.009 
1974 1.041 1.431 -2.722 -1.032 0.024 
1975 0.171 0.282 -1.203 -0.498 0.006 
1976 1.314 1.756° 0.195 0.068 0.000 
1977 -0.352 -0.560 1.840 0.799 0.015 
1978 -1.144 -1.748° 3.544 1.379 0.045 
1979 -0.306 -0.433 3.497 1.323 0.042 
1980 1.633 2.016° -3.674 -1.480 0.051 
1981 -0.466 -0.694 1.288 0.626 0.009 
1982 -0.829 -1.380 1.479 0.724 0.012 
1983 -0.156 -0.302 1.248 0.585 0.008 
1984 0.618 1.028 0.660 0.281 0.002 
1985 -0.984 -0.165 -1.195 -0.521 0.006 
1986 -0.931 -1.545 1.791 0.736 0.012 
1987 -0.543 -1.057 1.661 0.883 0.018 
1988 0.915 1.624 -2.355 -1.192 0.034 
1989 2.005 2.354/\ -5.568 -1.883° 0.087 
1990 -0.432 -0.826 -0.167 -0.729 0.000 
Average Statistics 0.109 0.155 -0.249 -0.107 0.019 
n significant at the 10% level I\ significant at the 5% level * significant at the 1 % level. 
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5.2.8 Relative Cash Flow Per Share - OLS Model 3[CJ - Cross-Sectional Results: 
This CFPS model is utilised to assess whether OLS regressions of relative cash flow 
[~CFPSt+ 1/CFPSt] against the lagged ARR is characterised as following the random walk 
hypothesis [P = 0], a mean reverting process [P < 0] or a mean departing or exploding process 
[P > OJ. The model tests whether augmenting the data set to include ARR will facilitate the 
prediction of changes in deflated CFPS. Linear OLS regression can be applied where the 
dependent variable is continuous and where there is a paucity of heteroscedasticity in the 
residuals [Breusch and Pagan, 1979; Conover, 1980, pp. 138, 254; Durbin and Watson, 
1950; Freeman, Ohlson and Penman, 1982; Hanushek and Jackson, 1977, chapter 7; Judge, 
Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 5; 
Noreen, 1988; Stone and Rasp, 1991]. The OLS model used for testing this relationship is: 
~CFPSt+ 1/CFPSt = a+ PARRt + Et 5.8 
where a and P are the estimated parameters and Et is the stochastic error term. Note that a+ 
PARRt is deterministic while Et is the stochastic component of Equation 5.8. In this context, 
the ARR measure is utilised as an independent variable in order to predict future cash flow 
changes [the dependent variable]. This regression equation was run for the time series from 
1970 to 1990 for all 44 individual companies [Foster, 1977, 1986, chapters 6, 7 and 8; Lev, 
1974, pp. 119-125, 1983, 1989; Rhys and Tippett, 1993; Salamon, 1982]. Table 5.8 
summarises results obtained from undertaking a time series analysis using OLS regressions of 
relative cash flow against the lagged ARR measure. Parameter estimates and t-ratios, adjusted 
R2 statistics and Breusch-Pagan diagnostic results are reported. 
Table 5.8 shows that the t-ratio associated with a for 1990 is 3.007 which is significant 
at the 1 % level. The meant-ratio for a is 0.436. Seven of the 21 parameter estimates of a [the 
drift term] have negative values. Significant t-statistics are associated with the estimated a for 
two of the 21 regressions at the 5% level or better for these two tailed tests [both of which 
returned positive values]. 
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The regression results reported in Table 5.8 demonstrate that the meant-ratio associated 
with Pis -0.228 while the range is between -2.818 [1990] and 1.429 [1978]. Fourteen of the 
21 parameter estimates of P [the slope coefficient] returned negative values. Significant t-ratios 
are associated with P for one of the 21 regressions at the 0.05 level. Though the average P 
parameter estimate [t-statistic] is -37.836 [-0.228], these OLS regressions of relative cash flow 
[~CFPSt+ 1/CFPSt] against the lagged ARR provide general support for the random walk 
hypothesis [P = 0]. 
The adjusted R2 range is between -0.023 [1976] and 0.139 [1990] while the average 
R 2 is negligible at -0.1 %. In general, these explanatory power results are much lower than 
those reported in other earnings related research such as Ball, Brown and Officer [1989] and 
Lev [1989]. 
The Breusch-Pagan test [ which is characterised as having an asymptotic Chi-square 
distribution] is utilised to determine whether the errors Et in the regression equation are 
homoscedastic [Maddala, 1992, pp. 207-209]. The Breusch and Pagan [1979] diagnostic test 
reveals that two periods exhibit heteroscedasticity at the five per cent level. The average 
Breusch-Pagan statistic is only 1.216 while the range is between 0.048 [1970] and 7.446 
[1990]. These heteroscedasticity results are approximately equal to a random prediction of 1.05 
[5% of 21 years]. Based on these diagnostic test results, it does not appear necessary to 
undertake a Logit analysis where there is an information loss when using a model which 
employs a discrete dependent vaiiable [Davidson and MacKinnon, 1984; Freeman, Ohlson and 
Penman, 1982; Stone and Rasp, 1991]. In addition, although somewhat weaker, the Logit 
model findings shown in Table 5.7 tend to corroborate the OLS results in Table 5.6. As a 
consequence, Logit results are not reported for the cross-sectional relative CFPS variable. 
11· 
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Table 5.8: Change in Relative Cash Flow Per Share: OLS Cross-Sectional 
Results: Parameter Estimates and Associated t-Statistics, Adjusted R 2 
Statistics and Breusch-Pagan Statistics 
Year a t[a} 
1970 -0.290 -0.263 
1971 29.843 1.207 
1972 0.195 0.315 
1973 0.583 0.762 
1974 276.930 1.078 
1975 0.522 0.458 
1976 0.920 1.424 
1977 -3.639 -1.350 
1978 -3.738 -1.025 
1979 2.110 2.206" 
1980 -2.901 -1.211 
1981 -13.844 -1.561 
1982 1.758 1.310 
1983 1.547 0.279 
1984 -0.889 -0.967 
1985 9.274 0.832 
1986 -0.679 -0.166 
1987 2.292 0.914 
1988 0.455 0.453 
1989 19.169 1.458 
1990 6.159 3.007* 
Mean Statistics 15.513 0.436 
/3 t[/31 
2.048 0.458 
-68.510 -0.730 
-0.673 -0.283 
-0.801 -0.293 
-670.880 -0.701 
-1.538 -0.337 
0.465 0.188 
10.032 1.014 
21.372 1.429 
-4.974 -1.467 
7.963 1.028 
33.330 1.209 
-4.581 -0.966 
-6.969 -0.304 
3.266 0.911 
-18.748 -0.437 
-10.696 -0.622 
-4.628 -0.496 
-1.661 -0.453 
-53.009 -1.112 
-25.363 -2.818" 
-37.836 -0.228 
R2 [ adj} Breusch-
Pagan 
-0.019 0.048 
-0.011 0.613 
-0.022 1.064 
-0.022 0.529 
-0.012 0.545 
-0.021 0.143 
-0.023 0.768 
0.001 1.143 
0.024 0.407 
0.026 2.463 
0.001 2.917n 
0.011 1.204 
-0.002 0.525 
-0.022 0.602 
-0.004 0.776 
-0.019 0.200 
-0.015 0.276 
-0.018 1.057 
-0.019 1.473 
0.006 1.344 
0.139 7.446* 
-0.001 1.216 
n significant at the 10% level "significant at the 0. 05 level * significant at the 0. 01 level. 
All critical values are for two tailed tests. 
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5.3 Summary and Evaluation 
The present chapter has been concerned, largely at an empirical level, with ARR, EPS and 
CFPS first differences [changes] across corporations utilising both OLS and Logit regression 
techniques. Section 5.2 has utilised predictive methods based on finer information sources on a 
cross-sectional basis for the 44 sample corporations from 1970 to 1990 inclusive. This thesis 
thereby extends research in this area by analysing first differences for ARR, EPS and CFPS 
statistics across corporations. 
This chapter tested whether there is cross-sectional dependence in the data. In other 
words, it is testing whether the changes in the returns for all companies tend to have the same 
sign across time. This situation might be expected - if the economy booms, then the returns on 
equity ought to increase and vice versa. 
Table 5.1 shows that 1987 has a t-statistic associated with p of -2.109 which is 
statistically significant at the 0.05 level. Threet-ratios returned Ws significantly positive at the 
0.05 level. The average t-statistic for pis -0.167 while the range is between -2.109 in 1987 
and 2.221 during 1989. Of the 21 estimates of p, 13 are negative. These results are indicative 
of random walk properties. The empirical results seem to indicate that the best estimate of the 
ARR next year is the ARR today. 
Table 5.2 demonstrates that for 1975 the t-statistic associated with pis -2.284 which is 
significantly different from zero at the 0.05 level and for 1978 the t-statistic associated with pis 
2.162 which is significant at the 5% level. The average t-ratio related to pis -0.263 while the 
range is between -2.284 in 1975 and 2.162 during 1978. So, significant t-ratios are associated 
with P for two of the 21 regressions at the 5% level. These results are indicative of the ex post 
ARR measure being generated by a random walk process [Cox and Miller, 1965, pp. 207-208; 
Freeman, Ohlson and Penman, 1982; Butler, Holland and Tippett, 1994]. Although much 
weaker, these logistic model findings corroborate the OLS results and indicate that the ARR 
statistic has random walk prope11ies in the f 01m of p = 0. 
Table 5.3 shows that 1976 has at-ratio for a of 3.984 which is significantly differently 
from zero at the 1 % level. The meant-ratio for a is 0.612. All but six of the estimates of a [the 
drift term] are positive. Significant t-statistics are associated with a for six of the 21 
I) ' 
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regressions [29%] at the 5% level or better [one negative] for these two tailed tests of the EPS 
variable. Results reported in Table 5.3 also show that 71 % of the J3 estimates [the slope 
coefficient] have negative values. Significant t-ratios are associated with J3 for one of the 21 
regressions at the 1 % level. These findings are similar to the ex post ARR results reported in 
Tables 5.1 and 5.2, and again demonstrate random walk prope1ties of the type J3 = 0 [ with a.= 
0]. As there has been no research published in this area, no comparative analysis is possible. 
Table 5.5 OLS results indicate that 16 of the 21 parameter estimates of J3 [the slope 
coefficient] possess negative values. Estimates of J3 for three years [50%] have significantly 
negative t-ratios at the five per cent level or better. Though the results procured for three years 
exhibit mean reversion characteristics, this relative EPS model indicates that the remaining 18 
periods are consistent with the random walk hypothesis. 
The Breusch and Pagan [ 1979] diagnostic test reveals that none of the regressions 
show heteroscedasticity at the 5% level or better. These heteroscedasticity findings thus 
compare somewhat favourably with a random prediction of 1.05 enterprises affected [5% of 21 
periods]. Based on these diagnostic test results, it would be unnecessary to use a binary model 
to confirm the validity of the OLS results [Davidson and MacKinnon, 1984; Freeman, Ohlson 
and Penman, 1982; Hanushek and Jackson, 1977; Stone and Rasp, 1991]. Though much 
weaker, however, the logistic model findings shown in Table 5.4 have a propensity to 
corroborate the OLS results in Table 5.3. As a result, Logit analysis is not undertaken for the 
cross-sectional relative EPS variable. 
The empirical results contained in Table 5.6 show that the meant-ratio for J3 is -0.144 
while the spread is between -1.862 [1983] and 1.991 [1992]. Eleven of the 21 estimates of J3 
[57%] are negative while the remaining ten J3 estimates are positive. Significant t-ratios are 
associated with J3 for none of the 21 regressions at the 0.05 level or better. Generally, these 
cash flow per share results support the random walk hypothesis. There is thus not even modest 
empirical evidence suggesting that ARR can be used as an explanatory variable to forecast 
changes in the CFPS ratio [Cox and Miller, 1965, pp. 207-208; Freeman, Ohlson and 
Penman, 1982; Butler, Holland and Tippett, 1994]. 
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Results contained in Table 5.7 reveal that 10 of the 21 estimates [48%] of a are 
positive. Only the t-ratio for 1989 is significant at the 5% level. Table 5.7 shows that the 
average t-ratio associated with pis -0.107. Eleven of the 21 estimates of p [52%] are negative. 
No significant t-statistics are associated with Pat the 5% level. These CFPS results support the 
random walk hypothesis, and are similar to the OLS results reported in Table 5.6. 
The average Maddala R 2 is only 1.9%. These relatively weak explanatory power 
results are thus similar to those reported in Table 5.6, and are slightly lower than those 
reviewed in earnings related research such as Ball, Brown and Officer [1989] and Lev [1989]. 
The regression results reported in Table 5.8 demonstrate that the meant-ratio associated 
with Pis -0.228 while the range is between -2.818 [1990] and 1.429 [1978]. Fourteen of the 
21 parameter estimates of P [the slope coefficient] returned negative values. Significant t-ratios 
are associated with P for one of the 21 regressions at the 0.05 level. Though the average p 
parameter estimate [t-statistic] is -37.836 [-0.228], these OLS regressions of relative cash flow 
[ilCFPSt+ 1/CFPSt] against the lagged ARR provide general support for the random walk 
hypothesis [P = 0]. 
The general conclusion emanating from this chapter is that cross sectionally, unlike the 
time series mean reverting characteristics, the results appear to be largely generated by some 
form of random walk process. Having tested time series and cross sectional attributes of the 
data, the ensuing chapter presents the results of testing the IRR and ARR relationship using the 
Kelly-Tippett discounted cash flow technique. 
6.1 Introduction 
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Chapter VI71 
ARR Versus IRR Results 
The purpose of this chapter is to generate finer empirical evidence about the 
predictability of applying accounting rate of return [ARR] and internal rate of return 
[IRR] to appraise economic pe1formance at both individual and aggregate levels [Kelly 
and Tippett, 1991, p. 327]. Hence, the key hypothesis is whether ARR performs as an 
effective monitoring sun-ogate for IRR. Financial information derived from a sample 
of 44 firms between 1968 and 1990 is utilised to accomplish this objective. 
The Kelly-Tippett technique is em ployed to analyse the data set. This 
approach circumvents Golden Age conditions where expectations are always fulfilled 
[budget equals actual]. Their method imposes a constant discount rate and assumes 
firms have infinite lives, which avoids having to estimate unobservable terminal 
values. So, by modelling environmental uncertainty explicitly and imposing 
assumptions on stochastic cash flows, probability evaluations can be undertaken on 
IRR and ARR relationships. Results confirm the alternative hypothesis that ARR is an 
unreliable substitute for IRR. Sub-optimal policy and resource allocation outcomes can 
therefore emerge if ARR is used as a proxy for economic return. 
Financial statement users such as practising accountants, information 
intermediaries, loan officers and government policy advisers make regular use of 
71 This chapter is based on my manuscript "Accounting and Economic Rates of Return: 
Additional Australian Evidence", Journal of Accounting and Public Policy, Winter 1996d, 15[4]. 
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ARR 72 rather than IRR 73 to assess the financial performance of corporations and 
public sector enterprises [Beaver, 1989; Byatt, 1986; Department of Finance, 1988, 
1990; Whittington, 1986, 1988]. IRR [which utilises discounted cash flow74 data and 
is defined over an interval] is regarded almost unquestioningly in the financial 
economics literature as a conceptually ideal measure for economic performance 
appraisal whereas ARR [based on accrual accounting concepts and operated as a 
periodic statistic] is considered to be a more pragmatic performance indicator. 75 So, 
the central issue is whether ARR is a reliable proxy for IRR [Gordon and Stark, 1989; 
McHugh, 1976; Peasnell, 1982; Penman, 1991; Stauffer, 1971]. 
72 The Harcourt [1965, p. 69] classic defined ARR as the" ... ratio of annual accounting profit to 
the average of the opening and closing book values." Throughout the empirical component of this 
thesis, ARR is defined likewise. 
73 Whittington [1979, p. 201] characterised average IRR as constituting that rate of discount 
which yields a zero initial net present value of the lifetime cash flows of an entity. As discussed 
below, the present thesis defines IRR by determining the appropriate discount rate which equates the 
expected net present value of the firm's future cash flow stream with its time zero security price. 
74 Cash flow is defined in this thesis as net profit before taxation plus depreciation equals gross 
profit minus gross expenditure on assets equals net cash flow divided by the average number of 
ordinary stock equals cash flow per security. Utilising available overseas databases, Bowen, 
Burgstahler and Daley [1986], Arnold, Clubb, Manson and Wearing [1991] and Butler, Holland and 
Tippett [1994] have employed superior cash flow measures. 
75 Under generally accepted accounting principles, however, discretionary choice accruals [such as 
inventory valuation, research and development expenditures, and depreciation] can be utilised to 
construct a galaxy of permissible ARR realities. 
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While accounting book numbers for ARR computation are readily available76, 
past and future cash flow data for IRR calculation are usually unavailable 77 and are 
difficult to estimate. 78 An information differential between IRR and ARR thus exists, 
which explains the perennial application of ARR [Foster, 1986, pp. 67-68, 77-79; 
Horngren and Foster, 1991, p. 883; Kay, 1976, p. 448]. Resource misallocation 
problems arise if it can be demonstrated empirically that ARR is a poor proxy for IRR. 
Fisher and McGowan [1983, p. 90] have argued that" ... there is no way in which one 
can look at [ARR] and infer anything about relative economic profitability ... [IRR] is 
... perhaps impossible ... to compute ... Doing so requires information about both the 
past and the future which outside observers do not have, if it exists at all." Hence, care 
should be taken when using ARR as a resource allocation instrument [Brief and 
Lawson, 1991; Edwards, Kay and Mayer, 1987]. 
This is a key hypothesis because if ARR is shown to be a misleading proxy 
for the IRR, then serious doubts are cast about the validity and predictive ability of 
using the ARR. Hence, ARR can be characterised as a noisy monitor [containing 
measurement error] which conveys distorted signals about economic performance. 
Empirical testing of IRR and ARR relationships may illuminate some of the conceptual 
difficulties associated with reconciling economic income and accounting profitability 
76 Solomon [1966, pp. 232-233] observed that a reason for the ubiquitous application of ARR as 
a " ... measure of return on investment is that it ties in directly with the accounting process ... it is the 
only approach available for measming the ongoing return on investment for a collection of assets." 
77 According to Solomon [1966, p. 234], accountants " ... have neither data nor estimates of all 
cash flows, past and future [and] have no direct way of ... estimating [IRR] for a company ... [ARR] 
is conveniently available ... if [ARR] produces incon-ect results for a single investment outlay it must 
follow that [ARR] for a company is also subject to en-or." 
78 The continuous time model developed by Kelly and Tippett [1991], however, was designed to 
facilitate estimation of the unrealised cash flow infonnation necessary to compute IRR. 
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[Black, 1980; Demski and Sappington, 1990; Feltham and Ohlson, 1995; Gordon, 
1974; Peasnell, 1982]. 
This study provides evidence on the validity of using ARR as a monitoring 
proxy for IRR at both the individual corporation level and for pooled data. This thesis 
extends Kelly and Tippett [1991] by analysing a sample of 44 entities between 1968 
and 1990. Although Freeman, Ohlson and Penman [1982] and Butler, Holland and 
Tippett (1994, pp. 304-306] employed linear regression techniques to show mean 
reversion characteristics for ARR, such models are unable to fully exploit the 
conditioning information available. So, the more sophisticated Kelly-Tippett and 
Butler, Holland and Tippett (1994, pp. 306-312] method is used to make probability 
appraisals on ARR and IRR deviations. Section 6.2 of this chapter reviews prior 
research. Section 6.3 outlines the Kelly-Tippett model and how it shall be 
operationalised. Section 6.4 reports the results while concluding remarks appear in 
section 6.5. 
6.2 Rate of Return Literature Revisited 
The early work of Harcourt (1965] and Solomon (1966, 1970] analysed IRR and 
ARR relationships. They were disappointed about the validity of using the observable 
ARR as a proxy for the theoretically superior true economic return, generally accepted 
as IRR.79 Hence, their analytical research was unable to derive feasible rules of thumb 
from which accountants or economists could convert ARR to IRR. 
79 Motivation for IRR estimation was considered by Luckett [1984, p. 213]: "[i]ntegrally related 
to the measure of economic income is the measurement of the [IRR] of a project, a firm or an 
industry ... This concept is central to economic investment theory, and is hence of great interest to 
economists." Salamon [1988, p. 268, footnote 3] noted that Fisher and McGowan [1983], Horowitz 
[1984] and Martin [1984] have characterised IRR as a" ... meaningful measure ... even in a world of 
incomplete and imperfect markets ... IRR is a reasonable sun-ogate for a relevant attribute of firm 
performance." 
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Stauffer [1971] set out primarily to derive general conditions under which 
ARR deviates from IRR. He found [p. 466] that ARR did not provide " ... an accurate 
representation of the root [IRR] except under quite restrictive conditions." Even for 
entities exhibiting steady growth, he found [p. 467] ARR " ... converges to the exact 
[IRR] in such measure as the growth rate of the firm approaches [ARR]." As Salamon 
[1988, p. 272, footnote 6] has observed, the finding that ARR is equal to IRR when 
the growth rate equals ARR permeates early research such as Gordon [1974], Salamon 
[1973] and Solomon [1966, 1970]. So, like Harcourt [1965] and others, Stauffer 
[1971, pp. 467-468] concluded that ARR is usually an unsatisfactory proxy for IRR. 
However, Stauffer [1971] provided a synthesis of how prior literature analysed IRR 
and ARR discrepancies, and explained the roles performed by growth in generating 
noise in ARR. 
Kay [1976] was more positive than Harcou1t [1965], Solomon [1966, 1970] 
and Stauffer [1971] about IRR80 and ARR relations. However, Kay [1976] analysed 
ARR and IRR81 linkages under a more general setting [net of depreciation]. His work 
can be visualised as constituting a divergence, and hence cannot be reconciled with 
80 Two crucial aspects concern the presence of readily available past, present and future 
information and the economic depreciation implicit in the IRR calculation which have traditionally 
presented somewhat of a problem. The Kelly-Tippett technology takes these factors into 
consideration. 
81 The notion of whether researchers have been measuring ex post or ex ante IRR is important. 
Kelly and Tippett [1991, p. 322] have pointed out that Kay [1976] was "concerned with estimating ex 
post accounting and economic rates of return [cash flows]." However, as Wright [1978, 1979] 
observed, past IRR is of little interest. Much of the early literature adopts this approach. In contrast, 
the Kelly-Tippett framework establishes the probably more useful ex ante IRR measure by 
determining the appropriate discount rate which equates the expected net present value of the firm's 
future cash flow stream with its time zero security price. 
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prior research. He showed [p. 448] that, in a balanced growth scenario and net of 
depreciation, IRR and ARR were functionally related. According to Kay [1976, pp. 
458-459], if ARR is measured over say five years, then it will be an appropriate 
surrogate for IRR. However, as Fisher [ 1984, p. 510, footnote 2] has observed, 11 ••• 
Kay's [1976] criticism of Harcourt [1965] is quite misleading ... Kay's [1976] 
calculation of [IRR] ... from a time-series of [ARR] and a terminal valuation either 
requires that the firm be wound up ... or that the terminal valuation used be Hotelling 
[1925] valuation which requires knowledge of [IRR]. 11 
Aside from Kay [1976] and to a lesser extent Whittington [1979], the general 
conclusion permeating early rate of return work is that the ARR is a noisy indicator for 
economic performance appraisal. Contemporary studies on ARR and IRR 
relationships have focused on developing more realistic economic frameworks and 
generating finer empirical evidence for assessing the conclusions reached in preceding 
research and providing new insights into performance evaluation problems. Kelly 
[1996a, p. 27] categorised recent literature as analytical framework development 
[Gordon and Stark, 1989; Stark, 1989], econometric technology construction [Kelly 
and Tippett, 1991] and empirical evidence generation [Butler, Holland and Tippett, 
1994; Salamon, 1988]. 
Due to difficulties associated with estimating true economic return, and given 
its potential utility in security market allocation, Kelly and Tippett [1991, pp. 321-323] 
set out to avoid many of the restrictive assumptions that have characterised earlier 
literature. They developed a continuous time model and carried out limited empirical 
analysis to determine whether ARR provides useful cues about economic return. 
Because of problems associated with analysing unrealised cash flows, they took the 
view that these cash flows are formed by a stochastic process. They began [pp. 323-
325] by formulating a discrete time binomial model of cash flows, which was later 
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extended to continuous time. 82 More precisely, they developed a procedure from 
which it is feasible to obtain reasonable estimates of the IRR that entities are likely to 
earn over their remaining lives. A non-linear regression technique was developed to 
estimate the parameters. 
For illustrative purposes, Kelly and Tippett [1991, pp. 325-327] applied their 
cash flow model to five large Australian firms. Mean ARR for each company was 
compared with estimated IRR utilising the probability density function implied by the 
stochastic process. Results showed that ARR is a potentially biased and misleading 
surrogate for economic return. They [p. 327] discussed prospective research directions 
such as using a larger sample, and investigating the Demski and Sappington [1990] 
hypothesis of a conservative biasing of the true profit numbers. 
Butler, Holland and Tippett [1994] investigated UK corporations to test for 
ARR and IRR differences, and elaborated on the statistical properties of the Kelly-
Tippett framework. ARR indicators along with three modified cash flow definitions 
were used [pp. 304-316]. Results reported [p. 315] show that [l] ARR follows a 
mean reversion process, [2] average ARR was significantly lower than mean IRR, [3] 
on average, IRR was inversely related to ARR, though the relationship was not 
particularly strong and [4] for pre-specified IRR levels, managers of larger firms have 
a tendency to disclose lower ARR's than smaller enterprises, although again the 
evidence was weak. 
6.3 The Kelly-Tippett Framework Revisited 
As noted earlier, Kelly and Tippett [1991, pp. 323-328] developed a continuous time 
technique which presumes that an entity's unrealised cash flows are generated by a 
stochastic process. The following model is utilised to test for statistical differences 
between ARR and IRR each company is likely to earn over its remaining life. A key 
82 The technique developed is a modified fo1mulation of a continuous time framework advanced 
by Uhlenbeck and Ornstein [1930]. 
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feature of the Kelly-Tippett approach is that it avoids Golden Age conditions where 
expectations are realised.83 Given that uncertainty characterises corporate operations 
and by imposing conditions on stochastic cash flows, probability assessments can be 
made about ARR and IRR deviations. Using a method which assumes either an 
increase or decrease in a firm's cumulative cash flow at time t, they modelled cash 
flows as: 
dC[t] = [aekt + PC[t]]dt + dW[t] [6.1] 
where the dependent variable, dC[t], is defined as the instantaneous or periodic cash 
flow during the interval [t, t + ~t], the explanatory variable, C[t], represents the 
cumulative cash flow at time t whereas a [the systematic drift term], k [the growth 
parameter which presumes that fixed income and fixed costs tend to move with 
inflation] and p [ which captures the speed with which an entity's accumulated cash 
flows are drawn back to their long-tenn average, for a mean reverting characterisation] 
are parameters to be estimated and dW[t] is a white noise process with variance 
parameter cr2 [Cox and Miller, 1965, pp. 207-208; Hoel, Port and Stone, 1972, p. 
141]. 
To apply the Kelly-Tippett non-linear method, consistent and efficient 
estimates must be obtained for the systematic diift te1m a, the exponential growth term 
k, and P the velocity of adjustment parameter. A fi1m's cash flows can be generated by 
either a random walk with p = 0, a mean reverting process where p < 0 or have 
83 Even under certainty conditions, Kay [1976] showed that estimating IRR over a finite period 
and using book valuations as estimates of the economic value of assets, would produce correct 
estimates of IRR only if tl1e book values were equivalent to the discounted values of their unrealised 
cash flows. Merton [1975], however, demonstrated that certainty models which were generalised to 
uncertainty could produce biased parameter estimates. So, caveats should be placed on models which 
use Golden Age conditions. 
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exploding characteristics in which case p > 0 [Cox and Miller, 1965, pp. 207-208; 
Freeman, Ohlson and Penman, 1982, pp. 641-645; Merton, 1971, pp. 401-412]. 
By considering the non-infinitesimal time interval [t, t + L'.\t] and applying a 
maximum likelihood procedure84 to the discrete version of Equation 6.1, Kelly and 
Tippett [1991, p. 328] showed the regression coefficients may be estimated as: 
L'.\C[t] = [[aekt]L'.\t + PC[t]]L'.\t + £t [6.2] 
where L'.\C[t] = C[t + L'.\t] - C[t] is the cash flow over the interval [t, t + L'.\t], P = 
log[l + b(L\t)] a(k - {3)L\t d 2 2{3Var(£,) h V [ ] . h -------,a= __ ___;_. _ an a = __;_----=---, w ere ar £ 1s t e 
L\t ek(L\t)-e {3(L\t) e2{3(L\t)- l t 
residual term variance, £t [Butler, Holland and Tippett, 1994, pp. 307-317]. 
A statistical test designed to evaluate whether ARR is a satisfactory surrogate 
for IRR was constructed by Kelly and Tippett [1991, p. 325] 85 : 
'2_[H(i- P)(i - k)- ia] 
z = ~ i (i- k) 
[6.3] 
a 
where H represents the stock price at time zero [ which is taken to be the balance sheet 
date during 1973 in this study], i is estimated economic return, and z is distributed as a 
two tailed standard normal variate with zero mean and unit variance. 
To implement this technique, Kelly and Tippett [1991, pp. 325] and Butler, 
Holland and Tippett [1994, pp. 307-312] noted that IRR can be estimated by 
84 Judge, Hill, Griffiths, Lutkepohl and Lee [1982, p. 63] observed that the maximum likelihood 
method chooses that " ... value of the unknown parameter [p] that maximises the probability ... of 
randomly drawing the sample that was ... obtained. In making inferences ... about p after the sample 
values are observed, all relevant sample information is contained in the likelihood function." 
85 Tippett [1990] formulated a more direct, though substantially more complex, econometric test. 
"""" 
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ascertaining the approp1iate discount rate which equates the expected net present value 
of the corporation's future cash flow stream with its initial or time zero stock price. If 
00 
f e-itdC(t) is defined as the net present value of unrealised cash flows, then using 
0 
Equation 6.1 and taking expectations shows that E0 [c j e -;, dC(t)] = . ia_ 
0 
(l - /3)(1 - k) 
where Eo[.] is the expectations operator at time zero. This formula can then be equated 
with the time zero stock price [at balance date 1973], and solving for i, provides an 
estimate of IRR. 86 
Following the Kelly-Tippett approach, ARR [computed from 1969 to 1973 
data in the present context] is used as the discount rate87 for estimating the IRR that a 
corporation will eai11 over its remaining life where time zero is the firm's balance sheet 
date in 1973 and infinity represents the entity's longevity or approximates its expected 
termination date. So, Equation 6.3 provides an indirect test of whether ARR [based on 
accrual accounting constructs where managers have considerable discretionary choice 
86 Stark (1989, pp. 278-279] evaluated three plausible estimators for appraising IRR. He analysed 
whether IRR should be defined in terms of: [1] a firm's assets in place at the time of measurement 
[consistent with Solomon, 1966, 1970], [2] all the fi1m's assets from its inception to the date of 
measurement [Wright, 1978] and [3] whether assets were held in the past, now, or in the future 
[consistent with Kay's [1976] continuous time model, Edwards, Kay and Mayer [1987] and Kelly and 
Tippett [1991] who use the time zero share price for opening capital valuation, and the subsequent 
estimation of the IRR that corporations are expected to earn over their remaining lives]. Stark [1989, 
p. 279] defined his third IRR estimator as the 11 ••• appropriately weighted average of all the firm's 
projects over its entire lifetime. Thus, [IRR] is the interest rate which equates the present value of the 
costs of acquiring all projects and the present value of all the cash inflows that arise as a result of 
these projects. 11 
87 A plausible alternative strategy is to employ some version of the cost of capital such as a 
weighted mean of unrealised costs of capital if available [Ashton, 1995, pp. 3-5]. 
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for earnings manipulation under generally accepted accounting principles, and defined 
as a periodic statistic] is a noisy monitoring device [containing substantial 
measurement error] for appraising the economic performance of entities [Beaver, 
1989; Gordon and Stark, 1989; Harcourt, 1965; Solomon, 1966; Stauffer, 1971]. 
Much research has analysed interrelationships between current and future 
dividends, accounting earnings and security p1ices. Of special interest is the prediction 
of uncertain income and unrealised cash flow streams along with their associated net 
present values [Black, 1980; Brief and Lawson, 1992; Merton, 1971; Miller and 
Modigliani, 1961; Modigliani and Miller, 1958; Ohlson, 1983, 1995]. Such 
approaches typically base cash flow calculations on dividend and price per security 
figures [adjusted for bonus issues, rights and security splits]. Under such 
circumstances, it is necessary to impose a Modigliani-Miller type adjustment procedure 
for firms not paying dividends. Dividend based models are faced with problems when 
this occurs because stringent assumptions must be made about the marginal rate of 
substitution in consumption over time and about the existence of rents [Baumol, 
Panzar and Willig, 1982; Rubinstein, 1976]. Note especially that Butler, Holland and 
Tippett [1994, pp. 306-307] utilised three cash flow definitions which they derived 
from the UK Datastrea1n system. In the present context where the simple net cash flow 
definition used by Kay [1976, p. 453] is applied, and where it is difficult to observe 
the precise timing of rights, bonus issues and stock splits for each entity, a per security 
averaging procedure is adopted [Kelly and Tippett, 1991, pp. 323-328]. Australia 
does not have an appropriate database which adjusts for capital issues. Failure to so 
adjust may result in serial correlation and a nonstable variance. 
6.4 Empirical Tests of IRR and ARR Relationships 
Section 6.4.1 reports the results obtained from employing mean [equal annual 
weighting] ARR's from 1969 to 1973 whereas section 6.4.2 presents the 
corresponding sum-of-years'-digits ARR's from testing discrepancies between ARR 
and economic return. 
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6.4.1 Simple Average ARR and IRR Estimates 
Presentation of the ensuing empirical results proceeds as follows. First, Table 6.1 
contains Kelly-Tippett parameter estimates derived from Equation 6.1 [ a, k and P 
coefficients] as well as t-ratios [shown in parentheses] for each of the 44 individual 
companies. 88 Findings summarised in Table 6.1 show at least one of the coefficients 
for 39 firms [89%] is significantly different from zero at the 5% level or above. Eight 
regressions [18%] have significant t-statistics associated with at least two of the 
estimated parameters at the 0.05 level or better. Allgas Energy has at-ratio for a [the 
drift term] of 4.412 which is significant at the 0.01 level. BHP has at-ratio for a of 
2.838 which satisfies the 5% level whereas the t-statistic associated with k is 8.177 
which is significant at 1 %. Smith [Howard] has a t-statistic for k of 5.440 which 
satisfies the 1 % level while the t-ratio for p is -2.423 which is significantly different 
from zero at the 0.05 level. 
Empirical results presented in Table 6.1 also show 35 estimates of a [80%] 
are positive. Average t-ratio for a is 2.471 while the standard deviation for a is 2.650. 
Twenty-one estimates of k [the growth parameter] are positive, the meant-ratio fork is 
88 t-statistics are calculated by dividing the estimated coefficient by its standard error. As the 
maximum likelihood regression utilised 17 yearly observations and three parameters [a, k and~] were 
estimated, the t-ratio has 14 degrees of freedom [17 - 3 = 14]. For a two tailed test [no predictions are 
made about the direction of a, k and ~], applying the t-distribution in Conover [1980, p. 480, Table 
A25], an n denotes that the t-statistic is significantly different from zero at the 0.1 level [p ~ 1.761], a 
A denotes significance at 5% [p ~ 2.145] while an* signifies a 1 % level [p ~ 2.977]. 
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TABLE 6.1: Parameter estimates [a, k and Pl and related t-ratios, R2, IRR and 
simple average ARR estimates and related Kelly-Tippett z scores, Young's C, 
Shapiro-Wilk [W] and Spearman statistics [N = 44 firms] 
Corporation a k /3 R2 IRR ARR z C w Spearman 
Allgas Energy 0.697 0.027 -0.028 0.081 0.491 0.102 -8.915* 0.110 0.899 0.392 
[4.412]* [0.592] [-0.426] 
Amalgam. Hold. -3.469 -1.567 0.188 0.242 0.092 0.165 2.445" 0.439 0.658 0.672 
[-0.263] [-0.452] [3.590] * 
Amcor -0.295 -2.235 0.072 0.003 0 .061 0.131 5.549* 0.439 0.945 0.453 
[-0.072] [-0.170] [l .888]n 
Argo Invest. 0.093 -0.834 0.142 0.176 0.143 0.054 -9.735* 0.338 0.967 0.537 
[0.338] [-0.516] [3 .513] * 
Arnotts 0.223 0.073 -0.090 0.003 0.170 0.335 7.924* 0.293 0.955 0.427 
[4.711]* [2.996] * [-1.103] 
Assoc. Dairies -11.742 -4.255 0 .079 0.029 0.007 0.151 32.039* 0.461 0.965 -0.081 
[-0.031] [-0.132] [2.931]" 
Aust. Found. -0.534 -1.098 0.083 0.033 0.051 0.095 5.091 * 0.476 0.969 0.159 
[-1.013] [-1.398] [2.451]" 
AGL -0.117 0 .145 -0.208 0.259 0.112 0.079 1.766n 0.415 0.792 0.103 
[-1.271] [1.988]n [-1.036] 
ANZ 0.557 0.009 -0.050 0 .106 0 .068 0.193 6.333 * 0.546 0.925 0.265 
[3.346] * [0.171] [-0.691] 
Brambles 0.760 -0.930 0.156 0.441 0.388 0.204 -2.306n 0.253 0.829 0.056 
[0.704] [-0.832] [6.161]* 
Brickworks 0.566 -0.07 4 0.132 0.140 0 .159 0.149 -0.294 0 .229 0.991 0.319 
[0.124] [-0.009] [3.544] * 
Bridgstone Aust. 0.297 0.026 -0.310 0.421 0 .135 0.173 0.891 0.108 0.967 0.556 
[3.103]* [0.870] [-1.987]n 
BHP 0.420 0.138 -0.393 0.816 0.150 0.121 66.241* 0.364 0.970 0.576 
[2.838]" [8.177]* [-2.072]n 
Bundaberg Sugar 0.955 -0.017 -0.114 0 .23 4 0.083 0.206 2.895* 0.410 0.833 0.471 
[4.058]* [-0.339] [-1.275] 
Burns Philp 0.086 0.065 -0.446 0.271 0 .068 0.102 42.170* 0.354 0.973 0.216 
[1.139] [0.673] [-2.221]" 
Campbell Bros. 0.317 -0.114 0.050 0.209 0.150 0.274 5.012* 0.074 0.962 0.485 
[2.182]" [-0.675] [ 1.045] 
Choiseul Plant. 0.443 0.033 -0.165 0 .533 0 .069 0.101 7 .514* 0.309 0.954 0.718 
[4.519]* [1.237] [-1.730] 
Clyde Industries 0.324 0.038 -0.07 4 0 .383 0.214 0.127 -5.407* 0.436 0.934 0.257 
[5.127]* [1.085] [-0.947] 
Coventry Group 0.559 0.049 -0.176 0.598 0.088 0.202 12.647* 0.386 0.917 0.696 
[4.152]* [1.950]n [-1.645] 
Paulding [FH] 0.088 0 .032 -0.220 0.207 0.048 0.098 7.019 * 0.396 0.971 0.451 
[l .804]n [0 .585] [-1.394] 
Gibson Chemical 0.269 0.036 -0.003 0.002 0.151 0.528 14.245* 0.522 0.960 -0.324 
[5.642] * [0.920] [-0.067] 
GUD 0.300 -0.003 -0.013 0 .098 0.064 0.535 61.643 * 0.689 0.935 0.348 
[11.217]* [-0.124] [-0.485] 
Harris [Keith] -0.828 -1.556 
[-0.629] [-1.099] 
Hills Industries -0.382 -2.677 
[-0.039] [-0.105] 
Holland [John] 0.321 -0.007 
[4.194]* [-0.147] 
Hunter Douglas 0.437 -0.060 
[3.483]* [-0.587] 
Incitec 0.276 0.048 
[2.339]A [1.77l]n 
Lend Lease 0.303 0.028 
[2.362)A [0.545] 
Ludowici [JC] -4.631 -1.867 
[-0 .215] [-0.425] 
Mcllwraith McEa. -0.235 0.107 
[-2.40l)A [3 .808] * 
McPhersons 0.039 -6.693 
[0.001] [-2.560)A 
NAB 0.449 0.070 
[3.816]* [3.522]* 
Nat. Cons. 0.269 0.003 
[2.620]A [0.064] 
OPSM 0.246 0.066 
[ 6.359] * [3.908]* 
Rothmans 0.723 0.051 
[3.303]* [1.186] 
Shearer [J] 0.273 -0.010 
[2.05 l]n [-0.151] 
Siddons Indust. 0.207 -0.016 
[3.619]* [-0.374] 
Smith [Howard] 0.099 0.157 
[l .956]n [5 .440] * 
Soul Pattinson 0.871 -0.282 
[0.796] [-0.634] 
1Nf 0.238 -0.158 
[l.247] [-0.669] 
Tubemakers 0.187 -0.101 
[2.644]A [-1.437] 
Wattyl 0.380 0.027 
[7.516]* [0.626] 
Western Mining 0.481 -1.170 
[0.401] [-0.605] 
Westpac Banking 1.305 -0.019 
[6.531]* [-0.417] 
Aggregate 0.234 0.016 
[4.484)* [0.312) 
0 .235 
[3.470]* 
0.142 
[4.057]* 
-0.051 
[-0.829] 
-0.011 
[-0.198] 
-0.325 
[-2.14l]n 
-0.129 
[-1.073] 
0.277 
[3.371]* 
-0.339 
[-1.753] 
0.155 
[4.148]* 
-0.197 
[-l.799]n 
-0.311 
[-l.843]n 
-0 . 129 
[-l.864]n 
-0.004 
[-0.063] 
-0.165 
[-1.260] 
0.059 
[2.104]n 
-0.496 
[-2.423]A 
0.115 
[2.433]A 
0.109 
[3.042]* 
0.071 
[2.963]A 
-0.046 
[-0.633] 
0.098 
[l .936]n 
-0.068 
[- 1.080] 
-0.024 
[-0.404] 
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0.534 0.156 0.271 10.525* 0 .087 0.949 0.757 
0.166 0.102 0 .155 2.857* 0.137 0.906 0.605 
0.145 0.145 0.244 2.863* 0.187 0.969 0.431 
0.040 0.064 0.362 10.716* 0.050 0.922 -0.069 
0.364 0.095 0.084 -2.344A 0.336 0.936 0.591 
0.243 0.048 0 .355 13.702* 0.292 0.876 0 .054 
0 .329 0.043 0.148 2. 773 * 0.608 0 .811 -0.157 
0 .575 0.071 0.098 -29.481 * 0.362 0.983 0.559 
0 .230 0.152 0.116 -1.301 0.543 0 .908 0.074 
0.658 0.140 0.233 5.873* 0.060 0.954 0.128 
0 .280 0.006 0.253 8.957* 0 .312 0.982 0.191 
0.792 0.110 0.329 28.104* 0.489 0.916 0.547 
0.000 0.275 0.250 -0.442 0.790 0.855 0.152 
0.145 0.110 0.016 -0 .029 0.063 0 .969 0.277 
0 .293 0.155 0.245 3.375* 0.412 0.941 0.216 
0.682 0 . 165 0.123 37.107* 0.267 0.925 0.716 
0 .102 0 . 153 0 . 111 -1.367 0.409 0.733 0 .677 
0.319 0.150 0.458 8.792* 0.386 0.931 -0.044 
0.193 0.178 0.203 0.572 0.211 0 .952 0.407 
0.358 0.115 0.375 18.357* 0.435 0.967 0.566 
0 .011 0.127 0.121 -0.210 0.234 0.948 -0.012 
0.301 0.097 0 .249 6.753* 0.095 0.983 0.191 
0.133 0.078 0.199 15.141* 0.409 0 .956 0 .395 
n significantly different from zero at the 0.1 level ,._ significant at the 5% level * significant at the 0.01 level. 
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0.642 while the standard deviation fork is 1.951. 89 Twenty-seven Ws [the speed of 
adjustment coefficient] are negative; mean coefficient [t-statistic] for P is -0.055 
[0.423] while the standard deviation is 0.187 [2.320]; 13 coefficients [30%] are 
significantly positive at 5% or better whereas only two estimates are significantly 
negative at the 5% leveI.90 Results thus support the notion that these cash flow per 
stock statistics are generated by a random walk process [P = OJ for 29 firms, mean 
reversion [P < OJ for two firms and an exploding process [P > OJ for the remaining 13 
entities. These latter results indicate that cash flow per security explodes away from an 
instantaneous mean or sta11ing point [Cox and Miller, 1965, pp. 207-208; Freeman, 
Ohlson and Penman, 1982, pp. 641-645]. 
Second, R2, estimated IRR and five year [1969 to 1973] average ARR 
figures, Kelly-Tippett z score differences between IRR and ARR, and Young's C, 
Shapiro-Wilk [W] and Spearman results are also reported in Table 6.1. R2 for 16 
89 The aekt component of Equation 6.1 is 0.240 for Arnotts, -0.026 for Hills Industries and 
0.149 for Western Mining Corporation. The mean aekt value is 0.242 while the standard deviation is 
0.369. Note especially that ekt will always be positive [e-O.l 2 = 0.887; eO = 1; eO.l 2 = 1.127]; for 
large positive k, ekt will tend to infinity, whereas for large negative k values, ekt will asymptotically 
approach zero. So, aekt shall be positive when a is positive while aekt will be negative when a is 
negative [ which occurs for nine companies reported in Table 6.1]. 
90 This is an unusual occmTence, and suggests some form of explosive circumstances. For 
comparative purposes, Kelly and Tippett [1991, p. 326] found that all five enterprises had positive a 
and k estimates while all p coefficients were negative; p for Brambles Industries was significantly 
negative at the 5% level. In general, the decile percentages reported in Table 4 of Butler, Holland and 
Tippett [1994, p. 311] show that, for all three cash flow definitions, the regressions returned positive 
a values and largely positive k estimates [particularly for cash flow 2] while p coefficients were 
mostly negative, though a minority were significantly positive at the 5% level [for cash flow 
definitions 1 and 2]. 
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firms [36%] are greater than 30 per cent. R2 ranges from 0.000 [Rothmans] to 0.816 
[BHP]. Mean R2 is 27.4% while the standard deviation is 0.218. Findings are 
commensurate with those of Butler, Holland and Tippett [1994, p. 311] and Kelly and 
Tippett [1991, p. 326] and compare favourably with other earnings related research in 
accounting such as Ball, Brown and Officer [1989, pp. 65-66] and Lev [1989] who 
consistently reported R2 between 2% and 7%. 
The highest [lowest] estimated IRR reported in Table 6.1 is 0.491 for Allgas 
Energy [0.006 for National Consolidated] while the highest [lowest] ARR is 53.5% 
for GUD [1.6% for Shearer [J]]. Mean [standard deviation] IRR for the 44 enterprises 
is 12.8% [0.088] whereas the five year average [standard deviation] ARR is 19.9% 
[0.124]. Mean ARR is greater than IRR for 29 corporations [two-thirds]. In general, 
the present results are in line with those found for the five firms reported in Kelly and 
Tippett [1991, p. 326] but contrast those obtained by Butler, Holland and Tippett 
[1994, p. 311] who found that ARR was usually lower than IRR for UK entities. 
Hence, at the present point in time, nothing directional can be derived about IRR and 
ARR deviations. So, the Kelly-Tippett z score has been characterised as a two tailed 
test [no predictions being made about the direction of z]. Dissimilar results, though, 
are not entirely unexpected given different institutional settings such as those 
pertaining in Australia, UK and USA. Application of the Kelly-Tippett framework to a 
random sample of USA firms may provide additional information about the expected 
direction of IRR and ARR deviations and would therefore extend the literature. 
The Kelly-Tippett z score is distributed as a standard normal variate with a 
mean of zero and a variance of one.91 Z scores for 32 firms [73%] using average 
91 Based on the normal distribution table contained in Conover (1980, pp. 428-431], for these 
two tailed tests [no predictions are made about the direction of the Kelly-Tippett z scores], an n 
denotes that the z score is significant at the 0.1 level [p ;;.::: 1.645], a" denotes significance at the 5% 
level [p;;.::: 2.326] whilst an * signifies a 0.01 level [p;;.::: 2.576]. 
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[equal annual weighting] ARR are significantly differently from zero at the 1 % level 
while two extra corporations satisfy the 5% level. Hence, 34 companies [over three-
quarters] have z scores which are significant at 5% or better. Average [standard 
deviation] z obtained across all 44 entities is 8.453 [16.915] which is substantially 
higher than the threshold 1 % significance figure of 2.576 [Conover, 1980, pp. 428-
431]. As a consequence, these results certainly indicate that ARR bears little 
correspondence with economic return. 
Young's C is a statistic for determining the presence or absence of first order 
autocorrelation in the estimated residuals [Kelly and Tippett, 1991, p. 326, footnote 
13; Young, 1941]. Young's C is based on the following statistic: C = 1 - [m -
1]/2m-82/s2, where mis the sample size and 82/s2 is the von Neumann ratio statistic 
for autocorrelation [Johnston, 1972, p. 250]. So, a test based on Young's C is 
equivalent to a test based on the von Neumann statistic. Young's C statistic, however, 
is better tabulated. Hence, the autocoITelation tests based on it are reported rather than 
the more traditionally utilised von Neumann ratio statistic [Butler, Holland and Tippett, 
1994, p. 310, footnote 21].92 Young's C is below 0.513 for 38 firms indicating that, 
in 86 per cent of cases, the null hypothesis of no autocoITelation is accepted at the 1 % 
level. Mean [standard deviation] Young's C is 0.337 [0.174] which is well below the 
threshold 1 % significance level of 0.513. These autocorrelation results are in 
alignment with Butler, Holland and Tippett [1994, p. 311] and Kelly and Tippett 
[1991, p. 326, footnote 13]. 
Shapiro-Wilk [W] tests whether the residuals in Equation 6.1 are identically 
distributed normal variates [Conover, 1980, pp. 363-367; Judge, Hill, Griffiths, 
92 The C-distribution table contained in Young [1941, p. 297] shows that, for a sample size of 
17 periods, Young's C statistic must not rise above 0.513 for acceptance of the null hypothesis of no 
autocorrelation at the 1 % level of significance. 
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Lutkepohl and Lee, 1982, p. 637].93 Table 6.1 shows Wis above 0.892 for 36 firms 
indicating the residuals are normally distributed in 82% of cases at 5%. Average Wis 
0.922 while the standard deviation is 0.069. The overall incidence where both 
Young's C and W are satisfied at the [above] defined levels is 32 instances. As a 
result, based on these two diagnostic tests, the null hypothesis that the residuals are 
generated by a random process cannot be rejected for 73% of entities, which is 
consistent with Butler, Holland and Tippett [1994, p. 311]. 
The Spearman rank order con-elation coefficient test is utilised as a diagnostic 
tool to appraise the assumption of homoscedasticity or constant variance in the 
residuals. Butler, Holland and Tippett [ 1994, p. 312] say Spearman is similar to the 
Breusch and Pagan [ 1979] test as it is derived by " ... regressing the rank of the 
squared residual against time. If the residual's variance is correlated with time, then it 
will be reflected in the squared residuals and we would expect the Spearman statistic to 
be significantly different from zero." As a result, the Spearman test has a similar 
structure to the Breusch-Pagan statistic and, as such, is a useful instrument for 
determining the existence or otherwise of heteroscedasticity in the residuals [Judge, 
Hill, Griffiths, Lutkepohl and Lee, 1982, pp. 327, 356-378; Maddala, 1992, chapter 
5].94 Applying the Spearman test resulted in 24 companies [55 per cent] that were 
between the+ 0.412 cut-off point to satisfy the null hypothesis of homoscedasticity at 
the 5% level. The Spearman range is between -0.324 [Gibson Chemical] and 0.757 
[Harris [Keith]] whereas the mean [standard deviation] Spearman is 0.332 [0.269] 
93 The W-distribution table in Conover [1980, pp. 468-469] shows that, for a sample of 17 
periods, W must fall below 0.892 for evidence of non-normality at 5%. 
94 Based on the quantiles of the Spearman table in Conover [1980, p. 456, Table AlO], for a 
sample size of 17 periods, the Spearman statistic must rise above 0.412 or fall below -0.412 for 
evidence of beteroscedasticity at the 5% significance level. 
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which is well below the threshold 5% significance level of+ 0.412 required to satisfy 
the null hypothesis of constant variance [Conover, 1980, p. 456, Table Al0]. 
However, 45% of the cash flow regressions signal the presence of heteroscedasticity 
in the residuals. This heteroscedasticity issue for these 20 individual entities should be 
taken into account when interpreting the results obtained.95 
Following Freeman, Ohlson and Penman [1982, pp. 645-652], aggregate 
level statistics were constructed. Hence, financial data for all 44 enterprises were 
pooled by taking the mean of both instantaneous and cumulative cash flow figures. 
The Kelly-Tippett a, k and ~ parameters and IRR were then estimated for this average 
corporation. Results are repo11ed at the foot of Table 6.1. Consistent with the majority 
of individual firms, the aggregate t-ratio for a is 4.484 which is significant beyond the 
1 % leveI.96 The k coefficient is positive whereas ~ is negative, but neither are 
significantly different from zero. R2 is 13.3%, estimated IRR is 0.078, ARR is 
19.9%, z score is 15.141 and significant at the 0.01 level, Young's C is 0.409, 
Shapiro-Wilk is 0.956 and Spearman is 0.395. Aggregation results thus confirm ARR 
is an unreliable proxy for economic retu111. 
6.4.2 Sum-of-Years'-Digits ARR and IRR Estimates 
Additional analysis incorporating weighted average ARR was performed as 
previous research indicates that financial report users are likely to weight more recent 
ARR's more heavily than those of prior periods [Kay, 1976; Kelly and Tippett, 1991; 
95 To address this heteroscedasticity phenomenon, Consumer Price Index [CPI] statistics were 
applied to the data. However, this CPI adjustment procedure tended to result in less significant a, k or 
Pt-statistics, and did not substantially diminish the incidence of heteroscedasticity. These results thus 
corroborate those reported in Kelly and Tippett [1991, p. 326, footnote 11]. 
96 Such empirical results reinforce the relevance of having a drift term in Equation 6.1 above. As 
a result, alternative models without a drift tenn would be unable to capture this important variable. 
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Peasnell, 1982]. So, using sum-of-years'-digits, 1973 ARR received a weighting of 
1/3, 1972 ARR was assigned a weighting of 4/15 whereas 1969 ARR is 1/15. Table 
6.2 results show sum-of-years'-digits from 1969 to 1973 was used to compute ARR 
and z scores. 
Table 6.2 shows that the reducing balance ARR is greater than IRR for 31 
corporations [70 per cent of cases] compared with 66% of firms in the corresponding 
Table 6.1. Sum-of-years'-digits ARR range is between 0.025 [Shearer [J]] and 0.551 
[Gibson Chemical], mean [standard deviation] is 20.7% [0.123] which is higher 
[slightly lower] than the 19.9% [0.124] reported in Table 6.1. The z scores for 32 
enterprises [73%] are significantly differently from zero at the 1 % level which 
confirms the Table 6.1 results. Average z is 9 .426 which is much higher than the 
threshold 0.01 significance level of 2.576, and is greater than the 8.453 z score 
reported in Table 6.1. Kelly-Tippett z ranges between -14.913 [Mcllwraith 
McEacharn] and 81.127 [BHP]. 
Although annual report users have a propensity to value current ARR higher 
than that of earlier periods, no substantial differences between using average [equal 
annual weighting] ARR and sum-of-years'-digits ARR emerge. At the aggregation 
level, mean ARR is 0.207 and Kelly-Tippett z is 15.762 which is significant at 1 %. 
Overall, these results are similar to those reported in Table 6.1, and corroborate the 
notion that, at an empirical level, ARR is an inappropriate surrogate for IRR. 
Resource misallocation problems can thus arise if ARR is employed as a deputy for 
economic return. 
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TABLE 6.2: IRR and sum-of-years'-digits ARR and related z scores (N = 44 
entities) 
Corporation IRR ARR z score 
Allgas Energy 0.491 0.123 -7.277* 
Amalgamated Holdings 0.092 0.166 2.459" 
Amcor 0.061 0.128 5.373* 
Argo Investment 0.143 0.054 -9.676* 
Arnotts 0.170 0.335 7.922* 
Associated Dairies 0.007 0.147 31.615* 
Australian Foundation 0.051 0.093 4.970* 
Australian Gas Light 0.112 0.080 1.717° 
Australia and New Zealand Banking 0.068 0.232 7.463* 
Brambles Industries 0.388 0.185 -2.614* 
Brickworks 0.159 0.143 -0.470 
Bridgstone Australia 0.135 0.188 1.148 
Broken Hill Proprietary Company 0.150 0.127 81.127* 
B undaberg Sugar 0.083 0.242 3.556* 
Burns Philp Industries 0.068 0.104 42.049* 
Campbell Brothers 0.150 0.274 4.988* 
Choiseul Plantations 0.069 0.083 4.412* 
Clyde Industries 0.214 0.125 -5.612* 
Coventry Group 0.088 0.204 12.719* 
Paulding (FH) 0.048 0.089 6.779* 
Gibson Chemical 0.151 0.551 14.751* 
Gud Industries 0.064 0.539 61.899* 
Harris (Keith) 0.156 0.254 9.266* 
Hills Industries 0.102 0.156 2.876* 
Holland (John) 0.145 0.276 3.587* 
Hunter Douglas 0.064 0.371 10.952* 
Incitec Industries 0.095 0.108 1.506 
Lend Lease 0.048 0.390 14.219* 
Ludowici (JC) 0.043 0.148 2.773* 
Mcllwraith McEacharn 0.071 0.093 -14.913* 
McPhersons 0.152 0.117 -1.294 
National Australia Bank 0.140 0.224 5.586* 
National Consolidated 0.006 0.244 8.923* 
199 
OPSM Industries 0.110 0.340 28.635* 
Rothmans 0.275 0.244 -0.551 
Shearer (J) 0.110 0.025 -0.655 
Siddons Industries 0.155 0.249 3.502* 
Smith (Howard) 0.165 0.129 38.052* 
Soul Pattinson 0.153 0.116 -1.175 
Trans National Transport 0.150 0.465 8.941 * 
Tubemakers Industries 0.178 0.197 0.438 
W atty 1 Industries 0.115 0.362 17.817* 
Western Mining 0.127 0.125 -0.054 
Westpac Banking 0.097 0.257 7.033* 
Pooled 0.078 0.207 15.762* 
n significant at the 10% level A significant at the 0. 05 level * significantly different from 
zero at the 1% level for this two tailed test 
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6.5 Concluding Remarks 
The validity of the results reported in this chapter is contingent on whether [1] the 
potential effects of the survivorship bias are minimal, [2] problems associated with 
statistical overfitting are negligible, [3] the net cash flow definition used by Kay 
[1976, p. 453] and Kelly and Tippett [1991, pp. 325-327] provides a realistic 
representation of the cash flow profiles of Australian companies during 1974 to 1990, 
[ 4] computations of the instantaneous or periodic cash flow per security, dC[t], and 
subsequent calculations of cumulative cash flow per stock, C[t], are reasonable, [5] 
the Kelly-Tippett [1991, p. 324, equation 8] model, dC[t] = [aekt + PC[t]]dt + dW[t], 
represents an appropriate characterisation of the process generating an entity's cash 
flows, and that it is robust in the sense of providing consistent and efficient estimates 
for the systematic drift term a, the growth coefficient k and the speed of adjustment 
parameter P and [6] potential heteroscedasticity effects are minimal. 
This chapter has analysed whether the more readily available and easy to 
compute ARR is likely to act as a reasonable proxy for the conceptually more valid but 
difficult to observe IRR. Thus, the crucial issue is whether ARR performs as an 
effective surrogate for the principal, estimated IRR. Financial data transposed from a 
sample of 44 firms between 1968 and 1990 was employed. The Kelly-Tippett method 
was used to analyse the data. Hence, by modelling uncertainty and imposing 
assumptions on stochastic cash flows, probability evaluations can be made about IRR 
and ARR deviations. These results strongly confirm the alternative hypothesis that 
ARR is a unreliable proxy for IRR. So, this chapter provides a worthwhile 
contribution to rate of return knowledge. 
The following chapter presents the summary, conclusions and 
recommendations for further research. 
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CHAPTER VII 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
7.1 Introduction 
Rate of return measures are crucial for appraising the economic performance of both 
publicly listed firms and government business entities. During the past 40 years, an 
academic debate has developed in the accounting and economics literature about the 
propriety of using the pragmatic accounting rate of return [ARR] as a substitute for the 
theoretically superior economist's discounted cash flow or internal rate of return 
[IRR]. The general result from the theoretical and empirical literature is that ARR is an 
unreasonable proxy for the principal, the economic return. Much of the previous 
research in this area such as Kay [1976] and Solomon [1966, 1970] has been 
concerned with ex post ARR and IRR. However, it is now accepted that previous IRR 
is of little interest to users such as accountants, economists and policy makers. So, it is 
ex ante IRR which is useful for predictive purposes. 
With a few exceptions, Kay [1976] and to a lesser extent Vatter [1966] and 
Whittington [1979], the early analytical research [often utilising simulation techniques] 
has found that ARR is a poor proxy for IRR. This important finding has crucial policy 
and resource allocation implications for both theory and practice. More contemporary 
research relating to IRR and ARR relationships has focused attention on developing 
more realistic economic frameworks and generating finer empirical evidence for either 
supporting or refuting conclusions reached in preceding rate of return research and 
providing novel insights into perfo1mance evaluation problems. Recent studies can be 
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categorised as analytical technology formulation, econometric model construction and 
empirical evidence generation. 
The Kelly-Tippett technique circumvents Golden Age conditions where 
expectations are always fulfilled [budget equals actual]. Their method imposes a 
constant discount rate and assumes firms have infinite lives, which avoids having to 
estimate terminal values which are unobservable. So, by modelling environmental 
uncertainty explicitly and imposing assumptions on stochastic cash flows, probability 
evaluations can be undertaken on IRR and ARR relationships. Results confirm the 
alternative hypothesis that ARR is an unreliable substitute for IRR. So, sub-optimal 
policy and resource allocation outcomes can therefore emerge if ARR is used as a 
deputy for economic return. In other words, erroneous appraisals and decisions will 
be made if ARR is used as a proxy for IRR. Hence, the overall conclusion emanating 
from this thesis is that ARR is a flawed proxy for ex ante IRR. 
7.2 Summary and Conclusions 
The primary objective of the present work was to provide empirical evidence about the 
propriety and predictability of utilising dissimilar rate of return measures to appraise 
economic performance - the ex post accounting rate of return [ARR] and the 
prospective internal rate of return [IRR], both at the individual firm level and at the 
aggregate level [Kelly and Tippett, 1991, p. 327]. Hence, the crucial research issue is 
whether ARR performs as an effective surrogate for the principal, the estimated IRR 
statistic. Financial information derived from a randomly selected sample of 44 
Australian publicly listed corporations between 1968 and 1990 is utilised to achieve 
this research objective. The Kelly and Tippett [ 1991] continuous time model is 
employed to analyse the financial data set. Empirical results obtained confirm the 
alternative hypothesis that ARR is an unreliable surrogate for true IRR. 
The validity of the empirical results reported in chapter VI, however, is 
contingent on whether [1] the net cash flow definition utilised by Kay [1976, p. 453] 
and Kelly and Tippett [1991, pp. 325-327] provides a realistic representation of the 
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cash flow profiles of Australian companies du1ing 1974 to 1990, [2] the subsequent 
computation of the instantaneous or periodic cash flow per average number of fully 
paid securities, dC[t], is reasonable and [3] the Kelly and Tippett [1991, p. 324, 
equation 8] cash flow model, dC[t] = [aekt + PC[t]]dt + dW[t], represents an 
appropriate characterisation of the process generating an entity's cash flows, and that it 
is robust in the sense of providing consistent and efficient estimates for the systematic 
drift term a, the growth parameter k and the p term which captures the speed with 
which a corporation's accumulated cash flow is drawn back to its long-term mean. 
There were two further objectives of this thesis. First, relationships between 
accounting earnings, book valuations, current and future dividends, security prices 
and cash flows were investigated. Hence, the seminal Rubinstein [1976] paper is 
discussed in the contexts of the Ohlson [1983] framework, the Kelly and Tippett 
[1991] binomial cash flow technique, and the cash recovery rate [CRR] approach. The 
present thesis thus integrates the Rubinstein [1976], Ohlson [1983, 1995] and Feltham 
and Ohlson [1995] frameworks into the rate of return literature thereby extending 
research in this area. This thesis thus recognises that all valuation models [including 
accounting-based models] may be interpreted within the Rubinstein [1976] 
framework. Chapter II provided an extensive discussion of these issues. 
Second, both time series [comparing a company at dissimilar points in time] 
and cross-sectional [comparing an entity with other firms at the identical point in time] 
regressions were conducted on the financial data set [Foster, 1986, p. 176]. Both 
ordinary least square [OLS] and Logit regressions were used. Empirical results 
obtained for ARR corroborate those of Freeman, Ohlson and Penman [1982, pp. 645-
650] and Butler, Holland and Tippett [1994, pp. 304-307] who found strong evidence 
of mean reversion for the ARR variable. The present analysis extends the work of 
Freeman, Ohlson and Penman [1982] and Butler, Holland and Tippett [1994] by 
analysing ARR and earnings per share [EPS] measures in a different institutional 
setting, and by investigating the cash flow per share [CFPS] variable over time. The 
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present thesis also extends research in this area by analysing first differences for ARR, 
EPS and CFPS statistics across corporations. 
Chapter IV was concerned with ARR, EPS and CFPS first differences 
[changes] over time utilising both OLS and Logit regression techniques. Section 4.2 
has employed predictive techniques based on finer data sources on a time series basis 
from 1970 to 1990 for each of the 44 sample firms. The research of Freeman, Ohlson 
and Penman [1982] and Butler, Holland and Tippett [1994] has thus been extended by 
investigating the financial data prope11ies of Australian listed corporations, and also by 
modelling the cash flow per share variable over time. 
Using OLS and Logit, ARR was characterised as a mean reverting variable 
implying that ARR has the ability to predict EPS and CFPS changes. These results 
corroborate those of Freeman, Ohlson and Penman [1982] and Butler, Holland and 
Tippett [1994]. Generally, EPS and CFPS were found to be mean reverting statistics. 
Chapter V utilised predictive methods based on finer information sources on a 
cross-sectional basis for the 44 sample firms from 1970 to 1990 inclusive. This thesis 
thereby extends research in this area by analysing first differences for ARR, EPS and 
CFPS statistics across corporations. So, chapter V undertook testing whether there is 
cross-sectional dependence in the data. In other words, it is testing whether the 
changes in the returns for all companies tend to have the same sign across time. This 
situation might be expected - if the economy booms, then the returns on equity ought 
to increase and vice versa. Chapter V results are indicative of random walk properties. 
The empirical results seem to indicate that the best estimate of the ARR next year is the 
ARR today. To recapitulate, the general conclusion emanating from this thesis is that 
cross sectionally, unlike the time series mean reverting characteristics, the results 
appear to be largely generated by some form of random walk process. 
7.3 Recommendations for Further Research 
Gordon and Stark [ 1989] investigated depreciation and other accruals which cause 
discrepancies between ARR and IRR statistics. Gordon and Stark [1989] extend the 
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literature in this area by providing an analytical treatment of fundamental differences 
between cash flows and accrual accounting profit flows, and by analytically deriving 
depreciation schedules that result in equality between ARR and IRR. Utilisation of 
these depreciation schedules by financial statement users such as practising 
accountants, information intermediaries, loan officers and government policy advisers 
will thus enhance economic performance appraisal. Empirical investigation of 
depreciation schedules which induce equality between ARR and IRR statistics will 
facilitate understanding of rate of return measures. 
Application of the Kelly and Tippett [1991] continuous time model to USA 
corporations is expected to yield additional insight into rate of return measures. Such 
research would be useful given that different results have emerged in dissimilar 
institutional settings. Until such evidence is generated, no z score directional 
predictions can be made about ARR and IRR relationships. The model formulated by 
Kelly and Tippett [1991, pp. 323-325] is a modified form of a continuous time 
framework advanced by Uhlenbeck and Ornstein [1930], which Kelly and Tippett 
[1991, pp. 324-325] have observed could be further adjusted so as to be more 
realistic. 
The Kelly and Tippett [ 1991] cash flow model partially found its genesis in the 
Wright [1978, p. 466] hypothesis: 
Whilst the nature of double-entry book-keeping ensures that profits cannot 
be misstated in the long-run, there is nothing in double-entry book-keeping 
which automatically corrects distortions in book value [in essence, total 
assets minus liabilities, preference share capital and goodwill]. Hence 
profitability [for example, the ARR ratio], which is profit divided by the 
book value of assets, can be over- or understated for an indefinitely long 
period. 
These statements suggest four important implications: [1] short-run dynamics 
result in divergence between profits and cash flows, [2] convergence of profits and 
cash flows will occur in the long-run, [3] ARR can be misleading in both the short-run 
and long-run, and [ 4] at a point[s] in time, ARR appears to be an unreliable statistic or 
surrogate for the presumed true measure of economic performance, the IRR. Empirical 
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evidence contained in Kelly and Tippett [1991], Butler, Holland and Tippett [1994] 
and chapter VI supports this notion. 
So, even though Wright [1978, p. 466] argued that "profitability ... can be 
over- or understated for an indefinitely long period", given convergence of profits and 
cash flows in the long-run, and following McHugh [1976, p. 186], there may be a 
tendency for asymptotic convergence between ARR and IRR in the long-run. The 
technology contained in Kelly and Tippett [1991], Butler, Holland and Tippett [1994] 
and chapter VI does not permit the testing of this proposition. As a result, if it were 
possible to model and test this hypothesis, then further progress in this area could be 
accomplished. Whether confirmed or denied, such analysis would partially extend the 
Kelly and Tippett [1991] binomial model. 
Further research should investigate industry and age effects as well as 
partitioning firms on the basis of sophisticated postauditing systems in existence 
versus those entities which do not have such systems in place. Application of a 
moving five-year window for the investigation would permit the use of additional data 
points. Prospective research should also investigate whether empirical results are 
sensitive to particular types of stochastic cash flow modelling. Utilisation of such 
research approaches seems especially appropriate for USA firms given an abundant 
population of corporations and financial databases. 
The CRR approach in the USA offers substantial potential for additional 
development and refinement. Further relaxation of the underlying assumptions of the 
CRR model, for example, and the formulation of a continuous time statistical model 
for CRR which assumes both past and unrealised cash flows are formed by a 
stochastic process is recommended. Such extensions to CRR will substantially 
enhance financial performance evaluation. 
Gribbin and Lau [1993, pp. 7-15] and Tippett [1994] have proposed 
frameworks for determining data normality or otherwise, and have advocated 
techniques for modelling non-normally distributed financial data. In essence, both 
approaches analyse the first four moments of the distribution function [mean, standard 
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deviation, skewness and kurtosis]. Gribbin and Lau [1993, p. 13] then calculated 
measures of skewness and kurtosis whereas the Tippett [1994] approach computes 
beta, gamma and mean values in order to assess the distributional form of a data set. 
These distributional procedures could be applied to the random sample of 44 
Australian publicly listed corporations between 1968 and 1990. Empirical results 
obtained are expected to indicate that over one-third of ARR statistics are other than 
normally distributed. These findings therefore provide motivation for investigating the 
underlying statistical distributions of the Australian data. As a result, further analysis 
of the first four moments and then assessment of whether a distribution from the 
Person system could be fitted to the data appears warranted. Based on results obtained 
from the present data set, it appears that a Type IV distribution is appropriate. This 
approach requires the derivation of the continuous time stochastic process which leads 
to a Type IV distribution. The crucial assumption of this model is that ARR evolves in 
continuous time. Hence, an annual observation on the data file must be viewed as an 
observation on a continuous time variable. Further research can thus investigate the 
distributional form of ARR measures, and the underlying time series process which is 
consistent with such an empirical distribution. 
Continued analytical and empirical investigation into ARR, CRR and IRR 
statistics shall result in an enhanced understanding of the structure and predictive 
ability of these rates of return for the purpose of appraising the economic performance 
of both publicly listed corporations and gove111ment instrumentalities. 
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