We calculate the local Fourier transformations for a class of Q l -sheaves. In particular, we verify a conjecture of Laumon and Malgrange ([L] 2.6.3).
Introduction
The global l-adic Fourier transformation was first introduced by Deligne. To study the local behavior of the global Fourier transformation, Laumon [L] discovered the stationary phase principle and introduced local Fourier transformations. All these transformations are defined by cohomological functors and are rarely computable. However, in [L] 2.6.3, Laumon and Malgrange give conjectural formulas of local Fourier transformations for a class of Q l -sheaves. In this paper, we prove these conjectures. Actually we are able to calculate local Fourier transformations for a slightly more general class of Q l -sheaves. It turns out that to get the correct result, the conjectural formulas of Laumon and Malgrange have to be slightly modified.
Throughout this paper, for any ring A, we use the notations Let k be an algebraically closed field of characteristic p, q a power of p, F q the finite field with q elements contained in k, and l a prime number distinct from p. Fix a nontrivial additive character ψ : F p → Q * l . The morphism P : A 1 corresponding to the k-algebra homomorphism
is a finite galoisétale covering space, and it defines an F p -torsor
Pushing-forward this torsor by ψ −1 , we get a lisse Q l -sheaf L ψ of rank 1 on A 1 k , which we call the Artin-Schreier sheaf.
Let X be a scheme over k and let f be an element in the ring of global sections Γ(X, O X ) of the structure sheaf of X. Then f defines a canonical k-morphism X → A 1 k so that the induced kalgebra homomorphism k[t] → Γ(X, O X ) maps to t to f . We often denote this canonical morphism also by f , and denote by L ψ (f ) the inverse image of L ψ under this morphism. Let σ : Y → X be a k-morphism of k-schemes, and let f • σ ∈ Γ(Y, O Y ) be the pulling-back of f on Y . Then we have
Let f 1 , f 2 ∈ Γ(X, O X ). We have
Moreover, we have L ψ (f 1 ) ∼ = L ψ (f 2 ) if and only if f 1 − f 2 = g p − g for some g ∈ Γ(X, O X ). Here for the "only if" part, we need the assumption that ψ : F p → Q * l is nontrivial, which implies that ψ is injective. These facts will be used throughout this paper. → G m,k → 1.
Let χ : µ N (k) → Q * l be a character. Pushing forward the above torsor by χ −1 , we get a lisse Q l -sheaf K χ of rank 1 on f1 f2 = g N for some g ∈ Γ(X, O * X ).
Let k((t)) (resp. k((1/t))) be the field of formal Laurent series in the variable t (resp. 1/t), and let η 0 = Spec k((t)) (resp. η ∞ = Spec k((1/t))). We have canonical morphisms η 0 → G m and η ∞ → G m defined by the inclusions k[t, 1/t] ֒→ k((t)) and k[t, 1/t] ֒→ k((1/t)), respectively.
Objects on G m,k can be restricted to η 0 and to η ∞ through these morphisms.
Any formal Laurent series α(t) = a −s t s + a −(s−1) t s−1 + · · · + a −1 t + a 0 + a 1 t + · · · in k((t)) defines a k-algebra homomorphism
k[t] → k((t)), t → α(t)
and hence a morphism of schemes α(t) : η 0 → A 1 .
For any positive integer r prime to p, let
[r] : η 0 → η 0 be the morphism induced by the k-algebra homomorphism k((t)) → k((t)), t → t r .
In this paper, we calculate the local Fourier transformation
Similarly, any formal Laurent series α(1/t) = a −s t s + a −(s−1) t s−1 + · · · + a −1 t + a 0 + a 1 t + · · · in k((1/t)) defines a k-algebra homomorphism
and hence a morphism of schemes α(1/t) : η ∞ → A 1 .
Let
[r] : η ∞ → η ∞ be the morphism induced by the k-algebra homomorphism k((1/t)) → k((1/t)), t → t r .
We also calculate the local Fourier transformations
We refer the reader to [L] for the definitions and properties of local Fourier transformations.
The main results of this paper are the following three theorems.
Theorem 1. Suppose r, s ≥ 1, s < p, and p is relatively prime to 2, r, s and r + s. Let
be a formal Laurent series in k((t)) with a −s = 0. Consider the system of equations α(t) + t r t ′r+s = β(1/t ′ ), d dt (α(t)) + rt r−1 t ′r+s = 0.
Using the second equation, we find an expression of t in terms of t ′ . We then substitute this expression into the first equation to get β(1/t ′ ), which is a formal Laurent series in k((1/t ′ )) of the form
with b −s = 0. (We have a more detailed explanation of this procedure in §1). We have
where K χ2 is the Kummer sheaf associated to the (unique) nontrivial character χ 2 : µ 2 (k) → Q * l of order 2.
Theorem 2. Suppose r, s ≥ 1 and p is relatively prime to r and s. Let α(1/t) = ∞ i=−s a i (1/t) i be a formal Laurent series in k((1/t)) with a −s = 0. If s ≤ r, then
Suppose s > r and suppose furthermore that s < p and p is relatively prime to 2 and s − r.
Consider the system of equations
(We have a more detailed explanation of this procedure in §3). We have
Theorem 3. Suppose r, s ≥ 1 and p is relatively prime to r and s. Let
Suppose s < r and suppose furthermore that s < p and p is relatively prime to 2 and r − s.
Using the second equation, we find an expression of t ′ in terms of t. We then substitute this expression into the first equation to get α(t), which is a formal Laurent series in k((t)) of the form
with a −s = 0. We have
When χ is trivial, the above three theorems are conjectured by Laumon and Malgrange ([L] 2.6.3) except that the term [s] * K χ2 is missing in their conjecture. Also in [L] 2.6.3, different but equivalent systems of equations are used to determine β from α.
I don't know whether the condition s < p can be weakened in the above theorems. We require this condition in order to use a group theoretical argument to reduce the calculation of local Fourier transformations to the calculation of direct factors of the pulling-backs of local Fourier transformations by Kummer coverings. In the original conjecture of Laumon and Malgrange, the condition p ≫ r, s is used.
As a direct application of our result, let's calculate the local monodromy of the Kloosterman sheaf at ∞. If x = 0 lies in F q , we define the (one variable) Kloosterman sum by
The global section 1/t of the structure sheaf of
Fp be the canonical open immersion. Consider the global Fourier transformation
of the sheaf j ! L ψ (1/t), where 
where F x is the geometric Frobenius element at the point x. F (j ! L ψ (1/t)) coincides with the Kloosterman sheaf constructed by Deligne in [SGA 4
For α(t) = 1/t and r = s = 1, one gets β(1/t ′ ) = 2t ′ from the system of equations in Theorem 1.
So we have
This corollary is a special case of Lemma 1.6 in [FW] . In [FW] , we determine the local monodromy at ∞ of the several variable Kloosterman sheaf Kl n based on the work of Katz ([K] 10.1 and 5.6.2). Katz deduces his result from an identity of Hasse-Davenport.
The paper is organized as follows. We calculate a direct factor of [r+s]
In §2, we use a group theoretical argument and results in §1 to prove Theorem 1.
The proof of Theorem 2 is similar and is sketched in §3. We deduce Theorem 3 from Theorem 1 in §4.
In this section, we work under the assumption of Theorem 1. Our result is the following.
The whole section is devoted to the proof of this lemma. The equation
can be written as
Solving this equation, we get
with
The solution is not unique and different solutions differ by an (r + s)-th root of unity. As long as λ 0 is chosen to be an (r + s)-th root of sa−s r , for each i, λ i depends only on a −s , a −(s−1) , . . . , a −s+i . We have
, and for each i, δ i depends only on λ 0 , . . . , λ i−1 . From the above equation , we get
and for each i, µ i depends only on δ 1 , . . . , δ i . Substituting this expression into the equation
we get 
is also a solution of the system of equations
and all the solutions of this system of equations are of this form. Note that
does not depend on the choice of different solutions of β.
Write
where
We have
But on η 0 , we have
Note that β 1 (1/t ′ ) only depends on α 1 (t). So to prove Theorem 1 and Lemma 1.1, we may assume α(t) is of the form
Then we have a morphism
be the morphism corresponding to the k-algebra homomorphism
and let
where t ′ denotes the coordinate of the second component of A
denotes the morphism corresponding to the k-algebra homomorphism
Here H i (−) denotes taking the i-th cohomology of a complex in the derived category of Q l -sheaves, and we put ′ to objects associated to the second component of A 
is the morphism corresponding to the k-algebra homomorphism
Choose a formal Laurent series z ′ ∈ k((1/t ′ )) so that
where λ is the same as that in the equation (1). Then z ′ is a uniformizer of the local field k((1/t ′ )), and we have
be the isomorphism corresponding to the k-algebra isomorphism
Here we use the fact that
has N -th roots (resp. square roots) in k((z ′ )) by applying the Hensel Lemma to the formal power series z ′ λ(z ′ ) (resp. z ′s λ(z ′s )), where N is the order of χ. From the isomorphisms (3)-(6), we see that to prove Lemma 1.1, it suffices to show the following lemma.
Recall that
where µ is the same as that in the equation (2) . So we have
Introduce a new variable
Then we have
On the other hand, we have
that is,
For convenience, set
By the equation (7) and the isomorphism (8), to prove Lemma 1.2, it suffices to prove the following lemma.
is a direct factor of
Consider the morphism
corresponding to the k-algebra homomorphism
be the projections. Then we have
By this isomorphism, Lemma 1.3 can be derived from the following lemma.
The morphism G can be extended to a morphism
as follows: We have
The morphismḠ is induced by the k-algebra homomorphism
The Jacobian of the above morphism is
For z ′ = 0, the above Jacobian vanishes if and only if
is not an (r + s)-th root of unity. When x = ζ is an (r + s)-th root of unity, we havē
So for any point (x, ∞ ′ ) with
for any ζ ∈ µ r+s (k),Ḡ isétale at every preimage of (x, ∞ ′ ).
Next we proveḠ is a proper morphism over some neighborhood of
corresponding to the A-algebra homomorphism
. Let R = A h be the localization of A with respect to h. We have an R-morphism
which in terms of homogeneous coordinates, can be described by
More formally,Ĝ corresponds to the R-algebra homomorphism of graded rings
(We need the fact that h is a unit in R in order to show the above homomorphism of graded rings induces a morphism P 
where 0 R (resp. ∞ R ) denotes the zero (resp. infinity) divisor of P 1 R . It follows that
The restrictions ofḠ over Spec R coincides withĜ| Gm,R . We denote the common restriction bỹ
It follows thatḠ is proper when restricted over Spec R. Since h does not vanish at z
Recall that we have shown that for any point (x, ∞ ′ ) such that
for any ζ ∈ µ r+s (k),Ḡ isétale at every preimage of (x, ∞ ′ ). Together with the properness ofḠ when restricted over Spec R, this fact implies the follows lemma, which will be used later.
Fix notations by the following commutative diagram:
where π 1 ,π 1 andπ 1 are projections to the first factors, pr 2 ,pr 2 ,pr 2 andpr 2 are projections to the second factors, κ, ι and δ are the canonical open immersions. We have
and hence
From the isomorphisms (9) and (10), we get
By the isomorphism (11), to prove Lemma 1.4, it suffices to show the following lemma.
Consider the isomorphism
Here we need the fact that γ(1/y ′ ) is a polynomial of 1/y ′ in order for θ to be defined at ∞ ′ . For convenience, we denote θ|
and
So to prove Lemma 1.6, it suffices to show the following lemma.
is universally strongly locally acyclic relative topr 2 . It follows that the vanishing cycle
its vanishing cycle and nearby cycle coincide, that is,
So we have
.
In particular, taking ζ = 1, we see
So to prove Lemma 1.7, it suffices to show the following lemma.
Let's analyze the local behavior of the morphism
For each 1 ≤ i ≤ s, we have
So x = 1 is a root of 
(1,∞ ′ ) and its image in the residue field is 1 2
which is nonzero. Since k is algebraically closed and p = 2, this element in the residue field has two distinct square roots. By the Hensel lemma,
be one of the square roots. Its image in the residue field is nonzero. Then we have
It maps the Zariski closed point of (
. Denote the induced morphism on strict henselizations by
We claim that φ is an isomorphism. Indeed, we can use [EGA IV] 17.6.3 to reduce our problem to
showing that φ induces an isomorphism on completions
This homomorphism is given by
Here we regard δ(x − 1, z ′ ) as a square root of
Using the fact that the image of δ(x − 1, z) in the residue field, that is, the constant term of δ(x − 1, z), is nonzero, one can check the above homomorphism on formal power series rings is indeed an isomorphism. This proves our claim.
be the morphism induced on strict henselizations by the morphism
Then the morphism on strict henselizations
induced by θ •Ḡ coincides with ω • φ. On the other hand, we have
has a direct factor
But ω * (Q l ) has a direct factor (pr *
is the projection, and j :
has a direct factor 
Proof of Theorem 1
In this section, we use a group theoretical argument to deduce Theorem 1 from Lemma 1.1. Lemma 2.1. Let α(t) be a formal Laurent series in k((t)). Suppose for any r-th root of unity
is an irreducible Q l -sheaf on η 0 .
Proof. Fix a separable closure k((t)) of k((t)). Choose T ∈ k((t)) so that T r = t. Let K ′ be the inverse image of K χ under the morphism
be the morphism induced by the inclusion
There is an equivalence between the category of Q l -sheaves on η 0 and the category of finite dimensional Q l -representations of G.
Let H = Gal k((t))/k((T )) . It is a normal subgroup of G, and we have a canonical isomorphism
Let ρ : H → GL(1, Q l ) be the representation corresponding to the rank 1 sheaf
ρ). By the Mackey's criterion (Proposition 23 in §7.4 of [S]), to prove Ind
it suffices to show that for any g ∈ G − H, the representation ρ and ρ g are disjoint, where
be the isomorphism induced by g. Then the sheaf on Spec k((T )) corresponding to the represen-
By our assumption, α(ζT )−α(T ) is not of the form γ
This representation is wildly ramified. As
Therefore,
So the two representations ρ and ρ g of degree 1 are disjoint. This proves the lemma.
Replacing t by ζ 2 t in the first equation, we get
Therefore ζ 1 ζ 2 ∈ G(α(t), r). One easily verifies that if ζ ∈ G(α(t), r), then ζ −1 ∈ G(α(t), r). So
G(α(t), r) is a group.
Let α 2 (t) = ∞ i=0 a i t i . Then for any ζ ∈ µ r (k), α 2 (ζt) − α 2 (t) is a formal power series. By the Hensel Lemma, we can find a formal power series δ ∈ k[[t]] such that
It follows that G(α(t), r) = G(α 1 (t), r).
Lemma 2.3. The general case of Theorem 1 follows from the special case where α(t) is assumed to have the property G(α(t), r) = {1}.
Proof. Consider the general case of Theorem 1. By the discussion in §1, we may assume α(t) is of the form
we are in the special case of Theorem 1. Suppose d ≥ 2. Fix a primitive d-th root of unity ζ 0 and choose γ ∈ k((t)) so that
If the order ord t (γ) of γ with respect to t is negative, that is, the formal Laurent series γ involves negative powers of t, then we have
So we have −s ≤ −p. This contradicts to our assumption that s < p. So γ must be a formal power series. But
only involves negative powers of t. So we have α(ζ 0 t) − α(t) = 0 and hence
Thus we have a i = 0 whenever d |i. As a −s = 0, we have d|s. Set r 0 = 
and G(α 0 (t), r 0 ) = {1}.
is tamely ramified, and hence has a factorization
for some Kummer sheaves K χi . One can verify that
Applying the special case of Theorem 1 to α 0 (t), we get
where β 0 (1/t ′ ) is determined from α 0 (t) by the system of equations
We claim that
We will prove the claim shortly. We have
This proves the general case of Theorem 1.
Let's prove our claim. Suppose we obtain from the equation
So from the equation
we get the expressions
This proves our claim.
Lemma 2.4. Under the condition of Theorem 1, if G(α(t), r) = {1}, then G(β(1/t ′ ), r + s) = {1}.
Proof. We prove the lemma by contradiction. Suppose
The same argument as in the beginning of the proof of Lemma 2.3 shows that d|s, d|r + s and
Recall that β(1/t ′ ) is determined from α(t) by the system of equations
So we can determine α(t) from β(1/t ′ ) by the system of equations
Moreover, α 1 (t) only depends on β 1 (t). So if we solve
from the system of equations
then we have
Recall that β 1 (1/t ′ ) = β 0 (1/t ′d ). If we solve α ′ 0 (t) from the system of equations
. By Lemma 2.2, we have
. This contradicts to our assumption that G(α(t), r) = {1}.
Now we are ready to prove Theorem 1. By Lemma 2.3, we may assume G(α(t), r) = {1}.
Then by Lemma 2.4, we have
is irreducible. By the exactness of
As G(β(1/t), r + s) = {1}, the rank 1 representations of
is a semisimple representation and its rank
By the argument in the proof of Proposition 24 in §8.1 of [S] (and counting of ranks), we have
This finishes the proof of Theorem 1.
Calculation of F
In this section, we prove Theorem 2. The proof is similar to that of Theorem 1. We only sketch the main steps.
We work under the assumption of Theorem 2. First consider the case where s ≤ r. One can
From now on, we suppose s > r. The same group theoretical argument as that in §2 reduces the proof of Theorem 2 to the following lemma.
The solution is not unique and different solutions differ by an (s− r)-th root of unity. As long as λ 0 is chosen to be an (s − r)-th root of −sa−s r , for each i, λ i depends only on a −s , a −(s−1) , . . . , a −s+i .
we get
In particular, we have b −s = 0. Moreover, as long as we fix an (s − r)-th root 
As in the proof of Lemma 1.1, we may assume α(t) is of the form
By the stationary phase principle [L] 2.3.3.1 (iii), as representations of Gal(η ∞ ′ /η ∞ ′ ), we have
Let
be the projections. Using the proper base change theorem and the projection formula, one can
Choose a formal Laurent series y ′ ∈ k((1/t ′ )) so that
where λ is the same as that in the equation (12). Then 1 y ′ is a uniformizer of the local field k((1/t ′ )), and we have
We claim that in order to prove Lemma 3.1, it suffices to prove the following lemma.
Indeed, if Lemma 3.2 holds, then by the isomorphisms (14)- (17),
is tame and hence its local Fourier
where µ is the same as that in the equation (13). So we have
We have Introduce a new variable
be the isomorphism defined by the k-algebra isomorphism
By the equation (18) and the isomorphism (19), to prove Lemma 3.2, it suffices to prove the following lemma.
By this isomorphism, Lemma 3.3 can be derived from the following lemma.
Lemma 3.4. As representations of Gal(η ∞ ′ /η ∞ ′ ),
root of unity and x = 0 if r ≥ 2. When x = ζ is an (s − r)-th root of unity, we havē
and we have
So for any point (x, ∞ ′ ) with x = 0, and
for any ζ ∈ µ s−r (k),Ḡ isétale at every preimage of (x, ∞ ′ ).
Next we proveḠ is a proper morphism.
We have an A-morphismĜ
One can verifyĜ
coincides withḠ. SoḠ is proper. Recall that we have shown that for any point (x, ∞ ′ )
such that x = 0 and x = a −s 1 − s r ζ s for any ζ ∈ µ s−r (k),Ḡ isétale at every preimage of (x, ∞ ′ ).
Together with the properness ofḠ, this fact implies the follows lemma, which will be used later.
Lemma 3.5. For any point (x, ∞ ′ ) such that x = 0 and x = a −s 1 − s r ζ s for any ζ ∈ µ s−r (k),
where π 1 andπ 1 are projections to the first factors, π 2 ,π 2 andπ 2 are projections to the second factors, κ, ι and δ are the canonical open immersions. We have
From the isomorphisms (20) and (21), we get
By the isomorphism (22), to prove Lemma 3.4, it suffices to show the following lemma.
Consider the isomorphism
For convenience, we denote θ| A 1 k × k G m,k also by θ. We have
So to prove Lemma 3.6, it suffices to show the following lemma. 
is supported at those points (x,
So to prove Lemma 3.7, it suffices to show the following.
, and let (A Consider the morphism
It maps the Zariski closed point of (A 
Then φ is an isomorphism. Let
(K χ is lisse at 1.) It follows that (θ ! RḠ ! (π *
has a direct factor (ω • φ) * (Q l ) ∼ = ω * (Q l ).
But ω * (Q l ) has a direct factor (π *
. So
by [L] 2.5.3.1 (ii). This proves Lemma 3.8. The proof of Lemma 3.1, and hence the proof of Theorem 2 is complete.
Calculation of F
In this section, we deduce Theorem 3 from Theorem 1.
We work under the assumption of Theorem 3. So we can obtain β(1/t ′ ) from the following system of equations α(t) − t r−s t ′r = β(1/t ′ ), Suppose we obtain from the equation Then we have d dt (α(t)) = (r − s)t r−s−1 (λ(t)) r , β(1/t ′ ) = α(µ(1/t ′ )) − (µ(1/t ′ )) r−s t ′r .
Choose ǫ ∈ k so that ǫ r−s = −1, we get the expression t ′ = λ(ǫt), t = µ(1/t ′ ) ǫ .
This shows that we can obtain β(1/t ′ ) from the following system of equations α 0 (t) + t r−s t ′r = β(1/t ′ ), d dt (α 0 (t)) + (r − s)t r−s−1 t ′r = 0.
By Theorem 1, we then have
By [L] 2.4.3 (i) c), this implies that
where {−1} is the isomorphism {−1} : η 0 → η 0 induced by the k-algebra isomorphism k((t)) → k((t)), t → −t.
Similarly, let { 1 ǫ } be the isomorphism 1 ǫ : η 0 → η 0 induced by the k-algebra isomorphism k((t)) → k((t)), t → t ǫ .
We have a Cartesian diagram
It follows that
where we have the isomorphism (26) (resp. (27)) because 1 ǫ t t (resp.
( 1 ǫ t) s t s ) has N -th roots (resp. square roots), where N is the order of χ. From the isomorphisms (23)- (27), we get
This proves Theorem 3.
