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We show that the closed formula for the v-decomposition numbers
arising from the canonical basis of the Fock space representation of
Uv(ŝln) achieved by Chuang and Tan [1], and independently by Leclerc
and Miyachi [6], work for a larger class of partitions than they had
originally worked on. We also show that the results for the decompo-
sition numbers of the q-Schur algebra, by Tan [7], also work in this
larger class of partitions.
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The so-called v-decomposition numbers of the Fock space represen-
tation F of Uv(ŝln) are defined to be the coefficients of its cannoical
basis elements. These basis elements are indexed by the set of all par-
titions P, and have coefficients that are actually polynomials in v with
non-negative integer coefficients. Even though, Lascoux, Leclerc, and
Thibon [4] presented a fast algorithm to compute the coefficients which
are indexed by n-regular partitions, their method was recursive in na-
ture and there are, up to now, no closed formulae for these coefficients
in general.
It was also established by Varagnolo and Vasserot [8], that these v-
decomposition numbers, when evaluated at v = 1, coincided precisely
with the decomposition numbers of the q-Schur algebras over a field
with characteristic zero, where q is a primative n-th root of unity.
Chuang and Tan, and independently, Leclerc and Miyachi, found
closed formulae for the coefficients indexed by a class of partitions
which are now known as Rouquier partitions. In fact, Chuang and Tan
found that these formulae actually hold for a larger class than that of
the Rouquier partitions. As Tan remarked in [7], this larger class has
shortcomings in that it does not contain any n-singular partitions and
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is not closed under the Mullineux involution.
In [2], Chuang and Tan showed that upon evaluation at v = 1, these
closed formulae give the decomposition numbers of Rouquier blocks of
Schur algebras in the “abelian defect case” (i.e. the case in which l > w
where l is the characteristic of the base field, and w is the weight of
the partitions in the block). Then, in [3], the result was extended to
the decomposition numbers of Rouquier blocks of q-Schur algebras in
the “abelian defect case”.
We adapt the methods developed in [1] and extend the formula
developed to a larger class of partitions. The main restriction in the
abovementioned paper was that the formula only held true for parti-
tions whose abacus display had runners in a certain increasing manner.
In this thesis, we relax the conditions and show that the formula still
holds for a more arbitrary class of partitions.
Further, we also show that the results of [7], regarding the decom-
position numbers of the q-Schur algebra, still hold for this larger class.
We begin this thesis proper in Chapter 2 with an introduction to
the background theory necessary. Subsequently, in Chapter 3, we de-
fine a class of partitions P∗κ and adopt the method used in [1] to develop
the machinery which will be used to prove our main theorem. We pro-
vide an account of an adaptation of the tools from [7] regarding the
q-Schur algebras in Chapter 4. We conclude in Chapter 5, proving
that the formula in [1] holds for all partitions in P∗κ and also that their
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corresponding decomposition numbers for the q-Schur algebras are in-
dependent of the characteristic of the underlying field as long as that
characteristic is large enough.
CHAPTER 2
Preliminaries
In this chapter, we provide all the necessary definitions and proper-
ties relevant to our work. From this point on, we take n to be a positive
integer.
1. Partitions and Abacus Display
Definition 2.1. Let λ = (λ1, λ2, . . . , λs) with λ1 ≥ λ2 ≥ . . . ≥
λs > 0. We then call λ a partition and denote P to be the set of all
partitions. We also write |λ| =∑si=1 λi and l(λ) = s.
Definition 2.2. Suppose λ ∈ P with λ = (λ1, λ2, . . . , λs). Let
λ′i = |{j | λj ≥ i}|. Then there must be an integer k such that λ′k > 0
and λ′i = 0 for all i > k and we call the partition λ
′ = (λ′1, λ
′
2, . . . , λ
′
k)
the conjugate partition of λ.
One way of viewing a partition is through its abacus display, de-
scribed below:
Let n be a positive integer, and suppose we start by writing the
numbers 0, 1, . . . , n − 1 in a row (from left to right). We then write
n below 0, n + 1 below 1, and so on until 2n − 1 is below n − 1 and
proceed to fill out the rest of the integers in a similar fashion forming
a grid of numbers that looks like this:
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0 1 2 . . . n − 1
n n+ 1 n+ 2 . . . 2n − 1






An abacus display with n runners is a grid of numbers as described
above, with each integer (henceforth called a position) being said to
either contain a bead or not. Each ‘column’ is now called a runner and
each runner is labelled by the topmost number (that is 0, 1, . . . , n− 1).
We often use abacus displays to represent partitions because of the
ease of manipulating and viewing these displays.
In order to find out what partition is represented in an abacus dis-
play, we start by looking for the smallest position m that does not
contain a bead. And we take note of all positions Mi with Mi > m,
that contain a bead and define ki to be the number of empty positions
between m and Mi (including m).
Then, the partition represented by the abacus display is obtained
by arranging all the ki’s in a non-increasing order.
Note that we can easily create an abacus display for a given parti-
tion λ by simply making sure that the above rules are respected.
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Example 2.3. Let λ = (8, 3, 3, 1, 1). Then the following are both
suitable abacus displays with five runners for λ.
(i) (ii)
• • − • •
− − • • −
− − − − •
• • • • −
• • − − •
• − − − −
− • − − −
Definition 2.4. For a particular abacus display of a partition λ
with n runners, let ni represent the number of beads on runner i.
Example 2.5. Following from the above example, we see that for
the first abacus display, n0 = n1 = n2 = 1 and n3 = n4 = 2.
Now, suppose we have a partition λ with a corresponding abacus
display. Its n-core is a partition whose abacus display can be obtained
by forming another abacus display such that for each runner i, only
rows 1 to ni contain beads, where ni represents the number of beads
on runner i of λ.
Note that the n-core is unique to the partition λ.
Example 2.6. Following up on the previous example, we see that
we can form two different abacus displays based on our description
above. However, note that they both represent the same partition
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κ = (3, 3) which is the unique 5-core of λ.
(i) (ii)
• • • • •
− − − • •
• • • • •
• • − − −
• • − − −
Let λ be a partition with n-core κ. Then, the n-quotient for λ based
on a particular abacus display is defined to be the n-tuple of partitions
(λ0, λ1, . . . , λn−1) where we take each runner i to be an abacus display
of λi with one runner.
Example 2.7. In the previous examples, we note that we will ob-
tain the following two 5-quotients of λ.
(i) (∅, ∅, (1), ∅, (1))
(ii) (∅, (1), ∅, ∅, (1))
Remark 2.8. In fact, by a suitable choice in the number of beads
used in the abacus display, cyclic permutations of any n-quotient of λ
will be feasible and are the only feasible forms an n-quotient of λ can
take.
Definition 2.9. Let λ, µ ∈ P be partitions with the same n-core
and with n-quotients (λ0, λ1, . . . , λn−1) and (µ0, µ1, . . . , µn−1) respec-
tively. Then we define the equivalence relation ≈ on P by:
λ ≈ µ if and only if |λi| = |µi| for every integer i with 0 ≤ i ≤ n− 1.
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We will also be frequently using the following definition:
Definition 2.10. Let λ be a partition with n-quotient (λ0, λ1, . . . ,
λn−1). Then for every runner i with 0 ≤ i ≤ n− 1, let bi represent the
position of the lowest bead (that is, the bead in the largest position)
on runner i, and define gi to be highest empty position (that is, the
empty space in the smallest position) on runner i. Further, let Bi and
Gi represent the rows which bi and gi are in.
2. Induced n-sequences
Definition 2.11. Let λ be a partition with n-quotient (λ0, λ1, . . . ,
λn−1). Then, define the n-weight of a bead to be the number of empty
spaces above it on the same runner.
Definition 2.12. Let λ be a partition with n-quotient (λ0, λ1, . . . ,
λn−1). Then let {c1, c2, . . . , cr} be the set of positions that contain
beads with positive n-weight, and suppose wi is the n-weight of the
bead at position ci. Then, define s(λ), called the induced n-sequence
of λ, to be,
r⊔
i=1
(ci, ci − n, . . . , ci − (wi − 1)n),
where (a1, a2, . . . , as)unionsq (b1, b2, . . . , bt) denotes the sequence obtained by
rearranging the terms in the sequence (a1, a2, . . . , as, b1, b2, . . . , bt) in a
weakly non-increasing order.
Lemma 2.13. Let λ ∈ P. Then, we have
(i) The induced n-sequence s(λ) ∈ Nw0 , where w is the sum of all
the n-weights of all the beads.
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(ii) Suppose s(λ) = (c1, c2, . . . , cr), then bj = max1≤i≤r{ci | ci ≡ j
mod n} and gj = min1≤i≤r{ci | ci ≡ j mod n} − n for all
runners j where at least one bead has positive n-weight.
(iii) If λ is obtained from µ by shifting a bead from position x−Mn
to an empty position x, then s(λ) = s(µ) unionsq (x, x− n, . . . , x −
(M − 1)n).
3. Orderings
3.1. Partition Orderings. Let λ ∈ P and consider an abacus
display of λ with k beads. Suppose we can obtain µ ∈ P by moving a
bead from position x up M rows to an empty position x−Mn. Then,
we let lλµ represent the number of beads strictly between positions
x−Mn and x in µ and let hλµ = M .
Now suppose that we can obtain τ ∈ P from µ by moving a bead
from position y −Mn down M rows to an empty position y. We can
thus define lτµ and hτµ.
We write λ
µ−→ τ if the above holds and x < y. And, we write λ→ τ
if there exists a µ ∈ P such that λ µ−→ τ .
Example 2.14. Let λ = (1, 1, 1, 1, 1, 1, 1) and consider its abacus





Now suppose that we obtain µ from λ by shifting the bead at position
6 to 0 and then obtain τ from µ by shifting the bead at position 2 to 8.








Then in this case, since x = 6 < 8 = y, we have λ
µ−→ τ and lλµ =
5, lτµ = 4 and hλµ = hτµ = 2.
Definition 2.15. (Jantzen Ordering) Let λ, τ ∈ P. Then, we write
λ ≤J τ if there exist partitions µ0, µ1, . . . , µr with µ0 = λ and µr = τ
such that µi−1 → µi for all i = 1, 2, . . . , r.
It is immediately clear that it is simply not convenient to check
whether λ <J µ for arbitrary partitions λ and µ. Hence this results in
the next definition and lemma.
Definition 2.16. Let λ, τ ∈ P. Then, we write λ ≤p τ if
(i) λ and µ have the same n-core,
(ii) the sum of the n-weights of all beads in λ must coincide with
the sum of the n-weights of all the beads in µ, say w, and,
(iii) assuming the abacus displays of both λ and µ have the same
number of beads, s(λ) ≤ s(µ) in the standard product order
on Nw0 .
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Lemma 2.17. Let λ, τ ∈ P. If λ <J τ , then λ <p τ .
Proof. We only need to show that if λ
µ−→ τ , then we have that
λ <p τ . Suppose that µ is obtained from λ by shifting a bead from
position x to x−Mn and τ is obtained from µ by shifting a bead from
position y −Mn to y. Note that since λ µ−→ τ , by Lemma 2.13(iii), we
have,
s(λ) = s(µ) unionsq (x, x− n, . . . , x− (M − 1)n)
s(τ ) = s(µ) unionsq (y, y − n, . . . , y − (M − 1)n),
and x < y by definition. Hence s(λ) < s(µ) in the product order, and
thus, λ <p µ. 
Definition 2.18. (Lexicographic Ordering) Let λ = (λ1, λ2, . . . ,
λr) ∈ P and σ = (σ1, σ2, . . . , σs) ∈ P be partitions of n. Then, we
write λ < σ if there exists an integer i with 1 ≤ i ≤ max{r, s} such
that λi < σi, and for all j < i, we have λj = σj.
Definition 2.19. (Dominance Ordering) Let λ = (λ1, λ2, . . . , λr) ∈
P and σ = (σ1, σ2, . . . , σs) ∈ P be partitions of n. Then, we write λσ







assuming that for all i > r (resp. i > s) we take λi = 0 (resp. σi = 0).
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3.2. Runner Orderings.
Definition 2.20. Let κ ∈ P be an n-core partition. Let λ be
a partition with n-core κ and n-quotient (λ0, λ1, . . . , λn−1) and recall
that ni denotes the number of beads on runner i. Then, for the integers
i and j with 0 ≤ i, j ≤ n− 1, we write i <R j if either
(i) ni < nj, or,
(ii) ni = nj and i < j.
We note that once we fix the n-core κ, the above ordering is well-
defined and does not depend on the partition λ nor the number of
beads used in the display of λ.
Based on the above ordering, we would now like to assign a rank to
each runner.
Definition 2.21. Let λ be a partition with n-quotient (λ0, λ1, . . . ,
λn−1). Then, for all integers i with 0 ≤ i ≤ n − 1, define [i] ∈
{0, 1, . . . , n− 1} to be such that for all integers j with 0 ≤ j < i (resp.
integers k with i < k ≤ n− 1), we have [j] <R [i] (resp. [i] <R [k]).
It is easy to see that the function i 7→ [i] is a permutation on the
set {0, 1, . . . , n− 1}.
For purposes in the later part of this thesis, we would now like to
fix certain notations with regard to this ordering.
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Definition 2.22. Let κ ∈ P be an n-core partition. Then, for
any partition λ that has n-core κ with n-quotient (λ0, λ1, . . . , λn−1) we
consider the abacus display of λ and let a be an integer with 1 ≤ a ≤
n−1 such that [a−1] = 0. We then define the terms u1, u2, . . . , us and
v1, v2, . . . , vt recursively:
(i) Define u1 to be an integer with [a] ≤ u1 ≤ n − 1 such that
[a] ≤R u1 and for all integers k with u1 < k ≤ n− 1, we have
k <R [a].
Then, define ui+1 to be an integer with [a] ≤ ui+1 < ui such
that [a] ≤R ui+1 and for all integers k with ui+1 < k < ui,
k <R [a].
(ii) Define v1 to be an integer with 0 ≤ v1 ≤ [a] − 1 such that
0 ≤R v1 and for all integers k with v1 < k ≤ [a]− 1, we have
k <R 0.
Then, define vi+1 to be an integer with 0 ≤ vi+1 < vi such
that 0 ≤R vi+1 and for all integers k with vi+1 < k < vi, we
have k <R 0.
Thus, throughout this paper,
{u1, u2, . . . , us} ∪ {v1, v2, . . . , vt}
is the set of all runners that are greater than runner a with respect to
the runner ordering.
Another definition used frequently is as follows:
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Definition 2.23. Let λ be a partition with n-core κ and n-quotient
(λ0, λ1, . . . , λn−1). Then define
d[i] =
 n[i] − n[i−1] if [i] > [i− 1].n[i] − n[i−1] − 1 if [i] < [i− 1].
Note that again, the values of d[i] are dependent on κ and not on λ.
4. The Fock Space Representation and q-Schur algebras
The algebra Uv(ŝln) is an associated algebra with 1 that is generated
by {ei, fi | i = 0, 1, . . . , n− 1} ∪ h according to some relations (refer to
[1] for more details), where h is an (n+1)-dimensional Q-vector space.
This thesis looks at an important Uv(ŝln)-module which is the Fock
space representation F . This has a basis P as a vector space over Q(v)
(where q is an indeterminante). There is another distinguished basis
{G(σ) | σ ∈ P} called the cannonical basis that is characterised by the
following properties:
(i) G(σ)− σ ∈⊕λ∈P vQ[v]λ,
(ii) G(σ) = G(σ),
where x 7→ x¯ is the involution on F introduced by Leclerc and Thibon
in [5].
The v-decomposition number dλσ(v) is defined to be the coefficient
of λ in G(σ).
Now, let F be a field of characteristic l, and suppose q ∈ F is a root
of unity with q 6= 1 if l = 0. Let n be the least positive integer such
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that 1 + q + . . .+ qn−1 = 0. We note that n is the multiplicative order
of q if q 6= 1, and n = l otherwise. The q-Schur algebra SF,q(r, r) over
F has a distinguished class {∆σ | σ ∈ P and |σ| = r} of right modules
indexed by partitions of r called Weyl modules. Each ∆σ has a simple
head Lσ. The projective cover P σ of Lσ has a filtration whereby each
factor is isomorphic to a Weyl module, say ∆λ. We denote the multi-
plicity of ∆λ in such a filtration by dlλσ and call this a decomposition
number of SF,q(r, r). We note that d
l
λσ is also equal to the multiplicity
of Lσ as a composition factor of ∆λ.
There has been previous work on the properties of dλσ(v), d
l
λσ and
the relationship between these numbers. We provide some of the prop-
erties which will be used in our thesis here.
Theorem 2.24 ([7, Section 2]). Let λ = (λ1, λ2, . . . , λr) and σ =
(σ1, σ2, . . . , σs) be partitions. Then,
(i) dσσ = 1,
(ii) dλσ(v) ∈ vN0[v] for all λ 6= σ,
(iii) dλσ(v) 6= 0 only if λ and σ have the same n-core with λ σ,
(iv) dλσ(1) = d
0
λσ, and,
(v) dlλσ ≥ d0λσ.
Theorem 2.25 ([7, Theorem 2.6]). Let λ, σ ∈ P and define Jλσ,
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where the sum runs through all partitions τ and µ such that λ
µ−→ τ , and
where νl(hλµ) denotes the standard l-valuation for l > 0, and ν0(x) = 0
for all x. Then, dlλσ ≤ Jλσ and in particular, dlλσ = 0 if and only if
Jλσ = 0.
Lemma 2.26 ([7, Lemma 2.7]). Let λ, σ ∈ P and suppose that
dlλσ 6= 0. Then λ ≤J σ.
A bead is called addable if it is at position x on an abacus display,
and position x+1 is empty. We then write λ
i:k−→ µ if the abacus display
of µ is obtained from that of λ by shifting k addable beads on the (i−
1)th runner of the display of λ onto their respective successive positions








#{b ∈ Bk | b is above d},
where Bk denotes the set of beads moved, and where the sums are
over all beads c /∈ Bk on the (i − 1)th runner of λ, and over all
beads d on the ith runner of λ respectively. We also denote N(λ, µ) =
N(λ, µ)+ −N(λ, µ)−.
We will now look at one particular generator fi of Uv(ŝln) and its
action on F .
Firstly, fi is bar-invariant in the sense that for all x ∈ F ,
fi(x) = fi(x),
4. THE FOCK SPACE REPRESENTATION AND q-SCHUR ALGEBRAS 17
based on the bar involution described above.
Then, for all i = 0, 1, . . . , n−1, we normalize fi, by defining fj = fi,
with j ≡ k + i mod n, where k is the total number of beads used in









Lemma 2.27 ([1, Lemma 2.1]). Let λ be a partition with n-core κ








We now define some elements involving fj recursively:
Definition 2.28. Let κ ∈ P be an n-core partition. Then, for
any partition λ that has n-core κ with n-quotient (λ0, λ1, . . . , λn−1) we
consider the abacus display of λ and let a be an integer with 1 ≤ a ≤










n−2 . . . f
(k)
u1+1

















a−1 . . . f
(k)
v1+1











Definition 2.29. Let κ ∈ P be an n-core partition. Then, for
any partition λ that has n-core κ with n-quotient (λ0, λ1, . . . , λn−1) we
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consider the abacus display of λ and let a be an integer with 1 ≤ a ≤


















Note that it is quite clear that Fa,k is also bar-invariant in the same
way that all the fi’s are.
5. The Littlewood-Richardson Coefficient
Let Sr denote the symmetric group of degree r and let χ
λ be the ir-
reducible character ofSr corresponding to a partition λ of r. If s+t = r
and µ and ν are partitions of s and t, let cλµν denote the multiplicity of
χλ in IndSrSs×St(χ
µ ⊗ χν). By convention, cλµν = 0 if |λ| 6= |µ|+ |ν|.
Lemma 2.30 ([1, Lemma 2.2]). Let λ, γ, δ, τ be partitions. Then,











































In this chapter, we generalise the class of partitions obtained in [1]
and adopt the methods of the aforementioned paper to develop the
tools necessary to prove our main theorem in Chapter 5.
Definition 3.1. Let κ be a fixed n-core partition, and P∗κ be the set
of partitions σ with n-core κ and n-quotient (σ0, σ1, . . . , σn−1), (where
we take σ[n] = ∅), such that σ satisfies the following two properties:
(1) for all i = 1, 2, . . . , n− 1,
|σ[i−1]|+ |σ[i]|+ |σ[i+1]| ≤ dσ[i] + 1, and,
(2) for all i and j with j ≥ i+ 2, such that
(a) |σ[i]|+ |σ[i+1]| = dσ[i+1] + 1 , and,
(b) |σ[j]|+ |σ[j+1]| = dσ[j] + 1,
there must exist and integer k with i + 1 < k < j such that
dσ[k] ≥ 1.
Example 3.2. For n = 5, we consider the partition σ = (8, 3, 3, 1, 1)
and its abacus display with nine beads. In this example, σ has 5-core
κ = (3, 3) and 5-quotient (∅, (1), ∅, ∅, (1)). One can easily check that
σ ∈ P∗(3,3).
19
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Definition 3.3. Let σ ∈ P∗κ with n-quotient (σ0, σ1, . . . , σn−1). If
there exists an integer a with 1 ≤ a ≤ n − 1 such that σ[a] 6= ∅, then
let τ [a] be the partition obtained from σ[a] by adding a bead to the first
empty position of the abacus display of σ[a] (note that this is equivalent
to removing the first column from the Young diagram of σ[a]). Then
|τ [a]| < |σ[a]| and define τ = τσ,a to be the partition with n-core κ, and
n-quotient (σ0, σ1, . . . , σ[a]−1, τ [a], σ[a]+1, . . . , σn−1).
Example 3.4. Let σ = (8, 3, 3, 1, 1) and consider its abacus dis-
play as in the above example. We can see that if we take [a] = 4,
σ[a] = σ4 = (1) 6= ∅. Hence, we may let τ 4 = ∅ and form τ which is
the partition with 5-core (3, 3), and 5-quotient (∅, ∅, ∅, ∅, (1)). That is,
τ = (2, 2, 2).
Lemma 3.5. If σ ∈ P∗κ with n-quotient (σ0, σ1, . . . , σn−1) and σ[a] 6=
∅ for some integer a with 1 ≤ a ≤ n−1, let τ be defined as in Definition
3.3 with n-quotients (τ 0, τ 1, . . . , τn−1). Then, on the abacus display of
τ , we have the following properties (note that dτi = d
σ
i for all i and
hence we can suppress the notation to di):
(i) for any integer i such that 0 ≤ i ≤ a− 3,∑a−1
r=i+1 d[r] + 1− |τ [i]| − |τ [i+1]| − |τ [a−1]| − |τ [a]| ≥ 1,
(ii) for any integer j such that a+ 2 ≤ j ≤ n − 1,∑j
r=a+1 d[r] + 1 − |τ [a]| − |τ [a+1]| − |τ [j]| − |τ [j+1]| ≥ 1,
(iii) d[a−1] + 1 − |τ [a−2]| − |τ [a−1]| − |τ [a]| ≥ 1,
(iv) d[a+1] + 1 − |τ [a]| − |τ [a+1]| − |τ [a+2]| ≥ 1, and,
3. v-DECOMPOSITION NUMBERS 21
(v) d[a] + 1− |τ [a−1]| − |τ [a]| − |τ [a+1]| ≥ 1.
Proof. (i) Let i be an integer with 0 ≤ i ≤ a − 3. We first
note that for all i, we have τ [i] = σ[i] and so |τ [i]| + |τ [i+1]| ≤
d[i+1] + 1 by condition (i) of Definition 3.1.
If for some i, either |τ [a−1]|+|τ [a]| < d[a−1] or |τ [i]|+|τ [i+1]| <
d[i+1] + 1, then,
a−1∑
r=i+1




d[r] + (d[a−1] − |τ [i]| − |τ [i+1]|)
+ (d[i+1] + 1 − |τ [a]| − |τ [a+1]|)
≥ 1.
Otherwise, both |τ [a−1]| + |τ [a]| ≥ d[a−1] and |τ [i]| + |τ [i+1]| =
d[i+1] + 1. Since d[a−1] ≤ |τ [a−1]| + |τ [a]| < |σ[a−1]| + |σ[a]| ≤
d[a−1] + 1, we must have that |σ[a−1]| + |σ[a]| = d[a−1] + 1 and
hence, by condition (2) of Definition 3.1, there must exist an









d[r] + (d[a−1] − |τ [i]| − |τ [i+1]|)
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+ (d[i+1] + 1− |τ [a]| − |τ [a+1]|) + d[k]
≥ 1.
(ii) The proof of (ii) is similar to that of (i) and shall be omitted.
(iii) Since |τ [a]| ≤ |σ[a]|−1, and |σ[a−2]|+|σ[a−1]|+|σ[a]| ≤ d[a−1]+1,
we immediately have
d[a−1] + 1− |τ [a−2]| − |τ [a−1]| − |τ [a]|
≥ d[a−1] + 1− |σ[a−2]| − |σ[a−1]| − |σ[a]|+ 1
≥ 1.
(iv) The proof of (iv) is similar to that of (iii) and shall be omitted.
(v) The proof of (v) is similar to that of (iii) and shall be omitted.

With σ ∈ P∗κ and τ as described in Definition 3.3, we want to now




















where in the summand above, µ and ν run over all elements in P with
n-quotients (µ0, µ1, . . . , µn−1) and (ν0, ν1, . . . , νn−1) respectively such
that µ[0] = ν[n−1] = ∅.
Note that even though λ in the summand above runs over all







(ν[i−1])′µ[i] 6= 0 for some (µ0, µ1, . . . , µn−1) and (ν0,
ν1, . . . , νn−1).
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Lemma 3.6. Let σ ∈ P∗κ with n-quotient (σ0, σ1, . . . , σn−1) and
σ[a] 6= ∅ for some integer a with 1 ≤ a ≤ n−1, let τ be defined as in Def-
inition 3.3 with n-quotient (τ 0, τ 1, . . . , τn−1). Then, in the summand









will, on its abacus display, satisfy the following properties:
(i) for any integer i with 0 ≤ i < a− 1,
B[i] <
 G[a−1] if [i] < [a− 1],G[a−1] − 1 if [a− 1] < [i],
(ii) for any integer j with a < j ≤ n− 1
B[a] <
 G[j] if [a] < [j],G[j] − 1 if [j] < [a],
(iii)
B[a−1] <
 G[a] if [a− 1] < [a],G[a] − 1 if [a] < [a− 1],
and by letting k = |σ[a]| − |τ [a]|, when [a − 1] < [a] (resp.
[a] < [a − 1]), we have k bounded below by 1 and above by
G[a] −B[a−1] (resp. G[a] −B[a−1] − 1) (both inclusive).
Proof. We note that on the abacus display of λ, B[i] = n[i] + λ
[i]
1
and G[i] = n[i] − `(λ[i]) + 1.
(i) For all integers i with 0 ≤ i ≤ a− 3 and [i] < [a− 1], we have,
G[a−1] −B[i]
=n[a−1] − `(λ[a−1]) + 1− n[i] − λ[i]1
= (n[a−1] − n[i]) + 1− λ[i]1 − `(λ[a−1])




















d[r] + 1− (|(ν[i−1])′|+ |µ[i]|)− (|(ν[i])′|+ |µ[i+1]|)




d[r] + 1− |τ [i]| − |τ [i+1]| − |τ [a−1]| − |τ [a]|
≥ 1,
by Lemma 3.5.
For all integers i with 0 ≤ i ≤ a− 3 and [a − 1] < [i], we
first note that there must exist an integer k with i < k ≤ a−1
such that [k] < [k − 1]. Thus we have,
G[a−1] −B[i]
= n[a−1] − `(λ[a−1]) + 1− n[i] − λ[i]1





(nr − nr−1) + (nk − nk−1 − 1 + 1) + 1 − λ[i]1 − `(λ[a−1])
















d[r] + 2 − (|(ν[i−1])′|+ |µ[i]|)− (|(ν[i])′|+ |µ[i+1]|)




d[r] + 2 − |τ [i]| − |τ [i+1]| − |τ [a−1]| − |τ [a]|
≥ 2,
by Lemma 3.5.
Similarly, when i = a − 2 we consider first the case when
[a− 2] < [a− 1],
G[a−1] −B[a−2]
=n[a−1] − `(λ[a−1]) + 1− n[a−2] − λ[a−2]1
= (n[a−1] − n[a−2]) + 1 − λ[a−2]1 − `(λ[a−1])
= d[a−1] + 1 − λ[a−2]1 − `(λ[a−1])
≥ d[a−1] + 1 − |λ[a−2]| − |λ[a−1]|
= d[a−1] + 1 − (|µ[a−2]|+ |ν[a−2]|)− (|µ[a−1]|+ |ν[a−1]|)
= d[a−1] + 1 − (|µ[a−2]|+ |(ν[a−2])′|)− (|µ[a−1]|+ |(ν[a−1])′|)
≥ d[a−1] + 1 − (|(ν[a−3])′|+ |µ[a−2]|)− (|(ν[a−2])′|+ |µ[a−1]|)
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− (|(ν[a−1])′|+ |µ[a]|)
= d[a−1] + 1 − |τ [a−2]| − |τ [a−1]| − |τ [a]|
≥ 1,
by Lemma 3.5.
And in the case when [a− 1] < [a− 2],
G[a−1] −B[a−2]
=n[a−1] − `(λ[a−1]) + 1− n[a−2] − λ[a−2]1
= (n[a−1] − n[a−2] − 1 + 1) + 1 − λ[a−2]1 − `(λ[a−1])
= d[a−1] + 2 − λ[a−2]1 − `(λ[a−1])
≥ d[a−1] + 2 − |λ[a−2]| − |λ[a−1]|
= d[a−1] + 2 − (|µ[a−2]|+ |ν[a−2]|)− (|µ[a−1]|+ |ν[a−1]|)
= d[a−1] + 2 − (|µ[a−2]|+ |(ν[a−2])′|)− (|µ[a−1]|+ |(ν[a−1])′|)
≥ d[a−1] + 2 − (|(ν[a−3])′|+ |µ[a−2]|)− (|(ν[a−2])′|+ |µ[a−1]|)
− (|(ν[a−1])′|+ |µ[a]|)
= d[a−1] + 2 − |τ [a−2]| − |τ [a−1]| − |τ [a]|
≥ 2,
by Lemma 3.5.
(ii) The proof of (ii) is similar to that of (i) and shall be omitted.
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(iii) Now since σ ∈ P∗κ, we have, |σ[a−1]|+ |σ[a]|+ |σ[a+1]| ≤ d[a]+1.
Thus, in a similar fashion to the proof of (i), we have,
G[a] −B[a−1]
= d[a] + 1− |τ [a−1]| − |τ [a]| − |τ [a+1]|
= d[a] + 1− |σ[a−1]| − |τ [a]| − |σ[a+1]|
≥|σ[a]| − |τ [a]|
≥ 1,
when [a− 1] < [a], and,
G[a] −B[a−1]
= d[a] + 2− |τ [a−1]| − |τ [a]| − |τ [a+1]|
= d[a] + 2− |σ[a−1]| − |τ [a]| − |σ[a+1]|
≥|σ[a]| − |τ [a]|+ 1
≥ 2,
when [a] < [a− 1].

The conditions of Lemma 3.6 provide the hypothesis of the follow-
ing lemma:
Lemma 3.7. Let λ be a partition with n-core κ, and n-quotient
(λ[0], λ[1], . . . , λ[n−1]). Suppose that in the abacus display of λ, there
exists an integer a with 1 ≤ a ≤ n− 1, such that,
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(i) for any integer i with 0 ≤ i < a− 1,
B[i] <
 G[a−1] if [i] < [a− 1],G[a−1] − 1 if [a− 1] < [i],
(ii) for any integer j with a < j ≤ n− 1
B[a] <
 G[j] if [a] < [j],G[j] − 1 if [j] < [a],
(iii)
B[a−1] <
 G[a] if [a− 1] < [a],G[a] − 1 if [a] < [a− 1].
Then, if k is an integer with
1 ≤ k ≤












where λ(α, β) denotes the partition with n-core κ, and n-quotient ob-
tained from (λ[0], λ[1], . . . , λ[n−1]) by replacing λ[a−1] by α, and λ[a] by β,
while keeping all other λ[i] unchanged.
Proof. We first note that cα
λ[a−1](j) = 0 unless α is obtained from
λ[a−1] by adding j nodes in distinct columns of the Young diagram of
λ (in which case cα
λ[a−1](j) = 1), while c
β
λ[a](1k−j) = 0 unless β is obtained
from λ[a] by adding k − j nodes in distinct rows of the Young diagram
of λ (in which case cβ
λ[a](1k−j) = 1).
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where α, and β run over all partitions such that cα
λ[a−1](j) 6= 0 and
cβ
λ[a](1k−j) 6= 0.
It is also crucial to note that by a suitable choice in the number of
beads used in the abacus display for λ, we can permute the components
of the n-quotient cyclically. Thus, without a loss of generality (and suit-
able renaming), we may assume that λ0 = λ[a−1] (i.e. [a− 1] = 0).
Now, in applying Lemma 2.27 repeatedly, we will obtain Fa,k =∑
vlλ(vt−1), where we sum over all sequences
(λ,λ(u1 + 1), . . . , λ(u0), λ(u2 + 1), . . . , λ(u1), . . . , λ(us + 1), . . . , λ(us−1),
λ(v1 + 1), . . . , λ(v0), λ(v2 + 1), . . . , λ(v1), . . . , λ(vt + 1), . . . , λ(vt−1))
such that λ
u1+1:k−−−−→ λ(u1 + 1) and λ(c) d:k−→ λ(d) for c and d according
to the above sequence.





One can see that the action of gu1 on λ is to shift k addable beads
from runner u1 to runner u1+1 and then k addable beads from runner
u1 + 1 to runner u1 + 2 and so on until we reach runner n − 1. Then
we move down a row to runner 0 forming λ(u0) = λ(0). Subsequently,
the application of gui+1 on λ(ui−1) simply shifts k addable beads from
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runner ui+1 to the next runner and so on until runner ui, forming λ(ui)
for all i with 1 ≤ i ≤ s− 1.
Similarly, the action of gv1 on λ(us−1) is to shift k addable beads
from runner v1 to runner v1+1 and then k addable beads from runner
v1 + 1 to runner v1 + 2 and so on until we reach runner a, forming
λ(v0) = λ(a). Subsequently, the application of gvi+1 on λ(vi−1) simply
shifts k addable beads from runner vi+1 to the next runner and so on
until runner vi, forming λ(vi) for all i with 1 ≤ i ≤ t− 1.
With a little thought, we can see that the overall net effect is to
shift the same set of k addable beads from runner [a] down a row to
runner 0 and then back to runner [a]. And because of conditions (ii)
and (iii), the initial position of each bead must lie between rows G0−1
and B[a] (both inclusive). We note also that at the end of all the shifts,
all runners except runner 0 and runner [a] would have remained un-
changed.
So, in essence, we need only consider shifting k addable beads di-
rectly from runner [a] down a row to runner 0, and then directly back
to runner [a], bypassing all other runners.
Keeping the above in mind, we now look at the possible scenarios
of shifting a string of w ≤ k consecutive beads from runner [a] down a
row and directly to runner 0.
















We first observe that every bead initially on runner 0 in λ that is
not addable in λ will likewise not be addable in λ(us−1) unless that
bead is at position ∗ as shown in the diagram above.
Suppose there is a bead at position ∗ on, say, row x. We would now
like to consider when there would be a bead at position # on, say, row
y. Now since w ≤ k ≤ G[a] − B0, we have y = x+ w ≤ B0 + w ≤ G[a]
with the equality being achieved only when w = k = G[a] − B0. This
means that if there is a bead at ∗, there must also be one at # unless
in the exceptional case where w = k = G[a] −B0.
Ignoring the exceptional case for now, shifting any string of w beads
will make at most w beads addable. However, we would need to pro-
duce at least w addable beads in λ(us−1), which implies that ∗ and #
are either both contain beads or are both empty.
In the case where there are beads both at positions ∗ and #, we
have the following diagrams for the entire shift:























As one can easily see from the above diagrams, such a scenario re-
sults in a net effect of shifting the bead at position ∗ on row x down
the runner to row x + w. We shall call this type of shift a “Type (I)
move” of w rows.
In the case where both positions ∗ and # are empty, we have the























As one can easily see from the above diagrams, such a scenario re-
sults in a net effect of shifting the bead on row x of runner [a] down
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the runner to row x + w. We shall call this type of shift a “Type (II)
move” of w rows.
In the exceptional case where there is a bead at ∗ but none at #,

















We see that in this case, there are k+1 addable beads on runner 0 of
λ(us−1) but we only need k of them. We thus consider all the different
choices of the k beads to shift out of the k+1 of them. If there is a bead
at position ∗ in λ(vt−1), then we see that this move is similar to that of
a Type II move of k rows. Likewise, if position # is empty in λ(vt−1),
then we see that this is similar to that of a Type I move of k rows.
If there is a bead m rows below position ∗ in λ(vt−1), then this corre-
sponds to a Type I move of m beads, and a Type II move of k−m rows.
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Hence, in general, λ(vt−1) is obtained through a combination of
Type I and Type II moves.
Now it is clear that every λ(vt−1) obtained through Type I and
Type II moves is expressible as λ(α, β). We would thus now like to
show that the converse is also true.
Suppose that a Type I move is required to obtain λ(α, β) from λ
and suppose this involves the shifting of a bead from, say row C to say
row D of runner 0. Note that all beads that are moved must initially
lie between rows G0 − 1 and B[a] both inclusive as previously stated.
Hence, D − 1 ≤ B[a] and so by condition (ii), for all runners [i] with
a ≤ i ≤ n− 1, the positions between rows C and D − 1 must contain
beads. Similarly, C ≥ G0 − 1 and by conditions (i) and (iii), for all
runners [i] with 0 ≤ i ≤ a − 1, the positions between rows C + 1 and
D must be empty.
Suppose that a Type II move is required to obtain λ(α, β) from
λ and suppose this involves the shifting of a bead from, say row C
to say row D of runner [a]. Again, because all beads that are moved
must initially lie between rows G0−1 and B[a] both inclusive, we have,
C + w − 1 ≤ B[a] and so by condition (ii), for all runners [i] with
a ≤ i ≤ n − 1, the positions between rows C and C + w − 1 must
contain beads. Similarly, C ≥ G0 − 1 and by conditions (i) and (iii),
for all runners [i] with 0 ≤ i ≤ a− 1, the positions between rows C +1
and C + w must be empty.
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Thus, λ(α, β) will be expressible as λ(vt−1) as long as the ending
position of each Type I move lies at least a row above the ending po-
sition of each Type II move (otherwise it will inhibit the movement of
beads). However, this is clearly the case by our choice of k.








the sum is that which we require.
All that is left now is to find the exponent of v. We begin by first
noting that unless a Type I move is involved, N(
i+1:k−−−→)+ and N( i:k−→)−
are equal and thus cancel each other out.
And, for a Type I move of w rows, N(
i+1:k−−−→)+ and N( i:k−→)− are
still equal for all runners except for i = 0. Hence we evaluate N(
i+1:k−−−→























We observe that the bead at position on the same row as # on
runner 0 does not contribute to N(
0:k−→)− but does for N( 1:k−→)+. Also,
the top bead is not counted in N(
1:k−→)+ but is in N( 0:k−→)−. Hence,
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N(
1:k−→)+ −N( 0:k−→)− = w, and so the exponent of v is simply v|α|−|λ0|.

We are now ready to prove the main proposition of this chapter.
Proposition 3.8. Let σ ∈ P∗κ with n-quotient (σ0, σ1, . . . , σn−1)
and σ[a] 6= ∅ for some integer a with 1 ≤ a ≤ n − 1. Further, let τ be
defined as in Definition 3.3 with n-quotients (τ 0, τ 1, . . . , τn−1) and set







where τη denotes the partition obtained from τ by replacing τ
[a] by η.




















where in the summand above, µ and ν run over all elements in P with
n-quotients (µ0, µ1, . . . , µn−1) and (ν0, ν1, . . . , νn−1) respectively such
that µ[0] = ν[n−1] = ∅.


























































Now since λ, α, β runs through all partitions, we let ρ be a partition
with n-core κ and n-quotient (ρ0, ρ1, . . . , ρn−1). Then taking ρ as some
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And if we rename µ[a]and ν[a−1] on the right hand side by δ and γ


























Now, note that because of the presence of the term cγ
(j)ν[a−1] on the
left hand side of the equation, we need only consider all the partitions
ν[a−1] such that |ν[a−1]|+ j = |γ| in the sum on the left. Hence, we are























However we already know this to be true from Lemma 2.30(iii), and so
we are done. 
CHAPTER 4
Decomposition Numbers
In this chapter, we provide an analogy of the results obtained in
[7].
Lemma 4.1. Let λ ∈ P∗κ and suppose λ has n-quotient (λ0, λ1, . . . ,
λn−1). Then for any integers i and j with 0 ≤ i < j ≤ n− 1, we have
B[i] ≤
 G[j] if [i] < [j],G[j] − 1 if [j] < [i].
Proof. This proof is entirely analogous to that of Lemma 3.6 and
shall be omitted. 
Lemma 4.2. Suppose λ ∈ P∗κ and let s(λ) = (c1, c2, . . . , cw) be its in-
duced n-sequence. Then, ci+1 ≤R ci for all integers i with 1 ≤ i ≤ w−1
(x denotes the residue class of the integer x modulo n).
Proof. The lemma is clear by Lemma 4.1 and Lemma 2.13(ii).

Proposition 4.3. Suppose λ, µ ∈ P∗κ with λ ≈ µ. Let τ ∈ P such
that λ→ τ and λ 6≈ τ . Then τ p µ, and in particular, τ J µ.
Proof. Suppose that λ
σ−→ τ . By a suitable choice in the number
of beads used, let σ be obtained from λ by shifting a bead at position
40
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x on row X of runner 0 up M rows. Then let τ be obtained from σ by
shifting a bead at position y−Mn on row Y −M of runner i down M
rows. Note that because λ
σ−→ τ , we have x < y and X ≤ Y .
We first observe that 0 6= i because λ 6≈ τ . Then suppose, for the
sake of contradiction, that i <R 0. By Lemma 4.1,
Y −M ≤ B[i] < G[0] ≤ X −M
which is a contradiction since X ≤ Y . Thus, we must have 0 <R i.
Then, by Lemma 2.13(iii), we have,
s(λ) = s(σ) unionsq (x, x− n, . . . , x− (M − 1)n)
s(τ ) = s(σ) unionsq (y, y − n, . . . , y − (M − 1)n)
We now let s(λ) = (l1, l2, . . . , lw) and choose r to be the smallest
index such that position lr is on runner 0. Then for every integer s
with s < r, we have ls <R 0 by Lemma 4.2, so that l1, l2, . . . , lr−1 are
all terms of s(σ).
Now suppose that s(µ) = (m1,m2, . . . ,mw). Since λ ≈ µ, we have
that mt = lt for all t with 1 ≤ t ≤ w by Lemma 4.2. More importantly,
for all integers s with s < r, we have ms <R 0.
If we let ρ denote the partition obtained from µ by replacing µ[k] by
λ[k] for all integers k with i+ 1 ≤ k ≤ n− 1, then ρ ∈ P∗κ since λ ≈ µ
and λ, µ ∈ P∗κ. Then, we also have that s(ρ) = (l1, l2, . . . , lr−1,mr,
4. DECOMPOSITION NUMBERS 42
mr+1, . . . ,mw) by Lemma 4.2 again.
By looking at the abacus display of ρ, we see that mr is the position
of the last bead on runner 0 and thus, must be above or at most on
the same row as that of position y on runner i. Thus, mr is less than
r terms in s(τ ), namely l1, l2, . . . , lr−1, y and hence µ p τ .

Corollary 4.4. Suppose λ, µ ∈ P∗κ with λ ≈ µ. If l = 0 or l is
greater than the size of each constituent of the n-quotient of λ, then,
dlλµ = δλµ
where δλµ is the Kronecker Delta function.
Proof. It is clear the dlλµ = 1 when λ = µ. Thus we assume that
λ 6= µ. And by Theorem 2.25, we are reduced to showing that Jλµ = 0.
Now by Proposition 4.3, for all τ such that λ → τ and λ 6≈ τ ,
we have that τ J µ, which by Lemma 2.26, means that dlτµ = 0.
Furthermore, since l is either 0 or greater than the size of each con-
stituent of the n-quotient of λ, we always have νl(hλσ) = 0. Thus,
Jλµ =
∑
σ,τ (−1)lλσ+lτσ+1dlτµ, where τ and σ run over all partitions such
that λ
σ−→ τ and λ ≈ τ .
Now, for a fixed τ with λ
σ−→ τ and λ ≈ τ , suppose that τ is
obtained from λ by moving a bead from position x to x −Mn and a
bead from position y −Mn to y. In this scenario, there are only two
possible choices for σ: say σ1 and σ2. Let σ1 (resp. σ2) be the partition
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obtained by moving the bead at position x (resp. y−Mn) to x−Mn.
Without loss of generality, we may assume that x < y −Mn because
if x > y−Mn then relabel x by y−Mn and vice-versa. Thus we have
from σ1,
lλσ1 + lτσ1 + 1
= 1+ number of beads strictly between x−Mn and x on σ1
+ number of beads strictly between y −Mn and y on σ1.
However, from σ2, we have,
lλσ2 + lτσ2 + 1
= 1+ number of beads strictly between x−Mn and y −Mn on σ2
+ number of beads strictly between x and y on σ2
= 1+ number of beads strictly between x−Mn and x on σ2
+ number of beads strictly between x and y −Mn on σ2 + 1
(to account for counting the bead at x)
+ number of beads strictly between x and y −Mn on σ2
+ number of beads strictly between y −Mn and y on σ2 + 0
(to account for the absence of a bead at y −Mn)
= number of beads strictly between x−Mn and x on σ1
+ number of beads strictly between y −Mn and y on σ1
+2k + 2
(where k=number of beads strictly between x and y −Mn on σ2)
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Thus, lλσ1+lτσ1+1 and lλσ2+lτσ2+1 will differ in parity and ultimately
the contributions by σ1 and σ2 to Jλµ will cancel each other out. Hence,
Jλµ = 0. 
CHAPTER 5
Main Results
In this final chapter, we provide a proof that the formula in [1] holds
for all partitions in P∗κ and also that their corresponding decomposition
numbers for the q-Schur algebras are independent of the characteristic
of the underlying field as long as that characteristic is large enough.
Theorem 5.1. If σ ∈ P∗κ, then G(σ) = H(σ).
Proof. To prove the theorem, we need to show that H(σ) satis-
fies the two properties that characterises G(σ). Since it is obvious that
H(σ)−σ ∈⊕λ∈P vQ[v]λ, we need only show that H(σ) is bar-invariant
when σ ∈ P∗κ. We proceed via induction. Firstly, G(κ) = κ = H(κ) as
proven by Lascoux, Leclerc and Thibon [4]. So let us choose |σ| > |κ|,
and suppose G(τ ) = H(τ ) for all τ ∈ P∗κ satisfying either |τ | < |σ| or
τ < σ. Let (σ0, σ1, . . . , σn−1) be the n-quotient of σ.
If there exists an integer a with 1 ≤ a ≤ n−1 such that σ[a] 6= ∅. Let
τ and k be defined as in Definition 3.3. Since |τ | < |σ|, by our induction
hypothesis, H(τ ) = G(τ ), or more importantly here, H(τ ) = H(τ ).
Since Fa,k is bar-invariant, we have Fa,k(H(τ )) = Fa,k(H(τ )).
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τη ∈ P∗κ for all η such that cητ [a](1k) 6= 0. Thus, in the summand above,
τη ≤ σ and H(σ) only appears once.
Note that Fa,k(H(τ )) and all its summands H(τη) with τη 6= σ are
bar invariant by our induction hypothesis. Hence H(σ) must likewise
be bar-invariant and so G(σ) = H(σ).
Now suppose σ[i] = ∅ for all i with 1 ≤ i ≤ n − 1. We recall that
G(σ) =
∑
λ∈P dλσ(v)λ. However, by Theorem 2.24(iii), we need only
consider λ ∈ P that has n-core κ, and satisfies λ  σ. Thus, let λ
be such a partition with n-quotient (λ0, λ1, . . . , λn−1) and note that in
this case, one can easily see that λ[i] = ∅ for all i with 1 ≤ i ≤ n − 1.
This means that λ ≈ σ, and by Corollary 4.4, d0λσ = 0 unless λ = σ.
Since dλσ(1) = d
0
λσ and dλσ(v) ∈ vN0[v] by Theorem 2.24, we thus have
dλσ(v) = 0 if λ 6= σ and so G(σ) = σ. However we note that upon
evaluation, H(σ) = σ and hence, G(σ) = σ = H(σ). 
The proposition below is a reformulation of Proposition 4.6 of [7]:






















= dlτσi for all τ and i.
















for all λ such that l > max0≤i≤n−1(|σi|).
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Proof. Let λ have n-core κ and n-quotient (λ0, λ1, . . . , λn−1). Sup-
pose also that l > max0≤i≤n−1(|σi|).
Then first we assume that σ[i] = ∅ for all integers i with 1 ≤ i ≤
n−1. If there exists an integer a with 1 ≤ a ≤ n−1 such that λ[a] 6= ∅,
then λ 5 σ and so dlλσ = 0 = d0λσ. Otherwise, λ[i] = ∅ for all integers
i with 1 ≤ i ≤ n − 1. In this case, λ ≈ µ, so that dlλσ = δλσ = d0λσ by
Corollary 4.4.
Now if σ[a] 6= ∅ for some a with 1 ≤ a ≤ n − 1, then we define
τ and k as in Definition 3.3 and so G(σ) occurs exactly once in the
summand of Fa,k(G(τ )). Furthermore, if G(α) and G(β) are summands
of Fa,k(G(τ )), then α ≈ β, so that dlαβ = δαβ = d0αβ, by Corollary 4.4.
The theorem thus follows from Proposition 5.2 by induction. 
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