Starshapedness and convexity in Carnot groups and geometry of Hormander vector fields by Filali, Doaa
Starshapedness and Convexity in
Carnot Groups and Geometry of
Ho¨rmander Vector Fields
Doaa Filali
Advisor: Dr. Federica Dragoni
A thesis presented for the degree of
Doctor of Philosophy
Cardiff University
Mathematic Department
2018
Contents
Intoduction. 3
I Riemannian and Sub-Riemannian Manifolds 9
1 Riemannian manifolds. 11
1.1 Topological Manifolds. . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Riemannian metric and geodesics. . . . . . . . . . . . . . . . . . 27
2 Sub-Riemannian manifolds. 35
2.1 Main definitions and examples. . . . . . . . . . . . . . . . . . . 36
2.2 Geodesics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3 An example of geometry not satisfying the Ho¨rmander condition. 57
2.3.1 Equation of geodesics. . . . . . . . . . . . . . . . . . . 62
2.3.2 The Ho¨rmander condition is not satisfied. . . . . . . . 66
2.3.3 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . 67
3 Lie algebras and Carnot groups. 69
3.1 Lie groups and Lie algebras. . . . . . . . . . . . . . . . . . . . . 69
3.2 Carnot groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.1 Some basic algebraic topology notions. . . . . . . . . . 73
3.2.2 Carnot groups. . . . . . . . . . . . . . . . . . . . . . . 75
3.3 The homogenous distance. . . . . . . . . . . . . . . . . . . . . . 79
3.4 Manifold structure vs Lie algebra structure. . . . . . . . . . . . 80
II Starshapedness and Convexity 85
4 Convexity in the Euclidean space vs. Carnot groups
and sub-Riemannian geometries. 87
4.1 Euclidean convexity. . . . . . . . . . . . . . . . . . . . . . . . . 88
2
CONTENTS 3
4.1.1 Convex functions. . . . . . . . . . . . . . . . . . . . . . 88
4.1.2 Convex sets. . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2 Convexity in Carnot groups. . . . . . . . . . . . . . . . . . . . . 97
4.2.1 Convex functions in Carnot groups. . . . . . . . . . . . 98
4.2.2 Convexity of sets in Carnot groups. . . . . . . . . . . . 101
4.3 Convexity in Ho¨rmander vector fields geometries. . . . . . . . . 101
4.3.1 Convex functions in Ho¨rmander vector fields geometries.101
4.3.2 Convexity of sets in Ho¨rmander vector field geometries. 109
4.3.3 X−convex functions vs X−convex sets. . . . . . . . . . 110
5 Starshaped sets. 117
5.1 Starshaped sets in the Euclidean Rn. . . . . . . . . . . . . . . . 117
5.1.1 Starshapedness for sets with boundary. . . . . . . . . . 123
5.1.2 Characterisations of Euclidean starshaped sets. . . . . 126
5.1.3 Starshaped hull. . . . . . . . . . . . . . . . . . . . . . . 127
5.2 Carnot groups and general sub-Riemannian manifolds. . . . . . 129
5.2.1 Strongly G-starshaped sets. . . . . . . . . . . . . . . . 130
5.2.2 A geometrical characterisation at the boundary. . . . . 135
5.2.3 G-starshaped hull. . . . . . . . . . . . . . . . . . . . . 137
5.2.4 Weakly G-starshaped sets. . . . . . . . . . . . . . . . . 142
5.2.5 A geometric characterisation at the boundary. . . . . . 144
5.3 Relations between the different notions of starshapedness. . . . . 146
5.3.1 Euclidean starshaped sets vs stronglyG-starshaped
sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.3.2 StronglyG-starshaped sets vs weaklyG-starshaped
sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.3.3 Weakly G-starshaped sets vs Euclidean star-
shaped sets. . . . . . . . . . . . . . . . . . . . . . . . . 153
5.3.4 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . 154
5.4 Convex sets and their relations with strongly and weakly
G-starshapedness. . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6 Conclusion. 159
Bibliography 168
4 CONTENTS
Introduction.
Sub-Riemannian geometries are very important, not only for a pure mathe-
matics point of view but also for the many applications in physics (see [73]), in
economics (see e.g [76]), in biology and image processing (for example visual
vertex model by Citti-Sarti [33]).
Sub-Riemannian geometries are manifolds where the Riemannian metric is de-
fined only on subbundle of the tangent bundle, and this leads to constrains on
the allowed directions when moving on the manifold. In particular, we look at
the case when the distribution generating the subbundle satisfies the bracket
generating condition (see Definition 2.1.1). This implies that, even if some
directions are forbidden, we can still move everywhere on the manifold. Un-
like the Riemannian case, these geometries are not equivalent to the Euclidean
space at any scaling, and presents substantial differences w.r.t. more known
Riemannian case (see Section 2.2).
In this thesis, we first study sub-Riemannian manifolds, focusing on geodesics
and the relations between the geodesic distance and the bracket generat-
ing condition (see Section 2.3). In particular, an important subcase of sub-
Riemannian manifolds is given by the case of Carnot groups. Carnot groups
are non-commutative stratified nilpotent groups where a much richer struc-
ture is available. Then many notions, that can be introduced and studied in
Carnot groups, cannot be extended to more general sub-Riemannian geome-
tries, for example: the homogenous distance (see Definition 3.3), the strongly
G−starshapedness (see Definition 5.2.1) and many others. The most important
example of a Carnot group is the Heisenberg group. We study this geometry
in detail, and use it as a reference model to show many results explicitly.
To work on more general sub-Riemannian manifolds, we use the vector field
structure, which is deeply connected to a control theory point of view; they
allow us to study several results also in sub-Riemannian manifolds.
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The aim is to study geometric properties in Carnot groups and extend them
whenever possible to more general sub-Riemannian structures. Geometrical
properties for sets are an important tool in many areas of mathematics. In
particular, they have important applications to the study of PDE’s problems.
In this thesis, we focus on two specific geometrical properties of sets: convexity
and starshapedness.
In the Euclidean space, it is very well-known that starshapedness and con-
vexity are deeply connected. Several generalisations of these notions in this
geometrical context are possible, and they are not always equivalent to each
other. For example, geodesic convexity is very used in the context of Rieman-
nian manifolds, but cannot be applied to Carnot groups and sub-Riemannian
geometries (see Monti-Rickly [74]).
Danielli-Garofalo-Nhieu [39] and Manfredi-Stroffolini-Lu-Juutinen [61] intro-
duced the concept ofH−convexity ( also named horizontal convexity) for func-
tions defined in Carnot groups. Later, Bardi-Dragoni [10, 11, 12] developed a
more general definition for convex functions in the setting of sub-Riemannian
manifolds by using the idea of convexity along vector fields. In this framework,
we apply the notion of convexity along vector fields to sets. We also gener-
alise some relationships between convex sets and convex functions, that were
already known in the case of Carnot groups (see [39]) to more general geome-
tries of vector fields: the properties for level sets and for indicator functions
(see Theorems 4.3.3 and 4.3.5), and the characterisation by the epi-graph (see
Theorem 4.3.4).
Moreover, we investigate the notion of starshaped sets, also known as starlike
sets: we can say that starshaped sets satisfy the same geometric characteri-
sation of convex sets, like level sets and starshaped hull but not w.r.t. all its
interior points. Starshaped sets are not yet completely understood in Carnot
groups and sub-Riemannian manifolds. So we first consider the nature of
starshapedness in Carnot groups. We consider two different notions of star-
shaped sets in Carnot groups: the first one is called stronglyG−starshapedness
and the second one is called weakly G−starshapedness (see Definitions 5.2.1
and 5.2.4), by considering, respectively, the anisotropic dilations associated to
Carnot groups for the first and the concept of curves with constant horizontal
velocity w.r.t. given vector fields for the second one; the second definition thus
working also in general sub-Riemannian geometries. More precisely, in the
definition of strongly G−starshapedness, we have two different cases: the first
7one when the set Ω is strongly G−starshaped w.r.t. the origin 0 ∈ Ω which
means that Ω satisfies the following condition:
δt(Ω) ⊆ Ω, ∀ t ∈ [0, 1], (1)
where δt(Ω) =
{
δt(P ) ∈ G : P ∈ Ω
}
. In the second case when Ω is strongly
G−starshaped w.r.t. any generic point P0 ∈ G, this means that the left-
translated set Ω′ := LP0(Ω) = {Q ∈ G : Q = (−P0) ◦ P, for some P ∈ Ω}
is strongly starshaped w.r.t. 0, i.e. (1) holds for Ω′.
As an example, we apply these two notions on the Heisenberg group, where
the dilations are given by:
δt(Ω) =
{
δt(P ) = (tx1, ..., tx2n, t2x2n+1) : P ∈ Ω ⊆ R2n+1
}
,
i.e. they are Euclidean in all the components except the last one, where in-
stead they scale as t2.
We say that the open set Ω is weakly G−starshaped w.r.t. P0 (see Definition
5.2.4) if and only if, for all Q belonging to the X−plane, denoted by VP0 (see
Definition 4.3.2), the X−line segment joining P0 and Q (see Definition 4.3.1)
all belongs to Ω.
Note that the definition of weakly G-starshaped is a weaker notion than that
of strongly G−starshaped (see Example 5.3.3). Moreover, X−lines in the sub-
Riemannian manifolds can turn out to be (Euclidean) straight lines as in the
case of the Heisenberg group H1 (see Example 4.3.1), or more general smooth
curves: for example in the Grusˇin plane they are parabolas (see Example 4.3.3).
We study the mutual relations between these two new notions in Carnot
groups, and their relations w.r.t. the standard Euclidean starshapedness.
We find counterexamples to prove that, unlike the standard Euclidean case,
strongly G−starshapedness and weakly G−starshapedness are not equivalent,
and both differ from the standard Euclidean notion (see Section 5.3).
In particular, strongly G−starshapedness is a very interesting geometrical
property connected with the natural rescaling defined on Carnot groups but,
as down side, when it holds w.r.t. any internal points, it is not equivalent
to H−convexity. On the other hand weakly G−starshapedness w.r.t. each
internal points is indeed equivalent to the notion of convexity introduced by
Bardi-Dragoni, and so to H−convexity too, but it is a very week property
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that for example seems to be not preserved by the level sets of solutions of
PDEs defined on starshaped rings, while instead strongly G−starshapedness
is preserved in this kind of PDE problems (see [46, 38]).
In Chapter 1 we recall some basic notions of topological manifolds. Then
we introduce the Riemannian manifolds, and give a brief description of their
geodesics and some examples.
In Chapter 2 we introduce sub-Riemannian manifolds and give a definition of
vector fields satisfying the Ho¨rmander condition. We also look at some very
important examples like: the Heisenberg group, the Grusˇin plane, the Engel
group and others. We spotlight some important differences between Rieman-
nian and sub-Riemannian manifolds: in particular we focus on geodesics and
the relations between minimizing geodescis and solutions of the equation of
geodesics. We solve, in detail, the geodesic equations in the 1-dimensional
Heisenberg group H1. At the end of the chapter, we study a geometry which
does not satisfy the Ho¨rmander condition, but still has a finite geodesics dis-
tance (i.e. it is always possible to connect any two points by admissible curves).
In Chapter 3 we give a short introduction about Lie groups, Lie algebras and
Carnot groups. Also, we explicitly study the connection between the struc-
tures of Lie groups and the manifold structure, in both the Heisenberg group
and the Engel group.
In Chapter 4 we start by recalling the notion of convexity in the Euclidean
space, and then how the notion has been generalized to Carnot groups, and
also to general sub-Riemannian manifolds and geometries of vector fields on
Rn. Also, we study the properties for level sets and the characterisation by
the epi-graph.
In Chapter 5 we introduce the notion of starshaped sets in the Euclidean set-
ting then in Carnot groups and in the more general case of geometry of vector
fields (that include the Ho¨rmander case). Next we investigate the relations be-
tween the different notions that we have introduced and explain that by using
many examples. Furthermore we study how all these notions of starshaped
sets are related to convex sets in the Euclidean space and Carnot groups.
Finally, in Chapter 6 we give a short summary of the all results we obtain in
this thesis and were they will be published.
Part I
Riemannian and
Sub-Riemannian Manifolds
9

Chapter 1
Riemannian manifolds.
In this chapter we introduce some important basic notions that we will need
later. The literature of Riemannian manifolds is extremely large. We in par-
ticular, refer the reader to [1, 23, 65, 66, 67, 68, 90].
1.1 Topological Manifolds.
Definition 1.1.1. Let M be a nonempty set. A topology on M , or usual
topology if M = Rn, is a collection τ of subsets of M , called open subsets,
satisfying:
1. ∅ and M ∈ τ ,
2. ⋃
i∈I
Ui ∈ τ, ∀ Ui ∈ τ, ∀ I ⊆ R.
3.
n⋂
i=1
Ui ∈ τ, ∀ Ui ∈ τ for i = 1, 2, .., n.
We call the pair (M, τ) a topological space, or simply saidM is a topological
space.
Example 1.1.1.
1. M1 = Rn with the usual open sets is a topological space.
2. M2 = {1, 2, 3}, with:
11
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(i) τ1 = {M2, ∅} is always a trivial topological space.
(ii) τ2 = {M2, ∅, {1}} is a topological space.
(iii) τ3 = {M2, ∅, {1}, {2}} is not a topology on M2, because {1}∪{2} =
{1, 2} /∈ τ3.
(iv) τ4 = {M2, ∅, {1}, {1, 2}} is a topological space since {1} ∪ {1, 2} =
{1, 2} ∈ τ4 and {1} ∩ {1, 2} = {1} ∈ τ4.
Definition 1.1.2. Let M1,M2 be two topological spaces and define the pre-
image function φ−1 of φ : M1 → M2 as φ−1 : M2 → M1 with φ−1(U2) = U1,
where U1, U2 are open subsets in M1,M2 respectively.
φ is called continuous if for each open subset U2 inM2 the pre-image φ−1(U2) =
U1 is open in M1.
Example 1.1.2. Consider the sets M1 = {1, 2, 3} and M2 = {1, 2} both with
the topology τi =
{
Mi, ∅, {1}
}
, for i = 1, 2, given in Example 1.1.1. Define
φ : M1 →M2 then φ is always continuous as long as 1 7→ 1.
Definition 1.1.3. Let M and M2 be two topological spaces. A continuous
bijective function φ : M1 →M2 with continuous inverse is called homeomor-
phism and we say that M1,M2 are homeomorphic.
Example 1.1.3.
1. Consider (R, τ), where the topology τ =
{
(−a, a) : a > 0
}⋃{∅,R}. If
we take:
(i) φ1 : (R, τ)→ (R, τ) with x 7→ x+1, then for an open set U = (−a, a)
in R we can see that the pre-image of φ−11 (U) = (−a − 1, a − 1) is
not open, which means φ1 is NOT continuous. In fact if we take
a = 12 > 0 then:
φ−11
((
−12 ,
1
2
))
=
(
− 32 ,−
1
2
)
/∈ τ.
(ii) φ2 : (R, τ)→ (R, τ) with x 7→ x2, then for the open set U = (−a, a)
in R we can see that the pre-image of φ−12 (U) =
(
− √a,√a
)
is
open, which means φ2 is continuous.
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2. Let M = {1, 2, 3} with the topology τ4 =
{
M, ∅, {1}, {2}, {1, 2}, {2, 3}
}
.
If we take φ : (M, τ2)→ (M, τ2) with
φ(1) = 2, φ(2) = 1, and φ(3) = 1.
Then we can see that the all pre-images {1} and {2} of φ are open, which
means φ is continuous.
M
V
φ
Rn
U
Figure 1.1: Chart function.
Definition 1.1.4. Let M be a topological space. A chart, or n-dimensional
chart, for M is an homeomorphism function φ : U → V where U is an open
subset in Rn with the usual topology on Rn and V ⊆M .
See Figure 1.1.
Example 1.1.4. Consider the unit circle S1 =
{
(x1, x2) ∈ R2 : x21 + x22 = 1
}
.
Let U =
{
(sin 2pit, cos 2pit) : 0 < t < 1
}
⊂ S1 and define the homeomorphism
function φ as follows:
φ : (0, 1) ⊂ R→ U with t 7→
(
sin 2pit, cos 2pit
)
.
So we can see that φ is a 1-dimensional chart for S1.
Formally, (x1, x2, ..., xn) = φ−1(P ) then we call the n-real numbers x1, x2, . . . , xn,
the coordinates of point P ∈ V ⊂ M. For this reason charts for M can be
called a coordinate system of M .
14 Chapter 1. Riemannian manifolds.
φ1
φ−11 φ−12
φ2
M
V1 V2
U1
Rn
φ−11 ◦ φ2
φ−12 ◦ φ1
U2
Rn
Figure 1.2: Transition functions.
Definition 1.1.5. Let M be a topological space. Define two charts φ1 : U1 →
V1 and φ2 : U2 → V2 for M such that V1 ∩ V2 6= ∅. Then we define the
transition functions F1,2 and F2,1 as
F1,2 : φ−12 (V1 ∩ V2)→ φ−11 (V1 ∩ V2)
F2,1 : φ−11 (V1 ∩ V2)→ φ−12 (V1 ∩ V2),
given respectively by
F1,2(P ) := φ−11 ◦ φ2(P ) and F2,1(P ) := φ−12 ◦ φ1(P ).
The transition functions can also be called change of coordinates.
Remark 1.1.1. Not that to make the charts compatible we require the tran-
sition functions to be homeomorphisms.
Remark 1.1.2. To require that the transition function F1,2 is a homeomor-
phism is equivalent to requiring that the transition function F2,1 is a homeo-
morphism. In fact we can write F1,2 = F−12,1 .
Example 1.1.5 (Stereographic coordinate). Consider the unit circle
S1 =
{
(x1, x2) ∈ R2 : x21 + x22 = 1
}
.
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N
S
φ1(S)
P
Q = φ1(P )
× ×
Figure 1.3: Stereographic projection.
We now construct the function
φ−11 : S1 \ {N} → R with P 7→ φ−11 (P ) = Q,
where Q is defined at the intersection of the line x2 = 0 (x1−axis) with the
unique straight line passing from the North Pole N = (0, 1) and the point
P = (xP1 , xP2 ) ∈ S1 \ {N}, see Figure 1.3.
Now we compute the coordinate the coordinates of Q explicitly. Recall that
the line between N and P is given by
x2 = 1 +
xP2 − 1
xP1
x1.
So we need to find the solution of
x2 = 0,
x2 = 1 +
xP2 − 1
xP1
x1,
(1.1)
for all (xP1 , xP2 ) ∈ S1 \ {N} which implies
x1 =
xP1
1− xP2
.
With abuse of notation we now call the coordinates of P simply (x1, x2) and
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so we can define
u = φ−11 (P ) =
x1
1− x2 . (1.2)
Since P ∈ S1 then
x21 + x22 = 1. (1.3)
From (1.2) we can find
x2 =
x1
u
. (1.4)
Equation (1.4) together with equation (1.3) gives
x21 + 1−
2x1
u
+ x
2
1
u2
= 1.
So
x1 = 0 orx1 =
2u
1 + u2 . (1.5)
Note x1 = 0 implies x2 = ±1 and P = N or P = S so in our case P = S.
Summing up we can write
(x1, x2) =
(
2u
u2 + 1 ,
u2 − 1
u2 + 1
)
.
This coordinates are good for any point on S1 except the North PoleN = (0, 1).
To find chart for N we consider the map
φ2 : R→ S1 \ {S} with u˜ 7→
(
2u˜
u˜2 + 1 ,
1− u˜2
u˜2 + 1
)
,
defined as
(x1, x2) =
(
2u˜
u˜2 + 1 ,
u˜2 − 1
u˜2 + 1
)
.
Again, this coordinate is good for any point on S1 except the South Pole.
Now let V1 = S1 \
{
(0, 1)
}
and V2 = S1 \
{
(0,−1)
}
. Define φ1 and φ2 to be
two charts for S1 as follows:
φ1 : R→ V1 with u 7→
(
2u
u2 + 1 ,
u2 − 1
u2 + 1
)
φ2 : R→ V2 with u˜ 7→
(
2u˜
u˜2 + 1 ,
1− u˜2
u˜2 + 1
)
.
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Obviously φ−11 , φ−12 are given by
φ−11 (x1, x2) = u =
x1
1− x2 ,
φ−12 (x1, x2) = u˜ =
x1
1 + x2
.
Next we want to check that the transition functions are homeomorphism. In
our case
V1 ∩ V2 =
(
S1 \ {N}
)
∩
(
S1 \ {S}
)
= S1 \ {N,S}.
So the transition functions for these charts are
F1,2 : φ−12 (U)→ φ−11 (U) and F2,1 : φ−11 (U)→ φ−12 (U),
(where U = S1 \ {N,S}) with
F1,2(u˜) := φ−11 ◦ φ2(u˜) = φ−11
(
2u˜
u˜2 + 1 ,
1− u˜2
u˜2 + 1
)
=
2u˜
u˜2 + 1
1− 1− u˜
2
u˜2 + 1
= 1
u˜
,
and
F2,1(u) : φ−12 ◦ φ2(u) = φ−12
(
2u
u2 + 1 ,
u2 − 1
u2 + 1
)
=
2u
u2 + 1
1 + u
2 − 1
u2 + 1
= u.
We first need to show that they are homeomorphism so it is enough to show
that both F1,2 and F2,1 are continuous to get that they are homeomorphism.
In fact F1,2(u˜) =
1
u˜
is invertible whenever it is well-defined, i.e. for u˜ 6= 0 and
φ−12 (U) = R \ {0}. We notice that F1,2 = F−12,1 .
Example 1.1.6. Consider M = R2 and let V1 = R2 and V2 = R2 \ {(x1, x2) ∈
18 Chapter 1. Riemannian manifolds.
R2 : x1 < 0, x2 = 0}. Define two charts on R2 as follows:
φ1 : M → V1 with (x1, x2) 7→ (x1, x2),
φ2 : M → V2 with (x1, x2) 7→
(
r =
√
x21 + x22, t = tan−1
(
x2
x1
))
where r and t are the polar coordinates.
We can check that both φ1 and φ2 are homeomorphism easily, since both are
continuous functions and their inverses are continuous also. Now we obtain
the transition functions:
F1,2 : φ−11 ◦ φ2 with (r, t) 7→
(
x1 = r cos t, x2 = r sin t
)
,
F2,1 : φ−12 ◦ φ1 with (x1, x2) 7→ (r, t).
According to Remark 1.1.2 we can easily see that F1,2 = F−12,1 , in fact:
F−12,1 = (φ−12 ◦ φ1)−1(x1, x2)
= φ−11 (φ2(x1, x2))
= φ−11 (r, t)
= (r, t)
= F1,2.
Definition 1.1.6. Consider φ : U1 → U2 a continuous function, where U1, U2 ⊆
Rn. Then:
1. φ is called smooth (or infinitely differentiable), denoted by C∞, if
it is infinitely differentiable.
2. φ is called a diffeomorphism if it is bijective smooth function and also
its inverse is smooth.
Definition 1.1.7. Let M be a topological space. Two charts φ1 : U1 → V1
and φ2 : U2 → V2 for M are compatible if either:
1. U1 ∩ U2 = ∅ or
2. the transition functions F1,2 and F2,1 are diffeomorphisms.
1.1. Topological Manifolds. 19
Definition 1.1.8. LetM be a topological space. An atlas, or n-dimensional
atlas, for M is a collection A of compatible charts φi : Ui → Vi, i = 1, 2, ...m,
such that the union of all the images cover M , i.e.
M =
⋃
i
Vi,
where Vi = φi
(
Ui
)
.
Example 1.1.7. In Example 1.1.5, we can see that φ1 and φ2 are both home-
omorphisms and we have A =
{
V1, V2
}
is a 1-dimensional atlas for S1, where
S1 =
2⋃
i=1
Vi.
Definition 1.1.9. Let M be a topological space then an atlas A for M is
called smooth or differentiable if it is consists of a compatible charts, that
means that all the sets φ−1(Vi
⋂
Vj) are open in M and the transition functions
Fi,j are smooth.
Example 1.1.8. According to Example 1.1.7 we defined an atlas A for the
unit circle S1. We can notice that the same atlas A is a smooth atlas by
checking the charts φ1 and φ2, see Example 1.1.7, are compatible, so:
1. First, by computing the inverse of φ1, we get:
φ−11 : R2 → V1, with (x1, x2) 7→
x1
1− x2 .
2. Secondly, by computing the transition functions F1,2(u) =
1
u
and F2,1(u) =
u are diffeomorphism.
Thus, A is 1- dimensional smooth atlas for S1.
Definition 1.1.10. We say that the topological space M is n-dimensional
smooth manifold if M is endowed with a smooth n-dimensional atlas and
the number n is called the dimension of M .
Example 1.1.9. In Example 1.1.5 we can see that the transition functions
are smooth. We conclude that S1 with the atlas defined in Example 1.1.7 is a
smooth manifold of dimension 1.
Example 1.1.10. Consider the unit sphere
S2 =
{
(x1, x2, x3) ∈ R3 : x21 + x22 + x23 = 1
}
.
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Define the homeomorphisms
φ1 : R2 → V1 where V1 =
{
(x1, x2, x3) ∈ R3 : x1 > 0
}
with (x1, x2) 7→
(√
1− x21 − x22, x1, x2
)
,
φ2 : R2 → V2 where V2 =
{
(x1, x2, x3) ∈ R3 : x1 < 0
}
with (x1, x2) 7→
(
−
√
1− x21 − x22, x1, x2
)
,
φ3 : R2 → V3 where V3 =
{
(x1, x2, x3) ∈ R3 : x2 > 0
}
with (x1, x2) 7→
(√
1− x21 − x22, x1, x2
)
and
φ4 : R2 → V4 where V4 =
{
(x1, x2, x3) ∈ R3 : x2 < 0
}
with (x1, x2) 7→
(
−
√
1− x21 − x22, x1, x2
)
.
Now by evaluating the inverses we have:
φ−11 : V1 → R2 with (x1, x2, x3) 7→ (x1, x3),
φ−12 : V2 → R2 with (x1, x2, x3) 7→ −(x1, x3),
φ−13 : V3 → R2 with (x1, x2, x3) 7→ (x2, x3) and
φ−11 : V1 → R2 with (x1, x2, x3) 7→ −(x2, x3).
Let us compute the transition functions (we do one of them and the others can
be computed similarly in the same way) F1,3 : φ−11 (V )→ R with V = V1 ∩ V3
defined by
F1,3(x1, x2) = φ−11 ◦ φ3(x1, x2) = φ−11
(√
1− x21 − x22, x1, x2
)
=
(√
1− x21 − x22, x2
)
.
Since φ−11 ◦ φ2 is a diffeomorphism and we can notice that the co-domain (or
the images) Vi, i = 1, 2, 3, 4, cover the unite sphere S2 then the collection
A = {V1, V2, V3, V4} is a smooth atlas for S2. Thus S2 is a 2-dimension smooth
manifold.
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Definition 1.1.11. Let M be a manifold, any open subset U ⊆M which itself
has the structure of a manifold is called a submanifold of M .
Proposition 1.1.1. Let M be a n-dimensional smooth manifold and U ⊆M,
non-empty open subset, then U is itself a n-dimensional smooth manifold. We
called any open subset a submanifold of M .
For a proof see [66, Example 1.26].
Example 1.1.11. [General linear group] Consider the general linear group is
the set of invertible n × n matrices with real entries, defined as GL(n,R) ={
A n × nmatrix : det (A) 6= 0
}
. As the previous example M(n ×m,R) is a
m× n-dimensional smooth manifold, and define the function
φ : R \ {0} → M(n× n,R) by A 7→ det(A)
so φ is continuous function (it is a polynomial in the entries of the matrix).
Then, GL(n,R) = φ−1
(
R \ {0}
)
is an open subset of M(m× n,R). Thus, by
using the proposition 1.1.1 GL(n,R) is a n2-dimensional smooth manifold.
TPM
P
v γ
M
Figure 1.4: Tangent space TPM.
Definition 1.1.12. Let M be n−smooth manifold and fix any point P ∈M .
A smooth function γ : (−, ) → M is called a curve on M . Suppose that
γ(0) = P and let DP be the set of all functions on M that are differentiable
at P . The tangent vector to the curve γ at t = 0 is a function:
γ˙(0) : DP → R with γ˙(0) f := d(f ◦ γ)
dt
∣∣∣∣∣
t=0
, f ∈ DP . (1.6)
The set of tangent vectors of M at the point P is called the tangent space
of M at P , i.e.
TPM :=
{
γ˙(0)|γ : (−, )→M is smooth, γ(0) = P
}
.
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See Figure 1.4.
Remark 1.1.3. If we have a tangent vector at P ∈ M ⊆ Rm satisfying
Definition 1.1.12 and Q ∈ Rm, then Q ∈ TPM if and only if ∃  > 0 ∃ γ :
(−, )→M such that γ is smooth with γ(0) = P and γ˙(0) = Q.
Definition 1.1.13. Let M be a smooth manifold. We define the tangent
bundle of M , denoted by TM , as follows:
TM :=
{
(P,Q) : P ∈M,Q ∈ TPM
}
.
Definition 1.1.14. Let M be a n−smooth manifold. A (smooth) vector
field X on M is a collection of tangent vectors X(P ) ∈ TPM , one for each
point P ∈M , such that:
M → TM by P 7→
(
P,X(P )
)
is smooth.
The set of all smooth vector fields on M is denoted by X(M).
Associated to a vector field is a smooth map M → TM whose composition
with the projection pi : TM →M is the identity map on M . It is very common
practice to denote the map from M to TM by X. Thus a vector field can be
defined as a smooth map X : M → TM such that:
pi ◦X = id : M →M.
Such a map is also called a (global) section of the tangent bundle.
A local section of TM can be defined on an open set V ⊆ M and is just
the same thing as a vector field on V considered as a submanifold of M .
If we consider the chart (V, φ) on a n−smooth manifold M , then we write
φ = (φ1, ..., φn) and we have vector fields defined on V as following:
∂
∂φi
: P 7→ ∂
∂φi
∣∣∣∣∣
P
.
The ordered set of fields
(
∂
∂φ1
, ...,
∂
∂φn
)
is called a coordinate frame field.
In case the smooth vector field X defined on some set is defined on this chart
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codomain V , then for some smooth functions Xi defined on V we have:
X(P ) =
n∑
i=1
Xi(P )
∂
∂φi
∣∣∣∣∣
P
,
or simply just:
X(P ) =
n∑
i=1
Xi
∂
∂φi
,
and sometimes we will use the standard Einstein summation and simply write
X(P ) = Xi
∂
∂φi
,
omitting the summatary.
Remark 1.1.4. Obviously, if Q ∈ TPM , then there exists a vector field X
where X(P ) = Q.
Consider the vector fields X, Y on n−smooth manifold. We define the
addition of vector fields and scaling by real numbers, respectively, by:
(X + Y )(P ) := X(P ) + Y (P ),
(αX)(P ) := αX(P ).
Then the set X(M) is a real vector space. In addition we can define multipli-
cation of a smooth vector field X by a smooth function as follows:
(fX)(P ) := f(P )X(P ),
commutative algebraic properties hold.
We can explain the set of all vector fields as derivations: the following defini-
tions explain that.
Definition 1.1.15. Let M be a n−smooth manifold. A derivation on
C∞(M) is a linear map D : C∞(M) → C∞(M) (note that by C∞(M) we
indicate all the smooth functions f, g : M → R) such that:
D(fg) = D(fg) = D(f)g + fD(g).
The set of all derivation of C∞(M) by Der(C∞(M)).
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In this following definition we can notice the difference between a derivation
in this sense and a derivation at a point.
Definition 1.1.16. Let X be a vector field on a n-smooth manifold M . The
associate map LX : C∞(M)→ C∞(M) given by
(LXf)(P ) := XPf,
is called Lie derivative.
It is important to notice that (LXf)(P ) = XP · f = df(XP ) for any P and
so LXf = df ◦ X. In the case that we have the vector field on an open set
U and if f is a function on a domain V ⊆ U , then we take LXf to be the
function defined on V by P 7→ XPf, ∀ P ∈ V .
We can easily prove that LαX+βY = αLX+βLY for α, β ∈ R and X, Y ∈ X(M).
The coming result is a significant characterization of smooth vector fields. In
particular, it paves the way for the definition of the bracket of any vector fields,
which plays an important role in analysis and differential geometry.
Theorem 1.1.1. For X ∈ X(M), we have LX ∈ Der(C∞(M)) conversely, if
D ∈ Der(C∞(M)), then D = LX for a uniquely determined X ∈ X(M).
For a proof see [68, Theorem 2.72].
Because of the previous theorem we can identify
Der(C∞(M))
with X(M) and very often we can write Xf in place of LXf , i.e.:
Xf = LXf.
This allows us to rewrite the derivation law, which is also called Leibniz law,
L(fg) = gLXf + f LXg simply as following:
X(fg) = gXf + fXg.
Theorem 1.1.2. If D1,D2 ∈ Der(C∞(M)), then [D1,D2] ∈ Der
(
C∞(M)
)
defined by
[D1,D2] := D1 ◦ D2 −D2 ◦ D1,
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lies in Der(C∞(M)).
For a proof see [68, Theorem 2.73].
Lemma 1.1.1. Let X, Y ∈ X(M), then there exists a unique vector field [X, Y ]
such that
L[X,Y ] = LX ◦ LY − LY ◦ LX .
Since LXf is also can be written as Xf , we can have:
[X, Y ]f = X(Y f)− Y (Xf) or [X, Y ] = XY − Y X.
Definition 1.1.17. The vector field [X, Y ] defined as in Lemma 1.1.1, is called
the Lie bracket (or commutator). Notice that since X and Y are smooth
then obviously [X, Y ] is also smooth.
Proposition 1.1.2 (Properties of the Lie bracket). The Lie bracket map
[X, Y ] : C∞(M)→ C∞(M) satisfies the following identities for any X, Y, Z ∈
X(M):
1. Bilinearity :
[αX + βY, Z] = α[X,Z] + β[Y, Z],
[Z, αX + βY ] = α[Z,X] + β[Z, Y ].
2. Antisymmetry:
[X, Y ] = −[Y,X].
3. Jacobi Identity:
[
X, [Y, Z]
]
+
[
Y, [Z,X]
]
+
[
Z, [X, Y ]
]
= 0.
4. For f, g ∈ C∞(M),
[fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X, ∀ f, g ∈ C∞(M).
Proof. The proof comes from a direct calculation using the fact that:
LαX+βY = αLX + β LY , ∀ α, β ∈ R and X, Y ∈ X(M).

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We ought to notice what the local formula for the Lie derivation looks like
in conventional index notation, which is expressed by the following proposition.
Proposition 1.1.3. Suppose that we have X = Xi
∂
∂φi
and Y = Yi
∂
∂φi
. Then
we can write the local formula:
[X, Y ] =
(
Xi
∂Yj
∂φi
− Yi∂Xj
∂φi
)
∂
∂φj
.
Proof. Since we know that [X, Y ] is a smooth vector field, so it is suffices to
evaluate in a single smooth chart, where for a smooth function f : M → R we
have:
[X, Y ]f = Xi
∂
∂φi
(
Yj
∂f
∂φj
)
− Yj ∂
∂φj
(
Xi
∂f
∂φi
)
= Xi
∂Yi
∂φi
∂f
∂φj
+XiYj
∂2f
∂φi∂φj
− Yi∂Xi
∂φj
∂f
∂φi
−XiYj ∂
2f
∂φi∂φj
= Xi
∂Yj
∂φi
∂f
∂φj
− Yj ∂Xi
∂φj
∂f
∂φi
,
where we have used the fact that the mixed partial derivatives of a smooth
functions can be written in any order. If we exchange the indices i and j in
the second term of the last step we obtain the wanted formula. 
Example 1.1.12. Define two vector fields X and Y in R2 as following:
X(P ) =
 x2
x1
 and Y (P ) =
 −x2
x1
 , ∀ P = (x1, x2) ∈ R2.
The bracket [X, Y ] can be evaluated as following with a smooth function f :
R2 → R :
[X, Y ]f = XY f − Y Xf
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then,
X(Y f) =
(
x2
∂
∂x1
+ x1
∂
∂x2
)(
−x2 ∂f
∂x1
+ x1
∂f
∂x2
)
= −x22 fx1x1 + x2 fx2 − x1 fx1 + x21 fx2x2 and
Y (Xf) =
(
−x2 ∂
∂x2
+ x1
∂
∂x2
)(
x2
∂f
∂x1
+ x1
∂
∂x2
)
= −x22 fx1x1 − x2 fx2 + x1 fx1 + x21 fx2x2 .
Now, we obtain:
[X, Y ]f =
(
−2x1 ∂
∂x1
+ 2x2
∂
∂x2
)
f,
similarly if we write:
[X, Y ] =
 −2x1
2x2
 .
The R− vector space X(M) together with the R−bilinear map (X, Y ) 7→
[X, Y ] is an example of a very significant and important abstract algebraic
structure which is Lie algebra. We discuss this term in the next section.
1.2 Riemannian metric and geodesics.
A very common example of Riemannian geometry is the geometry of surface.
In this section we introduce the notions of a n-dimensional Riemannian man-
ifold (M, g) and their geodesics. For more details see [42, 68, 66].
Definition 1.2.1. Let M be an n−smooth manifold. We define a Riemannian
metric g which associates to every point P ∈M an inner product gP : TPM ×
TPM → R by (Q1, Q2) 7→ 〈Q1, Q2〉P . In other words, for each P ∈ M , the
metric gP satisfies the following conditions:
1. gP (aQ1 +bQ2, Q) = a gP (Q1, Q)+b gP (Q2, Q), ∀ Q1, Q2, Q ∈ TPM and
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a, b ∈ R,
2. gP (Q, aQ1 +bQ2) = a gP (Q,Q1)+b gP (Q,Q2), ∀ Q,Q1, Q2 ∈ TPM and
a, b ∈ R,
3. gP (Q1, Q2) = gP (Q2, Q1), ∀ Q1, Q2 ∈ TPM ,
4. gP (Q,Q) ≥ 0 ∀ Q ∈ TPM and
5. gP (Q,Q) = 0 ⇐⇒ Q = 0.
Furthermore, gP is smooth in the sense that for any smooth vector fieldsX, Y ∈
X(M), the function P 7→ gP (XP, Y P ) is smooth.
Locally, a Riemannian metric can be described in terms of its coefficients
in a local chart, which are defined by gij = gP
(
∂
∂φi
,
∂
∂φj
)
P
. The smoothness
of gP is equivalent to the smoothness of all the coefficient functions gij in some
chart.
Proposition 1.2.1. Every smooth manifold M carries a Riemannian metric.
Proof. Consider M = ⋃
α
φα(Uα), surly be a covering of M by co-domains of
charts (Vα, φ). For each α, let us consider the Riemannian metric gα in Uα
whose local expression (gα)ij is the identity matrix. Let ρα be a smooth par-
tition of unity of M subordinate to the covering Uα and define the metric:
g =
∑
α
ραgα.
Since the family of supports of the ρα is locally finite, the above sum is locally
finite, and we have that g is well defined and smooth, and it is bilinear and
symmetric at each point. from our assumption we obtain that ∑
α
ρα = 1.
Since ρα ≥ 0 for all α and we have that g is positive definite and so, it is a
Riemannian metric in M . 
Definition 1.2.2. Let M be a smooth manifold and g be a Riemannian metric
on M . The pair (M, g) is called a Riemannian manifold.
Definition 1.2.3. Let (M1, g1), (M2, g2) be two Riemannian manifolds. An
isometry between M1 and M2 is a diffeomorphism φ : M1 → M2 whose
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differential is a linear isometry between the corresponding tangent spaces, i.e.
gP (Q1, Q2) = 〈Q1, Q2〉P =
〈
dφP (Q1), dφP (Q2)
〉
φP
,
for all P ∈ M1 and Q1, Q2 ∈ TPM1. We say that (M1, g1), (M2, g2) are iso-
metric Riemannian manifolds if there exists an isometry between them.
A local isometry from (M1, g1) into (M2, g2) is a smooth map φ : M2 →M2
satisfying the condition that every point P ∈ M1 admits a neighborhood U
such that the restriction of φ to U is an isometry onto its image. In particular,
φ is a local diffeomorphism.
Example 1.2.1. The first example we can have is the most trivial one which
is the Euclidean space. Take M = Rn with local coordinate ∂
∂φi
and the
basis (which are called the orthonormal basis) ei = (0, .., 1, ..., 0), the standard
metric over an open set φ(U) ⊆ Rn defined as:
gP : TPU × TPU → R with
〈∑
i
αi
∂
∂φi
,
∑
j
βj
∂
∂φj
〉
P
7→∑
i
αiβi,
then:
gij = 〈ei, ej〉 = δij.
In this case g is a Riemannian metric and it is called a (canonical) Euclidean
metric.
One of the main notions in the study of Riemannian geometry is the study
of the notion of their geodesics, which generalises the idea of straight lines
in the Euclidean space to curves in Riemannian manifolds. A geodesic is a
smooth curve on the manifold, that is locally the shortest curve connecting
two points with each other.
We like to give a brief idea about a geodesics in Riemannian manifolds. First,
let us recall the standard (Euclidean) length of any smooth curve γ : [a, b] →
Rn to be the number that is given by:
l(γ) :=
∫ b
a
∣∣∣γ˙(t)∣∣∣dt.
In addition, we need to recall the definition of locally absolutely continuous
function.
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Definition 1.2.4. Let I ⊆ R be an interval (or an open set). A function
f : I → Rn is said to be absolutely continuous on I if for all  > 0 there
exists δ > 0, such that for any m ∈ N and any selection of disjoint intervals
{(ai, bi)}mi=1 with [ai, bi] ⊆ I, whose overall length is:
m∑
i=1
|bi − ai| < δ, (1.7)
f satisfies:
m∑
i=1
∣∣∣f(bi)− f(ai)∣∣∣ < ,
where |.| denotes the standard Euclidean norm on Rn.
If f : I → Rn is absolutely continuous on all closed subintervals [a, b] ⊆ I,
then it is called locally absolutely continuous on I.
Example 1.2.2. The function u : [0, a]→ R with u(P ) = √P is an absolutely
continuous function on its domain (by simply choosing δ = 2 in the above
definition).
Definition 1.2.5. Let [a, b] ⊆ R be a closed subset and M be a connected
manifold. A curve γ : [a, b] → M is called absolutely continuous on M if
for any chart (φ, U) of M the composition
φ−1 ◦ γ : γ−1
(
γ
(
[a, b]
)
∩ U
)
→ φ−1(U) ⊆ Rn
is locally absolutely continuous.
Remark 1.2.1. Definitions 1.2.4 and 1.2.5 coincide in Rn.
Remark 1.2.2. For any absolutely continuous curve γ : [a, b]→M the deriva-
tive γ˙(t) exists a.e. and l(γ) is well-defined.
In the case of Riemannian manifolds we can see that one of the important
tools of the Riemannian metric is that we able to define the length of any
absolutely continuous curve γ : [a, b]→ M , which is the number that is given
by:
l(γ) :=
∫ b
a
∣∣∣∣∣〈γ˙(t), γ˙(t)〉γ(t)
∣∣∣∣∣
1
2
dt.
With the definite metrics we have in the Riemannian manifolds, and using
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the above definition we can then define a distance function (or we can say
metric in the sense of metric space) as following definition.
Definition 1.2.6. Let (M, g) be a Riemannian manifold with P,Q ∈M . We
define the Riemannian distance from P to Q as in the follows:
d(P,Q) = inf
{
l(γ) : γ absolutely continuous curve joining P to Q
}
. (1.8)
Definition 1.2.7. A piecewise smooth curve in a Riemannian manifold is
called minimizing if:
l(γ1) ≤ l(γ2), (1.9)
for any other absolutely continuous curve γ2 with the same endpoints.
From the previous definition, we can say that the length of a minimizer of
the length function is equal to the distance between its endpoints.
Remark 1.2.3. If there are two minimizers γ1 and γ2 for the same endpoints,
then trivially
l(γ1) = l(γ2).
Definition 1.2.8. A parameterized, smooth curve γ : I → M is called
geodesic at t0 ∈ I, if
D
dt
(
dγ
dt
)
= 0 (1.10)
at the point t0 ∈ I where by Ddt we mean the covariant derivative (for a precise
definition see [42, Chapter 2]). In the case that γ is geodesic at each point
t0 ∈ I, then γ is said to be a geodesic. If we have γ : [a, b] ⊆ I → M then
the restriction γ|[a,b] is called a geodesic segment joining γ(a) to γ(b).
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γ1
γ2
P
Q
Figure 1.5: γ1, γ2 satisfies (1.10) but only γ1 is a minimizing
geodesic.
Remark 1.2.4. According to the calculus of variations, the minimizer we
define in 1.2.8 comes from the solution of Euler-Lagrange equations which
satisfy (1.10). The reverse is not true, i.e. if the geodesic satisfies (1.10) that
does not mean it must be a minimizing geodesic, see Figure 1.5.
γ1 γ2γ3 γ4
N
S
Figure 1.6: This figure shows that the distance in the sphere
between the South and the North pole is d(N,S) = l(γ1) = l(γ2), but
γ1 6= γ2. So, the minimizing geodesic in the Riemannian case is
not globally unique.
Remark 1.2.5. From Figure 1.6, we can see that there are infinitely many
geodesics connecting the North pole and the South pole and all of them are
minimizing geodesics. Therefore the minimizing geodesic is not globally unique
in the Riemannian manifolds.
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M
U
P
Q
γ
Figure 1.7: Minimizing geodesics are locally unique.
Proposition 1.2.2 (Local uniqueness). Let (M, g) be a Riemannian manifold
and P ∈ M , then there exist U a neighborhood of point P such that for each
Q ∈ U we have a unique minimizing geodesic. See Figure 1.7.
For a proof see [68].
γ1
Q1
Q2
γ2
N
S
U = S2 \ {S}
◦
Figure 1.8: Example of the maximal subset where the minimizing
geodesics starting from the North pole are unique.
Example 1.2.3. Consider the sphere S2, for each P ∈ Sn we can have the set
U = S2 \ {PA}, where PA is an antipodal point of the sphere S2, e.g. if we
denote the North pole by N and the South pole by S, then if P = N ⇒ PA =
S. Let U = S2 \ {S}, then for each Q ∈ U there exists a unique minimizing
geodesic, see Figure 1.8.
Notice that, γ1 and γ2 in Figure 1.8 are two geodesics (in the sense that they
are both solutions of the Euler-Lagrange equation) but only γ1 is a minimizer.
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Chapter 2
Sub-Riemannian manifolds.
Sub-Riemannian geometry is the study of a smooth manifold equipped with a
positive definite inner product on a sub-bundle of the tangent bundle. When
the sub-bundle is equal to the tangent bundle we have the case of Riemannian
geometry. Thus, we can say that the sub-Riemannian geometry is a kind of
generalization of Riemannian geometry. To be more precise, a Sub-Riemannian
manifold is a Riemannian manifold together with constraints on the admissi-
ble direction of motion. Sub-Riemannian manifolds have many applications
in different branches of mathematics, such as in the study of optimal control
theory, see [20, 43, 44], calculus of variation, see [4, 8], and the optimal control
in laser-induced population transfer, see [80]. We can find some authors prefer
to name this geometry with other names like singular Riemannian metrics, e.g.
[24, 59], or nonholonomic metrics, see [88]. In this chapter we are going to give
an elementary introduction about the Sub-Riemannian geometry starting with
the main elements of the structure of this geometry which is the distribution.
We defined in the previous chapter the Riemannian metric and that leads us
to define the length of any curve in the Riemannian manifolds. Similarly in the
sub-Riemannian case, the Riemannian metric defined on the sub-bundle allows
us to define the sub-Riemannian distance (called also Carnot-Carathe´dory dis-
tance). The geodesics and minimizing geodesics on sub-Riemannian geometry
are also discussed, with some applications to this geometry such as Heisenberg
group. For more details on sub-Riemannian manifolds we refer the reader to
[5, 13, 15, 26, 47, 73].
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2.1 Main definitions and examples.
We start this section defining the most important tool in sub-Riemannian
manifold, which is the horizontal distribution, that will correspond to the
constrains on the motion.
Definition 2.1.1. Let M be a n−smooth manifold. A m-dimensional distri-
bution (or horizontal distribution), that is denoted by H with m ≤ n, is
a subbundle of the tangent bundle TM , i.e.
H =
{
(P,Q) : P ∈M and Q ∈ HP
}
,
where, HP is m-dimensional subspace of the tangent space TPM .
Example 2.1.1. The first example we can have is the Riemannian geometry
case, since we have the distribution is equal the entire tangent bundle, i.e.
H = TM .
Definition 2.1.2. Let M be a n−smooth manifold and H a distribution on
M . A sub-Riemannian metric is a smoothly varying positive definite inner
product 〈., .〉 on H.
Note that in the special case where H is equal to the tangent bundle, 〈., .〉
gives a Riemannian metric.
In the next definition we introduce one of the main properties of smooth vector
fields, which is the Ho¨rmander condition. This property allows us to state the
main definition in this chapter, that of the sub-Riemannian manifold. The
Ho¨rmander condition is connected to regularity of PDEs, in particular hypoel-
lipticity, see [60]. If we consider X = {X1, . . . , Xm} as a family of a smooth
vector fields on a n−smooth manifold M , then we know that the Lie alge-
bra (see Definition 3.1.4) generated by X is the smallest sub-algebra of X(M)
containing X , namely:
L(X ) := span
{
[X1, . . . ,
[
Xi−1, Xi]
]
, Xi ∈ X , i ∈ N
}
, (2.1)
for more information see [22]
Definition 2.1.3 (The Ho¨rmander condition). Let M be a n-dimensional
smooth manifold and let X ⊆ X(M) (see Definition 1.1.14). We say that X
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satisfies the Ho¨rmander condition (also that it is bracket-generating)
if the following is satisfied:
L(X )(P ) := TPM, ∀ P ∈M, (2.2)
where L(X )(P ) is given by equation (2.1) at the point P . We say that X
satisfies the Ho¨rmander condition with step k ∈ N if for each P ∈M we
have:
k⋃
i=1
Lk(X )(P ) = TPM,
where
L1 = span
{
Z = X : X ∈ X
}
L2 = span
{
Z = [X, Y ] : X, Y ∈ L1
}
...
Lk = span
{
Z = [X, Y ] : X, Y ∈ Lk−1
}
.
Example 2.1.2. Let X =
{
X, Y
}
where X, Y are the vector fields on R2
defined in the Example 1.1.12, we can notice that both vector fields X, Y are
vanishing at the origin (0, 0) and so the Ho¨rmander condition is not satisfied
at the origin.
Example 2.1.3. Define two vector fields X and Y on R2 as follows:
X(P ) =
 1
0
 and Y (P ) =
 0
1 + x2
 ,
for all P = (x1, x2) ∈ R2.
We can see that both X and Y are smooth vector fields. Moreover, we need
no commutator to say X and Y span the tangent space R2 for any P ∈ R2,
i.e.
L1(P ) = span
{
X, Y
}
= R2.
So, X and Y are satisfying the Ho¨rmander condition with step 1, which means
that we are in a Riemannian geometry.
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Remark 2.1.1. The Euclidian space Rn and Riemannian manifold always
satisfy the Ho¨rmander condition with step 1, that is we have H = TM , i.e.
span
(
X1(P ), ..., Xn(P )
)
= Rn, ∀ P ∈ Rn.
Now, we are able to introduce the main definition in this chapter; the
sub-Riemannian manifold.
Definition 2.1.4. A Sub-Riemannian manifold is denoted by the triple(
M,H, 〈., .〉
)
, that we have a n−smooth manifold M equipped with a sub-
Riemannian metric 〈., .〉 on a bracket generating distribution H of rank m
such that m ≤ n.
Example 2.1.4 (The Grusˇin plane). The Grusˇin plane, denoted by G2, in-
duced in R2 by two smooth vector fields X, Y as follows:
X(P ) =
 1
0
 and Y (P ) =
 0
x1
 ,
for each P = (x1, x2) ∈ R2. In the case x1 = 0, X, Y are not spanning R2,
which means:
L1(P ) = span{X, Y } 6= R2.
So we need to compute at least a commutator, so given f : R2 → R2 smooth
function then [X, Y ] =
 0
1
 , and we have:
L2(P ) = span
{
X, Y, [X, Y ]
}
= R2, ∀ P = (x1, x2) ∈ R2.
Therefore, the Grusˇin plane is a sub-Riemannian manifold which satisfies the
Ho¨rmander condition with step 2.
Next, we introduce the simplest example of sub-Riemannian geometry
which is the Heisenberg group. This type of group is involved in some math-
ematical formulations of quantum mechanics. It also appears in the study
of several complex variables, Fourier analysis and PDE’s. Kora´nyai studied
extensively the sub-Riemannian geometry in the Heisenberg group [63, 64].
One of the important applications of the Heisenberg group is the Heisenberg
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sub-Laplacian which is considered as a significant prototype of sub-Laplacian
on non-commutative Carnot groups. As an example we can see Beals-Gaveau-
Greiner worked on the subelliptic geometry of Heisenberg groups and how they
are related to complex Hamiltonian mechanics [17, 18].
Figure 2.1: The distribution H in H1, [71].
Example 2.1.5 (Heisenberg group). The Heisenberg group is denoted by
Hn ∼= R2n+1. For simplicity, we study H1 ∼= R3, which is called Heisenberg-
Weyl group (or also 1-dimension Heisenberg group). The group law for H1 is
given by:
P ◦Q =
(
x1 + x˜1, x2 + x˜1, x3 + x˜3 +
1
2 (x1x˜2 − x˜1x2)
)
,
for all P = (x1, x2, x3), Q = (x˜1, x˜2, x˜3) ∈ R3.
H1 has a distribution that is spanned by the following vector fields:
X(P ) =

1
0
−x22
 and Y (P ) =

0
1
x1
2
 ,
for all P = (x1, x2, x3) ∈ R3.
Then we have H1 is a sub-Riemannian manifold where Ho¨rmander’s condition
is satisfied with step 2, since:
Z(P ) = [X, Y ](P ) =

0
0
1
 ,
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and so:
L2(P ) = span{X, Y, Z} = R3, ∀ P = (x1, x2, x3) ∈ R3.
Generally, the n−th Heisenberg group, which is denoted by Hn ∼= R2n+1 =
Rn × Rn × R, has the following group law:
(P,Q) =
(
x1 + x˜1, . . . , x2n+1 + x˜2n+1 +
1
2
2n∑
i=1
xix˜i+n − xi+nx˜i
)
,
for all P = (x1, . . . , x2n+1), Q = (x˜1, . . . , x˜2n+1) ∈ R2n+1.
Moreover Hn is generated by the following vector fields:
Xi(P ) =
∂
∂ xi
+ 12 xi
∂
∂ x2n+1
,
Yi(P ) =
∂
∂ xi+n
− 12 xi
∂
∂ x2n+1
,
for all P = (x1, . . . , x2n+1) ∈ R2n+1 and i = 1, ..., n.
The only non-vanishing commutation relationships among the generators are
[Xi, Yi](P ) := −14 Z, ∀ i = 1, . . . , n.
Again, Hn is a sub-Riemannian manifold and the Ho¨rmander condition is sat-
isfied with step 2.
See Figure 2.1.
For more properties on the Heisenberg groups see e.g. [29].
Example 2.1.6 (Roto-translation groups). The roto-translation groups which
are homeomorphic to R2×S1 with coordinates (x1, x2, θ) are sub-Riemannian
manifolds defined as
(
R2×S1,H, 〈., .〉
)
. This group is spanned by the following
smooth vector fields:
X(x1, x2, θ) =

cos θ
sin θ
0
 and Y (x1, x2, θ) =

0
0
1
 ,
for all P = (x1, x2, θ) ∈ R2 × S1.
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Computing [X, Y ] explicitly we get:
[X, Y ]f = X(Y f)− Y (X f)
=
(
cos θ ∂
∂x1
+ sin θ ∂
∂x2
)(
∂f
∂θ
)
−
(
∂
∂θ
)(
cos θ ∂f
∂x1
+ sin θ ∂f
∂x2
)
= − sin θfx1 + cos θfx2
We have the following:
Z(x1, x2, θ) := [X, Y ](x1, x2, θ) = − sin θ∂x1 + cos θ∂x2 .
Here, the Ho¨rmander’s condition is satisfied with step 2. This geometry used
by Setti-Sarti to model the visual cortex [33].
The main differences between sub-Riemannian manifolds and Riemannian
manifolds is that in the sub-Riemannian manifolds we can see some of direc-
tions in the tangent spaces are not allowed or forbidden as velocity vectors of
curves. The curves whose velocity vectors almost everywhere satisfy the con-
straints are usually referred to as horizontal (also called admissible) curves.
P1
P2
P3
HP1
HP2
HP3
Figure 2.2: A horizontal curve.
Definition 2.1.5 (Horizontal curves). Let
(
M,H, 〈., .〉
)
be a Sub-Riemannian
geometry and γ : [a, b]→ M be an absolutely continuous function, γ is called
horizontal curve (or admissible curve) if:
γ˙(t) ∈ Hγ(t), for a.e. t ∈ [a, b].
See Figure 2.2.
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Remark 2.1.2. An absolutely continuous curve γ : [a, b] → M is admissible
if ∃ h : [a, b]→ Rm measurable function such that:
γ˙(t) =
m∑
i=1
hi(t)Xi
(
γ(t)
)
, for a.e. t ∈ [a, b].
Thus, we can determine the length of the horizontal curve γ : [a, b]→M ,
in the Sub-Riemannian structure
(
M,H, 〈., .〉
)
as follows:
l(γ) =
b∫
a
∥∥∥γ˙(t)∥∥∥
γ(t)
dt,
where ‖γ˙(t)‖γ(t) =
√
〈γ˙(t), γ˙(t)〉γ(t).
Definition 2.1.6. Let
(
M,H, 〈., .〉
)
be a Sub-Riemannian space, the Sub-
Riemannian distance (or Carnot-Carathe´odry distance) between two
points P,Q ∈M is given by:
d(P,Q) = inf
{
l(γ) : γ is an admissible curve joining P to Q
}
.
Remark 2.1.3. Every sub-Riemannian manifolds is a metric space with the
distance defined in Definition 2.1.6.
In the following we introduce an important result, which can be considered
as the most important theorem in the sub-Riemannian geometry, that was
demonstrated first by Rashevskii in 1938 [26] and then independently by Chow
in 1939 [73]. This theorem asserts that any two points in a connected manifold
M endowed with a bracket generating distribution H can be connected by an
admissible curves.
Theorem 2.1.1 (Chow-Rashevskii Theorem). Let M be a smooth manifold
and H a bracket generating distribution defined on M . If M is connected then
there exists a horizontal curve joining two given points of M .
For a proof see [73]. Therefore, we can conclude from Chow-Rashevskii
theorem that in the bracket generating case (i.e. in the case that the Ho¨rman-
der condition is satisfied) it is guaranteed that the sub-Riemannian distance
between two points is finite. This property leads us to introduce the geodesics
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in sub-Riemannian geometry in the next section. Now, we like to give an
example of Chow-Rashevskii theorem.
x
y
Figure 2.3: Admissible paths between the origin and (0, 0, 1) in H1.
We can see that we start from (0, 0, 0) through the x−axis in the
x direction. Then, in the −y direction we move from the point
(0, 1, 1) till we reach the point (1, 1, 0.5). Next, from the last
point we reach in −y direction to our last point (0, 0, 1). By
the end, we move along −y direction till we arrive (0, 0, 1).
Example 2.1.7 (The Heisenberg group H1). As we introduced the Heisenberg
group H1 previously in Example 2.1.5, and we have that the vector fields X
and Y generate H1, the Chow-Rashevskii theorem applies and so, there is an
admissible path between any two points in H1.
See Figure 2.3.
Remark 2.1.4. Chow-Rashevskii theorem is satisfied for all smooth vector
fields, that can actually be proved for all Lipschitz vector fields [50]. For more
details and example see [73]. We will study a counter-example in Section 2.2.
The reverses of Remark 2.1.4 is not true, since we cannot constract a coun-
terexample with smooth coefficients (even if with analytic cofficients). We will
study a geometry in Section 2.3 that does not satisfy the Ho¨rmander condition.
2.2 Geodesics.
From Chapter 1 we know that “most” minimizing geodesics are characterized
as solutions to a differential equation of Hamiltonian type. Geodesics in sub-
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Riemannian manifolds are different from geodesics in Riemannian manifolds
from many sides. We see in this section some of these differences.
Definition 2.2.1 (Geodesic). A minimizing geodesic between any two
points P and Q is any absolutely continuous horizontal curve which realizes
the distance defined by (1.8).
In the Riemannian case we have minimizing geodesic γ must satisfy the
Euler-Lagrange equations, if they are regular enough (but the reverse is not
true). Also in sub-Riemannian case most of the geodesics are the solutions
of Euler-Lagrange equations, and they are called normal geodesics. Never-
theless, there is a major differences between the geodesics in each geometries
from this side, that we can find some geodesics in the sub-Riemannian case
do not come from the solutions of Euler-Lagrange equations, which are called
singular geodesics. In the following we give more details about that and
how can we find the geodesic in sub-Riemannian geometries.
Definition 2.2.2. Consider γ : [a, b]→ M an absolutely continuous admissi-
ble curve, then the energy of γ is the functional:
E(γ) =
∫ b
a
1
2
∥∥∥γ˙(t)∥∥∥2
γ(t)
dt =
∫ b
a
1
2
〈
γ˙(t), γ˙(t)
〉
γ(t)
dt, (2.3)
where 〈., .〉 is defined in 2.1.2.
Remark 2.2.1. The minimizer of the energy and the minimizer have the same
length in sub-Riemannian manifolds. For more information see [73, Chapter
1.4]
Note that, when the curve γ is parameterized in such a way that ‖γ˙(t)‖ = c
for some c > 0 and for all t ∈ [a, b], we say that γ has a constant speed.
Moreover, in case c = 1 we say that γ is parameterized by the length.
Definition 2.2.3. Let M be a n−smooth manifold. For each P ∈ M we
define the cotangent space at P , which is denoted by T ∗M , to be the dual
space to the tangent space TPM , i.e.
T ∗PM = (TPM)∗.
The elements in T ∗PM are called tangent covectors at P .
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Definition 2.2.4. Let M be a n−smooth manifold, the disjoint union:
T ∗M =
⊔
P∈M
T ∗PM,
is called the cotangent bundle of M .
Computing the equation of geodesics we now need to introduce the cometric
associated to the Riemannian metric.
Definition 2.2.5 ([73]). A cometric β : T ∗M → TM on
(
M,H, 〈., .〉
)
a
Sub-Riemannian manifold is uniquely defined by the following conditions:
1. Im(βP ) = HP ,
2. p(Q) =
〈
βP (p), Q
〉
P
, ∀ p ∈ T ∗PM ∀ Q ∈ HP where P ∈M .
Definition 2.2.6. Given a cometric (., .)P on the cotangent bundle T ∗PM , we
can define a sub-Riemannian Hamiltonian as follows:
H(P,Q) = 12 〈P, P 〉Q, where P ∈M and Q ∈ T
∗M. (2.4)
Remark 2.2.2. Consider we have the admissible curve γ : [a, b]→M , i.e.:
γ˙(t) ∈ Hγ(t) a.e. t ∈ [a, b],
then we can write:
1
2 ‖γ˙(t)‖
2
γ(t) :=
1
2
〈
γ˙(t), γ˙(t)
〉
γ(t)
= 12 〈P, P 〉γ(t), with P = γ˙(t)
= H(Q,P ).
Proof. The proof of the previous relation is easily comes from the definition of
the cometric as follows:
γ(t) is admissible ⇔ γ˙(t) ∈ Hγ(t) = Im(βγ(t)) (by Definition 2.2.5),
⇔ ∃ Q ∈ T ∗γ(t)M s.t. βγ(t)(P ) = γ˙(t).
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From Definition 2.2.5 we know that:
p(P˜ ) =
〈
βγ(t)(P ), P˜
〉
Q
, ∀ Q ∈ T ∗PM ∀ P˜ ∈ HQ.
Take v := γ(t), then:
p(P˜ ) =
〈
βγ(t)(Q), γ˙(t)
〉
γ(t)
=
〈
γ˙(t)(Q), γ˙(t)
〉
γ(t)
=
∥∥∥γ˙(t)∥∥∥2.
Thus, we have:
1
2
∥∥∥γ˙(t)∥∥∥2 = H(P,Q).

Definition 2.2.7. Geodesics in Sub-Riemannian manifolds are curves γ :
[a, b]→M where the following are satisfied:
1. γ(t) is an admissible curve, i.e. γ is absolutely continuous and
γ˙(t) ∈ Hγ(t), a.e. t ∈ [a, b].
2. l(γ) = d(P,Q), where γ(a) = P and γ(b) = Q.
Definition 2.2.8. Let M be n−smooth manifold and Xa be a vector field on
M , we define a linear function PXa := Pa on the cotangent bundle, where:
Pa : T ∗M → R with (P,Q) 7→ p
(
Xa(P )
)
, ∀ P ∈M, Q ∈ T ∗PM. (2.5)
This function Pa is called a momentum function.
If we have the expression for the vector field Xa in coordinate as:
Xa(P ) =
∑
i
X ia(P )
(
∂
∂xi
)
,
then, we can write the following expression:
pa(x, p) =
∑
i
X ia(P )pi,
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where Pi = P ∂
∂xi
are the momentum functions for the coordinate vector fields.
Note that xi and pi from the coordinate system on the tangent bundle T ∗M
are called canonical coordinates.
Let us define
gab(P ) =
〈
Xa(P ), Xb(P )
〉
P
(2.6)
to be the matrix of inner products defined by our distribution frame H. Con-
sider gab(P ) to be the inverse matrix of gab. We can see that gab is a n × n
matrix-valued function defined in some open set of M .
Proposition 2.2.1. Let Pa and gab be the functions on the cotangent bundle
T ∗M defined respectively by (2.5) and (2.6), which are induced by the local
distribution {Xa}, then we have:
H(P,Q) = 12
∑
a,b
gab(P )Pa(P,Q)Pb(P,Q).
Lemma 2.2.1. In the particular case when the Xa form an orthonormal frame,
which means:
1.
〈
Xa(P ), Xb(P )
〉
P
= 0 ∀ a 6= b and
2.
〈
Xa(P ), Xa(P )
〉
P
= ‖Xa(P )‖2P = 1,
then,
H(P,Q) = 12
∑
P 2a .
Proof.
H(P,Q) = 12
∑
a,b
gab(Q)Pa(Q,P )Pb(P,Q)
gab(P ) =
〈
Xa(P ), Xb(P )
〉
P
=
 0, if a 6= b,1, if a = b.
Then,
H(P,Q) = 12
∑
a6=b
0 + 12
∑
a=b
1 · Pa(P,Q)Pa(P,Q)
= 12
∑
a
P 2a (P,Q).
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
In order to introduce the geodesic equations associated with the Hamilto-
nian differential equations using the canonical coordinate (xi, pi) we can write:
x˙i =
∂H
∂pi
and p˙i = −∂H
∂xi
. (2.7)
As we mentioned earlier, in a sub-Riemannian geometry there are two types
of geodesics, the Euler-Lagrange equations are the equations for one type of
geodesics, which are the equations of normal geodesics.
Definition 2.2.9. The Hamiltonian differential Equations (2.7) are called
normal geodesic equations.
Theorem 2.2.1 (Normal geodesics). Let ζ(t) =
(
γ(t), p(t)
)
be a solution of
the Hamiltonian differential equations on the cotangent bundle T ∗M for a sub-
Riemannian Hamiltonian H and consider γ(t) be its projection to M . Then,
every sufficiently short length of γ is a minimizing sub-Riemannian geodesic.
Moreover, γ can be considered as the unique minimizing geodesic that joins the
endpoints.
For a detailed proof see [73].
We now come to one of the major differences between Riemannian and
sub-Riemannian manifolds. As we know, if the distribution is the entire tan-
gent space then sub-Riemannian geometry becomes Riemannian. We can say
that all geodesics in a Riemannian manifolds are normal. Whereas, in a sub-
Riemannian manifolds there are minimizers which are not the projections of
integral curves for the Hamiltonian vector field of H which are called singu-
lar geodesics. We can see this type of geodesics, for example in the Martinet
distribution.
Example 2.2.1 (The Martinet distribution). The Martinet distribution is the
distribution on R3 that is spanned by the following vector fields:
X(P ) =

1
0
−x22
 and Y (P ) =

0
1
0
 ,
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for all P = (x1, x2, x3) ∈ R3. This a sub-Riemannian distribution with step 3.
In fact, we have the Lie brackets:
[X, Y ](P ) = −2x2 ∂
∂x3
,
[
[X, Y ], Y
]
(P ) = −2 ∂
∂x3
,
then
span
{
X1, X2,
[
[X, Y ], Y
]}
(P ) = R3, ∀ P = (x1, x2, x3) ∈ R3.
Hence, in this case any two points are connected by an horizontal curve, see
Definition 2.1.5, but there are singular geodesics, i.e. geodesics which do not
satisfy the Ho¨rmander equation.
For more details see [73].
The next theorem shows the existence of minimizing geodesics in sub-
Riemannian manifolds.
Theorem 2.2.2. If
(
M,H, 〈., .〉
)
is a sub-Riemannian manifold, we have:
Local existence For any point P ∈ M there is U ⊆ M neighborhood of P
such that for any Q ∈ U we can find that P and Q are connected to each
other by a minimizing geodesic.
Global existence If M is connected and complete, then any two points P,Q ∈
M are connected to each other by a minimizing geodesic.
For a proof see [73, Chapter 1.6].
Now, we show how to obtain a (normal) geodesic by solving the Hamilto-
nian differential equation, as we can see in the following example.
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Figure 2.4: Canonical Heisenberg ball, which is the set of points
of geodesics starting from (0, 0, 0) parameterized by unit length
at time 1, [71].
Example 2.2.2 (Canonical Heisenberg groups). Consider the Heisenberg group
H1 with canonical orthonormal vector fields defined in Example 2.1.5, see Fig-
ure 2.4. In this case the Hamiltonian is given by:
H(x1, x2, x3, p1, p2, p3) =
1
2
∑
i=1,2
P 2i
= 12
(
P 2X1 + P
2
X2
)
,
where
PX(x, p) =
3∑
i=1
X i(x1, x2, x3)Pi
= P1 − x22 P3
= Px1 −
x2
2 Px3 ,
and
PY (x, p) =
3∑
i=1
Y i(x1, x2, x3)Pi
= P2 +
x1
2 P3
= Px2 +
x1
2 Px3 .
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Now, we can write the Hamiltonian that associated to H1 as follows:
H(x1, x2, x3, p1, p2, p3) =
1
2
(
p1 − x22 p3
)2
+ 12
(
p2 +
x1
2 p3
)2
.
From the Hamiltonian equation we can obtain the equations of geodesics as
following:

x˙1(t) =
∂H
∂p1
= p1 − x22 p3,
x˙2(t) =
∂H
∂p2
= p2 +
x1
2 p3,
x˙3(t) =
∂H
∂p3
=
(
−x22
)(
p1 − x22 p3
)
+
(
x1
2
)(
p2 +
x1
2 p3
)
,
(2.8)
and
p˙1(t) = −∂H
∂x1
= −p32
(
p2 +
x1
2 p3
)
,
p˙2(t) = −∂H
∂x2
= p32
(
p1 − x22 p3
)
,
p˙3(t) = −∂H
∂x3
= 0.
(2.9)
We can see directly from the last system that p3 = C, where C 6= 0 is any
non-vanishing constant (the case C = 0 is considered later). By substituting
what we have from (2.8) in (2.9), we can rewrite (2.9) system as follows:

p˙1(t) = −C2 x˙2(t),
p˙2(t) =
C
2 x˙1(t).
Hence, by using (2.8) we have:

x˙1(t) = p1(t)− C2 x2(t),
x˙2(t) = p2(t) +
C
2 x1(t).
(2.10)
Differentiating that last equations and using (2.9) we have:
 x¨1(t) + C x˙2(t) = 0,x¨2(t)− C x˙1(t) = 0. (2.11)
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In order to solve (2.11) we can set that p = x˙1 and q = x˙2, so from (2.11) we
obtain the following second order ODE system:
 p˙(t) + C q(t) = 0,q˙(t)− C p(t) = 0. ⇒

p˙ = −C q˙,
q˙ = C p
.
By deriving and substituting in the previous equations, we find:

p¨(t) + C2 p˙(t) = 0,
q¨(t) + C2 q˙(t) = 0.
Now, the characteristic equation for the 1st ODE equation in the last system
can be given by:
r2 + C2 = 0 ⇒ r = ±i C.
Thus, the general solution for this ODE is:
x˙1(t) = p(t) = c1 cos(C t) + c2 sin(C t). (2.12)
Since we have q = − p˙
C
, then:
x˙2(t) = q(t) = c1 sin(C t)− c2 cos(C t). (2.13)
Note that c1 and c2 in (2.12) and (2.13) are any suitable constants. To compute
these two constant c1 and c2 we need to use the initial data, so consider the
initial data: 
x1(0) = 0,
x2(0) = 0,
x3(0) = 0,
and

p1(0) = a,
p2(0) = b,
p3(0) = c,
,
where a, b, c ∈ R. Then we have:
a = p1(0) = x˙1(0) = p(0) and
b = p2(0) = x˙2(0) = q(0).
So c1 = a and c2 = −b. Thus we obtain the solution of the system (2.8) as
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follows: 
x˙1(t) = a cos(C t)− b sin(C t),
x˙2(t) = a sin(C t)− b cos(C t).
(2.14)
In order to evaluate (2.14), we just need to integrate it, so we have:

x1(t) =
a
C
sin(C t) + b
C
cos(C t) + C1,
x2(t) = − a
C
cos(C t) + b
C
sin(C t) + C2,
where C 6= 0 by assumption.
Let us choose C1 = − b
C
,C2 =
a
C
and C 6= 0, so we rewrite the last equation
as follows 
x1(t) =
a
C
sin(C t) + b
C
cos(Ct)− b
C
,
x2(t) = − a
C
cos(C t) + b
C
sin(Ct)− a
C
.
Then,

x1(t) =
a
C
sin(C t)− b
C
(
1− cos(C t)
)
,
x2(t) =
b
C
sin(C t) + a
C
(
1− cos(C t)
)
.
(2.15)
Now, we have to compute x3(t), from the last equation in the system (2.8).
Using from (2.10) and (2.12) we have the following:
x˙3(t) = −x22 p1 +
x1
2 p2 +
C
4 (x
2
1 + x22)
= C4 (x
2
1 + x22) (using (2.15))
= C4
( a
C
sin(C t)− b
C
(1− cos(C t))
)2
+
(
b
C
sin(C t)− a
C
(1− cos(C t))
)2
= C4
(
a2 + b2
C2
)(
sin2(C t) +
(
1− cos(C t
)
)2
)
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= a
2 + b2
4C
(
sin2(C t) + 1− 2 cos(C t) + cos2(C t)
)
= a
2 + b2
4C
(
1 + 1− 2 cos(C t)
)
= a
2 + b2
2C
(
1− cos(C t)
)
.
Integrate x˙3(t) and using the initial condition we considered earlier, we obtain:
x3(t) =
a2 + b2
2C2
(
C t− sin(C t)
)
.
At the end, we can write the geodesic equations for the canonical Heisenberg
groups as follows:

γ1(t) =
a
C
sin(C t)− b
C
(
1− cos(C t)
)
,
γ2(t) =
b
C
sin(C t) + a
C
(
1− cos(C t)
)
,
γ3(t) =
a2 + b2
2C2
(
C t− sin(C t)
)
,
where C 6= 0.
In case C = 0 the geodesic equations system (2.14) becomes:

x˙1(t) = a,
x˙2(t) = b.
Integrate the previous system, we have:

x1(t) = a t,
x2(t) = b t.
2.2. Geodesics. 55
Now, use (2.8) and (2.9) to compute x˙3(t) as following:
x˙3(t) =
−x2(t)
2 p1(t) +
x1
2 p2(t)
= −x2(t)2 x˙(t) +
x1
2 x˙2(t)
= −bt2 a+
at
2 b
= 0.
In order to compute x˙3(t) = 0, using the initial condition x3(0) = 0, we obtain:
x3(t) = 0.
So the geodesic equations under the condition C = 0 are given by:

γ1(t) = a t,
γ2(t) = b t,
γ3(t) = 0,
where a, b ∈ R. Notice that in this case all normal geodesic we compute turn
to regular Euclidean lines.
In the following we like to show how the geodesics in the Heisenberg groups
H1 look like. Calin, Chang and Greiner discussed this object extensively in
their paper [26]. Here, we like to highlight the geodesics between the origin
P = (0, 0, 0) and a point Q which will be as follows:
56 Chapter 2. Sub-Riemannian manifolds.
P
Q
Figure 2.5: In the picture we show some minimizing geodesics from
the origin to the point Q, whenevr Q lies on the z−axis. As we
can see minimizing geodesic in the sub-Riemannian case are not
even locally unique.
When Q = (0, 0, 1): in this case we have many geodesics as solution of (2.8)
parameterized by the circle S1 and they are all minimizing geodesics. See
Figure 2.5.
P
Q
Figure 2.6: A unique geodesics appears from the origin to Q =
(1, 1, 0).
When Q = (1, 1, 0): in this case the geodesics is a unique straight line, which
lies in the z = 0 plane (it is obviously also the unique minimizing
geodesics). See Figure 2.6.
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P
Q
Figure 2.7: Only one of the arcs should be a minimizing geodesic.
To find it we need to compute their length.
When Q = (1, 1, 1): in this last case we have finitely many geodesics as a
solution of (2.8) which join the origin to the endpoint (1, 1, 1) (since
x1, x2 6= 0). These geodesics are arcs of circles. See Figure 2.7.
For explicit computation for the geodesics in H1 we refer the reader to e.g.
[47].
2.3 An example of geometry not satisfying the
Ho¨rmander condition.
In this section we study a special kind of vector fields inducing a degenerate
Riemannian manifold which do not satisfy the Ho¨rmander condition.
Look at the following vector fields on R2:
X(P ) =
 1
0
 and Y (P ) =
 0
a(x1)
 , ∀ P = (x1, x2) ∈ R2,
where a(x1) =

0, if x1 < 0,
1, if x1 ≥ 0.
We notice that the vector field Y is not smooth, since the second component
is discontinuous on its domain, whereas X is smooth. Nevertheless, up to
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small modification we could find a smooth Y that generate a manifold with
the same characterisations. So for sake of simplicity we study this non smooth
case. First, let us compute the distance and the length of each geodesic we
have between the points P = (x1, x2), Q = (x˜1, x˜2) ∈ R2. Therefore, we have
to study 3 different cases as follows:
1. x1, x˜1 < 0,
2. x1, x˜1 ≥ 0,
3. x1 > 0 and x˜1 ≤ 0.
Let us study them case by case:
When x1, x˜1 < 0: there are two different situations:
P
Q
Figure 2.8: Geodesic when x1, x˜1 < 0 and x2 6= x˜2.
1. If x2 6= x˜2, then the distance is given by:
d(P,Q) = |x1|+ |x˜1|+ |x2 − x˜2|.
See Figure 2.8.
In this case the geodesic between P and Q is a union of 3 line
segments. Thus, we write γ : [0, 1] → R2, which has 3 different
segments and can be parameterized as follows:
(i) γ1 : [0, a]→ R2, a ∈ (0, 1), given by:
γ1(t) =
(
x1(t), x2(t)
)
where x1(t) =
(a− t)
a
x1,
x2(t) = x2,
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(ii) γ2 : [a, b]→ R2, 0 < a < b < 1, given by:
γ2(t) = (x1(t), x2(t)) where x1(t) = 0,
x2(t) =
a− t
a− b x˜2 +
(b− t)
b− a x2,
(iii) γ3 : [b, 1]→ R2, where
γ3(t) =
(
x1(t), x2(t)
)
where x1(t) =
b− t
b− 1 x˜1
x2(t) = x˜2.
Then we obtain the geodesic
γ(t) =

γ1(t), if t ∈ [0, a],
γ2(t), if t ∈ [a, b],
γ3(t), if t ∈ [b, 1].
P Q
Figure 2.9: Geodesic when x1, x˜1 < 0 and x2 6= x˜2.
2. If x2 = x˜2 then, the distance is given by:
d(P,Q) = |x1 − x˜1|.
See Figure 2.9.
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The geodesic in this case is γ : [0, 1]→ R2 where:
γ(t) =
(
x1(t), x2(t)
)
such that x1(t) = t x˜1 + (1− t)x1,
x2(t) = t x˜2 + (1− t)x2,
where x2 = x˜2 ⇒ x2(t) = x2.
P
Q
Figure 2.10: Geodesic when x1, x˜1 ≥ 0.
When x1, x˜1 ≥ 0: in this case the distance between p and Q is the standard
Euclidian distance which is defined as:
d(P,Q) =
(
(x1 − x˜1)2 + (x2 − x˜2)2
) 1
2 .
See Figure 2.10.
We have here that the geodesic γ : [0, 1]→ R2 is given by:
γ(t) =
(
x1(t), x2(t)
)
such that x1(t) = tx˜1 + (1− t)x1,
x2(t) = tx˜2 + (1− t)x2.
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P
Q
Figure 2.11: Geodesic in case x1 = x˜1 = 0.
Remark 2.3.1. In case of x1 = x˜1 = 0 the distance is given by:
d(P,Q) = |x2 − x˜2|.
See Figure 2.11.
The geodesic in this case is γ : [0, 1]→ R2 where
γ(t) =
(
x1(t), x2(t)
)
such that x1(t) = 0,
x2(t) = tx˜2 + (1− t)x2.
P
Q
Figure 2.12: Geodesic when x1 > 0 and x˜1 ≤ 0.
When x1 > 0 and x˜1 ≤ 0: the distance is given by:
d(P,Q) = |x1|+
(
x˜21 + (x2 − x˜2)2
) 1
2 .
See Figure 2.12. Hence, the geodesic in this case is a union of 2 line
segments which are given by:
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1. γ1 : [0, a]→ R2, a ∈ (0, 1), where
γ1(t) =
(
x1(t), x2(t)
)
such that x1(t) =
(a− t)
a
x1,
x2(t) = x2,
2. γ2 : [a, 1]→ R2, where
γ2(t) =
(
x1(t), x2(t)
)
such that x1(t) =
t− a
1− a x˜1 +
1− t
1− a x1,
x2(t) =
t− a
1− a x˜2 +
1− t
1− a x2.
So we can write the geodesic γ(t) =

γ1(t), if t ∈ [0, a],
γ2(t), if t ∈ [a, 1].
2.3.1 Equation of geodesics.
In order to obtain the geodesic equations for this example, let us write the
Hamiltonian, which is given by:
H(x1, x2, p1, p2) =
1
2
∑
i
P 2i
= 12
(
P 2X + P 2Y
)
,
where:
P1 =
2∑
i=1
X(x1, x2)pi
= p1,
and
P2 =
2∑
i=1
Y (x1, x2)pi.
This implies
P2 = 0 or P2 = p2,
since a(x1) is a piecewise function. Note that the vector field X2 is not smooth,
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that means H is a discontinuous function and so H is not differentiable. There-
fore, we can find a decomposition for the domain, which allows us to differen-
tiate H. For that, let us consider the following sets:
Ω1 = (−∞, 0)× R3 and
Ω2 = (0,∞)× R3.
where Ω1 ∪ Ω2 = Ω = R4, restricted to Ω1 and Ω2. Now, we can redefine the
Hamiltonian:
1. The Hamiltonian defined on Ω1, i.e. H : Ω1 → R, which is given by:
H(x1, x2, p1, p2) =
1
2 p
2
1.
2. The Hamiltonian define on Ω2, i.e. H : Ω2 → R, which is given by:
H(x1, x2, p1, p2) =
1
2
(
p21 + p22
)
.
Recall the general formula for the Hamiltonian system:

x˙i(t) =
∂H
∂pi
,
p˙i(t) = −∂H
∂xi
.
First, in Ω1 we have the following system: x˙1(t) = p1(t),x˙2(t) = 0. (2.16)
 p˙1(t) = 0,p˙2(t) = 0. (2.17)
Consider the following initial conditions:
 x1(0) = x
0
1,
x2(0) = x02,
(2.18)
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and  p1(0) = r,p2(0) = s. (2.19)
where (x01, x02, r, s) ∈ Ω1. From the system (2.17) we can immediately obtain
the solutions by integrating the system and using the initial conditions in
(2.19):
 p1(t) = r,p2(t) = s.
Using the last system in (2.17), we obtain:
 x˙1(t) = r,x˙2(t) = 0.
Integrate the above system:
 x1(t) = r t+ C1,x2(t) = C2.
where C1, C2 are constant in R. To evaluate C1 and C2 we use the initial
conditions in (2.19):
x1(0) = C1 ⇒ x01 = C1.
Hence
x1(t) = r t+ x01.
Now to evaluate x2(t), we have:
x2(0) = C2 ⇒ C = x02,
So, the geodesic on (−∞, 0) can be parameterized as:
 γ1(t) = rt+ x
0
1,
γ2(t) = x02.
.
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In Ω2 we have the following system: x˙1(t) = p1(t),x˙2(t) = p2(t) (2.20)
and  p˙1(t) = 0,p˙2(t) = 0. . (2.21)
Consider the following initial conditions:
 x1(0) = x
0
1,
x2(0) = x02.
(2.22)
and  p1(0) = r,p2(0) = s. (2.23)
where (x01, x02, r, s) ∈ Ω2. From the system (2.21) we can immediately obtain
the solution by integrating the system and using the initial conditions in (2.22)
and (2.23):
 p1(t) = r,p2(t) = s.
Using last system in (2.21), we obtain:
 x˙1(t) = r,x˙2(t) = s.
Integrate the above system:
 x1(t) = r t+ C1,x2(t) = s t+ C2.
where C1, C2 is any constant. To evaluate C1, C2 we use the initial conditions
in (2.19):
x1(0) = C1 ⇒ x01 = C1.
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Hence
x1(t) = r t+ x01.
Now, evaluate y(t) we have:
x2(0) = C2 ⇒ C2 = x02,
Hence
x2(t) = s t+ x02.
So, the geodesic on Ω2 can be parameterized as: γ1(t) = r t+ x
0
1,
γ2(t) = s t+ x02.
Then the geodesics found before can be found as solutions of the Hamiltonian
in Ω1 and Ω2 but not as solutions of a Hamiltonian on Ω since they are not
regular enough.
2.3.2 The Ho¨rmander condition is not satisfied.
Here we want to show that the Ho¨rmander condition is not satisfied. As we
know X is a smooth vector field but Y is discontinuous vector field, so we
cannot check the Ho¨rmander condition on X and Y generally. But we are
able to check it on the half plane only, i.e. on (0,∞) × R or on (−∞, 0) × R
separately, where both the vector fields are smooth. Firstly, we check it on
Ω1 = (0,∞)× R where we have:
span
(
L(X, Y )
)
(P ) = R2, ∀ P = (x1, x2) ∈ Ω1.
Therefore, in this case X, Y satisfy the Ho¨rmander’s condition with step 1, i.e.
the geometry is Riemannian.
Secondly, look at the negative plane Ω2 = (−∞, 0)×R, where the vector field
Y is equal to
 0
0
, Then we obtain nothing to commute with, then obviously
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the Ho¨rmander condition is not satisfied, in fact:
dim
(
span L(X, Y )
)
(P ) = dim(span X(P )) = 1, ∀ P = (x1, x2) ∈ Ω2.
This means that the Ho¨rmander condition is not satisfied in this geometry.
2.3.3 Conclusion.
We study this example to show that the Ho¨rmander condition is not a nec-
essary condition for getting a finite distance, while it is a sufficient condition,
see Chow’s Theorem 2.1.1. Instead the example seems to suggest that it is
necessary for the C-C distance under some additional regularity for the vector
fields, to be continuous w.r.t. the original topology, that in our example is
the standard Euclidean topology on R2. In fact, one could indeed show that
the Ho¨rmander condition is equivalent to this continuity property for the C-C
distance, see e.g [73]. More precisely the previous example shows a geometry
where the Ho¨rmander condition is not satisfied, while the explicit computa-
tions prove that the associated distance is finite. The same distance is instead
not continuous (w.r.t. the Euclidean topology): in fact
lim
P→Q
d(P,Q) = 2|xQ|,
for all Q = (xQ, yQ) with xQ < 0, then clearly
lim
P→Q
d(P,Q) 6= 0.
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Chapter 3
Lie algebras and Carnot groups.
Lie groups and Lie algebras play an important role in physics and mathematics.
In mathematics it can be related to many research areas, such as Riemannian
and sub-Riemannian manifolds, algebraic geometry and symplectic geometry.
Lie groups and Lie algebra are the base structures of Carnot groups. The latter
are distinguished spaces that are rich of structure: they are those Lie groups
equipped with a path distance that is invariant by left-translations of the group
and admit automorphisms that are dilations with respect to the distance. In
this chapter we present the basic notions about Lie algebras and Carnot groups
together with some examples. Moreover, we study the connection between the
Lie algebras and manifolds structures. For further details on Lie groups and
Lie algebra we refer the reader to [22, 47, 52, 56, 57, 66, 68, 87]. The reader
can find a short and clear reference on the Carnot groups in the paper of J.
Heinonen [58].
3.1 Lie groups and Lie algebras.
Definition 3.1.1. A Group G is called a Lie group if it is an n-dimensional
smooth manifold such that the group operations
mult : G×G→ G by (P,Q) 7→ P ◦Q, ∀ P,Q ∈ G,
inv : G→ G by P 7→ P−1, ∀ P ∈ G,
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are smooth, see Definition 1.1.10.
Example 3.1.1. R is 1−dimensional (abelian) Lie group, where the group
multiplication is the usual addition. Similarly, any real n−dimensional vector
space is a n−dimensional Lie group under vector addition.
Example 3.1.2. The general linear group GL(n,R) is a Lie group, in fact:
1. GL(n,R) is a smooth manifold, see Example 1.1.11, and
2. If A,B ∈ GL(n,R), then we know that:
(i) The multiplication is smooth because the matrix entries of any pro-
duct matrix AB are polynomials in the entries of A and B.
(ii) The inversion of the matrix A with entries of it is inverse are a
polynomials divided by det(A) and we know that 1det(A) is smooth.
Therefore GL(n,R) is a Lie group of dimension n2.
Definition 3.1.2. Let G be a Lie group. Then for P ∈ G, the left trans-
lation, denoted by LP , and the right translation, denoted by RP , are re-
spectively given by:
LP : G→ G with LP (Q) := P ◦Q,
RP : G→ G with RP (Q) := Q ◦ P,
where Q ∈ G.
Because we can write LP as the composition of smooth maps:
G ıP−→ G×G m−→ G,
where ıP (Q) = (P,Q) and m is the left multiplication, it implies that LP is
smooth. In fact LP is a diffeomorphism of G, since LP−1 is the smooth inverse
of LP . The same is true for the right translation RP : G→ G. Note that if G
is not abelian in general LP 6= RP so we will usually use LP .
Remark 3.1.1. Note that if G1,G2 are smooth manifolds, f : G1 → G2 is a
diffeomorphism and df : TG1 → TG2 is the differential of f , then
df
(
[X, Y ]
)
=
[
df(X), df(Y )
]
. (3.1)
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Definition 3.1.3. Let G be a Lie group, a vector field X on G is called left-
invariant if it is invariant under all left translations, i.e. for any P,Q ∈ G:
dLP
(
X(Q)
)
= X(P ◦Q). (3.2)
Similarly, a vector field X is called right invariant if for any P ∈ G we have:
dRP
(
X(Q)
)
= X(Q ◦ P ).
Proposition 3.1.1. Let G be a Lie group and suppose that X, Y ∈ X(G) (see
Definition 1.1.14) are two left-invariant vector fields. Then [X, Y ] is also a
left-invariant vector field.
Proof. It follows directly from using the fact that the Lie bracket is preserved
under diffeomorphisms. Indeed, by using (3.1) for any P,Q ∈ G we obtain:
dLP
(
[X, Y ](Q)
)
=
[
dLP
(
X(Q)
)
, dLP
(
Y (Q)
)]
=
[
X
(
P ◦Q
)
, Y
(
P ◦Q
)]
= [X, Y ](P ◦Q).
That means [X, Y ] is left-invariant vector field. 
The coming definition is considered one of the most important application
of Lie bracket.
Definition 3.1.4 (Abstract Lie algebra). A Lie algebra, denoted by g, is a
real vector space endowed with a Lie bracket [·, ·] : g × g → g by (X, Y ) 7→
[X, Y ], that satisfies the following properties for all X, Y, Z ∈ g:
1. Bilinearity :
[αX + βY, Z] = α[X,Z] + β[Y, Z],
[Z, αX + βY ] = α[Z,X] + β[Z, Y ].
2. Antisymmetry:
[X, Y ] = −[Y,X].
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3. Jacobi Identity:
[
X, [Y, Z]
]
+
[
Y, [Z,X]
]
+
[
Z, [X, Y ]
]
= 0.
Example 3.1.3.
1. The Euclidean space R3 endowed with the standard vector products is a
Lie algebra.
2. Any vector space V with the trivial commutator [X, Y ] = 0 is Lie algebra.
Definition 3.1.5 (The Lie algebra of a Lie group). The space g of all left-
invariant vector fields on a Lie group G endowed with the standard Lie bracket
is called Lie algebra of the Lie group G.
Example 3.1.4. The vector space M(n,R) of n×n real matrices becomes an
n2−dimensional Lie algebra under the bracket: [A,B] = AB − BA. The first
two conditions are obvious. We obtain the Jacobi identity by straightforward
calculation for any n× n matrix A,B,C as follows:
[
A, [B,C]
]
+
[
B, [C,A]
]
+
[
C, [A,B]
]
= [A,BC − CB] + [B,CA− AC]
+[C,AB −BA]
= ABC − ACB −BCA+ CBA
+BCA−BAC − CAB + ACB
+CAB − CBA− ABC +BAC
= 0.
When we are regarding M(n,R) as a Lie algebra with this bracket, we denoted
it by gl(n,R).
Proposition 3.1.2. Let G be a Lie group and X ∈ g, then there exists a unique
1−parameter subgroup γX(t) defined on G, which is called vector flux, such
that for all t ∈ R it satisfies the following:

d
dt
γX(t)
∣∣∣∣∣
t=0
= X,
γX(0) = e.
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Definition 3.1.6. Let G be a Lie group, the exponential map is the smooth
function defined by
exp : g→ G
X 7→ γX(1).
For more properties on the exponential map we refer to [66, Chapter 20].
3.2 Carnot groups.
3.2.1 Some basic algebraic topology notions.
We like first to introduce the concept of the fundamental group in terms of
loops in topological spaces, that will allow us to introduce the definition of
Carnot groups.
Definition 3.2.1. Let M be a topological space with P,Q ∈M . We define a
path in M from P to Q to be a continuous function γ : [0, 1]→ M such that
γ(0) = P and γ(0) = Q. The points P,Q are called the endpoints.
Definition 3.2.2. Let M be a topological space and γ : [0, 1]→ M is a path
in M , the inverse path of γ is defined as γ−1 : [0, 1]→M with
γ−1(t) := γ(1− t), ∀ t ∈ [0, 1].
From the previous two definitions we can think there are so many paths,
even on a simple topological spaces. We desire a way that keeping the end-
points fixed and this is done by continuously deforming one path into another.
In another words, we consider continuous deformations of paths with the same
end-points such that the end-points remain fixed during the transformation.
This idea is made more precise in the next definition.
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P Q
γ1
γ0
M
Figure 3.1: Homotopic of two pathes in a manifold M.
Definition 3.2.3. Let M be a topological space with two paths γ1 and γ2 that
have endpoints P,Q ∈ M . A homotopy from γ1 to γ2 is a family of paths
γt : [0, 1]→M such that for all t ∈ [0, 1] we have that γt satisfies the following
conditions:
1. The endpoints γt(0) = P and γt(1) = Q are independent of t.
2. The associated map Γ : [0, 1] × [0, 1] → M defined by Γt1(t2) = γ(t2, t1)
is continuous.
When there exist a homotopy between two paths γ1 and γ2 they are said to
be homotopic and we write γ1 ' γ2.
The homotopy class of γ, denoted by [γ], is the equivalence class of path γ
under the equivalence relation of homotopy.
See Figure 3.1.
Proposition 3.2.1. Let M be a topological space with two endpoints P,Q ∈
M . A path homotopy is an equivalence relation on the set of all paths from P
to Q.
Example 3.2.1 (Linear homotopy). Any two pathes γ1 and γ2 in Rn such
that they have the same endpoints are homotopic via the linear homotopy,
which is defined by:
γt1(t2) = (1− t1)γ1(t2) + t1 γ2(t2).
That means that the path γ1(t1) travels along the line segment to γ2(t1) with
constant speed.
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In the following definition we define a notion for paths where only one point
is fixed.
Definition 3.2.4. Let M be a topological space, a loop in M is a path such
that γ(0) = P = γ(1), for some P ∈ M , i.e. the start and the end points
coincide. P is called the basepoint of the loop.
Definition 3.2.5. Let M be a topological space with the usual topology and
γ1, γ2 : [0, 1] → M be two pathes in M such that γ1(1) = γ2(0). The product
path γ1 · γ2 is defined as follows:
γ1 · γ2(t) :=

γ1(2t), 0 ≥ t ≥ 12
γ2(2t− 1), 12 ≥ t ≥ 1.
Theorem 3.2.1. Let M be a topological space. The set of homotopy classes
[γ] of loops γ : [0, 1]→ M at the basepoint p forms a group under the product
[γ1] · [γ2] = [γ1 · γ2].
The group, mention in the Theorem 3.2.1, is called the fundamental
group and we denote it by pi1(M, p).
Definition 3.2.6. Let M be a topological space, M is path-connected if for
every P,Q ∈ M , there exists a continuous path γ such that γ(0) = P and
γ(1) = Q.
Definition 3.2.7. Let M be a topological space, M is simply-connected if
it is path-connected and has a trivial fundamental group.
3.2.2 Carnot groups.
Before giving the definition of Carnot group we introduce the concept of nilpo-
tent Lie algebra.
Definition 3.2.8 (Nilpotent Lie algebra). A Lie algebra g of a Lie group G
(see Definition 3.1.1) is called nilpotent of step k if there exists k ∈ N \ {0}
and a decomposition
g = g(1) ⊕ . . . g(k) (3.3)
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where
g(1) = g1 ≤ g,
g(n+1) =
[
g1, g
(n)
]
, n ∈ N \ {0},
and
[
g1, g
(n)
]
:=
{
[X, Y ] : X ∈ g1, Y ∈ g(n)
}
,
for n = 1, . . . , k and g(k+1) = {0}.
Definition 3.2.9. A group G is called Carnot group (also called stratified
group) of step k, if it is connected Lie group whose Lie algebra is nilpotent
of step k.
Carnot groups are equipped with a family of automorphisms of the group,
namely dilations.
Definition 3.2.10 (Dilation in Carnot groups). A family of dilation in
Carnot group G is a family of a smooth map δt : G → G, where t > 0,
that is defined as follows:
δt := exp ◦ 4t ◦ exp−1,
where exp is the exponential map defined in Definition 3.1.6 and 4t : g → g
is defined as 4t(X) = tiX for all X ∈ gi for i = 1, . . . , k. By using equation
(3.3) for all X ∈ g we have
4t(X) = λX1 + · · ·+ λkXk, for X = X1 + · · ·+Xk and Xi ∈ gi.
By the definition of dilations the following properties hold.
Lemma 3.2.1 (Properties of dilations). Given a Carnot group (G, ◦) endowed
with a family of dilations δt, then for all P,Q ∈ G and t, t1, t2 ∈ R the following
properties hold:
1. δ1(P ) = P , for all P ∈ G,
2. δt(P ) =
(
δ−t
)−1
(P ), for all P ∈ G, t ∈ R,
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3. δt1
(
δt2(P )
)
= δt1 t2(P ), for all P ∈ G and t1, t2 ∈ R,
4. δt(P ) ◦ δt(Q) = δt(P ◦Q), for all P,Q ∈ G and t ∈ R and
5. whenever k ≥ 2, then δt1(P ) ◦ δt2(P ) 6= δt1+t2(P ), for all P ∈ G and
t1, t2 ∈ R.
Example 3.2.2 (The Euclidian space). Rn spaces can be considered as a
trivial abelian Carnot group of step 1 with respect to its vector space structure.
Hence the group law is the standard sum P +Q, where P = (x1, . . . , xn), Q =
(x˜1, . . . , x˜n) ∈ Rn.
The standard base of Lie algebra r of Rn is given by following the left-invariant
vector fields:
Xi(P ) =
∂
∂xi
, ∀ P = (x1, . . . , xn) ∈ Rn, i = 1, ..., n.
In this case the dilations are defined as follows:
δ(P ) =
(
tx1, . . . , txn
)
, ∀ P = (x1, . . . , xn) ∈ Rn, t > 0.
Example 3.2.3 (Heisenberg group Hn). The n−th Heisenberg group Hn ∼=
R2n+1 (see Example 2.1.5) is a popular example of a non-commutative nilpotent
Lie group with stratified algebra
h = h1 ⊕ h2;
here h1 is 2n-dimensional and generated by the vectors X1, ..., Xn, Y1, ..., Yn.
Whereas, dim h2 = 1 and h2 = span{Z}.
Observe that the group identity is (0, . . . , 0) ∈ R2n+1.
Moreover the dilations are given by the family of non-isotropic maps:
δt(P ) =
(
tx1, tx2, ..., t
2x2n+1
)
, ∀ P = (x1, . . . , x2n+1) ∈ Hn, t > 0.
In the following example we like to study the left-invariant vector fields of
a very important type of a step 3 sub-Riemannian geometry of dimension 4,
which is the Engel group. This geometry is endowed with a non-commutative
Lie group law. Engel group is an interesting group since when certain constants
are set to be zero the geodesics can be considered lifting to either Heisenberg
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group geodesics or Martin geodesics, see [73]. Many authors study the Engel
groups from different points of view, we refer the reader to, e.g. [2, 21, 85, 91].
Example 3.2.4 (Engel group). The Engel group (briefly E4) is a Carnot
group of step 3 on R4. Let us recall the group law:
P ◦Q =
(
x1 + x˜1, x2 + x˜2, x3 + x˜3 + x1x˜2, x4 + x˜4 + x1x˜3 +
x21
2 x˜2
)
, (3.4)
where P = (x1, x2, x3, x4), Q = (x˜1, x˜2, x˜3, x˜4) ∈ R4, with group identity is
(0, 0, 0, 0) ∈ R4.
We deal here with the Lie algebra e generated by the following vector fields:
X1(P ) =
∂
∂x1
,
X2(P ) =
∂
∂x2
+ x1
∂
∂x3
+ x
2
1
2
∂
∂x4
,
X3(P ) =
∂
∂x3
+ x1
∂
∂x4
,
X4(P ) =
∂
∂x4
where P = (x1, x2, x3, x4) ∈ R4. So it is easy to check that E4 is a step 3
Carnot group, since the associated stratified algebra is
e = e1 ⊕ e2 ⊕ e3,
where
e1 = span{X1, X2}, e2 = span{X3} and e3 = span{X4}.
The only non-vanishing commutation relationships among the generators are
given by
[X1, X2] = X3, [X1, X3] = X4.
In addition, the group dilation is given by:
δt(P ) =
(
tx1, tx2, t
2x3, t
3x4
)
, ∀ P = (x1, x2, x3, x4) ∈ R4, t > 0.
Lemma 3.2.2 ([22], Proposition 2.2.22). If G is a simply connected nilpotent
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Lie group then it is isomorphic to Rn (so we indicate any element P by the
corresponding point Q in Rn) with a polynomial multiplication law (P,Q) →
P ◦Q whose identity is 0 and inverse is P−1 = −P .
Remark 3.2.1. According to Lemma 3.2.2, we can identify G with the triple
(Rn, ◦, δt).
3.3 The homogenous distance.
Carnot groups can be endowed by a distance and a norm defined in line with
the stratification of the Lie algebra.
Definition 3.3.1. Let G be a Carnot group with stratifications g1, . . . , gk.
The homogenous norm ‖.‖h is a continuous function from G =
(
Rn, ◦, δλ
)
to [0,+∞) and it is defined as
‖P‖h :=
(
k∑
i=1
|xi|
2k!
i
) 1
2k!
, (3.5)
where |xi| is the usual n−dimentional Euclidean norm that defined on the
vector space gi with n = dim gi (where we have used the identification given
in Lemma 3.2.2).
Example 3.3.1 (The Heisenberg group Hn). As we know Hn is a Carnot
group with step 2, look at Example 2.1.5. Applying (3.5) we obtain:
‖(P,Q)‖h =
( 2n∑
i=1
x2i
)2
+Q2
 14 , P = (x1, . . . , x2n) ∈ R2n, Q ∈ R.
Remark 3.3.1. The homogenous norm is satisfying the following properties:
1. ‖P‖h = 0 ⇐⇒ P = e, where e is the identity of the group,
2. ‖P−1‖h = ‖P‖h, ∀ P ∈ Rn
3. ‖δt(P )‖h = t‖P‖h, ∀ P ∈ Rn, t > 0,
4. ‖P ◦Q‖h ≤ ‖P‖h + ‖Q‖h, ∀ P,Q ∈ Rn.
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Definition 3.3.2. The induced homogenous distance between two given points
P,Q ∈ G is defined by:
dh(P,Q) = ‖Q−1 ◦ P‖h.
where we have indicate by P−1 the inverse of P w.r.t. the law group, i.e.
P ◦ P−1 = P−1 ◦ P = e and e is the identity in G.
Recall that by Lemma 3.2.2 we can identify P ≡ x ∈ RN ,Q ≡ y ∈ Rn and
then dh(x− y) = ‖ − y ◦ x‖h with ‖ · ‖h given in (3.5).
3.4 Manifold structure vs Lie algebra struc-
ture.
From the previous section we know that the Lie algebra of a Lie groups is
the space of all left-invariant vector fields defined on G. Since that space is
naturally isomorphic to TeG, one usually identifies the Lie algebra g with TeG.
The following theorem explains that precisely.
Theorem 3.4.1 ([22]). Let G be a Lie group and g be its Lie algebra. Then
the following statements are satisfied:
1. g is a vector space and the function
φ : g → TeG,
X → φ(X) := X(e)
is isomorphism between g and the tangent space TeG (see Definition
1.1.12) to G at the identity e of G. As a consequence, dim g = dim TeG =
dim G.
2. g with the commutation operation is a Lie algebra.
For a proof see [22].
Theorem 3.4.1 together with the function left-translation allows us to com-
pute the left-invariant vector fields for any X(P ) ∈ G. Take X(e) ∈ TeG, then
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we can define a corresponding vector X(P ) ∈ TPG as
X(P ) :=
(
dLP
)(
X(e)
)
, P ∈ G, (3.6)
where LP is the left-translations, see Definition 3.1.2.
The following examples illustrate how to compute explicitly the vector fields
given in Example 2.1.5.
Example 3.4.1 (The Heisenberg group H1). As the left-invariant vector fields
for TeH1 we choose e1, e2, e3 standard Euclidean 3-dimensional at basis. In
order to compute the left-invariant vectors for H1, let us fix a point P =
(x1, x2, x3) ∈ H1 and consider the curve γ˜ : [0, 1]→ H1 defined as
γ˜(t) = f
(
γ(t)
)
,
where γ : [0, 1]→ H1 satisfies
γ(0) = e = (0, 0, 0),
γ˙(0) = X(e),
with X(e) respectively equal to e1, e2 and then e3, given f : H1 → H1 then
(df)e
(
X(e)
)
:= d
dt
γ˜(t)
∣∣∣∣∣
t=0
.
Choose as function f the left-translations LP : G → G with LP (Q) = P ◦ Q
and consider X(e) = ei, for i = 1, 2, 3, we have
γ˜i(t) = LP
(
γi(t)
)
,
˙˜γi(0) = (dLP )(ei),
for i = 1, 2, 3.
Now, let us find the left translations with P = (x1, x2, x3)
LP
(
γ(t)
)
= (x1, x2, x3) ◦
(
γ1(t), γ2(t), γ3(t)
)
=
(
x1 + γ1(t), x2 + γ2(t), x3 + γ3(t) +
1
2
(
x1γ2(t)− x2γ1(t)
))
.
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To obtain the left-invariant vector fields we need to differentiate the left trans-
lations
(
dLP
)
e
(X) =
(
γ˙1(0), γ˙2(0), γ˙3(0) +
1
2
(
x1γ˙2(0)− x2γ˙1(0)
))
,
where γ˙(0) = X. Hence, the left-invariant vector field X1(P ) corresponding to
e1 = (1, 0, 0) is
X1(P ) = ˙˜γ1(0) = (dLP )(1, 0, 0)
=
(
1, 0,−x22
)
= ∂
∂x1
− x22
∂
∂x3
.
Similarly, the left-invariant vector field X2(P ) corresponding to e2 = (0, 1, 0)
in TeH1 is:
X2(P ) = ˙˜γ2(0) = (dLP )(0, 1, 0)
=
(
0, 1, x12
)
= ∂
∂x2
+ x22
∂
∂x3
.
Finally, the left-invariant vector field X3(P ) corresponding to e3 = (0, 0, 1) in
TeH1 is:
X3(P ) = ˙˜γ3(0) = (dLP )(0, 0, 1)
= (0, 0, 1)
= ∂
∂x3
.
Example 3.4.2 (Engel group E4). In this example we compute the left-
invariant vector fields in the Engel group, see Example 3.2.4. As left-invariant
vector fields for TeE4 we choose e1, e2, e3 and e4 standard Euclidean 4-dimensional
basis. In order to compute the left invariant vector fields for the Engel group,
let us fix a point P = (x1, x2, x3, x4) ∈ R4E4 (see Lemma 3.2.2) and consider
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the curve γ˜ : [0, 1]→ R4 defined as
γ˜(t) = f
(
γ(t)
)
,
where γ : [0.1]→ R4 satisfies

γ(0) = e = (0, 0, 0, 0),
γ˙(0) = X(e),
with X(e) respectively equal e1, e2, e3 and e4. Given f : E4→ E4 then
(df)e
(
X(e)
)
:= d
dt
γ˜(t)
∣∣∣∣∣
t=0
.
As the previous example, choose as function f the left-translations LP : G→ G
with LP (Q) = P ◦Q and consider X(e) = ei, for i = 1, 2, 3, 4, we find
γ˜i(t) = LP
(
γi(t)
)
,
˙˜γi(0) = (dLP )(ei),
for i = 1, 2, 3.
Now, let us compute the left-translations with P = (x1, x2, x3, x4)
LP
(
γ(t)
)
= (x1, x2, x3, x4) ◦
(
γ1(t), γ2(t), γ3(t), γ4(t)
)
=
(
x1 + γ1(t), x2 + γ2(t), x3 + γ3(t) + x1γ2(t),
x4 + γ4(t) + x1γ3(t) +
x22
2 γ2(t)
)
.
To obtain the left-invariant vector fields we need to differentiate the left trans-
lations at ei.
(dLP )e(X) =
(
γ˙1(0), γ˙2(0), γ˙3(0) + x1γ˙2(t), γ˙4(0) + x1γ˙3(0) +
x22
2 γ˙2(0)
)
,
where γ˙(0) = ei for i = 1, 2, 3, 4. Hence, the left-invariant vector field X1(P )
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corresponding to e1 = (1, 0, 0, 0) is
X1(P ) = (dLP )(1, 0, 0, 0)
= (1, 0, 0, 0)
= ∂
∂x1
.
Similarly, the left-invariant vector field X2(P ) corresponding to e2 = (0, 1, 0, 0)
is
X2(P ) = (dLP )(0, 1, 0, 0)
=
(
0, 1, x1,
x22
2
)
= ∂
∂x2
+ x1
∂
∂x3
+ x
2
2
2
∂
∂x4
.
Also, the left-invariant vector field X3(P ) corresponding to e3 = (0, 1, 0, 0) is
X3(P ) = (dLP )(0, 0, 1, 0)
= (0, 1, 1, x1)
= ∂
∂x3
+ x1
∂
∂x4
.
Finally, the left-invariant vector field X4(P ) corresponding to e4 = (0, 0, 0, 1)
is
X4(P ) = (dLP )(0, 0, 1, 0)
= (0, 0, 0, 1)
= ∂
∂x4
.
Recall that the first layer of the stratified Lie algebra is spanned by X1 and
X2 only.
Part II
Starshapedness and Convexity
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Chapter 4
Convexity in the Euclidean
space vs. Carnot groups and
sub-Riemannian geometries.
In this chapter we start recalling convex sets and convex functions in the Eu-
clidean case, and some mutual relations. Rockafellar studied all these notions
extensively in his book [81]. The idea of presenting these basic concepts of
convex analysis is to remind the reader about some core notions in this setting
and so more easily to highlight later the analogies and differences with the cor-
responding notions in the Carnot groups and the sub-Riemannian manifolds.
Later, we study the case of the Carnot groups, looking at both properties of
convex sets and convex functions. Some of these properties have been studied
by Danielli-Garofalo-Nhieu in Carnot groups in [39]. Our goal is to generalize
these results in general the geometry of vector fields, which apply in particular
to a very large clam of sub-Riemannian geometries as an example the Grushin
space. At this purpose we use the notion of X−lines and investigate some
relations between X−convex sets and X−convex functions.
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4.1 Euclidean convexity.
We start with recalling the notion of (Euclidean) convex functions and convex
sets. Then we remind the reader of some well-known properties that connect
convex functions with convex sets, such as level sets and the epigraph. The
literature on this subject is very vast, e.g. [14, 34, 36, 40, 49, 51, 54, 81].
4.1.1 Convex functions.
Definition 4.1.1. Let Ω ⊆ Rn be open, a function u : Ω → R is said to be
convex function in Ω if for each P,Q ∈ Ω the following condition is satisfied:
u
(
(1− t)P + tQ
)
≤ (1− t)u(P ) + t u(Q), ∀ t ∈ (0, 1). (4.1)
The function u is said to be strictly convex if (4.1) is strict for any P 6= Q
and t ∈ [0, 1].
We say u : Ω→ R is concave if the function −u : Ω→ R is convex.
Remark 4.1.1. Definition 4.1.1 requires that the function u to be defined at
(1− t)P + tQ, for each P,Q ∈ Ω and t ∈ [0, 1], which is equivalent to requiring
the domain to be convex (see Definition 4.1.2 below).
Example 4.1.1. The function u(P ) = |P | is convex over R.
u2 convex function.
Figure 4.1: A graphical representation of convex functions in R.
Example 4.1.2. In Figure 4.1 we show the geometrical meaning of convexity
in the Euclidean space.
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4.1.2 Convex sets.
For any two distinct points P1, P2 ∈ Rn, that points of the form
Q = (1− t)P1 + t P2, where t ∈ Rn,
forms the straight line segment passing through P1 and P2. The parameter
value t = 0 corresponds to Q = P2, and the parameter value t = 1 corresponds
to Q = P1. The values of the parameter t between 0 and 1 correspond to all
the points of the (closed) straight line segment between P1 and P2.
Convex set Non-convex set
Figure 4.2: Graphical meaning of convex sets.
Definition 4.1.2. Let Ω ⊆ Rn, Ω is said to be convex if for each P,Q ∈ Ω
the following condition is satisfied:
(1− t)P + tQ ∈ Ω, ∀ t ∈ [0, 1]. (4.2)
See Figure 4.2.
Example 4.1.3. A cone is a convex set. See Figure 4.3.
Example 4.1.4. The Euclidean ball
BR(P ) =
{
Q ∈ Rn : (x˜1 − x1)2 + · · ·+ (x˜n − xn)2 ≤ R2
}
,
such that P = (x1, . . . , xn), Q = (x˜1, . . . , x˜n) ∈ Rn, is convex in Rn for all
R > 0 and all centers P ∈ Rn.
Example 4.1.5. One trivial example of convex sets are half spaces. So, if we
consider the associated linear map γ : Rn → R and t ∈ R, then the following
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−1
1
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1
0.5
1
Figure 4.3: The cone in R3 is an example of a convex set.
sets: {
P ∈ Rn : γ(P ) < t
}
,
{
P ∈ Rn : γ(P ) > t
}
,{
P ∈ Rn : γ(P ) ≤ t
}
,
{
P ∈ Rn : γ ≥ t
}
,
are convex.
Note that, the hyperplane that associated to these half spaces sets is the set:
P :=
{
P ∈ Rn : γ(P ) = t
}
,
which is again a convex set.
Figure 4.4: Illustration of the fact that intersection of
infinitely many half spaces.
Remark 4.1.2. The intersection of convex sets is convex; in particular, the
intersection of any number of half spaces is convex. See Figure 4.4.
Definition 4.1.3. Let Ω ⊆ Rn be open, a convex combination of finitely
many points P1, ..., Pm ∈ Ω, where m ≥ 2, means any element P ∈ Ω of the
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form
P =
m∑
i=1
ti Pi,
such that the coefficients ti of the convex combination are nonnegative numbers
summing to one, i.e. ti ≥ 0 and
m∑
i=1
ti = 1.
Corollary 4.1.1. Ω is a convex set if and only if any convex combination of
points in Ω belongs to Ω.
Next we like to recall an important notion in the study of convex analysis.
Figure 4.5: The convex hull is always convex even for a non-convex
set.
Definition 4.1.4 (Convex hull). Let Ω ⊆ Rn be open, the convex hull of Ω,
denoted by co Ω, is the smallest convex set containing Ω. In another words,
the convex hull of Ω is the intersection of all convex subsets in Rn that contain
Ω. See Figure 4.5
Remark 4.1.3. Obviously Ω is convex ⇐⇒ co Ω = Ω.
Definition 4.1.4 is well posed since there is always at least one convex set
containing the set Ω, which is the space Rn.
Corollary 4.1.2. The convex hull of open set Ω ⊆ Rn can be described as the
set of all convex combinations generated by points in Ω, i.e.
co Ω :=
{
m∑
i=1
ti Pi : Pi ∈ Ω, ti ≥ 0,
m∑
i=0
ti = 1, m ≥ 2
}
.
In the following we recall some important and very well-known relations of
standard convex sets and convex functions.
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Definition 4.1.5 (Level sets). Let Ω ⊆ Rn be open and consider u : Ω → R
and a ∈ R, the set
Ωa :=
{
P ∈ Ω : u(P ) ≤ a
}
is called a level set of the function u.
Lemma 4.1.1. The level sets Ωa of the convex function u : Ω→ R are always
convex sets for all a ∈ R.
Proof. Assume that P,Q ∈ Ωa, we need to prove that:
(1− t)P + tQ ∈ Ωa, ∀ t ∈ [0, 1].
Since u is a convex function
u
(
(1− t)P + tQ
)
≤ (1− t)u(P ) + t u(Q).
Using the fact that P,Q ∈ Ωa implies u(P ) ≤ a and u(Q) ≤ a, we have:
(1− t)u(P ) + t u(Q) ≤ (1− t)a+ t a = a.
Thus (1− t)P + tQ ∈ Ωa, i.e. Ωa is a convex set for all a ∈ R. 
Remark 4.1.4. The reverse of Lemma 4.1.1 is not true. Indeed, there exists
a non-convex function whose level sets are convex. For example, u(P ) = P 3
over R is not convex and its level sets are convex.
We now introduce the notion of quasiconvex functions which is related with
the convexity of level sets.
Definition 4.1.6. Let Ω ⊆ Rn be open, a function u : Ω → R is said to be
quasiconvex in Ω if for all P,Q ∈ Ω the following condition is satisfied:
u
(
(1− t)P + tQ
)
≤ max
{
u(P ), u(Q)
}
, ∀ t ∈ (0, 1). (4.3)
The function u is said to be strictly quasiconvex if (4.3) is strict for any
P 6= Q and t ∈ [0, 1].
We say u : Ω→ R is quasiconcave if −u : Ω→ R is quasiconvex.
Example 4.1.6. The function u(P ) = P 3 is quasiconvex over R. In general,
any monotonic function is quasiconvex.
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u quasiconvex function.
Figure 4.6: The function u(P ) =
√
|P | is clearly not convex.
Lemma 4.1.2. (Euclidean) convexity always implies quasiconvexity.
Proof. Let Ω ⊆ Rn be open and consider the function u : Ω → Rn is convex
on Ω, i.e. for each P,Q ∈ Ω and for every t ∈ [0, 1] we can write:
u
(
(1− t)P + tQ
)
≤ (1− t)u(P ) + t u(Q)
≤ (1− t) max
{
u(P ), u(Q)
}
+ t max
{
u(P ), u(Q)
}
= max
{
u(P ), u(Q)
}
.
Thus u is quasiconvex. We conclude that convexity implies quasiconvexity. 
Remark 4.1.5. The notion of quasiconvexity is weaker than the one of con-
vexity in the Euclidean setting, therefore the reverse of Lemma 4.1.2 is not
true. As an example: the function u(P ) =
√
|P | is quasiconvex but not convex
over R.
See Figure 4.6.
Theorem 4.1.1. Let Ω ⊆ Rn be an open set and consider the function u :
Ω→ R. Then u is a quasiconvex function in Ω if and only if all the level sets
Ωa are convex sets for all a ∈ R.
Proof. (⇒) Assume that u is a quasiconvex and consider the level set Ωa on
u. We want to prove that Ωa is convex.
Let P,Q ∈ Ωa and t ∈ [0, 1] and by using the fact that u is a quasiconvex
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function we can write:
u
(
(1− t)P + tQ
)
≤ max
{
u(P ), u(Q)
}
≤ a,
since u(P ) ≤ a and u(Q) ≤ a. Thus (1 − t)P + tQ ∈ Ωa, i.e. Ωa is a convex
set.
(⇐) In order to prove the opposite statement, assume, without loss of gen-
erality, that max
{
u(P ), u(Q)
}
= u(P ) and consider the level set Ωa with
a = u(P ), that is
Ωa =
{
Q ∈ Ω : u(Q) ≤ u(P )
}
;
Obviously P ∈ Ωa.
Since Ωa for all a ∈ R is convex, we have:
(1− t)P + tQ ∈ Ωa, ∀ t ∈ [0, 1],
i.e.
u
(
(1− t)P + tQ
)
≤ u(P ) = max
{
u(P ), u(Q)
}
.
Thus u is a quasiconvex function on its domain. 
Next, we recall an important link between convex sets and convex functions
by characterising the epigraph.
epi(u)
Ω the domain of u
Figure 4.7: Epigraph of a function u in R.
Definition 4.1.7 (Epigraph of a function). Let Ω be an open set on Rn and
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define the function u : Ω→ R. The set
epi(u) :=
{
(P, a) ∈ Ω× R : u(P ) ≤ a
}
is called the epigraph of u. See Figure 4.7.
Proposition 4.1.1. Consider the open subset Ω ⊆ Rn. The function u : Ω→
R is convex if and only if its epigraph is a convex subset of Ω× R.
Proof. (⇒) Assume that the function u is convex. Let (P, a), (Q, b) ∈ epi(u),
we need to prove that epi u is convex, i.e.
(
(1− t)P + tQ, (1− t)a+ t b
)
∈ epi(u), ∀ t ∈ [0, 1].
Since (P, a), (Q, b) ∈ epi(u) that implies u(P ) ≤ a and u(Q) ≤ b. As u is a
convex function we can write:
u
(
(1− t)P + tQ
)
≤ (1− t)u(P ) + t u(Q) ≤ (1− t)a+ t b.
We conclude (
(1− t)P + tQ, (1− t)a+ t b
)
∈ epi(u),
i.e. epi(u) is a convex subset of Ω× R.
(⇐) Assume that epi(u) is a convex subset of Ω×R and we need to prove that
u is a convex function on its domain, i.e. for all P,Q ∈ Ω we have
u
(
(1− t)P + tQ
)
≤ (1− t)u(P ) + t u(Q), ∀ t ∈ [0, 1]. (4.4)
Since epi(u) is convex then for all (P, a)(Q, b) ∈ epi(u) the segment:
(
(1− t)P + tQ, (1− t)a+ b t
)
∈ epi(u), t ∈ [0, 1].
Then by using the definition of epi(u) we have:
u
(
(1− t)P + tQ
)
≤ (1− t)a+ t b, ∀ t ∈ [0, 1]. (4.5)
Note that
(
P, u(P )
)
,
(
Q, u(Q)
)
∈ epi(u) is trivial. So we rewrite (4.5) with
a = u(P ) and b = u(Q) which implies (4.4). Hence u is a convex function. 
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In the following we recall another relation between convex functions and
convex sets which is the convex envelope of a function u. This property is
an important one since it is involved in the study of the solution of PDEs.
For example it is often used to prove that the level sets of solutions of elliptic
capacitary remain convex, see e.g. [84].
v
u
Figure 4.8: Convex envelope of a function u.
Definition 4.1.8. Let Ω ⊂ Rn be open convex and define the function u :
Ω → Rn, the convex envelope of u over its convex domain Ω, denoted by
u∗, is the largest possible convex of u over Ω, i.e.
u∗(P ) := sup
{
v(P ) : v is convex and v ≤ u
}
.
See Figure 4.8.
Last connection we like to recall between the convexity of functions and
the convexity of sets in the Euclidean space is related to the next notion.
Definition 4.1.9. Let Ω ⊆ Rn be open, we define the indicator function
on Ω as 1Ω : Rn → R⋃{∞} which is given by:
1Ω(P ) :=

0, if P ∈ Ω,
+∞, if P /∈ Ω.
Lemma 4.1.3. A set Ω is convex if and only if its indicator function 1Ω is a
convex function.
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Proof. (⇒) Assume that Ω is convex, and let P,Q ∈ Rn, and t ∈ [0, 1]. If
either P or Q are not in Ω then
(1− t)1Ω(P ) + t 1Ω(Q) = +∞.
Therefore
1Ω
(
(1− t)P + tQ
)
≤ +∞ = (1− t)1Ω(P ) + t 1Ω(Q).
On the other hand, if P,Q ∈ Ω, then also
(1− t)P + tQ ∈ Ω,
and therefore
1Ω
(
(1− t)P + tQ
)
= (1− t)1Ω(P ) + t 1Ω(Q) = 0.
Thus 1Ω is convex.
(⇐) Now assume that 1Ω is convex, and let P,Q ∈ Ω with t ∈ [0, 1]. The
convexity of 1Ω implies that
1Ω
(
(1− t)P + tQ
)
≤ (1− t)1Ω(P ) + t 1Ω(Q) = 0.
Since 1Ω only takes the values 0 and ∞ this shows that,
1Ω
(
(1− t)P + tQ
)
= 0,
i.e.
(1− t)P + tQ ∈ Ω.
Thus Ω is convex. 
4.2 Convexity in Carnot groups.
Danielli-Garofalo-Nhieu [39] and Juutinen-Lu-Manfredi-Stroffolini [61] have in-
troduced the concept of H−convexity (also called horizontal convexity) for
functions defined on Carnot groups. In this section we study the idea of
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H−convexity and introduce some properties ofH−convex functions andH−convex
sets.
4.2.1 Convex functions in Carnot groups.
We introduce two different notions ofH−convex functions; a stronglyH−convex
notion and a weakly H−convex notion. These two types of functions do not
require their domains to be H−convex, unlike standard (Euclidean) convex
functions.
We first introduce an important notion in the study of the convexity in Carnot
groups which play an important role on this area; it is given in the following
definition.
Definition 4.2.1 (Horizontal plane in Carnot groups). Let G be a Carnot
group and define its Lie algebra g = g1 ⊕ · · · ⊕ gr where m = dim g1, (see
Definition 3.2.9). Fix a point P ∈ G we define the horizontal plane through
P , denoted by HP , as the m−dimensional submanifold of G which is given by
HP := LP
(
exp
(
g1 × {0}
))
, (4.6)
where LP is the left translation (see Definition 3.1.2), and 0 is the n−m−dimensional
zero vector in g, with n = dim g1 + · · ·+ dim gr.
Definition 4.2.2. Let P,Q ∈ G, for t ∈ [0, 1] we define the convex combi-
nation of P and Q based on P , denoted by PGt , as follows:
PGt := P ◦ δt
(
P−1 ◦Q
)
, (4.7)
where δt is the dilation on Carnot groups, see Definition 3.2.10.
Example 4.2.1. Let P = (x1, x2, x3), Q = (x˜1, x˜2, x˜3) ∈ H1 and for t ∈ [0, 1]
4.2. Convexity in Carnot groups. 99
we write the convex combination of P and Q as follows:
PH
1
t := P ◦ δt(P−1 ◦Q)
= (x1, x2, x3) ◦ δt
(
(−x1,−x2,−x3) ◦ (x˜1, x˜2, x˜3)
)
= (x1, x2, x3) ◦
(
t(x˜1 − x1), t(x˜2 − x2),
t2
(
x˜3 − x3 + 12 (−x1x˜2 + x2x˜1)
))
=
(
x1 + t(x˜1 − x1), x2 + t(x˜2 − x2),
x3 +
t
2 (x1x˜2 − x2x˜1) +
t2
2
(
x˜3 − x3 + 12 (−x1x˜2 + x2x˜1)
))
.
Definition 4.2.3. Let G be a Carnot group and Ω ⊆ G, a real-valued function
u : G → (−∞,∞) is called strongly H−convex if the convex combination
PGt for any P,Q ∈ Ω satisfies the following condition:
u
(
PGt
)
≤ (1− t)u(P ) + t u(Q), ∀ t ∈ [0, 1]. (4.8)
Remark 4.2.1. Definition 4.2.3 is equivalent to the (Euclidean) convexity in
case G = Rn.
Definition 4.2.4. Let Ω ⊆ G, a real-valued function u : Ω → R is called
weakly H−convex if the convex combination PGt for any P ∈ Ω and for each
Q ∈ HP ∩ Ω, where P 6= Q, satisfies the following condition:
u
(
PGt
)
≤ (1− t)u(P ) + t u(Q), ∀ t ∈ (0, 1). (4.9)
The function u is said to be strictly weakly H−convex if (4.9) is strict for
all t ∈ (0, 1).
Regularity for H−convex function.
First order regularity. It is very well-known that (standard) convex func-
tions on Rn are locally Lipschitz which is equivalent to requiring that (at least
in convex sets) the L∞−norm of the gradient is locally bounded, i.e. it is
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bounded on any compact subset of Rn.
The same result is still true in the case of Carnot groups, indeed Magnani
[72] and Rickly [78] proved that any H−convex function is locally Lipschitz
continuous w.r.t. homogenous distance. It it noticeable that the L∞−norm of
the total gradient may not be locally bounded but the horizontal gradient is.
Second order regularity. It is also very well-known that in the 1-dimensional
Euclidean settings R a C2 function u is convex if and only if u′′ ≥ 0. Similarly
in Rn, where
D2u ≥ 0 (4.10)
has to be interpreted in the sense of non-negative definite matrices. In an-
other words (4.10) means that ∀ a ∈ Rn, aT D2u a ≥ 0, which is equivalent
to requiring that all eigenvalues of D2u are non-negative (recall D2u is always
symmetric for C2 functions).
It is also known that if the convex function is not C2, then the same charac-
terisation for the second derivatives given in (4.10) is still true but it needs to
be interpreted in the viscosity sense (for more details on viscosity solutions,
see e.g. [9, 25, 35]). The characterisation in the viscosity sense is non-trivial
and it has been proved by Alvarez-Lasry-Lions in [7].
This important characterisation of convex functions has been successfully gen-
eralised on Heisenberg group by Lu-Manfredi-Stroffolini [70] and later to more
general on Carnot groups by Juutinen-Lu-Manfredi-Stroffolini [61]. For simi-
lar results see also Balogh-Rickly [79]. In this case (4.10) becomes D2Hu ≥ 0,
where D2Hu is defined as
(
D2H u
)m
ij=1
=
(
XiXju
)m
ij=1
(4.11)
and Xi, Xj are the left-invariant vector fields (see Definition 3.1.3).
Since D2Hu is not symmetric even for smooth functions often it is replaced by(
D2Hu
)∗
which is the symmetric part of D2H u, i.e
(
D2H u
)∗
i,j
=
(
XiXju+XjXiu
2
)
i,j=1,...,m
. (4.12)
For more related results we refer the reader to e.g. [30, 55, 89].
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4.2.2 Convexity of sets in Carnot groups.
In this section we introduce the notion of H−convex sets and study some
properties which show how they are related to weakly H−convex functions.
Definition 4.2.5. Let G be a Carnot group and Ω ⊆ G, Ω is called H−convex
if for any P ∈ Ω and any Q ∈ Ω⋂HP the following condition is satisfied:
(1− t)P + tQ ∈ Ω, ∀ t ∈ [0, 1]. (4.13)
Next we like to introduce two characteristics of weaklyH−convex functions.
Proposition 4.2.1. Consider the weakly H−convex function u and a ∈ R,
the level sets Ωa :=
{
P ∈ G : u(P ) ≤ a
}
are H−convex.
For the proof see [39].
Proposition 4.2.2. Let Ω be a H−convex set in a Carnot group G, a function
u : Ω→ R is weakly H−convex if and only if epi(u) is a H−convex set in G.
For the proof see [39].
4.3 Convexity in Ho¨rmander vector fields ge-
ometries.
In this section we introduce a notion of convexity depending on the geometry
of vector fields, denoted by X−convexity. First of all, in this geometry we
need X−lines. It is worth mentioning that X−convexity extended the mean-
ing of the H−convexity to general Riemannian geometries. Full details on
X−convexity and its applications can be found in [10, 11, 12].
4.3.1 Convex functions in Ho¨rmander vector fields ge-
ometries.
As we mentioned earlier, in Chapter 2, in Sub-Riemannian geometry there are
a special type of admissible paths; which are those curves whose velocities are
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admissible and they are called horizontal curves (see Definition 2.1.5). We now
introduce a special type of horizontal curves: the X−lines.
Throughout our study we consider a family of at least C2−vector fields X ={
X1(P ), ..., Xm(P )
}
, Xi : Ω → Rn, i = 1, 2, ..,m, m ≤ n, where Ω is open in
Rn.
Definition 4.3.1 (X−lines). Any absolutely continuous curve xα : [0, 1]→ Rn
(see Definition 1.2.4) is called X−line if it solves the following ODE:
x˙α(t) =
m∑
i=1
αiXi
(
xα(t)
)
= σ
(
xα(t)
)
α, t ∈ [0, 1], (4.14)
for some α = (α1, . . . , αm) ∈ Rm, where σ(x) is the n×m−matrix having the
vectors X1, . . . , Xm as columns.
Thus x˙α(t) is not constant but its coordinates w.r.t. the given vector fields
X1, . . . , Xm are constant, we recall that the vector, α is also called horizontal
velocity; thus X−lines are horizontal curves with constant horizontal velocity.
Remark 4.3.1. The X−lines have at least the same regularity of the vector
fields.
Note that in the case of the Euclidean setting X−lines turn to a standard
Euclidean lines. In the following examples we compute the X−lines in the
Heisenberg group H1 and Engel group.
Example 4.3.1 (X−line in H1). First let us write the matrix σ(x) associated
to the vector fields of H1 (see Example 2.1.5),
σ(x) =

1 0
0 1
−x22
x1
2
 ,
for α = (α1, α2) ∈ R2 we can write:
σ(x)α =

α1 0
0 α2
−α1 x22 α2
x1
2
 .
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Hence the X−lines in H1 are the solutions of the following ODE’s:

x˙1(t) = α1,
x˙2(t) = α2,
x˙3(t) =
−α1 x2(t) + α2 x1(t)
2 ,
(4.15)
where α1, α2 ∈ R.
The solution of (4.15) becomes:

x1(t) = α1 t+ C1,
x2(t) = α2 t+ C2,
and
x˙3(t) =
−α1(α2t+ C2) + α2(α1t+ C1)
2 ,
= −α1C2 + α2C12 ,
where C1, C2, C3 are real constants to determine by using the following initial
condition at P0 = (x01, x02, x03) ∈ H1, i.e.
x1(0) = x01,
x2(0) = x02,
x3(0) = x03.
(4.16)
So
x3(t) =
−α1C2 + α2C2
2 t+ C3. (4.17)
Then (4.16) and (4.17) together becomes:

x1(t) = α1 t+ x01,
x2(t) = α2 t+ x01,
x3(t) =
x01 α2 − x02 α1
2 t+ x
0
3.
(4.18)
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We conclude that the X−line starting from P0 are Euclidean lines from P0 but
depending only on two parameters (α1, α2) instead of 3 parameters like in the
Euclidean case. Hence the Euclidean convexity implies the H−convexity in
H1 whereas the reverse is false, for an example see [45].
Example 4.3.2 (X−lines in Engel group). First let us write the matrix σ(x)
associated to the vector fields X1, X2 of the Engel group (see Example 3.2.4),
σ(x) =

1 0
0 1
0 x1
0 x
2
1
2

,
for α = (α1, α2) ∈ R2 we can write:
σ(x)α =

α1 0
0 α2
0 α2 x1
0 α22 x
2
1

.
Hence the X−lines in H1 are the solutions of the following ODE’s:

x˙1(t) = α1,
x˙2(t) = α2,
x˙3(t) = α2 x1,
x˙4(t) =
α2
2 x
2
1,
(4.19)
where α1, α2 ∈ R.
The solution of (4.19) becomes:

x1(t) = α1 t+ C1,
x2(t) = α2 t+ C2,
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where C1, C2 are real constants. Then
x˙3(t) = α1α2 t+ α2C1,
x˙4(t) =
α2
2 (α1t+ C1)
2
which implies 
x3(t) = α1α2,
x4(t) = α2α1(α1t+ C1).
In order to solve (4.19), let us consider the following initial condition at P0 =
(x01, x02, x03, x04) ∈ E4, 
x1(0) = x01,
x2(0) = x02,
x3(0) = x03,
x4(0) = x04.
(4.20)
Then (4.20) becomes:

x1(t) = α1 t+ x01,
x2(t) = α2 t+ x02,
x3(t) = α2
(
α1 t+ x01
)
t+ x03,
x4(t) =
α2
(
α1 t+ x01
)2
2 t+ x
0
4.
(4.21)
Therefore X−lines in E4 are parabolas.
X−lines can be applied not only to Carnot groups as we see in Example
4.3.1 and 4.3.2 but also to sub-Riemannian geometries that are not Carnot
group like Grusˇin plane.
Example 4.3.3 (X−line in the Grusˇin plane). Let us write the matrix σ(x)
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associated to the vector fields of the Grusˇin plane (see Example 2.1.4),
σ(x) =
1 0
0 x1
 .
for α = (α1, α2) ∈ R2 we can write:
σ(x)α =
α1 0
0 α2 x1
 .
Similarly to Example 4.3.1, we solve the following ODE:

x˙1(t) = α1,
x˙2(t) = α2 x1,
(4.22)
where α1, α2 ∈ R.
By solving (4.22) we obtain the following X−lines:

x1(t) = x01 + α1t,
x2(t) = x02 + α2x01t+
α1α2
2 t
2.
Unlike H1 we can see that the X−lines in the Grusˇin plane are parabolas.
Obviously the X−convexity ; the Euclidean convexity in the Grusˇin plane.
Next we define the set of all X−lines passing through a point.
Definition 4.3.2. Let Ω ⊆ Rn be open, the X−plane associated to any
point P ∈ Ω, denoted by VP , is the set of all points that one can reach from
P through a X−line, i.e.
VP :=
{
Q ∈ Rn : ∃ α ∈ Rm s.t. xα(0) = P, xα(1) = Q
}
. (4.23)
Note that dim VP = m ≤ n.
Remark 4.3.2.
1. We can say that the X−plane associated to any point P is the union of
all X−lines starting from the point P .
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2. Q /∈ VP means @ xα joining P and Q and visa versa.
Example 4.3.4. In case that the vector fields generate a Carnot group, VP
becomes the horizontal plane HP (see Definition 4.2.1).
For additional information about X−plane, we refer the reader to [10, 12].
Now we introduce the notion of X−convex function. The X−plane will a
critical notion for our later study.
Definition 4.3.3. Let Ω ⊆ Rn be open, the function u : Ω → R is called
X−convex if for any α ∈ Rm we have u ◦ xα is convex in I, where xα is the
X−line defined by (4.14).
We can assume that I = [0, 1] with xα(0) = P and xα(1) = Q, for P,Q ∈ Ω,
which implies u ◦ xα is convex on [0, 1].
Remark 4.3.3. As we know the (Euclidean) convex functions require the con-
vexity for their domains (see Remark 4.1.1). Instead the domain of X−convex
function is not required to be X−convex. Since Definition 4.3.3 requires u◦xα
to be convex in all connected components of the pre-image x−1α (Ω). All of these
connected components are disjoint open intervals. Therefore, the condition of
convexity for the domain is not necessary in the case of X−convex functions.
Remark 4.3.4. The X−convexity and (Euclidean) convexity for functions
are not related, for examples see [10]. However there are some cases where a
standard convex function is a X−convex at the same time, e.g. in H1; since
all the X−lines are a selection of Euclidean lines, see Example 4.3.1.
In the next we state the relation between the X−convexity and the hori-
zontal convexity in each of Carnot groups and the Heisenberg group.
Theorem 4.3.1. [22, Proposition 8.3.17] Let (G, ∗) be a Carnot group on Rn,
Ω ⊆ Rn open and connected and u : Ω → R upper semicontinuous. Then u
is convex along the generator X of G (see Definition 4.3.3) if and only if u is
H−convex (see Definition 4.2.4).
Remark 4.3.5. X−convexity and H−convexity in H1 are not only equivalent
but they turn out to be indeed exactly the same notion. In fact since the
X−lines are Euclidean straight lines then the curve (X−convexity) coincides
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at any points with its tangent line (H−convexity). For more details on this
remark see [22].
More properties of X−convex functions and the connection between
X−convex functions and the subdifferential has been studied by Bardi-Dragoni
[12].
Regularity for X−convexity.
First order regularity. Now we want to mention some of the regularity
results explained in Subsection 4.2.1 for H−convex functions in Carnot groups
are still true for X−convex functions in the case of C1−vector fields satisfying
the Ho¨rmander condition. Bardi-Dragoni have proved that the property of
Lipschitz continuity w.r.t. the Carnot Carathe´dory distance is still true in the
case of X−convexity and the corresponding L∞ bound for the gradient.
Proposition 4.3.1. [10, Proposition 6.1, Theorem 6.1] Let u : [0, 1] → Ω be
a X−convex function and bounded, with Ω ⊆ Rn open and bounded. Then
1. For any open Ω1 ⊂⊂ Ω, ∃ L = L(Ω1) such that, for any Ω1 ⊂⊂ Ω
∣∣∣DXu(P )∣∣∣ := ∣∣∣σT (P )Du(P )∣∣∣ ≤ L in the viscosity sense in Ω1,
for some L = L
(
‖u‖∞, δ
)
< +∞, where δ = d(Ω1, ∂Ω) = inf{d(P,Q) |P ∈
Ω1, Q ∈ ∂Ω} and where d(P,Q) is the distance induced by the family of
vector fields X .
2. u is locally L−Lipschitz w.r.t. the distance d(P,Q) , i.e.
∣∣∣u(P )−u(Q)∣∣∣ ≤
Ld(P,Q) in any Ω1 ⊂⊂ Ω.
3. If, moreover we assume that the vector fields are smooth and they satisfy
the Ho¨rmander condition, the distributional horizontal derivatives Xiu
exist almost surely for all i = 1, . . . ,m and ‖DXu‖∞ is locally bounded
in Ω.
Second order regularity. Also the regularity results explained in Subsec-
tion 4.2.1 forH−convex functions in Carnot groups are still true for X−convex
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functions in the case of C2−vector fields.
Theorem 4.3.2. [10, Theorem 3.1] Let Ω ⊆ Rn be open and connected and
X = {X1, . . . , Xm} be a family of C2 vector fields on Rn. Then an upper
semicontinuous function u : Ω→ R is X−convex (see Definition 4.3.3) if and
only if it satisfies the following:
D2X u ≥ 0
where
(
D2X u
)
ij
=
(
XiXju
)
ij
for i, j = 1, . . . ,m in the viscosity sense.
Remark 4.3.6. In Carnot groups D2Xu = D2Hu.
4.3.2 Convexity of sets in Ho¨rmander vector field ge-
ometries.
While convex functions w.r.t. vector fields have already been studied, this idea
so far has never been applied to sets.
Definition 4.3.4. Let Ω ⊆ Rn be open, we define the set of all X−segments
between any P ∈ Ω and any Q ∈ VP ⋂Ω and for α ∈ Rm,m ≤ n, denoted by
YP,Qα , where VP is the X−plane (see Definition 4.3.2) as follows:
YP,Qα :=
{
xα : [0, 1]→ Rn : xα(0) = P, xα(1) = Q and xα solves (4.14)
}
.
(4.24)
Definition 4.3.5. Let Ω ⊆ Rn be open, Ω is called X−convex if for each
P ∈ Ω, for each Q ∈ VP ∩ Ω and for any α ∈ Rm we have the following
condition is satisfied:
YP,Qα (t) ⊆ Ω, ∀ t ∈ [0, 1], (4.25)
where YP,Qα (t) is the X−segment. In another words, we ask that any X−segment
that joins P and Q is contained in Ω, exactly as in the Euclidean case.
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4.3.3 X−convex functions vs X−convex sets.
In this section we will generalise three important mutual relations of X−convex
sets and X−convex functions; level sets, epigraph and the indicator function.
Level sets.
We start with extending Proposition 4.2.1 to the geometry of vector fields and
in particular to sub-Riemannian geometry.
Theorem 4.3.3. Let Ω ⊆ Rn and let u : Ω → R be a X−convex function,
then for any a ∈ R the level set Ωa =
{
P ∈ Ω : u(P ) ≤ a
}
is an X−convex
set.
Proof. Let us consider P ∈ Ωa and Q ∈ VP ∩Ωa, where VP is the X−plane at
P (see Definition 4.3.2).
In order to prove that Ωa is a X−convex set we need to show that for any
α ∈ Rm the following condition is satisfied:
YP,Qα (t) ⊆ Ωa, ∀ t ∈ [0, 1], (4.26)
where YP,Qα (t) is the set of all X−line segments from P to Q (see Definition
4.3.4).
Since Q ∈ VP then there exists X− line segment joining P and Q, i.e. there
exists xα(t) ∈ YP,Qα (t), where t ∈ [0, 1], such that
xα(0) = P,
xα(1) = Q,
x˙α = σ
(
xα(t)
)
α.
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By using the fact that the function u is X−convex we obtain:
u
(
xα(t)
)
= u
(
xα
(
(1− t)0 + t
))
≤ (1− t)u
(
xα(0)
)
+ t u
(
xα(1)
)
= (1− t)u(P ) + t u(Q) (Since P,Q ∈ Ωa)
≤ (1− t)a+ t a
= a.
Thus xα(t) ∈ Ωa, ∀ t ∈ [0, 1], i.e. the level sets Ωa are X−convex in Ω. 
Epi-graph.
Now we extend Proposition 4.2.2 to the geometry of vector fields and in par-
ticular to sub-Riemannian manifolds as the Grusˇin space. Recall that given
u : Ω ⊂ Rn → R then epi(u) is defined in Definition 4.1.7.
Theorem 4.3.4. Let X = {X1, . . . , Xm} be a family of vector fields on Rn
and Ω ⊆ Rn be an open and bounded set, a function u : Ω → R is X−convex
if and only if
epi(u) = {(P, a) ∈ Ω× R : u(P ) ≤ a}
is X˜−convex, where X˜ is a family of vector fields on Rn+1 defined as X˜ ={
X˜1, . . . , X˜m, X˜m+1
}
with
X˜i(P, a) :=
Xi(P )
0
 for i = 1, . . . ,m and X˜m+1(P, a) :=

0
...
0
1
 .
Proof. (⇒) Let us consider a point (P, a) ∈ epi(u) ⊆ Ω × R and fix (Q, b) ∈
VX˜(P,a)
⋂
epi(u). Note that
(Q, b) ∈ VX˜(P,a) ⇐⇒ P ∈ VXP and b ∈ R, (4.27)
with VXP the X−plane defined in Definition 4.3.2 w.r.t. the family of vector
fields X = {X1, . . . , Xm}. Then let us consider any X˜−line segment ξ : [0, 1]→
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Ω× R joining (P, a) ∈ epi(u) to (Q, b) ∈ VX˜(P,a) ∩ epi(u).
To prove that epi(u) is X−convex, we need to show that
ξ(t) ⊆ epi(u), ∀ t ∈ [0, 1], (4.28)
where ξ(t) =
(
xα(t), (b − a)t + a
)
with xα(t) any X−line joining P to Q ∈
VXP ∩ Ω.
Recall that (4.14) is equivalent to requiring
u
(
xα(t)
)
≤ (b− a)t+ a, ∀ t ∈ [0, 1]. (4.29)
To prove (4.29) we use the fact that the function u is a X−convex function,
which gives:
u
(
xα(t)
)
= u
(
xα
(
(1− t)0 + t
))
≤ (1− t)u
(
xα(0)
)
+ (1− t)u
(
xα(1)
)
= (1− t)u(P ) + t u(Q) (by using (4.27))
≤ (1− t)a+ t b,
where we have used that (P, a), (Q, b) ∈ epi(u). Thus (4.29) is proved, i.e.
epi(u) is a X˜−convex set.
(⇐) Now let (4.29) hold and for each X−line xα, where xα(0) = P and xα(1) =
Q and for all a, b ∈ R such that:

(P, a) ∈ epi(u),
(Q, b) ∈ epi(u).
We want to prove that u is a X−convex function, i.e. that the following
inequality holds
u
(
xα
(
(1− t)t1 + t t2
))
≤ (1− t)u
(
xα(t1)
)
+ t u
(
xα(t2)
)
, (4.30)
holds for all t, t1, t2 ∈ [0, 1] and for each X−line xα such that xα joining P to Q
in time t = 1. We define fα(t) := u
(
xα(t)
)
, for all xα(.) fixed with xα(0) = P ,
i.e. for all α ∈ Rm and for all P ∈ Ω.
4.3. Convexity in Ho¨rmander vector fields geometries. 113
xα
P
Q
xα(t1)
xα(t2)
xα
(
(1− t)t1 + t t2
)
Figure 4.9
Now, (4.30) can be rewritten as:
fα
(
(1− t)t1 + t t2
)
≤ (1− t)fα(t1) + t fα(t2).
So (4.30) is equivalent to proving fα : [0, 1] → R is an Euclidean convex 1-
dimensional function for all α ∈ Rm. If we can prove that epi(fα) is a convex
set in R × R, then we can use Proposition 4.1.1 in the 1-dimensional case to
conclude. In fact epi(fα) convex implies the function fα is convex. Now remark
that (t1, a), (t2, b) ∈ epi(fα) is equivalent to (xα(t1), a)(u) and (xα(t2), b)(u).
Then since epi(u) is X˜−convex then
(
(1− t)xα(t)1 + t xα(t2), (1− t)a+ t b
)
∈ epi(u), ∀ t ∈ [0, 1]. (4.31)
Recall that if ∀ (t1, a), (t2, b) ∈ epi(fα) then fα(t1) ≤ a and fα(t2) ≤ b, and
for each t ∈ [0, 1] then we have:
(
(1− t)t1 + t t2, (1− t)a+ t b
)
∈ epi(fα),
i.e.
fα
(
(1− t)t1 + t t2
)
≤ (1− t)a+ t b. (4.32)
See Figure 4.9.
Thus epi(fα) is (Euclidean) convex → fα is a convex function. which gives
(4.32) and then (4.30). This conclude the proof. 
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Indicator function.
The final connection between X−convex sets and X−convex functions we want
to investigate is the link with the indicator function. Recall that given 1Ω :
Rn → R ∪ {∞} then 1Ω is defined in 4.1.9.
Theorem 4.3.5. An open subset Ω ⊆ Rn is a X−convex set if and only if the
indicator function 1Ω : Ω ⊂ Rn → R ∪ {∞} of Ω is a X−convex function.
Proof. (⇒) Let assume that Ω is a X−convex set and we want to prove that
1Ω is a X−convex function, i.e. for any α ∈ Rm and for any corresponding
X−line xα the following condition holds:
1Ω
(
xα
(
(1− t) t1 + t t2
))
≤ (1− t) 1Ω
(
xα(t1)
)
+ t 1Ω
(
xα(t2)
)
, (4.33)
where t, t1, t2 ∈ [0, 1] and t1 ≤ t ≤ t2. Now set xα(t1) = P and xα(t2) = Q and
note that Q ∈ VP (up to a rescaling in time of xα). Use that Ω is a X−convex
set, which implies that
P = xα(t1), Q = xα(t2), xα
(
(1−t) t1 +t t2
)
∈ Ω, ∀ t, t1, t2 ∈ [0, 1]. (4.34)
Now by using the definition of the indicator function and (4.34) we obtain:
1Ω
(
xα
(
(1− t)t1 + t t2
))
= 0, ∀ t, t1, t2 ∈ [0, 1]. (4.35)
Also using the fact that P,Q ∈ Ω, i.e. 1Ω(P ) = 1Ω
(
xα(t1)
)
= 0 and 1Ω(Q) =
1Ω
(
xα(t2)
)
= 0, we obtain:
(1− t)1Ω
(
xα(t1)
)
+ t 1Ω
(
xα(t2)
)
= 0. (4.36)
Hence from (4.35) and (4.36) we have trivially that
1Ω
(
xα
(
(1− t)t1 + t t2
))
= (1− t)1Ω
(
xα(t1)
)
+ t 1Ω
(
xα(t2)
)
,
i.e. (4.33) holds, that means 1Ω is a X−convex function.
(⇐) Let assume that 1Ω is a X−convex function and we want to show that Ω
is a X−convex set, i.e. for all P ∈ Ω and all Q ∈ VP ∩ Ω and for any α ∈ Rm
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the following condition is satisfied:
xP,Qα
(
[0, 1]
)
⊂ Ω,
where xα
(
[0, 1]
)
is a X−line joining P to Q in time t = 1. Note that since
Q ∈ VP then there always exists X− line joining P and Q in time 1 (and if
X1, . . . , Xm are left-i that X−line is unique), that means that

xα(0) = P,
xα(1) = Q,
x˙α(t) = σ
(
xα(t)
)
α, t ∈ (0, 1).
By using the fact that the function 1Ω is X−convex, we obtain that for any
t ∈ (0, 1)
1Ω
(
xα(t)
)
= 1Ω
(
xα
(
(1− t)0 + t
))
≤ (1− t) 1Ω
(
xα(0)
)
+ t 1Ω
(
xα(1)
)
= (1− t)1Ω(P ) + t 1Ω(Q)
= 0 (Since P,Q ∈ Ω).
Thus by the definition of the indicator function xα(t) belongs to Ω for all
t ∈ [0, 1], i.e. Ω is a X−convex set. 
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Chapter 5
Starshaped sets.
In this chapter we study starshaped sets and how they are related to the con-
vex sets and then convex functions in different geometries. In the Euclidean
space all convex sets are starshaped with respect to each interior point. Fur-
thermore, we have in the Euclidean space different equivalent definitions for
starshapedness. We generalize these notions to Carnot groups and more gen-
eral geometries of vector fields (e.g. sub-Riemannian manifolds on Rn). We
will show that in Carnot groups the different definitions of starshapedness that
we introduce are not equivalent. We will then generalise these notions to gen-
eral geometries of vector fields and apply these ideas to the study of convex
sets along vector fields.
5.1 Starshaped sets in the Euclidean Rn.
Definition 5.1.1. The set Ω ⊆ Rn is called starshaped (or also starlike) w.r.t
a generic interior point P0 ∈ Ω if and only if the line segment starting from P0
and joining to any point P ∈ Ω is all contained in Ω, i.e.
(1− t)P0 + tP ∈ Ω, t ∈ [0, 1].
In Figures 5.1, 5.2, 5.3, 5.4, 5.5, 5.6 and 5.7 we give some examples of
starshaped and non-starshaped sets.
117
118 Chapter 5. Starshaped sets.
P0
Figure 5.1: A starshaped set w.r.t. all its interior points which
is clearly convex at the same time.
Figure 5.2: We can see that a star is starshaped w.r.t. any P0
is in the marked region. Note also that it is not starshaped
w.r.t. all other internal points and so it is not a convex set.
P0
Figure 5.3: A starshaped set w.r.t. P0 which is clearly not
convex.
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P0
Figure 5.4: The butterfly set is starshaped w.r.t. only one point.
Figure 5.5: The set in the picture is non-starshaped w.r.t. any
point.
Figure 5.6: The dumbbell is not a starshaped set w.r.t. any of
its internal points, in the figure we show that it is not a
starshaped set w.r.t. (0, 0).
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Figure 5.7: The annular set is non-starshaped w.r.t. any point.
There are many equivalent ways to define starshaped sets in the Euclidean
space. The next lemma gives one definition equivalent to Definition 5.1.1 and
which depends on the Euclidean dilations of the set.
Let us recall the Euclidean dilation of Ω ⊆ Rn, knowing also as product by
scalar:
tΩ :=
{
t P = (tx1, . . . , txn) : P = (x1, . . . , xn) ∈ Ω
}
.
Note that if Ω ⊆ Rn then for any generic point P0 ∈ Rn we can define the
following set:
P0 + Ω :=
{
Q ∈ Rn : ∃ P ∈ Ω s.t. Q = P0 + P
}
.
Lemma 5.1.1. Ω ⊆ Rn is Euclidean starshaped w.r.t. a generic point P0 ∈ Ω
if and only if:
(1− t)P0 + tΩ ⊆ Ω, ∀ 0 ≤ t ≤ 1. (5.1)
In the case P0 = 0 this takes the form
tΩ ⊆ Ω, ∀ t ∈ [0, 1]. (5.2)
Proof. It is sufficient to remark that the line segment between 0 and P =
(x1, ..., xn) at time 1 is parameterised as γ(t) = t P , while for a generic P0 the
line segment is parameterised as γ(t) = tP + P0. 
Next, we like to point out some properties of the relations between star-
shapedness and convexity of sets in the Euclidean settings.
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Proposition 5.1.1. Ω ⊆ Rn is (Euclidean) convex if and only if it is (Eu-
clidean) starshaped w.r.t. all its internal points.
Proof. The proof is trivial by using Definition 5.1.1. 
In the next example we apply Lemma 5.1.1, even though the set in the
example is trivially starshaped to introduce the approach used in the general
to Carnot groups.
Example 5.1.1. Consider the Euclidean ball BR(0) in R3, which is given by:
BR(0) =
{
P = (x1, x2, x3) ∈ R3 : x21 + x22 + x23 ≤ R2
}
.
Compute the Euclidean dilation of BR(0) for some t ∈ [0, 1], we obtain:
t BR(0) =
{
t P = (tx1, tx2, tx3) ∈ R3 : x21 + x22 + x23 ≤ t2R2
}
.
Denote by t x1 := x˜1, t x2 := x˜2 and t x3 := x˜3, we have
t BR(0) =
{
(x˜1, x˜2, x˜3) ∈ R3 : x˜2 + x˜22 + x˜23 ≤ (t R)2
}
= BtR(0), ∀ t ∈ [0, 1].
Also we have t ∈ [0, 1], so for any R > 0 we know that t R ≤ R.
Therefore t BR(0) ⊆ BR(0), which means BR(0) is starshaped w.r.t. 0 in R3.
Remark 5.1.1. All Euclidean balls are starshaped w.r.t all their internal
points since they are convex.
Example 5.1.2 (The Euclidean box). The Euclidean box of radius R in R3
given by:
BoxR =
{
P = (x1, x2, x3) ∈ R3 : |x1|+ |x2|+ |x3| < R
}
,
is (Euclidean) starshaped w.r.t all its interior points since it is obviously con-
vex. In fact if we assume that two points P,Q ∈ BoxR and t ∈ [0, 1] then
(1− t)P + tQ ≤ (1− t)R + t R = R,
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that implies
(1− t)P + tQ ∈ BoxR,
i.e. BoxR is convex and according to Proposition 5.1.1 BoxR is starshaped
w.r.t. all its internal points.
In the next proposition we study the union of convex and starshaped sets.
Lemma 5.1.2.
1. The union of two starshaped sets w.r.t. the same point P0 is still star-
shaped w.r.t. P0.
2. The union of a starshaped set w.r.t. some P0 with a convex set is star-
shaped whenever P0 belongs to the intersection.
3. The union of two convex sets is in general not convex but it is starshaped
w.r.t. all the points in the intersection.
Proof. The proof is trivial so we omit it. 
We illustrate all the previous statements geometrically in Figures 5.8, 5.9
and 5.10.
B
A
convex part of A ∩B
C
Figure 5.8: C = A∪B is a starshaped set w.r.t. all P0 ∈ C, where
C is the convex part of A ∩B.
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A
B
convex part of A ∩B
C
Figure 5.9: Here C = B∩ convex part of A which is the part that
containing all P0 such that A is a starshaped set w.r.t. P0;
thus A ∪B is a starshaped set w.r.t each P0 ∈ C.
A
B
C
Figure 5.10: The union of two convex sets is NOT necessarily convex
but it is starshaped w.r.t. all points P0 ∈ C.
5.1.1 Starshapedness for sets with boundary.
The next lemma gives a characterisation of starshaped sets in the Euclidean
setting, related to the normal at the boundary.
We need first to recall an important definition in topological spaces.
Definition 5.1.2. Let M be a topological space and Ω be an open set in M ,
Ω is called a regular open set in M if it is equal to the interior of its closure.
Example 5.1.3. Consider the real line R with the usual topology generated
by the open intervals. We have the following two examples:
1. The open interval (a, b) is regular whenever −∞ < a ≤ b <∞.
124 Chapter 5. Starshaped sets.
2. (a, b)⋃(b, c) is not regular for −∞ ≤ a < b < c ≤ +∞. The interior of
the closure of (a, b)⋃(b, c) is (a, c).
Remark 5.1.2. Given Ω open regular set in Rn with ∂ Ω ∈ C1 then
∃ u : Rn → R, u ∈ C2 s.t. Ω =
{
P ∈ Rn : u ≤ 0
}
.
For more details see [48].
Theorem 5.1.1. Given an open regular bounded set Ω ⊆ Rn with C1 boundary.
1. If Ω is a starshaped w.r.t. P0 ∈ Ω then
〈
n(P ), P − P0
〉
≥ 0, ∀P ∈ ∂Ω, (5.3)
where n(P ) is the normal pointing outside of Ω at the point P .
2. Assume that the strict inequality in (5.3) holds true, then Ω is starshaped
w.r.t. P0.
Proof. The result is well-known but we include a proof for completeness and
for later generalisations. Fix a point P ∈ ∂Ω and indicate by γP0,P the segment
line joining P0 to P in time t = 1, i.e. γP0,P : [0, 1]→ Rn defined as
γP0,P (t) = (P − P0)t+ P0.
Note that, without loos of generality, we can assume that there exist some C1
function u : Rn → Rn such that
∂Ω =
{
P ∈ Rn : u(P ) < 0
}
and ∂Ω =
{
P ∈ Rn : u(P ) = 0
}
(otherwise we can argue locally). In this case we obtain
n(P ) = 5u| 5 u| and γ˙P0,P (1) = P − P0. (5.4)
Now let us assume that Ω is a starshaped w.r.t. P0, this means that γP0,P (t) ∈
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Ω for all t ∈ [0, 1), i.e.

u
(
γP0,P (t)
)
< 0, t ∈ [0, 1),
u
(
γP0,P (t)
)
= u(P ) = 0.
(5.5)
Then
d
dt
u
(
γP0,P (t)
)∣∣∣∣∣
t=1
= lim
t→1−1
u
(
γP0,P (t)
)
− u
(
γP0,P (1)
)
t− 1 ≥ 0. (5.6)
On the other hand, using (5.4) we find
d
dt
u
(
γP0,P (t)
)∣∣∣∣∣
t=1
= 〈5u(P ), γP0,P (1)〉 (5.7)
=
∣∣∣5 u(P )∣∣∣〈n(P ), P − P0〉. (5.8)
Compining (5.6) and (5.7) we have (5.3).
To prove the onther hand we assume the strict inequality in (5.3), then by
using (5.7) we conclude that there exisit some η ∈ (0, 1] such that
u
(
γP0,P (t)
)
≤ 0 ∀ t ∈ (1− η, 1),
which means γP0,P (t) ∈ Ω, for all t ∈ (1− η, 1).
Let us define
t¯ := min
{
t ∈ [0, 1] : γP0,P (t) ∈ Ω, ∀ (t, 1)
}
.
Note that such a minimum exists by continuaty and also t¯ 6= 1 since t¯ ≤ 1−η <
1. If t¯ = 0 we can conclude that Ω is starshaped w.r.t. P0. So let us assume
that t¯ ∈ (0, 1). In this case obviously
P¯ := γP0,P (t)(t¯) ∈ ∂Ω,
then we can apply the strict inequality in (5.3) at P¯ . Arguing as above we can
find η˜ ∈ (0, 1] such that
γP0,P¯ (t) ∈ Ω, ∀ t ∈ (1− η˜, 1).
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On the other hand by using the structure of (Euclidean) lines and the fact
that Ω is a regular open set, this means that
γP0,P (t) ∈ Ω, for t ∈ (t¯− η˜, 1),
which contradicts the minimality of t¯. 
The following remark is essential to understand the large generality of the
proof above.
Remark 5.1.3. We can actually replace in the above proof, the segment line
γP0,P (t) with any other family of C1 curves joining P0 to P in time t = 1 as
soon as following rescaling property is satisfied
γ˙P0,P (t˜) = C γ˙P0,P¯ (1), with P¯ = γP0,P (t¯) (5.9)
for some C = C(t¯) > 0.
In fact assumption (5.9) ensures that
〈
n(P¯ ), γ˙P0,P¯ (1)
〉
≥ 0 ⇒ d
dt
u
(
γP0,P¯ (t)
)∣∣∣∣∣
t=t¯
< 0.
Obviously (5.9) is trivially true for (Euclidean) lines since
γ˙P0,P¯ (1) = (P¯ − P0) = t¯(P − P0) = t¯ γ˙P0,P (t¯)
but this rescaling property is easy to check in other family of curves which will
be crucial in our later generalisation.
5.1.2 Characterisations of Euclidean starshaped sets.
In this subsection we illustrate the meaning of a starshaped hull and starshaped
envelope in the Euclidean setting and give some examples and properties.
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5.1.3 Starshaped hull.
Definition 5.1.3 (Starshaped hull). Given an open subset Ω ⊆ Rn and a
point P0 ∈ Ω, we define the starshaped hull of the set Ω w.r.t. the
point P0, we indicate it by Ω∗P0 , as the intersection of all the starshaped sets
w.r.t. P0 containing the set Ω.
If P0 = 0, then we simply write Ω∗ instead of Ω∗0.
Proposition 5.1.2. Given an open subset Ω ⊆ Rn, Ω is starshaped w.r.t. P0
if and only if
Ω = Ω∗P0 .
Proof. The proof is trivial. We will write the proof directly for the more general
case of Carnot groups (see Proof 5.2.3). 
In the case P0 = 0, one can easily rewrite Ω∗ as
Ω∗ =
⋃
t∈[0,1]
tΩ, (5.10)
and for a generic P0 we have
Ω∗P0 = (1− t)P0 +
⋃
t∈[0,1]
tΩ. (5.11)
Figure 5.11: The starshaped hull w.r.t. (0, 0) of the dumbbell in
Figure 5.6.
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Example 5.1.4 (Dumbbell). The dumbbell in the Euclidean R2 is taken here
as the union of the two balls
B1 =
{
P = (x1, x2) ∈ R2 : (x1 + 5)2 + x22 < 1
}
,
B2 =
{
P = (x1, x2) ∈ R2 : (x1 − 5)2 + x22 < 1
}
and the finite cylinder
C =
{
P = (x1, x2) ∈ R2 : −5 < x1 < 5 and − 14 < x2 <
1
4
}
.
See Figure 5.6.
To find the starshaped hull w.r.t. the origin in this example is easy. One needs
only to write a generic tangent line to any point of each of B1 and B2, and
then impose for those tangent lines to pass through the origin P0 = (x01, x02).
We know that the tangent line to any circle is parameterized as
(x01 − h)(x1 − h) + (x02 + k)(x2 − k) = R2.
Consider B2, we have:
h = −5, k = 0 and R = 1.
So we obtain:
(x01 + 5)(x1 + 5) + x02x2 = 1,
which implies
x01x1 + 5x01 + 5x1 + 25 + x02x2 = 1.
The last equation we obtain is the tangent line to ∂B1 at the point P0.
We want now to compute the tangent line that pass through the origin. So:
Q = −5x01 − 25 + 1 = 0,
Evaluating the coordinates as following
x01 = −
24
5 = −4.8
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and
x02 = ±
√
1− (x01 + 5)2 = ±
√
1−
(
−245 + 5
)2
= ±
√
1− 125 = ±
√
24
5 .
Hence the straight lines to consider are the ones connecting the origin to the
point
(
−245 ,
√
24
5
)
and to the other 3 symmetric points (that can be found
similarly). In order to find the point Qi we compute the intersection of:
t P 1 =

−24
5 t√
24
5 t

with x2 =
1
4, i.e. t =
1
4
5√
24
, for i = 1 (and similarly for i = 2, 3, 4).
Hence, we find the point Q1 =
(
−
√
24
4 ,
1
4
)
' (1.225, 0.25).
Therefore it is enough to intersect those 4 lines with the lines Q = 14 and
Q = −14, respectively, to determine the starshaped hull shown in Figure 5.11.
5.2 Carnot groups and general sub-Riemannian
manifolds.
In the case of Carnot groups we define two different notions of starshaped sets:
the first one is called strongly G-starshaped (or just G−starshaped) and the
second one is called weakly G-starshaped. In the following we illustrate each
definition with examples and some properties that show the mutual relations
and the relations w.r.t. the (Euclidean) starshaped notion.
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5.2.1 Strongly G-starshaped sets.
We know that if Ω ⊆ G then, for any generic point P0 ∈ G and, by using the
left-translation, we can define the following set:
P0 ◦ Ω :=
{
Q ∈ G : ∃ P ∈ Ω s.t. Q = P0 ◦ P
}
⊆ G. (5.12)
Notice that P0 ◦ Ω 6= Ω ◦ P0 because Carnot groups are not commutative.
Let us recall the dilation for Ω ⊆ G (see Definition 3.2.10):
δt(Ω) :=
{
δt(P ) : P ∈ Ω, t ∈ [0, 1]
}
.
Definition 5.2.1. Let Ω ⊆ G, Ω is called strongly G-starshaped (or simply
G-starshaped) w.r.t. 0 ∈ G if the following condition is satisfied:
δt(Ω) ⊆ Ω, ∀ t ∈ [0, 1]. (5.13)
Moreover Ω is called strongly G-starshaped (or simply G-starshaped)
w.r.t. a generic point P0 in G if the left-translated set Ω′ at the point
P0 ∈ G, i.e.
Ω′ := L−P0(Ω) = −P0 ◦ Ω
=
{
P ∈ G : ∃Q ∈ G s.t. P = −P0 ◦Q
}
, (5.14)
is strongly G-starshaped w.r.t. 0. In another words Ω is strongly G-starshaped
if the inclusion (5.13) holds for Ω′.
Remark 5.2.1. If P0 ∈ Ω then 0 ∈ Ω′.
Remark 5.2.2.
1. Definition 5.2.1 gives back the standard Euclidean notion if we take
δt(P ) = t P and LP0(P ) = P0 + P .
2. We need dilation and left-translation in Definition 5.2.1, therefore this
notion cannot be extended to more general geometry than Carnot groups.
In the following we compute first two explicit examples in H1.
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Example 5.2.1 (Homogeneous ball in H1). The homogenous ball BhR(0) ⊆ H1
is defined as:
BhR(0) :=
{
P = (x1, x2, x3) ∈ R3 :
((
|x1|2 + |x2|2
)2
+ |x3|2
) 1
4 ≤ R
}
=
{
P = (x1, x2, x3) ∈ R3 :
(
|x1|2 + |x2|2
)2
+ |x3|2 ≤ R4
}
.
The dilation of BhR(0) can be computed for any t ∈ [0, 1] as follows
δt
(
BhR(0)
)
=
{
δt(P ) ∈ R3 :
(
|x1|2 + |x2|2
)2
+ |x3|2 ≤ R4
}
.
Denote by tx1 := x˜1, tx2 := x˜2 and t2x3 := x˜3, we obtain
δt(BhR(0)) =
P˜ ∈ R3 :
(∣∣∣∣ x˜1t
∣∣∣∣2 + ∣∣∣∣ x˜2t
∣∣∣∣2
)2
+
∣∣∣∣ x˜3t2
∣∣∣∣2 ≤ R4

=
{
P˜ ∈ R3 :
(
|x˜1|2 + |x˜2|2
)2
+
∣∣∣x˜23∣∣∣ ≤ (tR)4}
= BhtR(0), ∀ t ∈ [0, 1].
Since t ∈ [0, 1] then for any R > 0 we have tR ≤ R, therefore
δt
(
BhR(0)
)
⊆ BhR(0),
which means BhR(0) is strongly H1-starshaped w.r.t. 0.
Example 5.2.2 (The Box in H1). The set
BoxH
1
R =
{
P = (x1, x2, x3) ∈ R3 : |x1|+ |x2|+ |x3| 12 ≤ R
}
is called a box in the Heisenberg group H1. BoxH1R is a strongly H1-starshaped
set w.r.t. 0.
In fact if we assume P˜ = (x˜1, x˜2, x˜3) ∈ δt
(
BoxH
1
R
)
, this means that for some
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t ∈ [0, 1] and for some P = (x1, x2, x3) ∈ R3, P˜ = δt(P ) and
|x˜1|+ |x˜2|+ |x˜3| 12 = |tx˜1|+ |tx˜2|+ |t2x˜3| 12
= t
(
|x1|+ |x2|+ |x3| 12
)
≤ |x1|+ |x2|+ |x3| 12
≤ R (since P ∈ BoxR).
This implies P˜ ∈ BoxR and proves the inclusion.
Example 5.2.3 (Homogeneous ball in Carnot groups). Consider the homoge-
nous ball
BhR(0) :=
{
P ∈ Rn : ‖P‖h < R
}
⊆ G,
where ‖P‖h is the homogeneous norm given by (3.5) in Section 3.3. By using
‖δt(P )‖h = t ‖P‖h ,
an easy computation shows that:
δt
(
BhR(0)
)
= BhtR(0),
which trivially implies BhR(0) is G-starshaped w.r.t. 0.
In the same way one can show that BhR(x0) is G-starshaped w.r.t. a generic
centre P0 in the next proposition.
Proposition 5.2.1. Any homogeneous ball in Carnot groups is strongly star-
shaped w.r.t. the centre P0.
Proof. Let us compute
Ω′ = L−P0
(
BhR(P0)
)
=
{
− P0 ◦ P ∈ G : dhom(P0, P ) ≤ R
}
=
{
− P0 ◦ P ∈ G : ‖P0 ◦ P‖hom ≤ R
}
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Denote by P˜ := −P0 ◦ P , so we have:
Ω′ = L−P0
(
BhR(P0)
)
=
{
P˜ ≤ G : ‖P˜‖hom ≤ R
}
= BhR(0).
We conclude that:
Ω′ = L−P0
(
BhR
(
P0
))
⊆ BhR(0).
Since BhR(0) is a starshaped w.r.t. 0, as we proved in Example 5.2.1, then we
have that BhR
(
P0
)
is a starshaped set w.r.t. P0 in the Carnot groups. 
It is very well-known that in the classic Euclidean space all balls are Eu-
clidean starshaped sets not only w.r.t. their centers but w.r.t. any internal
point since they are convex, whereas that is not true in Carnot groups. For
example if we consider the simplest case of Carnot group, which is the Heisen-
berg group H1, Danielli-Garofalo proved that the homogeneous ball in H1 is
not H1-starshaped w.r.t. an open set of internal points.
Proposition 5.2.2. [37, Proposition 3.8] Consider the homogenous ball
Bh1 (0) :=
{
P = (x1, x2, x3) ∈ R3 :
(
|x1|2 + |x2|2
)2
+ |x3|2 < 1
}
in H1. There exists some continuum set of points
{
P 0 =
((

2
) 1
4
, 0,
√
1− 
)
∈ R3 : 0 <  < 0
}
⊂ Bh1 (0),
for some sufficient small 0 ∈ [0, 1], such that for every fixed  ∈ (0, 0), Bh1 (0)
is not a strongly H1-starshaped w.r.t. P 0 .
In general for a set Ω to be strongly starshaped w.r.t. 0 means to be
starshaped along the dilations curves, which are the curves γ : [0, 1] → G
defined by
γ(t) = δt(P ), ∀P ∈ Ω.
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Figure 5.12: The dilation curves γ(t;P ) = (t x1, t x2, t2 x3) in H1,
represented on the projection plane P2 = 0.
In the next example we write the dilation curves explicitly in the Heisenberg
group.
Example 5.2.4 (G-starshaped in the Heisenberg group). In the particular
case of the 1-dimensional Heisenberg group H1, (5.13) means that for P =
(x1, x2, x3) ∈ Ω the curve γ(t;P ) = (t x1, t x2, t2 x3) is contained in Ω for all
t ∈ [0, 1].
For any fixed P , γ(t;P ) are parabolas around the z-axis starting at the origin
and passing trough the point P , see Figure 5.12.
Note that the parabolas degenerate into Euclidean straight lines on the plane
z = 0. Moreover, they become straight segment also on the z-axis but with
velocity 2x3 t (instead of constant velocity as in the Euclidean case). Using
these parabolic curves, it is easy to build plenty of examples of G-starshaped
sets in the Heisenberg group, which we will indicate simply by H1−starshaped.
5.2. Carnot groups and general sub-Riemannian manifolds. 135
5.2.2 A geometrical characterisation at the boundary.
As we see in Section 5.1 that in the classic Euclidean setting, one of the char-
acterisations for starshaped sets is known to be related to the normal at the
boundary, see Lemma 5.1.1.
Definition 5.2.2. The infinitesimal generator associated to the dila-
tions is defined as
Γ(P ) := γ˙P (0) =
d
dt
(
δt(P )
)∣∣∣∣∣
t=1
, (5.15)
that is the velocity of the dilation smooth curve γ(t) = δt(P ) at the point P .
More in general for P0 6= 0 we define
Γ(P, P0) :=
d
dt
(
P0 ◦ δt(−P0 ◦ P )
)∣∣∣∣∣
t=1
. (5.16)
Example 5.2.5. In the n-dimensional Heisenberg group Hn:
Γ(P ) = Γ(x1, . . . , x2n, x2n+1) = (x1, . . . , x2n, 2x2n+1),
where P = (x1 . . . , x2n+1), while obviously in the Euclidean case Γ(P ) = P .
In general, using the structures of dilations in Carnot groups:
δt(P ) = (tx1, . . . , txm, tαm+1xm+1, . . . , tαnxn) ,
where P = (x1 . . . , x2n+1), with αm+1, . . . , αn ≥ 1 natural numbers, we find
d
dt
δt(P ) =
(
x1, . . . , xm, αm+1t
αm+1−1xm+1, . . . , αntαn−1xn
)
which implies
Γ(P ) = (x1, . . . , xm, αm+1xm+1, . . . , αnxn) .
Remark 5.2.3. The proof of Lemma 5.1.1 can be generalised to the idea of
starshapedness w.r.t. any smooth curve γ if (5.3) is replaced by
〈
n(P ),Γ(P )
〉
≥ 0, ∀P ∈ ∂Ω,
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with γ(0) = P0 and γ(1) = P .
Theorem 5.2.1. Let us consider a Carnot group G (identified as usual with
RnbyLemma5.1.1)andΩ ⊆ Rn open, regular and bounded with C1 boundary
and a point P0 ∈ Ω.
1. If Ω is strongly G−starshaped w.r.t. the point P0 (according to Definition
5.2.1), then 〈
Γ(P, P0), n(P )
〉
, ∀ P ∈ ∂Ω, (5.17)
where Γ(P, P0) is the infinitesimal generator of the dilation defined in
(5.16) and n(P ) is the normal of ∂Ω pointing outside at the point P ∈ ∂Ω.
2. Assume that the strict inequality in (5.17) holds true, then Ω is strongly
G−starshaped w.r.t. P0.
Proof. A proof of this result can be found in [37, 46]. Here we find back the
result simply by checking explicitly the rescaling property (5.9) for the smooth
curves
γP0,P (t) = P0 ◦ δt(−P0 ◦ P ) = P0 ◦ δt(−P0) ◦ δt(P );
then the proof of the Euclidean result applies (see Theorem 5.1.1 and Remark
5.1.3).
To this purpose, by using
δt(P ◦Q) = δt(P ) ◦ δt(Q),
we first set
P¯ := γP,P0(t¯) = P0 ◦ δt(−P0) ◦ δt¯(P ),
and we compute
γP0,P¯ (t) = P0 ◦ δt(−P0) ◦ δt
(
P0 ◦ δt¯(−P0) ◦ δt¯(P )
)
= P0 ◦ δt¯t(−P0) ◦ δt¯t(P ).
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Thus setting s = t¯t, we obtain
γ˙P0,P¯ (1) = P0 ◦ δt(−P0) ◦ (¯P )
= d
dt
(
P0 ◦ δt(−P0) ◦ δt(P¯ )
)∣∣∣∣∣
s=t¯
= d
ds
(
P0 ◦ δt(−P0) ◦ δs(P )
)∣∣∣∣∣
t=1
ds
dt
= t¯γ˙P0,P¯ (t¯).
Then the rescaling property in Remark 5.2.3 is satisfied and the proof of the
Euclidean result applies and gives our result. 
As in the standard Euclidean case, one can approximate sets by strongly
G−starshaped sets.
5.2.3 G-starshaped hull.
We start introducing the G-starshaped hull.
Definition 5.2.3 (G-starshaped hull). Let G be a Carnot group and consider
an open subset Ω ⊆ G. We define the G-starshaped hull of the set Ω
(w.r.t. the origin), and we simply indicate it by Ω∗G, as the set given by
the intersection of all sets G-starshaped w.r.t. the origin and containing Ω.
This can be also found as
Ω∗G =
⋃
t∈[0,1]
δt (Ω) . (5.18)
Similarly one could define the G-starshaped hull of the set Ω w.r.t. a generic
point P0, we simply indicate it by Ω∗GP0 , as the set given by the intersection of
all sets G-starshaped w.r.t. P0 and containing Ω, i.e.
Ω∗GP0 =
⋃
t∈[0,1]
(
P0 ◦ δt (−P0) ◦ δt (Ω)
)
.
Lemma 5.2.1. Given an open subset Ω ⊆ Rn, Ω is G-starshaped w.r.t. the
origin if and only if Ω = Ω∗G.
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Proof. Note that trivially Ω ⊆ Ω∗G always by definition.
If Ω is G-starshaped w.r.t. the origin then
δt
(
Ω
)
⊆ Ω, ∀ t ∈ [0, 1].
So
Ω∗G =
⋃
t∈[0,1]
δt (Ω) ⊆ Ω,
which give the identity.
The reverse implication is similar and we omit it. 
As in the standard Euclidean case the union of G-starshaped sets w.r.t.
the same point P0 is still G-starshaped, while in general the union of a G-
starshaped set with a H−convex set could no longer be G-starshaped even
when the point P0 belongs to the intersection (see e.g. Proposition 5.2.2). This
will be clearer in Section 5.4, when the relations between G-starshapedness and
H−convexity will be investigated. In the following example we study how to
find explicitly the H1−starshaped hull of the dumbbell in the Heisenberg group
H1.
Figure 5.13: The dumbbell is not H1-starshaped w.r.t. the origin
(2D-projection on y = 0).
Example 5.2.6 (H1-starshaped hull of the dumbbell). To keep in line with
the Euclidean case, see Example 5.1.4, and make computations slightly easier
we consider everything projected on the 2D-plane y = 0.
In Figure 5.13 we show that the dumbbell is not H1-starshaped w.r.t. the
origin. In fact, it is evident that the curves
(
− 5t, t2
)
and
(
5t, t2
)
, joining
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the origin to (−5, 1) and (5, 1) respectively, are not all contained in the set.
Hence we can compute the H1-starshaped hull. Then look at a generic point
P0 = (x01, x02) on the boundary of one of the two balls of the dumbbell:
B1 =
{
P = (x1, x2) ∈ R2 : (x1 + 5)2 + x22 < 1
}
,
B2 =
{
P = (x1, x2) ∈ R2 : (x1 − 5)2 + x22 < 1
}
.
We focus on
B1 =
{
P0 = (x01, x02) ∈ R2 : (x01 + 5)2 +
(
x02
)2
< 1
}
.
Figure 5.14: A 2-dimensional H1-dilation curve, tangent to the
dumbbell.
In order to find P1 and Q1, we can take the point (x01, x02) ∈ B1 and compute
the parabolic curves
γ
(
t;x01, x02
)
= δt
(
x01, x
0
2
)
=
(
x01t, x
0
2t
2
)
, where t ∈ [0, 1].
The tangent vector is given by
γ′
(
t→ 1;x01, x02
)
=
(
x01, x
0
2
)∣∣∣
t=1
=
(
x01, 2x02
)
= v.
See Figure 5.14.
Now we want γ′
(
t→ 1;x01, x02
)
to be tangent to B1, i.e.
v ⊥ (P0 − C) ,
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where (P0 − C) = (x01 + 5, x02).
Then
〈v, P0〉 = 0.
In fact the normal at ∂B1 at the point P0 is given by
P0 − C
|P0 − C| .
This implies
x01(x01 + 5) + 2(x02)2 = 0.
Then (
x01
)2
+ 5x0 = −2
(
x02
)2
,
so
2
(
x02
)2
=
(
− 5x01 + x01
)2
.
Using that (x01, x02) ∈ ∂B1, we have the following:
(
x01 + 5
)2
+
(
x02
)2
= 1, (5.19)
which implies (
x02
)2
= 1− (x01 + 5)2. (5.20)
By substituting (5.19) in (5.20), we obtain:
2− 2x20 − 20x0 − 50 + 5x0 + x20 = 0,
which leads to
x20 + 15x0 + 48 = 0.
So we find the two solutions:
x01 =
−15±√152 − 4.48
2 =
−15±√33
2 ≈
−15± 5.74
2
≈
 −4.63 or−10.37
We can see that in case x01 = −10.37 < −5 is not admissible since it cannot
correspond to a point on ∂B1.
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So the unique acceptable solution is x01 = −4.63. Now we need to compute y0
as following:
x02 = ±
√
1− (4.63 + 5)2 = ±
√
1− (0.73)2 = ±√1− 0.1369
= ±√0.8631 ≈ ±0.93.
That means x01 > 0 is the second coordinate of P1. Note that if x01 < 0 then
it is the second coordinate of P4, since we mentioned earlier that all the other
points are ”symmetric” to P1. Then one point to consider is
P1 =
(
x1,
√
1− (x1 + 5)2
)
≈ (−4.63, 0.93),
and the 3 corresponding symmetric points w.r.t. axis.
Next, we need to look at the H1-starshaped hull of the dumbbell which can be
found by looking at the parabola γ(t) =
(
γ1, γ2
)
=
(
− 4.63 t, 0.93 t2
)
. So, to
compute the point Q1 we look at the following intersection:
γ1(t), t ∈ [0, 1],
x2 =
1
4 .
This implies:
0.93 t2 = 14 ⇒ t =
√
1
4× 0.93 ≈ 0.518.
So
Q1 = γ1(0.518) =
(
−4.63 t, 0.93 t2
)
=
(
−4.36(0.518), 14
)
≈ (2.4, 0.25).
Thus, the unique intersection point between the parable γ¯1(t) and the line
x2 =
1
4 is Q¯1. This allows us to find the H
1−starshaped hull of the given
dumbbell.
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5.2.4 Weakly G-starshaped sets.
The notion of strong G-starshapedness that we have studied in Section 5.2.1
can be considered as an algebraic notion, since it uses the structure of Carnot
groups as Lie groups. In this section we introduce a second notion of star-
shapedness related to the more geometrical curves, X -lines, that we have in-
troduced in Section 4.3.2. Thus, this second notion can be considered as a more
geometrical notion. This second notion is weaker than the previous one, as we
will show in Section 5.3, but can be applied to all sub-Riemannian geometries
(e.g. to the Grusˇin plane) and it characterises H−convexity in Carnot groups
(see Section 5.4).
Definition 5.2.4 (Weakly G-starshaped set). Consider an open set Ω ⊆ G, Ω
is called a weakly G-starshaped set w.r.t. P0 ∈ Ω if for each Q ∈ VP0 ∩Ω,
where VP0 is the X -plane w.r.t. P0 (see Definition 4.3.2), and for all α ∈ Rm,
we have
YP0,Qα
(
[0, 1]
)
⊆ Ω, (5.21)
where YP0,Qα ([0, 1]) is the set of all X -segments joining P0 and Q.
Remark 5.2.4. Euclidean starshaped sets are weakly G−starshaped sets in
Heisenberg group H1 since all X−lines are in particular Euclidean straight
lines. See Example 4.3.1 for more details.
Example 5.2.7. Consider the set
Ω :=
{
P = (x1, x2, x3) ∈ R3 : x1 + x2 + x63 (x3 + 2)3 (x3 − 1) <
1
2
}
⊆ H1.
See Figure 5.15.
Ω is a weakly H1-starshaped w.r.t 0. In fact, we have
V0 =
{
(α1, α2, 0) ∈ R3 : α1, α2 ∈ R
}
.
In addition
∀ Q ∈ V0 ∩ Ω ⇒ Q = (α1, α2, 0), where α1, α2 ∈ R.
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Figure 5.15: A weakly H1-starshaped set. The set is given by the
portion of 3D-space indicated by the small yellow spheres and
delimited by the yellow surface shown in the picture.
Now, let us consider all P ∈ Y0,Qα
(
[0, 1]
)
, that means
P = xα(t), for some t ∈ [0, 1],
and for some X−line xα(0) = 0 and xα(1) = Q. In this case we can use the
X−lines computed in Example 4.3.1. This we need P = (α1t, α2t, 0) for some
t ∈ [0, 1] and Q = xα(1) = (α1, α2, 0). We have
Q ∈ Ω ⇒ α1 − α2 ≤ 12 .
The next step is to check that P ∈ Ω, in fact:
α1 t− α2 t = (α1 − α2)t ≤ 12 t ≤
1
2 , where t ∈ [0, 1].
Hence P ∈ Ω, that implies Ω is a weakly H1-starshaped set w.r.t. 0. See
Figure 5.15.
Note that weak G-starshapedness is a very weakly notion since we can
control the set only on a m-dimensional subspace. For example in H1, taking
P0 = 0, we have not any control of the set in the vertical direction (i.e. in the
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direction of z).
5.2.5 A geometric characterisation at the boundary.
Here we want to give a result to characterise weak starshaped bounded sets
on their boundary, in line with Theorem 5.1.1 and Theorem 5.2.1.
Theorem 5.2.2. Let X = {X1, . . . , Xm} be a family of C1 vector fields defined
on Rn, with n ≤ m, consider a regular open bounded set Ω ⊂ Rn with C1
boundary and a point P0 ∈ Ω.
1. If Ω is a weak starshaped w.r.t. P0, then
〈
σ(P )αP , n(P )
〉
≥ 0, ∀ P ∈ VP0 ∩ ∂Ω, (5.22)
where σ(P ) is the matrix associated to the vector fields (see Definition
4.3.1), n(P ) is the standard (Euclidean) normal vector pointing outside
at the point P ∈ ∂Ω and αP is the unique constant horizontal velocity
such that the corresponding X−line staring from P0 joins P at time t = 1.
2. Assume that the strict inequality in (5.22) holds true, then Ω is weakly
starshaped w.r.t. P0.
Proof. Again to prove the result we need only to remark that X−lines are C1
since the vector fields are assumed to be C1 and that the X−lines satisfy the
rescaling property (5.9). Then the proof of the Euclidean result (see Theorem
5.1.1) applies (see Remark 5.1.3). To check (5.9) we need only to show that,
for all t¯ ∈ [0, 1] and P¯ = xαPP0 (t¯), we have
γP0,P¯ (t) = x
αP¯
P0 (t¯) = x
α¯
P0(t¯), with α¯ = t¯αP . (5.23)
This trivially implies
γ˙P0,P¯ (1) = σ
(
γP0,P¯ (1)
)
(α¯) (5.24)
= t¯σ(P¯ )αP (5.25)
= t¯ γ˙P0,P (t¯). (5.26)
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To check (5.23) it not hard: in fact, set for simplicity y(s) := xαP¯P0 (t¯ s), then
y(0) = P0 and
y˙(s) = t¯x˙αP0(t¯ s) = σ
(
y(s)
)
α¯.
By uniqueness for ODEs with C1 coefficients, we deduce (5.24). 
In the particular case of Carnot groups, using canonical coordinates, we
can show that the first m−components of X−lines are actually (Euclidean)
straight lines (see Lemma 2.2 in [12]), that means
αx = pim(P − P0), ∀ P ∈ VP0 ,
where by pim : Rn → Rm is the projection on the first m−components. Then
we can rewrite the previous result in the following way.
Corollary 5.2.1. Let G be a Carnot group and X be the associated to family
of the left-invariant vector fields associated to the first layer of the stratified Lie
algebra g in canonical coordinates, consider a set Ω ∈ G and apoint P0 ∈ G.
1. If Ω is weak starshaped w.r.t. P0, then
〈
σ(P )pim
(
P − P0
)
, n(P )
〉
≥ 0, ∀ P ∈ VP0 ∩ ∂Ω, (5.27)
where n(P ) is the standard (Euclidean) normal pointing outside at the
point P and pim is the projection on the first m−components.
2. Assume that the strict inequality in (5.27) holds true , then Ω is weakly
starshaped w.r.t. P0.
The proof is trivial so we omit it.
Again we want to point out as Theorem 5.2.2 and Corollary 5.2.1 give a char-
acterisation for the weakly starshaped sets only on a subset of the boundary
since they consider only points in ∂Ω ∩ VP0 .
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5.3 Relations between the different notions of
starshapedness.
After we introduce all these notions of starshapedness in different cases, we
want to see how they are related to each others and how they are related to
the Euclidean starshapedness. These different relations will also help us to
explain the relations between weak and strong Therefore G−starshaped sets
and the H−convex sets later in this thesis.
5.3.1 Euclidean starshaped sets vs strongly G-starshaped
sets.
As already mentioned. we can say that for a set Ω to be strongly G-starshaped,
means that the set has to be “starshaped” along curves, which we call dilation-
curves, and are defined as
γ : [0, 1] → G with γ(t) := δt(P ),
for any fixed P ∈ Ω. Similarly, the (Euclidean) standard starshapedness means
instead to be “starshaped” along (Euclidean) straight lines. With this differ-
ence on mind, it is not difficult to build counterexamples to show that the
two notions are completely non-equivalent in the sense that no one of the two
implies the other.
We build these counterexamples in the 1-dimensional Heisenberg group, where
the dilation-curves are parables around the z-axis, see Example 5.2.4.
We first show that Euclidean starshapedness does not imply strongly H1-
starshapedness. There are many possible counterexamples, the easiest being
the cone.
Example 5.3.1 (An Euclidean starshaped set that is not stronglyH1-starshaped).
Consider the set
Ω :=
{
P = (x1, x2, x3) ∈ R3 :
√
(x1)2 + (x2)2 − 0.1 < x3
}
.
Note that in the cone Ω the origin is an internal point and so is the point
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Figure 5.16: This cone is (Euclidean) starshaped w.r.t. all its
interior points but it is not strongly H1-starshaped w.r.t. the
origin.
Q =
(
13
10 , 1, 2
)
: in fact
√√√√(13
10 , 1, 2
)2
+ (1)2 − 0.1 ≈ 0.410 < 2 ⇒ Q ∈ Ω.
The dilation-curve starting from to Q is
γ(t) = δt(Q) =
(
13
10 t, t, 2 t
2
)
and this does not all belong to Ω for all t ∈ [0, 1], e.g. if we take t = 14, then
we obtain the point (0.325, 0.25, 0.125) which does not belong to Ω. In fact:
√
(0.325)2 + (0.250)2 − 0.1 ≈ 0.311 ≮ 0.125.
The set Ω is Euclidean starshaped w.r.t. all internal points since it is Euclidean
convex. We conclude that Ω is not a strongly H1-starshaped set. See Figure
5.16.
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Next we show that strongly Hn-starshaped does not imply Euclidean star-
shaped. To this purpose it will be enough to look at any non-convex set defined
as complementary of paraboloids. We give a specific example but many others
could be easily computed.
Figure 5.17: A strongly H1-starshaped that is not Euclidean
starshaped. In fact the straight segment-line joining two
internal points (the origin with (1, 1, 1)) is not all contained
in the set. The set is the portion of 3D-space indicated by
the small yellow balls and delimitated by the yellow paraboloid
surface.
Example 5.3.2 (A strongly H1-starshaped set that is not Euclidean star-
shaped). Consider the set
Ω :=
{
P = (x1, x2, x3) ∈ R3 : x21 + x22 +
1
30 > x3
}
⊆ H1,
then the origin is an internal point and so is the point (1, 1, 1). In fact:
(1)2 + (1)2 + 130 ≈ 2.0333 > 1 ⇒ Q = (1, 1, 1) ∈ Ω.
The set is H1-starshaped w.r.t. the origin; in fact, set
P˜ = δt(P ) = (x˜1, x˜2, x˜3),
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for all t ≤ 1. Then
x˜3 = t2x3
< t2
(
x21 + x22 +
1
30
)
= (tx1)2 + (tx2)2 +
t2
30
< (x˜1)2 + (x˜2)2 +
1
30 ,
where we have used t ≤ 1.
This shows that δt(P ) ∈ Ω, for all t ∈ [0, 1] and for all P ∈ Ω; thus Ω is
H1-starshaped w.r.t. the origin.
Look now at the straight segment-line joining (0, 0, 0) to Q = (1, 1, 1), i.e.
γ(t) := tQ = (t, t, t).
Then for t = 13 ∈ (0, 1), the corresponding point γ
(
1
3
)
=
(
1
3 ,
1
3 ,
1
3
)
does not
belong to Ω. In fact:
(
1
3
)2
+
(
1
3
)2
+ 130 =
69
270 ≯
1
3 .
Thus Ω is not Euclidean starshaped w.r.t. the origin. See Figure 5.17.
5.3.2 Strongly G-starshaped sets vs weakly G-starshaped
sets.
We now justify the names “strongly” and “weakly” starshaped proving that
the strong notion implies the weak notion while the reverse is not true.
Proposition 5.3.1. Given a Carnot group G identified with Rn and an open
Ω ⊆ Rn, if we assume that Ω is strongly G-starshaped w.r.t. some point
P0 ∈ Ω, then Ω is weakly G-starshaped w.r.t. P0.
Proof. For sake of simplicity we consider first the case P0 = 0. So assume that
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Ω is strongly G−starshaped w.r.t. 0, that means
δt(Q) ∈ Ω, ∀ t ∈ [0, 1] and ∀ Q ∈ Ω.
To show that Ω is weakly G−starshaped w.r.t. 0, we need to consider a generic
point Q ∈ V0 ∩ Ω, i.e.
Q = xα(1) for some α ∈ Rm with xα(·)
corresponding X -line starting at the time t = 0 at the origin; then we claim
that:
xα(t) = δt(Q). (5.28)
Assuming (5.28), it is immediate to conclude: in fact, weakly G-starshaped
can be written again as
δt(Q) ∈ Ω, ∀ t ∈ [0, 1]
but only for all Q ∈ V0∩Ω ⊆ Ω. Then the implication from strongly to weakly
follows.
We remain to show (5.28). At this purpose we need to recall a non trivial result
for the left-invariant vector fields of Carnot groups in exponential coordinates
(see [22] Proposition 1.3.5 and Corollary 1.3.19). Set σ(x) (see Definition
4.3.1) the smooth n × m-matrix whose columns are the left-invariant vector
fields X1, . . . , Xm, then in exponential coordinates σ(·) can be written as
σ(x) =

Idm×m
A(x)

where Idm×m is the m × m-identity matrix while A(x) =
(
aj i(x)
)
for i =
1, . . . , n and j = 1, . . . ,m has polynomial coefficients such that, whenever the
component m+ i rescales as tk (w.r.t. the associated dilation δt(·)) then aj i(x)
is a polynomial in the variables x1, . . . , xm of degree exactly equal to k − 1.
Using such a result, it is not difficult to show that the X -lines starting at t = 0
at the origin can be written as
x1(t) = α1 t, . . . , xm(t) = αm t
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and in general
xiα(t) = pk−1i (α1, . . . , αm) tk,
whenever xi rescales as tk in the associated dilation δt(·) and where by
pk−1i (x1, . . . , xm) we indicate a generic polynomial of order k−1. Taking t = 1,
we find that for all Q ∈ V0 then Q = (α1, . . . , αm, . . . , pk−1i (α1, . . . , αm), . . . ),
which proves (5.28).
We now consider the general case P0 6= 0: strongly G-starshaped means that
P0 ◦ δt(−P0) ◦ δt
(
Ω
)
⊂ Ω.
Recall that by dilation property (See Lemma 3.2.1)
δt(−P0) ◦ δt(Q) = δt(−P0 ◦Q).
Therefore for all Q ∈ VP0 we need to show that
P0 ◦ δt(−x0 ◦Q) = xP0α (t), (5.29)
where by xP0α (·) we indicate the X -line with horizontal velocity α and such
that 
xP0α (0) = P0,
xP0α (1) = Q.
Since Q ∈ VP0 if and only if −P0 ◦ Q ∈ V0, then there exists some constant
α˜ such that the corresponding X -line Pα˜,0(·) connect 0 to −P0 ◦Q at time 1.
For (5.28) we know that δt(−P0 ◦Q) = x0α˜(t).
Define x˜(t) = P0 ◦ x0α˜(t), by property of left-translation, then x˜(·) is still
horizontal with constant velocity α˜.
Moreover it is easy to check that x˜(0) = P0 and x˜(1) = Q, so by uniqueness
of X -lines joining two given points in Carnot group, x˜(t) = xP0α (t), so (5.29) is
proved and we can conclude as in the case P0 = 0. 
The reverse implication of the previous result is false. From the proof is
obvious that the two notions of starshapedness coincide only whenever V0 =
Rn, but this means only in the commutative case (i.e. step= 1).We next show
explicitly a counterexample in the case of the Heisenberg group.
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Figure 5.18: A weakly H1-starshaped set that is not strongly
H1-starshaped. The set is given by the portion of 3D-space
indicated by the small yellow spheres and delimited by the
yellow surface. The blue curve is the dilation-curve joining
the origin to an internal point of the set. Clearly the curve
exits the set.
Example 5.3.3 (A weaklyH1-starshaped set that is not stronglyH1-starshaped).
Consider the set
Ω :=
{
P = (x1, x2, x3) ∈ R3 : x1 + x2 − x83 < 1
}
⊆ H1.
Using that
V0 =
{
P = (x1, x2, 0) : x1, x2 ∈ R
}
,
in the 1-dimensional Heisenberg group H1, then it is trivial to show that Ω is
weakly H1-starshaped w.r.t. the origin: in fact the projection of Ω on V0 is a
plane containing the origin. Instead Ω is not strong H1-starshaped w.r.t. the
origin: in fact, if we look at the point Q = (0, 1.8, 1), then
Q ∈ Ω since 1.8− (1)8 = 0.8 < 1.
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Nevertheless if we choose t = 34 ∈ [0, 1], we have that
δ 3
4
(Q) = 34 (0, 1.8, 1) =
(
0, 34 (1.8) ,
(3
4
)2
(1)
)
≈ (0, 1.35, 0.56).
That implies:
δ 3
4
(Q) /∈ Ω, since 1.35− (0.56)8 ≈ 1.34 ≮ 1.
So we conclude that a weakly G-starshaped set is not necessarily a strongly
G-starshaped set. See Figure 5.18.
Note that the set in the example is unbounded but one could easily modify
the example to obtain a bounded set with a similar behaviour.
5.3.3 Weakly G-starshaped sets vs Euclidean starshaped
sets.
In the n-dimensional Heisenberg group it is easy to show that Euclidean star-
shaped sets are always weakly Hn-starshaped since the X -lines are a selection
of Euclidean straight lines (see Example 4.3.1).
The same is true whenever X -lines are Euclidean straight lines while it is false
when this is not the case: e.g. in the Grusˇin plane (see Example 4.22) it is
easy to build examples of Euclidean starshaped sets which are not weakly G-
starshaped. In fact in that case the X -lines are parables, then the same cone
given in Figure 5.16 becomes a counterexample also for this case. Note that
the Grusˇin place is not a Carnot group but similar counterexamples can be
found also using Carnot groups (e.g. in the Engel group). We omit further
details.
Finding weakly G-starshaped sets which are not Euclidean starshaped is possi-
ble in any non commutative Carnot group and in general in any sub-Riemannian
geometry with step ≥ 2. We give the following example in the Heisenberg
group.
Example 5.3.4. As we see in Example 5.2.7 the set
Ω :=
{
P = (x1, x2, x3) ∈ R3 : x1 + x2 + x63(x3 + 2)3(x3 − 1) <
1
2
}
< H1,
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is a weakly H1-starshaped set w.r.t. 0. Instead Ω is not Euclidean starshaped
w.r.t 0, in fact the point Q =
(
0, 32 ,−1
)
∈ Ω, since:
3
2 + (−1)
6(−1 + 2)3(−1− 1) = 32 − 2 = −
1
2 <
1
2 ,
whereas for t = 12 ∈ [0, 1] we have:
P (t) = tQ = 12
(
0, 32 ,−1
)
=
(
0,−34 ,−
1
2
)
/∈ Ω,
because:
(3
4
)
+
(
−12
)6 (
−12 + 2
)3 (
−12 + 2
)
= 34 +
( 1
64
)(27
8
)(
−32
)
≈ 0.750 + 0.016(3.375)(−1.5)
≈ 0.696 ≮ 0.5 .
See Figure 5.15.
Proposition 5.3.2. If Ω ⊆ R2n+1 is an Euclidean starshaped w.r.t. P0 then Ω
is a weakly Hn-starshaped set, whenever the X−lines are (Euclidean) straight
lines.
Proof. We know that the X−lines on Hn are 2n + 1-parameters Euclidean
lines, i.e.
YP,QHn
(
[0, 1]
)
⊆ YP,QR2n+1
(
[0, 1]
)
⊆ Ω.
Which means, Ω is a weakly Hn-starshaped set w.r.t. P0. 
Remark 5.3.1. The reverse of the previous proposition is generally false in
Carnot groups since X−lines are not necessarily Euclidean lines, see Example
5.3.4.
5.3.4 Conclusion.
In the next remark we summarise all the relations between the different notions
of starshapedness that we have proved in this section.
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Remark 5.3.2.
1. Euclidean starshaped ; strongly G-starshaped, see Example 5.3.1.
2. Euclidean starshaped ⇒ weakly G-starshaped in the Heisenberg group
and whenever the X -lines are (Euclidean) straight lines, see Proposition
5.3.2.
3. Strong G-starshaped ; Euclidean starshaped, see Example 5.3.2.
4. Strong G-starshaped⇒ weakly G-starshaped in every Carnot group, see
Proposition 5.3.1.
5. Weak G-starshaped; strongly G-starshaped whenever the group is non-
commutative (i.e. step > 1), see Example 5.3.3.
6. Weak G-starshaped ; Euclidean starshaped, see Example 5.3.4.
5.4 Convex sets and their relations with strongly
and weakly G-starshapedness.
In this section we study the connection between the different notions which
we have introduced in the previous section and H−convex sets (see Defini-
tion 4.2.5) in Carnot groups. We start by the following result: even if this
result is trivial to prove, it is very important since it gives a way to connect
H−convexity to starshapedness.
Proposition 5.4.1 (X−convex sets and weakly G-starshaped sets). Given
any family X = {X1, . . . , Xm} of vector fields on Rn, an open set Ω ⊆ Rn is
X−convex if and only if Ω is weakly G-starshaped w.r.t. every P0 ∈ Ω.
Proof. We recall that a set is said to be X -convex if and only if for P0 ∈ Ω
and all Q ∈ V0 ∩ Ω, the X−line connecting P0 to Q in time 1 is all contained
in Ω. Then the equivalence is trivial. 
By using the equivalence between X−convex sets and H−convex sets (see
[10]) we have the following corollary as immediate consequence of the previous
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proposition.
Corollary 5.4.1 (H−convexity and weaklyG-starshaped sets in Carnot groups).
An open set Ω in a Carnot groups G is H-convex if and only if it is weakly
G-starshaped w.r.t. all P0 ∈ Ω.
Obviously since strongly G-starshaped implies weakly G-starshaped then
we have the following result.
Proposition 5.4.2. Given a Carnot group G, and an open set Ω ⊂ G, if Ω is
strongly G-starshaped w.r.t. all P0 ∈ Ω then it is H-convex.
In Proposition 5.2.2 (see [37]) is shown that the opposite implication is
false we will give two additional explicit examples to show this.
Example 5.4.1 (H−convex set in H1 that is not strongly H1-starshaped w.r.t.
some internal points). Consider the cone
Ω :=
{
P = (x1, x2, x3) ∈ R3 : x3 >
√
(x1)2 + (x2)2 − 0.1
}
,
then Ω is convex in the standard (Euclidean) sense so it is also H−convex in
the 1-dimensional Heisenberg group H1 but it is not strongly G-starshaped
w.r.t. the origin (that is an internal point), see Example 5.3.1.
The following example is very similar to the previous one but by considering
a strictly Euclidean convex, that implies strictly H−convex in H1. There are
many way to define strictly H−convex, e.g. by using the equivalent notion of
X−convexity one can require that, given a point P0 ∈ Ω and any Q ∈ V0 ∩Ω,
then the corresponding X−segment xα
(
(0, 1)
)
⊂ Ω. The cone is H−convex in
H1 but not strict H−convex.
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Figure 5.19: A Strictly X−convex set which is not strongly
H1-starshaped w.r.t. all internal points.
Example 5.4.2 (A strictly H−convex set that is not strongly H1-starshaped
w.r.t. all internal points). We consider
Ω :=
{
P (x1, x2, x3) ∈ R3 : x3 >
(
x21 + x22
) 3
4 − 0.0001
}
,
then Ω has no corner on the boundary and it is strictly horizontally convex in
H1 but it is not strongly G-starshaped w.r.t. the origin. In fact by using the
same point Q =
(
13
10 , 1, 2
)
from Example 5.3.1, we obtain
δ 1
4
(
13
10 , 1, 2
)
≈ (0.325, 0.250, 0.125),
but (
(0.325)2 + (0.250)2
) 1
4 − 0.0001 ≈ 0.262 ≮ 0.125.
Which means that Ω is not strongly G−starshaped w.r.t. the origin.
We like to conclude summing up all the relations between starshapedness
and convexity of sets.
Remark 5.4.1.
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1. Ω is X−convex set ⇐⇒ Ω is weakly G−starshaped w.r.t. every P0 ∈ Ω,
see Proposition 5.4.1.
2. Ω is H−convex set ⇐⇒ Ω is weakly G−starshaped w.r.t. every P0 ∈ Ω,
see Corollary 5.4.1.
3. In general Ω is X−convex set ; Ω Euclidean convex., since we have:
Ω is X−convex set ⇐⇒ Ω is weakly G−starshaped w.r.t. all P0 ∈ Ω
(see Proposition 5.4.1) ; Euclidean starshaped (See Example 5.3.4).
4. Ω is Euclidean starshaped w.r.t. all its interior points ⇒ Ω is X−convex
in H1, since we have:
Euclidean starshapedness⇒ weaklyG−starshapedness inH1 (see Propo-
sition 5.3.2) ⇐⇒ Ω is X−convex (see Proposition 5.4.1).
5. Ω is X−convex in H1 ; Ω is Euclidean convex (or equivalently Euclidean
starshaped w.r.t. all its interior points), since we have:
Ω is X−convex ⇐⇒ Ω is weakly G−starshaped in H1 w.r.t. all P0 ∈ Ω
(see Proposition 5.4.1) ; Ω is Euclidean starshaped w.r.t. all P0 ∈ Ω
(see Example 5.3.4).
6. Ω is strongly G−starshaped w.r.t. all its interior points⇒ Ω isH−convex,
since we have:
Ω is stronglyG−starshaped w.r.t. all P0 ∈ Ω⇒ Ω is weaklyG−starshaped
w.r.t. all P0 ∈ Ω (see Proposition 5.3.1) ⇐⇒ Ω is X−convex that equiv-
alent to H−convex. (see Proposition 5.4.1).
7. Ω is H−convex set ; Ω is strongly G−starshaped w.r.t. all P0 ∈ Ω,
since we have:
Ω isH−convex is equivalent to X−convex ⇐⇒ Ω is weaklyG−starshaped
in H1 w.r.t. all P0 ∈ Ω, is (see Proposition 5.4.1) ; Ω is strongly
G−starshaped in H1 w.r.t. all P0 ∈ Ω (see Example 5.3.3).
Chapter 6
Conclusion.
The first part of the thesis consisted of reviewing Carnot groups and sub-
Riemannian manifolds, focusing on the theory of convexity for Carnot groups
and, more generally, for sub-Riemannian manifolds. Then we applied the idea
of X−convexity developed by Bardi-Dragoni in [10] to sets. This has never
been done before, and allowed us to generalise some connection between convex
functions and convex sets already known in the standard Euclidean case and
also for H−convexity in Carnot groups, to the more general case of geometries
of vector fields (so in particular to the sub-Riemannian setting, too).
The second part of the thesis focused on starshapedness in Carnot groups
and, more in general, in the geometry of vector fields. We used two notions:
the first one was introduced by Danielli-Garofalo in [38] and recently used by
Dragoni-Garofalo-Salani in [46] to study the geometric properties for level sets
of potential problems, while the other one is newly introduced in this thesis
and it is deeply connected to the idea of convexity along vector fields. We
first study all the mutual relations between these two different notions of star-
shapedness in Carnot groups and between them and the standard (Euclidean)
starshapedness (see Remark 5.3.2 for a detailed sum-up). Finally we study the
relations between then different notions of starshaped sets and H−convex sets
and X−convex sets (see Remark 5.4.1). All the new results on starshaped and
convex sets are contained in the following paper: Starshaped sets in Carnot
groups and general sub-Riemannian geometries by F. Dragoni, D.Filali [45].
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