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Abstract
These lecture notes provide a brief introduction to methods used to search for a stochastic
background of gravitational radiation—a superposition of gravitational-wave signals that are
either too weak or too numerous to individually detect. The focus of these notes is on relevant
data analysis techniques, not on the particular astrophysical or cosmological sources that are
responsible for producing the background. The lecture notes are divided into two main parts:
(i) an overview, consisting of a description of different types of gravitational-wave backgrounds
and an introduction to the method of cross-correlating data from multiple detectors, which can
be used to extract the signal from the noise; (ii) details, extending the previous discussion to
non-trivial detector response, non-trivial overlap functions, and a recently proposed Bayesian
method to search for the gravitational-wave background produced by stellar-mass binary black
hole mergers throughout the universe. Suggested exercises for the reader are given throughout
the text, and compiled in an appendix.
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Part I
Overview / Basics
In the first part of these lecture notes, we describe different types of stochastic gravitational-wave
backgrounds and introduce the method of cross-correlation for extracting the signal from the noise.
Interested readers should see e.g., [7, 9, 41] for more details.
1 Motivation
A stochastic background of gravitational radiation is a superposition of gravitational-wave signals
that are either too weak or too numerous to individually detect. The individual signals making up
the background are thus unresolvable, unlike the large signal-to-noise ratio binary black-hole (BBH)
and binary neutron-star (BNS) merger signals that have been recently detected by the advanced
LIGO and Virgo detectors [2, 3, 51]. But despite the fact that one cannot resolve the individual
signals that comprise the background, the detection of a gravitational-wave background (GWB)
will provide information about the statistical properties (or population properties) of the source.
1.1 Gravitational-wave analogue of the cosmic microwave background
The ultimate goal of GWB searches is to produce the GW analogue of Figure 1, which is a sky map
Figure 1: Skymap of ∆T/T0 for the cosmic microwave background radiation (https://www.
cosmos.esa.int/documents/387566/425793/2015_SMICA_CMB/).
of the temperature fluctuations in the cosmic microwave background (CMB) blackbody radiation,
∆T/T0, relative to the T0 = 2.73 K isotropic component [36, 16]. (The dipole contribution due to
our motion with respect to the cosmic rest frame has also been subtracted out.) The CMB is a
background of electromagnetic radiation, produced roughly 380,000 yr after the Big Bang [29, 43].
At that time, the universe had a temperature of ∼ 3000 K, approximately one thousand times
larger than the temperature today, but cool enough for neutral hydrogen atoms to first form and
photons to propagate freely. The temperature fluctuations in the CMB radiation tell us about
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the density perturbations at the time of last scattering of photons, thus giving us a picture of the
“seeds” of large-scale structure formation in the early universe [48, 39]. Given the weakness of the
gravitational interaction compared to the electromagnetic force, the GW analogue of Figure 1 would
provide information about a much earlier time in the evolution of the universe, a mere fraction of
a second after the Big Bang [7, 31] (this is explained in a bit more detail in Section 2.1). Detecting
the cosmological GWB is thus a “holy grail” for GW astronomy.
For perspective, Figure 1 was produced by the Planck mission in 2015, 50 years after the
CMB radiation was initially detected by Penzias and Wilson [36] in 1965. It took many years
and improved experiments (COBE [59], Boomerang [32], WMAP [60], and Planck [61] to name a
few) to get to the high-precision measurements that we have today. So it is somewhat sobering to
realize that now—in the summer of 2019—we have yet to detect even the isotropic component of
the GWB.
1.2 The background of BBH and BNS mergers in the LIGO band
Even though a detailed map of the primordial GWB is likely to be out of reach for many years,
there are other sources of GWBs that are much more immediately accessible to us. For example,
as mentioned above, the advanced LIGO and Virgo detectors have detected other GW signals from
several individual BBH and BNS mergers [51]. These were very strong signals, having matched-
filter signal-to-noise ratios (SNR) & 10, and false alarm probabilities < 2× 10−7, corresponding to
5-sigma “gold-plated” events. Similar large-SNR detections are expected during the observing run
O3, which started on 1 April 2019. But we also expect that there are many more signals, corre-
sponding to more distant mergers or smaller mass systems, which are individually undetectable (i.e.,
subthreshold events). This weaker background of gravitational radiation is nonetheless detectable
as a combined/aggregate signal via the common influence of the component GWs on multiple
detectors [1, 4].
To get an idea of the statistical properties of this background signal, we can estimate the total
rate of stellar-mass BBH mergers throughout the universe by using the local rate estimate from
these first detections, 9-240 Gpc−3 yr−1 [50]. This leads to a prediction for the total rate of BBH
mergers between ∼1 per minute to a few per hour. (You are asked in Exercise A.1 to verify these
predictions.)1 Since the duration of BBH merger signals in band is ∼ 1 s, which is much smaller
than the average duration between successive mergers, the combined signal will consist of discrete
bursts of radiation separated by periods of silence (i.e., it will be popcorn-like). We can perform
similar calculations for BNS mergers. The predicted total rate for such events is roughly one event
every 15 s, while the duration of a BNS signal in band is roughly 100 s. Thus, the BNS merger
signals overlap in time leading to a continuous (or confusion-limited) background. Figure 2 is a
plot of the expected time-domain signal corresponding to the rate estimates mentioned above.
The combined signal from BBH and BNS mergers is potentially detectable with advanced LIGO
and Virgo, shortly after reaching design sensitivity [4]. Although the signal-to-noise ratios for the
individual events are small, the combined signal-to-noise ratio of the correlated data summed over
all events grows like the square-root of the observation time, reaching a detectable level of 3-σ after
roughly 40 months of observation (Figure 3). This estimate of time to detection is based on the
standard cross-correlation search (Section 4), which assumes a Gaussian-stationary background.
But there is a new method [47], recently proposed by Smith and Thrane, which can potentially
reduce the time to detection by several orders of magnitude (factor of ∼ 1000), meaning that the
1A more complete description of this and all other exercises are given in Appendix A. The number next to
“Exercise” is a link that brings you to the detailed exercise in Appendix A.
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5FIG. 2. We present a simulated time series of duration 104
seconds illustrating the character of the BBH and BNS signals
in the time domain. In red we show a simulated BNS back-
ground corresponding to the median rate as shown in Figure 1,
and in green we display the median BBH background. We do
not show any detector noise, and do not remove some loud
and close events that would be detected individually. The re-
gion in the black box, from 1800 – 2600 seconds, is shown in
greater detail in the inset. The BNS time series is continuous
as it consists of a superposition of overlapping signals. On the
other hand the BBH background (in green) is popcorn-like,
and the signals do not overlap. Remarkably, even though the
backgrounds have very di↵erent structure in the time domain,
the energy in both backgrounds are comparable below 100 Hz,
as seen in Figure 1.
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Figure 2: Simulated time-domain signal for the predicted BBH and BNS backgrounds. (Figure
taken from [4].)
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FIG. 1. The left panel shows the predicted median background for th BNS (red) nd BBH (gree ) m dels described in the
text, the total (combined) background (blue), and the Poisson error bars (grey shaded region) for the total background. We also
show expected PI curves for observing runs O2, O3, and design sensitivity (see the main text for details about the assumptions
made for these observing runs). Virgo is included in O3 and beyond. The PI curves for O3 and beyond cross the Poisson error
region, indicating the possibility of detecting this background or placing interesting upper limits on the evolution of the binary
merger rates with redshift. In the right panel, we plot the signal-to-noise ratio as a function of observing time for the median
total background (blue curve) and associated uncertainty (shaded region). The median of the predicted total background can
be detected with SNR = 3 after 40 monthsof observation time, with LIGO-Virgo operating at design sensitivity (2022 – 2024).
The markers indicate the transition between observing runs. We only show 12 months of the Design phase here, although for
the calculation of the PI curves it is assumed to be 24 months long (see [45]).
The BBH background is di↵erent in nature even286
though the resulting energy density spectrum is simi-287
lar. BBH events create a highly non-stationary and non-288
Gaussian background (sometimes referred to as a pop-289
corn background in the literature), i.e. individual events290
are well separated in time, on top of the continuous back-291
ground from contributed BNS inspirals. The duration of292
the waveform is much smaller for these massive sources293
(14 s on average in the band above 10 Hz, considering294
both the power law mass distribution and the distribu-295
tion in redshift [46]) and much less than the time interval296
between events (223+352 115 s on average) resulting in rare297
overlaps.298
Table I shows the estimated energy density at 25 Hz299
for each of the BNS, BBH and Total backgrounds. We300
also show the average time between events ⌧ for each301
of these backgrounds as well as the average number of302
overlapping sources at any time  , and the associated303
Poisson error bounds. The inverse of ⌧ gives the rate of304
events in Universe in s 1.305
Conclusion— The first gravitational wave detection of306
a binary neutron star system implies a significant contri-307
bution to the stochastic gravitational wave background308
from BNS mergers. Assuming the median merger rates,309
the background may be detected with SNR = 3 after 40310
monthsof accumulated observation time, during the De-311
sign phase (2022+)[45]. In the most optimistic case, an312
astrophysical background may be observed at a level of313
3  af er only 18 m n hsof observation, during O3, the314
next observing run.315
There are additional factors which may le d to an316
even earlier detection. Firs , the pres nce of additional317
sources for example black hole-neutron tar systems, will318
further a d to the total background. Even small contri-319
butions to the background can decrease the time to detec-320
tion significantly. Seco d, the analysis we have presented321
here assumes the standard cross-correlation search. Spe-322
cialized non-Gaussian searches may be more sensitive,323
particularly to the BBH background [47, 48]. Unlike a324
standard matched filter search, non-Gaussian pipelines325
do not attempt to find individual events, but rather to326
measure the rate of sub-threshold events independently327
of their distribution.328
A detection of the astrophysical background allows for329
a rich set of follow-up studies to fully understand its com-330
position. The di↵erence in the time-domain structure of331
the BBH and BNS signals may allow the BNS and BBH332
backgrounds to be measured independently. After de-333
tecting the background, stochastic analyses can address334
whether the background is isotropic [49–51], unpolarized335
[52], and consistent with general relativity [53]. Finally,336
understanding the astrophysical background is crucial to337
subtract it and enable searches for a background of cos-338
mological origin [46].339
Acknowledgments — The authors gratefully acknowledge340
the support of the United States National Science Foun-341
Figure 3: Expected signal-to-noise ratio as a function of observation time for the standard cross-
correlation search using the advanced LIGO and Virgo detectors. The points labeled O1, O2, etc.,
indicate the start of advanced LIGO’s first observation run, second observation run, etc. (Figure
taken from [4].)
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background would be detectable after only a few days of operation. We will describe this method
in more detail in Section 9.
2 Different types of stochastic backgrounds
2.1 Different sources
The combined signal from stellar-mass BBH and BNS mergers throughout the universe is just one
way of producing a GWB. Due to the relatively small masses of stellar-mass BHs and NSs, the
signal is at the high-frequency end of the spectrum (∼10 Hz to a few kHz), which is the sensitive
band for the current generation of km-scale ground-based laser interferometers like LIGO and Virgo.
Heavier-mass systems, which produce lower-frequency gravitational waves, are also expected to give
rise to GWBs that are potentially detectable with other existing or proposed detectors. Figure 4 is
a plot of the GW spectrum, with frequencies ranging from a few kHz (for ground-based detectors)
to 10−17 Hz (corresponding to a period equal to the age of the universe), together with potential
sources of GWBs and relevant detectors.
Living Rev Relativ  (2017) 20:2 Page 9 of 223  2 
Fig. 1 Gravitational-wave spectrum, together with potential sources and relevant detectors. Image credit
Institute of Gravitational Research/University of Glasgow
limiting2 noise sources below 10 Hz, and photon shot noise above a couple of kHz).
Outside this band there are several other experiments—both currently operating and
planned—that should also be able to detect gravitational waves. An illustration of the
gravitational-wave spectrum, together with potential sources and relevant detectors,
is shown in Fig. 1. We highlight a few of these experiments below.
1.2.1 Cosmic microwave background experiments
At the extreme low-frequency end of the spectrum, corresponding to gravitational-
wave periods of order the age of the Universe, the Planck satellite (ESA 2016c)
and other cosmic microwave background (CMB) experiments, e.g., BICEP and Keck
(BICEP/Keck 2016) are looking for evidence of relic gravitational waves from the
Big Bang in the B-mode component of CMB polarization maps (Kamionkowski et al.
1997; Hu and White 1997; Ade et al. 2015a). In 2014, BICEP2 announced the detec-
tion of relic gravitational waves (Ade et al. 2014), but it was later shown that the
observed B-mode signal was due to contamination by intervening dust in the galaxy
(Flauger et al. 2014; Mortonson and Seljak 2014). So at present, these experiments
have been able to only constrain (i.e., set upper limits on) the amount of gravitational
2 Actually, even if the gravity-gradient and seismic noise were zero, one couldn’t go below∼1 Hz with the
current generation of ground-based laser interferometers, since the suspended mirrors (i.e., the test masses)
are no longer freely floating when you go below their resonant frequencies: ∼1 Hz.
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LISA BBO LIGO, …pulsar timing
Planck, 
BICEP
stellar mass binary  
black holes and/or  
neutron stars
galactic white  
dwarf binaries
SMBH binaries  
in galaxy mergers
relic gravitational waves (quantum fluctuations in the very early universe) 
cosmic strings; phase transitions
Figure 4: Detectors and potential sources of GWBs across the GW spectrum. Note that the GWB
signal from cosmic strings and phase transitions stretch across a broad range of frequencies, and
peak at basically any frequency depending on the parameters that define the string network and
the energy scale where the phase transition occurs. Also, the primordial background of relic GWs
predicted by standard inflation is flat across the whole frequency band shown here. (Figure adapted
from [41]).
Of particular note is the combined GW signal produced by compact white-dwarf binaries in the
Milky Way, producing a “confusion-limited” GWB in the frequency band ∼ 10−4 Hz to 10−1 Hz [10].
This is a guaranteed signal for the proposed space-based interferometer LISA (expected launch date
2034), which consists of three spacecraft in an quilaterial-triangle configuration in orbit around
the Sun [62]. Each spacecraft houses two lasers, two telescopes, and two test masses; the arms will
be several million km long. The confusion-limited white-dwarf binary signal is expected to be so
strong that it will dominate the instrumental noise at low frequencies, forming a GW “foreground”
that will have to be contended with when searching for oth r gravitational sources in the LISA
band [6].
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At lower frequencies between ∼10−9 Hz and 10−7 Hz (corresponding to periods of order decades
to years), pulsar timing arrays can be used to search for the GWB produced by the inspiral
and merger of supermassive black-holes (SMBHs) in the centers of distant galaxies. A pulsar
timing array basically functions as a galactic-scale gravitational-wave detector, with the radio pulses
emitted by each pulsar behaving like ‘ticks’ of an extremely stable clock. By carefully monitoring the
arrival times of these radio pulses, one can search for a GWB by looking for correlated modulations
in the arrival times induced by a passing gravitational wave [44, 15, 24].
In addition to these astrophysical GWBs associated with stellar-mass or supermassive BHs and
NSs, one also expects backgrounds of cosmological origin, produced in the very early universe [22],
much before the formation of stars and galaxies. Two examples, indicated in Figure 4, are cosmic
strings (line-like topological defects associated with phase transistions in the early universe) and
relic gravitational waves (quantum fluctuations in the geometry of space-time, driven to macroscopic
scales by a period of rapid expansion—e.g., inflation—a mere ∼ 10−32 s after the Big Bang); see,
e.g., [7, 31] for a discussion of these sources. This relic background is potentially detectable by
its effect on the polarization of the CMB radiation [45]. This signal has been searched for by
CMB experiments such as Planck and BICEP [55], and is a core target of many proposed future
experiments, such as PIXIE [28] and LiteBIRD [56].
2.2 Different signal properties
Not surprisingly, different sources of a GWB give rise, in general, to different properties of the
observed signal. These differences are what will allow us to infer the source of the background from
the measured signal.
(i) Stochastic backgrounds can differ from one another in terms of the angular distribution of
GW power on the sky. Cosmologically-generated backgrounds, like those from cosmic strings or relic
GWs, are expected to be statistically isotropic, qualitatively similar to the CMB (Figure 1). The
GW power in these backgrounds is anisotropic, following the spatial distribution of the particular
sources that produced it, but has no preferred direction when averaged over different realizations of
the sources. Different statistically isotropic backgrounds will be characterized by different angular
power spectra, Cl as a function of multipole moment l, where [43]
C(θ) =
∞∑
l=0
2l + 1
4pi
ClPl(cos θ) , (2.1)
is the angular correlation between the GW power coming from two directions nˆ and nˆ′ separated
by angle θ. If all of the Cl’s except the monopole, C0, are equal to zero, then the GWB is said to be
“exactly” isotropic. Exact isotropy is the simplest mathematical model for stochastic backgrounds,
and will be discussed further in Section 3.2.
Statistically isotropic backgrounds are to be contrasted with statistically anisotropic back-
grounds, whose distribution of power on the sky has preferred directions, even when averaged
over different realizations of the sources that produce it. For example, the “confusion-limited”
foreground that LISA will see from the population of close white-dwarf binaries in the Milky Way
will have its GW power concentrated in the direction of the Milky Way. Figure 5 shows simu-
lated skymaps for a statistically isotropic background (left panel) and a statistically anisotropic
background (right panel). The anisotropic background in that figure follows the galactic plane in
equatorial coordinates.
(ii) Stochastic backgrounds can also differ from one another in temporal distribution and am-
plitude. We have already seen examples of this in Figure 2, for the expected backgrounds from
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(i) Stochastic backgrounds can differ in spatial distribution
(like cosmic microwave background)
(statistically) isotropic anisotropic
(galactic plane in equatorial coords)
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Figure 5: Simulated sky maps of GW power for a statistically isotropic background (left panel)
and an anisotropic background (right panel).
stellar-mass BBH mergers and BNS mergers throughout the universe (a LIGO source). As men-
tioned earlier, the rate estimates and durations of these individual merger signals are such that the
BBH background is expected to be popcorn-like (consisting of non-overlapping mergers), while that
for the BNS background is expected to be stationary and confusion-limited (consisting of several
overlapping BNS mergers at any instant of time). Another example of non-trivial temporal de-
pendence is the confusion-limited signal from close white-dwarf binaries in the Milky Way (a LISA
source). This is an amplitude-modulated signal with a 6-month period (Figure 6), due to LISA’s
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Figure 6: Simulated time-domain output of a particular combination of the LISA data over a 2-year
period. The modulation of the signal with a 6-month period is apparent in the data. (Figure taken
from [41].)
“cartwheeling” orbital motion around the Sun. (The antenna pattern of LISA will point in the
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direction of the Galactic center twice every year.) From the figure, we also see that the expected
white-dwarf binary signal will be larger than that of the instrumental noise for LISA, thus con-
stituting an astrophysical foreground. This is atypical, however, as most expected GWBs will sit
below the instrumental noise (e.g., for advanced LIGO / Virgo, pulsar timing, CMB polarization
experiments), requiring observation over long periods of time to confidently detect.
(iii) Stochastic backgrounds can also differ in their power spectra2 as shown in Figure 7. Here
we plot simulated time-domain data (including the signals for an individual BNS merger and
BBH ringdown3), histograms, and power spectra for three different types of GWBs. For these toy-
model simulations, we overlapped a sufficient number of individual BNS merger and BBH ringdown
signals to produce Gaussian-stationary confusion-limited GWBs (second and third columns). The
difference between these backgrounds shows up in their power spectra (fourth column). The power
spectra for the BNS merger and BBH ringdown backgrounds have the same shape as those for an
individual BNS merger or BBH ringdown, scaled by the total number of sources contributing to
the background.
white noise 2Δt σ2
σ = 1
histograms power spectra
BBH ringdown 440 Hz
BNS chirp
f-7/3
(iii) They can also differ in power spectra depending on source
!16
Figure 7: Simulated time-domain data (including the signals for an individual BNS merger and
BBH ringdown), histograms, and power spectra for three different types of Gaussian-stationary
GWBs.
3 Mathematical characterization of a stochastic background
Since the individual signals comprising a GWB background are either too weak or too numerous
to individually detect, the combined signal for the background is for all practical purposes random,
2If x(t) is stationary time-domain data, then the power spectrum Px(f) is defined as the Fourier transform of
the correlation function C(t − t′) ≡ 〈x(t)x(t′)〉, or, equivalently, 〈x˜(f)x˜∗(f ′)〉 = 1
2
Px(f) δ(f − f ′), where x˜(f) is the
Fourier transform of x(t). The factor of 1/2 is needed for a one-sided power spectrum; see also (4.15).
3Our toy-model simulation for BBH ringdown is simply a damped sinusoid with frequency 440 Hz. It has the
correct qualitative behavior for a BBH ringdown, but is not meant to be astrophysically realistic.
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similar to noise in an single detector. Hence, we need to describe the GWB statistically, in terms
of moments (i.e., ensemble averages) of the metric perturbations describing the GWB.
3.1 Plane-wave expansion
Recall that gravitational waves are time-varying perturbations to the geometry of space-time, which
propagate away from the source at the speed of light [34, 23]. In transverse-traceless coordinates
(t, ~x) ≡ (t, xa), where a = 1, 2, 3, the metric perturbations corresponding to a plane wave (propa-
gating in direction kˆ ≡ −nˆ) have two degrees of freedom, corresponding to the amplitudes of the
plus (+) and cross (×) polarizations of the gravitational wave (Figure 8). The metric perturbation
+
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Figure 63: Graphical representation of the six di↵erent polarization modes. The circle
with a cross or arrow represents the direction of propagation of the gravitational wave.
The solid and dotted circles and ellipses denote deformations to a ring of particles 180 
out of phase with one another. Adapted from Figure 1 in [144].
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Figure 8: The two orthogonal polarizations of a gravitational wave. A circular ring of test particles
in the plane orthogonal to the direction of propagation of the wave are alternately deformed into
ellipses, as space is “squeezed” and “stretched” by the passing of the wave.
for the most general GWB can thus be written as a superposition of such waves:
hab(t, ~x) =
∫ ∞
−∞
df
∫
d2Ωkˆ
∑
A=+,×
hA(f, kˆ)e
A
ab(kˆ)e
i2pif(t−kˆ·~x/c) , (3.1)
where f denotes the frequency of the component waves, kˆ their direction of propagation, and
A = +,× their polarization. (The direction to a particular GW source is given by nˆ = −kˆ.) The
quantities eAab(kˆ) are polarization tensors, given by
e+ab(kˆ) = lˆa lˆb − mˆamˆb ,
e×ab(kˆ) = lˆamˆb + mˆa lˆb ,
(3.2)
where lˆ, mˆ are any wo orthogonal uni vectors i the lane or ogon l to kˆ. Typically, for stochastic
background analyses, we take lˆ, mˆ to be proportional to the standard angular unit vectors tangent
to the sphere, so that {kˆ, lˆ, mˆ} is a right-handed system (Figure 9):
kˆ = − sin θ cosφ xˆ− sin θ sinφ yˆ − cos θ zˆ = −rˆ ,
lˆ = + sinφ xˆ− cosφ yˆ = −φˆ ,
mˆ = − cos θ cosφ xˆ− cos θ sinφ yˆ + sin θ zˆ = −θˆ .
(3.3)
For analyzing non-stochastic GW sources that have a symmetry axis (e.g., the angular momentum
vector for binary inspiral), one takes lˆ and mˆ to be rotated relative to −φˆ and −θˆ, where the
rotation angle is the polarization angle of the source.
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Figure 9: Coordinate system and unit vectors used in the plane-wave expansion of a GWB.
3.2 Ensemble averages
The quantities hA(f, kˆ) are the Fourier coefficients of the plane wave expansion. Since the metric
perturbations for a stochastic background are random variables, so too are the Fourier coefficients.
The probability distributions of the Fourier coefficients thus define the statistical properties of the
background.
Without loss of generality, we can assume that the expected value of the Fourier coefficients is
zero,
〈hA(f, kˆ)〉 = 0 , (3.4)
where angle brackets denote ensemble average over different realizations of the background. (The
different realizations could be thought of as the different backgrounds observed by different spatially-
located observers in a homogeneous and isotropic universe.) The second-order moments (i.e.,
quadratic expectation values) specify possible correlations between the Fourier coefficients. For
example, if the background is unpolarized, stationary, and isotropic, then
〈hA(f, kˆ)h∗A′(f ′, kˆ′)〉 =
1
16pi
Sh(f)δ(f − f ′)δAA′δ2(kˆ, kˆ′) , (3.5)
where Sh(f) is the strain power spectral density of the background, having units of strain
2 Hz−1. The
fact that the RHS is proportional to δ(f − f ′) is a consequence of the assumption of stationarity—
i.e., that there is no preferred origin of time. That the RHS depends on the polarization indices
only via δAA′ is a consequence of the background being unpolarized—i.e., that the + and × polar-
ization components are statistically equivalent and uncorrelated with one another. Similarly, the
dependence on GW propagation directions only via δ2(kˆ, kˆ′) is a consequence of exact isotropy—i.e.,
that the power in the GWB has no preferred direction, and that the GWs propagating in different
directions have uncorrelated phases.
If we drop the last assumption, allowing the background to be either anisotropic or statistically
isotropic, then the quadratic expectation values become
〈hA(f, kˆ)h∗A′(f ′, kˆ′)〉 =
1
4
P(f, kˆ)δ(f − f ′)δAA′δ2(kˆ, kˆ′) , (3.6)
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where
Sh(f) =
∫
d2Ωkˆ P(f, kˆ) . (3.7)
Here P(f, kˆ) is the strain power spectral density per unit solid angle, with units strain2 Hz−1 sr−1.
For statistically isotropic backgrounds, the angular power spectrum is given by the coefficients Cl
of a Legendre series expansion (2.1) of the two-point function C(θ) ≡ 〈P(f, kˆ)P(f, kˆ′)〉sky avg, for
all kˆ, kˆ′ having cos θ = kˆ · kˆ′.
For Gaussian backgrounds, all cubic and higher-order moments are either identically zero or
can be written in terms of the second-order moments. Thus, the quadratic expectation values of
the Fourier coefficients completely characterize the statistical properties of a Gaussian-distributed
background.
3.3 Energy density spectrum in gravitational waves
As mentioned above, Sh(f) is the strain power spectral density of the GWB. It can be related to
the (normalized) energy density spectrum
Ωgw(f) ≡ 1
ρc
dρgw
d ln f
=
f
ρc
dρgw
df
, (3.8)
where dρgw is the energy density in gravitational waves contained in the frequency interval f to
f + df , and ρc ≡ 3H20c2/8piG is the critical energy density (that needed to just close the universe
today). The result is [9]
Sh(f) =
3H20
2pi2
Ωgw(f)
f3
, (3.9)
which makes use of the relation
ρgw =
c2
32piG
〈h˙ab(t, ~x)h˙ab(t, ~x)〉 , (3.10)
which gives the energy density in gravitational waves in terms of the quadratic expectation values
of the metric perturbations. You are asked in Exercise A.2 to derive (3.9); to do so, you will also
need to use the plane-wave expansion (3.1) and the quadratic expectation values (3.5) or (3.6).
In addition to Sh(f) and Ωgw(f), one sometimes describes the strength of a GWB in terms of
the (dimensionless) characteristic strain hc(f) defined by
hc(f) =
√
fSh(f) . (3.11)
For backgrounds described by a power-law dependence on frequency,4
hc(f) = Aα
(
f
fref
)α
⇔ Ωgw(f) = Ωβ
(
f
fref
)β
, (3.12)
where α and β are spectral indices, and Aα and Ωβ are the amplitudes of the characteristic strain
and energy density spectrum, respectively, at some reference frequency f = fref . Using the above
definitions and relationships between Ωgw(f), Sh(f), and hc(f), we have
Ωβ =
2pi2
3H20
f2refA
2
α , β = 2α+ 2 . (3.13)
4There is no sum over α or β in the following expressions.
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For standard inflationary backgrounds, Ωgw(f) = const, for which β = 0 and α = −1. For GWBs
associated with binary inspiral, Ωgw(f) ∝ f2/3 (as we shall show below), for which β = 2/3 and
α = −2/3. This last dependence is valid for both compact binary coalescences consisting of NSs
and/or stellar-mass BHs (relevant for advanced LIGO, Virgo, etc.), and also for SMBH binaries
(relevant for pulsar timing searches).
3.4 Calculating Ωgw(f) for an astrophysically-generated background
There is a relatively simple formula for calculating the energy density spectrum Ωgw(f) produced
by a collection of discrete astrophysical GW sources distributed throughout the universe [38]:
Ωgw(f) =
1
ρc
∫ ∞
0
dz n(z)
1
1 + z
(
fs
dEgw
dfs
)∣∣∣∣
fs=f(1+z)
. (3.14)
We will call this the “Phinney formula”, since it was first written down by E.S. Phinney in an
unpublished paper in 2001. For this expression, one needs only the comoving number density of
sources n(z) as a function of the cosmological redshift z, and the energy spectrum of an individual
source dEgw/dfs as measured in its rest frame. The source frame frequency fs is related to the
observed (present-day) frequency f via fs = f(1 + z). The factor of 1/(1 + z) in the integrand is
needed to redshift the energy measured in the source frame to that measured today. Note that the
right-hand side of (3.14) is just the right-hand side of (3.8) expanded in terms of its contribution
from individual sources.
The above relationship can also be written in terms of the comoving rate density R(z), which
is related to the comoving number density n(z) via
n(z) dz = R(z) |dt|t=t(z) . (3.15)
The final result is
Ωgw(f) =
f
ρcH0
∫ ∞
0
dz R(z)
1
(1 + z)E(z)
(
dEgw
dfs
)∣∣∣∣
fs=f(1+z)
, (3.16)
where
E(z) ≡
√
Ωm(1 + z)3 + ΩΛ (3.17)
is a cosmological factor that arises when evaluating dt/dz [43]. Ωm and ΩΛ are the fractional
energy densities for matter (ordinary baryonic matter plus dark matter) and dark energy, with
numerical values roughly equal to 0.30 and 0.70, respectively. Exercise A.3 asks you to prove this
“rate-version” of the Phinney formula, filling in some of the cosmology-related details.
3.4.1 Example: Ωgw(f) for binary inspiral
To illustrate the Phinney formula in action, we will verify the Ωgw(f) ∝ f2/3 power-law dependence
for binary inspiral, which we stated without proof at the end of Section 3.3. Since we are interested
here only in the frequency dependence of Ωgw(f), we just need to calculate the energy spectrum
dEgw/dfs for a single binary system.
So let us consider two masses, m1 and m2, in circular orbits around their common center of
mass (Figure 10). We make the standard definitions
r ≡ r1 + r2 , M ≡ m1 +m2 , µ ≡ m1m2
m1 +m2
(3.18)
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Figure 10: Two masses m1, m2 in orbit around their common of mass.
of the relative separation, total mass, and reduced mass of the system. In terms of these quantities,
Kepler’s third law and the total orbital energy of the system can be written as
ω2r3 = GM , Eorb = −GMµ
2r
, (3.19)
where ω ≡ 2piforb is the orbital angular frequency. The power emitted in GWs comes from the
orbital energy
dEgw
dt
= −dEorb
dt
, (3.20)
which implies that the energy spectrum is given by
dEgw
dfs
=
dt
dfs
dEgw
dt
= − dt
dfs
dEorb
dt
. (3.21)
It is now a relatively simple matter to evaluate the RHS of the last expression, using Kepler’s law
to replace all occurences of r and r˙ with expressions involving ω and ω˙. The final result is
dEgw
dfs
∼M5/3c f−1/3s , M5/3c ≡M2/3µ , (3.22)
where Mc is the chirp mass of the system, and where we have ignored all numerical factors. Note
that we also replaced the orbital angular frequency ω by the GW frequency fs = 2forb, with the
factor of 2 arising for quadrupolar radiation in general relativity.5 Returning now to (3.16), we
substitute fs = (1 + z)f and multiply by the factor of f outside the integral to get Ωgw(f) ∝ f2/3
as claimed.
4 Correlation methods
As discussed above, a stochastic background of GWs is described by a random signal, which looks
like noise in a single detector. As such, standard search techniques like matched filtering [67, 25],
5For elliptical orbits, one should average the radiated power, etc., over a period of the orbit. There will also be
contributions to the gravitational radiation from harmonics other than just the quadrupole [37].
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which correlate the data against known, deterministic waveforms (e.g., BBH chirps) won’t work
when trying to detect a GWB. Instead, we have to consider other possibilities:
(i) One possibility is to know the noise sources in our GW detector well enough (in both
amplitude and spectral shape) that we can attribute any unexpected excess “noise” to a GWB.
This was basically how Penzias and Wilson initially detected the CMB; they saw an excess noise
temperature of ∼ 3.5◦ K in their radio antenna that they could not attribute to any other noise
source [36]. This is also what one hopes to do with LISA, because the time-delay interferometry
(TDI) [17] data combinations that one uses to remove the laser frequency noise are orthogonal
to one another [40]. Thus, one cannot cross-correlate these data streams to look for a GWB.
Instead, one must properly model the instrumental noise and astrophysical foreground (galactic
WD binaries) in order to have a chance to detect a cosmological GWB. Studies by Adams and
Cornish [5, 6] have shown that you can separate the detector noise, astrophysical foreground,
and cosmological background using differences in their spectral shapes and the modulation of the
astrophysical background due to LISA’s motion around the Sun (Figure 6).
(ii) Another possibility is to use data from multiple detectors. Then we can look for evidence of
a common disturbance in the multiple data streams that is consistent with each detector’s response
to GWs.
Currently, (i) is not an option for ground-based interferometers since, even though the individual
noise sources are understood pretty well, their amplitude is not known precisely enough to attribute
any observed excess power to GWs. One would need a really loud GWB relative to the detector
noise in order detect it in a way similar to Penzias and Wilson’s detection of the CMB. But (ii)
is an option as LIGO consists of two detectors, one in Hanford, WA, the other in Livingston,
LA [65]. Virgo [66], in Italy, provides a third detector, and soon we will have two more large-
scale interferometers: one in Japan, called Kagra [58], and the other in India, called IndIGO [64].
Cross-correlating data from multiple detectors works for detecting a GWB since, even though the
signal is random, it is the same signal in the different dectors (modulo the physical separation
and relative orientation of the detectors). In effect, the random output of one detector is used as
a template for the data in another detector. As we shall see below, the signal-to-noise ratio of
the cross-correlation grows like the square-root of the observation time. Thus, although the GWB
might be weak relative to the noise, it can still be extracted from a cross-correlation measurement
if it is observed for a long enough period of time.
4.1 Basic idea
To illustrate the basic idea behind cross-correlation, we will consider first the simplest possible
scenario—i..e, a single sample of data from two colocated and coaligned detectors:
d1 = h+ n1 ,
d2 = h+ n2 .
(4.1)
Here h denotes the common GW signal component, and n1, n2 denote the corresponding instru-
mental noise components. Cross-correlating the data for this case amounts to simply taking the
product of the two data samples, Cˆ12 ≡ d1d2. The expected value of the cross-correlation is
〈Cˆ12〉 = 〈d1d2〉 = 〈h2〉+
*0〈hn2〉+
*0〈n1h〉+ 〈n1n2〉 , (4.2)
where 〈hn2〉 = 0 = 〈n1h〉, since the GW signal and instrumental noise are not correlated with one
another. If we further assume that the noise in the two detectors is uncorrelated (which is typically
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a valid assumption if the detectors are widely separated6), then 〈n1n2〉 = 0, leaving
〈Cˆ12〉 = 〈h2〉 ≡ Sh , (4.3)
which is just the variance (i.e., power) in the GW signal.
4.2 Extension to multiple data samples
The above analysis can be easily extended to the case of multiple samples:
d1i = hi + n1i ,
d2i = hi + n2i ,
(4.4)
where i = 1, 2, · · · , N . As before, we will assume that the two detectors are coincident and
coaligned, and that the noise in the two detectors are uncorrelated with the GW signal and with
one another
〈n1ihj〉 = 0 , 〈n2ihj〉 = 0 , 〈n1in2j〉 = 0 . (4.5)
We will also assume that the GWB and detector noise are both white, which means
〈hihj〉 = Sh δij , 〈n1in1j〉 = Sn1 δij , 〈n2in2j〉 = Sn2 δij , (4.6)
where Sh, Sn1 , Sn2 are the variances (i.e., power) in the GW signal and detector noise, respectively.
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For this case, our cross-correlation statistic is the average of the products of the individual data
samples
Sˆh ≡ Cˆ12 ≡ 1
N
N∑
i=1
d1id2i , (4.7)
which, as we shall see below, is again an estimator of the power in the GWB (hence the “hat” over
the Sh on the LHS of this equation).
Using the above definitions and quadratic expectation values, it is easy to show that
µ ≡ 〈Cˆ12〉 = 1
N
N∑
i=1
〈d1id2i〉 = 1
N
N∑
i=1
〈h2i 〉 = Sh . (4.8)
Thus, the cross-correlation statistic Cˆ12 is an (unbiased) estimator of the GW power Sh. The
variance in this estimator can be calculated via
σ2 ≡ 〈Cˆ212〉 − 〈Cˆ12〉2 =
(
1
N
)2 N∑
i=1
N∑
j=1
(〈d1id2id1jd2j〉 − 〈d1id2i〉〈d1jd2j〉) . (4.9)
To evaluate the RHS of the above equation, we make use of the identity
〈abcd〉 = 〈ab〉〈cd〉+ 〈ac〉〈bd〉+ 〈ad〉〈bc〉 , (4.10)
6Note that global magnetic fields, e.g., Schumann resonances, can produce environmental correlations in widely
separated detectors [53, 54, 13].
7The assumption that both the GWB and detector noise are white is made here just to simplify the analysis. One
can use cross-correlation methods for the more general case where the signal and noise power spectral densities are
non-trivial functions of frequency; see Section 4.3.
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which is valid for zero-mean Gaussian random variables. Using this identity and the quadratic
expectation values between the signal and noise, we end up with
σ2 =
1
N
(S1S2 + S
2
h) , (4.11)
where
S1 ≡ Sn1 + Sh , S2 ≡ Sn2 + Sh , (4.12)
are the total power in the detector output (consisting of both signal and noise power). Note that
the factor of 1/N in (4.11) comes from the double sum in (4.9) having non-zero contributions from
only the diagonal terms (i = j), which are all equal to one another.
Since the power in the GWB is expected to be weak compared to the detector noise, the variance
can be approximated as σ2 ' S1S2/N , for which the expected signal-to-noise ratio is given by
ρ ≡ µ
σ
' Sh√
S1S2/N
'
√
N
Sh
Sn
, (4.13)
where
√
S1S2 '
√
Sn1Sn2 ≡ Sn. This result verifies the statement made earlier that the signal-to-
noise ratio for a cross-correlation measurement grows like the square-root of the observation time
(in this case, the total number of samples).
4.3 Optimal filtering
To handle the case of physically-separated and misaligned detectors, we need to include the non-
trivial response of a GW detector to a GWB. We will do this in detail in Sections 6 and 7. Here,
it suffices to simply define the overlap function (or overlap reduction function), denoted Γ12(f), as
the transfer function relating the strain power in the GWB, Sh(f), to the cross-correlated signal
power in the two detectors [18, 12]:
C12(f) ≡ Γ12(f)Sh(f) . (4.14)
In terms of the quadratic expectation values of the GW signal in the two detectors, we have8:
〈h˜1(f)h˜∗2(f ′)〉 =
1
2
δ(f − f ′)Γ12(f)Sh(f) , (4.15)
where h˜1(f), h˜2(f) denote the Fourier transforms of the GW signal components h1(t), h2(t) in the
two detectors. For comparison, the (auto-correlated) power spectra of the detector noise Pn1(f),
Pn2(f) can be written in terms of the noise components n˜1(f), n˜2(f) via:
〈n˜1(f)n˜∗1(f ′)〉 =
1
2
δ(f − f ′)Pn1(f) ,
〈n˜2(f)n˜∗2(f ′)〉 =
1
2
δ(f − f ′)Pn2(f) ,
(4.16)
while the cross-correlated noise is assumed to be zero:
〈n˜1(f)n˜∗2(f ′)〉 = 0 . (4.17)
8The factor of 1/2 is included on the RHS so that the power spectrum is one-sided. In other words, the total
cross-correlated power in the GWB is given by the integral of Γ12(f)Sh(f) over just the positive frequencies. The
factor of δ(f − f ′) is a consequence of stationarity.
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Plots of Γ12(f) for the LIGO Hanford-LIGO Livingston interferometer pair and for the LIGO
Hanford-Virgo interferometer pair can be found in Section 7.2; other examples of overlap functions
are also given in that section.
Given the above definitions, we can now ask the question: “What is the optimal way to correlate
data from two physically separated and possibly mis-aligned detectors to search for a GWB?” To
answer this question, we start by forming the generic cross-correlation
Cˆ12 =
∫ T/2
−T/2
dt
∫ T/2
−T/2
dt′ d1(t)d2(t)Q(t, t′) , (4.18)
where Q(t, t′) is an a priori arbitrary filter function and T is the observation time. For stationary
data, Q(t, t′) should depend only on the difference between the two time arguments, ∆t ≡ t − t′,
so that Q(t, t′) ≡ Q(t− t′). In the Fourier domain, we can then write
Cˆ12 '
∫ ∞
−∞
df
∫ ∞
−∞
df ′ δT (f, f ′)d˜1(f)d˜2(f ′)Q˜∗(f ′) , (4.19)
where Q˜(f) is the Fourier transform of Q(∆t), and δT (f − f ′) is a finite-time version of the Dirac
delta function defined by δT (f − f ′) ≡ T sinc [pi(f − f ′)T ], where sincx ≡ sinx/x.
To proceed further we need to define what we mean by optimal. A natural criterion in this
context is to maximize the expected signal-to-noise ratio of Cˆ12 for a GWB with a fixed spectral
shape H(f). (The expected signal-to-noise ratio is defined as in the previous section ρ ≡ µ/σ, where
µ ≡ 〈Cˆ12〉 and σ2 ≡ 〈Cˆ212〉 − 〈Cˆ12〉2.) As you are asked to show in Exercise A.4, this maximization
condition determines the form of the filter function Q˜(f) up to an overall normalization [7, 9]
Q˜(f) ∝ Γ12(f)H(f)
P1(f)P2(f)
, (4.20)
where P1(f), P2(f) are the total power in the two detectors,
P1(f) ≡ Pn1(f) + Ph(f) , P2(f) ≡ Pn2(f) + Ph(f) , (4.21)
which are approximately equal to Pn1(f), Pn2(f) under the assumption that the GW signal is weak
compared to the detector noise. Note that the numerator of Q˜(f) is proportional to the expected
value of the cross-correlated data in the frequency domain, 〈d˜1(f)d˜∗2(f)〉, while the denominator
basically de-weights the correlation when the detector noise is large. The dependence of Q˜(f) on
the spectral shape H(f) means that the optimal filter is tuned to a particular GWB.
The overall normalization of the optimal filter Q˜(f) is not determined by the maximation
condition, since a constant multiplicative factor cancels out when calculating the signal-to-noise
ratio ρ = µ/σ. Typically, we use this freedom in the choice of normalization to set the expected value
µ of the cross-correlation equal to the overall amplitude of the background—i.e., µ = Ωgw(fref). In
other words, for this choice of normalization, the measured value of the cross-correlation statistic,
Cˆ12, is a point estimate of Ωgw(fref).
5 Optimal filtering applied to some simple examples
We now apply the above correlation methods to analyze some simple examples involving simulated
data. (The simulations are solely meant to illustrate how optimal filtering works; the amplitude
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and duration of the simulated data are not representative of real interferometer data.9) We will
consider three different GWBs injected into uncorrelated, white detector noise in two coincident
and coaligned detectors: (i) a white GWB, (ii) a confusion-limited BNS background, and (iii) a
two-component background, formed from the superposition of the GWBs from (i) and (ii). The
simulated time-domain data for the three different cases are shown in Figure 11. Recall that a
white GWB has a flat spectrum H(f) = 1, while a confusion-limited background produced by BNS
inspirals and mergers has spectral shape H(f) = (f/fref)
−7/3 (see Figure 7).
5.1 Single-component analyses
We start by applying the single-component optimal-filter analysis of the previous section. For
example (i), we find that the measured and injected values of the amplitude of the GWB agree
to 3.5%, which is within 1-σ. The corresponding optimally-filtered signal-to-noise ratio is ρ = 2.9.
For example (ii), the measured and injected values of the amplitude of the GWB agree to 2.7%,
which again is within 1-σ. The corresponding optimally-filtered signal-to-noise ratio for this case
is ρ = 12. Note that even though the overall amplitude of the background is noticeably smaller for
the confusion-limited BNS background, the signal-to-noise ratio is considerably larger (12 versus
2.9). This is because the spectrum of the GW signal differs in this case from that of the detector
noise, which helps in distinguishing the signal and noise components.
Finally for example (iii), if we filter the data for the two components separately, we overestimate
the amplitude of the white GWB component by 48%, which is greater than 1-σ, and overestimate
the amplitude of the BNS background by 6.9%, which is within 1-σ. Basically, filtering the data for
each GWB component separately typically leads to overestimates of the amplitudes of the individual
components, but underestimates of the error bars. The overestimates arise since the other GWB
component is also contributing to the correlated signal.
5.2 Multi-component analysis
To better extract the amplitudes of the individual components for example (iii), we need to go
beyond single-component optimal-filtering, and consider a signal model that allows for a superpos-
tion of multiple GWB components [35]. So instead of taking the cross-correlation to be a single
number, Cˆ12, which is obtained by integrating the contributions from all frequencies, we will keep
the frequency-dependence explicit, defining
Cˆ12(f) ≡ 2
T
d˜1(f)d˜
∗
2(f) , (5.1)
where d˜1(f), d˜2(f) are the Fourier transforms of the time-domain data d1(t), d2(t) from the two
detectors. We will treat the values of Cˆ12(f) for different frequencies f as the ‘data points’ from
which to construct a likelihood function, which is the probability of the data given the parameters
defining the signal and noise models.10 For this case, the signal model is given by the expected
value of the correlated data:
〈Cˆ12(f)〉 =
∑
α
Γ12(f)AαHα(f) ≡
∑
α
Mα(f)Aα , (5.2)
9The simulated data used for these examples can be found at [57]. Access to real GW data is available via the
Gravitational-Wave Open Science Center (GWOSC) [63].
10See Section 8 and John Veitch’s lectures in this Volume for more details regarding likelihood functions and
statistical inference.
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Figure 11: Simulated time-domain data for the three different cases discussed in the main text:
(top row) a white GWB in uncorrelated, white detector noise, (middle row) a confusion-limited
BNS background in uncorrelated, white detector noise, (bottom row) a two-component background
formed from the superposition of the GWBs from the top two rows in uncorrelated, white detector
noise. The two columns correspond to data in the two coincident and coaligned detectors. By eye
one can see that signal components in the two detectors are identical, but the noise (and hence the
data) in the two detectors are different.
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where Hα(f) are the different spectral shapes having amplitudes Aα. (Abstractly, we can think of
Mα(f) ≡ Γ12(f)Hα(f) as a matrix with indices f and α, where f runs over different frequency bins
and α runs over different spectral components.) The noise model enters via the covariance matrix
of the data:
N12(f, f
′) ≡ 〈Cˆ12(f)Cˆ∗12(f ′)〉 − 〈Cˆ12(f)〉〈Cˆ∗12(f ′)〉 ' δff ′ P1(f)P2(f) , (5.3)
which is the product of the noise power spectra in the two detectors in the weak-signal approxima-
tion. The likelihood function is then
p(Cˆ|A,N) ∝ exp
[
−1
2
(Cˆ −MA)†N−1(Cˆ −MA)
]
∝ exp
[
−1
2
∫ ∞
−∞
df
|Cˆ12(f)−
∑
αMα(f)Aα|2
P1(f)P2(f)
]
,
(5.4)
which is the probability of the cross-correlated data Cˆ12(f) given the amplitudes Aα of the GWB
spectral components and the noise in the two detectors N12(f, f
′). The advantage of using an
index-free matrix notation, as we did in the first line of the above expression, is that we can use
standard linear algebra calculations to find the values of A that maximize the likelihood.
Given the likelihood p(Cˆ|A,N), we can now obtain estimators of the amplitudes of the GWB
components by maximizing it with respect to the Aα. The final result (which you are asked to
show in Exercise A.5) is:
Aˆ = F−1X , (5.5)
where
F ≡M †N−1M , X ≡M †N−1Cˆ . (5.6)
The quantity F is called the Fisher information matrix. In terms of its components,
Fαβ =
∫ ∞
−∞
df
Hα(f)Γ
2
12(f)Hβ(f)
P1(f)P2(f)
. (5.7)
Thus, we see that the Fisher matrix is a noise-weighted inner product of the spectral shapes Hα(f),
Hβ(f) with one another. Provided the spectral shapes are not degenerate (i.e., not propoportional
to one another), then the Fisher matrix F can be inverted and Aˆ calculated. Otherwise, some form
of regularization is needed to perform the matrix inversion. The inverse of the Fisher matrix, F−1,
turns out to equal the covariance matrix of the estimators Aˆ.
Using the above multi-component formalism, we are now able to extract the ampltitude of the
white GWB component to 7.3%, corresponding to a signal-to-noise ratio of 1.4, and to extract the
amplitude of the BNS background component to 3.8%, corresponding to a signal-to-noise ratio of
6.0. In essence, the joint multi-component analysis properly takes into account the covariance be-
tween the spectral shapes of the two components, allowing for unbiased, minimal variance estimates
of the amplitudes Aα.
Part II
Details / Examples
In the second part of these lecture notes, we describe the non-trivial response of a beam detector
to gravitational waves, calculate the overlap function between a pair of detectors, and introduce a
Bayesian method that can optimally search for the astrophysical background produced by stellar-
mass binary BHs throughout the universe.
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6 Non-trivial detector response
To understand stochastic background searches on a more quantitative level, we need to describe
the non-trivial response of a GW detector to a passing GW. In Section 4.3, we defined the overlap
function Γ12(f) for a pair of detectors, but we didn’t specify how to calculate it, or how its form
differs for different GW detectors. In this and the following section, we will develop the tools that
we need to do these calculations.
6.1 Beam detectors and different types of detector response
For simplicity, we will restrict our attention to beam detectors, which use electromagnetic radiation
to monitor the separation of two or more test masses. Laser interferometers (both ground-based
and space-based), spacecraft Doppler tracking, and pulsar timing arrays are all examples of beam
detectors. (A resonant-bar detector, like that first used by Joseph Weber, is a much different type
of detector. Roughly speaking, a resonant bar detector responds like a giant tuning fork to a
passing GW, provided the GW has frequencies equal to the resonant frequencies of the bar [34].)
The response of a beam detector to a passing GW is the change in the light-travel time ∆T (t)
between the two masses relative to the nominal light-travel time. This is illustrated schematically
in Figure 12.
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Fig. 22 A spacetime diagram
representation of ∆T (t) for a
(one-way) pulsar timing residual
measurement. Time increases
vertically upward. The vertical
arrows are spacetime worldlines
for a pulsar and a detector on
Earth. The measurement is made
at time t . The blue dotted line
shows the trajectory of the radio
pulse in the absence of a
gravitational wave; the red solid
line shows the trajectory in the
presence of a gravitational wave
the phase difference can be calculated in terms of the change in the round-trip travel
time of the laser light from one test mass (e.g., the beam splitter) to another (e.g., one
of the end test masses). If we consider an equal-arm Michelson interferometer with
unit vectors uˆ and vˆ pointing from the beam splitter to the end masses in each of the
arms, then
h phase(t) ≡ ∆!(t) = 2πν0∆T (t), (5.3)
where ∆T (t) ≡ Tuˆ,rt(t)− Tvˆ,rt(t) is the difference of the round-trip travel times, and
ν0 is the frequency of the laser light. (See Fig. 23). Alternatively, one often writes the
interferometer response as a strain measurement in the two arms
h strain(t) ≡ ∆L(t)L =
∆T (t)
2L/c
, (5.4)
where ∆L(t) ≡ Luˆ(t)− L vˆ(t) is the difference of the proper lengths of the two arms
(having unperturbed length L), and ∆T (t) is the difference in round-trip travel times
as before. Thus, interferometer phase and strain response are simply related to one
another.
Calculation of∆T (t) for beam detectors is most simply carried out in the transverse-
traceless gauge9 (Misner et al. 1973; Schutz 1985; Hartle 2003) since the unperturbed
separation L of the two test masses can be larger than or comparable to the wavelength
λ ≡ c/ f of an incident gravitational wave having frequency f . This is definitely the
case for pulsar timing where L is of order a few kpc, and for spacecraft Doppler
tracking where L is of order tens of AU. It is also the case for space-based detectors
like LISA (L = 5× 106 km) for gravitational waves with frequencies around a tenth
of a Hz. On the other hand, for Earth-based detectors like LIGO (L = 4 km), L ≪ λ
is a good approximation below a few kHz. Thus, the approach that we will take in the
following subsections is to calculate the detector response in general, not making any
approximation a priori regarding the relative sizes of λ = c/ f and L . To recover the
standard expressions (i.e., in the long-wavelength or small-antenna limit) for Earth-
9 See Creighton et al. (2009) and Koop and Finn (2014) for an alternative derivation of the response
of a detector to gravitational waves, which is done in terms of the curvature tensor and not the metric
perturbations.
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Fig. 21 A spacetime diagram
representation of ∆T (t) for a
two-way spacecraft Doppler
tracking measurement. Time
increases vertically upward. The
vertical arrows are spacetime
worldlines for the Earth and a
spacecraft. The measurement is
made at time t . The blue dotted
line shows the trajectory of a
pulse of electromagnetic
radiation in the absence of a
gravitational wave; the red solid
line shows the trajectory in the
presence of a gravitational wave
first. From the arrival times of the returning pulses, one can calculate the fractional
change in the frequency of the emitted pulses induced by a gravitational wave. The
detector response for such a measurement is thus
hdoppler(t) ≡ ∆ν(t)
ν0
= d∆T (t)
dt
, (5.1)
where ∆T (t) is the deviation of the round-trip travel time of a pulse away from the
value it would have had at time t in the absence of the gravitational wave. A schematic
representation of ∆T (t) for spacecraft Doppler tracking is given in Fig. 21.
5.1.2 Pulsar timing
Pulsar timing is even simpler in the sense that we only have one-way transmission of
electromagnetic radiation (i.e., radio pulses are emitted by a pulsar and received by a
radio antenna on Earth). The response for such a system is simply the timing residual
htiming(t) = ∆T (t), (5.2)
which is the difference between the measured time of arrival of a radio pulse and the
expected time of arrival of the pulse (as determined from a detailed timing model for
the pulsar) due to the presence of a gravitational wave. A schematic representation of
∆T (t) for a pulsar timing measurement is given in Fig. 22.
5.1.3 Laser interferometers
For laser interferometers like LIGO or LISA, the detector response is the phase differ-
ence in the laser light sent down and back the two arms of the interferometer. Again,
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Fig. 23 A spacetime diagram
representation of ∆T (t) for an
equal-arm Michelson
interferometer. Time increases
vertically upward. The vertical
arrows are spacetime worldlines
for the beam splitter and two end
mirrors. The blue dotted lines
show the trajectory of the laser
light in the two arms of the
interferometer in the absence of
a gravitational wave; the red
solid lines show the trajectory in
the presence of a gravitational
wave. The black dotted arrows,
labeled uˆ and vˆ, show the
orientation of the two arms,
from beam splitter to end
mirrors, at t = 0, assuming an
opening angle of 90◦
Table 5 Characteristic properties of different beam detectors: column 2 is the arm length or characteristic
size of the detector (tens of AU for spacecraft Doppler tracking; a few kpc for pulsar timing); column 3 is
the frequency corresponding to the characteristic size of the detector, f∗ ≡ c/L; columns 4 and 5 are the
frequencies at which the detector is sensitive in units of Hz and units of f∗, respectively; and column 6 is
the relationship between f and f∗
Beam detector L (km) f∗ (Hz) f (Hz) f/ f∗ Relation
Ground-based interferometer ∼ 1 ∼ 105 10 to 104 10−4 to 10−1 f ≪ f∗
Space-based interferometer ∼ 106 ∼ 10−1 10−4 to 10−1 10−3 to 1 f ! f∗
Spacecraft Doppler tracking ∼ 109 ∼ 10−4 10−6 to 10−3 10−2 to 10 f ∼ f∗
Pulsar timing ∼ 1017 ∼ 10−12 10−9 to 10−7 103 to 105 f ≫ f∗
based detectors like LIGO will be a simple matter of taking the limit f L/c to zero. For
reference, Table 5 summarizes the characteristic properties (i.e., size, characteristic
frequency, sensitivity band, etc.) of different beam detectors.
5.2 Calculation of response functions and antenna patterns
Gravitational waves are weak. Thus, the detector response is linear in the metric
perturbations hab(t, x⃗) describing the wave, and can be written as the convolution of
the metric perturbations hab(t, x⃗) with the impulse response Rab(t, x⃗) of the detector:
h(t) = (R ∗ h)(t, x⃗) ≡
∫ ∞
−∞
dτ
∫
d3y Rab(τ, y⃗)hab(t − τ, x⃗ − y⃗), (5.5)
123
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Figure 12: Spacetime diagram showing the response of beam detectors to a passing GW. Left:
pulsar timing; middle: spacecraft Doppler tracking; right: interferometer (ground or space-based).
A passing GW perturbs the path of the photon (red trajectory relative to its nominal path in the
absence of the wave (blue dotted line), leading to a difference in the expected arrival time o the
photon. (Figure adapted from [41].)
In the literature, one might see the detector response written in terms of strain ∆L(t)/L,
fractional Doppler frequency ∆v(t)/ν0, or phase ∆Φ(t), instead of the timing residual ∆T (t).
Despite the apparent differences in the responses, they are all derivable from the change in light
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travel time ∆T (t) via the relations:
h(t) ≡ ∆T (t) (pulsar timing)
h(t) ≡ ∆L(t)
L
=
∆T (t)
T
(LIGO, Virgo, · · · )
h(t) ≡ ∆ν(t)
ν0
=
d∆T (t)
dt
(spacecraftDoppler tracking)
h(t) ≡ ∆Φ(t) = 2piν0 ∆T (t) (LISA) .
(6.1)
Hence, once we know how to calculate the timing residual response ∆T (t), we can easily calculate
all the other quantities listed above.
6.2 Detector response functions
Gravitational waves are weak. As such, a GW detector acts like a linear system,11 converting
metric perturbations hab(t, ~x) to the detector output. Mathematically, this is represented by the
convolution of the metric perturbations with the response function of the detector:
h(t) = (R ∗ h)(t, ~x) ≡
∫ ∞
−∞
dτ
∫
d3y Rab(τ, ~y)hab(t− τ, ~x− ~y) . (6.2)
Here h(t) is the output of the detector at time t. The vector ~x is the location of detector, and
Rab(τ, ~y) is the impulse repsonse of the detector. Expanding hab(t − τ, ~x − ~y) as a sum of plane
waves (3.1), and substituting this into the right-hand side of the above expression, we find that the
Fourier transform h˜(f) of h(t) can be written as
h˜(f) =
∫
d2Ωnˆ
∑
A=+,×
RA(f, kˆ)hA(f, kˆ) , (6.3)
where
RA(f, kˆ) ≡ Rab(f, kˆ)eAab(kˆ) (6.4)
and
Rab(f, kˆ) ≡ e−i2pifkˆ·~x/c
∫ ∞
−∞
dτ
∫
d3y Rab(τ, ~y) e−i2pif(τ−kˆ·~y/c) . (6.5)
Note that RA(f, kˆ) is the detector response for a plane-wave with frequency f , propagation direction
kˆ, and polarization A.
6.3 Examples
We now calculate the detector response functions for a couple of examples.
6.3.1 Detector response for a one-arm, one-way detector
For our first example, we will consider the timing response of a one-arm, one-way beam detector,
which is relevant for pulsar timing observations. The geometry of the situation is shown in Figure 13.
The timing residual response is then given by
h(t) ≡ ∆T (t) = 1
2c
uaub
∫ L
0
ds hab(t(s), ~x(s)) , (6.6)
11It is a linear system because second and higher-order terms in the metric perturbations can be safely ignored.
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Example: 1-arm, 1-way timing response function (e.g., pulsar timing)
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Fig. 24 Geometry for
calculating the change in the
photon propagation time from r⃗1
to r⃗2 = r1 + Luˆ in the presence
of a plane gravitational wave
propagating in direction kˆ
having polarization A = +,×. Plots of |RA( f, nˆ)| for fixed frequency f are antenna
beam patterns for gravitational waves with polarization A. A plot of
R( f, nˆ) ≡
(
|R+( f, nˆ)|2 + |R×( f, nˆ)|2
)1/2
(5.13)
for fixed frequency f is the beam pattern for an unpolarized gravitational wave—i.e.,
a wave having statistically equivalent + and × polarization components.
Since the previous subsection showed that the response of all beam detectors can
be written rather simply in terms of the change in the light-travel time of an elec-
tromagnetic wave propagating between two test masses, we now calculate ∆T (t) in
various scenarios and use the resulting expressions to read-off the response functions
Rab( f, nˆ) for the different detectors. We also make plots of various antenna patterns.
5.2.1 One-way tracking
Consider two test masses located at position vectors r⃗1 and r⃗2 = r⃗1+Luˆ, respectively,
in the presence of a plane gravitational wave propagating in direction kˆ = −nˆ, as
shown in Fig. 24. Then the change in the light-travel time for a photon emitted at r⃗1
and received at r⃗2 at time t is given by Estabrook and Wahlquist (1975):
∆T (t) = 1
2c
uaub
∫ L
s=0
ds h ab(t (s), x⃗(s)), (5.14)
where the 0th-order expression for the photon trajectory can be used in h ab:
t (s) = (t − L/c)+ s/c, x⃗(s) = r⃗1 + suˆ. (5.15)
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where
h (t) ≡ ΔT(t) = 12c u
au b∫
L
0
ds h ab(t(s), ⃗x (s))
t(s) = (t − L/c) + s/c , ⃗x (s) = ⃗r1 + s ̂u
RA(f, kˆ) =
1
i2⇥f
1
2
uaubeAab(kˆ)
1
1  kˆ · uˆ
⇤
1  e i 2 fLc (1 kˆ·uˆ)
⌅
RA(f, kˆ) =
1
2
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L
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• Example: Equal-arm laser interferometer in long-wavelength limit:
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• Isotropic, unpolarized, Gaussian, stationary background:
⌃hab(t)⌥ , ⌃hab(t)hcd(t⇧)⌥ , ⌃hab(t)hcd(t⇧)hef (t⇧⇧)⌥ , · · ·
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Exercise 6: Derive this expression  
for the response function
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Figure 13: Geometry for a one-arm, one-way beam detector, relevant for a pulsar timing residual
measurement. The GW propagates in the kˆ direction; the electromagnetic wave (e.g., a radio pulse
from a pulsar) propagates in the uˆ direction (opposite of the direction to the pulsar, pˆ = −uˆ).
(Figure taken from [41].)
h re
t(s) = (t− L/c) + s/c , ~x(s) = ~r1 + suˆ (6.7)
is a parametric representation of the photon path from the source (s = 0) to the detector (s = L).
Note that we do not need to include any corrections to the straight-line path for the photon given
above, as the metric perturbations are already first-order and we can ignore all second and higher-
order terms in the calculation.
To do the integral, we first substitute t(s) and ~x(s) for t and ~x in the plane-wave expansion for
hab(t, ~x). The dep ndence shows up only in the ex on ntial:
ei2pif(t(s)−kˆ·~x(s)/c) = ei2pif(t−L/c+s/c−kˆ·(~r1+suˆ)/c)
= ei2pif(t−L/c−kˆ·~r1/c)ei2pif(1−kˆ·uˆ)s/c ,
(6.8)
and the integral over s is easy to do:∫ L
0
ds ei2pif(1−kˆ·uˆ)s/c =
c
i2pif
1
1− kˆ · uˆ
[
e
i2pifL
c
(1−kˆ·uˆ) − 1
]
. (6.9)
Then including all the other factors and rearranging terms, you should find (Exercise A.6):
RA(f, kˆ) =
1
i2pif
1
2
uaubeAab(kˆ)
1
1− kˆ · uˆ
[
1− e− i2pifLc (1−kˆ·uˆ)
]
e−i2pifkˆ·~r2/c . (6.10)
In the context of pulsar timing, the two terms in square brackets are called the Earth term and
pulsar term, respectively. The pulsar term encodes information about the phase of the GW at the
location of the pulsar, at the time the radio pulse was emitted. The pulsar term is usually ignored
for stochastic background searches, as this term for different pulsars will not be correlated with
one other (since the spatial distance between two pulsars, of order kpc, is much greater than the
wavelengths of the GWs that pulsar timing arrays are sensitive to, of order 10 light-years).
Both terms are important for LISA data analysis, however, as the wavelengths of the GWs that
LISA will be sensitive to are of the same order of magnitude as the lengths of LISA’s arms (i.e.,
the separation between the spacecraft). For this case, one defines a timing transfer function for
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one-way photon propagation as
T~u(f, kˆ · uˆ) ≡ 1
i2pif
1
1− kˆ · uˆ
[
1− e− i2pifLc (1−kˆ·uˆ)
]
=
L
c
e−
ipifL
c
(1−kˆ·uˆ)sinc
(
pifL
c
[1− kˆ · uˆ]
)
,
(6.11)
where sincx ≡ sinx/x. Note that for normal incidence (i.e., kˆ · uˆ = 0), the timing transfer function
has zeroes when L is equal to an integer number of GW wavelengths λ ≡ c/f—i.e., when fL/c
equals an integer (Figure 14). This is because a photon’s trajectory undergoes an integer number
of cycles of contraction and dilation produced by the GW when fL/c = 1, 2, · · · , thereby giving a
net zero effect.
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Fig. 25 Magnitude of the
one-way tracking timing transfer
function |Tu⃗ ( f, 0)| for normal
incidence of the gravitational
wave, plotted on a logarithmic
frequency scale. Nulls in the
transfer function occur at
frequencies equal to integer
multiples of c/L
Fig. 26 Antenna pattern for
unpolarized gravitational waves
for a one-way tracking Doppler
frequency measurement with
uˆ = −zˆ. The gravitational waves
propagate toward the origin. The
3-d antenna pattern is axially
symmetric around uˆ
with uˆ = −zˆ. For this calculation, we chose r⃗2 = 0 and ignored the exponential (i.e.,
‘pulsar’) term in the timing transfer function, which yields
RAdoppler( f, nˆ ) =
1
2
u au b
1 + uˆ · nˆ e
A
ab(nˆ ) (Earth term only), (5.21)
for the A = +,× polarization modes. Setting uˆ = −zˆ and taking the gravitational
waves to propagate inward (toward the origin), we find
Rdoppler(nˆ ) = 12 (1 + cos θ), (5.22)
which is axially symmetric around uˆ . The response is maximum when the photon and
the gravitational wave both propagate in the same direction.
Figure 27 shows plots of the real parts of the individual polarization basis response
functions (5.21), represented as color bar plots on a Mollweide projection of the sky.
For this plot we chose the pulsar to be located in the direction (θ,φ) = (50◦, 60◦).
(The direction pˆ to the pulsar is given by pˆ = −uˆ ). The imaginary parts of both
response functions are identically zero, so are not shown in the figure.
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Figure 14: Plot of the absolute value of the timing transfer function |T~u(f, 0)| for normal incidence.
Note the nulls in the response when L equals an integer number of GW wavelengths λ ≡ c/f .
(Figure taken from [41].)
Returning to (6.10) and its application to pulsar timing analyses, note that the factor 1/(i2pif)
goes away for the Doppler frequency response, ∆ν(t)/ν0, and that the phase term e
−i2pifkˆ·~r2/c equals
one if we take the ~r2 to be the origin of coordinates, e.g., at the solar system barycenter. Thus,
ignoring the pulsar term, the Doppler frequency response is given simply by
FA(kˆ) =
1
2
uaub
1− kˆ · uˆ e
A
ab(kˆ) . (6.12)
A plot of the root-summed-squared response (summed over the two polarizations) is shown in
Figure 15 for the case uˆ = −zˆ (or, equivalently, pˆ = zˆ where pˆ = −uˆ is the direction to the pulsar).
The response is maximum when the GW and radio pulse propagate in the same direction—i.e.,
when kˆ = uˆ. It is zero when they propagate in opposite directions. These results follow from
uaube+ab(kˆ) = sin
2 θ = (1− cos θ)(1 + cos θ) ,
uaube×ab(kˆ) = 0 ,
1− kˆ · uˆ = 1− cos θ ,
(6.13)
for which
F+(kˆ) =
1
2
(1 + cos θ) , F×(kˆ) = 0 . (6.14)
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Example: 1-arm, 1-way timing response function (e.g., pulsar timing)
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Fig. 24 Geometry for
calculating the change in the
photon propagation time from r⃗1
to r⃗2 = r1 + Luˆ in the presence
of a plane gravitational wave
propagating in direction kˆ
having polarization A = +,×. Plots of |RA( f, nˆ)| for fixed frequency f are antenna
beam patterns for gravitational waves with polarization A. A plot of
R( f, nˆ) ≡
(
|R+( f, nˆ)|2 + |R×( f, nˆ)|2
)1/2
(5.13)
for fixed frequency f is the beam pattern for an unpolarized gravitational wave—i.e.,
a wave having statistically equivalent + and × polarization components.
Since the previous subsection showed that the response of all beam detectors can
be written rather simply in terms of the change in the light-travel time of an elec-
tromagnetic wave propagating between two test masses, we now calculate ∆T (t) in
various scenarios and use the resulting expressions to read-off the response functions
Rab( f, nˆ) for the different detectors. We also make plots of various antenna patterns.
5.2.1 One-way tracking
Consider two test masses located at position vectors r⃗1 and r⃗2 = r⃗1+Luˆ, respectively,
in the presence of a plane gravitational wave propagating in direction kˆ = −nˆ, as
shown in Fig. 24. Then the change in the light-travel time for a photon emitted at r⃗1
and received at r⃗2 at time t is given by Estabrook and Wahlquist (1975):
∆T (t) = 1
2c
uaub
∫ L
s=0
ds h ab(t (s), x⃗(s)), (5.14)
where the 0th-order expression for the photon trajectory can be used in h ab:
t (s) = (t − L/c)+ s/c, x⃗(s) = r⃗1 + suˆ. (5.15)
123
where
h(t) ≡ ΔT(t) = 12c u
au b∫
L
0
ds hab(t(s), ⃗x (s))
t(s) = (t − L/c) + s/c , ⃗x (s) = ⃗r1 + s ̂u
RA(f, kˆ) =
1
i2⇥f
1
2
uaubeAab(kˆ)
1
1  kˆ · uˆ
⇤
1  e i 2 fLc (1 kˆ·uˆ)
⌅
RA(f, kˆ) =
1
2
uaubeAab(kˆ)
L
c
e 
i fL
c
(1 kˆ·uˆ)sinc
 
⇥fL
c
(1  kˆ · uˆ)
⇥
FA(kˆ, uˆ) ⌅ 1
2
uaubeAab(kˆ)
• Example: Equal-arm laser interferometer in long-wavelength limit:
h(t) ⌅ 1
2
 
 Tuˆ,round trip(t)
T
   Tvˆ,round trip(t)
T
⇥
RA(kˆ) ⇧ 1
2
(uaub   vavb)eAab(kˆ)
⇧
|R+|2 + |R⇤|2
FA(kˆ, uˆ)
⇧
|F+|2 + |F⇤|2
• Isotropic, unpolarized, Gaussian, stationary background:
⌃hab(t)⌥ , ⌃hab(t)hcd(t⇧)⌥ , ⌃hab(t)hcd(t⇧)hef (t⇧⇧)⌥ , · · ·
⌃hA(f, kˆ)⌥ = 0
⌃hA(f, kˆ)h⌅A0(f ⇧, kˆ⇧)⌥ = H(f)  (f   f ⇧) AA0 2(kˆ, kˆ⇧)
H(f) =
3H20
32⇥3
⇥gw(f)
f 3
, ⇥gw(f) =
1
⇤c
d⇤gw(f)
d ln f
⇤c = 3c
2H20/8⇥G
2
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FA(n̂)
RA( f, n̂) = 1
i2πf
1
2 u
au beAab(n̂)
1
1 + n̂⋅ ̂u [1 − e−
i2πfL
c (1+ n̂⋅ ̂u )] ei2πfn̂⋅ ⃗r2/c
Exercise 6: Derive this expression  
for the response function
!8
Figure 15: Polarization-averaged Doppler frequency response for pulsar timing, where we have
ignored the pulsar term. The response is axially symmetric around the z-axis, which we’ve chosen
to be in the direction to the pulsar pˆ = −uˆ.
Here θ is the angle between kˆ and uˆ (which is the usual polar angle measured from the z-axis).
Note that if we include the pulsar term in the response, then FA(kˆ) in (6.14) should be multiplied
by a term proportional to sin(pifL[1− cos θ]/c). This introduces a null at θ = 0 and at other values
of θ satisfying
cos θ = 1− nc
fL
, n = 0, 1, · · · , int[2fL/c] . (6.15)
In Figure 16 we show the full root-summed-squared response including the pulsar term, taking
fL/c = 20 for illustration purposes. (For most pulsars, fL/c will be of order 100 or more, as
the distance to typical pulsars is of order a kpc or more.) The response without the pulsar term
(Figure 15) is also shown for comparison.
 1 0 1
0.0
0.5
1.0
1.5
2.0
x, y
z
Figure 16: Same as Figure 15 but including the pulsar term and taking fL/c = 20. The response
without the pulsar term is shown as a dashed-white curved for comparison.
6.3.2 Detector response for a laser interferometer in the short-antenna limit
Another simple example of a detector response function is for a equal-arm laser interferometer, like
LIGO, in the short-antenna (or long-wavelength) approximation (Figure 17). This approximation
is valid when the wavelength of the GW is much larger than the dimensions of the detector. The
GW phase is then effectively constant as a photon travels down and back an interferometer arm.
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Example: LIGO response 
(equal-arm, short-antenna limit)
RA(f, kˆ) =
1
i2⇤f
1
2
uaubeAab(kˆ)
1
1  kˆ · uˆ
⇧
1  e i 2 fLc (1 kˆ·uˆ)
⌃
RA(f, kˆ) =
1
2
uaubeAab(kˆ)
L
c
e 
i fL
c
(1 kˆ·uˆ)sinc
 
⇤fL
c
(1  kˆ · uˆ)
⇥
FA(kˆ, uˆ) ⌅ 1
2
uaubeAab(kˆ)
• Example: Equal-arm laser interferometer in long-wavelength limit:
h(t) ⌅ 1
2
 
 Tuˆ,round trip(t)
T
   Tvˆ,round trip(t)
T
⇥
RA(kˆ) ⇧ 1
2
(uaub   vavb)eAab(kˆ)
⌥
|R+|2 + |R⇤|2
• Isotropic, unpolarized, Gaussian, stationary background:
⌃hab(t)⌥ , ⌃hab(t)hcd(t⇧)⌥ , ⌃hab(t)hcd(t⇧)hef (t⇧⇧)⌥ , · · ·
⌃hA(f, kˆ)⌥ = 0
⌃hA(f, kˆ)h⌅A0(f ⇧, kˆ⇧)⌥ = H(f) ⇥(f   f ⇧)⇥AA0⇥2(kˆ, kˆ⇧)
H(f) =
3H20
32⇤3
⇥gw(f)
f 3
, ⇥gw(f) =
1
⌅c
d⌅gw(f)
d ln f
⌅c = 3c
2H20/8⇤G
• Expected cross-correlation:
⌃rI(t)rJ(t⇧)⌥ =
⌅
df ei2 f(t t
0) IJ(f)H(f)
 IJ(f) =
⌅
d2⇥kˆ
⇤
A
RAI (f, kˆ)R
A
J
⌅(f, kˆ)e i2 fkˆ·(◆xI ◆xJ )/c
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Fig. 30 Antenna pattern for Michelson interferometer strain response to unpolarized gravitational waves
evaluated in the small-antenna limit, f = 0 (left plot) and at the free-spectral range frequency, f = c/(2L)
(right plot). The interferometer arms point in the xˆ and yˆ directions. Note the change in the scale of the
axes between the two plots
arms. Similar to (5.23) for pulsar timing, the curl response is again identically zero.
We will discuss the consequences of this result in more detail in Sect. 7.5.7, in the
context of phase-coherent mapping of anisotropic gravitational-wave backgrounds.
5.3 Overlap functions
As mentioned in Sect. 4, a stochastic gravitational-wave background manifests itself
as a non-vanishing correlation between the data taken by two or more detectors. This
correlation differs, in general, from that due to instrumental noise, allowing us to dis-
tinguish between a stochastic gravitational-wave signal and other noise sources. In this
section, we calculate the expected correlation due to a gravitational-wave background,
allowing for non-trivial detector response functions and non-trivial detector geometry.
Interested readers can find more details in Hellings and Downs (1983), Christensen
(1990, 1992), Flanagan (1993), and Finn et al. (2009).
5.3.1 Definition
Let d I and d J denote the data taken by two detectors labeled by I and J . In the presence
of a gravitational wave, these data will have the form
d I = hI + nI ,
d J = hJ + nJ , (5.34)
where hI,J denote the response of detectors I , J to the gravitational wave, and nI,J
denote the contribution from instrumental noise. If the instrumental noise in the two
detectors are uncorrelated with one another, it follows that the expected correlation of
123
u, L^
v, L^
GW
k^
LIGO-Hanford
detector tensor
h (t) = 12 (
ΔT ⃗u , roundtrip(t)
T
− ΔT ⃗v , roundtrip(t)
T )
RA( f, ̂n) ≃ 12 (u
au b − vavb) eAab( ̂n)
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Figure 17: Geometry for a ground-based interferometer GW response calculation. (Shown here is
the LIGO Hanford Observatory (LHO), in Hanford, WA.) The GW propagates in the kˆ direction;
uˆ, vˆ are unit vectors that point along the two arms of the interferometer. In the short-antenna
approximation, the length L of the arms does not enter the expression for the strain response.
The integral over the photon path is simply proportional to the nominal round-trip propagation
time 2L/c. Defining the strain response of the interferometer as
h(t) ≡ 1
2
(
∆T~u, roundtrip(t)
T
− ∆T~v, roundtrip(t)
T
)
, (6.16)
one can show that
RA(f, kˆ) ' 1
2
(
uaub − vavb
)
eAab(kˆ). (6.17)
The quantity multiplying eAab(kˆ) in the expression for the reponse function above is called the
detector tensor
Dab ≡ 1
2
(
uaub − vavb
)
. (6.18)
Plots of the beam pattern functions |R+(f, kˆ)| and |R×(f, kˆ)| for the two polarizations individually,
and the root-summed-squared response (summed over both polarization) are shown in Figure 18.
The last plot showing the root-summed-squared response is sometimes called the LIGO “peanut”. It
illustrates that a laser-interferometer in the short-antenna approximation is a very blunt instrument,
being senstive to a very large portion of the sky. The only nulls are in the plane spanned by the
arms, in the directions of the perpendicular bisectors of the arms.
7 Non-trivial correlations
In this section, we describe how to correlate the outputs of two detectors, taking into account their
non-trivial response to GWs.
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Beam pattern functions
where10
Rab(f, nˆ) = ei2⇡fnˆ·~x/c
Z 1
 1
d⌧
Z
d3y Rab(⌧, ~y) e i2⇡f(⌧+nˆ·~y/c) . (5.8)
Further specification of the response function depends on the choice of gravitational-wave
detector as well as on the basis tensors used to expand hab(f, nˆ), as we shall see below and
in the following subsections.
For example, if we work in the polarization basis, with expansion coe cients hA(f, nˆ),
where A = {+,⇥}, then
h˜(f) =
Z
d2⌦nˆ
X
A
RA(f, nˆ)hA(f, nˆ) , (5.9)
with
RA(f, nˆ) = Rab(f, nˆ)eAab(nˆ) . (5.10)
If we work instead in the tensor spherical harmonic basis, with expansion coe cients
aP(lm)(f), where P = {G,C}, then
h˜(f) =
X
(lm)
X
P
RP(lm)(f)a
P
(lm)(f) , (5.11)
with
RP(lm)(f) =
Z
d2⌦nˆ R
ab(f, nˆ)Y P(lm)ab(nˆ) . (5.12)
Note that in the polarization basis the response function RA(f, nˆ) is the detector response
to a sinusoidal plane-wave with frequency f , coming from direction nˆ, and having polar-
ization A = +,⇥. Plots of |RA(f, nˆ)| for fixed frequency f are antenna beam patterns for
gravitational waves with polarization A. A plot of
R(f, nˆ) ⌘  |R+(f, nˆ)|2 + |R⇥(f, nˆ)|2 1/2 (5.13)
for fixed frequency f is the beam pattern for an unpolarized gravitational wave—i.e., a
wave having statistically equivalent + and ⇥ polarization components.
Since the previous subsection showed that the response of all beam detectors can be
written rather simply in terms of the change in the light-travel time of an electromagnetic
wave propagating between two test masses, we now calculate  T (t) in various scenar-
ios and use the resulting expressions to read-o↵ the response functions Rab(f, nˆ) for the
di↵erent detectors. We also make plots of various antenna patterns.
5.2.1 One-way tracking
Consider two test masses located at position vectors ~r1 and ~r2 = ~r1 + Luˆ, respectively,
in the presence of a plane gravitational wave propagating in direction kˆ =  nˆ, as shown
in Figure 24. Then the change in the light-travel time for a photon emitted at ~r1 and
10Some authors [49, 50, 75, 30, 53, 74], including us in the past, have defined the response function
Rab(f, nˆ) without the factor of ei2⇡fnˆ·~x/c. If one chooses coordinates so that the measurement is made
at ~x = ~0, then these two definitions agree. Just be aware of this possible di↵erence when reading the
literature. To distinguish the two definitions, we will use the symbol R¯ab(f, nˆ) to denote the expression
without the exponential term, i.e., Rab(f, nˆ) = ei2⇡fnˆ·~x/cR¯ab(f, nˆ).
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(f < a few kHz)
Living Rev Relativ  (2017) 20:2 Page 69 of 223  2 
Fig. 29 Antenna patterns for Michelson interferometer strain response |R+strain| and |R×strain| evaluated in
the small-antenna limit, f = 0 (top two plots) and at the free-spectral range frequency, f = c/(2L) (bottom
two plots). The interferometer arms point in the xˆ and yˆ directions. Note the change in the scale of the axes
between the top and bottom two plots
Similar plots of the antenna patterns for unpolarized gravitational waves are given in
Fig. 30. In Fig. 31 we show colorbar plots of he antenna patterns for the strain response
to unpolarized gravitational waves for the LIGO Hanford and Virgo interferometers
(located in Hanford, WA and Cascina, Italy, respectiv ly), again evaluat d in the small-
antenna limit.
We can also calculate the strain response of an interferometer to the gradient and
curl tensor spherical harmonic components {aG(lm)( f ),aC(lm)( f )} by performing the
integration in (5.12). As shown in Appendix E of Gair et al. (2014), this leads to
RG(lm)( f ) = δl2
4π
5
√
1
3
[
Y2m(uˆ )− Y2m(vˆ)] , RC(lm)( f ) = 0, (5.33)
for an interferometer in the small-antenna limit, where the vertex is at the origin of
coordinates, and uˆ , vˆ are unit vectors pointing in the direction of the interferometer
123
iving Rev Relativ  (2017) 20:2 Page 69 of 23  2 
Fig. 29 Antenna patterns for Michelson interferometer strain response |R+strain| and |R×strain| evaluated in
the small-antenna limit, f = 0 (top two plots) and at the free-spectral range frequency, f = c/(2L) (bottom
two plots). The interferometer arms point in the xˆ and yˆ directions. Note the change in the scale of the axes
between the top and bottom two plots
Similar plots of the antenna patterns for unpolarized gravitational waves are given in
Fig. 30. In Fig. 31 we show colorbar plots of the antenna patt rns f r the strain respo se
to unpolarized gravitati nal waves for the LIGO Hanford and Virgo interferom ters
(locat d in Hanford, WA and Cascina, Italy, respectively), again evaluated in the small-
antenna limit.
We can also calculate the strain response of an interferometer to the gradient and
curl tensor spherical harmonic components {aG(lm)( f ),aC(lm)( f )} by performing the
integration in (5.12). As shown in Appendix E of Gair et al. (2014), this leads to
RG(lm)( f ) = δl2
4π
5
√
1
3
[
Y2m(uˆ )− Y2m(vˆ)] , RC(lm)( f ) = 0, (5.33)
for an interferometer in the small-antenna limit, where the vertex is at the origin of
coordinates, and uˆ , vˆ are unit vectors pointing in the direction of the interferometer
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Fig. 30 Antenna pattern for Michelson interferometer strain response to unpolarized gravitational waves
evaluated in the small-antenna limit, f = 0 (left plot) and at the free-spectral range frequency, f = c/(2L)
(right plot). The interferometer arms point in the xˆ and yˆ directions. Note the change in the scale of the
xes between the two plots
ar s. Similar to (5.23) for pulsar timing, the curl response is again identically zero.
We will discuss the cons quences of this result in mor detail in Sect. 7.5.7, in the
cont xt of pha -coherent mapping of nisotropic gravitational-wave backgrounds.
5.3 Overlap functions
As mentioned in Sect. 4, a stochastic gravitational-wave background manifests itself
as a non-vanishing correlation between the data taken by two or more detectors. This
correlation differs, in general, from that due to instrumental noise, allowing us to dis-
tinguish between a s ochastic gravitational-wave signal and other noise sources. In this
section, we calculate the expected correlation due to a gravitational-wave background,
allowing for non-trivial detector response functions and non-trivial detector geometry.
Interested readers can find more details in Hellings and Downs (1983), Christensen
(1990, 1992), Flanagan (1993), and Finn et al. (2009).
5.3.1 Definition
Let d I and d J denote the data taken by two detectors labeled by I and J . In the presence
of a gravitational wave, these data will have the form
d I = hI + nI ,
d J = hJ + nJ , (5.34)
where hI,J denote the response of detectors I , J to the gravitational wave, and nI,J
denote the contribution from instrumental noise. If the instrumental noise in the two
detectors are uncorrelated with one another, it follows that the expected correlation of
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Figure 18: Beam pattern functions for a ground-based interferometer like LIGO in the short-
antenna approximation—i.e., f . few kHz. The v rtex of the interferome er is at the origin of
coordinates, and the interferometer arms are assumed to be orthogonal, pointi g along the x and
y directions.
7.1 Overlap function
Detectors in different locations and with diffe ent orientations resp nd differently to a passing GW.
The overlap function e codes the eduction in s nsitivity of a cross-correlation anal sis due to the
s parati and is lignment of the detectors.
Let I and J label two detectors, and let hI(t) and hJ(t) denote the corresponding response of
these detectors to an unpolarized and isotropic GW background. The expected correlation of the
two dete tor outputs can then be writ en
〈hI(t)hJ(t′)〉 = 1
2
∫ ∞
−∞
df ei2pif(t−t
′)ΓIJ(f)Sh(f) , (7.1)
where Sh(f) is the (1-sided) strain power spectral density of the GWB, cf. (3.5) and (3.9), and
ΓIJ(f) is the overlap function:
ΓIJ(f) =
1
8pi
∫
d2Ωkˆ
∑
A
RAI (f, kˆ)R
A
J
∗(f, kˆ) . (7.2)
Recall from (6.4), (6.5) that the loca ion of the detector is al eady included in the response func-
tions RA(f, kˆ) via the phase factor e−i2pikˆ·~x/c. If we explicitly display this dependence by writing
RA(f, kˆ) ≡ R¯A(f, kˆ)e−i2pifkˆ·~x/c, then
ΓIJ(f) =
1
8pi
∫
d2Ωkˆ
∑
A
R¯AI (f, kˆ)R¯
A
J
∗(f, kˆ) e−i2pifkˆ·(~xI−~xJ )/c . (7.3)
One often sees this alternative expression for ΓIJ(f) in the literature, e.g., [18, 12, 9].
The interpretation of ΓIJ(f) as encoding the reduction in sensitivity of a cross-correlation
analysis due to the physical separation and relative orientation of the detectors is most easily seen
in the frequency domain, where (7.1) becomes
〈h˜I(f)h˜∗J(f ′)〉 =
1
2
δ(f − f ′)ΓIJ(f)Sh(f) . (7.4)
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From this expression, we see that ΓIJ(f) is a transfer function between the strain power Sh(f) in
the GWB and the detector cross-power CIJ(f) = ΓIJ(f)Sh(f).
For statistically anisotropic backgrounds, it turns out that the integrand of ΓIJ(f) is the most
important quantity for describing the cross-correlation. This is because for this case
〈h˜I(f)h˜∗J(f ′)〉 =
1
4
δ(f − f ′)
∫
d2Ωkˆ
∑
A
RAI (f, kˆ)R
A
J
∗(f, kˆ)P(f, kˆ) , (7.5)
where P(f, kˆ) is the GW power on the sky, coming from direction nˆ = −kˆ; see (3.6) and (3.7). One
typically expands P(f, kˆ) in terms of spherical harmonics
P(f, kˆ) =
∞∑
l=0
l∑
m=−l
Plm(f)Ylm(kˆ) , (7.6)
for which (7.5) becomes
〈h˜I(f)h˜∗J(f ′)〉 =
1
2
δ(f − f ′)
∞∑
l=0
l∑
m=−l
ΓIJ,lm(f)Plm(f) . (7.7)
with [8, 52]
ΓIJ,lm(f) ≡ 1
2
∫
d2Ωkˆ
∑
A
RAI (f, kˆ)R
A
J
∗(f, kˆ)Ylm(kˆ) . (7.8)
So up to a factor of 1/4pi, the spherical harmonic components of the integrand of the overlap
function (7.2) encode the reduction in sensitivity when doing a cross-correlation for anisotropic
backgrounds. Interested readers can find much more discussion about anisotropic backgrounds in
Section 7 of [41], and references to the original work cited therein.
7.2 Examples
Given (7.2) for ΓIJ(f) and explicit expressions for the response functions R
A
I (f, kˆ) for different
detectors, we can now calculate the overlap function for different detector pairs.
7.2.1 Overlap function for a pair of laser interferometers in the short-antenna limit
Our first example will be the overlap function for pairs of laser interferometers in the short-antenna
approximation. For concreteness, we will consider the LIGO Hanford-LIGO Livingston detector
pair (which we will denote LHO-LLO) and the LIGO Hanford-Virgo (LHO-Virgo) detector pair.
Plots of these overlap functions, normalized to unity for coincident and coaligned detectors (denoted
γ(f)) are shown in Figure 19.
For the LHO-LLO detector pair, note that as f → 0, γ(f)→ −0.89. The minus sign indicates
that the two interferometers are rotated by 90◦ relative to one another. The fact that the abso-
lute value |γ(0)| = 0.89 is not exactly equal to 1, even though the overlap function is normalized,
indicates that the two interferometers aren’t exactly (anti) aligned. The two interferometers are
separated by 27.2◦ as seen from the center of the Earth, so the tangent planes of the interferom-
eters are tilted relative to one another due to the curvature of the Earth. In addition, the first
zero crossing of the overlap function occurs at approximately 60 Hz, which corresponds (roughly)
to the frequency (50 Hz) of a GW having a wavelength equal to twice the separation (2× 3000 km)
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LIGO Hanford-LIGO Livingston overlap function  
(small-antenna approximation)
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FIG. 3. The surface of the earth (15◦ < latitude < 75◦, −130◦ < longitude < 20◦) including
the LIGO detectors in Hanford, WA (L1) and Livingston, LA (L2), the VIRGO detector (V) in
Pisa, Italy, and the GEO-600 (G) detector in Hanover, Germany. The perpendicular arms of the
LIGO detectors are also illustrated (though not to scale). A plane gravitational wave passing by
the earth is indicated by successive minimum, zero, and maximum of the wave. As this wave
passes by the pair of LIGO detectors, it excites the two in coincidence at the moment shown, since
both detectors are driven negative by the wave. During the time when the zero is between L1 and
L2, the two detectors respond in anti-coincidence. Provided that the wavelength of the incident
gravitational wave is larger than twice the separation (d = 3001 km) between the detectors, the
two detectors are driven in coincidence more of the time than in anti-coincidence.
are separated by 94.33◦. Below we give a more detailed version of the derivation that appears
in Ref. [7], and correct a typographical error that appears in Eq. (B6) of that paper.
We take, as our starting point for the derivation, the integral expression (3.30) for γ(f).
To simplify the notation in what follows, we also define
∆x⃗ := d sˆ and α :=
2πfd
c
, (3.32)
where sˆ is a unit vector that points in the direction connecting the two detectors, and d is
the distance between the two detectors. In terms of these quantities, we can write
γ(f) = dab1 d
cd
2 Γabcd(α, sˆ) , (3.33)
where
Γabcd(α, sˆ) :=
5
8π
∑
A
∫
S2
dΩˆ eiαΩˆ·sˆ eAab(Ωˆ)e
A
cd(Ωˆ) . (3.34)
16
(B. Allen, Les Houches 1995)
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Figure 19: Normalized overlap function for ground-based interferometers calculated in the short-
antenna approximation. Left panel: LHO-LLO overlap funtion. Right pan l: LHO-Virgo overlap
function.
between the two observatories. For lower frequencies, the two interferometers are driven (on aver-
age) by the same positive (or negative) part of a passing GW; while for slightly larger frequencies,
the two interferometers start to be driven by parts of the GW having opposite signs. The zero
crossings correspond to the transitions between these in-phase and out-of-phase excitations of the
interferometers.
For the LHO-Virgo detector pair, note that in the limit f → 0, γ(f) ' 0. This is because the
two interferometers effectively respond to the two orthogonal polarizations of a GW, corresponding
to a rotation of the interferometer arms by 45◦. This 45◦ misalignment is also the reason for the
(overall) reduced amplitude of the LHO-Virgo overlap function relative to that for LHO-LLO. The
fact that the first zero crossing for the LHO-Virgo overlap function is just over 30 Hz (almost
half that for LHO-LLO) is due the larger separation between the LHO and Virgo interferometers,
compared to LHO and LLO.
7.2.2 Overlap function for pulsar timing arrays
If one uses (6.12) for the Doppler frequency repsonse of a pulsar timing measurement, then the
correlation between two Earth-pulsar baselines is just a single number as the response functions
FAI,J(kˆ) are independent of frequency. This number, which can be interpreted as the expected cor-
relation between the two pulsar timing measurements, depends on the angular separation between
the two Earth-pulsar baselines [24]:
χ(ζIJ) ≡ 1
2
+
3
2
(
1− cos ζIJ
2
)[
ln
(
1− cos ζIJ
2
)
− 1
6
]
+
1
2
δIJ , (7.9)
where ζIJ = cos
−1(pˆI · pˆJ), with pˆI,J being unit vectors pointing in the directions to the pulsars
(pˆ = −uˆ in the notation of (6.12)). A plot of this expected correlation as a function of the angular
separation between the Earth-pulsar baselines is shown in Figure 20. This is called the Hellings and
Downs curve, originally calculated in 1983 by Hellings and Downs [24]. This calculation assumes
that the GWB is unpolarized and isotropic. Generalizations of the Hellings-Downs curve allowing
for anisotropy and non-general-relativity polarization modes can be found in e.g., [33, 19, 30, 11, 20].
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Figure 20: Hellings and Downs curve. Plotted are the values of the expected correlation for an
unpolarized, isotropic GWB as a function of the angle ζ between two Earth-pulsar baselines.
The quadrupolar nature of GWs in general relativity is apparent in the Hellings-Down curve, with
an angular dependence that is qualitatively similar to cos(2ζ), where ζ is the angle between two
Earth-pulsar baselines.
The fact that χ(0◦) is twice as large as χ(180◦) can easily be demonstrated by using (6.14) for
the relevant response functions. Taking the two pulsars to point in the same direction (pˆ1 = pˆ2 = zˆ),
we have ∑
A
FA1 (kˆ)F
A
2 (kˆ) =
1
4
(1 + cos θ)2 , (7.10)
while having them point in opposite directions (pˆ1 = −pˆ2 = zˆ) leads to∑
A
FA1 (kˆ)F
A
2 (kˆ) =
1
4
(1 + cos θ)(1− cos θ) = 1
4
sin2 θ . (7.11)
These functions are plotted in Figure 21, where θ is the usual polar angle measured with respect
to the z-axis. Multiplying by 1/8pi and integrating over the sphere, we find:12
Γ12 =
1
6
(for pˆ1 = pˆ2 = zˆ) , Γ12 =
1
12
(for pˆ1 = −pˆ2 = zˆ) . (7.12)
From Figure 21, we see that when the two pulsars both point in the zˆ direction, the majority of
support for the overlap function comes from sky directions nˆ = −kˆ having z > 0. When the two
pulsars point in opposite directions, pˆ1 = −pˆ2 = zˆ, the majority of support for the overlap function
comes from sky directions in the xy-plane, which is a smaller contribution.
7.2.3 Overlap function for a pair of electric dipole antennae
For the final example, you are asked in Exercise A.7 to calculate the overlap function for a pair
of short, colocated electric dipole antennae in the presence of an unpolarized and isotropic electric
field ~E(t, ~x); see also [26]. The two dipole antennae point in different directions separated by an
angle ζ as shown in Figure 22. To do the calculation, you should use the fact that the response of
12The factor of 3 difference between these two values for Γ12 and χ(0
◦) = 1/2 and χ(180◦) = 1/4 is due to a
normalization factor that is conventionally applied to relate ΓIJ to χ(ζIJ).
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Figure 21: Graphical representation of the integrand of the (Earth-only) overlap function for pulsar
timing Doppler frequency measurements. Panel (a): integrand for two Earth-pulsar baselines
having ζ = 0◦ (pˆ1 = pˆ2 = zˆ); Panel (b): integrand for two Earth-pulsar baselines having ζ = 180◦
(pˆ1 = −pˆ2 = zˆ). These functions are axially symmetric around the z-axis, which we’ve chosen to
be in the direction to pulsar 1.
Exercise 7: Show that the overlap function for a pair of short, colocated electric  
dipole antennae pointing in direction u1 and u2 is given by    
               
for an unpolarized, isotropic electromagnetic field.
Γ12 ∝ ̂u 1 ⋅ ̂u 2 ≡ cos ζ
Jenet and Romano, AJP 83 (7), 2015
ζ ̂u 1
̂u 2 ⃗E (t, ⃗x ) = ∫
∞
−∞
d f ∫ d 2Ω ̂n
2
∑
α= 1
E˜α( f, ̂n) ̂ϵα( ̂n)ei2πf(t+ ̂n⋅ ⃗x /c)
Hint:
etc.     …
rI(t) = ̂u I ⋅ ⃗E (t, ⃗x 0)
̂ϵ1( ̂n) = ̂θ , ̂ϵ2( ̂n) = ̂ϕ
!22
Figure 22: Geometry for calculating the overlap function for a pair of short, colocated electric
dipole antennae, for an unpolarized and isotropic electric field (Exercise A.7).
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dipole antenna I to the electric field is
rI(t) = uˆI · ~E(t, ~x0) . (7.13)
The electric field can be expanded in a manner similar to that for an unpolarized, isotropic GWB:
~E(t, ~x) =
∫ ∞
−∞
df
∫
d2Ωkˆ
2∑
α=1
E˜α(f, kˆ)ˆα(kˆ)e
i2pif(t−kˆ·~x/c) , (7.14)
where the polarization vectors are given by
ˆ1(kˆ) = θˆ , ˆ2(kˆ) = φˆ . (7.15)
In addition, the Fourier components E˜α(f, kˆ) satify the quadratic expectation values, cf. (3.5):
〈E˜α(f,~k)E˜∗α′(f ′, kˆ′)〉 =
1
16pi
SE(f)δ(f − f ′)δαα′δ2(kˆ, kˆ′) . (7.16)
With these definitions, it is then just a matter of “turning the crank” to calculate the expectation
value 〈r1(t)r2(t′)〉, and from that you can read off the overlap function Γ12(f) according to (7.1).
You should find
Γ12(f) =
2
3
uˆ1 · uˆ2 = 2
3
cos ζ . (7.17)
The dipole nature of the antennae shows up in the cos ζ dependence of the overlap function.
8 Statistical inference
In order to discuss our final example (Section 9), which is an optimal search for the popcorn-like
background produced by stellar-mass BBH mergers throughout the universe, we need to go beyond
the frequentist statistics that we have used so far (Section 4), and introduce some concepts from
the field of Bayesian inference. So here, we briefly introduce Bayesian inference by comparing it
to frequentist statistics, focusing mainly on those topics needed for the stochastic search that we
shall describe in Section 9. Readers who are interested in more details should consult John Veitch’s
contribution to this Volume, Section 3 of [41], and e.g., [21].
8.1 Comparing frequentist statistics and Bayesian inference
We start by listing the key ingredients of these two formulations of statistical inference.
Frequentist statistics:
• probabilities are long-run relative occurrence of outcomes of repeatable experiments (i.e.,
random variables); probabilities cannot be assigned to hypotheses or parameters, which have
fixed but unknown values.
• one usually starts by writing down a likelihood function p(d|H), which is the probability
distribution for the measured data d, assuming the truth of a particular hypothesis H.
• to estimate the value of parameters and/or to decide between different hypotheses, one con-
structs statistics, which are particular functions of the data.
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• to make probabilistic statements about parameter estimates or hypothesis testing, one needs
to calculate the probability distributions of the statistics; this can be done either analytically
or numerically (e.g., using time slides to produce different realistic noise realizations of the
data).
• given the probability distributions of the statistics, one can then construct confidence intervals
and p-values (the probability of obtaining a detection statistic value as large or larger than
what was measured) for parameter estimation and hypothesis testing.
Bayesian inference:
• probability is degree of belief (or confidence) in any proposition, and hence can be assigned
to hypotheses and parameters. (This is a more general definition of probability than that
used in frequentist statististics.)
• like a frequentist, one usually starts by writing down a likelihood function p(d|H).
• in addition to the likeihood function, one needs to specify prior probability distributions for
the various parameters and hypotheses that one is considering.
• one uses Bayes’ theorem to update the prior degree of belief in a parameter value or hypothesis
in light of new data.
• one constructs posterior distributions and odds ratios (or Bayes factors, see Section 8.3.1) for
parameter estimation and hypothesis testing (also called model selection).
In a nutshell, the main different between Bayesian and frequentist statistics is the definition of
probability. As such, certain probabilistic statements that you can make as a Bayesian are not
valid from a frequentist perspective. Hence, Bayesian and frequentist statistics often ask (and
subsequently answer) different questions about the data. Nonetheless, despite this fundamental
difference in approach, if the data are sufficiently informative (i.e., if the likelihood is peaked relative
to the prior distributions for the parameters, see Figure 24), then both Bayesian and frequentist
analyses give more or less consistent results.
8.1.1 Likelihood functions
As mentioned above, the starting point for most frequentist and Bayesian analyses is a likelihood
function, which we can write schematically as
likelihood = p(data|parameters,model) . (8.1)
For example, for Gaussian-distributed detector noise and a Gaussian-distributed GWB, the likeli-
hood function for the noise-only model M0 and signal+noise model M1 are given by
p(d|Sn1 , Sn2 ,M0) =
1√
det(2piCn)
exp
[
−1
2
dTC−1n d
]
, (8.2)
p(d|Sn1 , Sn2 , Sh,M1) =
1√
det(2piC)
exp
[
−1
2
dTC−1d
]
, (8.3)
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where Cn and C are the covariance matrices for the noise-only and signal+noise models, respectively.
For N samples of white noise and white GWB in two colocated and coaligned detectors:
Cn =
[
Sn1 1N×N 0N×N
0N×N Sn2 1N×N
]
, C =
[
(Sn1 + Sh) 1N×N Sh 1N×N
Sh 1N×N (Sn2 + Sh) 1N×N
]
, (8.4)
where 1N×N and 0N×N denote the unit matrix and zero matrix, respectively, in N dimensions. For
this simple case, there are only three relevant parameters: Sn1 , Sn2 for the detector noise, and Sh
for the GWB. Also, by assuming that the detectors are colocated and coaligned, we don’t have to
worry about including an overlap function in the off-diagonal blocks of the signal+noise covariance
matrix C.
8.2 Frequentist analyses
Starting from the likelihood functions for the noise-only and signal+noise models, we can construct
the maximum-likelihood ratio statistic:
ΛML(d) ≡
maxSn1 ,Sn2 ,Sh p(d|Sn1Sn2 , Sh,M1)
maxSn1 ,Sn2 p(d|Sn1 , Sn2 ,M0)
. (8.5)
The values of the parameters that maximize the likelihood for the signal+noise model can be used
as frequentist estimators of the true values of the parameters Sn1 , Sn2 , Sh. In Exercise A.8 you are
asked to show that the data combinations
Cˆ11 ≡ 1
N
N∑
i=1
d21i , Cˆ22 ≡
1
N
N∑
i=1
d22i , Cˆ12 ≡
1
N
N∑
i=1
d1id2i , (8.6)
are maximum-likelihood estimators of
S1 ≡ Sn1 + Sh , S2 ≡ Sn2 + Sh , Sh . (8.7)
Note that the maximum-likelihood estimator Sˆh ≡ Cˆ12 of Sh is just the standard cross-correlation
statistic introduced in (4.7). The maximum-likelihood estimators of the detector noise Sn1 , Sn2 are
then
Sˆn1 ≡ Sˆ1 − Sˆh = Cˆ11 − Cˆ12 , Sˆn2 ≡ Sˆ2 − Sˆh = Cˆ22 − Cˆ12 . (8.8)
In addition, in Exercise A.9, you are asked to show that
Λ(d) ≡ 2 ln(ΛML(d)) ' Cˆ
2
12
Cˆ11Cˆ22/N
, (8.9)
which holds in the weak-signal approximation, where Sh  Sn1 , Sn2 . The quantity Λ(d) can be used
as a frequentist detection statistic, comparing its value for the given data d to a threshold Λ∗. If
Λ(d) ≥ Λ∗, we reject the null hypothesis (the noise-only model) and claim detection of a GW signal;
if Λ(d) < Λ∗, we accept the null-hypothesis and reject the signal+noise hypothesis. Note that the
right-hand-side of (8.9) is the square of the (power) signal-to-noise ratio, cf. (4.13), which illustrates
a useful general relation between signal-to-noise ratios and the maximum-likelihood statisitic.
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8.3 Bayesian analyses
Not suprisingly, Bayesian analyses make use of Bayes’ theorem:
p(H|d) = p(d|H)p(H)
p(d)
, (8.10)
which converts probabilities about the data d given a hypothesis H (the likelihood p(d|H)) to
probabilites about the hypothesis given the data (the posterior distribution p(H|d)).13 Here, p(H)
is the prior probability distribution for H, and p(d) is the evidence or marginalized likelihood:
p(d) ≡
∫
dH p(d|H)p(H) . (8.11)
Note that the evidence is simply the normalization factor needed to insure
∫
dH p(H|d) = 1. The
importance of Bayes’ theorem is that it updates our degree of belief in a hypothesis in light of new
data. It maps the prior probability p(H) to the posterior probability p(H|d) via the likelihood
function p(d|H) (Figure 23).
prior posteriorlikelihood
p(H ) p(H |d)p(d|H )
Figure 23: Schematic representation of Bayes’ theorem.
In the context of searches for stochastic GW backgrounds, Bayes’ theorem has the form:
p(Sn1 , Sn2 , Sh|d,M1) =
p(d|Sn1 , Sn2 , Sh,M1)p(Sn1 , Sn2 , Sh|M1)
p(d|M1) , (8.12)
where p(d|Sn1 , Sn2 , Sh,M1) is the likelihood function (8.3). Here M1 is our signal+noise model
and Sn1 , Sn2 , Sh are the parameters describing this model. The quantity p(Sn1 , Sn2 , Sh|d,M1) is
the joint posterior probability distribution for the parameters Sn1 , Sn2 , Sh of model M1 given the
data d. The posterior distribution for Sh alone is given by integrating over Sn1 , Sn2 :
p(Sh|d,M1) =
∫
dSn1
∫
dSn2 p(Sn1 , Sn2 , Sh|d,M1) . (8.13)
8.3.1 Bayes factors and model selection
To assess which of two models M0, M1 is more consistent with the observed data d, we form the
ratio of the posterior distributions p(M0|d), p(M1|d). Using Bayes’ theorem, we obtain
p(M1|d)
p(M0|d) =
p(d|M1) p(M1)
p(d|M0) p(M0) , (8.14)
where the common evidence term p(d) in (8.10) has canceled out when taking the ratio of the two
posteriors. Thus, we see that the posterior odds ratio O10(d) ≡ p(M1|d)/p(M0|d) is equal to the
prior odds ratio O10 ≡ p(M1)/p(M0) times the Bayes factor
B10(d) ≡ p(d|M1)
p(d|M0) . (8.15)
13Conditional probabilities p(A|B) and p(B|A) are not equal in general. Paraphrasing an example from Louis
Lyons: the probability that a person is pregnant (A) given that that person is a woman (B) is about about 30%;
while the probability that a person is a woman (B) given that that person is pregnant (A) is 100%.
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The numerator and denominator in the Bayes factor are the marginalized likelihoods obtained by
marginalizing the full likelihood functions p(d|θα,Mα) over the model parameters θα:
p(d|Mα) ≡
∫
dθα p(d|θα,Mα)p(θα|Mα) , (8.16)
where α = 0, 1 labels the two models. If there is no a priori reason prefer one model over the other
(i.e., if the prior odds ratio O10 = 1), then the posterior odds ratio for the two models is equal to
the Bayes’ factor, O10(d) = B10(d).
Using the above definitions, we are now in a position to relate Bayesian and frequentist inference,
at least in the case where the data are informative. By this we mean that the likelihood function
for a given model is peaked relative to the prior probability distribution for its model parameters
(Figure 24). For this case, the marginalized likelihoods functions have the approximate form
p(d|Mα) ' p(d|θˆα,Mα) ∆Vα/Vα , (8.17)
where θˆα denote the parameter values that maximize the likelihood, ∆Vα is the range of param-
eter values over which the likelihood is peaked, and Vα denotes the full parameter volume. This
approximation is called the Laplace approximation. Substituting these expressions into (8.15) we
ΔV
V−1
p(d| ̂θ,ℳ)
θ
V
̂θ
Figure 24: Schematic representation of the likelihood function p(d|θ,M) and prior probability
distribution p(θ|M) for the model parameters θ, when the data d are informative. In this case, the
likelihood function is peaked relative to the prior probability distribution, with maximum at θ = θˆ
and characteristic width ∆V . The full parameter space volume is denoted by V .
find
B10(d) ≡ p(d|M1)
p(d|M0) '
p(d|θˆ1,M1)
p(d|θˆ0,M0)
∆V1/V1
∆V0/V0
' ΛML(d) ∆V1/V1
∆V0/V0
, (8.18)
where ΛML(d) is just the maximum-likelihood ratio for the two models. This last expression can
also be written as
2 ln(B10(d)) ' Λ(d) + 2 ln
(
∆V1/V1
∆V0/V0
)
(8.19)
where Λ(d) ≡ 2 ln(ΛML(d)) plays the role of a frequentist detection statistic, and the last term is
an Occam’s factor that penalizes models that use more parameter space volume than needed to fit
the data. As shown in (8.9), Λ(d) is effectively a squared signal-to-noise ratio. The key observation
here is that the ratio of marginalized likelihoods, i.e., the Bayes factor, is well approximated by a
maximum-likelihood ratio times an Occam’s penalty factor when the data are informative.
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8.3.2 Bayesian signal priors
The final piece of information that we will need for discussing the Bayesian search in Section 9 is the
choice of signal prior. We shall see in that section that by choosing the signal prior appropriately,
we can properly model the popcorn-like nature of GW background produced by stellar-mass BBH
mergers throughout the universe.
Here we illustrate the effect of chosing different priors for two simple cases: (i) a determin-
istic GW signal (a sinusoid), and (ii) a Gaussian-stationary stochastic background in Gaussian-
distributed noise. For both of these cases, the difference between the observed data d and signal
model h is the noise n. So we can write down a generic likelihood function for the data d by
equating it to the Gaussian-distributed noise likelihood for the residuals d− h:
p(d|Cn, h) ≡ pn(d− h|Cn) = 1√
det(2piCn)
exp
[
−1
2
(d− h)TC−1n (d− h)
]
, (8.20)
where Cn is the noise covariance matrix. To proceed further we need to specify the form of the
signal h.
(i) For a deterministic GW signal, we expect the signal samples to have a precise form, e.g., a
sine wave parametrized by its amplitude, frequency, and initial phase (Figure 25(a)). For this case
the signal prior is Dirac delta function that sets the signal samples to the model waveform,
p(h|A, f0, φ0) = δ (h(t)−A sin(2pif0t+ φ0)) . (8.21)
Multiplying the likelihood (8.20) by this prior and then (trivially) marginalizing over the signal
samples h yields
p(d|Cn, A, f0, φ0) ≡
∫
dh pn(d− h|Cn)p(h|A, f0, φ0)
=
1√
det(2piCn)
exp
−1
2
∑
i,j
(di −A sin(2pif0ti + φ0))[C−1n ]ij(dj −A sin(2pif0tj + φ0))
 .
(8.22)
This marginalized likelihood function with priors on the range of parameter values for A, f0, φ0 (for
the signal) and the covariance matrix Cn (for the noise) then completely defines the deterministic
signal+noise model.
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(a)
Example: Derivation of standard stochastic likelihood by marginalizing over a 
stochastic signal prior
Marginalized likelihood:
p(d |Cn,Sh ) = ∫ dh pn(d − h |Cn)p(h |Sh )
Generic likelihood:
signal model
p(d |Cn, h ) ≡ pn(d − h |Cn) = 1det(2πCn)
exp [−12 (d − h )TC−1n (d − h )]
covariance matrix for noise, e.g., Cn = [
Sn1 0
0 Sn2]
stochastic signal model:
p(h |Sh ) = 12πSh
exp[−12 h
2
Sh ]
 4  2 0 2 4
data
0.0
0.1
0.2
0.3
0.4
Sh
h
covariance matrix  
for signal + noise
= 1det(2πC) exp [−
1
2 d
TC−1d ]
C = [
Sn1 + Sh Sh
Sh Sn2 + Sh] Exercise 10: Do the marginalization over h to obtain this final result.
!33
(b)
Figure 25: Different signal priors for h(t). Panel (a): Determinsitic (sinusoid) signal prior. Panel
(b): Stochastic signal prior. For the stochastic signal prior, h(t) values are drawn from a Gaussian
distribution with variance Sh.
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(ii) For a stochastic GW signal, we cannot predict with certainty what the individual samples
h will be; we can only say that they are drawn from some probability distribution. Taking that
distribution to be a Gaussian with zero mean and variance Sh (Figure 25(b)), we have
p(h|Sh) = 1√
2piSh
exp
[
−1
2
h2
Sh
]
. (8.23)
So multiplying the likelihood (8.20) by this prior and marginalizing over the signal samples h yields
for this case
p(d|Cn, Sh) ≡
∫
dh pn(d− h|Cn)p(h|Sh) = 1√
det(2piC)
exp
[
−1
2
dTC−1d
]
, (8.24)
where C ≡ Cn + Sh. This marginalized likelihood with a prior on the variance Sh for the stochas-
tic signal samples and covariance matrix Cn for the noise then completely defines the Gaussian-
stationary stochastic signal+noise model.
In Exercise A.10 you are asked to extend the above analysis for a stochastic background to the
case of two coincident and coaligned detectors with uncorrelated detector noise. You should start
with the generic two-detector likelihood function
p(d|Cn, h) ≡ pn(d− h|Cn) = 1√
det(2piCn)
exp
[
−1
2
(d− h)TC−1n (d− h)
]
, (8.25)
where
Cn =
[
Sn1 0
0 Sn2
]
, (8.26)
and then marginalize over h using (8.23). The final result should be
p(d|Cn, Sh) = 1√
det(2piC)
exp
[
−1
2
dTC−1d
]
, (8.27)
where
C =
[
Sn1 + Sh Sh
Sh Sn2 + Sh
]
. (8.28)
Note that the stochastic background contributes to both the diagonal and off-diagonal components
of the covariance matrix. (The overlap function doesn’t appear since we have assumed coincident
and coaligned detectors.) This marginalized likelihood is usually taken as the starting point for all
stochastic cross-correlation searches using multiple detectors; see (8.3).
9 Searching for the background of binary black-hole mergers
As discussed in Section 1.2, the non-continuous popcorn-like background from BBH mergers is a
potential signal for the advanced LIGO and Virgo network of detectors. The recent detections
of several large signal-to-noise ratio BBH and BNS mergers imply the existence of a stochastic
GW background composed of the more distant, weaker events. In 2018, Smith & Thrane [47]
proposed an alternative to the standard cross-correlation method (Section 4) to search for the BBH
component, optimally suited for the popcorn-nature of the signal. This was done by describing the
BBH background with a “mixture” signal prior consisting of a BBH chirp in a certain fraction ξ of
the analyzed segments, and just noise for the remaining segments. Also, as the individual signals
will not be resolvable, they choose to marginalize over the BBH chirp parameters leaving only the
probability parameter ξ (which is simply related to the rate of BBH merger signals) to estimate.
Although in principle they can do the analysis with a single detector, they use two detectors to
help discriminate against glitches.
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9.1 Analysis details
The key components of their analysis are as follows:
1) Begin by splitting the data into short (e.g., 4 sec) segments, i = 1, 2, · · · , Nseg, which should
contain at most one BBH merger signal.
2) Choose a mixture signal prior for the signal model:
p(h|ξ, ~λ) = ξ δ
(
h− chirp(~λ)
)
+ (1− ξ) δ(h) , (9.1)
which consists of a BBH chirp signal with probability ξ and just noise (h = 0) with probability
(1− ξ) (Figure 26). This mixture signal prior captures the non-continuous popcorn-like nature of
the BBH mergers.
Mathematical details
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Combine segments by 

multiplying likelihoods, …
Hybrid signal model:
t
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0
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h
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(1-ξ) percent
t
hp(h|ξ, ⃗λ ) = ξ δ(h− chirp( ⃗λ )) + (1 − ξ) δ(h)
“mixture” gaussian
= ξ pn(d− chirp( ⃗λ ) |Cn) + (1 − ξ) pn(d|Cn)
Marginalized likelihoods:
p(d|ξ, ⃗λ ) = ∫ dhp(d|Cn,h)p(h|ξ, ⃗λ )
= (S− N)ξ + Np(d|ξ) = ∫ d ⃗λ p(d|ξ, ⃗λ ) p( ⃗λ )
p(d|Cn,h) ≡ pn(d− h|Cn)Likelihood:
Posterior: p(ξ |d) = p(d|ξ)p(ξ)p(d)
Split data in short (e.g., 4 sec) segments, which should contain at most 1 BBH merger.    
For each segment we have:
(a)
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(b)
Figure 26: The two components of the mixture signal prior for the Bayesian BBH merger search.
Panel (a): With probability ξ, the signal prior for h(t) is a chirp waveform. Panel (b): With
probability (1− ξ), the signal prior for h(t) is just noise, i.e., h(t) = 0.
3) For each segment of data di, marginalize the generic likelihood function
p(di|Cn, h) ≡ pn(di − h|Cn) (9.2)
over the signal samples h using the signal prior (9.1):
p(di|ξ, ~λ, Cn) =
∫
dh p(di|Cn, h)p(h|ξ, ~λ)
= ξ pn(di − chirp(~λ)|Cn) + (1− ξ) pn(di|Cn) .
(9.3)
Note that this is a mixture-Gaussian likelihood function.
4) Further marginalize over the BBH signal parameters ~λ, and use an estimate of the detector noise
thus fixing Cn ≡ C¯n:
p(di|ξ) =
∫
d~λ p(di|ξ, ~λ, C¯n) p(~λ) ≡ (Si −Ni)ξ +Ni , (9.4)
where Ni ≡ p(di|C¯n) and Si ≡
∫
d~λ p(di|ξ, ~λ, C¯n) p(~λ).
5) Calculate the posterior for each segment using Bayes’ theorem
p(ξ|di) = p(di|ξ)p(ξ)
p(di)
, (9.5)
taking p(ξ) = const.
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6) Finally, combine segments by multiplying the individual marginalized likelihoods
p(d|ξ) =
∏
i
p(di|ξ) . (9.6)
The final posterior distribution p(ξ|d) is proportional to the product of the individual segment
posteriors p(ξ|di) since p(ξ) = const.
9.2 Illustrating the analysis method on simulated data
We now illustrate the method on some simulated toy-model data.14 The simulated time-series for
the two detectors are each only 10 s long, and our simulated BBH chirps are less than 0.25 sec in
duration. (Since this is only a toy-model, I didn’t worry about making it astrophysically realistic.)
Example: Simulated BBH background in white detector noise and 
confusion-limited BNS background
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SNRstationary  = 8.9
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Figure 27: Simulated BBH and BNS data in two coincident and coaligned detectors. The confusion-
limited BNS background is shown in orange; the popcorn-like BBH background is shown in green.
The black trace is the data consisting of the BBH and BNS signals plus white Gaussian-stationary
noise, uncorrelated in the two detectors.
We divided the simulated data into 40 segments (each of duration 0.25 s), and we injected 10 signals
into uncorrelated white Gaussian noise in two coincident and coaligned detectors, corresponding to
a injected value of the probability parameter ξ = 0.25 (Figure 27). The signal parameters ~λ that
we marginalized over were just the amplitude and time of arrival of a BBH chirp in each segment.
We assumed that we knew the shape and duration of the signal.
The final result of the analysis is the posterior distribution for ξ, shown in Figure 28. One
sees that it is peaked around the value of ξ used for the injections, ξ = 0.25. Figure 29 shows
the posterior distributions for ξ for the first 16 segments (first 4 sec) of data. Note that these
distributions are all linear in ξ, as to be expected from (9.4) for the individual-segment likelihood
functions. In addition, the cumulative posterior distributions for ξ, obtained by combining the
likelihood functions for the first n segments of data are shown in Figure 30 for n = 1, 2, 3, 4, 10,
20, 30, and 40 segments. As n increases, the product of the individual linear functions of ξ, some
with positive slope (when there is evidence in favor of the presence of a signal) and some with
negative slope (when there is evidence in favor of the absence of a signal), give rise to a distribution
that gets more and more peaked. The bottom-rightmost plot is just the final posterior distribution
shown in Figure 28.
14The simulated data and analysis routines are publicly available at [57].
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Figure 28: The cumulative posterior distribution for ξ after combining all 40 segments of data.
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Figure 29: Posterior distributions for ξ for the first 16 segments (first 4 sec) of data. Since the
injected signals were relatively large, the posteriors having positive (negative) slope correspond to
the segments having (not having) an injected BBH chirp signal.
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Figure 30: Cumulative posterior distributions for ξ, obtained by combining the likelihood functions
for the first n segments of data. The bottom-rightmost plot is also shown in Figure 28.
9.3 Comparison with the standard cross-correlation search
Of course, one can also use the standard cross-correlation method to analyse this simulated data.
Although not optimal for a non-continuous background like this, the cross-correlation method
performed rather well for this simulation having SNRCC = 8.9. This should be compared to
SNRbayes = 15.3 for the Bayesian search, where we converted the signal+noise to noise-only Bayes
factor B10(d) to a signal-to-noise ratio using (8.19) and (8.9). So the Bayesian search performed
better than the standard cross-correlation search as expected, roughly a factor of two in signal-to-
noise ratio for this particular simulation.
More generally, the Bayesian method performs better than the standard cross-correlation method
for the BBH background because it properly models the popcorn-like nature of the BBH merger
signals. It uses a mixture likelihood, allowing for different probability distributions for those seg-
ments that contain a signal and those that do not. The standard cross-correlation method treats all
segments on equal footing, looking for excess correlated power which it can ascribe to the signal. So
if most of the segments contain only noise, as is the case for BBH merger background, the standard
cross-correlation method is going to take longer to build up the signal-to-noise ratio needed to claim
detection. The standard cross-correlation method is basically measuring the product of the prob-
ability parameter ξ and the cross-correlated power in an individual segment containing a signal.
The Bayesian method, on the other hand, is simply measuring ξ, and hence all segments—even
those that contain just noise—are providing useful information.
In addition, the Bayesian method incorporates into its signal model the fact that the background
is produced by individual BBH mergers, which are described by deterministic chirp waveforms (so
tracks in time-frequency space). This effectively reduces the time-frequency volume over which the
Bayesian method has to search. The standard cross-correlation method, on the other hand, is very
much a broadband search, defined by the shape of the power spectral density that one is searching
for. By searching over a larger time-frequency volume than it has to, the standard cross-correlation
search has to contend with correspondingly more noise.
For these two reasons, one expects the proposed Bayesian search method to be more efficient
than the standard cross-correlation method in detecting the popcorn background produced by BBH
merger signals. Simulations [47] have shown a reduction in time to detection by roughly a factor
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of 1000. This means that when the advanced LIGO and Virgo detectors are operating at design
sensitivity, 40 months of observation to detect the BBH background at the 3-σ level using the
standard cross-correlation method (see Figure 3) is reduced to ∼1 day using the Bayesian method
described here. So we might be detecting this background much sooner than we originally thought.
10 Final thoughts
The purpose of these lecture notes was to introduce the reader to methods used to search for
stochatic GW backgrounds. By its very nature, an introduction is necessarily incomplete; not all
topics can be discussed. As such, we did not discuss in any detail: (i) searches for stochastic back-
grounds using the proposed space-based interferometer LISA, (ii) search methods for anisotropic
or unpolarized backgrounds, and (iii) search methods for backgrounds predicted by alternative
theories of gravity, etc. The interested reader can find more detail about those topics in [41] and
references therein.
Although as of the time of writing these notes (summer 2019) we have not yet detected a
stochastic GW background, we know now that such a signal exists, and it’s just a matter of time
before we reach the sensitivity level needed to make a confident detection. For the GWB produced
by stellar-mass BBHs throughout the universe, we expect to reach this level by the time the
advanced LIGO and Virgo detectors are operating at design sensitivity (in a couple of years time).
But recall that this time-to-detection estimate is conservative, since it assumes that we are using
the standard cross-correlation method, which is not optimal for non-continuous backgrounds. As
mentioned in Section 9, there is a good chance that we will detect this background earlier using an
optimal Bayesian method [47] that properly models the non-continuous, popcorn-like nature of the
BBH mergers. But then again, searches using pulsar timing arrays might make the first detection
of a stochastic background [46, 42, 49], although for a different class of source—inspiraling SMBHs
in the centers of distant galaxies. Either way, it will be an exciting time.
Unlike the detection of the individually resolvable BBH and BNS mergers that advanced LIGO
and Virgo has detected, we won’t be able to say on one particular day that we’ve definitely detected
a stochastic GW background. Rather we will first see evidence for a background at the 3-σ level;
and then a year or two later, we will have evidence at the 4 or 5-σ level. One of the nice things
about stochatic backgrounds is that they are persistent signals (even if popcorn-like), so the longer
we observe them, the greater our confidence in detecting them. And once we’ve confidently detected
a stochastic background, the fun part of characterizing what we have seen begins. As mentioned
in Section 2, different GW sources will produce different types of backgrounds, so we will need to
tease apart their different contributions. And as the sensitivity of GW detectors improve, we will
be able to observe additional structure in a background, e.g., anisotropies [14, 27] that were not
resolvable before. Needless to say, there is plenty of work and interesting science ahead of us.
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A Exercises
A.1 Rate estimate of stellar-mass binary black hole mergers
Estimate the total rate (number of events per time) of stellar-mass binary black hole mergers
throughout the universe by multiplying LIGO’s O1 local rate estimate R0 ∼ 10 - 200 Gpc−3 yr−1
by the comoving volume out to some large redshift, e.g., z = 10. (For this calculation you can
ignore any dependence of the rate density with redshift.) You should find a merger rate of ∼1 per
minute to a few per hour. Hint: You will need to do numerically evaluate the following integral for
proper distance today as a function of source redshift:
d0(z) =
c
H0
∫ z
0
dz′
E(z′)
, E(z) ≡
√
Ωm(1 + z)3 + ΩΛ , (A.1)
with
Ωm = 0.31 , ΩΛ = 0.69 , H0 = 68 km s
−1 Mpc−1 . (A.2)
Doing that integral, you should find what’s shown in Figure 31, which you can then evaluate at
z = 10 to convert R0 (number of events per comoving volume per time) to total rate (number of
events per time) for sources out to redshift z = 10.
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A.2 Relating Sh(f) and Ωgw(f)
Derive the relationship
Sh(f) =
3H20
2pi2
Ωgw(f)
f3
(A.3)
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between the strain power spectral density Sh(f) and the dimensionless fractional energy density
spectrum Ωgw(f). (Hint: You will need to use the various definitions of these quantities and also
ρgw =
c2
32piG
〈h˙ab(t, ~x)h˙ab(t, ~x)〉 , (A.4)
which expresses the energy-density in gravitational-waves to the metric perturbations hab(t, ~x).)
A.3 Cosmology and the “Phinney formula” for astrophysical backgrounds
(a) Using the Friedmann equation (
a˙
a
)2
= H20
(
Ωm
a3
+ ΩΛ
)
(A.5)
for a spatially-flat FRW spacetime with matter and cosmological constant, and the relationship
1 + z =
1
a(t)
, a(t0) ≡ 1 (t0 ≡ today) , (A.6)
between redshift z and scale factor a(t), derive
dt
dz
= − 1
(1 + z)H0E(z)
, E(z) =
√
Ωm(1 + z)3 + ΩΛ . (A.7)
(b) Using this result for dt/dz, show that
Ωgw(f) =
f
ρcH0
∫ ∞
0
dz R(z)
1
(1 + z)E(z)
(
dEgw
dfs
) ∣∣∣∣
fs=f(1+z)
(A.8)
in terms of the rate density R(z) as measured in the source frame (number of events per comoving
volume per time interval in the source frame). (Hint: The expression for dt/dz from part (a) will
allow you to go from the “Phinney formula” for Ωgw(f) written in terms of the number density
n(z),
Ωgw(f) =
1
ρc
∫ ∞
0
dz n(z)
1
1 + z
(
fs
dEgw
dfs
) ∣∣∣∣
fs=f(1+z)
, (A.9)
to one in terms of the rate density R(z), where n(z) dz = R(z) |dt|t=t(z). Note: Both of the above
expressions for Ωgw(f) assume that there is only one type of source, described by some set of average
source parameters. If there is more than one type of source, one must sum the contributions of
each source to Ωgw(f).)
A.4 Optimal filtering for the cross-correlation statistic
Verify the form
Q˜(f) ∝ Γ12(f)H(f)
P1(f)P2(f)
, (A.10)
of the optimal filter function in the weak-signal limit, where H(f) is the assumed spectral shape of
the gravitational-wave background, Γ12(f) is the overlap function, and P1(f), P2(f) are the power
spectral densities of the outputs of the two detectors (which are approximately equal to Pn1(f),
Pn2(f), respectively). Recall that the optimal filter Q˜(f) maximizes the signal-to-noise ratio of the
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cross-correlation statistic. (Hint: Introduce an inner product on the space of functions of frequency
A(f), B(f):
(A,B) ≡
∫
dfA(f)B∗(f)P1(f)P2(f) . (A.11)
This inner product has all of the properties of the familiar dot product of vectors in 3-dimensional
space. The signal-to-noise ratio of the cross-correlation statistic can be written in terms of this
inner product.)
A.5 Maximum-likelihood estimators for single and multiple parameters
(a) Show that the maximum-likelihood estimator aˆ of the single parameter a in the likelihood
function
p(d|a, σ) ∝ exp
[
−1
2
N∑
i=1
(di − a)2
σ2i
]
(A.12)
is given by the noise-weighted average
aˆ =
∑
i
di
σ2i
/∑
j
1
σ2j
. (A.13)
(b) Extend the previous calculation to the likelihood
p(d|A,C) ∝ exp
[
−1
2
(d−MA)†C−1(d−MA)
]
, (A.14)
where A ≡ Aα is a vector of parameters, C ≡ Cij is the noise covariance matrix, and M ≡ Miα is
the response matrix mapping Aα to data samples, MA ≡
∑
αMiαAα. For this more general case
you should find:
Aˆ = F−1X , (A.15)
where
F ≡M †C−1M , X ≡M †C−1d . (A.16)
In general, the matrix F (called the Fisher matrix) is not invertible, so some sort of regularization
is needed to do the matrix inversion.
A.6 Timing-residual response for a 1-arm, 1-way detector
Derive the timing residual reponse function
RA(f, kˆ) =
1
2
uaubeAab(kˆ)
1
i2pif
1
1− kˆ · uˆ
[
1− e− i2pifLc (1−kˆ·uˆ)
]
(A.17)
for a single-link (i.e., a one-arm, one-way detector like that for pulsar timing). Here uˆ is the
direction of propagation of the electromagnetic pulse, and kˆ is the direction of propagation of the
GW (the direction to the GW source is nˆ ≡ −kˆ, and the direction to the pulsar is pˆ ≡ −uˆ). The
origin of coordinates is taken to be at the position of the detector.
48
A.7 Overlap function for colocated electric dipole antennae
Show that the overlap function for a pair of (short) colocated electric dipole antennae pointing in
directions uˆ1 and uˆ2 (Figure 22) is given by
Γ12 ∝ uˆ1 · uˆ2 ≡ cos ζ (A.18)
for the case of an unpolarized, isotropic electromagnetic field. (Hint: “short” means that the phase
of the electric field can be taken to be constant over of the lengths of the dipole antennae, so that
the reponse of antenna I = 1, 2 to the field is given by rI(t) = uˆI · ~E(t, ~x0), where ~x0 is the common
location of the two antenna.)
A.8 Maximum-likelihood estimators for the standard cross-correlation statistic
Verify that
Cˆ11 ≡ 1
N
N∑
i=1
d21i , Cˆ22 ≡
1
N
N∑
i=1
d22i , Cˆ12 ≡
1
N
N∑
i=1
d1id2i (A.19)
are maximum-likelihood estimators of
S1 ≡ Sn1 + Sh , S2 ≡ Sn2 + Sh , Sh , (A.20)
for the case of N samples of a white GWB in uncorrelated white detector noise, for a pair of
colocated and coaligned detectors. Recall that the likelihood function is
p(d|Sn1 , Sn2 , Sh) =
1√
det(2piC)
exp
[
−1
2
dTC−1d
]
, (A.21)
where
C =
[
(Sn1 + Sh) 1N×N Sh 1N×N
Sh 1N×N (Sn2 + Sh) 1N×N
]
(A.22)
and
dTC−1d ≡
2∑
I,J=1
N∑
i,j=1
dIi
(
C−1
)
Ii,Jj
dJj . (A.23)
A.9 Derivation of the maximum-likelihood ratio detection statistic
Verify that twice the log of the maximum-likelihood ratio for the standard stochastic likelihood
function goes like the square of the (power) signal-to-noise ratio,
2 ln ΛML(d) ' Cˆ
2
12
Cˆ11Cˆ22/N
, (A.24)
in the weak-signal approximation. (Hint: For simplicity, do the calculation in the context of N
samples of a white GWB in uncorrelated white detector noise, for a pair of colocated and coaligned
detectors, using the results of Exercise A.8.)
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A.10 Standard likelihood marginalizing over stochastic signal prior
Derive the standard form of the likelihood function for stochastic background searches
p(d|Sn1 , Sn2 , Sh) =
1√
det(2piC)
exp
−1
2
2∑
I,J=1
dI
(
C−1
)
IJ
dJ
 , (A.25)
where
C ≡
[
Sn1 + Sh Sh
Sh Sn2 + Sh
]
, (A.26)
by marginalizing
pn(d− h|Sn1 , Sn2) =
1
2pi
√
Sn1Sn2
exp
[
−1
2
{
(d1 − h)2
Sn1
+
(d2 − h)2
Sn2
}]
(A.27)
over the signal samples h for the stochastic signal prior
p(h|Sh) = 1√
2piSh
exp
[
−1
2
h2
Sh
]
. (A.28)
In other words, show that
p(d|Sn1 , Sn2 , Sh) =
∫ ∞
−∞
dh pn(d− h|Sn1 , Sn2)p(h|Sh) . (A.29)
(Hint: You’ll have to complete the square in the argument of the exponential in the marginalization
integral.)
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