ABSTRACT Infrared Dark Clouds (IRDCs) are cold, dense regions of giant molecular clouds that are opaque at wavelengths ∼ 10 µm or more and thus appear dark against the diffuse Galactic background emission. They are thought to be the progenitors of massive stars and star clusters. We use 8 µm imaging data from Spitzer GLIMPSE to make extinction maps of 10 IRDCs, selected to be relatively nearby and massive. The extinction mapping technique requires construction of a model of the Galactic IR background intensity behind the cloud, which is achieved by correcting for foreground emission and then interpolating from the surrounding regions. The correction for foreground emission can be quite large, up to ∼ 50% for clouds at ∼ 5 kpc distance, thus restricting the utility of this technique to relatively nearby clouds. We investigate three methods for the interpolation, finding systematic differences at about the 10% level, which, for fiducial dust models, corresponds to a mass surface density Σ = 0.013g cm −2 , above which we conclude this extinction mapping technique attains validity. We examine the probability distribution function of Σ in IRDCs. From a qualitative comparison with numerical simulations of astrophysical turbulence, many clouds appear to have relatively narrow distributions suggesting relatively low (< 5) Mach numbers and/or dynamically strong magnetic fields. Given cloud kinematic distances, we derive cloud masses. Rathborne, Jackson & Simon identified cores within the clouds and measured their masses via mm dust emission. For 43 cores, we compare these mass estimates with those derived from our extinction mapping, finding good agreement: typically factors of 2 difference for individual cores and an average systematic offset of 10% for the adopted fiducial assumptions of each method. We find tentative evidence for a systematic variation of these mass ratios as a function of core density, which is consistent with models of ice mantle formation on dust grains and subsequent grain growth by coagulation, and/or with a temperature decrease in the densest cores.
INTRODUCTION
Large fractions of stars form in clusters from the densest clumps within giant molecular clouds (GMCs) (Lada & Lada 2003) . These regions are also responsible for the birth of essentially all massive stars (de Wit et al. 2005) . It is possible that our own solar system formed in such a region near a massive star (Hester et al. 2004) , so the process of massive star and star cluster formation may be directly involved in our own origins. Understanding the formation of star clusters is also important as a foundation for understanding global galactic star formation rates (Kennicutt 1998) and thus the evolution of galaxies.
In spite of this importance, there are many gaps in our knowledge of how massive stars and star clusters are formed. For massive star formation there is a basic debate about whether the process is simply a scaled-up version of low-mass star formation from gas cores (Shu, Adams, Lizano 1987) , albeit requiring the high pressures found in the centers of star-forming clumps (McKee & Tan 2003 ), or whether a qualitatively different mechanism is involved, such as stellar collisions (Bonnell, Bate, Zinnecker 1998) or competitive Bondi-Hoyle accretion (Bonnell et al. 2001; Bonnell, Vine, & Bate 2004) . A prediction of the scenario involving formation from cores is the presence of massive, gravitationally-bound starless cores as initial conditions.
For star cluster formation there is a debate about whether the protocluster (or star-forming clump) is in quasi-virial equilibrium (Tan, Krumholz, & McKee 2006) or is undergoing rapid global collapse (Elmegreen 2000 (Elmegreen , 2007 Hartmann & Burkert 2007) . This corresponds to a debate about the timescale of star cluster formation: does it take many or just a few free-fall times?
To help resolve these issues we require knowledge about the initial conditions of massive star and star cluster formation. The star-forming clumps that are the sites of these processes have typically been identified from the radiative emission and activity of their young stars: e.g. radio emission from ultracompact H II regions created by massive stars or maser emission from hot, dense gas near massive protostars. Unfortunately by the time this activity signposts the region, it has typically also erased much of the memory of the initial conditions from the system. This is especially true of protostellar outflows, which have a mechanical power large enough to significantly stir the gas of the star-forming clump and halt any large scale gravitational collapse (Nakamura & Li 2007) .
The initial conditions for massive star and star cluster formation are expected to be dense, cold cores and clumps of gas. In some formation models there may be of order hundreds of solar masses of gas compressed to within a few tenths of a parsec. For a spherical cloud the mean mass surface density, Σ, in this case is
For reference, Σ = 1g cm −2 corresponds to 4800M ⊙ pc −2 , N H = 4.3 × 10 23 cm −2 and A V ≃ 230 mag, for local diffuse ISM dust properties (e.g. Draine 2003) . The extension of the extinction law into the mid-infrared (MIR) is somewhat controversial and uncertain (Lutz et al. 1996; Draine 2003; Indebetouw et al. 2005; Román-Zúñiga et al. 2007 ), but nevertheless, such column densities are expected to correspond to several magnitudes of extinction at 8 µm.
Such Infrared Dark Clouds (IRDCs) have been identified in images of the Galactic plane from the Infrared Space Observatory (ISO) (Pérault et al. 1996) , the Midcourse Space Experiment (MSX) . Simon et al. (2006a) identified about 10,000 potential IRDCs from intensity contrast features in the MSX survey. Simon et al. (2006b) identified the 13 CO emission from about 300 of the darkest of these in the Galactic Ring Survey (GRS) , thus deriving their kinematic distances. Rathborne, Jackson, & Simon (2006) surveyed the 1.2 mm dust continuum emission from 38 of these IRDCs, identifying 140 mm-emission cores within these clouds.
The temperatures in IRDCs are measured to be 20 K . High deuteration fractions have been reported by Pillai et al. (2007) . Under these conditions one expects high depletion of volatiles onto ice mantles of dust grains (Dalgarno & Lepp 1984) . Larger molecular line surveys of IRDCs have been carried out by, for example, Ragan et al. (2006) and Sakai et al. (2008) .
In this paper we present a method of extinction mapping of IRDCs using the diffuse Galactic IR emission observed by Spitzer as the background source. This method complements that based on measuring the extinction to individual stars (e.g. Román-Zúñiga et al. 2007) , by providing a measurement of the extinction at the location of almost every pixel in the cloud image, including at very high column densities, thus allowing a detailed investigation of the cloud structure.
IRDC SAMPLE SELECTION
Considering Spitzer Galactic Legacy Mid-Plane Survey Extraordinaire (GLIMPSE) (Benjamin et al. 2003) 8 µm (i.e. Infrared Array Camera [IRAC] band 4) images, we chose 10 IRDCs from the sample of Rathborne et al. (2006) , selecting those that were relatively nearby, massive, dark (i.e. showing high contrast compared to the surrounding diffuse emission), and/or with relatively simple surrounding diffuse emission. The properties of these clouds are listed in Table 1 . Apart from being relatively nearby, this sub-sample is in fact fairly representative of the full 38 cloud sample of Rathborne et al. (2006) . Simon et al. (2006a) fit ellipses to each cloud based on MSX images. While these ellipses are often not particularly accurate descriptions of the IRDC shapes, we will utilize them as convenient measures of the approximate sizes and shapes of the clouds, especially for the small scale median filter method of estimating the background radiation ( §3.2.2).
The Spitzer telescope has an angular resolution (PSF FWHM) of about 2 ′′ at 8 µm, which corresponds to a linear scale of 0.029 pc for a cloud at a distance of 3 kpc. Note, GLIMPSE images are processed to a pixel scale corresponding to an angular resolution of 1.2 ′′ .
IRDC EXTINCTION MAPPING METHODS
The extinction mapping technique requires knowing the intensity of radiation directed towards the observer at a location behind the cloud of interest, I ν,0 , and just in front of the cloud, I ν,1 . Then for negligible emission in the cloud and a simplified 1D geometry,
where the optical depth τ ν = κ ν Σ, where κ ν is the total opacity at frequency ν per unit gas mass and Σ is the gas mass surface density. To evaluate κ ν appropriate for the various intensities measured by the Spitzer Space Telescope, namely the 4 IRAC bands and the Multiband Imaging Photometer (MIPS) 24 µm band, we adopt a spectrum of the diffuse Galactic IR emission from Li & Draine (2001) , the filter response functions of the IRAC and MIPS bands, and perform an intensity and filter response weighted average of the opacity of various dust models (Figure 1 & Table  2 ). Uncertainties in the dust models include the extent to which ice mantles have formed on the grains and the extent to which the grains have undergone coagulation.
The IR background in the wavelength range probed by the IRAC bands receives its greatest contribution from the diffuse ISM (transiently heated small grains) at Band 4, i.e ∼ 8 µm, compared to that from background stars. Individual stellar sources become much more prominent in the GLIMPSE images at the shorter wavelengths. Thus in this paper we restrict our analysis to Band 4 images, leaving analysis at other wavelengths and the wavelength dependence of extinction for a future study.
In the 8 µm band, we estimate a range of dust opacities per gas mass of 6.3 − 11 cm 2 g −1 , and adopt κ ν = 7.5 cm 2 g −1 , which is formally closest to the model of Ossenkopf & Henning (1994) with thin ice mantles that have undergone coagulation for 10 5 yr at a density of n H = 10 6 cm −3 (or approximately equivalent to 10 6 yr at n H = 10 5 cm −3 , etc.). We estimate I ν,0 via interpolation from the regions surrounding the particular IRDC of interest. These interpolation methods, which necessarily involve an averaging over small scale spatial variations in I ν,0 , are described below in §3.2. We evaluate I ν,1 from the observed intensities derived from the cloud images. First we consider the effects of foreground dust emission.
3.1. Correction for Foreground Dust Emission Our determinations of both I ν,0 and I ν,1 are potentially affected by foreground emission from hot dust. We estimate the size of this effect given the (kinematic) distance to the cloud and a model for the Galactic distribution of hot dust emission, assuming it is the same as the distribution of the Galactic surface density of OB associations (McKee & Williams 1997) : Simon et al. (2006a) . b This estimate of mean mass surface density, used to normalize the distributions in Fig. 11 , is the areal average of those pixels for which values of Σ SMF > 0 are derived. Estimates of a mean mass surface density based on M SMF and R eff are typically much smaller because of the regions inside the clouds ellipse with Σ SMF ≤ 0. where R is the galactocentric radius and H R = 3.5 kpc is the radial scale length. For each IRDC, given its distance and Galactic longitude, we calculate the ratio of the column of hot dust between the solar position (at R = 8 kpc) and the total column extending out to a galactocentric radius of 16 kpc. This "Foreground Intensity Ratio", f fore , is listed in Table 1 for each IRDC. Then we derive an estimate of the true intensity of the radiation field just behind the cloud, I ν,0 , from that measured via interpolation of the cloud images, I ν,0,obs , via
We also estimate the true intensity of the radiation field just in front of the cloud, I ν,1 from that measured directly from the cloud images, I ν,1,obs , via
Typical values of f fore are about 15%, with values up to 33% for the most distant cloud, D, at 5.7 kpc. As an example of the size of the corrections to Σ resulting from the foreground subtraction, consider cloud C, for which f fore = 0.266, I ν,0,obs ≃ 100 MJy sr −1 and I ν,1,obs ≃ 50 MJy sr −1 in the darkest part of the cloud. For these regions, one would derive Σ ≃ 0.092 g cm with this correction.
Our estimate of f fore is uncertain due to small scale spatial variations in the hot dust emission in the Galaxy. Also, we are typically measuring I ν,0,obs from regions relatively close to the IRDC of interest. Such regions are likely to overlap with the GMC hosting the IRDC, and thus have higher than average extinction of the integrated Galactic background emission. This will cause us to tend to underestimate f fore and thus Σ. An upper limit to f fore is provided by the minimum value of I ν,1,obs for each cloud. For example, for Cloud C this is about 40 MJy sr −1 intensity units, so that for a background of 100 MJy sr −1 , the maximum value of f fore ≃ 0.4. Uncertainties in f fore are one of the major reasons for restricting the extinction mapping analysis to relatively nearby clouds.
3.2. Background Estimation 3.2.1. Large-Scale Median Filter (LMF) A relatively simple way of estimating the diffuse IR background at a given location behind an IRDC is to take a median average of a region (i.e. filter) centered on the location of interest and that is large compared to the cloud. This method was applied by Simon et al. (2006a) to model the Galactic background from MSX images to then identify IRDCs as high contrast features. Li & Draine (2001) . Middle: Filter response of IRAC bands 1-4 and the MIPS 24 µm band. Bottom: Dust opacities (per gas mass) from Weingartner & Draine (2001) as updated by Draine (2003) : Model with R V = 3.1 (solid line), R V = 5.5 (dotted line), R V = 5.5 case B (dashed line). These opacities include scattering, which is about a 40% of total effect at 3 µm, but only a 2% effect at 8 µm. The long-dashed line shows the thin ice mantle MRN model (only contribution from κ abs per gas mass is shown) of Ossenkopf & Henning (1994) .
The dot-dashed line shows this model after 10 5 yr of coagulation at a density of n H = 10 6 cm −3 . The background and filter-weighted opacities are listed in Table 2 .
This method will only capture background fluctuations on scales larger than the cloud. Indeed if the filter becomes too small, i.e. with a size comparable to the cloud, then the derived background will become influenced by the cloud itself and will be underestimated.
For simplicity, we adopt a square-shaped filter for this method. After some experimentation and given the sizes of the IRDCs in our sample, we chose a filter size of 13 ′ , i.e. 650 Spitzer-GLIMPSE image pixels. We evaluate the background on a uniform grid with spacings of 24 ′′ . At each location, we first consider the full distribution of pixel intensities, and evaluate the mode. Since the high-end tail of this distribution, due to extended bright sources and stars, was typically much larger than the low-end tail, due to the IRDC, we excluded pixels that had intensities twice the value of the mode, and then found the median value of the remaining distribution. This value was assigned to I ν,0,obs for all the pixels in the 24 ′′ × 24 ′′ square sharing the same center as the 13 ′ filter. This Large Scale Median Filter (LMF) method is illustrated for cloud C in the left-hand panels of Figure 2 . The distribution of pixel intensities is shown in Figure 3 . Note that there will be some regions where the estimated value of I ν,1 is greater than that of I ν,0 . This can arise because of foreground or background stars, or because of small fluctuations in the true background intensity that are not captured by the large scale averaging used in the model. Examining the distribution of intensi- ties in the LMF, we find the FWHM of the distribution. We set those pixels with I ν,1 > I ν,0 + 0.5FWHM, equal to I ν,0 so that the derived Σ at this location is zero. These regions are typically stars or bright emission regions. The remaining pixels with I ν,1 > I ν,0 are allowed to yield a negative value of Σ, which helps prevent small scale fluctuations (which can include instrument noise) from biasing the total mass in a region to positive values.
Small-Scale Median Filter (SMF)
In order to resolve smaller-scale variations in the IR background, but without having the median filter estimate be affected by the IRDC, we develop a second method, which uses a small-scale median filter in regions outside a defined cloud boundary and an interpolation scheme inside this boundary. For cloud boundaries, we utilize the ellipses defined by Simon et al. (2006a) from their study of MSX images of the clouds. We set the filter size to be one third of the major axis of this ellipse. The method of estimating the median pixel intensity used for the LMF ( §3.2.1) is repeated for the region outside the cloud ellipse.
For each image pixel inside the IRDC ellipse we estimate I ν,0,obs by interpolating from values of I ν,0,obs outside of the ellipse that are within an angular distance equal to the semi-major axis of the ellipse, weighting by the inverse square of the angular separation, so that the innermost annuli dominate the average. This Small-Scale Median Filter (SMF) method is illustrated for cloud C in the right-hand panels of Figure 2 . Here, and also in Figure 4 , we compare the LMF and SMF estimates of I ν,0 , finding typical variations at the level of 10%. A 10% uncertainty in I ν,0 corresponds to a mass surface density of 0.013 g cm −2 . We conclude that systematic uncertainties in background estimation set a minimum threshold Σ, below which the mid-IR extinction mapping method becomes unreliable.
Here, we also note that the GLIMPSE images are occasionally prone to certain artifacts, e.g. changes in diffuse intensity along diagonal bands and stripes (see cloud B and D images below), which will introduce additional uncertainties in these regions. The SMF method improves upon the LMF method in reducing the effect of these artifacts.
Orthogonal Strips Across Filamentary IRDCs
To further test the accuracy of the LMF and SMF methods, we consider the structure of the IR background on very small scales across a filamentary IRDC (cloud H). We choose two strips, approximately orthogonal to regions of the IRDC that are very filamentary (i.e. thin) and free of stars (see Figure 5 ). The median image intensities are evaluated along these strips ( Figure 6 ). A linear fit for the IR background is fit to regions of the strip judged to be free of cloud material. This is a somewhat subjective process, since it is hard to distinguish between small-scale background variations and additional absorbing components. Nevertheless, we expect this estimate of the background intensity just behind the filament to be more accurate than the LMF and SMF methods, because the interpolation behind the filament is over a very small angular scale (about a few tens of arcseconds) and the background appears to be quite smooth in this general region.
The ratio of the LMF and SMF estimates of the background across the strips compared to that directly estimated from the strips is shown in Figure 6 . We also show the derived column densities. We see that the variations in the background estimates are relatively small, at approximately the 10% level, similar to the variations between the LMF and SMF methods seen in cloud C, and again corresponding to mass surface density uncertainties of ≃ 0.013 g cm −2 .
RESULTS

Mass Surface Density Maps and Distributions
The mass surface density maps derived using the SMF method for the remaining 9 clouds are presented in Figures 7-9 with a uniform scale range in Σ. These IRDCs exhibit a variety of morphologies, ranging from very filamentary (clouds F and H) to those with more apparently spherical distributions (clouds C and E). The derived mass surface densities range up to ≃ 0.35 g cm −2 , which is likely to be dependent on the angular resolution of the images. As is apparent from the 8 µm images, some of the clouds have a few apparently embedded sources, which cause localized regions in the clouds to be IR-bright, and thus not amenable to our extinction mapping technique.
In figure 10 we show the mass-weighted probability distribution functions (PDFs) with Σ (evaluated with the SMF method) of the 10 IRDCs using the regions inside their Simon et al. (2006a) ellipses. Here we define M ′ as the mass fraction, normalized over the distribution of pixels with Σ > 0. In figure 11 we show the same PDF but now as a function of Σ/Σ, whereΣ is the mean Σ (area-weighted over pixels which have Σ > 0). The values ofΣ are listed in Table 1 .
The distributions of Σ/Σ show the most similarity for Σ/Σ < 0.5. The high-side of the distributions do show a wide variety of profiles: there is a large range of mass fractions at mass surface densities that are, for example, 3 times greater than the mean. Cloud J has the narrowest PDF, while cloud C has the broadest and one of the most skewed distributions. We caution that our derived IRDC PDFs are likely to be sensitive to the geometry of the ellipse that was chosen to represent the IRDC. For example this can affect the normalization ofΣ (although note we restrict its calculation over only the area of the cloud for which we measure Σ > 0).
In the lower panel of Figure 11 we make a qualitative comparison of these results with the shapes of Σ/Σ PDFs resulting from different astrophysical sources of turbulence as modeled in two sets of published numerical simulations. Offner, Klein, & McKee (2008) presented simulations of isothermal driven turbulence to maintain a mean 1D Mach number of about 5 in which self-gravity was then turned on at a particular time. One expects clouds with higher Mach number turbulence to have broader PDFs of Σ/Σ, as stronger shocks lead to greater contrasts between regions of compression and rarefaction. Clouds that are more strongly self-gravitating also have broader PDFs. Self-gravity also tends to skew the PDFs towards the high-value side. Figure 11 shows two examples from these simulations: one is before self-gravity has been initiated, so is representative of the Σ/Σ PDF from hydrodynamic Mach 4.7 (1D) driven turbulence with a Burgers P (k) ∝ k −2 power spectrum; the other, which has a similar Mach number of 4.9, is after self-gravity has been allowed to develop structures for about 1 mean simulation free-fall time while the turbulence is still being driven and is somewhat broader as a result (14.2% of the gas mass has collapsed into sink particles by this time; the PDF is normalized to the total remaining gas mass). Nakamura & Li (2007) presented simulations of magnetized protostellar outflow driven turbulence. The driving scale is relatively small compared to the simulation box, and the sources are centrally concentrated in the box. Their formation is sporadic as the global clump collapses: we show results after 1.5 global gravitational collapse times, when about 80 protostars have formed. Furthermore there is a large scale direction to the initial magnetic field, which has a mean dimensionless flux-tomass ratio of 0.52 (in units of the critical value, 2πG 1/2 [Nakano & Nakamura 1978] ), decreasing to 0.19 in the clump center. The mean value corresponds to about 75 µG for the fiducial simulation parameters. This inhibits perpendicular motions, as can be seen from the narrowness of the Σ/Σ PDF derived looking along the field direction compared to perpendicular to it (Figure 11 ; these distributions correspond to the models shown in Figure 7 of Nakamura & Li [2007] ).
A comparison of the observed and simulated Σ/Σ PDFs shows that the ensemble of the observed distributions can be qualitatively accounted for by the range of simulations shown, although the observed IRDCs generally have narrower distributions. However, we are not able to exclude the possibility that other numerical models involving different physics, e.g. a larger degree of magnetic support, and/or other parameters could not also explain the observed clouds. Since most of the IRDCs have relatively narrow PDFs compared to the Mach 5 turbulence models, this may indicate that these clouds have smaller turbulent velocity dispersions and/or that dynamically important magnetic fields are present. The protostellar outflow driven turbulence models generally have broader Σ/Σ PDFs than the observed IRDCs, and this may indicate these models are more applicable to later evolutionary stages of star cluster formation. However, they do illustrate the effects of dynamically important large-scale magnetic fields in creating narrower Σ/Σ PDFs for viewing directions along the field lines.
Observations of the velocity structure of these IRDCs as traced by molecular line emission can help to further test the nature of turbulence present in the early stages of star cluster formation. The extinction mapping technique we have presented also opens up the possibility of studying the Σ/Σ PDF as a function of IRDCΣ, M and embedded stellar content. We defer a more quantitative study of these dependencies and a quantitative comparison of the Σ/Σ PDFs to those formed in numerical simulations to a future study.
Cloud and Core Masses
Given the (kinematic) distance to each cloud (Simon et al. 2006a ), we convert our Σ estimates into mass estimates. For a typical distance of 3 kpc, each 2.0 ′′ resolution element at 8 µm (i.e. the mean FWHM of the point response function) corresponds to a linear scale of 0.029 pc, and if this has a typical Σ of 0.1 g cm −2 , this corresponds to a mass of 0.41 M ⊙ . We see that the mid-IR extinction mapping technique has the potential to probe relatively low mass scales.
In Table 1 we list the total cloud masses derived by Figure 7 , but now, from top to bottom, the clouds are: Cloud E (G028.67+00.13), Cloud F (G034.43+00.24), Cloud G (G034.77−00.55). the LMF and SMF extinction mapping methods. Note, these are the masses inside the elliptical regions defined by Simon et al. (2006a) from MSX images, and thus are not necessarily particularly close representations of the morphologies revealed by Spitzer IRAC. We find a mean fractional difference of 35% between these two mass estimates. We regard the SMF mass estimate as being more accurate. Uncertainties in both methods will grow for larger clouds with lower mean mass surface densities (i.e. smaller contrasts against the background). Note also this extinction mapping technique is not sensitive to a uniform screen of matter that covers both the region of the IRDC and the region where the background is estimated. A comparison of extinction-derived cloud masses and mass surface densities with the properties inferred by molecular line emission, such as 13 CO, will be presented in a separate study (A. K. Hernandez & J. C. Tan, in prep.) .
The extinction mass estimates are expected to become more accurate at high values of Σ. Each of the IRDCs in our sample contains dense cores studied by their mm dust continuum emission by Rathborne et al. (2006) . We first identify those cores which are amenable to extinction mapping (i.e. do not contain bright 8 µm emission). Cores identified by Rathborne et al. (2006) as being mid-IR bright (labelled "(e)" in Table 3 ) were excluded. We also excluded cores overlapping with fainter IR sources, if the area affected by the sources was greater than about 10% of the core. Finally, we excluded cores with very low surface densities, Σ < 0.02 g cm −2 , since the extinction mapping method becomes very unreliable at these levels due to uncertainties in the background estimation.
For our selected cores, we summed the mass inside a circular area centered on each core position with radius equal to half the angular FWHM diameter of Gaussian fits that Rathborne et al. (2006) fitted to their mm continuum images. Note the quoted angular FWHM diameters are typically about a factor of 1.09 times larger than the deconvolved FWHM diameters, so our areal integration actually extends out to about 0.545 true FWHM diameters from the core center. The total core masses quoted by Rathborne et al., which are evaulated by in- tegrating over the whole 2D Gaussian distribution, will thus be a factor of 1.78 larger than that contained in this angular area, so we reduce their masses by a factor of 0.562. Their mass estimates involved assuming T = 15 K, a dust opacity per mass of dust of κ 1.2mm = 1.0 cm 2 g −1 (Ossenkopf & Henning 1994 ), a gas-to-dust mass ratio of 100, and graybody emission with emissivity index β = 2. In the context of the Ossenkopf & Henning (1994) dust model with thin ice mantles, coagulated for 10 5 yr at n H = 10 6 cm −3 , which is the closest to our adopted 8 µm opacity, the interpolated 1.2 mm opacity is 1.056 cm 2 g −1 , i.e. 5.6% higher than assumed by Rathborne et al. (2006), so we further reduce their masses by a factor 0.947. Our calculation of Σ from dust extinction assumed a gas-to-dust ratio of 156, which was that adopted for the Ossenkopf & Henning (1994) coagulation model. If this same ratio is applied to the mm emission masses, then the derived masses would be raised by 1.56 from the Rathborne et al. estimates. These three effects imply the Rathborne et al. quoted core masses should be reduced by a factor of 0.830 for a fair comparison with our extinction masses. Note, we use the same distance adopted by Rathborne et al. to the cores. In Table 3 and Figure 12 we compare the mm dust emission and mid-IR dust extinction mass estimates.
We find generally very good agreement between these different methods. The dispersion in the ratios of the LMF and SMF estimates is about 15%. Comparing to the mm emission masses, the logarithmic average of M mm /M SMF is 1.08 with a dispersion of a factor of 1.8. This small systematic offset may be somewhat fortuitous given the systematic errors inherent to both methods. The possibility of correlations of M mm /M SMF with core properties is discussed below.
4.3. Correlations of Core M mm /M SMF with Density as Evidence for Grain Growth We also use our SMF extinction mass to calculate a volume-averaged H number density in each core, n H,SMF , assuming spherical geometry. We find values in the rangen H,SMF ≃ 10 4 − 10 5 cm −3 . We examine the ratio of M mm /M SMF as a function of core density in Figure 13 . The best fit power law relation is (M mm /M SMF ) ∝n −0.33 H,SMF . Considering the Spearman rank-order correlation, the probability of a chance correlation is 0.0036. Since M SMF andn H,SMF are correlated via the observable Σ SMF , we also examine the correlation of (M mm /M SMF ) with M SMF , Σ SMF (Figure 12 ), core radius, r, and core distance ( Figure 13 ). We find probabilities of chance (anti)correlation of 0.28, 0.018, 0.99, and 0.43 respectively, i.e. there is no significant correlation of (M mm /M SMF ) with M SMF , r, and distance, and there is a marginally significant anticorrelation with Σ SMF . The most significant trend is the anticorrelation of (M mm /M SMF ) with density.
One possible explanation for this observed trend is a systematic change in dust opacities at 8µm and 1.2 mm caused by grain growth, since M mm /M SMF ∝ κ 8µm /κ 1.2mm . For example, the thin ice mantle model of Ossenkopf & Henning (1994) predicts κ IRAC8µm /κ 1.2mm decreases by a factor of 0.68 after coagulation for approximately 10 6 yr at a density of n H = 10 5 cm −3 (or 10 7 yr at a density of n H = 10 4 cm −3 ). The ratio decreases only slightly in the limit of further coagulation. Comparison of the uncoagulated bare grain and thin ice mantle models of Ossenkopf & Henning (1994) shows that κ 8µm /κ 1.2mm decreases by about a factor of 0.75 by the formation of ice mantles. Thus a total factor of about 0.5 decrease in M mm /M SMF , i.e. about that observed in our cores as the mean density changes from ∼ 10 4 cm −3
to ∼ 10 5 cm −3 , could be explained by a combination of ice mantle formation and grain growth. Note the typical density in the cores could be higher than the mean volume averaged value if they are clumpy.
Systematic temperature changes may also lead to changes in M mm /M SMF , via the estimate of M mm . One does expect colder temperatures at higher densities, which would lead to M mm being relatively underestimated at high densities under the constant temperature assumption of Rathborne et al. (2006) . For example, adopting a temperature of 10 K rather than 15 K would raise M mm by a factor of 1.9, which is enough to account for the observed trend of M mm /M SMF with density.
We conclude that this IRDC core population, as the mean density increases from ∼ 10 4 cm −3 to ∼ 10 5 cm −3 , shows tentative evidence for either opacity changes that are consistent with models of ice mantle formation and grain coagulation, or a temperature decrease of ∼ 5 K. Systematic follow up of these cores with NH 3 observations to measure temperature, as has been done in some IRDCs (e.g. Sridharan et al. 2005; Pillai et al. 2006 , Wang et al. 2008 , can help to distinguish these possibilities.
Evidence for grain growth has previously been reported in the low-mass core B68 by Bergin et al. (2006) , based on low gas-to-dust temperature coupling rates. Bianchi et al. (2003) considered ratios of 850 µm and 1.2 mm opacities to visual opacities in B68, finding no conclusive evidence for grain growth. Keto & Caselli (2008) require increased dust opacities due to large, fluffy grains to explain the ≤ 7 K temperatures observed in the centers of some low-mass starless cores. Flower, Pineau des Forêts, & Walmsley (2005 , 2006 considered the chemical implications of grain growth, finding it causes an increase in the electron fraction and the ratio of H + /H + 3 , and can have moderate effects on the observed differential freezeout of nitrogen and carbon bearing species. Vastel et al. (2006) required grains larger than 0.3µm to reproduce the ortho-H 2 D + observations in the prestellar core L1544. A systematic molecular line study of our studied IRDC cores to test for the above chemical effects and any correlation with M mm /M SMF would be useful.
CONCLUSIONS
We have presented a new method of diffuse mid-IR (8µm) extinction mapping of infrared dark clouds to probe the initial conditions for massive star and star cluster formation. The technique can naturally probe to higher mass surface densities than NIR extinction mapping using background stars and provides an estimate of the mass surface density at scales that are only limited by the resolution of the mid-IR image (e.g. a couple of arcseconds for Spitzer IRAC). However, the method involves a spatial interpolation and smoothing of the diffuse background, which inevitably introduces additional uncertainties. In particular it is a relative mass surface density of the cloud compared to the region used to ascertain the background that is derived. Also, small scale background fluctuations are not captured and local regions containing mid-IR bright sources cannot be treated. One of the largest uncertainties for more distant clouds is the correction for foreground mid-IR emission from hot dust, and so we have generally restricted the analysis to relatively nearby clouds.
We have examined three different methods of estimating the diffuse background behind IRDCs. The Largescale Median Filter (LMF) method is the simplest by not requiring information about the cloud size or location, but then must smooth over relatively large scales. The Small-scale Median Filter (SMF) achieves higher spatial resolution of the background given defined cloud boundaries, and we generally regard this method as being more accurate where such information is available. Finally, for very thin, filamentary clouds, more detailed background fitting can be attempted by considering perpendicular strips across the filament. Comparing these methods on a sample of 10 IRDCs we find systematic differences due to background fitting at about the 10% level. This means that the mid-IR extinction mapping technique becomes unreliable for Σ 0.013 g cm −2 (given our adopted fiducial 8 µm [Spitzer IRAC Band 4 and diffuse Galactic background spectrum weighted] opacity of 7.5 cm 2 g −1 ). We have then used this method to measure the mass surface densities of the 10 IRDCs. The probability distribution functions of Σ for these clouds show a range of shapes, that is qualitatively consistent with that expected in numerical simulations of turbulence, though the relatively narrow distributions of the observed clouds indicate that the Mach numbers are probably 5 and/or that magnetic fields are dynamically important. A more quantitative comparison of the observed clouds with numerical models, and a search for evolutionary trends associated with the development of self-gravitating structures is planned for a future study.
Given IRDC kinematic distances, we then estimate masses of the clouds and, more accurately, of their dense cores. Comparing to mass estimates from mm dust continuum emission (Rathborne et al. 2006 ) we find very good agreement: a 10% systematic offset for the population of 43 studied cores, and a dispersion of less than a factor of two in the distribution.
Finally, we examine the ratio of masses estimated by mm dust emission to those found from mid-IR dust extinction as a function of core density, tentatively finding a trend which can be explained as being due to opacity changes due to ice mantle formation and grain growth or by a temperature decrease of about 5 K in the densest cores. Future studies of the mid-IR extinction law in these cores and molecular line studies of their chemistry can help to test the reality of this result and distinguish between these explanations.
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