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A GLOBAL BIFURCATION THEOREM FOR CRITICAL VALUES OF C1
MAPS IN BANACH SPACES
PABLO AMSTER, PIERLUIGI BENEVIERI, AND JULIAN HADDAD
Abstract. We present a global bifurcation result for critical values of C1 maps in Banach
spaces. The approach is topological based on homotopy equivalence of pairs of topological
spaces. For C2 maps, we prove a particular global bifurcation result, based on the notion of
spectral flow.
1. Introduction
In this paper we present a global bifurcation result for critical values of a C1 map in Banach
spaces. We proceed in the general spirit of the family of works that uses topological methods,
whose origin can be found in the textbook of Krasnoselskij [18] in 1964 and the paper of
Rabinowitz [23] in 1971, even though, we must emphasize, their results concern bifurcation of
solutions of particular equations, while ours are related to bifurcation of critical values, that
is, target values of a particular function.
Krasnoselskij obtains the following local bifurcation theorem, which we recall in a simplified
version. Let X be a real Banach space. Consider a map f : R×X → X of the form
f(λ, x) = x− λC(x),
where C is non-linear, compact, Fre´chet differentiable at x = 0 and such that C(0) = 0.
We use the term “compact” for a continuous map sending bounded subsets of the domain to
relatively compact subsets of the target space. The solutions of the equation
f(λ, x) = 0 (1.1)
of the form (λ, 0) are called trivial and a real number λ0 is called a bifurcation point of (1.1)
if every neighborhood of (λ0, 0) in R × X contains nontrivial solutions. It is immediate to
notice that a necessary condition for λ0 to be a bifurcation point is that the linear operator
I−λ0C
′(0) is not invertible, that is, λ0 is a characteristic value of the Fre´chet derivative C
′(0)
of C at zero (which is a compact linear operator).
Krasnoselskij proves that λ0 is a bifurcation point of (1.1) if it is a characteristic value of
C ′(0) of odd algebraic multiplicity. Rabinowitz extends this result, proving a so called global
bifurcation theorem, i.e., showing that there exists a connected set R of nontrivial solutions
whose closure contains (λ0, 0) and such that at least one of the two alternatives is verified:
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i) R is unbounded,
ii) the closure of R meets a point of the form (λ1, 0) with λ0 6= λ1.
It is obvious why Krasnoselskij’s result is usually called local, while Rabinowitz’s one global.
The approaches of the two authors are based on the application of the Leray–Schauder degree.
It is not possible to explain here such a method in details. We limit ourselves to recall the
following idea: take λ ∈ R. If I − λC ′(0) is an automorphism of X, we simply denote by the
symbol degLS(I−λC
′(0)) the Leray–Schauder degree of the triple (I−λC ′(0), U, 0), where U is
any open bounded subset of X containing the origin. Such a value could be 1 or −1, while the
Leray–Schauder degree of any triple (I− λˆC ′(0), U, 0) is not defined when λˆ is a characteristic
value of C ′(0). The degree is also locally constant, when defined, with respect to λ. It can be
proven that, when λ crosses a characteristic value λˆ, degLS(I − λC
′(0)) changes sign if and
only if λˆ has odd algebraic multiplicity. This sign jump is crucial to obtain bifurcation. If,
otherwise, the algebraic multiplicity of λˆ is even, this point could be (or not) a bifurcation
point, but the degree does not help to give an answer.
Now, two interesting facts happen:
a) if, in the equation (1.1), X is a real separable Hilbert space and C ′(0) is a symmetric
(i.e., self-adjoint) operator, then every characteristic value of C ′(0) is a bifurcation
point;
b) in some cases, the bifurcation points that are characteristic values of C ′(0) of even
algebraic multiplicity do not produce a “global bifurcation branch” in the sense of
Rabinowitz’s Theorem.
Some questions have been quite naturally stimulated in the last decades and in recent years
by the above facts: if one tackles a more general problem than (1.1), is it possible to find a
more general degree theory to detect local or global bifurcation? what about more sofisticated
topological methods? why do we observe, in some cases, local and not global bifurcation?
More general topological degree theories have been introduced, extending the Leray–Schau-
der degree to compact and non-compact perturbations - also multivalued perturbations -
of nonlinear Fredholm maps between Banach spaces (see, e.g., [2, 3, 4, 10, 11, 12, 13, 22,
28]). Consequently, local and global bifurcation results have been obtained for more general
problems than (1.1). We actually have an enormous literature.
Consider for example a Banach space X and a C1 map f : R×X → X. Assume f(λ, 0) = 0
for λ ∈ R. Suppose that, for any (λ, x), the Fre´chet derivative ∂2f(λ, x) of f with respect to
the second variable at (λ, x) is a Fredholm operator of index zero. With a particular notion of
orientation for Fredholm maps in (possibly infinite dimensional) Banach spaces, it is possible
to define a topological degree for any partial map f(λ, ·) (see [2, 7]). Given λ ∈ R, denote by
Lλ = ∂2f(λ, 0). Suppose λ0 is such that Lλ is an isomorphism for |λ−λ0| small and nonzero.
If the degree of Lλ has a sign jump when λ crosses λ0, then λ0 turns out to be a bifurcation
point of f(λ, x) = 0 with a global bifurcation behavior. Analogously to the case of compact
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perturbations of the identity studied by Krasnoselskij and Rabinowitz, also in this case the
lack of sign jump of the degree does not say anything about bifurcation.
In the self-adjoint case, the Morse index is a useful tool to detect local bifurcation (but not
global, see the above remark b) in some cases for which the degree does not help. Consider
a separable real Hilbert space H. It is known that, given a self-adjoint Fredholm operator
T : H → H, there exists a unique orthogonal splitting of H,
H = V −(T )⊕ V +(T )⊕ kerT,
such that V −(T ) and V +(T ) are T -invariant, the quadratic form x 7→ 〈Tx, x〉 is negative
definite on V −(T ) and positive definite on V +(T ).
With a slight abuse of notation, we will refer to V −(T ) and V +(T ) as the negative and the
positive eigenspaces of T , respectively. The Morse index of T , denoted by µ(T ), is defined as
the dimension of V −(T ) if it is finite. The following local bifurcation result can be found in
the textbook [20] by Mawhin and Willem (see also [25] and [14]). They consider a compact
interval [a, b] and an open neighbourhood U of [a, b] × {0} in R × H. Given a C2 map
ψ : U → R, denote by Lλ the Hessian of ψλ := ψ(λ, ·) at zero, that is, the second derivative
of ψ with respect to second variable at the point (λ, 0).
Theorem A. In the above notation, assume that 0 ∈ H is a critical point of the functional
ψλ for every λ ∈ [a, b]. In addition, assume that Lλ : H → H is a Fredholm operator and
suppose that the negative eigenspace V −(Lλ) is finite dimensional for every λ ∈ [a, b]. If
µ(La) 6= µ(Lb),
then the interval [a, b] contains a bifurcation point.
The above important result does not apply in the important case when the operators Lλ
are so called “strongly indefinite”, that is, when their positive and negative eigenspaces have
infinite dimension. In order to extend the above result, in a series of papers by Fitzpatrick,
Pejsachowicz, Recht, Waterstraat [14, 15, 21] a bifurcation problem for a Hamiltonian system
is investigated by the application of the spectral flow. The spectral flow has been introduced by
Athiyah, Patodi and Singer in [1] and it is a topologically invariant integer number associated
to continuous path of self-adjoint Fredholm operators, Lλ, λ ∈ [a, b], in a separable real Hilbert
spaceH. The spectral flow can be defined by different equivalent methods. In the next section
we will summarize its construction, following the approach of Fitzpatrick, Pejsachowicz and
Recht [14]. Here, we limit ourselves to observe that
sf(L, [a, b]) = µ(Lb)− µ(la)
when both sides of the above equality are meaningful. In [14] it is proven the following
extension of Theorem A.
4 P. AMSTER, P. BENEVIERI, AND J. HADDAD
Theorem B. (Fitzpatrick, Pejsachowicz, Recht) Let H be a separable real Hilbert space
and let ψ : R ×H → R be a C2 function such that, for each λ ∈ R, x = 0 is a critical point
of the functional ψλ := ψ(λ, ·). Assume that the Hessian Lλ of ψλ at 0 is Fredholm and that
La and Lb are nonsingular for suitable a, b. If sf(L, [a, b]) 6= 0, then every neighborhood of
[a, b]× {0} contains points (λ, x) such that x 6= 0 and is a critical point of ψλ.
As previously recalled, the Leray–Schauder degree has been extended in various directions
in recent years. Without entering into details, let us just use here a notion of topological
degree for a linear Fredholm operator L : E →F between two real Banach spaces that has
been introduced by Mawhin (see [19]) and that can be defined for some type of perturbations of
linear Fredholm operators between (not necessarily coinciding) Banach spaces. If T : E → F
is an isomorphism between two Banach spaces E and F , the degree with respect to L and
any open subset of E containing zero, deg(T ), is ±1, depending on a particular concept of
orientation induced in the construction (we cannot enter into details here). Coming back to
the setting of Theorem B above, one can prove (see [14]) that
(−1)sf(L,[a,b]) = deg(La) · deg(Lb).
The above equality explains why the spectral flow is a finer invariant than the degree to
detect bifurcation, even if it can be applied in a more restricted context. The spectral flow
could be nonzero with a lack of sign jump of the degree. In other words, the spectral flow
detects bifurcation, if does not vanish, in some cases when the degree does not.
On the other hand, the spectral flow helps to prove local bifurcation results, as in Theorem
B, and it seems unable to provide global bifurcation results. The reason is probably due
to the fact that the spectral flow is defined for linear operators, while the degree works in
nonlinear maps (see Example 3.4 below). A nonlinear version of the spectral flow could help
to obtain global bifurcation results, but to the best of our knowledge it does not exist, and
its construction (if possible) is an interesting and challenging open problem in Functional
Analysis.
Motivated by these difficulties, in this paper we face a different problem focusing our
attention on bifurcation of target values of a suitable function. Our main result, Theorem
3.2 below, shows the existence of a global bifurcation branch of critical values of a C1 map
f : R×X → R, where X is a real Banach space and some topological conditions are verified.
This result includes the particular case when X is a separable Hilbert space, f is C2, the
Hessians of f with respect to the second variable at the points (λ, 0),
Lλ :=
∂2f
∂x2
(λ, 0) : H → H,
are Fredholm and a sufficient condition to obtain bifurcation is given in terms of Morse index
(Theorem 3.3). We also obtain a third global bifurcation result, also for the C2 case, when the
Hessians Lλ are strongly indefinite and the Morse index is not defined. Adding a particular
TITLE 5
strong compactness assumption, which seems unremovable, we prove a global bifurcation
result if the spectral flow of Lλ in a suitable interval is nonzero (Theorem 6.1).
In our first theorem, we obtain the bifurcation result assuming that two suitable topological
pairs of inverse images of the map fλ are not homotopically equivalent, for two different values
of the parameter λ. This condition is sufficient to give bifurcation when combined with other
assumptions (see below), such as a special Palais-Smale type condition.
The paper is organized as follows. In Section 2 we recall some basic notions of homotopic
equivalence of topological pairs and we summarize the construction of the spectral flow. In
Section 3 we present the bifurcation problem and we state our main results, Theorems 3.2 and
3.3 below. In section 4 we show some technical results concerning deformation and retraction
properties which are used in the proofs of our main results. Such deformations results are
original and have in our opinion some independent interest. Section 5 is devoted to the proof
of Theorems 3.2 and 3.3. Finally, in Section 6 we provide a bifurcation theorem for strongly
indefinite functionals where the corresponding invariant for the Hessian is the spectral flow.
2. Preliminaries
First of all, let us summarize the construction of the spectral flow in the approach followed
by Fitzpatrick, Pejsachowicz and Recht in [14]. Let H be an infinite dimensional separable
real Hilbert space. Consider an orthogonal decomposition
H = H+ ⊕H−, (2.1)
with H+ and H− of infinite dimension. We call symmetry the linear operator J : H → H
which can be represented, in the splitting (2.1), by the block-matrix of operators(
IdH+ 0
0 −IdH−
)
.
Observe that we have infinitely many symmetries ofH, depending of splittings like the (2.1),
and that J 2 = Id for any symmetry J . Let {e±n , n ∈ N} be two Hilbert bases of H+ and
H−, respectively, and call Hn the 2n-dimensional subspace of H generated by {e
±
k , k ≤ n}.
Denote by Pn : H → Hn the orthogonal projection. Consider a self-adjoint compact linear
operator K : H → H and denote L = J +K. Denote by Ln : Hn → Hn the operator given
by Ln = PnLHn and call signature of Ln the integer number
signLn = µ(−Ln)− µ(Ln),
where, as already said, µ(·) is the Morse index of the considered operator. In [14, Lemma 1.1]
the following result is proven:
suppose that the above operator L = J + K is an automorphism of H. Then, there is a
positive integer N such that signLn is constant if n ≥ N .
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The above eventually constant integer is called generalized signature of L with respect to
J and is denoted by signJ (L). It is possible to prove that this integer actually depends on
the symmetry J (as the notation suggests), but not on the chosen Hilbert bases {e±n } of the
subspaces of H produced by J .
Consider now a continuous path Kλ, λ ∈ [a, b] of self-adjoint compact operators of H
with La and Lb automorphisms. Given a symmetry J of H, the spectral flow of the path
L : [a, b]→ L(H), Lλ = J +Kλ is defined as
sf(L, [a, b]) =
signJ (Lb)− signJ (La)
2
(2.2)
One can prove that the above formula does not depend on J even though signJ (La) and
signJ (Lb) do.
The definition of specral flow can be extended to any continuous path of self-adjoint Fred-
holm operators Lλ, λ ∈ [a, b], such that La and Lb are invertible. In the particular case when
Lλ = T +Kλ, where T is Fredholm and self-adjoint and Kλ is compact, the spectral flow is
defined as
sf(L, [a, b]) = dim(V −(La) ∩ V
+(Lb))− dim(V
−(Lb) ∩ V
+(La)), (2.3)
which is finite. In the case of a general path of self-adjoint Fredholm operators Lλ, it can be
proven the existence of a path Mλ of automorphisms of H (called cogredient parametrix ) such
that
M∗λLλMλ = T +Kλ,
where M∗λ is the adjoint of Mλ, T is Fredholm and self-adjoint and Kλ is compact. Hence,
the definition sf(L, [a, b]) is given by (2.3) applied to T +Kλ and this does not depend on the
choice of Mλ.
We now recall some basic definitions of homotopy theory. Consider a pair of topological
spaces, that is, a pair (X,A) such that A ⊆ X. A function between pairs of topological
spaces F : (X,A) → (Y,B) is a continuous function F : X → Y such that F (A) ⊆ B. Two
functions F,G : (X,A) → (Y,B) are homotopic if there exists H : [0, 1] ×X → Y such that
H(0, x) = F (x), H(1, x) = G(x) and H(t, x) ∈ B for all x ∈ A and all t ∈ [0, 1]. Two pairs
(X,A) and (Y,B) are homotopically equivalent if there exist two functions F : (X,A)→ (Y,B)
and G : (Y,B)→ (X,A) such that G◦F and F ◦G are homotopic to the identity (as functions
between pairs). If this is the case, we have isomorphisms in the relative homology groups
Hi(X,A) ∼= Hi(Y,B) for every i, see for example [8, pag. 118]. It suffices to consider here
singular homology with coefficients in R.
For a continuous function ϕ : X → R, a critical point x ∈ X and any k ∈ N we consider
the kth-local critical group Ck(ϕ, x) (see e.g. [5, 20] for the definition). The key ingredient
to prove local bifurcation of critical points is the invariance of the critical groups under small
perturbations. The next theorem is proved in [20, Section 8.9].
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Theorem 2.1. Let U be an open neighbourhood of a given point v in a Hilbert space H and
consider a map ϕ ∈ C2(U,R) having v as the only critical point and satisfying the Palais-Smale
(PS) condition over a closed ball B(v, r) ⊆ U .
Then, there exists η > 0, depending only upon ϕ, such that for any ψ satisfying the same
assumptions the condition
sup
u∈U
(|ψ(u) − ϕ(u)|) + (|∇ψ(u) −∇ϕ(u)|) ≤ η
implies
dimCk(ψ, v) = dimCk(ϕ, v), k ∈ N.
As a consequence, if a function f as in Theorem A has non-vanishing spectral flow between
a and b, then we have
dimCk(fa, 0) 6= dimCk(fb, 0)
and thus 0 ∈ X cannot be isolated as a critical point for every λ.
We will consider a global version of the local critical groups explained by Theorem 2.3
below, that can be found in [5, Theorem 5.1.27]. We need first the following definition.
Definition 2.2. Let ϕ : X → R be any continuous function, denote
ϕ(a) = {x ∈ X/ϕ(x) ≤ a}.
Theorem 2.3. Assume that ϕ : X → R is C1 and satisfies the (PS) condition. Suppose that
c is an isolated critical value of ϕ, where the critical points of ϕ in ϕ−1(c) are z1, . . . , zm.
Then for sufficiently small ε > 0 we have
Hk(ϕ
(c+ε), ϕ(c−ε)) =
m⊕
j=1
Ck(ϕ, zj)
for every k = 0, 1, 2, . . .
Theorem 2.3 will play a central role in the proof of our main results.
3. Main Results
Standing assumption. Let X be a real Banach space. In what follows (and unless
otherwise explicitely stated) f : R×X → R will stand for a C1 map such that
f(λ, 0) = 0 and
∂f
∂x
(λ, 0) = f ′λ(0) = 0, ∀λ ∈ R. (3.1)
The map x ∈ X 7→ f(λ, x), defined for a given real λ, will be also denoted by fλ and its
Fre´chet derivative at a point x by f ′λ(x). The following set
Sf = {(λ, y) ∈ R
2/fλ(x) = y, f
′
λ(x) = 0 for some x ∈ X}
will be called the set of critical pairs. In other words, Sf is the set of pairs (λ, y) such that
y is a critical value of fλ. The line Z = R × {0} ⊆ Sf is regarded as the set of the trivial
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critical pairs. We say that a trivial critical pair (λ0, 0) ∈ Z is a bifurcation point if every
neighbourhood of (λ0, 0) contains non-trivial critical pairs. Then, we see that
Ef := Sf \ Z (3.2)
is the union of the bifurcation points and the non-trivial critical pairs. We will also split,
when necessary, the sets of trivial critical pairs into the following two subsets:
Zin = [−1, 1] × {0} ⊂ R
2, Zout = ((−∞,−1] ∪ [1,∞)) × {0} ⊂ R
2.
Definition 3.1 ((PS)-type conditions). Let I ⊂ R be a compact interval and c ∈ R a given
value. We say that f satisfies the (PS)I,c condition if, for every sequence (λn, xn) ∈ I × X
such that fλn(xn) → c and such that f
′
λn
(xn) → 0 ∈ X
∗, there exists a sub-sequence (xnk)
converging to a point x0 ∈ X.
Let J ⊂ R, we say that f satisfies the (PS)I,J condition if it satisfies the (PS)I,c condition
for every c ∈ J . We say that f satisfies the (PS)R,R condition if it satisfies the (PS)[−N,N ],R
condition for every N ∈ N.
We are now in a position to state the following two theorems which, associated with The-
orem 6.1, are our main results. Actually, Theorem 3.3 is a consequence of Theorem 3.2,
particularly important in applications. The proof of both results will be given in Section 5.
Theorem 3.2. Let f : R×X → R be a C1 function verifying the standing assumption (3.1)
above. Denote by ∂1f : R×X → R the map
∂1f(λ, x) =
∂f
∂λ
(λ, x).
Denote by I the interval [−1, 1] and assume that the following assumptions hold:
i f satisfies the (PS)R,R condition.
ii ∂1f is bounded in the sets of the form
f−1[−N,N ]([−N,N ]) := {(λ, x) ∈ [−N,N ]×X : f(λ, x) ∈ [−N,N ]}, ∀N ∈ N.
iii The trivial critical pairs (−1, 0), (1, 0) are not bifurcation points of f .
iv There exists ε∗ > 0 such that for every 0 < ε < ε∗ the pairs of spaces
(
f
(ε)
−1 , f
(−ε)
−1
)
and
(
f
(ε)
1 , f
(−ε)
1
)
are not homotopically equivalent.
Then, Ef contains a connected subset intersecting Zin which either
1 is unbounded in R2, or else
2 intersects {−1, 1} ×X.
Theorem 3.3. Let H be a separable real Hilbert space and consider a C2 function f : R ×
H → R. Assume that
f(λ, 0) = 0 and ∇fλ(0) = 0, ∀λ ∈ R.
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Denote by I the interval [−1, 1] and assume that the following assumptions hold:
i f satisfies the (PS)R,R condition.
ii ∂1f is bounded in the sets of the form f
−1
[−N,N ]([−N,N ]) for every N ∈ N.
iii For i = −1, 1, the point 0 ∈ H is a non-degenerate critical point and the only critical
point of fi with value 0.
iv Assume that, for every λ ∈ I, the Hessian of f at zero,
Lλ :=
∂2f
∂x2
(λ, 0) : H → H
is Fredholm for every λ ∈ [−1, 1] and suppose
µ(L−1) 6= µ(L1).
where µ denotes the Morse index.
Then the conclusion of Theorem 3.2 holds.
One may ask if Theorem 3.2 works with critical points instead of critical values, as in the
bifurcation theorems of Rabinowitz [23]. The following example shows otherwise.
Example 3.4. A classic problem in analysis consists in proving the existence of a cone
eversion. This is a smooth function c : I × C → R where
C = {x ∈ R2/1 ≤ ‖x‖ ≤ 2},
such that
c(−1, x) = ‖x‖, c(1, x) = −‖x‖
and such that cλ has no critical points in C for λ ∈ I. The existence of such a function may
seem counterintuitive but actually is guaranteed by the Parametric Holonomic Approximation
Theorem, see Example 4.1.1 [9]. An explicit formula for c was computed in [26]. We construct
f : R×X → X with X = R2 as follows.
The formula for c in polar coordinates as given in [26] is
c(λ, (α, r)) = 2t+ g(λ, α) + (r − 2)h(λ, α)
for two functions g, h satisfying (
∂g
∂α
(λ, α), h(λ, α)
)
6= (0, 0)
for all (λ, α).
Consider pa,b(r) = (3a− b+1)r
2 + (−2a+ b− 2)r3 + r4 , which is the polynomial function
satisfying the properties
pa,b(0) = p
′
a,b(0) = 0, pa,b(1) = a, p
′
a,b(1) = b,
and define
f(λ, (α, r)) = pg(λ,α),3h(λ,α)(r).
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We easily verify
i f(λ, x),∇f(λ, x)→ +∞ uniformly in λ, as x→∞.
ii f(λ, 0) = 0, ∇f(λ, 0) = 0 for all λ ∈ I
iii f(−1, (α, r)) = 4r2 − 3r3 + r4
f(1, (α, r)) = −2r2 − r3 + r4
iv ∇f(λ, x) 6= 0 for ‖x‖ = 1, λ ∈ I.
Property (iii) implies sf(f ′(., 0), I) = −2, and in view of the relation between the spectral flow
and the topological index, we have
ind(∇f−1, 0). ind(∇f1, 0) = (−1)
sf(f ′(.,0),I) = 1
and ∇f does not satisfy the necessary hypothesis for the “classical” bifurcation theorem.
Also, one may check that f is in the conditions of Theorem 3.2.
Let
Kf = {(λ, x) ∈ I ×X/∇fλ(x) = 0}
and notice that condition (iv) forces Kf ∩ (I×∂B(0, 1)) = ∅. Then, the connected component
ofKf \ (I × {0}) containing bifurcation points (λ, 0) is inside I×B(0, 1) and does not intersect
the subspaces λ = −1, 1. This is, there is local but not global bifurcation.
The function g1 has a set of non-trivial critical points in X of the form ∂B(0, R) with
R ∈ (1, 2). Actually the connected component of Kf containing {1} × ∂B(0, R) lies outside
I ×B(0, 1) but its image by g crosses the value 0.
This example shows that it is not possible to prove global bifurcation of critical points of
functions having non-vanishing spectral flow.
The proofs of Theorems 3.2 and 3.3 require several lemmas. We start with some results
concerning the level sets and the (PS)I,c condition.
4. Deformation Theorems
We present here some technical lemmas which will play a fundamental role in the proof of
Theorems 3.2 and 3.3. The next lemma is a sort of characterization of the (PS)I,c property.
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In this section, I denotes a real compact interval and the function f is not required to verify
the assumption (3.1).
Lemma 4.1. Let f : R×X → R be a C1 function satisfying the (PS)I,a condition for a given
a ∈ R which is regular value for every fλ, with λ ∈ I. Then, there exist ε, δ > 0 such that
‖f ′λ(x)‖ ≥ ε for every (λ, x) ∈ f
−1
I ((a− δ, a+ δ)).
Proof. Assume by contradiction that there exists a sequence (λn, xn) ∈ I × X such that
‖f ′λn(xn)‖ → 0 and f(λn, xn)→ a. Taking a convergent sub-sequence (λnj) and a convergent
sub-sequence (xnj) given by the (PS)I,a condition, we deduce that a is a singular value. 
Lemma 4.2. Consider a closed set J ⊂ R and let f : R×X → R be a C1 function satisfying
the (PS)I,J condition. Then the set
K = {(λ, c) ∈ I × J/∃x ∈ X, fλ(x) = c, f
′
λ(x) = 0}
is closed.
Proof. Take a convergent sequence (λn, cn) → (λ, c) ∈ I × J, (λn, cn) ∈ K, and consider
xn ∈ X, for any n, such that f(λn, xn) = cn, f
′
λ(xn) = 0. By the (PS)I,c condition there
exists a convergent sub-sequence of (xn). Thus, the continuity of f
′
λ shows that (λ, c) ∈ K. 
Lemma 4.3. Let f : R × X → R be a C1 function satisfying (PS)I,{a,b} where a < b are
regular values of fλ for λ ∈ I. Denote Ut = (a− t, a+ t)∪ (b− t, b+ t). Assume ∂1f is bounded
in f−1I (Uδ) for some δ > 0. Then there exists a function v : R×X → X such that
i v is bounded and locally Lipschitz.
ii ∂1f(λ, x) + f
′
λ(x)[v(λ, x)] < 0 if λ ∈ I and fλ(x) = a or b.
The reader can understand the notation f−1I (Uδ) by the analogous set in the statement of
Theorem 3.2.
Proof. First, by Lemma 4.1 we may assume, taking a smaller δ > 0 if necessary, that, for
some ε > 0, ‖f ′λ(x)‖ ≥ ε for all (λ, x) ∈ f
−1
I (Uδ). Let ν : R → [0, 1] be a continuous function
equal to 0 in Uδ/2 and equal to 1 in R\Uδ. We shall construct v(λ, x) satisfying the inequality
∂1f(λ, x) + f
′
λ(x)[v(λ, x)] < ν(fλ(x)) (|∂1f(λ, x)|+ 1) , ∀λ ∈ I. (4.1)
Thus, condition (ii) will follow. To this purpose, fix (λ, x) ∈ I×X and first assume fλ(x) ∈ Uδ,
so that ‖f ′λ(x)‖ ≥ ε. There exists wλ,x ∈ X such that
‖wλ,x‖ ≤
2
ε
(|∂1f(λ, x)|+ 1)
and
f ′λ(x)[wλ,x] ≤ −(|∂1f(λ, x)|+ 1).
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Hence, we have ∂1f(λ, x) + f
′
λ(x)[wλ,x] < 0. On the other hand, if fλ(x) 6∈ Uδ we define
wλ,x = 0. By continuity, every (λ, x) ∈ I ×X has a neighbourhood V
λ,x in R×X such that
∂1f(α, y) + f
′
α(y)[wλ,x] < 0 < ν(fα(y)) (|∂1f(α, y)|+ 1) (4.2)
for every (α, y) ∈ V λ,x. Since I × X is paracompact and {V λ,x}λ,x is an open covering
of I × X, we obtain a countable, locally finite refinement Vi ⊆ V
λi,xi covering I × X, and
a locally Lipschitz partition of unity, this is, a collection of (locally Lipschitz) non-negative
functions ηi : R×X → R with support in Vi and such that
∑
i∈N
ηi(λ, x) = 1 ∀(λ, x) ∈ I ×X,
where the above sum is locally finite. Recalling (4.2), we have, for any i and any (α, y) ∈ I×
X,
ηi(α, y)∂1f(α, y) + f
′
α(y)[ηi(α, y)wλ,x] ≤ ηi(α, y)ν(fα(y)) (|∂1f(α, y)| + 1) ,
with strict inequality if ηi(α, y) > 0. Then we obtain∑
i∈N
ηi(α, y)
(
∂1f(α, y) + f
′
α(y)[wλ,x]
)
<
∑
i∈N
ηi(α, y)ν(fα(y)) (|∂1f(α, y)|+ 1) .
Now, define
v(λ, x) =
∑
i∈N
ηi(λ, x)wλi,xi .
We have
∂1f(α, y) + f
′
α(y)[v(λ, x)] < ν(fα(y)) (|∂1f(α, y)|+ 1) .
Since ‖wλ,x‖ ≤
2
ε (|∂1f(λ, x)|+ 1) for every (λ, x) ∈ I×X, we have, for any (λ, x) ∈ R×X,
‖v(λ, x)‖ ≤
∑
i∈N
ηi(λ, x)‖wλi ,xi‖ ≤
2
ε
(
sup
(λ,x)∈f−1
I
(Uδ)
|∂1f(λ, x)|+ 1
)
and v is bounded. Finally, it is immediate to observe that v is locally Lipschitz and this
concludes the proof. 
The next three theorems are key to the study of deformations of one-parameter families of
functions. Theorems 4.4 and 4.5 below generalize analogous results in the textbook [5], where
they appear under stronger conditions.
Theorem 4.4 (Deformation Theorem). Let f : R ×X → R be C1 and a < b regular values
of fλ for λ ∈ I. Assume that f satisfies (PS)I,{a,b} and that ∂1f is bounded in f
−1
I (Uδ) for
some δ > 0. Then the pairs
(
f
(b)
−1 , f
(a)
−1
)
and
(
f
(b)
1 , f
(a)
1
)
are homotopically equivalent.
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Proof. The vector field v constructed in Lemma 4.3 is locally Lipschitz and bounded, so it
generates a globally defined flow
φ : R× R×X → X,
which satisfies
∂
∂t
φ(t, λ, x) = v(t+ λ, φ(t, λ, x)).
For (λ0, x0) ∈ I ×X, the curve x(t) = φ(t, λ0, x0) is the solution of the initial value problem{
x′(t) = v(λ0 + t, x(t))
x(λ0) = x0.
(4.3)
For any (λ, x) ∈ R×X define ϕ(t) = ft+λ(φ(t, λ, x)), which verifies
ϕ′(t) = ∂1f(t+ λ, φ(t, λ, x)) + f
′
t+λ(φ(t, λ, x))[v(t + λ, φ(t, λ, x)].
Notice that, by condition (ii) of Lemma 4.3, ϕ(t) = a implies ϕ′(t) < 0. So, if ϕ(0) ≤ a,
then we have ϕ(t) < a for every t > 0. If x ∈ f
(a)
λ , then, by the definition of ϕ and the
previous consideration, φ(t, λ, x) ∈ f
(a)
t+λ. We write this is as
φ
(
t, λ, f
(a)
λ
)
⊆ f
(a)
t+λ.
Similarly, for b we obtain
φ
(
t, λ, f
(b)
λ
)
⊆ f
(b)
t+λ.
Appliying the same reasoning to the function f¯(λ, x) := f(−λ, x), we obtain a (globally
defined) flow φ¯ : R× R×X → X such that
φ¯
(
t, λ, f¯
(a)
λ
)
⊆ f¯
(a)
t+λ, φ¯
(
t, λ, f¯
(b)
λ
)
⊆ f¯
(b)
t+λ
for every t > 0.
The functions F (x) = φ(2,−1, x), G(x) = φ¯(2,−1, x) are continuous functions of pairs
F :
(
f
(b)
−1 , f
(a)
−1
)
→
(
f
(b)
1 , f
(a)
1
)
G :
(
f
(b)
1 , f
(a)
1
)
→
(
f
(b)
−1 , f
(a)
−1
)
.
Define
Ht(x) = φ¯(t, 1− t, φ(t,−1, x)), H¯t(x) = φ(t, 1− t, φ¯(t,−1, x)).
Then, we verify that Ht, H¯t are functions of pairs
Ht :
(
f
(b)
−1 , f
(a)
−1
)
→
(
f
(b)
−1 , f
(a)
−1
)
, H¯t :
(
f
(b)
1 , f
(a)
1
)
→
(
f
(b)
1 , f
(a)
1
)
for t > 0. In addition, H0(x) = x,H2(x) = G(F (x)), H¯0(x) = x, H¯2(x) = F (G(x)). Thus, F
and G are homotopy equivalences. 
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Theorem 4.5. Let (r, s) be an open bounded interval and let a, b : I → (r, s) be two continuous
functions such that a(λ) < b(λ) for any λ, and f : R ×X → R a C1 function satisfying the
(PS)I,[r,s]-condition.
Assume that ∂1f : I×X → R is bounded in the set f
−1
I (r, s). Assume also that a(λ), b(λ) are
regular values of fλ for every λ ∈ I. Then the pairs
(
f
(b(−1))
−1 , f
(a(−1))
−1
)
and
(
f
(b(1))
1 , f
(a(1))
1
)
are homotopically equivalent.
Proof. By hypothesis, the graphs of a, b in I × R do not intersect the set
K = {(λ, c) ∈ I × [r, s] : ∃x ∈ X, fλ(x) = c, f
′
λ(x) = 0}.
Since K is closed by Lemma 4.2, the graphs of the functions a, b can be approximated by
C1 functions with the same endpoints a(±1), b(±1). Thus we may assume a, b are C1. We
consider the function
g(λ, x) =
f(λ, x)− a(λ)
b(λ)− a(λ)
.
Thus, g satisfies
f
(a(λ))
λ = g
(0)
λ , f
(b(λ))
λ = g
(1)
λ ,
and it is easy to check that g verifies the conditions of Theorem 4.4 with a = 0, b = 1. 
5. Proofs of Theorems 3.2 and 3.3
First we prove two technical lemmas.
Lemma 5.1. Let D ⊂ R2 be a closed rectangle, let A0, A1 be two opposite sides of D and
B0, B1 the other opposite ones. Let S ⊂ D be a compact set. If S does not contain a connected
component intersecting B0 and B1 then there exists a continuous curve γ : [0, 1] → D with
γ(0) ∈ A0 and γ(1) ∈ A1 and not intersecting S, B0 and B1.
Proof. Without loss of generality, we can assume that A0, A1 are vertical sides and B0, B1
horizontal. Let Si = S ∩Bi, i = 0, 1 and assume there is no connected component of S which
intersects S0 and S1 at the same time. We may assume that Si 6= ∅ because, otherwise,
a horizontal line close to Bi would be the desired curve. By Whyburn’s Lemma there is a
separation S = C0 ∪ C1 where Si ⊆ Ci and C0, C1 are two non-empty disjoint compact sets.
By the smooth Urysohn Lemma ([27, corollary of Theorem 1.11]) there exists a C∞ smooth
function g : R2 → R such that g(x) = i for all x ∈ Ci, i = 0, 1.
Take α ∈ (0, 1) a regular value of the three functions g, g|A0 , g|A1 and consider L = g
−1({α})∩
D \B0 \B1 which is a differentiable manifold with boundary, of dimension 1 with ∂L = L ∩
(A0 ∪ A1) and L ∩K = ∅. Since g(x) = i for all x ∈ Bi, i = 0, 1 and α is a regular value of
g|Ai , i = 0, 1, then we have that the cardinality of L∩Ai is odd, for i = 0, 1. Therefore, there
is a curve of L having one endpoint in each of the Ai’s. 
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Zin
Sout
Figure 1. The red sides correspond to the vertical sides of the square and
the blue sides, to the horizontal ones.
Lemma 5.2. Let a, b : [−1, 1]→ [−1, 1] be two continuous functions satisfying
a(−1) = b(−1) = −1, a(1) = b(1) = 1.
Then for every ε > 0 there exist continuous functions a˜, b˜, c, d : [−1, 1]→ [−1, 1] such that
(1) a˜(−1) = b˜(−1) = −1, a˜(1) = b˜(1) = 1,
(2) c(−1) = d(−1) = −1, c(1) = d(1) = 1,
(3) ‖a˜− a‖∞ < ε, ‖b˜− b‖∞ < ε,
(4) a˜(c(t)) = b˜(d(t)).
Proof. We approximate a, b by smooth functions a˜, b˜ : [−1, 1] → [−1, 1] satisfying conditions
1, 3 above and
i a˜′(−1), b˜′(−1), a˜′(1), b˜′(1) > 0,
ii the critical values of a˜ and b˜ are disjoint,
iii a˜(x), b˜(x) ∈ (−1, 1) for all x ∈ (−1, 1).
Let D = [−1, 1] × [−1, 1] and φ : D → R, defined as φ(x, y) = a˜(x) − b˜(y). Condition (ii)
guarantees that 0 is a regular value of φ|D0 . Let L = φ
−1(0). Since condition (iii) implies
φ(1, t) > 0, φ(t,−1) > 0,
φ(−1, t) < 0, φ(t, 1) < 0
for all t ∈ (−1, 1), we have L ∩ ∂D = {(−1,−1), (1, 1)}. Also, by condition (i) , L can
be parametrized near (−1,−1) and (1, 1) with curves entering D0. Thus L is a differentiable
manifold of dimension 1 with boundary {(−1,−1), (1, 1)} which must connect these two points.
Parametrize the curve inside L connecting (−1,−1) and (1, 1) by (c(t), d(t)). Then c, d satisfy
0 = φ(c(t), d(t)) = a˜(c(t)) − b˜(d(t)).

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Proof of Theorem 3.2. Let ε > 0 be small enough so that the two disks B−1 = B((−1, 0), ε)
and B1 = B((1, 0), ε) contain only trivial critical pairs.
Let Gf be the connected component of Ef ∪ Zin containing Zin. Assume by contradiction
that none of the alternatives (3.2-1), (3.2-2) are satisfied for Gf , then there is R > 0 such that
Gf ⊆ [−1, 1]× [−R,R]. The set D+ = [−1, 1]× [0, R] is homeomorphic to a closed rectangle,
where the vertical sides correspond to {±1}× [0, ε] and the horizontal lines to the rest of ∂D+,
this is Zin and the three segments Sout = ({−1, 1} × [ε,R]) ∪ ([−1, 1]× {R}). The reader can
see the above picture. If condition (3.2-2) fails then there is no connected set inside Ef that
intersects at the same time both horizontal sides of the rectangle. Therefore, applying Lemma
5.1 which is invariant by homeomorphisms, as it is easy to see, we conclude that there exists
a continuous curve
û+ : [−1, 1]→ D+ \ Ef ,
such that
û+(−1) = (−1, ε/2), û+(1) = (1, ε/2).
Similarly, define D− in the lower semiplane and a map
u− : [−1, 1]→ D− \ Ef ,
such that
u−(−1) = (−1,−ε/2), u−(1) = (1,−ε/2),
and having analogous properties to u+. Denote
u+(t) = (λ+(t), y+(t)), u−(t) = (λ−(t), y−(t)).
By Lemma 5.2 with ε < dist(Sf , Im(u±)) and a, b replaced by λ−, λ+, we obtain functions
λ˜−, λ˜+, c, d : [−1, 1]→ [−1, 1] such that
(1) u˜±(t) := (λ˜±(t), y±(t)) ∈ R
2 \ Sf for all t ∈ [−1, 1],
(2) λ˜−(c(t)) = λ˜+(d(t)).
Now define
λ(t) = λ˜−(c(t)) = λ˜+(d(t)),
a(t) = y−(c(t)),
b(t) = y+(d(t)).
By the properties of the curves u˜± we know that a(t) and b(t) are regular values of
fλ(t) : X → R, for any t ∈ [0, 1]. Applying Theorem 4.5 to the family of maps fλ(t), we
get the homotopy equivalence of pairs(
f
(b(−1))
−1 , f
(a(−1))
−1
)
∼=
(
f
(b(1))
1 , f
(a(1))
1
)
.
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In view of condition (3.2-iii), we have(
f
(δ)
−1 , f
(−δ)
−1
)
∼=
(
f
(δ)
1 , f
(−δ)
1
)
for any δ ∈ (0, ε/2), which contradicts hypothesis (3.2-iv).

Proof of Theorem 3.3. We must prove that conditions 3.3-i through 3.3-iv imply the conditions
3.2-i through 3.3-iv.
The facts that f is C2 and that 0 ∈ H is a non-degenerate critical point (condition 3.3-iii)
imply 3.2-iii.
It remains to show that conditions 3.3-iii and 3.3-iv imply condition 3.2-iv. Assume the pairs
of spaces
(
f
(δ)
−1 , f
(−δ)
−1
)
and
(
f
(δ)
1 , f
(−δ)
1
)
are homotopically equivalent for δ > 0 arbitrarily
small. Then by Theorem 2.3 and the fact that 0 ∈ H is the only critical point with value 0
(condition 3.3-iii) we can compute the critical groups for every k ∈ N as
Ck(fi, 0) ∼= Hk(f
(ε/2)
i , f
(−ε/2)
i )
for i = −1, 1.
The remainder of the proof is standard. Condition (3.3-iv) permits to reduce the compu-
tation of the critical groups to finite dimensional spaces, and the condition
µ(L−1) 6= µ(L1)
implies that Ck(f−1, 0) is not isomorphic to Ck(f1, 0) for some k, which is a contradiction. 
6. Strongly Indefinite Functions
In this section we will prove a global bifurcation result for a class of nonlinear functionals
verifying analogous conditions of Theorem 3.3, except for the fact that the Hessian operators
of the functionals have here infinite dimensional negative eigenspaces and thus the Morse
index cannot be defined. Condition 3.3-iv of Theorem 3.3 will be replaced in Theorem 6.1 by
a more general condition involving the spectral flow of the Hessian operators. On the other
hand, Thereom 6.1 cannot be strictly considered as an extension of Theorem 3.3 because it
requires a special compactness assumption, as we will see below.
Theorem 6.1. Let f : R×H → R be a C2 function such that
f(λ, 0) = 0 and ∇fλ(0) = 0, ∀λ ∈ R.
Suppose that, for every (λ, x) ∈ R × H, one has ∇f(λ, x) = J (x) − K(λ, x) where J a
symmetry of H and the range of K : R×H → H is contained in a compact set. Denote by I
the interval [−1, 1] and assume that the following assumptions hold:
(1) f satisfies the (PS)R,R condition.
(2) ∂1f is bounded in the sets of the form f
−1
[−N,N ]([−N,N ]) for every N ∈ N.
18 P. AMSTER, P. BENEVIERI, AND J. HADDAD
(3) For i = −1, 1, 0 ∈ H is a non-degenerate critical point and the only critical point of
fi with value 0.
(4) Assume that, for every λ ∈ I, the Hessian of f at zero,
Lλ := DX∇f(λ, 0)
is Fredholm for every λ ∈ [−1, 1] and suppose
sf(L, I) 6= 0.
Then the conclusion of Theorem 3.2 holds.
Let Hn be as above and define fn as the restriction of f to Hn. Then clearly we have
∇f(t, x) = J (x)−K(t, x)
∇fn(t, x) = J (x)−Kn(t, x)
d∇fn(t, x) = J (x)−K
′
n(t, x)
where Kn(t, x) = PnK(t, x).
We need three technical lemmas:
Lemma 6.2. There are ε > 0 and m0 ∈ N such that for m ≥ m0, the balls B((±1, 0), ε) ⊆ R
2
contain only trivial solutions of fm.
Proof. Assume otherwise, then we have a sequence (tn, xn) ∈ R×H such that
xn ∈ Hn \Hn−1
tn → t
∗ = ±1
f(tn, xn)→ 0
∇f(tn, xn) = 0.
Since J (Hn) ⊆ Hn and since Pn → Id uniformly in compact sets, we have a sub-sequence
we still call (xn) such that
xn = JPnK(tn, xn)→ x
∗.
By the continuity of f and ∇f ,
f(t∗, x∗) = 0,∇f(t∗, x∗) = 0.
Since property (3.2-iii) is valid we have x∗ = 0. Now since f is C1 we have
0 = ∇fn(tn, xn) = d∇fn(t
∗, 0).xn + o(‖xn‖)
0 = d∇f(t∗, 0).xn + (Id− Pn).dK(t
∗, 0).xn + o(‖xn‖).
Since the Frechet derivative of a compact function is a compact operator [17, Theorem 17.1],
and since Pn → Id uniformly in compact sets, we have (modulo a sub-sequence)
‖(Id − Pn).dK(t
∗, 0).xn‖ = o(‖xn‖)
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so we conclude d∇f(t∗, 0).xn = o(‖xn‖) which contradicts the invertibility of d∇f(t
∗, 0).
The lemma is thus proved. 
The following lemma verifies easily
Lemma 6.3. For any m, the function fm satisfies (PS)R,R.
Proof. Assume there is a sequence (tn, xn) ∈ R×Hm such that
fm(tn, xn)→ c
∇fm(tn, xn) = J (xn)−Km(tn, xn)→ 0.
Then by the compactness of Km, there is a subsequence (again xn) such that JKm(tn, xn)
converges, and thus
xn = J (∇fm(tn, xn)) + JKm(tn, xn)
also converges. 
Also we prove
Lemma 6.4. If (zn) ⊂ R
2 is a convergent sequence such that zn ∈ Sfn then z = lim zn ∈ Sf .
Proof. Take (tn, xn) ∈ R×Hn such that (tn, f(tn, xn)) = zn and ∇fn(tn, xn) = 0. We have
xn = JKn(tn, xn)
so taking a subsequence of JKn(tn, xn) we have
x = limxn = JK(t, x)
and (t, f(t, x)) = z. 
For sufficiently large m, the spectral flow is computed as sf(fm, I) = µ(fm,−1)−µ(fm,1) 6= 0
so considering Lemma 6.3, the function fm is in the hypotheses of Theorem 3.3. We obtain
for every m ≥ m0 a family of closed connected sets Cm ⊆ Sfm satisfying the conclusion of
Theorem 3.2.
Now we can prove the main result of this section.
Proof of Theorem 6.1. As in the proof of Theorem 3.2, assume none of the alternatives (3.2-1),
(3.2-2) are satisfied. Take Gf ⊆ R
2, R > 0,D+,D− and Sout as in the proof o Theorem 3.2,
and ε > 0 as in the Lemma 6.2. The set Gf is contained in D+, contains Zin and does
not intersect Sout. Again by Whyburn’s Lemma there exists an open set A with A ∈ D+
containing Gf such that ∂A ∩ (Ef ∪ Sout) = ∅.
For every m > m0 we have non empty intersections zm ∈ Cm ∩ ∂A. By Lemma 6.2, we
have zm 6∈ B±1.
Taking a convergent subsequence given by the compacity of ∂A, we may assume zm → z ∈ ∂A.
Finally, by Lemma 6.4 we obtain z ∈ Sf . Since z 6∈ Zin ∪ Sout we deduce z ∈ Ef which is a
contradiction. 
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