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Abstract We continue in this paper the study of k-adaptable robust solutions for com-
binatorial optimization problems with bounded uncertainty sets. In this concept not
a single solution needs to be chosen to hedge against the uncertainty. Instead one is
allowed to choose a set of k different solutions from which one can be chosen after the
uncertain scenario has been revealed. We first show how the problem can be decom-
posed into polynomially many subproblems if k is fixed. In the remaining part of the
paper we consider the special case where k = 2, i.e., one is allowed to choose two dif-
ferent solutions to hedge against the uncertainty. We decompose this problem into so
called coordination problems. The study of these coordination problems turns out to be
interesting on its own. We prove positive results for the unconstrained combinatorial op-
timization problem, the matroid maximization problem, the selection problem, and the
shortest path problem on series parallel graphs. The shortest path problem on general
graphs turns out to be NP-complete. Further, we present for minimization problems how
to transform approximation algorithms for the coordination problem to approximation
algorithms for the original problem. We study the knapsack problem to show that this
relation does not hold for maximization problems in general. We present a PTAS for the
corresponding coordination problem and prove that the 2-adaptable knapsack problem
is not at all approximable.
Keywords Robust Optimization; k-Adaptability; Combinatorial Optimization; Bounded
Uncertainty; Approximation
1 Introduction and Motivation
Bertsimas and Sim present in their seminal paper [4] the concept minmax robustness
with bounded uncertainty sets, in contrast to the previously published paper of Ben-Tal
and Nemirovski [3] in which the use of ellipsoidal uncertainty sets for linear programming
problems is presented. Bertsimas and Sim show that their concept can be applied to
combinatorial optimization problems without changing the complexity of the problem. A
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variety of other robustness concepts has been developed for combinatorial optimization
problems. The concepts differ either in the shape of the uncertainty set or in the notion
of robustness. Other notions of robustness are minmax regret [1, 9, 18], recoverable
robustness [10, 17, 20], adjustable robustness [2], or light robustness [13].
In [6] the concept of k-adaptability is introduced. In this concept a solution consists of
two components. A first stage component which needs to be decided before a uncertain
scenario realizes and a second stage component which can be implemented after the
uncertain parameters are known. To reduce the complexity of the problem the authors
restrict the second stage solution to stem from a finite set of possible solution candidates.
Hence, an optimal solution for the k-adaptability problem consists of a single first stage
solution and a list of k second stage solutions, from which the best may be chosen after
the uncertain scenario has been realized. However, the resulting problem is still very
challenging and has attained considerable attention in the community (see for example
[15, 16]). A further simplification is to remove the first stage decision and only focus on
the set of k second stage solutions, as done in [8]. We call this variant in the following
(k-adapt). For problem (k-adapt) it is shown that it is equivalent to the classic minmax
concept if the set of feasible solutions is convex. Further, it is shown that the concept
applied to combinatorial problems boils down to the classic minmax problem of their
linear relaxation if k is large enough.
We continue in this paper the study of problem (k-adapt) by showing that it can be
reformulated to polynomially many subproblems if k is fixed. Next, we focus on the
restricted version of the problem where k = 2, i.e. problem (2-adapt). This study may
give a first hint about the theoretical and practical complexity of the general problem
(k-adapt). Especially, since different positive results are proven which allow for efficient
algorithms to solve the problems. Besides the study of adaptability problems, the sub-
problems in which problem (2-adapt) can be decomposed turns out to have a compelling
structure which may find also applications in other areas like game theory. Hence, the
study of these problems is interesting on its own.
1.1 Structure of this Paper
In the first part of the paper, we focus on the general problem (k-adapt) and show in
Section 2 a general reformulation which converts this problem to polynomially many
subproblems if k is fixed. In the remaining part of the paper, we focus on the special
case where k = 2, i.e. on problem (2-adapt). It turns out that the resulting subproblems
for this case obey an interesting combinatorial structure. We call these problem coordi-
nation problems (PCoord) and introduce them in Section 3. We analyze in Section 4 the
coordination problems for the unconstrained combinatorial, the matroid maximization,
the selection, and the shortest path problem. We prove that all of these problems except
the shortest path problem can be solved efficiently, which allows for an efficient solution
of the corresponding (2-adapt) problem versions. For the shortest path problem, we show
that the (2-adapt) problem is strongly NP-complete and present efficient algorithms if
the underlying graph is restricted to be series-parallel. In the first part of Section 5, we
show for minimization problems how an approximation algorithm for the coordination
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problem can be used to approximate problem (2-adapt). In the second part, we use
the knapsack problem to show that this relationship does not hold for maximization
problems in general. First, we present a PTAS for the knapsack coordination problem
and, second, we show that the (2-adapt) knapsack problem is not at all approximable.
We conclude the paper in Section 6 with an application of the (2-adapt) concept to the
minimum spanning tree problem. We summarize the main results of the paper and post
future research questions in Section 7.
1.2 The Concept of k-adaptability
We begin by presenting a formal definition of the concepts studied in the paper.
min
x1,...,xk∈X
max
c˜∈U
min
(
c˜Tx1, . . . , c˜Txk
)
(k-adapt)
where X ⊂ {0, 1}n is the feasible set of a combinatorial optimization problem and the
uncertainty set U is defined as
U =
{
c˜ ∈ Rn : c˜i ∈ [ci, ci + di],
n∑
i=1
c˜i − ci
di
≤ Γ
}
as proposed by Bertsimas and Sim [5]. The parameter Γ ∈ N in the definition of U
specifies the size of the uncertainty set. It can be interpreted as the budget of uncertainty
which can be spent on the components of the cost vector. If Γ is set to n, U corresponds
to the full interval uncertainty set [c, c + d]. In the original definition of U in [4] also
fractional values for Γ are allowed. We restrict us in this paper to integral values, but
an extension to fractional values is conceivable. The restriction to the case where k = 2
is called problem (2-adapt) and defined as follows.
min
x,y∈X
max
c˜∈U
min
(
c˜Tx, c˜T y
)
(2-adapt)
2 General Reformulation
We assume in the following that the number of scenarios k is fixed. We show how to
transform problem (k-adapt) to polynomially many subproblems of the form
min
x1,...,xk∈X
n∑
i=1
fi(x
1
i , . . . , x
k
i )
where fi maps from Bk to R+.
In a first step, we derive a compact nonlinear reformulation of the problem. We begin
by formulating the adversary problem maxc˜∈U minj∈[k] c˜Txj as a linear program. We
introduce a new variable z to replace minj∈[k] c˜Txj with the constraints z ≤ c˜Txj for
j ∈ [k]. Further, we introduce variables δi ∈ [0, 1] for i ∈ [n] and set c˜i = ci + diδi. After
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these transformations we arrive at the following linear programming formulation for the
adversary problem.
max
δ,z
z
s.t. z ≤ cTxj +
n∑
i=1
dix
j
i δi ∀j ∈ [k]
n∑
i=1
δi ≤ Γ
0 ≤ δi ≤ 1 ∀i ∈ [n]
The corresponding dual of the problem is given by
min
α,γ,θ
k∑
j=1
αjc
Txj +
n∑
i=1
γi + Γθ (Eval(X))
s.t.
k∑
j=1
αjdix
j
i − θ ≤ γi ∀i ∈ [n]
0 ≤ γi ∀i ∈ [n]
0 ≤ θ
α ∈ ∆
where ∆ =
{
α ≥ 0 |∑kj=1 αj = 1}. We use X := (x1, . . . , xk) to denote all k solutions.
The optimal value of the linear program Eval(X) is equal to the objective value of
solution X. Using this reformulation of the adversary problem, we get the following
nonlinear reformulation of (k-adapt).
min
X,α,γ,θ
k∑
j=1
αjc
Txj +
n∑
i=1
γi + Γθ (NL)
s.t.
k∑
j=1
αjdix
j
i − θ ≤ γi ∀i ∈ [n]
0 ≤ γi ∀i ∈ [n]
0 ≤ θ
α ∈ ∆
X ∈ X k
We claim that problem (NL) is equivalent to the following problem
min
X,α
k∑
j=1
αjc
Txj +
∥∥∥∥∥∥∥

∑k
j=1 αjdix
j
i
...∑k
j=1 αjdix
j
i

∥∥∥∥∥∥∥
(Γ)
(NL′)
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s.t. α ∈ ∆
X ∈ X k
where ||v||(Γ) is the sum of the Γ largest values of v. Lemma 2.1 helps in proving that
(NL) and (NL′) are equal.
Lemma 2.1. The optimal value of the optimization problem
min
θ≥0
Γθ +
n∑
i=1
max(0, vi − θ)
is equal to ||v||(Γ), where v ∈ Rn+.
Proof. We assume without loss of generality that the entries of v are sorted and pair-
wise different such that v1 < v2 < · · · < vn. Consider the function f(θ) = Γθ +∑n
i=1 max(0, vi − θ). Note that f is a piecewise linear function with f(0) =
∑n
i=1 vi.
Further, the breakpoints of f are given by v0, v1, v2, . . . , vn where v0 = 0. The differ-
ent slopes of f on the linear pieces are Γ − n, Γ − (n − 1), Γ − (n − 2), . . . ,Γ. Hence,
the function f is convex and its minimum is attained if the slope of the linear piece
is 0. Note that the (n − Γ)th breakpoint of the function is part of the linear piece
with slope 0. Hence, setting θ∗ = vn−Γ minimizes f . This proves the lemma, since
f(θ∗) = Γvn−Γ +
∑n
i=1 max(0, vi − vn−Γ) = Γvn−Γ +
∑n
i=vn−Γ vi − vn−Γ = ||v||(Γ).
Note that, in an optimal solution of (NL), we can set γi = max(0,
∑k
j=1 αjdix
j
i − θ).
Further, if we fix X and α, (NL) reduces to
k∑
j=1
αjc
Txj + min
θ≥0
Γθ + n∑
i=1
max
0, k∑
j=1
αjdix
j
i − θ

Using Lemma 2.1, it is immediate that (NL) is equivalent to (NL′). For fixed X, we
define
hX(α) :=
k∑
j=1
αjc
Txj +
∥∥∥∥∥∥∥

∑k
j=1 αjd1x
j
1
...∑k
j=1 αjdnx
j
n

∥∥∥∥∥∥∥
(Γ)
Further, we define I = {(h, l) | h < l, h ∈ [n], l ∈ [n]} and
AXs =
α ∈ ∆
∣∣∣∣∣
k∑
j=1
αjdhx
j
hs(h,l) ≤
k∑
j=1
αjdlx
j
l s(h,l) ∀(h, l) ∈ I

where s ∈ {−1, 1}|I|. For s(h,l) = 1 the corresponding constraint is
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k∑
j=1
αjdhx
j
h ≤
k∑
j=1
αjdlx
j
l
and for s(h,l) = −1 the corresponding constraint is
k∑
j=1
αjdhx
j
h ≥
k∑
j=1
αjdlx
j
l
We call these constraints in the following dividing constraints. Observe that ∆ =⋃
s∈{−1,1}|I| AXs . Further, AXs is a bounded polytope, its vertices are denoted by V(AXs )
(recall that a bounded polytope is pointed). Note that hX(α) is linear on AXs . Therefore,
the minimum of hX(α) is attained at P(X) :=
⋃
s∈{−1,1}|I| V(AXs ). Note that each
vertex of V(AXs ) can be found by selecting a subset of the inequality constraints defining
AXs of cardinality k − 1 and replacing them with equality constraints. Denote by I1 =
{j1, . . . , jt} a subset of the sign constraints (αj ≥ 0) and by I2 = {(h1, l1), . . . , (hu, lu)} ⊂
I a subset of the dividing constraints, where t + u = k − 1. The corresponding linear
equation system looks as follows
αjr = 0 ∀r ∈ [t]
k∑
j=1
αjdhrx
j
hr
=
k∑
j=1
αjdlrx
j
lr
∀r ∈ [u]
k∑
j=1
αj = 1
Note that the resulting linear equation system is independent from the index vector s.
Hence, all vertices in P(X) are found as a solution of one of these linear equation systems.
Consider the set A := ⋃X∈Xk P(X). To obtain a point in A we first have to choose
a subset of the sign and dividing constraints of cardinality k − 1. For this choice we
have
((n
2
)
+ k
k − 1
)
many options. Next, we have to choose a solution X ∈ X k. Assume
that the subset of constraints is fixed. The sign constraints are independent of X, for
each dividing constraint there are (2k)2 different possibilities which can be defined by a
solution X. Since we chose at most k−1 dividing constraints we have at most (2k)(2k−2)
different equation systems for a fixed subset of constraints. Overall, we can bound the
cardinality of A by
((n
2
)
+ k
k − 1
)
(2k)(2k−2), i.e. |A| ≤
((n
2
)
+ k
k − 1
)
4k
2 ∈ O(n2k−2). We
obtain that
min
α∈∆,X∈Xk
hX(α) = min
X∈Xk
min
α∈∆
hX(α)
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= min
X∈Xk
min
α∈P(X)
hX(α)
= min
X∈Xk
min
α∈A
hX(α)
= min
α∈A
min
X∈Xk
hX(α)
In conclusion, we can remove α as a variable from the optimization problem since we
could enumerate over the discrete candidate set A in polynomial time. In the following
we assume that α is fixed. Consider the problem
min
X∈Xk
hX(α)
We introduce again variable θ to obtain the following formulation for the problem
under consideration.
min
X,θ
k∑
j=1
αjc
Txj + Γθ +
n∑
i=1
max
0, k∑
j=1
αjdix
j
i − θ

s.t. 0 ≤ θ
X ∈ X k
We define gX,α(θ) :=
∑k
j=1 αjc
Txj +
∑n
i=1 max
(
0,
∑k
j=1 αjdix
j
i − θ
)
.
Note that for fixed X, the function gX,α is piecewise linear. Further, the set of all
breakpoints of gX,α is contained in the set
ΘX,α = {0} ∪
n⋃
i=1

k∑
j=1
αjdix
j
i
 .
Again, we union over all solutionsX to obtain Θ(α) :=
⋃
X∈Xk ΘX,α. To obtain a point
of Θ(α) we first have to chose an index i ∈ [n] and then to select a solution X ∈ X k. After
the index i is fixed there are at most 2k different possible breakpoints since the breakpoint
is uniquely defined by k binary values. We conclude that |Θ(α)| ≤ n2k + 1 ∈ O(n). We
obtain that
min
θ≥0,X∈Xk
Γθ + gX,α(θ) = min
X∈Xk
min
θ≥0
Γθ + gX,α(θ)
= min
X∈Xk
min
θ∈ΘX,α
Γθ + gX,α(θ)
= min
X∈Xk
min
θ∈Θ(α)
Γθ + gX,α(θ)
= min
θ∈Θ(α)
min
X∈Xk
Γθ + gX,α(θ)
In conclusion, we can remove θ as a variable from the optimization problem since we
can enumerate over all candidates in Θ(α) in linear time. After α and θ are fixed the
following optimization problem remains
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min
X∈Xk
n∑
i=1
k∑
j=1
αjcix
j
i + max
0, k∑
j=1
αjdix
j
i − θ
 (Psub)
Hence, by setting
fi(x
1
i , . . . , x
k
i ) :=
k∑
j=1
αjcix
j
i + max
0, k∑
j=1
αjdix
j
i − θ

we have transformed the subproblem to the form posted at the beginning.
Theorem 2.2. Problem (k-adapt) can be solved by solving at most O(n2k−1) problems
of the form
min
X∈Xk
n∑
i=1
fi(x
1
i , . . . , x
k
i )
Proof. For each α ∈ A we have to consider O(n) many values of θ ∈ Θ(α). Since there
are O(n2k−2) many values for α which needs to be consider we end up with a total of
O(n2k−1) many subproblems.
3 The Coordination Problem
In this section, we consider the special case where k = 2. We show that the sub-
problem (Psub) obeys an interesting combinatorial structure which allows use to define
polynomial-time combinatorial algorithms for this problem. For the case where k = 2
problem (Psub) simplifies to
min
x,y∈X
n∑
i=1
αcixi + (1− α)ciyi + max (0, αdixi + (1− α)diyi − θ) (P (α, θ))
Due to symmetry we can assume that α ≤ 0.5. We introduce an additional set of vari-
ables z ∈ Bn. We use zi to indicate that both xi and yi are equal to one simultaneously.
This allows us to reformulate the problem as the following IP. We call the resulting
problem a coordination problem (PCoord).
min
x,y,z
aTx+ bT y + pT z (PCoord)
s.t. xi + yi ≤ zi + 1 ∀i ∈ [n]
zi ∈ B ∀i ∈ [n]
x ∈ X
y ∈ X
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xi = 0 xi = 1 xi = 0 xi = 1
fi(xi, yi) yi = 0 yi = 0 yi = 1 yi = 1
0 ≤ θ ≤ diα 0 (ci + di)α− θ (ci + di)(1− α)− θ ci + di − θ
diα ≤ θ ≤ di(1− α) 0 ciα (ci + di)(1− α)− θ ci + di − θ
di(1− α) ≤ θ ≤ di 0 ciα ci(1− α) ci + di − θ
di ≤ θ 0 ciα ci(1− α) ci
Table 1: Values for the objective function fi in problem (PCoord).
In the following, we discuss the correct choice of the cost vectors a, b and p. Re-
call that the objective function of problem (Psub) is separable, i.e. can be written as∑n
i=1 fi(xi, yi). We list the values of fi for a fixed index i in Table 1.
The following choice for a, b and p ensure that problem (Psub) is indeed equivalent to
problem (PCoord).
ai = fi(1, 0) ∀i ∈ [n]
bi = fi(0, 1) ∀i ∈ [n]
pi = fi(1, 1)− (ai + bi) ∀i ∈ [n]
Note that a ≤ b and p ≥ 0. He we can interpret the coordination problem (PCoord) in
the following way. We have to find two feasible solutions x and y to the original problem
and the cost of each single solution is given by the cost vector a and b independently.
However, if an element i is part of both solutions an additional penalty term pi needs
to be paid. The goal is to minimize the sum of the cost of both solutions as well as
the sum of all penalty terms. This observation is the motivation to call these problems
coordination problems, since both solutions x and y need to coordinate each other to
avoid penalties and to improve their cost.
4 Complexity Results for Problem (2-adapt)
In this section, we first show that problem (PCoord) can be solved for different classic
combinatorial optimization problems efficiently. Recall that the solution of problem (2-
adapt) requires the solution of O(n3) many problem of type (PCoord) (Theorem 2.2).
Hence, we can use these positive results to prove that problem (2-adapt) is polynomial
solvable for these problems. We end the section, with a negative result in which we prove
that the (2-adapt) shortest path problem is strongly NP-complete for general graphs,
which implies also the NP-completeness for the corresponding coordination problem.
However, if we restrict the graph class to series-parallel graphs, problem (PCoord) can be
solved in linear time.
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4.1 The Unconstrained Problem
The unconstrained combinatorial problem can be seen as the simplest combinatorial
optimization problem. The feasible set of the unconstrained combinatorial problem
consists of all binary vectors, i.e., X = {0, 1}n. Due to its simple structure, it is a good
starting point for the study of complex robustness settings (see [11]).
Lemma 4.1. Problem (PCoord) can be solved in O(n) for the unconstrained combinato-
rial problem.
Proof. Since X = {0, 1}n and the objective function is additively separable, the choice of
(xi, yi) has no influence on (xj , yj). Hence, we find the global minimum by minimizing
each component separately. Minimizing index i can be done by enumerating all four
possible values of (xi, yi).
Combining Theorem 2.2 and Lemma 4.1, we obtain the next theorem.
Theorem 4.2. Problem (2-adapt) of the unconstrained combinatorial problem can be
solved in O(n4).
4.2 The Matroid Maximization Problem
The underlying problem in this section is the problem of matroid maximization. A finite
matroid is a pair (E, I), where E is a finite set (the ground set) and I is a family of
subsets of E (called the independent sets) with the following properties:
1. ∅ ∈ I
2. For A ⊂ B ⊂ E it holds that B ∈ I ⇒ A ∈ I
3. For A,B ∈ I with |A| < |B| it holds that ∃e ∈ B\A : A ∪ {e} ∈ I
The rank function r : 2E → N of a matroid is defined as
r(B) = max{|A| : A ∈ I, A ⊂ B}.
Given a profit vector p′ ∈ Z|E|, the matroid maximization problem is defined as
max
A∈I
p′(A)
where p′(A) :=
∑
e∈A p
′
e. It is known that the matroid maximization problem can be
formulated by the following linear programming problem
max
∑
e∈E
p′exe (LP-MM)
s.t.
∑
e∈S
xe ≤ r(S) ∀S ⊂ E
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xe ≥ 0 ∀e ∈ E
We call the constraints defined for each subset S ⊂ V the rank constraints. Using the
ellipsoid method combined with an efficient separation oracle allows us to solve the linear
programming problem efficiently. Observe that a point x ≥ 0 lies in the feasible set of
(LP-MM) if and only if minS⊂E r(S) − x(S) ≥ 0. Hence the separation oracle can be
obtained by solving this minimization problem. Note that function h(S) := r(S)− x(S)
is a submodular function.
h(S1) + h(S2) = r(S1) + r(S2) + x(S1) + x(S2)
≥ r(S1 ∩ S2) + r(S1 ∪ S2) + x(S1 ∩ S1) + x(S1 ∪ S2)
= h(S1 ∩ S2) + h(S1 ∪ S2)
In [21] it is shown how a submodular function can be minimized in strongly polynomial
time, if the function can be evaluated in strongly polynomial time. If we can decide
efficiently if S ∈ I for all S ⊂ E, wen can also compute h(S) efficiently. Hence, the only
assumption we post in the following on the matroid (E, I) is to test efficiently if a set
S ∈ I.
For the equivalence of matroid maximization and the linear program (MM) it is crucial
that the feasible set of the linear program is an integral polyhedron. We start by showing
a structural lemma of the feasible set of (LP-MM). Given a solution x of (LP-MM). We
say an element e is fractional (with respect to solution x) if xe ∈ (0, 1). Denote by δ(e) ∈
Bm the incidence vector of element e. We say two different fractional elements e1 and e2
are compatible with each other if it exists an  > 0 such that x+ := x + δ(e1) − δ(e2)
and x− := x− δ(e1) + δ(e2) are both feasible for (LP-MM). We denote this definition
of x+ and x− also as shifting solution x on elements e1 and e2 with shifting parameter .
Denote by Cx(e) the set of all compatible elements of element e with respect to solution
x. We say an fractional element is lonely if it exists an  > 0 such that x+ = x + δ(e)
and x− = x− δ(e) are both feasible for (LP-MM).
Lemma 4.3. Let x be a solution of (LP-MM). Then, each fractional solution e is either
lonely or the set of compatible elements Cx(e) is not empty.
The proof is given in the appendix.
Remark 4.4. Note that Lemma 4.3 can be used to prove that each vertex of the feasible
set of (LP-MM) is integral.
It is important to note that the set of tight sets F (see the proof of Lemma 4.3) is
the same for x, x+, and x−. Since the definition of compatible elements depends purely
on F , we conclude that, if two elements are compatible for x, they are also compatible
for x+ and x−. This allows to shift multiple pairs simultaneously and still preserve
feasibility. We summarize this in the following observation.
Observation 4.5. Let x be a solution of (LP-MM) and (e′1, e′′1), . . . (e′k, e
′′
k) a list of
compatible pairs. Set E′ = {e′1, . . . , e′k} and E′′ = {e′′1, . . . , e′′k} and define x+ := x +
δ(E′)− δ(E′′) and x− := x− δ(E′)+ δ(E′′), where δ(M) denotes the incidence vector
of set M . For sufficiently small , x+ and x− are both feasible for (LP-MM).
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The proof of Lemma 4.3 also reveals that the set of compatible elements guarantees the
following transitivity property.
Observation 4.6. Let e′, e′′, and e′′′ be pairwise different elements. Let e′ be compatible
with e′′ and let e′′ be compatible with e′′′, then e′ is also compatible with e′′′.
Consider the coordination matroid maximization problem.
max
A∈I,B∈I
a(A) + b(B) + p(A,B)
where a(A) =
∑
e∈A ae, b(B) =
∑
e∈B be, and p(A,B) =
∑
e∈A∩B pe, where a, b ∈ Nn
and p ∈ Zn≤0. It can be formulated by the following integer programming formulation.
max aTx+ bT y + pT z (Co-MM-I)
s.t. xe + ye ≤ ze + 1 ∀e ∈ E∑
e∈S
xe ≤ r(S) ∀S ⊂ E∑
e∈S
ye ≤ r(S) ∀S ⊂ E
xe ∈ {0, 1} ∀e ∈ E
ye ∈ {0, 1} ∀e ∈ E
ze ∈ {0, 1} ∀e ∈ E
Consider the linear relaxation of (Co-MM-I).
max aTx+ bT y + pT z (Co-MM)
s.t. xe + ye ≤ ze + 1 ∀e ∈ E∑
e∈S
xe ≤ r(S) ∀S ⊂ E∑
e∈S
ye ≤ r(S) ∀S ⊂ E
xe ≥ 0 ∀e ∈ E
ye ≥ 0 ∀e ∈ E
ze ≥ 0 ∀e ∈ E
The constraints ze ≤ 1 ∀e ∈ E can be removed, since p is assumed to be non-positive.
Note that (CO-MM) can be solved efficiently using the ellipsoid method combined with
an efficient separation oracle for the rank constraints.
Lemma 4.7. The vertices of the feasible set of (Co-MM) are integral.
The proof is given in the appendix.
Lemma 4.7 shows that we can relax the integrality constraints of (Co-MM-I) without
changing the problem. Hence, it suffices to solve (Co-MM) which can be done efficiently.
We summarize the findings of this section in the next theorem.
12
Theorem 4.8. The coordination matroid maximization problem can be solved in poly-
nomial time.
Transferring these results to the original problem (2-adapt) we obtain the following
theorem.
Theorem 4.9. Problem (2-adapt) of the matroid maximization problem can be solved
in polynomial time.
Remark 4.10. Note that the matroid maximization problem is a generalization of the
well known minimum spanning tree problem. Hence, we can transfer these results directly
to the minimum spanning tree problem.
Corollary 4.11. The problem versions (2-adapt) and (PCoord) of the minimum spanning
tree problem can be solved in polynomial time.
4.3 The Selection Problem
The task of the selection problem is to select P out of n items. The feasible set of the
selection problem is given as X = {x ∈ {0, 1}n : ∑ni=1 xi = P}, where xi = 1 if and
only if item i is selected. The problem has been frequently studied in the field of robust
optimization (see [19]). The corresponding problem (PCoord) can be represented by the
following IP formulation.
min aTx+ bT y + pT z
s.t. xi + yi ≤ zi + 1 ∀i ∈ [n]
n∑
i=1
xi = P
n∑
i=1
yi = P
xi ∈ {0, 1} ∀i ∈ [n]
yi ∈ {0, 1} ∀i ∈ [n]
zi ∈ {0, 1} ∀i ∈ [n]
The linear relaxation is given by
min aTx+ bT y + pT z
s.t. xi + yi ≤ zi + 1 ∀i ∈ [n]
n∑
i=1
xi = P
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n∑
i=1
yi = P
xi ∈ [0, 1] ∀i ∈ [n]
yi ∈ [0, 1] ∀i ∈ [n]
zi ∈ [0, 1] ∀i ∈ [n]
Note that the selection problem is a special case of the matroid maximization problem.
Recall that we have shown in Section 4.2 that the IP formulation of the corresponding
coordination problem is integral, which means that the linear relaxation is equivalent to
the original problem. Note that we can remove the constraints zi ≤ 1 since we have that
pi ≥ 0 for all i ∈ [n]. The dual of the linear relaxation is given by
max P (v1 + v2)−
n∑
i=1
u1i + u
2
i + λi (D)
s.t. − u1i − λi + v1 ≤ ai ∀i ∈ [n]
− u2i − λi + v2 ≤ bi ∀i ∈ [n]
λi ≤ pi ∀i ∈ [n]
u1, u2, λ ≥ 0
Observe that in an optimal solution u1i = max(0, v1 − ai − λi) and u2i = max(0, v2 −
bi − λi) ∀i ∈ [n]. Hence, we can remove u1 and u2 and obtain the following problem.
max P (v1 + v2) +
n∑
i=1
min(0, ai − v1 + λi) + min(0, bi − v2 + λi)− λi
s.t. 0 ≤ λi ≤ pi ∀i ∈ [n]
Lemma 4.12. The optimal value of the maximization problem max0≤λi≤pi min(0, ai −
v1 +λi) + min(0, bi−v2 +λi)−λi is given by min(0, ai−v1, bi−v2, ai+ bi+pi−v1−v2).
Proof. Introducing two additional variables t1 and t2, the maximization problem can be
written as the following linear program
max − t1 − t2 − λi
s.t. − t1 − λi ≤ ai − v1
− t2 − λi ≤ bi − v2
λi ≤ pi
t1, t2, λi ≥ 0
The dual of this linear program is given by
min (ai − v1)α+ (bi − v2)β + piγ
14
s.t. α+ β − γ ≤ 1
α ≤ 1
β ≤ 1
α, β, γ ≥ 0
In an optimal solution one can set γ = max(0, α+β− 1). Resulting in the following two
dimensional optimization problem.
min (ai − v1)α+ (bi − v2)β + pi max(0, α+ β − 1)
s.t. 0 ≤ α ≤ 1
0 ≤ β ≤ 1
Note that the function L(α, β) = (ai − v1)α + (bi − v2)β + pi max(0, α + β − 1) must
attain its minimum at one of the four vertices of [0, 1]2. Hence, the problem simplifies
to min(L(0, 0), L(1, 0), L(0, 1), L(1, 1)) which is equivalent to min(0, ai − v1, bi − v2, ai +
bi + pi − v1 − v2).
Using Lemma 4.12 we can simplify the problem to a two dimensional optimization prob-
lem with variables v1 and v2.
max P (v1 + v2) +
n∑
i=1
min(0, ai − v1, bi − v2, ai + bi + pi − v1 − v2) (2D)
Consider the functions f1(t) = maxv2 P (t+ v2) +
∑n
i=1 min(0, ai − t, bi − v2, ai + bi +
pi− t− v2) and f2(t) = maxv1 P (v1 + t) +
∑n
i=1 min(0, ai− v1, bi− t, ai + bi + pi− v1− t).
Note that a function f(x) = miny∈C h(x, y) is convex if h is jointly convex in (x, y) and
C is a convex (see [7]). Hence, we can conclude that f1 and f2 are concave.
Lemma 4.13. The functions f1 and f2 can be computed in linear time.
Proof. Consider function f1 (f2 is analogous). To compute f1(t) we have to solve the
maximization problem
max
v2
P (t+ v2) +
n∑
i=1
min(0, ai − t, bi − v2, ai + bi + pi − t− v2)
Define mi = min(0, ai− t) and hi = min(bi, ai + bi + pi− t). Note that the maximization
problem is equivalent to
max
v2
P (t+ v2) +
n∑
i=1
min(mi, hi − v2)
Hence, we are maximizing a piecewise linear function with breakpoints at hi−mi. Note
that the set of all breakpoints can be computed in linear time. The maximum of this
piecewise linear function is at the P th smallest breakpoint which can be found in linear
time. After the P th smallest breakpoint is found, one can compute the optimal value of
the maximization problem in linear time.
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v1
v2
(ai, bi)
(ai + pi, bi + pi)
Figure 1: The set of breakpoints of the piecewise linear function min(0, ai−v1, bi−v2, ai+
bi + pi − v1 − v2) is given by five line segments.
Consider the piecewise linear function min(0, ai−v1, bi−v2, ai+bi+pi−v1−v2). The
breakpoints form a set as shown in Figure 1. The lines intersect at the points (ai, bi)
and (ai + pi, bi + pi).
If multiple of these functions are added the set of breakpoints is obtained by combining
the set of breakpoints of each individual function, see Figure 2.
Note that the maximum of the piecewise linear function P (v1 +v2)+
∑n
i=1 min(0, ai−
v1, bi − v2, ai + bi + pi − v1 − v2) can be found at one of the intersection points shown
in Figure 2. Denote by V the set of all intersection points. Observe that for each v ∈ V
either v1 ∈ A := {ai : i ∈ [n]} ∪ {ai + pi : i ∈ [n]} or v2 ∈ B := {bi : i ∈ [n]} ∪ {bi + pi :
i ∈ [n]}. Using this observation we can reduce our problem to
max
(
max
t∈A
f1(t),max
t∈B
f2(t)
)
A naive approach is to compute f1(t) for all t ∈ A and f2(t) for all t ∈ B. This naive
approach has a time complexity of O(n2), since |A| and |B| are in O(n) and computing
f1 and f2 can be done in O(n) time (see Lemma 4.13). But, since f1 and f2 are concave,
it is not necessary to consider each value in A and B. Using golden section search over
A and B, it is sufficient to consider only O(log(n)) many values. This allows us to find
the optimal solution (v∗1, v∗2) of problem (2D) in O(n log(n)) time. The optimal values
λ∗ can be found by solving max0≤λi≤pi min(0, ai − v∗1 + λi) + min(0, bi − v∗2 + λi) − λi
which can be done in constant time for fixed i. Hence, λ∗ can be computed in O(n)
time. Setting u1∗i = max(0, v
∗
1 − ai − λ∗i ) and u2∗i = max(0, v∗2 − bi − λ∗i ), we obtain the
optimal solution (v∗1, v∗2, λ∗, u1∗, u2∗) of (D).
Lemma 4.14. Given the optimal solution of (D) one can compute an optimal solution
of (Pcoord) in O(n).
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v1
v2
Figure 2: To obtain the set of breakpoints of the piecewise linear function∑n
i=1 min(0, ai− v1, bi− v2, ai + bi + pi− v1− v2) one needs to combine the set
of breakpoints of each individual function.
The proof is given in the appendix.
Due to Lemma 4.14, the overall running time of the algorithm is bounded byO(n log(n)).
Combining this result with Theorem 2.2 we obtain the following theorem.
Theorem 4.15. Problem (2-adapt) of the selection problem can be solved in O(n4 log(n)).
4.4 The Shortest Path Problem
Unfortunately, it turns out that problem (2-adapt) for the shortest path problem is
strongly NP-complete for general graphs. Hence, problem (PCoord) cannot be solved
efficiently on general graphs unless P = NP.
Theorem 4.16. Problem (2-adapt) is strongly NP-complete for the shortest path prob-
lem, even if Γ = 1.
Proof. We give a reduction from the 2-disjoint path problem, which is known to be
strongly NP-complete (see [14]). A instance of the 2-disjoint path problem (2DPP)
consists of a graph G = (V,E) with two source nodes s1 and s2 and two sink nodes
t1 and t2. The problem is to decide if there exists a s1 − t1 path P and a s2 − t2
path Q such that P and Q are disjoint. Given graph G, we construct a graph G′ =
(V ∪ {s, t}, E ∪Enew), where Enew = {(s, s1), (s, s2), (t1, t), (t2, t)} as shown in Figure 3.
The uncertainty budget Γ is set to 1. The cost of the different edges are defined by the
following intervals:
• [2, 5] for the edges (s, s1) and (t1, t),
• [1, 5] for the edges (s, s2) and (t2, t),
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s[2, 5]
[1, 5]
s1
s2
t1
t2
t
[2, 5]
[1, 5]
G
[0, 3]
Figure 3: We construct graph G′ by adding nodes s and t to G and by connecting
them appropriately to s1, s2, t1 and t2. The intervals on the edges define
the corresponding cost intervals. The cost interval of all edges from G are set
to [0, 3].
• and [0, 3] for all other edges.
Denote by OPT the optimal value of the created 2-adaptability instance. We claim that
OPT ≤ 347 if and only if the 2DPP is a yes-instance, i.e., there exists an s1 − t1 path P
and an s2 − t2 path Q such that P and Q are disjoint.
First, we assume that such paths P and Q exist in G. We define the s − t paths
P ′ = (s, s1) ◦P ◦ (t1, t) and Q′ = (s, s2) ◦Q ◦ (t2, t) in G′. Next, we consider the problem
maxc∈U min(c(P ′), c(Q′)), where c(P ′) denotes the cost of path P ′ under scenario c. We
call this the adversary problem. The optimal solution of the adversary problem defines
the value of solution (P ′, Q′). Since P ′ and Q′ are edge disjoint, we have to split the
uncertainty budget into two parts and distribute it among P ′ and Q′. Note that all cost
intervals of the edges of P ′ have length 3, whereas Q′ contains the edge (s, s2) with a
interval length of 4. Further, the nominal cost (Γ = 0) of P ′ is 4 and of Q′ is 2. Hence,
the adversary problem can be rewritten as:
max
α∈[0,1]
min (4 + 3α, 2 + 4(1− α)) = 34
7
This shows the first direction of the claim. For the second direction, assume that we
have an optimal solution (P ′, Q′) of the 2-adaptability problem such that OPT ≤ 347 .
To show that the restriction of (P ′, Q′) onto G, gives a solution of the 2DPP, we have
to distinguish two cases:
Case 1: P ′ and Q′ share at least one edge.
Denote by e′ the edge contained in P ′ and Q′. If e′ ∈ Enew, we can spent the complete
uncertainty budget on this edge to increase its cost to 5. It is an immediate consequence
that the value of the solution (P ′, Q′) is at least 5, which is a contradiction. On the
other hand, if e′ ∈ E, we can also spent the complete uncertainty budget on this edge
to increase its cost to 3. Since the nominal cost of each s − t path are at least 2, we
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conclude that the cost of (P ′, Q′) is at least 5.
Case 2: P ′ and Q′ are edge disjoint.
Without loss of generality, we assume that P ′ contains (s, s1). Further, we assume that
P ′ contains (t2, t). In consequence, Q′ contains (s, s2) and (t1, t). Note that in this
case the restriction of (P ′, Q′) onto G gives no feasible solution of the 2-disjoint path
problem since the two disjoint paths are not correctly connected to s1, t1 and s2, t2. The
nominal cost of both paths is 3 and both paths contain an edge with cost interval [1, 5]
(an interval with length 4). We obtain again a contradiction since the adversary problem
can be rewritten as:
max
α∈[0,1]
min (3 + 4α, 3 + 4(1− α)) = 5
In summary, we conclude that P ′ and Q′ must be edge disjoint and that P ′ contains
(s, s1) and (t1, t) and that Q
′ contains (s, s2) and (t2, t). This guarantees that the
restriction of (P ′, Q′) onto G gives a feasible solution of the 2DDP, which concludes the
proof.
Remark 4.17. A very similar reduction can be used to show that problem (PCoord) is
NP-complete for the shortest path problem.
Corollary 4.18. If P 6= NP, there is no β-approximation algorithm for problem (2-
adapt) of the shortest path problem with β < 3534 , even if Γ = 1.
Proof. Consider again the reduction used in the proof of Theorem 4.16. If the 2DPP
instance is a yes-instance, i.e., there exist two disjoint s1− t1 and s2− t2 paths, then the
optimal objective value of the (2-adapt) problem is 347 . Contrary, if the 2DPP instance
is a no-instance, we have seen that each solution of the (2-adapt) problem has objective
value of at least 5. We conclude that no approximation algorithm with approximation
guarantee < 3534 exists for problem (2-adapt) unless P = NP.
Note that Corollary 4.18 implies that no PTAS can exist for this problem if P 6= NP.
Because of these negative results on general graphs, we consider a restricted graph class
which leads to a polynomial solvable problem. Due to convention, we use m instead of
n to denote the number of edges of the underlying graph.
Lemma 4.19. Problem (PCoord) can be solved in O(m) for the shortest path problem on
series-parallel graphs.
Proof. At first, we construct a binary decomposition tree of the series-parallel graph G,
which can be done in linear time (see [12]). The vertices of the decomposition tree V
represent a subgraph GV of G. The leafs of the decomposition tree represent single
edges and the graph corresponding to node V with children nodes V1 and V2 is defined
by either series or parallel composing GV1 and GV2 .
The algorithm computes, for each node V of the decomposition tree, a triple TV =
((PX , PY ), P
∗
a , P
∗
b ). The pair (PX , PY ) is the optimal solution of problem (PCoord) on
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GV and P ∗a and P ∗b are the shortest paths with respect to cost a and b on GV . The
definition of the correct triples for the leaves of the decomposition tree are trivial, since
the leaves represent single edges.
Consider a node V of the decomposition tree with children nodes V1 and V2. We can
assume that the algorithm has already computed the triples TV1 = ((PX , PY ), P ∗a , P ∗b )
and TV2 = ((QX , QY ), Q∗a, Q∗b) for V1 and V2.
If V is generated by a series composition, we set
TV =
(PX ◦QX , PY ◦QY )P ∗a ◦Q∗a
P ∗b ◦Q∗b
 .
If V is generated by a parallel composition, we set
TV =
 (P ∗X , Q∗X)argmin{a(P ∗a ), a(Q∗a)}
argmin{b(P ∗b ), b(Q∗b)}
 .
To obtain (P ∗X , Q
∗
X), we compute for each of the four pairs (PX , PY ), (QX , QY ), (P
∗
a , Q
∗
b),
and (Q∗a, P ∗b ) the objective value with respect to the objective function of (PCoord) and
choose the best one. Note that the triple that corresponds to the root of the decom-
position tree contains the optimal solution of problem (PCoord) on graph G. Since each
triple can be computed in constant time, the complete algorithm can be implemented in
linear time.
The combination of Theorem 2.2 and Lemma 4.19 leads to the following theorem.
Theorem 4.20. Problem (2-adapt) of the shortest path problem on series-parallel graphs
can be solved in O(m4).
5 Approximating Problem (2-adapt)
In the first part of this section, we show for minimization problems that approximation
algorithms for (PCoord) can be used to approximate (2-adapt). In the second part,
we investigate approximation properties for the knapsack problem, which is a classic
maximization problem. Interestingly, it turns out that it exists a PTAS for the (PCoord)
knapsack problem but the (2-adapt) knapsack problem is not at all approximable. Hence,
it is essential for the proof of the first part that the underlying problem is a minimization
problem.
5.1 Approximating (PCoord) to approximate Problem (2-adapt)
Assume we have given an β-approximation algorithm for a minimization problem (PCoord)
with β ≥ 1. Recall that each problem P (α, θ) for α ∈ A and θ ∈ Θ(α) can be formulated
as a coordination problem (PCoord). Hence, we can use the β-approximation algorithm
to obtain approximate solutions of P (α, θ) (see Section 3). Denote by (x(α,θ), y(α,θ)) the
approximate solution of P (α, θ).
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Algorithm 1 Approximation algorithm for problem (2-adapt).
1: for all α ∈ A do
2: for all θ ∈ Θ(α) do
3: Compute a β-approximate solution (x(α,θ), y(α,θ)) of P (α, θ).
4: Compute val(α, θ) = Eval((xα,θ), y(α,θ))).
5: end for
6: end for
7: Set (α∗, θ∗) = argminα∈A,θ∈Θ(α) val(α, θ).
8: return (x(α∗,θ∗), y(α∗,θ∗))
Theorem 5.1. Algorithm 1 is a β-approximation algorithm for problem (2-adapt).
Proof. Denote by OPT the optimal value of problem (2-adapt) and by ALG the objective
value of the approximate solution returned by Algorithm 1. From Section 2, we know
that there exists α∗ ∈ A and θ∗ ∈ Θ(α∗) and a solution (x∗, y∗) such that
OPT = Γθ∗ +
n∑
i=1
fi(x
∗
i , y
∗
i , α
∗, θ∗)
where fi(xi, yi, α, θ) = cixiα+ ciyi(1− α) + max(0, dixiα+ diyi(1− α)− θ). Denote by
(x′, y′) the β-approximate solution computed for P (α∗, θ∗) by Algorithm 1 and by (x˜, y˜)
the solution returned by Algorithm 1. From the definition of the algorithm it follows
that
Eval((x˜, y˜)) ≤ Eval((x′, y′))
where Eval((x, y)) denotes the optimal value of Eval((x, y)). Further, since (x′, y′) is a
β-approximate solution and (x∗, y∗) is an optimal solution of problem P (α∗, θ∗) it holds
that
n∑
i=1
fi(x
′
i, y
′
i, α
∗, θ∗) ≤ β
n∑
i=1
fi(x
∗
i , y
∗
i , α
∗, θ∗)
Recall that the objective function of problem P (α, θ) is equal to
∑n
i=1 fi(x, y, α, θ).
Lastly, we have to observe that
Eval((x′, y′)) =
min
0≤α≤1
0≤θ
cTx′α+ cT y′(1− α) + Γθ +
n∑
i=1
max(0, dix
′
iα+ diy
′
i(1− α)− θ) ≤
cTx′α∗ + cT y′(1− α∗) + Γθ∗ +
n∑
i=1
max(0, dix
′
iα
∗ + diy′i(1− α∗)− θ∗) =
Γθ∗ +
n∑
i=1
fi(x
′
i, y
′
i, α
∗, θ∗)
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Using β ≥ 1 and combining all previous inequalities, we can prove the claimed approxi-
mation guarantee:
ALG = Eval((x˜, y˜))
≤ Eval((x′, y′))
≤ Γθ∗ +
n∑
i=1
fi(x
′
i, y
′
i, α
∗, θ∗)
≤ Γθ∗ + β
n∑
i=1
fi(x
∗
i , y
∗
i , α
∗, θ∗)
≤ β
(
Γθ∗ +
n∑
i=1
fi(x
∗
i , y
∗
i , α
∗, θ∗)
)
= βOPT
Corollary 5.2 is an immediate consequence of Theorem 5.1.
Corollary 5.2. If the underlying problem is a minimization problem, an FPTAS (PTAS)
for (Pcoord) can be transferred to an FPTAS (PTAS) for problem (2-adapt).
5.2 The Knapsack Problem
We start this chapter with an detailed analysis of (PCoord) for the knapsack problem.
The feasible set of the knapsack problem is specified by a strictly positive weight vector
w ∈ N+ and a capacity W ∈ N, the feasibility set is X = {x ∈ Bn : ∑ni=1wixi ≤ W}.
Note that we can assume without loss of generality that wi ≤W for all i, since each item
with wi > W can be removed from the instance. The integer programming formulation
of (PCoord) is given by
max aTx+ bT y + pT z (K)
s.t. xi + yi ≤ zi + 1 ∀i ∈ [n]
n∑
i=1
wixi ≤W
n∑
i=1
wiyi ≤W
xi ∈ {0, 1} ∀i ∈ [n]
yi ∈ {0, 1} ∀i ∈ [n]
zi ∈ {0, 1} ∀i ∈ [n]
Note that the knapsack problem is a maximization problem with positive reward vectors
a and b. Therefore the penalty vector p for sharing one item in both solutions is negative.
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We know already that the knapsack problem is an NP-complete problem. Hence, problem
(K) can not be expected to be solved exactly in polynomial time. Therefore, it is
interesting to search for exact algorithms with pseudopolynomial running time or for
approximation algorithms with polynomial running time. We begin the analysis of the
problem with an exact algorithm with pseudopolynomial running time.
Theorem 5.3. Problem (Pcoord) of the knapsack problem can be solved in time O(nW
2).
Proof. We use dynamic programming to compute the table T (k,W1,W2) for i ∈ [n],W1 ∈
[W ] and W2 ∈ [W ]. The entry in T (k,W1,W2) denotes the maximum profit of the re-
stricted problem.
max
k∑
i=1
aixi + biyi + pizi
s.t. xi + yi ≤ zi + 1 ∀i ∈ [k]
k∑
i=1
wixi ≤W1
k∑
i=1
wiyi ≤W2
xi ∈ {0, 1} ∀i ∈ [k]
yi ∈ {0, 1} ∀i ∈ [k]
zi ∈ {0, 1} ∀i ∈ [k]
Note that the optimal objective value of the original problem is given by T (n,W,W ).
To obtain the claimed running time of O(nW 2) we have to prove that dynamic program-
ming can be used to compute each value in T in constant time. The values in T are
computed with the following scheme:
T (k + 1,W1,W2) = max

T (k,W1,W2),
T (k,W1 − wi,W2) + ai,
T (k,W1,W2 − wi) + bi,
T (k,W1 − wi,W2 − wi) + ai + bi + pi

The initial and boundary values of T are given by
T (k,W1,W2) =
{
−∞, if W1 < 0 or W2 < 0,
0, if k = 0,W1 ≥ 0, and W2 ≥ 0
Using induction, it is straightforward to show that the values of T (k,W1,W2) denote
the maximum profits of the restricted problems.
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The goal of the next steps is to define a PTAS for Problem (K). First, we consider the
linear relaxation of the problem:
max aTx+ bT y + pT z (Rel-K)
s.t. xi + yi ≤ zi + 1 ∀i ∈ [n]
n∑
i=1
wixi ≤W
n∑
i=1
wiyi ≤W
xi ∈ [0, 1] ∀i ∈ [n]
yi ∈ [0, 1] ∀i ∈ [n]
zi ∈ [0, 1] ∀i ∈ [n]
Since (Rel-K) is only a relaxation of (K) an optimal solution might contain fractional
values. Let (x, y, z) be a solution of (Rel-K) we say index i is fractional if xi ∈ (0, 1) or
yi ∈ (0, 1). The next lemma shows that each vertex of the feasible set of (Rel-K) hast
at most two fractional indices.
Lemma 5.4. Each vertex of (Rel-K) has at most two fractional indices.
The proof is given in the appendix.
The following algorithm makes use of the observation of Lemma 5.4.
Algorithm 2 (Rel − 3)
1: Compute an optimal vertex (x′, y′, z′) of problem (Rel−K), which has at most two
fractional indices i and j.
2: Define (x1, y1, z1) by all non fractional indices of (x′, y′, z′), i.e. x1k = xk, y
1
k = yk,
and z1k = zk for all k 6∈ {i, j} and x1i = x1j = y1i = y1j = z1i = z1j = 0 for i and j.
3: Define (x2, y2, z2) by x2k = y
2
k = z
2
k = 0 for all k 6= i and (x2i , y2i ) =
argmaxx∈{0,1},y∈{0,1} aix+ biy + pi max(0, x+ y − 1) and z2i = max(0, x2i + y2i − 1).
4: Define (x3, y3, z3) by x3k = y
3
k = z
3
k = 0 for all k 6= j and (x3j , x3j ) =
argmaxx∈{0,1},y∈{0,1} ajx+ bjy + pj max(0, x+ y − 1) and z3j = max(0, x3j + y3j − 1).
5: Let (x˜, y˜, z˜) be the best solution of (x1, y1, z1), (x2, y2, z2), and (x3, y3, z3).
6: return (x˜, y˜, z˜).
Theorem 5.5. Algorithm (Rel − 3) is a 13 approximation algorithm for problem (K).
Proof. Consider Algorithm (Rel-3) described as Algorithm 2. Denote by f∗ the optimal
objective value of problem (K), by f ′ the optimal value of the relaxed problem and by
f˜ the value of the solution returned by Algorithm (Rel-3). Further, we set fl equal to
the objective value of solution (xl, yl, zl) for l = 1, 2, 3. The claimed approximation ratio
follows, since
f∗ ≤ f ′ ≤ f1 + f2 + f3 ≤ 3f˜ .
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The first and third inequality are straightforward, since f ′ is the optimal value of the
relaxed problem and fl ≤ f˜ . The second inequality holds since
f ′ = aTx′ + bT y′ + pT z′
=
∑
k 6∈{i,j} akx
1
k + bky
1
k + pkz
1
k + a
T
i x
′
i + b
T
i y
′
i + p
T
i z
′
i + a
T
j x
′
j + b
T
j y
′
j + p
T
j z
′
j
= f1 + a
T
i x
′
i + b
T
i y
′
i + p
T
i z
′
i + a
T
j x
′
j + b
T
j y
′
j + p
T
j z
′
j
≤ f1 + maxx∈[0,1],y∈[0,1] aTi x+ bTi y + pTi max(0, x+ y − 1)
+ maxx∈[0,1],y∈[0,1] aTj x+ b
T
j y + p
T
j max(0, x+ y − 1)
= f1 + maxx∈{0,1},y∈{0,1} aTi x+ b
T
i y + p
T
i max(0, x+ y − 1)
+ maxx∈{0,1},y∈{0,1} aTj x+ b
T
j y + p
T
j max(0, x+ y − 1)
= f1 + f2 + f3
The idea of the PTAS is to guess the set L ⊂ [n] of l items of the optimal solution
which yield the most reward. For a solution (x, y, z) the reward of item i is defined by
ri = aixi+biyi+pizi. The choice of ldepends on the desired approximation guarantee .
After L ⊂ [n] has been chosen a restricted problem instance needs to be solved.
Assume that (x, y, z) is the solution for which the values of xi, yi and zi are guessed
for all i ∈ L. As a first step, all items in L are removed from the instance by introducing
the constraints xi = 0, yi = 0, and zi = 0 for all i ∈ L. In the second step, we update
the weights for the weight constraints to W1 = W − wTx and W2 = W − wT y and
remove all items which lead to an immediate violation of these weight constraints by
introducing the constraints xi = 0 if wi > W1 and yi = 0 if wi > W2 for all i 6∈ L.
In the last step, all possibilities are removed, which could lead to a higher reward as it
is done by the items in L. Denote by B = mini∈L ri the smallest reward of all items
in L. We introduce the constraints xi = 0 if ai > B, yi = 0 if bi > B, and zi = 0 if
ai + bi + pi > B for all i 6∈ L. We denote by I(W1,W2, Ix, Iy, Iz) the so defined instance,
where Ix, Iy, and Iz is the index set of all variables which are fixed to 0. The restricted
instance I(W1,W2, Ix, Iy, Iz) can be formulated by the following integer program.
max aTx+ bT y + pT z (I(W1,W2, Ix, Iy, Iz))
s.t. xi + yi ≤ zi + 1 ∀i ∈ [n]
n∑
i=1
wixi ≤W1
n∑
i=1
wiyi ≤W2
xi ∈ {0, 1} ∀i ∈ [n]
yi ∈ {0, 1} ∀i ∈ [n]
zi ∈ {0, 1} ∀i ∈ [n]
xi = 0 ∀i ∈ Ix
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yi = 0 ∀i ∈ Iy
zi = 0 ∀i ∈ Iz
Note that the result of Lemma 5.4 for (Rel-K) can be transferred to I(W1,W2, Ix, Iy, Iz).
Lemma 5.6. Each vertex of the linear relaxation of I(W1,W2, Ix, Iy, Iz) has at most
two fractional indices.
Proof. The proof is identical to the proof of Lemma 5.4.
Lemma 5.6 allows us to modify algorithm (Rel − 3) to obtain an 13 approximation
algorithm for I(W1,W2, Ix, Iy, Iz). Denote by (Rel′−3) the modified version of (Rel−3).
Algorithm 3 A PTAS for problem (K).
1: Chose  > 0.
2: Set l= min(d2 e − 3, n).
3: Set fˆ = 0.
4: for all subsets L ⊂ [n] with |L| ≤ l do
5: Define T =
{
(x, y, z) :
xi + yi ≥ 1, zi = max(0, xi + yi − 1) ∀i ∈ L
xi = yi = zi = 0 ∀i 6∈ L
}
.
6: for all (x, y, z) ∈ T do
7: Set B = mini∈L aixi + biyi + pizi.
8: if wTx ≤W and wT y ≤W then
9: Define W1 = W − wTx and W2 = W − wT y.
10: Define Ix = L ∪ {i 6∈ L : ai > B} ∪ {i 6∈ L : wi > W1}.
11: Define Iy = L ∪ {i 6∈ L : bi > B} ∪ {i 6∈ L : wi > W2}.
12: Define Iz = L ∪ {i 6∈ L : ai + bi + pi > B}.
13: Use (Rel′ − 3) to find an approx. sol. of I(W1,W2, Ix, Iy, Iz).
14: Denote by (x˜, y˜, z˜) the solution of (Rel′ − 3).
15: Set f˜ = aT x˜+ bT y˜ + pT z˜.
16: Set fL = a
Tx+ bT y + pT z.
17: if fL + f˜ > fˆ then
18: Set fˆ = fL + f˜ .
19: Set xˆi = xi ∀i ∈ L and xˆi = x˜i ∀i 6∈ L.
20: Set yˆi = yi ∀i ∈ L and yˆi = x˜i ∀i 6∈ L.
21: Set zˆi = zi ∀i ∈ L and zˆi = x˜i ∀i 6∈ L.
22: end if
23: end if
24: end for
25: end for
26: return (xˆ, yˆ, zˆ).
Theorem 5.7. Algorithm 3 defines a PTAS for problem (K).
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Proof. Consider the Algorithm 3. We start with the run time analysis. To enumerate
over all subset L ⊂ [n] with |L| ≤ l requires O(nl) time. Note that the set T consists
of at most 3l elements since for each index i ∈ L there are three possible choices for
(xi, yi, zi) ∈ {(1, 0, 0), (0, 1, 0), (1, 1, 1)}. Hence, the inner loop of both for loops is called
O((3n)l) times. The running time of the inner loop is mainly defined by the running
time T ′ of (Rel′ − 3). Note that T ′ is polynomial in the input size, since the main part
of (Rel′− 3) is the solution of a linear program. Since l= min(d2 e− 3, n), the complete
running time of the algorithm is given by O((3n)d
2

eT ′), which is polynomial in the input
size for fixed .
Next, we prove the claimed approximation ratio. Denote by (x∗, y∗, z∗) the optimal
solution of problem (K) and by f∗ the optimal objective value. If the optimal solution
consists of less than l items, i.e. |{i : x∗i + y∗i ≥ 1}| < l, Algorithm 3 will find this
solution during the enumeration procedure. Hence, we can assume in the following that
the optimal solution consists of more than l items. Let L∗ be the set of the l items i
of the optimal solution with the highest rewards r∗i = aix
∗
i + biy
∗
i + piz
∗
i . During the
enumeration procedure we will find set L∗ and the solution (x, y, z) which is equal to
the optimal solution for all items i ∈ L∗, i.e. xi = x∗i , yi = y∗i , and zi = z∗i for all i ∈ L∗.
Note that the remaining items of the optimal solution not in L∗ can be found by solving
I(W1,W2, Ix, Iy, Iz). Denote the optimal objective value of this problem by fIB . Note
that f∗ =
∑
i∈L∗ r
∗
i + f
I
B . Denote by f
I the optimal value of the linear relaxation of
I(W1,W2, Ix, Iy, Iz) and by f˜ the value of the approximate solution found by Algorithm
(Rel′ − 3) applied to I(W1,W2, Ix, Iy, Iz). Hence, we obtain for the value fˆ of the so-
lution returned by Algorithm 3 that fˆ ≥ ∑i∈L∗ r∗i + f˜ . Recall that 13fIB ≤ f˜ . In the
following, we distinguish two cases.
Case 1:
∑
i∈L∗ r
∗
i ≥ l2 f∗
Combining the observations from above, we obtain
fˆ ≥
∑
i∈L∗
r∗i + f˜
≥
∑
i∈L∗
r∗i +
1
3
fIB
=
2
3
∑
i∈L∗
r∗i +
1
3
(∑
i∈L∗
r∗i + f
I
B
)
≥ 2
3
l
2
f∗ +
1
3
f∗
≥ (
2
 − 3)
3
f∗ +
1
3
f∗
≥ (2− 3)
3
f∗ +
1
3
f∗
≥ (1− )f∗
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Case 2:
∑
i∈L∗ r
∗
i <
l
2 f
∗
In this case, we get that B = mini∈L∗ r∗i <

2f
∗. Hence, the reward of a single item
in the restricted instance I(W1,W2, Ix, Iy, Iz) is bounded by 2f∗. Recall that (Rel′− 3)
chooses the best of three solutions, the first solution is defined by all integral values
and the second and third solution consists of a single item corresponding to a fractional
index. Hence, we conclude that
fIB ≤ fI ≤ f ′ + 2

2
f∗ = f ′ + f∗.
Which suffices to verify the approximation guarantee
(1− )f∗ =
∑
i∈L∗
r∗i + f
I
B − f∗ ≤
∑
i∈L∗
r∗i + f
′ + f∗ − f∗ ≤ fˆ .
Remark 5.8. The PTAS is not well defined for  > 23 . In this case we use algorithm
(Rel − 3) to obtain an 13 approximation for problem (K).
The following negative approximation result proves that the PTAS is best possible for
problem (K).
Theorem 5.9. There exists no FPTAS for problem (K), unless P = NP.
Proof. We prove this statement, by showing that an FPTAS for problem (K) could be
used to solve the partition problem (PART) in polynomial time. Note that PART is
known to be NP-complete.
An instance of PART consists of a set of natural numbers {s1, . . . , sn}. The goal is
to decide if there is a partition I1, I2 of the index set [n] such that
∑
i∈I1 si =
∑
i∈I2 si.
Consider the following instance of problem (K)
ai = 1, bi = 1, pi = −1, wi = si ∀i ∈ [n]
The capacity W is set to 12
∑n
i=1 si. We claim that PART is a yes-instance if and
only if the optimal value of the corresponding instance of (K) has objective value n.
First, assume PART is a yes-instance. This means that it exists a partition I1, I2 such
that
∑
i∈I1 si =
∑
i∈I2 si. We define the following solution (x
′, y′, z′) for problem (K):
x′i = 1, y
′
i = 0 ∀i ∈ I1, x′i = 0, y′i = 1 ∀i ∈ I2 and z′ = 0. It is easy to see that (x′, y′, z′) is
feasible for (K) and has objective value of n. Contrary, assume that an optimal solution
(x∗, y∗, z∗) of (K) has objective value of at least n. Assume that x∗i y
∗
i = 1 in an optimal
solution for some item i. In this case, the contribution to the objective function for
this item i is given by ai + bi + pi = 1 + 1 − 1 = 1. Note that setting either x∗i or y∗i
to 0 decreases wTx∗ and wT y∗ and does not decrease the objective function. Hence,
we can assume without loss of generality that x∗i y
∗
i = 0 for each i ∈ [n]. Further, we
conclude that z∗ = 0. Since the objective value of (x∗, y∗, z∗) is at least n we have that
Ix = {i : x∗i = 1} and Iy = {i : y∗i = 1} forms a partition of [n]. Further, since (x∗, y∗, z∗)
is a feasible solution we have that
∑
i∈Ix si ≤ 12
∑
i∈[n] si and
∑
i∈Iy si ≤ 12
∑
i∈[n] si.
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Summing both inequalities reveals that both inequalities must be tight, which proves
that Ix and Iy solves problem PART.
Note that the optimal objective value of the constructed instance of (K) lies in
{0, 1, . . . , n}. Hence, a
(
1− 1n+1
)
approximation algorithm must find the optimal solu-
tion of the problem. Recall that an FPTAS for problem (K), means that we can find
for each  > 0 in polynomial time with respect to the encoding length L of the problem
and 1 an (1 − ) approximate solution. Therefore, by setting  = 1n+1 , we could use
the FPTAS to find in polynomial time an optimal solution of the problem and decide
PART.
Since knapsack is a maximization problem we cannot apply Corollary 5.2. In fact, it
turns out that the (2-adapt) knapsack problem cannot be approximated at all as shown
in the next theorem.
Theorem 5.10. The (2-adapt) knapsack problem cannot be approximated at all if P 6=
NP.
Proof. We use a gap introducing reduction from PART. Given a list of natural numbers
s1, . . . , sn. We define the following (2-adapt) knapsack instance: We introduce n items
with weights si and unit profits. The capacity of the knapsack is set to
1
2
∑n
i=1 si.
The uncertainty set is defined as U = {p˜ ∈ Rn : p˜i ∈ [0, 1],
∑n
i=1 p˜i ≥ 1}. Note that for
maximization problems the profit values are assumed to stem from [pi−di, pi], in contrast
to minimization problems where the cost values are assumed to stem from [ci, ci + di].
Hence, the defined uncertainty set is in fact a bounded uncertainty set with budget
Γ = n− 1.
Assume that the PART instance is a yes-instance, i.e., it exists a partition of [n] into
I1 and I2 such that
∑
i∈I1 si =
∑
i∈I2 si. Consider the following (2-adapt) knapsack
solution (x, y): xi = 1, yi = 0 ∀i ∈ I1 and xi = 0, yi = 1 ∀i ∈ I2. It is easy to see that
(x, y) is in fact a solution of the (2-adapt) knapsack problem. To compute the objective
value of (x, y) we have to solve the following adversary problem
min
d1≤|I1|,d2≤|I2|,d1+d2≤n−1
max{|I1| − d1, |I2| − d2}
where d1/d2 is the amount of uncertainty budget which is used to reduce the profit of
solution x/y. The optimal solution of this problem is d1 = |I1| − 0.5 and d2 = |I2| − 0.5
which results in an objective value of 0.5 for solution (x, y).
Next, assume that the PART instance is a no-instance. We claim that for each solution
(x, y) of the (2-adapt) knapsack problem it must exist an item j which is neither part of x
nor of y, i.e., xj = yj = 0. For the sake of contradiction assume that each item is part of
either x of y. In this case, we observe that
∑n
i=1 si ≤
∑
i:xi=1
si +
∑
i:yi=1
si ≤
∑n
i=1 si.
We conclude that x and y form a partition such that
∑
i:xi=1
si =
∑
i:yi=1
si which
contradicts the fact that the actual PART instance is a no-instance. Hence, we know
that each solution (x, y) consists of at most n − 1 different items. Note that in the
adversary problem these n− 1 different items can be set to have 0 profit. Therefore, the
solution value of each (x, y) solution is 0.
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The gap between 0.5 for yes-instances and 0 for no-instances leads to the conclusion
that each approximation algorithm for (2-adapt) knapsack could be used to decide PART.
6 Case Study
In this case study, we demonstrate the application of (2-adapt) to the minimum spanning
tree problem. As test graph, we use a complete graph with 20 nodes. To generate the
vertex set, we choose uniformly at random 20 points in the square [0, 100]2. The cost
ce of each edge e = (u, v) is set to be the Euclidean distance between u and v. The
uncertain cost de are chosen uniform at random from the set {10, 20, 30}. The parameter
Γ which specifies the size of the uncertainty set is set to 10. The graph is shown in
Figure 4a in gray. The thickness of an edge indicates the amount of uncertainty which is
assigned to this edge. The thin/average/thick edges are the edges with de = 10/20/30.
First, we solved the classic minmax minimum spanning tree problem for the generated
instance. The classic solution is shown in Figure 4a in black. In Figure 4b, we present
the optimal pair of spanning trees for problem (2-adapt). To compare the performance
(a) The complete graph is shown
in gray. The classic robust
solution is shown in black.
(b) The first solution of the solution pair
is shown in red (straight), the second in
blue (dashed). All edges shared by both
solutions are shown in black.
Figure 4: Sample instance of the minimum spanning tree problem.
of the classic solution and the solution pair of (2-adapt), we did the following simulation
100000 times. We sampled a cost scenario from [c, c + d] by setting the cost of each
edge e with 95% probability to ce and with 5% probability to ce + de. After we have
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sampled the cost scenario, we computed the cost of the classic solution and the cost of
the cheapest solution of the solution pair. The corresponding distribution is shown in
Figure 5. The comparison reveals that the worst case performance guarantee can be
 0
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 70000
 80000
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Cost
Figure 5: Simulated cost distribution. The distribution of the classic robust solution is
shown in red. Choosing always the cheapest of the solution pair of (2-adapt)
yields the blue (patterned) distribution.
improved considerably if the problem setup allows for a Plan B.
7 Conclusions and Future Research
In the first part of the paper we studied the general concept of k-adaptability. We proved
how to transform, each problem (k-adapt) to polynomially many subproblems (for fixed
k). This transformation allows a new approach to solve the general (k-adapt) problem.
The main focus of this paper was the case where k = 2, i.e. problem (2-adapt). We
proved that the underlying subproblems, called coordination problems obey an interest-
ing theoretical structure. We analyzed these coordination problems for different classic
combinatorial optimization problems and derived positive and negative complexity re-
sults depending on the underlying problem. Further, we showed that approximation
algorithms for the coordination problem transfer to approximation algorithms for the
(2-adapt) problem for minimization problems. For maximization problems, we disprove
this relation by presenting a PTAS for the knapsack coordination problem and proving
inapproximablity for the (2-adapt) knapsack problem. We conclude the paper with a
case study of the (2-adapt) minimum spanning tree problem.
The following aspects are directly connected to the work presented in this paper and
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seem promising for future research. The problem definition of the coordination problem
(PCoord) is rather general and may be interesting also in other areas such as game
theory. Hence, studying this problem variant for further optimization problems seems
valuable. We have shown that (PCoord) can be solved in polynomial time for the matroid
maximization problem. However, this method is only weakly polynomial since it relies
on the ellipsoid method. Hence, the existence of a strongly polynomial time algorithm
for this problem is an open question. Finally, more work should be done to study the
more general problem (k-adapt).
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Appendix
Proof of Lemma 4.3:
Proof. Denote by F the set of all tight rank constraints for solution x, i.e., ∑e∈F xe =
r(F ) for all F ∈ F . We call F ∈ F a tight set. These are the critical constraints for
the definition of lonely and compatible elements since all non-tight rank constraints stay
fulfilled if we choose  small enough.
Consider a fractional element eˆ. Assume that eˆ is not contained in any tight constraint.
It is obvious that x+ = x+ δ(eˆ) and x− = x− δ(eˆ) are both feasible for (LP-MM) for
small enough  > 0. In this case, element eˆ is lonely.
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We assume in the following that eˆ is contained in at least one tight constraint. The
goal is to show that the set of compatible elements Cx(eˆ) is not empty. First, we show
that the set F fulfills the following property which is essential for the rest of the proof.
Claim 7.1. If F1, F2 ∈ F and F1 ∩ F2 6= ∅, then F1 ∩ F2 ∈ F .
Proof. Denote by x(S) =
∑
e∈S xe the sum over all elements of M . For any two sets
S1 and S2, we have that x(S1) + x(S2) = x(S1 ∪ S2) + x(S1 ∩ S2). For F1, F2 ∈ F and
F1 ∩ F2 6= ∅, we have that
r(F1) + r(F2) = x(F1) + x(F2) = x(F1 ∪ F2) + x(F1 ∩ F2)
≤ r(F1 ∪ F2) + r(F1 ∩ F2)
≤ r(F1) + r(F2).
The first inequality holds since x is feasible and F1 ∩ F2 6= ∅. The second inequality
holds, since the rank function r is submodular. Hence, all inequalities must hold with
equality, which shows that F1 ∩ F2 ∈ F .
In the following, inclusionwise minimal tight sets will play a crucial role. A set is
inclusionwise minimal tight if each strict subset of it is not a tight set.
Assume that element eˆ is contained in such an inclusionwise minimal tight set F ∗.
We claim that all other fractional elements in this set are compatible to element eˆ,
Cx(eˆ) = {e|e ∈ F ∗\{eˆ}, xe ∈ (0, 1)}. If Cx(eˆ) = ∅, we have that∑
e∈F ∗
xe =
∑
e∈F ∗\{eˆ}
xe︸ ︷︷ ︸
∈N
+ xeˆ︸︷︷︸
∈Q
< r(F ∗)︸ ︷︷ ︸
∈N
.
This contradicts the fact that F ∗ is a tight set, wherefore we conclude that Cx(eˆ) 6= ∅.
Let e′ be an arbitrary element in Cx(eˆ), we define x+ := x + δ(eˆ) − δ(e′) and
x− := x− δ(eˆ) + δ(e′) for a sufficiently small  > 0 such that the sign constraints and
all non-tight rank constraints remain fulfilled for x+ and x−. Further, we claim that x+
and x− are feasible for all tight constraints. Assume to have a tight set F ′ ∈ F with
eˆ ∈ F ′ and e′ 6∈ F or eˆ 6∈ F ′ and e′ ∈ F . Hence, |F ′ ∩ F ∗| < |F ∗| and, due to Claim 7.1,
F ′∩F ∗ is a tight set. Since this contradicts the fact that F ∗ is an inclusionwise minimal
tight set, we conclude that each tight set F contains either eˆ and e′ or none of both. In
both cases set F remains tight since∑
e∈F
x+e =
∑
e∈F
x−e =
∑
e∈F
xe = r(F ).
Next, we consider the case that eˆ is not contained in an inclusion-wise minimal tight
set. Consider the family F(eˆ) := {F : F ∈ F , eˆ ∈ F}. It must hold that eˆ is contained
in an inclusion-wise minimal tight set F ∗ with respect to family F(eˆ). Inclusion-wise
minimal with respect to a family means that no strict subset of this set is contained
in the family. Consider the set F ′ of tight sets which are strict subsets of F ∗, i.e.
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F ′ = {F : F ∈ F , F ( F ∗}. Observe that a set F ∈ F ′ with eˆ ∈ F contradicts the fact
that F ∗ is inclusion-wise minimal with respect to family F(eˆ). Hence, we conclude that
eˆ 6∈ F for all F ∈ F ′. We define the set F ′ = ⋃F∈F ′ F and R = F ∗\F ′. We claim that
each element in the set Cx(eˆ) = {e : xe ∈ (0, 1), e ∈ R\{eˆ}} is compatible with eˆ. To
show that Cx(eˆ) 6= ∅, we have to prove that
∑
e∈F ′ xe ∈ N.
Claim 7.2.
∑
e∈F ′ xe ∈ N.
Proof. We say a set M is integral if
∑
e∈M xe ∈ N. Assume that F ′ = {F1, . . . , Fn}. We
use a binary vector b ∈ Bn to denote all interesting subsets of F ′. For all b ∈ Bn, we
denote by
S(b) = {e : e ∈ Fi ∀i with bi = 1 and e 6∈ Fi ∀i with bi = 0} .
We proof by induction over the number of 0 entries of b that S(b) is integral ∀b ∈ B.
Since F ′ =
⋃
b∈Bn S(b) and S(b1) ∩ S(b2) = ∅ ∀b1 6= b2, it follows that F ′ is integral if
S(b) is integral ∀b ∈ B.
We denote by 1n,0n ∈ Bn the all one (all zero) vector of length n. To start the
induction consider the set S(1) =
⋂n
i=1 Fi. This set is either empty (in which it is by
definition also integral) or due to Claim 7.1, we know that this set is itself a tight set
and, therefore,
∑
e∈S(1) xe = r(S(1)) ∈ N.
Next, consider with out loss of generality the vector b′ =
(
1n−k−1
0k+1
)
. Observe that
n−k−1⋂
i=1
Fi = S(b
′) ∪
⋃
b˜∈Bk+1\{0}
S
((
1n−k−1
b˜
))
By induction it follows, that S
((
1n−k−1
b˜
))
is integral for all b˜ ∈ Bk+1\{0}. Further,⋂n−k−1
i=1 Fi is a tight set (or empty) and, hence, integral. Therefore, we conclude that
S(b′) is also integral. This completes the step of the induction and, therefore, the proof
of the claim.
Using Claim 7.2 we arrive at a contradiction if Cx(eˆ) = ∅, since∑
e∈F ∗
xe =
∑
e∈F ′
xe +
∑
e∈R
xe
=
∑
e∈F ′
xe︸ ︷︷ ︸
∈N
+
∑
e∈R\{eˆ}
xe︸ ︷︷ ︸
∈N
+ xeˆ︸︷︷︸
∈Q
< r(F ∗)︸ ︷︷ ︸
∈N
which contradicts that F ∗ is a tight set. Hence, we conclude that Cx(eˆ) 6= ∅.
Let e′ be an arbitrary element in Cx(eˆ), we define x+ := x + δ(eˆ) − δ(e′) and
x− := x− δ(eˆ) + δ(e′) for a sufficiently small  > 0 such that the sign constraints and
all non-tight rank constraints remain fulfilled for x+ and x−. Further, we claim that x+
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and x− are feasible for all tight constraints. We consider in the following two cases for
an arbitrary tight set F ∈ F .
Assume to have a tight set F ∈ F with eˆ ∈ F and e′ 6∈ F . In this case, we have that
|F ∩ F ∗| < |F ∗| and, due to Claim 7.1, F ∩ F ∗ is a tight set. This contradicts the fact
that F ∗ is an inclusionwise minimal tight set with respect to family F(eˆ).
Assume to have a tight set F ∈ F with eˆ 6∈ F and e′ ∈ F . Due to Claim 7.1, F ∩ F ∗
is a tight set and F ∩ F ∗ ∈ F ′. Hence, e′ ∈ F ′, which contradicts the fact that e′ ∈ R.
Since both cases lead to contradictions, we conclude that each tight set F contains
either eˆ and e′ or none of both. In both cases set F remains tight for x+ and x− since∑
e∈F
x+e =
∑
e∈F
x−e =
∑
e∈F
xe = r(F ).
This concludes the proof of the lemma, since we have shown for each fractional ele-
ment e that it is either lonely or has a non-empty set of compatible elements.
Proof of Lemma 4.7:
Proof. Assume that (x, y, z) is a fractional solution of (Co-MM). The idea of the proof is
to find two other feasible solutions (x+, y+, z+) and (x−, y−, z−) of (Co-MM) by shifting
some components of (x, y, z) by  such that (x, y, z) = 0.5((x+, y+, z+) + (x−, y−, z−)).
This shows that (x, y, z) cannot be a vertex of the feasible set.
The feasible set of (Co-MM) breaks into two feasible sets of (LP-MM) if the constraints
including the z variables are removed. Hence, we have to analyze how the z variables
relate the x and y variables. To this end, we define the following sets for solution (x, y, z):
• I0x = {e ∈ E : xe ∈ (0, 1), ze = 0, ye = 0}
• I0y = {e ∈ E : ye ∈ (0, 1), ze = 0, xe = 0}
• Ix,z = {e ∈ E : xe ∈ (0, 1), ze ∈ (0, 1]}
• Iy,z = {e ∈ E : ye ∈ (0, 1), ze ∈ (0, 1]}
• Iconflict = {e ∈ E : xe ∈ (0, 1), ye ∈ (0, 1), ze = 0}
• Iagree = Ix,z ∪ Iy,z ∪ I0x ∪ I0y
Note that each fractional element e (either xe or ye is fractional) is contained in at least
one set. At the start of the analysis, we focus on the constraints xe + ye ≤ ze + 1. Later,
we will deal with the rank constraints for x and y.
Consider an element e ∈ Ix,z (for Iy,z it works analogously). If ze < 1 and we increase
or decrease xe by a small enough amount, we can just increase or decrease ze by the
same amount and the corresponding constraint xe+ye ≤ ze+1 is still fulfilled. If ze = 1,
the corresponding constraint is not tight, hence it is not violated if xe is shifted by a
small enough amount and ye and ze are kept fix.
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Next, consider an element e ∈ I0x (for I0y it works analogously). For this element, the
constraint xe + ye ≤ ze + 1 is not tight, hence it is not violated if xe is shifted by a small
enough amount and ye and ze are kept fix.
Combining these two cases, we obtain: If we change the value xe (ye) of a fractional
element from Iagree, there exists an adaption of the ze value such that xe + ye ≤ ze + 1
is still fulfilled. Hence, xe can be changed without influencing ye and vice versa. This
does not hold for Iconflict.
Consider an element e ∈ Iconflict. If xe is increased by a small amount, we might
have to decrease ye by a small amount to maintain constraint xe + ye ≤ ze + 1 (if the
constraint is tight), and, vice versa, if ye is increased, xe needs to be decreased. Note
that ze cannot be shifted since it is already 0. In the following, we assume without loss
of generality that all constraints corresponding to elements e ∈ Iconflict are tight.
We summarize: We can change xe for all elements in the set Iagree without influencing
ye and vice versa. Further, if we shift the value xe for an element of Iconflict, we have to
shift ye in the opposite direction and vice versa.
In the next step, we also take the rank constraints into account. Using Lemma 4.3,
we define a sequence of shifting moves on x and y such that feasibility is maintained.
Without loss of generality, we assume that at least one value xe is fractional. We
only define how to shift x and y. The z variables needs to be adapted accordingly.
If we increase or decrease xe for an element e ∈ Ix,z, we also increase or decrease ze,
analogously for ye and elements e ∈ Iy,z. Note that these two adaption effects may
interfere if e ∈ Ix,z ∩ Iy,z. In this case, either no change for ze is required or a change
that is twice as large as the shifting parameter. For all other elements, the changes of
xe or ye have no influence on the value of ze. For simplicity, in the following, we give no
formal definition of the change in z since it is straightforward.
We begin with the easy case where Iconflict = ∅. In this case, we select a fractional
element e from Iagree. Due to Lemma 4.3, e is either lonely or we find another element
e′ ∈ Cx(e) which is compatible to e with respect to the solution x (Observe that if
(x, y, z) is feasible for (Co-MM), then x and y are also feasible for (LP-MM)). If e is
lonely, we define x+ := x + δ(e) and x− := x − δ(e). Otherwise, we define x+ :=
x + δ(e) − δ(e′) and x− := x − δ(e) + δ(e′), we set y+ = y− = y. If z+ and z−
are adapted accordingly, we get that (x+, y+, z+) and (x−, y−, z−) are both feasible for
(Co-MM) and (x, y, z) = 0.5((x+, y+, z+) + (x−, y−, z−)).
Next, consider the more complicated case where Iconflict 6= ∅. In this case, it may
not suffice to only shift the x, y, and z values of two elements. Instead, we will define
a procedure that defines four sets of elements Ex1 , E
x
2 , E
y
1 , and E
y
2 which need to be
changed simultaneously. To maintain feasibility, we have to ensure that Ex1 and E
x
2
contain only lonely elements and pairs of compatible elements with respect to solution x
and that Ey1 and E
y
2 contain only lonely elements and pairs of compatible elements with
respect to solution y. This ensures feasibility of the rank constraints. To guarantee that
all constraints xe+ye ≤ ze+1 are fulfilled, we have to make sure that for all e ∈ Iconflict,
we have that e ∈ Ex1 ⇔ e ∈ Ey2 and e ∈ Ex2 ⇔ e ∈ Ey1 . We will then define:
x+ := x+ δ(Ex1 )− δ(Ex2 )
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x− := x− δ(Ex1 ) + δ(Ex2 )
y+ := y + δ(Ey1 )− δ(Ey2 )
y− := y − δ(Ey1 ) + δ(Ey2 )
Again, z+ and z− have to be chosen accordingly to x+, x− and y+, y−. Recall Observa-
tion 4.5, which is necessary to show that (x+, y+, z+) and (x−, y−, z−) are feasible for
(Co-MM). It is immediate that (x, y, z) = 0.5((x+, y+, z+) + (x−, y−, z−)).
In the following, we will define the procedure to find Ex1 , E
x
2 , E
y
1 , and E
y
2 .
Eˆx1
Ex2
Ex1
Eˆy2
Ey1
Ey2
e0
e1
e2
(a) Generating a cycle in the
forward execution.
Ex1
Ex2
Eˆx1
Eˆy1
Ey2
Ey1
Eˆy2
e−2
e−1
e0
e1
(b) Generating a cycle in the
backward execution.
Ex1
Ex2
Ex1
Ex2
Ey2
Ey1
Ey2
Ey1
e−1
e0
e1
e2
e−2
(c) Generating no cycle.
Figure 6: We show three sample executions of the procedure that is used to define the
sets Ex1 , E
x
2 , E
y
1 , and E
y
2 . Each row corresponds to one element. The left
column represents the sets Ex1 ,E
x
2 and the right column the sets E
y
1 ,E
y
2 . Note
that the sets Eˆx1 , Eˆ
x
2 , Eˆ
y
1 , and Eˆ
y
2 are not used for the definition of the shifted
solutions. The straight arrows correspond to relations which arise due to the
connection of x and y via the z variables. The curved arrows represent the
selection of elements from Cx(e) or Cy(e). The set Iagree is above the dashed
line and the set Iconflict below of it. The protocols of the forward and backward
execution generating these examples is shown in Table 2.
The procedure consists of two parts, a forward and a backward execution. The pro-
cedure is guaranteed to terminate after at most n steps. However, the procedure might
terminate already in the forward execution. In this case, the backward execution is not
necessary.
The procedure defines four temporary sets Eˆx1 , Eˆ
x
2 , Eˆ
y
1 , and Eˆ
y
2 which will be used
after the procedure to define the desired sets Ex1 , E
x
2 , E
y
1 , and E
y
2 .
At the beginning of the process, we choose an arbitrary fractional element e0 ∈ Iconflict
and add this element to Eˆx1 . Element e0 defines the starting point of the forward and
the backward execution.
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Each loop of the forward execution consists of two steps, a y- and a x-step. Each step
begins with some starting element e.
We begin the y-step with starting element e0 ∈ Eˆx1 . Since e0 ∈ Iconflict, we add e0 to
Eˆy2 . If e0 is lonely with respect to solution y, we terminate the forward execution and
continue with the backward execution. Otherwise, we choose an element e1 ∈ Cy(e0)
which is compatible to e0 with respect to solution y. We have to distinguish four cases:
Case y1: e1 ∈ Iagree. We add e1 to Eˆy1 . We terminate the forward execution and
continue with the backward execution.
Case y2: e1 6∈ Eˆy1 ∪ Eˆy2 . We add e1 to Eˆy1 . We continue with the x-step with e1 as the
starting element.
Case y3: e1 ∈ Eˆy1 . In this case, we terminate the complete process since we have found
a cycle. This cycle will be used to define the final sets Ex1 , E
x
2 , E
y
1 , and E
y
2 .
Case y4: e1 ∈ Eˆy2 . In this case, we know from the transitivity property (see Observa-
tion 4.6) that there exists another element e′1 ∈ Eˆy1 which is also compatible to e0. We
select e′1 instead of e1 and continue as in Case y3.
Note that only Cases y1 and y2 can happen in the first iteration of the forward
execution. Next, we define the x-step with starting element e1.
Since e1 ∈ Iconflict, we add e1 to Eˆx2 . If e1 is lonely with respect to solution x, we
terminate the forward execution and continue with the backward execution. Otherwise,
we choose an element e2 ∈ Cx(e1) which is compatible to e1 with respect to solution x.
We have to distinguish four cases:
Case x1 e2 ∈ Iagree. We add e2 to Eˆx1 . We terminate the forward execution and continue
with the backward execution.
Case x2: e2 6∈ Eˆx1 ∪ Eˆx2 . We add e2 to Eˆx1 . We continue with the y-step with e2 as the
starting element.
Case x3: e2 ∈ Eˆx1 . In this case, we terminate the complete process since we have found
a cycle. This cycle will be used to define the final sets Ex1 , E
x
2 , E
y
1 , and E
y
2 .
Case x4: e2 ∈ Eˆx2 . In this case, we know from the transitivity property (see Observa-
tion 4.6) that there exists another element e′2 ∈ Eˆx1 which is also compatible to e1. We
select e′2 instead of e2 and continue as in Case x3.
Note that only Cases x1,x2, and x3 can happen in the first iteration of the forward
execution (Case x3 might happen since already one y-step was executed). After at most
n iterations of y- and x-steps, we have either found a cycle, in this case, we can skip
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Step Starting Element Selected Element Case
a) Forward
y e0 e1 y2
x e1 e2 x2
y e2 e1 y3
b)
Forward y e0 e1 y1
Backward
x e0 e−1 x2
y e−1 e−2 y2
x e−2 e−1 x3
c)
Forward
y e0 e1 y2
x e1 e2 x1
Backward
x e0 e−1 x2
y e−1 e−2 y1
Table 2: Protocols of the forward and backward executions shown in Figure 6.
the backward execution, or no cycle has been found. In the latter case, we start the
backward execution with starting element e0.
The main difference of the backward execution to the forward execution is that it
starts with an x-step, compared to the forward execution which started with an y-step.
The description of the x- and the y-step of the backward execution is almost identical
to the forward execution. Just interchange Eˆx1 with Eˆ
x
2 and interchange Eˆ
y
1 with Eˆ
y
2 .
Further, Cases y1 and x1 needs to be adapted and the cases that a lonely element is
found.
In Cases y1 and x1 or if a lonely element is found, we terminate the backward execution
and set Ex1 , E
x
2 , E
y
1 , and E
y
2 equal to the temporary sets Eˆ
x
1 , Eˆ
x
2 , Eˆ
y
1 , and Eˆ
y
2 .
Next, we consider the case in which neither Case x1 nor Case y1 has happened in any
of the x- and y-steps of the backward execution. In this case, we must have found a
cycle (either in the forward or in the backward execution). We obtain Ex1 , E
x
2 , E
y
1 , and
Ey2 from the temporary sets Eˆ
x
1 , Eˆ
x
2 , Eˆ
y
1 , and Eˆ
y
2 by removing all elements which are not
contained in this cycle.
Note that in both cases, independent of the fact if we have found a cycle or not,
we have that Ex1 and E
x
2 as well as E
y
1 and E
y
2 contain only lonely elements or pairs of
compatible elements. Further, the forward and backward execution of the process ensure
that we have for all elements e ∈ Iconflict that e ∈ Ex1 ⇔ e ∈ Ey2 and e ∈ Ex2 ⇔ e ∈ Ey1 .
Hence, we have found the desired sets Ex1 , E
x
2 , E
y
1 , and E
y
2 which completes the proof.
We provide in Figure 6 three examples of the forward and backward executions for a
better understanding of the procedure. We list in Table 2 the protocols of the forward
and backward executions for each of the three examples.
Proof of Lemma 4.14:
Proof. Given an optimal solution of the dual (v∗1, v∗2, u1∗, u2∗, λ∗) we get an optimal solu-
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tion (x∗, y∗, z∗) of (Pcoord) by finding a feasible solution which fulfills the complementary
slackness conditions. In our case the complementary slackness conditions are for all
i ∈ [n]
u1∗i > 0⇒ x∗i = 1
u2∗i > 0⇒ y∗i = 1
λ∗i > 0⇒ x∗i + y∗i = z∗i + 1
−u1∗i − λ∗i − v∗1 < ai ⇒ x∗i = 0
−u2∗i − λ∗i − v∗2 < bi ⇒ y∗i = 0
λ∗i < pi ⇒ z∗i = 0
The complementary slackness conditions separate the index set into different subsets
I0,0 := {i : x∗i = 0, y∗i = 0}
I1,0 := {i : x∗i = 1, y∗i = 0}
I0,1 := {i : x∗i = 0, y∗i = 1}
I1,1 := {i : x∗i = 1, y∗i = 1}
I[0,1],0 := {i : x∗i ∈ [0, 1], y∗i = 0}
I[0,1],1 := {i : x∗i ∈ [0, 1], y∗i = 1}
I0,[0,1] := {i : x∗i = 0, y∗i ∈ [0, 1]}
I1,[0,1] := {i : x∗i = 1, y∗i ∈ [0, 1]}
I≤[0,1],[0,1] := {i : x∗i ∈ [0, 1], y∗i ∈ [0, 1], x∗i + y∗i ≤ 1}
I=[0,1],[0,1] := {i : x∗i ∈ [0, 1], y∗i ∈ [0, 1], x∗i + y∗i = 1}
I≥[0,1],[0,1] := {i : x∗i ∈ [0, 1], y∗i ∈ [0, 1], x∗i + y∗i ≥ 1}
For each set Iba we introduce two variables X
b
a and Y
b
a which denote the number
of x and y variables which are set to 1 in the corresponding set. Recall that we
can assume to have an optimal solution which is integral. Note that the values of
X0,0, X1,0, X0,1, X1,1, Y0,0, Y1,0, Y0,1, and Y1,1, are already given. This transformation al-
lows us to formulate the problem of finding a feasible solution which fulfills the comple-
mentary slackness conditions as a linear program with a constant number of constraints
and variables.
X[0,1],0 +X[0,1],1 +X
≤
[0,1],[0,1] +X
=
[0,1],[0,1] +X
≥
[0,1],[0,1] = P − |I1,0| − |I1,1| − |I1,[0,1]|
Y0,[0,1] + Y1,[0,1] + Y
≤
[0,1],[0,1] + Y
=
[0,1],[0,1] + Y
≥
[0,1],[0,1] = P − |I0,1| − |I1,1| − |I[0,1],1|
X≤[0,1],[0,1] + Y
≤
[0,1],[0,1] ≤ |I≤[0,1],[0,1]|
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X=[0,1],[0,1] + Y
=
[0,1],[0,1] = |I=[0,1],[0,1]|
X≥[0,1],[0,1] + Y
≥
[0,1],[0,1] ≥ |I≥[0,1],[0,1]|
Xba ≤ |Iba| ∀(a, b)
Y ba ≤ |Iba| ∀(a, b)
Xba ≥ 0 ∀(a, b)
Y ba ≥ 0 ∀(a, b)
Since the number of constraints and variables is fixed the problem can be solved in
constant time. Note that an optimal solution of this problem does not specify a unique
solution of (PCoord). However, we can transform in linear time each solution of this
problem to a solution of (PCoord). The so found solution must be optimal since the
complementary slackness conditions are fulfilled.
Proof of Lemma 5.4:
Proof. Let s = (x, y) be an vertex of (Rel-K) with at least three fractional indices. To
simplify the presentation we omit the choice of the z variable, since zi is either equal to
max(0, xi + yi − 1) or to 1 for each vertex. We denote the ith unit vector by ei. We call
a fractional index i tight if xi + yi = 1. We distinguish three cases. In each case we can
show how s can be represented as a convex combination of two other distinct feasible
points, which contradicts the assumption of s being a vertex.
Case 1: At least two indices are tight.
Let i, j be two tight indices. We define δ = 1wi ei− 1wj ej . Let  > 0 be small enough such
that s1 = (x+ δ, y− δ) and s2 = (x− δ, y+ δ) are both still fractional. Without loss
of generality consider s1 (s2 is analogous). Since w
T (x+ δ) = wTx+ wi
1
wi
− wj 1wj =
wTx ≤W , wT (y−δ) = wT y−wi 1wi+wj 1wj = wT y ≤W , xi+ 1wi+yi− 1wi = xi+yi = 1,
and xj+
1
wj
+yj− 1wj = xj+yj = 1, s1 is a feasible solution. The fact that s = 12(s1+s2)
contradicts the fact that s is a vertex.
Case 2: Exactly one index is tight.
Since we assume to have at least three fractional indices it follows that at least two frac-
tional indices are not tight. Let i and j be these two indices. Denote by k the fractional,
tight index. We distinguish two subcases:
Case 2.1: (xi ∈ (0, 1), xj ∈ (0, 1)) or (yi ∈ (0, 1), yj ∈ (0, 1))
Consider the case that xi ∈ (0, 1), xj ∈ (0, 1) (the case that yi ∈ (0, 1), yj ∈ (0, 1)
is analogous). Let  > 0 be small enough such that s1 = (x +

wi
ei − wj ej , y) and
s2 = (x − wi ei + wj ej , y) are both still fractional and i and j become no tight indices.
Since wT (x + wi ei − wj ej) = wTx + wi wi − wj wj = wTx ≤ W , s1 is still a feasible
solution (s2 is analogous). Again, we obtain that s =
1
2(s1 + s2) which contradicts the
fact that s is a vertex.
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Case 2.2: (xi ∈ (0, 1), yj ∈ (0, 1)) or (yi ∈ (0, 1), xj ∈ (0, 1))
Consider the case that xi ∈ (0, 1), yj ∈ (0, 1) (the case that yi ∈ (0, 1), xj ∈ (0, 1) is
analogous). Define δik =
1
wi
ei − 1wk ek and δjk = − 1wj ej + 1wk ek. Consider solution
s1 = (x+ δik, y+ δjk) and s2 = (x− δik, y− δjk), where  > 0 is chosen small enough
such that all fractional indices stay fractional and no index becomes tight. Consider
solution s1 (s2 is analogous). We have that w
T (x+δik) = w
Tx+wiwi −
wk
wk
= wTx ≤W
and wT (y+δjk) = w
T y−wjwj +
wk
wk
= wT y ≤W . Hence, s1 is feasible (s2 is analogous).
Again, we obtain that s = 12(s1 + s2) which contradicts the fact that s is a vertex.
Case 3: No index is tight.
Since at least three indices are fractional, we must have that either xi ∈ (0, 1) and
xj ∈ (0, 1) or yi ∈ (0, 1) and yj ∈ (0, 1) for two indices i and j. In this case, we argue as
in Case 2.1.
All cases lead to contradictions, hence, we can conclude that each vertex has at most
2 fractional indices.
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