Classifying pictures into one of several semantic categories is a classical image understanding problem. In this paper, we present a stratified approach to both binary (outdoor-indoor) 
Introduction
Classifying pictures into semantic types of scenes [24, 26, 22 ] is a classical image understanding problem which requires the effective interaction of high level semantic information and low level image observations. Our goal is to build a very practical prototype for scene classification of typical consumer photos, along the lines of the Kodak system [22] . Thus, we are interested in systems that are accurate, efficient, and which can work with a wide range of photos and photographic quality.
Given the extremely large within-category variations in typical photographs, it is usually simpler and thus easier to break the problem of scene classification into a two-step * The work was partially performed when the first author was a summer intern in Microsoft Research. process. In this paper, we first train local, image patch based color-texture Gaussian Mixture models (GMM) to detect each of 20 materials in a local image patch. These models are used to scan an image and generate 20 local responses for each pixel. Each response map, called a Probability Density Response Map (PDRM), can be taken as a real-valued image indicating the relative likelihood of each material at each image location. We then compute moments from the response maps and form a feature vector for each photo. By employing the random subspace method [12, 28] and bootstrapping [31] , we obtain a set of LDA scene classifiers over these feature vectors. These classification results are combined into the final decision through bagging [2] . After learning the local and global models, a typical 1200 × 800 image can be classified in less than 1 second with our unoptimized Matlab implementation. Therefore there is a potential to develop a real-time scene classifier upon our approach. A complete diagram of our approach is shown in Figure 1 .
There are several related efforts in this area. Luo et al. [19, 22] propose a bottom-up approach to first find and label well-segmented image regions, such as water, beach, sky, and then to learn the spatial contextual model among regions. A Bayesian network codes these relational dependencies. By comparison, we do not perform an explicit spatial segmentation, and we use relatively simple (LDAbased) classification methods. Perona et al. [8, 30 ] present a constellation model of clustered feature components for object recognition. Their method works well for detecting single objects, but strongly depends on the performance and reliability of the interest detector [13] . In the case of scene classification, we need to model more than one class of material, where classes are non-structural and do not have significant features (such as foliage, rock and et al.) [13] . This motivates our use of a GMM on the feature space. In order to maintain good stability, we estimate the GMM in a linear subspace computed by LDA. These density models are quite flexible and can be used to model a wide variety of image patterns with a good compromise between discrimination and smoothness.
Kumar et al. [14, 15] propose the use of Markov random field (MRF)-based spatial contextual models to detect manmade buildings in a natural landscape. They build a multiscale color and textual descriptor to capture the local dependence among building and non-building image blocks and use MRF to model the prior of block labels. In our work, we have found that simple local labeling suffices to generate good classification results; indeed regularization using loopy belief propagation method [33] yields no significant improvement in performance. Thus, we claim that there is no need to segment image regions explicitly for scene classification as other authors have done [22, 19, 15] .
Linear discriminant analysis (LDA) is an optimization method to compute linear combinations of features that have more power to separate different classes. For texture modeling, Zhu et al [35] pursue features to find the marginal distributions which are also the linear combinations of the basic filter banks, but they use a much more complex method (Monte Carlo Markov Chain) to stochastically search the space of linear coefficients. In our case, the goal is not to build a generative model for photos belonging to different scenes, but simply to discriminate among them. We show a simple method such as LDA, if designed properly, can be very effective and efficient to build a useful classifier for complex scenes.
We organize the rest of the paper as follows. In section 2, we present the local image-level processing used to create PDRMs. In section 3, we describe how PDRMs are processed to perform scene classification. Experimental results and analysis on the performance of patch based material detector and image based scene classification on a database of 1500 personal photos taken by 43 users using traditional or digital cameras over the last 5 years are given in section 4. Finally we summarize the paper and discuss the future work in section 5.
Local Image-Level Processing
The role of image-level processing is to roughly classify local image content at each location in the image. The general approach is to compute feature vectors of both color and texture, and then develop classifiers for these features. In our current implementation, we have chosen to perform supervised feature classification. Although arguably less practical than corresponding unsupervised methods, supervised classification permits us to control the structure of the representations built at this level, and thereby to better understand the relationship between low-level representations and overall system performance.
In this step, we compute 20 data driven probabilistic density models to describe the color-texture properties of image patches of 20 predefined materials 1 Figure 2 . For simplicity, we do not precisely follow the material boundaries in the photos while cropping. Some outlier features are thus included in the training patches. Fortunately these outliers are smoothed nicely by learning continuous mixture density models.
Multi-scale image representation and automatic scale selection problem has been a topic of intense discussion over the last decade [17, 20, 13, 6, 14] . In general, the approach of most authors has been to first normalize images with respect to the estimated scale of local image regions before learning. However it is not a trivial problem to reliably recover the local image scales for a collection of 1500 family photos. We instead choose to train the GMM using the raw image patches extracted directly from the original pictures. For the labeled image patches with closer and coarser views, their complex color-texture distributions can will be approximated by a multi-modal Gaussian mixture model during clustering.
Color-Texture Descriptor for Image Patches
Our first problem is to extract a good color-texture descriptor which effectively allows us to distinguish the appearance of different materials. In the domain of color, experimental evaluation of several color models has not indicated significant performance differences among color representations. As a result, we simply represent the color of an image patch as the mean color in RGB space.
There are also several methods to extract texture feature vectors for image patches. Here we consider two: filter banks, and the Haralick texture descriptor. Filter banks have been widely used for 2 and 3 dimensional texture recognition. [16, 5, 27] . We apply the Leung-Malik (LM) filter bank [16] which consists of 48 isotropic and anisotropic filters with 6 directions, 3 scales and 2 phases. Thus, each patch is represented by a 48 component feature vector.
The Haralick texture descriptor [10] is designed for image classification and has been adopted in the area of image retrieval [1] . Haralick texture measurements are derived from the Gray Level Co-occurrence Matrix (GLCM). GLCM is also called the Grey Tone Spatial Dependency Matrix which is a tabulation of how often different combinations of pixel brightness values (grey levels) occur in an image region. GLCM texture considers the relation between two pixels at a time, called the reference and the neighbor pixel. Their spatial relation can be decided by two fac- tors, the orientation and offset. Given any image patch, we search all the pixel pairs satisfying a certain spatial relation and record their second order gray level distributions with a 2 dimensional histogram indexed by their brightness values 2 . Haralick also designed 14 different texture features [10] based on the GLCM. We selected 5 texture features including dissimilarity, Angular Second Moment (ASM), mean, standard deviation (STD) and correction. Definitions for these can be found in Appendix A.
There is no general argument that the filter bank features or Haralick feature is a better texture descriptor. We evaluate their texture discrimination performances experimen- 2 The reference and neighbor pixel intensities normally need to be quantized into 16 or less levels instead of 256 which results in not too sparse GLCM.
tally in section 4 and find Haralick features generally perform better.
Discriminative Mixture Density Models for 20 Materials
The color and texture features for 2000 image patches form, in principle, an empirical model for each material. However, classifying new patches against the raw features would require the solution to a high-dimensional nearestneighbor problem, and the result would be sensitive to noise and outliers. Instead, we compute a continuous membership function using a Gaussian mixture model.
Although we have 2000 training samples, our feature vectors have 40 dimensions, so the training set is still too sparse to learn a good mixture model without dimensional reduction. Because one of our purposes is to maximize the discrimination among different materials, Linear Discriminant Analysis (LDA) [31] was chosen to project the data into a subspace where each class is well separated. The LDA computation is reviewed in appendix B.
When each class has a Gaussian density with a common covariance matrix, LDA is the optimal transform to separate data from different classes. Unfortunately the material color-texture distributions all have multiple modes because the training image patches are sampled from a large variety of photos. Therefore we have two options: employ LDA to discriminate among 20 material classes; or use LDA to separate all the modes of materials. Although the latter seems closer to the model for which LDA was designed, we found its material classification rate is worse because the optimal separation among the multiple modes within the same material class is irrelevant. Therefore we choose the former.
The LDA computation provides a projection of the original feature space into a lower-dimensional feature space Z. We assume that the color-texture features of each material class is described by a finite mixture distribution on Z of the form
where the π [21] and learned in an iterative Expectation-Maximization manner [31, 7] where g c ranged from 4 to 8 depending on the material class. As a summary, discriminative Gaussian mixture models are obtained by applying LDA across the material classes and learning the GMM within each material class, respectively.
Global Image Processing
Once we obtain 20 Gaussian mixture models {π Figure  3 . Two examples of the local patch labeling for indoor and outdoor photos are shown in Figure 4 .
Our next goal is to classify the photos into one of ten 3 The size of the map depends on the original photo size and the patches' spatial sampling intervals. categories: cityscape, landscape, mountain, beach, snow, other outdoors, portrait, party, still life and other indoor. In order to classify photos, we must still reduce the dimension of the PDRMs to a manageable size. To do this, we compute the zeroth, first, and second order moments of each PDRM. Intuitively, the zeroth moment describes the prevalence of a given material class in an image; the first moment describes where it occurs, and the second moment its spatial "spread". The moment features from the 20 PDRMs are combined in a global feature vector Y. Using the scene category labels of the training photos, we now compute the LDA transform that attempts to separate the training feature vectors of different categories. For the indoor-outdoor recognition, the LDA projected subspace has only one dimension. As a typical pattern classification problem, we can find the optimal decision boundary from the training data and apply it to the other testing data. Finding decision boundaries for 10 scene category recognition is more complex. In practice, it is very difficult to train a GMM classifier because of the data is too sparse over the 10 categories. As a result, we have used both the nearest neighbor and Kmeans [31] classifiers for this decision problem.
We have found that the standard method for creating an LDA classifier works well for indoor-outdoor scene classification, but the classification results for 10 scene categories is not good enough to constitute a practical prototype. To improve the classification rate, we have implemented variations on random subspace generation [12, 28] and bootstrapping [31] to create multiple LDA classifiers. These classifiers are combined using bagging [2] . Recall that LDA is a two step process that first computes the singular value decomposition (SVD) [9] of the within-class scatter matrix S W , then, after normalization, computes SVD on the between-class scatter matrix S B . After the first step, S W is divided into the principal subspace S P of the nonzero eigenvalues Λ P and their associated eigenvectors U P , and the null subspace S N with the zero eigenvalues Λ N and corresponding eigenvectors U N . In the traditional LDA transform, only S P is used for the whitening of S W and nor- malization of S B while S N is discarded (see equation 10 in Appendix B). Chen et al. [4] have found that the null subspace S N satisfying U T P S W U P = 0 also contains important discriminatory information. Here we make use of this observation by uniformly sampling an eigenvector matrix U r from {U P ∪ U N } and use it in place of U in the initial LDA projection step. Several projections (including the original LDA projection matrix) are thus created.
In the second step of LDA, the subset V P of the full eigenvector matrix V with the largest eigenvalues, normally replaces V in equation (10) . It is also possible that there is useful discriminative information in the subspace {V − V P }. Therefore we employ a similar sampling strategy as [28] in the context of PCA by first sampling a small subset of eigenvectors V r of {V − V P }, then replacing V with the joint subspace {V P ∪ V r } in equation 10 .
Finally we also perform bootstrapping [31] by sampling subjects of the training set and creating LDA classifiers for these subsets. By the above three random sampling processes, we learn a large set of LDA subspaces and classifiers which we combine using the majority voting (bagging) methods [2] . In Section 4, we show the bagged recognition rates of 20 classifiers from bootstrapping replicates and 20 from random subspace sampling.
Experiments
Our photo collection currently consists of 540 indoor and 860 outdoor customer photos. We randomly select half of them as the training data and use other photos as the testing data. We have also intentionally minimized redundancy when collecting photos, i.e., only one photo is selected when there are several similar pictures.
We first address the problem of the image patch based color-texture feature description and classification. Comparison of the recognition rates of 1200 testing image patches for each material class for different color-texture descriptors, different numbers of training patches and different classifiers is provided in Figure 6 (a,b) . In particular, we have also benchmarked the LDA+GMM model against a brute-force nearest neighbor classifier. Let x j and z j represent an image patch feature vector before and after the LDA projection, respectively. The nearest neighbor classifier computes the class label of a testing patch j as the label of that training patch l such that x j − x l = min i { x j − x i } where i ranges over the training image patches of all material classes. The GMM classifier simply Comparing the plots shown in Figure 6 , the classifier based on the Maximum Likelihood of GMM density functions outperforms the Nearest Neighbor classifier, thus validating the use of the LDA+GMM method. We also compared the recognition rates of 4 different feature combinations and found that the Haralick texture descriptor combined with the mean color of the image patch yields the best results. Finally, in Figure 6 (b), we see that the LDA+GMM method improves the recognition rate significantly when increasing the training image patch from 500, becoming stable after 2000 patches. Figure 5 shows the confusion rate using the GMM classifiers learned from 2000 training image patches per class. The size of the white rectangle in each grid is proportional to the pairwise recognition error ratio. The largest and smallest confusion rates are 23.6% and 0.24%, respectively. From Figure 5 , we see that pebble, rock and sand classes are well separated which shows that our patch-level learning process achieves a good balance of Haralick texture and color cues by finding differences of the material classes with the similar color. There is significant confusion among grass, bush and tree due to their similar color and texture distribution. For some material classes, such as furniture, carpet, and other, the overall confusion rates are also high.
For global classification, we have found that first order moment features of PRDMs are useful in outdoor scenes, but reduce the recognition rate for indoor scenes. This makes sense since in most outdoor scenes spatial contextual constraints, for instance the sky above grass, are useful cues. This naturally suggests a hierarchical classification scheme (first determine indoor/outdoor followed by categorization), however we have not yet pursued this approach. Thus, we confine ourselves to zeroth order moments for the remainder of this paper. Our global image moment features after LDA projection are very easy to visualize in the indoor/outdoor case as they become points in a 1-dimensional LDA subspace (6 (c)). In this case, the 1-D indoor-outdoor decision boundary is simply determined by fitting a scaled exponential function to each of the indoor or outdoor histogram distributions and calculating the point of intersection.
We show the recognition results of our method in Figure 6 (d) , compared with the direct low-level color or texture based scene recognition methods 4 without LDA learning as the baselines. Our indoor-outdoor recognition rate is 93.8%, which is comparable or slightly better than the Kodak's recently published classification system [22] , although our approach is tested on a 40% larger photo database. It is interesting that the bagging algorithm does not significantly improve the recognition performance of for indoor-outdoor classification. The likely explanation is that the individual indoor-outdoor LDA classifiers have nearly achieved the best possible recognition rate. Figure 7 shows 2 examples of misclassified photos. The first photo consists of a person sitting indoors, but in front of a curtain of tree leaves. In the second, the playground is incorrectly classified as "carpet" not "dirt". The appearance of people and animals are irrelevant for indoor-outdoor classification -their associated moment features are assigned with near zero weights.
As shown in Figure 6 (e), feature points of some scene categories are well separated from others and thus easy to 4 We divide each image as a 9 by 9 grid, and extract the mean color or the DOG (Derivative of Gaussian) filtered texture features within each grid. Each photo is then formulated as a feature vector by combining cues in all grids. A nearest neighbor classifier is later employed for recognition based on the feature vectors' distances of the training and testing photos. be recognized in a certain LDA subspace, while some categories are not. Fortunately, Figure 6 (f) demonstrates that the individual LDA classifiers capture the complimentary discriminative information in different random subspaces. Finally, it results that the combined (nearest neighbor and Kmeans) classifiers both show improved performances of 6 − 10% on average. As a comparison, Boutell et al. [3] achieve less than 80% classification accuracy for 923 images in 5 categories. In their work, model-based graph matching techniques are used to learn the explicit scene configuration consisting of semantic image regions.
Conclusions & Discussion
This paper makes three contributions. First, we propose an efficient, yet effective, approach for scene recognition for both indoor-outdoor and multiple photo categories. In practice, this approach can handle the photos' spatial complexity both in the local patch-level and the global image-level successfully. All the training and testing processes are based upon a challenging photo database. Second, we describe a combination of LDA and Gaussian mixture models that achieves a good balance of discrimination and smoothness. Finally, we study the use of moment features of PDRMs as an effective image-level representation for scene classification, and the bagging [2] method to combine the individual scene classifiers obtained by the random subspace algorithm [12] . The bagging method has shown success in our experiments, especially for 10 category scene recognition.
Although we have used supervised methods to create the local image patch classifiers, a practical system would like learn at least some of these classifiers using unsupervised methods. However we believe that the supervised material detectors provide the best scene recognition performance, and as such provide a "benchmark" against which unsupervised methods can be evaluated. In future work, we intend to investigate unsupervised clustering methods for low-level image patch classification. In particular, we plan to apply our unsupervised, iterative LDA-GMM algorithm [18] . We also plan to investigate a hybrid approach where classified images are used as labeled data to compute an initial LDA projection, which is then subsequently refined with new, unlabeled images using iterative LDA-GMM. Finally, because LDA is only optimal when each class has a Gaussian density with a common covariance matrix, the non-parametric discriminant analysis (proposed in [34] ) will be tested as a means to generalize our approach to a more comprehensive image database which may contain thousands of various kinds of photos. 5 Note that we choose the pair of reference and neighbor pixels according to 4 directions (45 degree each) and 1 or 2 pixel offsets. Therefore we have 8 GLCMs for any image patch which results in a 40 component feature vector.
B LDA
The following objective function
is maximized by solving a generalized eigenvector equation
where
Denote that S B and S W are respectively named the between-class or within-class scatter matrix, x j is a feature vector, m i is the mean of class i and m is the global mean of the data X, i = 1...C is a class number (C is the total number of classes) and the binary membership function
The LDA algorithm firstly perform the singular value de-
