Abstract. We give an asymptotic equivalent at infinity of the unbounded solutions of some boundary layer equations arising in fluid mechanics.
f (t) 2 and v(s) = f ′′ (t) f (t) 3 .
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Then, we easily get
where the dot is for differentiating with respect to the variable s. The plane dynamical system that we obtain has the origin as a saddle-node, and studying the phase portrait in the neighbourhood of it allows us to underscore the fact that unbounded positive or negative solutions of (1)- (2) have to exist. For details, see [9] or [10] . We now focus our attention on the behavior at infinity of these unbounded solutions. We start by some elementary and useful lemmas. Lemma 1. Let f be a solution of (1) defined on some interval J. If there is τ ∈ J such that f ′′ (τ ) ≤ 0, then for all t ∈ J such that t > τ we have f ′′ (t) < 0.
Proof. This follows immediately from the equality (f ′′ e F ) ′ = βf ′2 e F , where F denotes any anti-derivative of f on J, and from the fact that f ′ and f ′′ cannot vanish together without f being constant.
Lemma 2. Let f be a solution of (1)-(2) defined on some interval [t 0 , ∞). There exists
Proof. By Lemma 1, we know that f ′′ cannot vanish more than once on [t 0 , ∞) and thus there exists t 2 ≥ t 0 such that
where F denotes any anti-derivative of f on [t 2 , ∞). It follows that f ′′′ cannot vanish more than once on [t 2 , ∞) in such a way that f ′′ (t) → 0 as t → ∞ and there exists t 1 ≥ t 2 such that
This completes the proof.
We now are able to prove our main result.
Theorem 3. Let f be an unbounded solution of (1)- (2) . There exists a constant c > 0 such that |f (t)| ∼ ct Case 1. Let us assume first that f is positive at infinity. Thanks to Lemma 2, there exists
Now, multiplying equation (1) by f −β−1 and integrating between s ≥ t 1 and t ≥ s we easily get
Since f f ′ f ′′ < 0 on (t 1 , ∞), the right hand side of (5) has a limit as t → ∞ and thus from (4) we deduce that f −β−1 (t)f ′′ (t) has a limit l 1 ∈ [−∞, 0] as t → ∞. Suppose now l 1 < 0. Then there exist l 2 ∈ (l 1 , 0) and
Integrating, we get
and a contradiction with (2) since the right hand side tends to −∞ as t → ∞. Consequently l 1 = 0 and coming back to (5) we get
and this equality holds for all s ≥ t 1 . It remains to show that l 0 > 0. For that we have to distinguish between the cases β ≥ −1 and β < −1. Assume first that β ≥ −1. Then (6) implies that
because, on the contrary, we should have f ′′ (s) + f (s)f ′ (s) ≤ 0 for all s ≥ t 1 , and by integrating
which is absurd since f (s) → ∞ as s → ∞.
Assume now that β < −1. Since the function φ is decreasing, we have
We then deduce from (6) that
Looking next at the polynomial
we easily see that for
we have P s (X) > 0. To conclude, it is sufficient to remark that there exists s 0 ≥ t 1 such that
Indeed, on the contrary we should have f ′ (s) → ∞ as s → ∞ and a contradiction. Therefore (7) holds and we have
Finally, we have f ′ (t)f (t) −β ∼ l 0 as t → ∞, and by integrating we obtain
and the result in this case.
Case 2. Let us assume now that f is negative at infinity. Thanks to Lemma 2, there exists t 1 ≥ t 0 such that 
To conclude as in the first case, it is sufficient to prove that l 0 is finite. Multiplying equation (1) 
