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Abstract
The longest increasing subsequence (LIS) of a sequence of correlated random variables
is a basic quantity with potential applications that has started to receive proper attention
only recently. Here we investigate the behavior of the length of the LIS of the so-called
symmetric ultra-fat tailed random walk, introduced earlier in an abstract setting in the
mathematical literature. After explicit constructing the ultra-fat tailed random walk, we
found numerically that the expected length 퐿푛 of its LIS scales with the length 푛 of the walk
like ⟨퐿푛⟩ ∼ 푛0.716, indicating that, indeed, as far as the behavior of the LIS is concerned the
ultra-fat tailed distribution can be thought of as equivalent to a very heavy tailed 훼-stable
distribution. We also found that the distribution of 퐿푛 seems to be universal, in agreement
with results obtained for other heavy tailed random walks.
Keywords: Longest increasing subsequence ⋅ random walk ⋅ heavy tailed distribution ⋅
correlated random variables ⋅ correlated time series ⋅ universality
∗Email: jricardo@usp.br.
ar
X
iv
:2
00
6.
00
36
6v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
0 M
ay
 20
20
1 Introduction
Let 푋 = (푋1,… , 푋푛) be a sequence of 푛 ≥ 1 real numbers and let 푋푖1 < ⋯ < 푋푖푘 , with
1 ≤ 푖1 < ⋯ < 푖푘 ≤ 푛 be an (strictly) increasing subsequence of 푋 of maximum length 푘. We
call any such subsequence a longest increasing subsequence (LIS) of 푋. There can be more
than one LIS for a given sequence, with different elements but all of the same maximum length.
While the LIS of random permutations (a.k.a. Ulam’s problem) has been the subject of much
activity since the early 1970s [1–6], certainly due to its beautiful algebraic and combinatorial
aspects, the fundamental properties of the LIS of random walks and other correlated time series
remained little explored until recently [7, 8], despite its applications in fields like data stream
reliability and analytics [9–12].
In a couple of recent numerical studies, several properties of the LIS of random walks—its
scaling behavior for different types of step length distributions, short and heavy tailed, large
deviation rate function, and full distribution function—have been investigated [13–15]. The
behavior of the LIS of random walks with very heavy tailed distribution of step lengths, however,
remained a challenge, mainly because of the difficulties involved in the efficient calculation with
numbers of widely different orders of magnitude in the computer.
In this paper we consider the behavior of the length of the LIS of the symmetric ultra-fat
tailed random walk introduced in [8]. In principle, we can think of an ultra-fat tailed distribution
as equivalent to a symmetric 훼-stable distribution with 훼 ↓ 0. The expected length 퐿푛 of the LIS
of the ultra-fat tailed random walk has been shown to be bounded like
푛0.690 ≤ 피(퐿푛) ≤ 푛0.815, (1)
but the exponents are not sharp [8]. Simulations of heavy tailed symmetric 훼-stable random
walks with 훼 = 1∕2 furnished 피(퐿푛) ∼ 푛휃 with 휃 ≃ 0.705 [13, 15].
In what follows, we simulate the symmetric ultra-fat tailed random walk and investigate the
behavior of the length 퐿푛 of its LIS as a function of the walk length 푛. Our goals are (i) to verify
whether the random walk specified in Section 2 indeed behaves like a very heavy tailed random
walk vis-à-vis our previous results for such random walks and (ii) how the behavior of its LIS
compares with the bounds in (1). We also address the possible universality of the distribution
function of the random variable 퐿푛 for ultra-fat tailed random walks.
2 The ultra-fat tailed random walk
In its original formulation, the symmetric ultra-fat tailed randomwalk involves a non-Archimedean
totally ordered space that is not immediately suited for numerical approaches [8]. In [16], the
following description of ultra-fat tailed distribution was given: in any collection of 푛 i. i.d.
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picks from an ultra-fat tailed distribution, the greatest pick is much greater than the sum of the
magnitudes of the other picks with probability tending exponentially rapidly to 1 as 푛 →∞.
Following [8, 16], we can construct the symmetric ultra-fat tailed random walk for a fixed
number 푛 of steps as follows. Let 푏 ≥ 2 be an integer, 휋 = (휋1,… , 휋푛) a random permutation on
{1,… , 푛}, and 푠 = (푠1,… , 푠푛) a sequence of 푛 independent ± signs picked uniformly at random.
The 푛-step symmetric ultra-fat tailed random walk is the sequence (푋1,… , 푋푛) given by
푋0 = 0, 푋푘 = 푋푘−1 + 푠푘푏휋푘 , 1 ≤ 푘 ≤ 푛. (2)
The random signs ensure that the distribution of step increments is symmetric. The numbers 푋푘
can be represented by a vector with 푘 signs 푠1,… , 푠푘 located respectively at positions 휋1,… , 휋푘
and 푛 − 푘 zeros elsewhere,
푋푘 =
(
푠[휋−11 ≤ 푘],… , 푠[휋−1푛 ≤ 푘]
)
, (3)
where by 푠[휋−1푗 ≤ 푘] we denote 푠휋−1푗 if the inverse permutation 휋−1푗 ≤ 푘 and 0 otherwise. Equation
(3) is just the positional radix-푏 representation of 푋푘.
The numbers 푋푘 are all distinct. Given 푋푖 and 푋푗 (assume for definiteness that 푗 > 푖), we
can check whether 푋푗 > 푋푖 by checking
sgn(푋푗 −푋푖) = sgn
( 푗∑
푙=푖+1
푠푙푏
휋푙
)
, (4)
which depends only on the sign of the highest power of 푏 on the r.h.s. We can thus determine
whether 푋푗 > 푋푖 by checking the sign 푠푘 with index 푘 determined by the condition 휋푘 =
max{휋푖+1,… , 휋푗}. This means that we do not need to compute the numbers 푋푘 to compute the
LIS of the sequence (푋1,… , 푋푛), because the LIS of a sequence of numbers depends only on
their relative order, not on their magnitudes. Given a realization of 휋 and 푠, we can compute the
LIS of the random walk (2) without ever having to actually write down the 푋푘.
3 Numerical results
We generate the random signs 푠 trivially and the random permutations 휋 by the Fisher-Yates-
Durstenfeld algorithm [17]. Since we only sample an infinitesimal fraction of the possible 푛!
permutations in our simulations, we gloss over the fact that a pseudorandom number generator
cannot produce more distinct permutations than it has distinct internal states. The LIS of an
arbitrary sequence of numbers can be calculated in푂(푛) space and푂(푛 log 푛) time by the patience
sorting algorithm [5, 18].
For each 푛 = 2푙, 10 ≤ 푙 ≤ 18, we generate 5000 ultra-fat tailed random walks (i.e., pairs
of random permutation and random signs), determine the length of their LIS and compute the
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Figure 1: Log-log plot of (a) the sample mean and (b) the sample second raw moment of 퐿푛
over 5000 sample 푛-step ultra-fat tailed random walks for each 210 ≤ 푛 ≤ 218. The asymmetric
error bars are an artifact of the logarithmic scales.
sample raw moments ⟨퐿푛⟩ and ⟨퐿2푛⟩. Our results appear in Figure 1. A least-squares fit of the
data to the function 푎푛휃(1 + 푏 log 푛) furnishes
⟨퐿푛⟩ ∼ 푛휃, 휃 = 0.716 ± 0.001,⟨퐿2푛⟩ ∼ 푛훾 , 훾 = 1.431 ± 0.002. (5)
The best fits were obtained with 푏 = 0 in both cases.
We see from (5) that 훾 is very nearly equal to 2휃. The same approximate relationship has
been observed in other heavy tailed random walks [13, 15]. The fact that maybe 훾 = 2휃 exactly
suggests that the distribution function of the random variable 퐿푛 has the form
푓 (퐿푛) =
1
피(퐿푛)
푔
( 퐿푛
피(퐿푛)
)
, (6)
for some distribution function 푔(푢). With such distribution, all moments of 퐿푛 become propor-
tional to (피(퐿푛))푘,
피(퐿푘) = ∫ 퐿푘푓 (퐿)푑퐿 = (피(퐿))푘 ∫ 푢푘푔(푢)푑푢. (7)
We verified that, indeed, for our LIS data ⟨퐿3푛⟩ ∼ 푛2.998휃 and ⟨퐿4푛⟩ ∼ 푛3.997휃. The fact that (6)
seems to hold for the LIS of all heavy tailed random walks (with distribution of step increments
with infinite second and higher moments) with a universal funcion 푔(푢) irrespective of the
underlying distribution of step increments was first noticed in [13] and further verified in [14,15].
It has also been noticed that 퐿푛 does not seem to be self-averaging in these cases, as 푔(푢) does
not seem to become more concentrated with increasing 푛.
Figure 2 depicts 푔(푢) obtained from our LIS data using expressions (5) for피(퐿푛) and (6). The
very good collapse observed strengthens the case for a universal distribution 푔(푢) for the length of
the LIS of heavy tailed randomwalks, although we do not have a clue about its possible functional
4
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
llllll
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
3
0.
6
0.
9
1.
2
1.
5
Ln 〈Ln〉
〈L
n
〉 f
(L
n
)
l
210
211
212
213
214
215
216
217
218
Figure 2: Collapse of the 퐿푛 data (binned into 24 to 40 bins, depending on the particular dataset)
for the ultra-fat tailed random walk according to (5) and (6). The ensuing curve is a sketch
of 푔(푢).
form. An attemp to relate 푔(푢) with a Gumbel distribution of number-theoretic pedigree proved
unavailling, although the hypothetical connection could not be discarded either [15].
4 Summary and conclusions
We have extended previous studies on the length 퐿푛 of the LIS of heavy tailed random walks
by considering the symmetric ultra-fat tailed random walk, the step increments of which can
be thought of as distributed according to a symmetric 훼-stable distribution in the limit 훼 ↓ 0.
After explicitly constructing the ultra-fat tailed random walk, we found that 피(퐿푛) ∼ 푛휃 with
휃 = 0.716 ± 0.001, which falls within the rigorous bounds (1) and also fits in nicely with the
exponents found for other heavy tailed random walks, to wit, 휃ultra-fat > 휃훼=1∕2, indicating that,
indeed, as far as the behavior of the LIS is concerned the ultra-fat tailed distribution can be
thought of as equivalent to a very heavy tailed 훼-stable distribution with tail index 훼 < 1∕2, at
least [8, 13, 15]. The fact that 휃 is much closer to the lower bound than to the upper bound in
(1) suggests that the upper bound might be improved, athough the rigorous analysis of the LIS
of random walks seems to be a tough business. We verified that the scaling form (6) is obeyed
by the LIS of ultra-fat tailed random walks, in agreement with results obtained for other heavy
tailed random walks [13–15]. We currently do not know whether 푔(푢) corresponds to a known
distribution.
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