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methodAbstract Combining the general Struble’s technique and homotopy perturbation method, an ana-
lytical technique has been presented to determine approximate solutions of strongly nonlinear dif-
ferential systems with severe damping effect in the presence of an external force. The method is
illustrated by examples. The approximate solutions show a good coincidence with corresponding
numerical solution (considered to be exact). Moreover, it provides better result than other existing
solutions (derived by several analytical methods).
 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of Ain Shams University. This is
an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Krylov–Bogoliubov-Mitropolskii (KBM) [1,2] method is one
of the most widely used methods to obtain the approximate
solutions of weakly nonlinear differential systems. Popov [3]
extended the method to nonlinear damped oscillatory systems.
Bojadziev et al. [4] presented a comparison of Poincare [5] and
KBMmethods. Shamsul [6] developed a general Struble’s tech-
nique to determine approximate solution of an n-th order
weakly nonlinear differential system. The results of Shamul’s
[6] are similar to those obtained by extended KBM method
(by Popov [3]). Bojadziev [7] studied a damped forced weakly
nonlinear system. Shamsul [8] extended KBM method forsolving an n-th order time dependent nonlinear differential
system in which an external periodic force acts. Some weakly
nonlinear systems were also studied in [9–15]. Nagy and
Balachandran [16] utilized perturbation method to investigate
jump phenomena of weakly nonlinear systems in which a weak
damping force acts. Recently, strong nonlinear differential sys-
tems have been investigated in [17–21]. Lakrad and Belhaq [22]
used multiple scales technique to ﬁnd periodic solutions of
strongly nonlinear oscillators for free vibration. Pakdemirli
et al. [23] used multiple scales Lindstedt-Poincare (MSLP) to
determine approximate solution for strongly nonlinear
damped system in the presence of an external force. He [24]
developed homotopy perturbation method to solve strongly
nonlinear systems. But it [24] is useless when the damping
or/and external forces act on the systems. On the contrary,
the classical perturbation methods [1–16] are valid only for
weakly nonlinear systems (see [8] for details). Thus the combi-
nation of two methods (perturbation method and homotopy
perturbation method) is needed to handle the strongly
nonlinear differential systems with strong damping effect. In
this article, combination of the general Struble’s technique
[6] and homotopy perturbation method [25,26] has been
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problems with severe damping effect. The solution nicely
agrees with the numerical solution. It is noted that, the solu-
tion obtained in [23] is valid for the strong nonlinear problems
with small damping effects.
2. The method
Let us consider a second order time dependent strongly nonlin-
ear, non-autonomous differential system
€xþ 2k _xþ x20x ¼ efðx; _xÞ þ e1EUðmtÞ; ð1Þ
where over dot denotes the differentiation with respect to t and
x0 P 0; k; E; m are constants. Herein e1 and e denote small
and large parameters respectively, x0 is the natural frequency
and UðmtÞ is a periodic function. The nonlinear function, fðx; _xÞ
satisﬁes the condition fðx; _xÞ ¼ fðx; _xÞ.
In the previous articles [23,27], k (damping constant) was
considered small but for large values of k, the solutions
obtained in [23,27] do not provide desire results. The main
exclusive aim of this article is to remove this limitation.
In order to use homotopy perturbation method, we may
rewrite Eq. (1) in the form
€xþ 2k _xþ x2x ¼ ðx2  x20Þxþ efðx; _xÞ þ e1EUðmtÞ; ð2Þ
where x is an unknown frequency of the oscillator.
For Eq. (2) we can establish the following homotopy:
€xþ 2k _xþ x2x ¼ p½ðx2  x20Þxþ efðx; _xÞ þ e1EUðmtÞ; ð3Þ
where p is the homotopy parameter.
When p ¼ 0, Eq. (3) becomes a linear equation and it has
two eigen-values, say k1 ¼ kþ iq; k2 ¼ k iq; q ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
; k < x. Thus the unperturbed solution becomes
xðt; 0Þ ¼ a1ek1t þ a2ek2t where a1 and a2 are constants.
On the other hand, Eq. (3) becomes original Eq. (1), when
p ¼ 1.
When p– 0, the approximate solution of Eq. (3) takes the
form (see [6] for details)
xðt; pÞ ¼ a1ðtÞek1t þ a2ðtÞek2t þ pu1ða1; a2; tÞ þ . . . : ð4Þ
Now, Eq. (3) can be written in the following form
ðD k1ÞðD k2Þx ¼ p½ðx2  x20Þxþ efþ e1EUðmtÞ; ð5Þ
where D ¼ d=dt; k1 ¼ kþ iq; k2 ¼ k iq; q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
;
k < x.
It can be considered that a1 and a2 are time-dependent func-
tions (rather than constants) on the left-hand side of Eq. (5).
Substituting Eq. (4) into Eq. (5), we obtain
ðD k1ÞðD k2Þða1ek1t þ a2ek2t þ pu1 þ . . .Þ
¼ p½ðx2  x20Þða1ek1t þ a2ek2t þ pu1 þ . . .Þ þ efþ e1EUðmtÞ
or
ðDk2Þð _a1ek1tÞþðDk1Þð _a2ek2tÞþðDk1ÞðDk2Þðpu1Þþ . . .
¼ p½ðx2x20Þða1ek1tþa2ek2tþpu1þ . . .Þþ efþ e1EUðmtÞ; ð6Þ
since ðD k1Þða1ek1tÞ ¼ _a1ek1t and ðD k2Þða2ek2tÞ ¼ _a2ek2t.
Let us consider the terms through OðpÞ. Then, Eq. (6)
becomesðD k2Þð _a1ek1tÞ þ ðD k1Þð _a2ek2tÞ þ ðD k1ÞðD k2Þðpu1Þ
¼ p½ðx2  x20Þða1ek1t þ a2ek2tÞ þ efþ e1EUðmtÞ: ð7Þ
Herein the nonlinear function f can be expanded in a Taylor
series as f ¼P1; 1m1¼0; m2¼0Fm1 ;m2eðm1k1þm2k2Þt and the unknown
function u1 can be found in terms of the variables a1; a2 and
t, under the restriction that u1 excludes the term
Fm1 ;m2e
ðm1k1þm2k2Þt of f when, m1 m2 –  1. On the other
hand, _a1 and _a2 respectively, contain the term
Fm1 ;m2e
ðm1k1þm2k2Þt when m1 m2 ¼ 1 and m1 m2 ¼ 1. This
assumption takes u1 free from secular terms, i.e. and
t cos t; t sin t. It is clear that the ﬁrst term of the left side of
Eq. (7) contains a term with ek1t and the second term f of the
right side of the same equation contains the term eðm1k1þm2k2Þt.
Since, k1 ¼ kþ iq; k2 ¼ k iq, then ek1t and eðm1k1þm2k2Þt,
respectively become eðkþiqÞt and eðkðm1þm2ÞþiqÞt, where
m1 m2 ¼ 1. We observe that both ek1t and eðm1k1þm2k2Þt are
related to eiqt, and the terms with ek1t and eðm1k1þm2k2Þt of Eq.
(7) are equated. In a similar way, we equate the terms with
ek2t and eðm1k1þm2k2Þt, where m1 m2 ¼ 1 of Eq. (7). On other
hand, the third term of the right side of Eq. (7) contains peri-
odic function UðmtÞðeimt; eimtÞ. Since eimt  eiqt ¼ Oðe1Þ and
eimt  eiqt ¼ Oðe1Þ, two right-handed terms, eimt and eimt of
Eq. (7) will be added respectively, to the equations of _a1 and
_a2. But u1 never contains the terms e
imt and eimt, when
m 1 ¼ Oðe1Þ (see[6] for details).
Now, equating the coefﬁcients of ek1t and ek2t on both sides
of Eq. (7), the following variational equations can be obtained
as
ðDk2Þð _a1ek1tÞ¼ p½ðx2x20Þa1ek1tþ e
X1;1
m1¼0; m2¼0
Fm1 ;m2e
ðm1k1þm2k2Þt
þ e1Eeimt; m1m2¼ 1; ð8Þ
ðDk1Þð _a2ek2tÞ¼ p½ðx2x20Þa2ek2t
þ e
X1;1
m1¼0; m2¼0
Fm1 ;m2e
ðm1k1þm2k2Þt
þ e1Eeimt; m1m2¼1; ð9Þ
This leaves the following perturbational equation:
ðDk1ÞðDk2Þu1¼
X1;1
m1¼0;m2¼0
eFm1 ;m2e
ðm1k1þm2k2Þt; m1m2– 1:
ð10Þ
In order to obtain the ﬁrst approximate solution, it can be
considered that a1 and a2 are constants in the right-hand sides
of Eqs. (8)–(10); so that the particular solutions of Eqs. (8) and
(9) are
ð€a1 þ ðk1  k2Þ _a1Þek1t ¼ p½ðx2  x20Þa1ek1t
þ e
X1; 1
m1¼0; m2¼0
Fm1 ;m2e
ðm1k1þm2k2Þt þ e1Eeimt; ð11Þ
ð€a2 þ ðk2  k1Þ _a2Þek2t ¼ p½ðx2  x20Þa2ek2t
þ e
X1; 1
m1¼0; m2¼0
Fm1 ;m2e
ðm1k1þm2k2Þt þ e1Eeimt: ð12Þ
The particular solutions of Eq. (10) are given by
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X1; 1
m1¼0; m2¼0
eFm1 ;m2e
ðm1k1þm2k2Þt=ððð1þm1Þk1 þm2k2Þ
 ðm1k1  ð1þm2Þk2ÞÞ: ð13Þ
By transforming a1 ¼ aðtÞeiu=2; a2 ¼ aðtÞeiu=2 together
with p ¼ 1, Eqs. (11)–(13) are transformed to amplitude and
phase equations. On the other hand, this transformation
makes u1 in a usual form (i:e, amplitude and phase form).
Thus, the determination of the ﬁrst approximate solution is
clear.
3. Examples
3.1. Example 1
Let us consider the forced vibrations of the damped Dufﬁng
oscillator [12]
€xþ 2e21l _xþ x20x ¼ e1ax3 þ e21E cos mt; ð14Þ
where a and e1 are large and small respectively.
For our convenient purpose, we choose e21l ¼ k; e1a ¼ e.
Then, Eq. (14) becomes
€xþ 2k _xþ x20x ¼ ex3 þ e21E cos mt; ð15Þ
where k < x0; k is the linear damping coefﬁcient and m is the
frequency of an external force.
According to the homotopy perturbation method (dis-
cussed in Section 2), Eq. (15) can be written as
€xþ 2k _xþ x2x ¼ p½ðx2  x20Þx ex3 þ e21E cos mt: ð16Þ
where x is an unknown frequency and p is the homotopy
parameter.
When p ¼ 0, Eq. (16) has two eigen-values, say
k1 ¼ kþ iq; k2 ¼ k iq; q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
. Thus the unper-
turbed solution becomes xðt; 0Þ ¼ a1ek1t þ a2ek2t where a1 and
a2 are constants.
Eq. (16) can be rewritten as
ðD k1ÞðD k2Þx ¼ p½ðx2  x20Þx ex3 þ e21E cos mt ð17Þ
When p– 0, substituting Eq. (4) into the function f ¼ x3 and
it readily becomes
f ¼ x3
¼ ½a31e3k1t þ 3a21a2eð2k1þk2Þt þ 3a1a22eðk1þ2k2Þt þ a32e3k2t
þ 3pða1ek1t þ a2ek2tÞ2u1 þ . . .
It has already been mentioned that a1 and a2 are time-
dependent functions (rather than constants) on the left-hand
side of Eq. (17).
By substituting Eq. (4) into Eq. (17), we obtain
ðD k2Þð _a1ek1tÞ þ ðD k1Þð _a2ek2tÞ þ ðD k1ÞðD k2Þðpu1Þ
þ    ¼ p½ðx2  x20Þða1ek1t þ a2ek2t þ pu1 þ   Þ
 eða31e3k1t þ 3a21a2eð2k1þk2Þt þ 3a1a22eðk1þ2k2Þt þ a32e3k2t
þ 3pða1ek1t þ a2ek2tÞ2u1 þ   Þ þ e21Eðeimt þ eimtÞ=2: ð18Þ
Considering the terms through OðpÞ into Eq. (18) and then
Eq. (18) becomesðD k2Þð _a1ek1tÞ þ ðD k1Þð _a2ek2tÞ þ ðD k1ÞðD k2Þðpu1Þ
¼ p½ðx2  x20Þða1ek1t þ a2ek2tÞ  eða31e3k1t þ 3a21a2eð2k1þk2Þt
þ 3a1a22eðk1þ2k2Þt þ a32e3k2tÞ þ e21Eðeimt þ eimtÞ=2: ð19Þ
We have already mentioned that k1 ¼ kþ iq;
k2 ¼ k iq. Therefore, we see that the ﬁrst term with ek1t
of the left side of Eq. (19) and the term eð2k1þk2Þt of right side
of the same equation become eðkþiqÞt and eð3kþiqÞt. Thus, the
terms with ek1t and eð2k1þk2Þt of Eq. (19) are equated.
Similarly, we equate the terms with ek2t and eðk1þ2k2Þt. Since
eimt  eiqt ¼ Oðe1Þ and eimt  eiqt ¼ Oðe1Þ, two right-handed
terms eimt and eimt of Eq. (19) will be added respectively, to
the equations of _a1 and _a2. But u1 never contains the terms
eimt and eimt when m 1 ¼ Oðe1Þ. Therefore, we found the fol-
lowing equations:
ðD k2Þð _a1ek1tÞ ¼ p½ðx2  x20Þa1ek1t  3ea21a2eð2k1þk2Þt
þ e21Eeimt=2; ð20Þ
ðD k1Þð _a2ek2tÞ ¼ p½ðx2  x20Þa2ek2t  3ea1a22eðk1þ2k2Þt
þ e21Eeimt; ð21Þ
This leaves the following perturbational equation:
ðD k1ÞðD k2Þu1 ¼ eða31e3k1t þ a32e3k2tÞ: ð22Þ
It has already mentioned that a1 and a2 are constants in the
right-hand sides of Eqs. (20)–(22).
Therefore, the particular solutions of Eq. (20) are given by
ð€a1 þ ðk1  k2Þ _a1Þek1t ¼ p½ðx2  x20Þa1ek1t  3ea21a2eð2k1þk2Þt
þ e21Eeimt=2
or
ð€a1 þ 2iq _a1Þekt ¼ p½ðx2  x20Þa1ekt  3ea21a2e3kt
þ e21EeiðmqÞt=2; ð23Þ
since, k1 ¼ kþ iq; k2 ¼ k iq.
By transforming a1 ¼ aeiu=2; a2 ¼ aeiu=2; _a1 and €a1
become
_a1 ¼ Dða1Þ ¼ Dðaeiu=2Þ ¼ ð _aþ ia _uÞeiu=2;
€a1 ¼ Dð _a1Þ ¼ Dðð _aþ ia _uÞeiu=2Þ ¼ ð€aþ i _a _uþ ia€uÞeiu=2
þ ð _aþ ia _uÞði _uÞeiu=2 ¼ ð€aþ 2i _a _uþ ia€u a _u2Þeiu=2
ð24Þ
Substituting the values of a1; a2; _a1 and €a1 into Eq. (23),
we obtain
ð€aþ 2i _a _uþ ia€u a _u2 þ 2i _aq 2aq _uÞekt
¼ p½aðx2  x20Þekt  3ea3e3kt=4þ e21EeiððmqÞtuÞ: ð25Þ
Separating the real and imaginary parts on both sides of
Eq. (25), we obtain
ð€a a _u2  2aq _uÞekt ¼ p½aðx2  x20Þekt
 3ea3e3kt=4þ e21E cosððm qÞt uÞ; ð26Þ
ða€uþ 2 _a _uþ 2 _aqÞekt ¼ p½e21E sinððm qÞt uÞ: ð27Þ
It is mentioned that there exists a steady-state solution. To
ﬁnd it, we ﬁrst transform aekt by bðtÞ. Then Eqs. (26) and (27)
become
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 3eb3=4þ e21E cosððm qÞt uÞ ð28Þ
b€uþ 2 _að _uþ qÞekt ¼ p½e21E sinððm qÞt uÞ ð29Þ
By transformation a ¼ bekt; €a becomes
_a ¼ DðaÞ ¼ DðbektÞ ¼ ð _bþ kbÞekt; €a ¼ Dð _aÞ
¼ ð€bþ 2 _bkþ bk2Þekt ð30Þ
Substituting the value of €a into the Eqs. (28) and (29), we
obtain the following results:
€bþ 2 _bkþ bk2  b _u2  2bq _u ¼ p½bðx2  x20Þ
 3eb3=4þ e21E cosððm qÞt uÞ ð31Þ
b€uþ 2ð _uþ qÞð _bþ kbÞ ¼ p½e21E sinððm qÞt uÞ ð32Þ
Using ðm qÞt u ¼ w; _u ¼ ðm qÞ þ _w and €u ¼ €w into
Eqs. (31) and (32), we obtain
€bþ 2 _bkþ bðk2  m2Þ þ bq2  2bm _w b _w2
 2bm _w ¼ p½bðx2  x20Þ  3eb3=4
þ e21E cosw; ð33Þ
b€wþ 2ðmþ _wÞð _bþ kbÞ ¼ pe21E sinw: ð34Þ
For the steady-state conditions, we have
€u ¼ €w ¼ _w ¼ €b ¼ _b ¼ 0: ð35Þ
Using Eq. (35) and also using q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
into Eqs. (33)
and (34) together with p ¼ 1, Eqs. (33) and (34) turn into
bðx20  m2 þ 3eb2=4Þ ¼ e21E cosw; ð36Þ
2bkm ¼ e21E sinw: ð37Þ
Substituting k ¼ e21l; e ¼ e1a into Eqs. (36) and (37), we
obtain
bðx20  m2 þ 3e1ab2=4Þ ¼ e21E cosw; ð38Þ
2be21lm ¼ e21E sinw: ð39Þ
Herein Eqs. (38) and (39) represent the resonance curve in the
plane ðm; bÞ.
It has already been mentioned that a1 and a2 are constants
in the right-hand sides of Eq. (22). So, the particular solution
of Eq. (22) with p ¼ 1 becomes
u1 ¼  ea
3
1e
3k1t
2k1ð3k1  k2Þ 
ea32e
3k2t
2k2ð3k2  k1Þ ð40Þ
Substituting
k1 ¼ kþ iq; k2 ¼ k iq; aekt ¼ b; a1 ¼ aeiu=2 and a2 ¼
aeiu=2; q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
into Eq. (40), we obtain
u1 ¼eb3 ðk
2  2q2Þðe3iðqtþuÞ þ e3iðqtþuÞÞ þ 3ikqðe3iðqtþuÞ  e3iðqtþuÞÞ
32ðk4 þ 20k2q2 þ q4Þ
or
u1¼ eb3ð3k
22x2Þcosð3qtþ3uÞ3kqsinð3qtþ3uÞ
16x2ð3k24x2Þ : ð41Þ
Now, x is still unknown and it is to be determined. It has
already been mentioned that €b ¼ €a ¼ 0 and b is constant for
the steady state solution. Moreover, _u ¼ m q becomes small
for the resonance condition. The forcing term is also small.In this case, all terms of the left side and third term of the
right-hand side of Eq. (28) can be neglected. Therefore, Eq.
(28) with p ¼ 1 becomes
x2  x20  3eb2=4 ﬃ 0 ð42Þ
Solving Eq. (42), we obtain
x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x20 þ 3eb2=4
q
ð43Þ
This approximate frequency can also be calculated by uti-
lizing MSLP method [23] or homotopy perturbation method
[24].
Using k1¼kþ iq; k2¼k iq; a1¼ aeiu=2; a2¼ aeiu=2;
aekt ¼ b into the Eq. (4), we obtain the ﬁrst approximate
solution of Eq. (14) as
xðtÞ ¼ ae
ktðeiðqtþuÞ þ eiðqtþuÞÞ
2
þ u1
or
xðtÞ ¼ b cosðmtþ wÞ þ u1; ð44Þ
where w ¼ u ðm qÞt, and u1 is given by Eq. (41).
3.2. Example 2
Let us consider the Van der Pol equation with damping in the
presence of an external force
€xþ 2k _xþ x20x ¼ eð1 x2Þ _xþ e1E sin mt: ð45Þ
According to the homotopy perturbation method (dis-
cussed in Section 2), Eq. (45) can be written as
€xþ 2k _xþ x2x ¼ p½ðx2  x20Þxþ eð1 x2Þ _xþ e1E sin mt: ð46Þ
where x is an unknown frequency and p is the homotopy
parameter.
When p – 0, it has already been mentioned that substitut-
ing Eq. (4) into the function f ¼ ð1 x2Þ _x and it readily
becomes
f ¼ ½ð1 a21e2k1t  2a1a2eðk1þk2Þt  a22e2k2tÞð _a1ek1t þ k1a1ek1t
þ _a2ek2t þ k2a2ek2tÞ þ   
¼ ½ð _a1 þ k1a1Þek1t  a1ða2ð2a2 _a1 þ 2k1a1 þ k2a1Þ
þ a1 _a2Þeð2k1þk2Þt þ ð _a2 þ k2a2Þek2t  a2ða1ð2a1 _a2 þ 2k2a2
þ k1a2Þ þ a2 _a1Þeðk1þ2k2Þt  k1a31e3k1t  k2a32e3k2t þ   
It has already been mentioned that a1 and a2 are time-
dependent functions (rather than constants).
Substituting Eq. (4) into Eq. (46), we obtain
ðD k2Þð _a1ek1tÞ þ ðD k1Þð _a2ek2tÞ þ ðD k1ÞðD k2Þðpu1Þ
¼ p½ðx2  x20Þða1ek1t þ a2ek2t þ pu1Þ þ eðð _a1 þ k1a1Þek1t
 a1ða2ð2a2 _a1 þ 2k1a1 þ k2a1Þ þ a1 _a2Þeð2k1þk2Þt
þ ð _a2 þ k2a2Þek2t  a2ða1ð2a1 _a2 þ 2k2a2 þ k1a2Þ
þ a2 _a1Þeðk1þ2k2Þt  k1a31e3k1t  k2a32e3k2t þ   Þ
þ e1Eðeimt  eimtÞ=2i: ð47Þ
Considering the terms through OðpÞ and equating the coef-
ﬁcients of ek1t and ek2t on both sides of Eq. (47), the following
variational equations can be obtained (discussed in Sections 2
and 3.1):
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Figure 1 Comparison of frequency response curves of the
present method (Represented by circles) and MSLP method
(Represented by dashed line) when e1 ¼ 0:1; a ¼ 1000; l ¼ 0:5;
E ¼ 5; x0 ¼ 2:5. Corresponding numerical simulations have been
presented (denoted by solid line) to compare with present method
and also with MSLP method.
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þ eðð _a1 þ k1a1Þek1t  a1ða2ð2a2 _a1
þ 2k1a1 þ k2a1Þ þ a1 _a2Þeð2k1þk2ÞtÞ þ e1Eeimt=2i; ð48Þ
ðD k1Þð _a2ek2tÞ ¼ p½ðx2  x20Þa2ek2t
þ eðð _a2 þ k2a2Þek2t  a2ða1ð2a1 _a2
þ 2k2a2 þ k1a2Þ þ a2 _a1Þeðk1þ2k2ÞtÞ  e1Eeimt=2i: ð49Þ
This leaves the following perturbational equation:
ðD k1ÞðD k2Þu1 ¼ eðk1a31e3k1t þ k2a32e3k2tÞ: ð50Þ
It has already mentioned that a1 and a2 are constants in the
right-hand sides of Eqs. (48)–(50). Therefore, the particular
solutions of Eq. (50) are given by
ð€a1 þ ðk1  k2Þ _a1Þek1t ¼ p½ðx2  x20Þa1ek1t þ eðð _a1 þ k1a1Þek1t
 a1ða2ð2a2 _a1 þ 2k1a1 þ k2a1Þ
þ a1 _a2Þeð2k1þk2ÞtÞ þ e1Eeimt=2i
or
ð€a1 þ 2iq _a1Þekt ¼ p½ðx2  x20Þa1ekt þ eð _a1ekt
 ka1ð1 3a1a2e2ktÞekt
þ iqa1ð1 a1a2e2ktÞekt
 a1ð2 _a1a2 þ a1 _a2Þe3ktÞ þ e1EeiðmqÞt=2i ð51Þ
since, k1 ¼ kþ iq; k2 ¼ k iq.
By transforming a1 ¼ aðtÞeiu=2; a2 ¼ aðtÞeiu=2 and also
using Eq. (24) into Eq. (51), then Eq. (51) readily becomes
ð€aþ 2i _a _uþ ia€u a _u2 þ 2i _aq 2aq _uÞekt
¼ p½aðx2  x20Þekt þ eðð _aþ ia _uÞekt  kað1
 3a2e2kt=4Þekt þ iqað1 a2e2kt=4Þekt  a2ð3 _a
þ ia _uÞe3kt=4Þ  ie1EeiððmqÞtuÞ ð52Þ
Separating the real and imaginary parts on both sides of
Eq. (52), we obtain
ð€a a _u2  2aq _uÞekt ¼ p½aðx2  x20Þekt
þ eð _aekt  kað1 3a2e2kt=4Þekt  3a2 _ae3kt=4Þ
þ e1E sinððm qÞt uÞ; ð53Þ
ða€uþ 2 _a _uþ 2 _aqÞekt
¼ p½eða _uekt þ qað1 a2e2kt=4Þekt  a3 _ue3kt=4Þ
 e1E cosððm qÞt uÞ: ð54Þ
It has already mentioned that there exists a steady-state
solution. To ﬁnd it, we ﬁrst transform aekt by bðtÞ. Then,
Eqs. (53) and (54) become
€aekt  b _u2  2bq _u ¼ p½bðx2  x20Þ
þ eð _aekt  kbð1 3b2=4Þ  3b2 _aekt=4Þ
þ e1E sinððm qÞt uÞ; ð55Þ
b€uþ 2 _að _uþ 2qÞekt ¼ p½eðb _uþ qbð1 b2=4Þ
 b3 _u=4Þ  e1E cosððm qÞt uÞ ð56Þ
Using Eq. (30) into Eqs. (55) and (56) and these two equa-
tions become€bþ 2 _bkþ bk2  b _u2  2bq _u ¼ p½bðx2  x20Þ
þ eð _bþ kb kbð1 3b2=4Þ
 3b2ð _bþ kbÞ=4Þ þ e1E sinððm qÞt uÞ; ð57Þ
b€uþ 2ð _uþ qÞð _bþ kbÞ ¼ p½eðb _uþ qbð1 b2=4Þ
 b3 _u=4Þ  e1E cosððm qÞt uÞ ð58Þ
Using ðm qÞt u ¼ w; _u ¼ ðm qÞ þ _w and €u ¼ €w into
Eqs. (54) and (55), we obtain
€bþ 2 _bkþ bðk2  m2 þ q2Þ  2bm _w b _w2
¼ p½ðx2  x20Þbþ eð _bþ kb kbð1 3b2=4Þ
 3b2ð _bþ kbÞ=4Þ  pe1E sinw; ð59Þ
b€wþ 2ð _bþ kbÞðmþ _wÞ
¼ pe½ðm qþ _wÞbþ bqð1 b2=4Þ  b3ðm qþ _wÞ=4
 pe1E cosw: ð60Þ
For the steady-state condition, substituting Eq. (35) and
q ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
into Eqs. (59) and (60) together with p ¼ 1, then
Eqs. (59) and (60) become
bðx20  m2Þ ¼ e1E sinw; ð61Þ
bm½2k eð1 b2=4Þ ¼ e1E cosw: ð62Þ
Herein, Eqs. (61) and (62) represent the resonance curve in
the plane ðm; bÞ.
The particular solution of Eq. (50) with p ¼ 1 becomes
u1 ¼  ea
3
1e
3k1t
2ð3k1  k2Þ 
ea32e
3k2t
2ð3k2  k1Þ : ð63Þ
Substituting the values of k1 ¼ kþ iq; k2 ¼ k iq; q ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  k2
p
; aekt ¼ b; a1 ¼ aeiu=2 and a2 ¼ aeiu=2 into Eq.
(63), we obtain
u1 ¼ eb3  kðe
3iðqtþuÞ þ e3iðqtþuÞÞ þ 2iqðe3iðqtþuÞ  e3iðqtþuÞÞ
32ð4x2  3k2Þ
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Figure 2 (a): Comparison of frequency response curves of the
present method (Represented by circles) and MSLP method
(Represented by dashed line) when e1 ¼ 1; a ¼ 1;l ¼ 0:1;
E ¼ 0:1; x0 ¼ 1. Corresponding numerical results have been
presented (denoted by solid line) to compare with present method
and also with MSLP method.
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Figure 3a Comparison of frequency response curves of the
present method (Represented by circles) and MSLP method
(Represented by dashed line) when
e1 ¼ 1; a ¼ 1; l ¼ 0:5; E ¼ 0:5; x0 ¼ 1. Corresponding numeri-
cal results have been presented (denoted by solid line) to compare
with present method and also with MSLP method.
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Figure 3b New method solution of Eq. (14) has been presented
(denoting by circles) when e1 ¼ 1; a ¼ 1; l ¼ 0:5; E ¼ 0:5;
x0 ¼ 1; m ¼ 0:8 with initial conditions [xð0Þ ¼ 0:289713; _xð0Þ ¼
0:332473]. Corresponding numerical solution has been presented
(denoted by solid line) to compare with present method.
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Figure 3c MSLP method solution of Eq. (14) has been presented
(Denoting by dashed line) when e1 ¼ 1; a ¼ 1; l ¼ 0:5; E ¼ 0:5;
x0 ¼ 1; m ¼ 0:8 with initial conditions [xð0Þ ¼ 0:191931; _xð0Þ ¼
0:294062]. Corresponding numerical solution has been presented
(denoted by solid line) to compare with MSLP method.
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u1 ¼ eb3  k cosð3qtþ 3uÞ  2q sinð3qtþ 3uÞ
16ð4x2  3k2Þ : ð64Þ
Now, x is still unknown and it is to be determined. It has
already been mentioned that €b ¼ €a ¼ 0 and b is constant for
the steady state solution. Moreover, _u ¼ m q becomes small
for the resonance condition. The forcing term is also small.
In this case, all terms of the left side and third term of the
right-hand side of Eq. (55) can be neglected. Therefore, Eq.
(55) with p ¼ 1 becomesx2  x20  ekð1 3b2=4Þ ﬃ 0: ð65Þ
Solving Eq. (65), we obtainx ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x20 þ ekð1 3b2=4Þ
q
ð66Þ
Therefore, the ﬁrst approximate solution of Eq. (45) is
obtained asxðtÞ ¼ b cosðmtþ wÞ þ u1; ð67Þwhere w ¼ u ðm qÞt, and u1 is given by Eq. (64).
00.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.25 0.5 0.75 1 1.25 1.5
nu
b
Figure 4 Comparison of frequency response curves of the
present method (Represented by circles) and perturbation method
[8] (Represented by dashed line) when e1 ¼ 1; e ¼ 1; k ¼ 0:5;
E ¼ :2; x0 ¼ 1. Corresponding numerical results have been pre-
sented (denoted by solid line) to compare with present method and
also with perturbation method.
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Figure 5a New method solution of Eq. (45) has been presented
(denoting by circles) when e1 ¼ 1; e ¼ 1; k ¼ 0:5; E ¼ 0:2;
x0 ¼ 1; m ¼ 1 with initial conditions [xð0Þ ¼ :934635; _xð0Þ ¼
0:0729826]. Corresponding numerical solution has been presented
(denoted by solid line) to compare with present method.
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Figure 5b Perturbation method solution [8] of Eq. (45) has been
presented (denoting by dashed line) when e1 ¼ 1; e ¼ 1; k ¼
0:5; E ¼ 0:2; x0 ¼ 1; m ¼ 1 with initial conditions [xð0Þ ¼
:386536; _xð0Þ ¼ 0:590762]. Corresponding numerical solution
has been presented (denoted by solid line) to compare with
perturbation method.
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A simple analytical technique (combined by the general
Struble’s technique [6] and homotopy perturbation method
[26,27]) has been presented to determine the approximate solu-
tions of strongly nonlinear damped systems for severe damping
effects in the presence of an external force. Pakdemirli et al.
used MSLP [23] method to ﬁnd an approximate solution of
such nonlinear damped forced system; but they considered
only small damping effect. Bojadziev [7] studied the Van der
Pol equation (by KBM method [8]) for strong damping effect
with small nonlinearity. MSLP is invalid for the Van der Pol
equation when damping effect is strong. When the dampingforce and nonlinearities are similarity strong, all of the previ-
ous techniques [1–23] do not provide desire result. The new
method is different from all previous techniques; furthermore,
it covers the three cases: weak nonlinearities with small damp-
ing effect, weak nonlinearities with strong damping effect, and
strong nonlinearities with strong damping effect. To compare
the results with others (calculated by Pakdemirli et al. [23],
Shamsul [8]), all the results (including numerical solution) have
been plotted in Figs. 1–5.
At ﬁrst, the frequency response curves of the damped
forced Dufﬁng oscillator (by Eq. (14)) have been determined
by present and MSLP methods when e1 ¼ 0:1; l ¼
0:5; a ¼ 1000; E ¼ 5; x0 ¼ 2:5 and presented in Fig. 1. In
a similar way, we have determined the frequency response
curves of the same Eq. (14) when e1 ¼ 1; a ¼ 1; l ¼
0:1; E ¼ 0:1; x0 ¼ 1 ; e1¼ 1; a¼ 1;l¼ 0:5; E¼ 0:5; x0¼ 1
and respectively presented in Figs. 2 and 3a.
The approximate solution of Eq. (14) has been determined
by present and MSLP methods when e1 ¼ 1; a ¼ 1;
l ¼ 0:5; E ¼ 0:5; x0 ¼ 1; m ¼ 0:8 and respectively presented
in Figs. 3b and 3c.
Next, the frequency response curves of Ven der pol equa-
tion (by Eq. (45)) have been determined by present method
and perturbation method [8] when e1 ¼ 1; e ¼ 1; k ¼ 0:5;
E ¼ :2; x0 ¼ 1 and presented in Fig. 4. Finally, the approxi-
mate solution of Eq. (45) has been determined by present
and perturbation methods when e1 ¼ 1; e ¼ 1; k ¼ 0:5;
E ¼ 0:2; x0 ¼ 1; m ¼ 1 and respectively presented in Figs. 5a
and 5b.
All of the ﬁgures (Figs. 1,2,3,4,5) indicate that the fre-
quency response curves and approximate solutions of Eqs.
(14) and (45) determined by the present method are nicely close
to those obtained by numerical method (by fourth-order
Runge–Kutta formula).
Seeing all these Figures, we also observe that the present
method provides better result than that obtained by MSLP
and perturbation methods.
1232 M.A. Razzak, Md. H.U. Molla5. Conclusion
Combining the general Struble’s technique and homotopy per-
turbation method, a simple analytical technique has been pre-
sented to determine the approximate solutions of strongly
nonlinear damped systems in the presence of an external force.
Recently, the approximate solutions of strong nonlinear sys-
tems with small damping effects have been determined by
MSLP method [23]. The combined method (concern of this
paper) is useful for solving strongly nonlinear differential sys-
tems with severe damping effects whether strong or small.
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