Velocity model estimation from seismic data using prestack depth migration is an underdetermined problem: there are many subtly di erent models which are not kinematically equivalent. As these models can give rise to dramatically di erent interpretations and decisions there is a clear need for a selection criterion in order to choose the "best" (i.e. geologically most plausible) one. Interpreter guided velocity estimation provides this criterion but is non reproducible and non quanti able while automatic methods (which are both reproducible and quanti able) will nd just one out of many kinematically equivalent models and mostly one which is geologically not attractive. Application of geologic constraints in conjunction with inversion by Di erential Semblance Optimization produces models that are both geologically appealing, kinematically correct and have a very good t to observed data.
Introduction
Seismic processing has as its goal the estimation of physical parameters (such as velocity and density) from seismic data. There are two families of approaches to this problem. The rst one consists of (semi) automatic methods (such as tomography and full waveform inversion). The aim of these methods is to nd the parameters by matching (part of) the observed data with modeled data. From an initial guess these methods automatically make their way through modelspace by some kind of update algorithm which increases the data t. The second family consists of interpreter guided methods in which an interpreter evaluates the e ect of some kind of processing operation (such as pre stack depth migration) on the data (using a certain velocity model) by examining criteria such as focusing or alignment in coherency panels. The model is then updated using a mixture of formal rules and interpreter instinct.
Both of these approaches have problems. The rst family of approaches has been recognized to give (when working) kinematically correct, but geologically non palatable models. The reason behind this is that seismic data are only sensitive to part of the total spectrum of information present in the earth. This is due partly to the "null space" e ect (Claerbout,1986 , Jannane et al., 1991 , Versteeg, 1993 , and partly to the fact that we only have data with a nite aperture (Stork and Clayton,1991) . Thus, automatic methods will nd one of many "kinematically equivalent" models without caring about geologic palatability to the interpreter.
The second family of methods produces geologically acceptable models by means of the interpreter who puts knowledge into the model. The problem with this method is that as it does not allow an objective evaluation and comparison between geologically and kinematically plausible models; interpeter driven velocity model creation is non repeatable and non quanti able. (An example of this is of course the results obtained in the Marmousi workshop (Versteeg and Grau, 1991) ).
Ideally we want a method which combines the advantages of both methods, and thus has the following characteristics: reproducible quanti able in "goodness" accurate allows for choosing "most geologic" of kinematically equivalent models As the inversion method developed in The Rice Inversion Project meets the three rst criteria, we set out to add the fourth one. In order to do this, we have rst to consider what kind of selection mechanism we should use. This mechanism should constrain our model in such a way that it looks as "geologic" as possible.
Aim of constraints
The use of constraints has a threefold aim, related to di erent parts of the modelspace (Figure 1 ). speed up convergence de ne those parts of the model which are not constrained by the seismic data (the seismic null space) test hypotheses: to see if certain geological hypotheses agree or disagree with the data The e ect of these constraints on the model space will thus be di erent: The rst type of constraints will mainly work on that part of the model space also constrained by seismic data, the second type will mainly work on the seismic null space while the third set will work all over model space.
Model and Data
The experiment reported here is based on the model depicted in Figure 2a (model A). An inversion of the same data set is discussed in Symes and Versteeg (1993) . This (acoustic 2D) model has ve homogeneous velocity layers ranging from 1.5 km/s in the top ("water") layer to 2.0 km/s in the fourth layer. The second through fourth layers form an anticline. We created a 41 shot data set with record duration 1.6 s using a Ricker wavelet source peaking at 12 Hz. Shots were spaced 150 meter apart, with the rst shot point located at location 133 (see Figure 2a ) and the last one at location 533. The shot depth was 12 m. Each shot gather consists of 38 traces; the receivers extend to the right of the shot point, with receiver interval 50 m, near o set 90 m and far o set 1940 m. The receivers were modeled as point samples (i.e. no arrays). The simulation algorithm is nite di erence solution of the acoustic wave equation with constant density. Data were muted to suppress the direct wave. Figure 2b shows a subset of the data.
Inversion without constraints
We inverted the entire data set for laterally varying velocity and re ectivity using the Di erential Semblance Optimization (DSO) method, a modi cation of the least squares formulation. This method (Symes 1991 , Kern and Symes 1992 has the advantage that the cost function is a convex function of velocity and re ectivity and can be optimized using local methods (while the least square methods need some kind of global optimization). Our initial guess for the velocity eld is a constant velocity background of 1500 m/s. The inverted velocity eld resulting from 4 non linear conjugate gradient steps of DSO (model B) is displayed in Figure 3a . It is smoother than the original model (as we expect it to be -in fact the original model is not even a member of the class of models reconstructed by inversion). Also, it does not look at all like the original model: we do have a high velocity blob, but in general the model we found looks very far from what we started with. However, three di erent (seismic) measures of result quality indicate that this model is quite good. The rst measure of inversion quality is the reduction in the DSO objective function and its gradient This internal test is quite well satis ed. We achieved reduction to roughly 13 % of the original value of the objective function. The size of the gradient at the velocity displayed in Figure 3a is roughly 15 % of the size of the gradient at the initial velocity. The second test is a visual test of kinematic correction, using the well known coherency panels. On these panels we should observe horizontal events for a kinematically correct model. Figure 4a shows the coherency panels for this model at three locations (250, 350 and 400). The events in these panels are quite at: the " atness of coherency panels" criterion is quite well satis ed for this model. The third test gauges the extent to which the primary goal of inversion has been satis ed (i.e. the data t). For this test the t was quite good: we had a RMS error of 14.8 %. These tests do not depend on knowledge of the model, and based on them we would conclude that we had found a quite good model. If we look at the stack of inverted images (Figure 5a ) this is veri ed: the stack looks like a quite truthfull image of the original model. However, we observe two problems: the bottom re ector shows some long wavelength undulation and the geologic/structural information content of the velocity model we found is quite low: in fact, it looks nothing like any geology we expect. Interpretation of such a model is hard: how realistic are the velocity perturbations? This question becomes even more urgent when we consider that in previous work (Symes and Versteeg, 1993) we had found a visually quite di erent (smoother) model with virtually identical inversion quality values. The answer is that in the current form we can not say anything about the interpretation of the model except that it is kinematically satisfying.
Inversion on the rocks
Comparison of the stack (Figure 5a ) and the inverted velocity model (Figure 5a ) suggest the nature of the latters de ciency: the velocity is unrelated to the structure evident in the stack. This inconsistency appears to contradict the common origin of the two parameters: velocity and re ectivity are properties of the same rocks, so should be related (if only weakly). In other words: Velocity follows structure. This constraint/expectation was proposed and used by Sinoquet (1993) and Versteeg and Symes (1993) .
The expression of this expectation in inversion can be done in several ways. For example we can propose a new cost function which takes into account the deviation of this expectation and penalizes this. This has been our approach in formulating constraints on the re ectivity (Versteeg and Symes (1993) ).
For constraining the velocity estimate we take a di erent approach. From the stack of inverted images (Figure 4a) we have a quite good estimate of the structure. Our idea is now to "convolve" this structure with the inverted velocity, and use this velocity as a starting guess for a new run of DSO. To perform this (loosely de ned) convolution we pick re ection horizons from Figure 4a , and spread a 1D velocity pro le taken at the top of the anticline out over these horizons. This gives the velocity model shown in Figure 3b (model C)
This model looks much more structurally correct to us; however it has the problem that it is most probably does not fall into the modelspace covered by our inversion algorithm (because it is not smooth enough). Also, this model has not been checked for any of the inversion quality criteria mentioned above, so, even though this model is geologically appealing, it is by inversion standards probably a lesser model than our inversion output model B. Note that this approach resembles the one proposed by Nolet (1994) in which a model resulting from tomographic inversion is projected into the class of models satisfying nonseismic constraints. Thus, we use our new model as the starting guess for a new run of inversions, with the hope that this will create a nal model which will retain the geologic look and will attain kinematic consistency. Another round of DSO inversion, starting with model C resulted in the model shown in gure 3c (model D). Model D reduces the function value of the objective value (to about 80 % of the value at model C). Note that as model C was a quite reasonable model we do not expect large reductions of the function value any more. The most important kinematic consistency test is the examination of the coherency panels. Figure 4b shows coherency panels for locations (250, 350 and 400) (compare with Figure  4a ) The events in the panels are very at: we have a kinematically very good model. The nal test is the t to data: for this model we had a t of about 9 %. So, kinematically speaking, our model is very good. We now look at the stack of inverted images for model D (Figure 5b ) in conjunction with model D. We see that there is now a quite good agreement between structure and velocity. That is, we have found a model that is both geologically /structurally and kinematically acceptable. Comparing the stack and model D to the model A we see that we have done probably as well as we could: model D looks like a blurred but recognizable version of model A, and re ector position is very good.
Conclusion
It is recognized (Delprat and Lailly, 1990 , Stork and Clayton,1991 ) that velocity determination methods based on kinematic criteria can only retrieve part of the velocity eld: there is an ambiguity in the long wavelengths of the velocity model which can not be resolved from seismic data alone. By integrating a geologic constraint into our inversion approach we demonstrated that we can select a model that satis es both kinematic and geologic criteria from among the many kinematically correct models. One additional advantage of this approach (apart from the fact that it is repeatable and quanti able) is that it is nearly completely automatic; the only input needed from the interpreter is a set of structural picks on the stacked image. Repeated inversion interspersed with smoothing of the velocity along the picked structure yields kinematically and geologically consistent velocity models. Thus, the cost of this method lies nearly completely in CPU hours. Even though this method is still computationally intensive it is a ordable at least in the experiment described here: the whole experiment was run on a cluster of 4 IBM workstations in about a week's worth of CPU time. 
