v(\) is the transpose of v(\), and a means the conjugate complex number of a. Then the generalized Fourier transformation from L 2 (0, oo ; dx) into L 2 ( -00,00; dP(\)) is isometric.
(C) f? P transforms L 2 (0, oo ; rftf) onto L 2 (-00,00; dP(\)).
In Theorem 1 we shall prove that if both #=0 and x=oo belong to the limit point case, then the measure matrix which satisfies (A), (B) and (C) is unique.
We shall prove in Theorem 2 that if both #=0 and #=oo belong to the limit point case, then any measure matrix which satisfies (A) and (B) satisfies (C).
Aknowledgements. I took up this problem, suggested by Mr. M. Matsuda and had a lot of useful discussions with him in the course of writing this paper. I would like to express my gratitude. § 1 The measure matrix in the eigenfunction expansion for singular differential equations.
Let us consider a differential equation of the second order (1. 1) --S(*X*) + *X*) = 0 , ax where q(x) is a locally summable function in (0, oo). We assume that #=0 is a singular point of the equation. Moreover we assume that the equation (1. 1) is of the limit point type both at 0 and at oo. Let (<PI(XJ /), <p 2 ( x 9 0) be a linearly independent system of solutions of (1. which satisfies the following three conditions (A), (B) and (C) (Kodaira [3] ):
(A) Each Piy(X) is a function of bounded variation on every finite interval in (-00, oo), and P(X) is a positive semi-definite measure on (-oo, oo ). Namely for every finite interval A and for every pair of continuous functions^
we have the inequality \ e 0 (xXP(x)5 0 (x) = s t tf(x)0SOOrfp,X*)£0, We shall prove the following two theorems. To prove Theorem 1 and Theorem 2 we prepare the following lemma. Lemma 1. Let P{\) be a measure matrix which only satisfies (A) and (B) with respect to y(x, I) and put 
is a bounded symmetric operator on L 2 (0 J oo ; dx) and we have 
where A is a finite interval and x, J^O. Then
is a bounded symmetric kernel of Carleman type such that
(ii) Le^ £" P (A) 6^ a linear transformation defined by
is a bounded symmetric operator on L 2 (0, oo ; dx) and we have
oo ; dx) and we have dy
We only prove Lemma 2, because the proof of Lemma 1 is similar.
Proof of (i). Consider a linear functional on L 2 (0_, oo ; dx)
(1) Matsuda [6] . as in the proof of (i). By the method used in the proof of (i), we can show that 9g pfor» A) belongs to L 2 (0, oo ; dx) and that (1. 12) holds.
Proof of Theorem 1. Let F X (X) and F 2 (X) satisfy (A), (B) and (C).
We shall denote by .2L the space of all functions u(x) in L 2 (0, oo ; dx) that satisfy the following conditions:
, oo-dx). ii) w(#) is differentiable in the open interval (0, oo). iii) -is absolutely continuous in every closed subinterval [a, b] dx (0<a<b<oo) in (0, oo). iv) u(x) has a compact carrier in (0, oo). , oo; dx). ct x
Define an operator L^ which transforms u(x) e 3)^ tô By (1. 38), we can prove that £FJ is an isometric transformation from L 2 (-oo, oo; dP(\)) onto L 2 (0, oo ; dx) (Kodaira [3] 2, [5] ). EF P is therefore surjective, and the proof is completed.
Remark. If we assume the existence of the measure matrix P*(X) which satisfies (A), (B) and (C), calculated by Titchmarsh-Kodaira's spectral formula, the proof of Theorem 2 will be easier (Kodaira [3] , [4] ).
In fact, let P(X) be a measure matrix satisfying (A) and (B). Then we have Using Lemma 1 we have Ep>(x,y\ A) = BX*,y; A).
We obtain P 5k (A)= ::: P(A) by the method used in the proof of Theorem 1.
Therefore P(A) satisfies (C). If the equation (1.1) is of the Unit cirdle type at 0, the situation is essentially the same as in the case where # = 0 is a regular point. § 2. The spectrum in the limit circle case at Infinity 0
In the case where x=0 is a regular point of the equation (1. 1), (1) See Proposition 1 of Matsuda [6] , M. Matsuda has proved that the spectrum is unbounded below in the limit circle case at x= oo (M. Matsuda [6] ).
In this section we assume that the equation (1.1) belongs to the limit circle case at x= oo. Then by setting some boundary conditions at oo and also at 0 if necessary, we obtain a self-adjoint operator L which is a symmetric extension of the L M in §1. The spectrum of this operator is In fact, let /!=[!, oo) and / 2 =(0, 1]. Setting some boundary conditions at x=l, we obtain L± and L 2 which are the restricitions of L to J x and to 7 2 respectively. Then L is bounded below if and only if L^ and L 2 are both bounded below r2) . L 1 is unbounded below by virtue of Theorem 2 of Matsuda [6] , and hence L is also unbounded below. Using WeyPs classification of the limit point case and the limit circle case, we can see that Theorem 3 is equivalent to the following fact:
Let q(x) be locally summable in (0, oo). Then if L^ in § 1 is bounded below, L^ is essentially self-adjoint. Let us make a remark on this fact. In the m-dimensional case, the following result is known (Wienholtz [8] By slight modification of their method we can replace the local
(1) Kodaira [3] .
(2) Dunford-Schwartz [1] . p. 1455.
