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The reliability of a network can be efficiently bounded using graph-theoretical techniques 
based on edge-packing. We examine the application of combinatorial theorems on edge- 
packing spanning trees, s, t-paths, and s, t-cuts to the determination of reliability bounds. The 
application of spanning trees has been studied by Polesskii, and the application of s, t-paths has 
been studied by Brecht and Colbourn. The use of edge-packings of s, t-cutsets has not been 
previously examined. We compare the resulting bounds with known bounds produced by 
different techniques, and establish that the edge-packing bounds often produce a substantial 
improvement. We also establish that three other edge-packing problems arising in reliability 
bounding are NP-complete, namely edge-packing by network cutsets, Steiner trees, and Steiner 
cutsets. 
1. Edge-packings of graphs 
An edge-packing of a multigraph G is a collection of edge-disjoint subgraphs of 
G. Many combinatorial problems can be viewed as edge-packing, including the 
chromatic index problem and the independent set problem. In this paper, we are 
concerned with edge-packing problems which arise in problems concerning 
network reliablity. The three problems of most interest to us here are edge- 
packings by spanning trees, by s, t-paths, and by s, t-cuts. We first review the use 
of edge-packings in the reliability context. 
A probabilistic graph is a multigraph together with a probability of operation 
for each edge. Vertices of the multigraph represent communication centers which 
never fail, while edges represent undirected communication links which operate 
statistically independently with the stated probabilities. An all-terminal operation 
in such a graph requires that all vertices be able to communicate with one another 
via paths of operational edges, and all-terminal reliability is the probability that 
the network supports an all-terminal operation. A 2-terminal operation for 
specified vertices s and t requires that there be an operational s, t-path, and 
2-terminal reliability is the probability that a 2-terminal operation for s and t can 
be performed. A k-terminal operation for a specified set of k target nodes requires 
that each pair of target nodes be able to communicate, and k-terminal reliability is 
the probability of being able to carry out a k-terminal opeation. The evaluation of 
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each of these three reliability measures is a very difficult problem; in fact, they 
are #P-complete [19, 231. This had led network designers to consider lower and 
upper bounds on the reliability which can be efficiently computed. The goal of 
this paper is to study the application of edge-packings to the production of 
reliability bounds. We also compare some computational results for the bounds 
with bounds obtained from the other main technique, subgraph counting (see 
[6]). It is also important to remark on the existence of efficient methods for 
combining the results of the edge-packing bounds described here with the 
subgraph counting bounds; see [5, 71. 
We illustrate the general method for obtaining lower bounds by showing how 
an edge-packing by spanning trees leads to a lower bound on all-terminal 
reliability. Let G be a probabilistic graph whose all-terminal reliability is desired, 
and let {T,, . . . , T,} be an edge-packing of G by spanning trees. Observe that 
the all-terminal reliability Ri of the tree z is easily computed; it is just the product 
of the edge operation probabilities of the edges in the tree. Now every state of 
the edges of G corresponds to a state of the edges in each tree; a failed state of G 
must yield failed states in each tree, but the converse need not hold. Thus an 
upper bound on the failure probability of G is the probability that all of the trees 
fail; taking complements of each gives a lower bound on the probability that G 
operates, as desired. The bound will be improved in general by having more 
trees, and by having more reliable trees (these two goals may be conflicting). The 
simplest edge-packing problem of interest here is to pack the maximum number 
of spanning trees. The application to 2-terminal lower bounds is very similar, 
except that we consider edge-packings by s, t-paths. In the application to 
k-terminal reliability, we consider edge-packing by Steiner trees, subtrees 
connecting all target nodes in which each leaf is a target node. 
Upper bounds arise in a very similar way. A cutset is any set of edges whose 
removal prevents network operation. Cutsets whose removal disconnects s from t 
are s, t-cutsets, and those which disconnect the network (i.e. prevent all- 
terminal operation) are called network cutsets. Finally, cutsets which separate any 
two target nodes are Steiner cutsets. To develop an upper bound, consider the use 
of edge-packing by cutsets to bound reliability. Let G be a graph, and 
{C,, . . .9 C,} be an edge-packing by cutsets for G. An operational state of G 
corresponds to a state of each cutset in which each has at least one operational 
edge, although the converse need not hold. Hence the probability that each cutset 
has at least one operational edge is an upper bound on the reliability of G. This 
can be easily evaluated, as the cutsets are edge-disjoint. The bound is improved 
by taking more cutsets, and cutsets which are more likely to fail; again, these two 
goals may be conflicting. We consider the simplest case of requiring an 
edge-packing by a maximum number of cutsets. 
Two main points are at issue here. First, we must consider whether the bounds 
developed thus far can be efficiently computed. Second, we must ascertain 
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whether the resulting bounds are of any practical use-in particular, whether they 
are competitive with the subgraph counting bounds. Edge-packing by spanning 
trees, s, t-paths, and s, t-cuts all have efficient solutions, while edge-packing by 
network cutsets is NP-complete (see Section 6). In the last case, however, the 
lack of an efficient edge-packing algorithm is more than compensated for by a 
clever bounding technique due to Lomonosov and Polesskii [14] which employs 
‘noncrossing’ rather than edge-disjoint cutsets; noncrossing cuts can be found 
efficiently using the Gomory-Hu algorithm. Edge-packing by Steiner trees and 
Steiner cutsets are both NP-complete; we establish this in Section 5 and 6. We 
first focus on the three efficiently solvable edge-packing problems. The applica- 
tion of the first two in bounding reliability has been studied previously; we review 
these, and then examine more carefully upper bounds on 2-terminal reliability 
from edge-packings by s, t-cutsets. 
2. Edge-packing spanning trees 
Tutte [22] and Nash-Williams [17] first addressed the problem of edge-packing 
a graph with spanning trees; Edmonds [8] subsequently obtained a more powerful 
result which gives conditions under which a matroid contains k disjoint bases. The 
application to edge-packing spanning trees is immediate, as the spanning trees are 
precisely the bases of the graphic matroid of the graph. Polesskii [18] observed 
that the Tutte-Nash-Williams theorem has a particularly useful corollary: a 
graph with edge-connectivity 2t or 2t + 1 has at least t edge-disjoint spanning 
trees. This corollary leads to a simple expression for a lower bound when each 
edge has operation probability p: an n-vertex graph with edge-connectivity 2t or 
2t + 1 has all-terminal reliability at least 1 - (1 -pn-l)‘. This is called the 
Polesskii bound, and is of interest largely because it requires no knowledge of the 
actual spanning trees, or a method to find them-it requires only the number of 
vertices and the edge-connectivity. 
One way to improve the Polesskii bound is to employ the actual number of 
edge-disjoint spanning trees. Fortunately, Edmonds’s proof of the sufficiency of 
the Tutte-Nash-Williams conditions is based on an elegant efficient algorithm, 
the matroid partition algorithm. The matroid partition algorithm can be used to 
construct efficiently a maximum set of edge-disjoint spanning trees. In addition to 
incorporating the actual number of trees, knowledge of the actual trees enables us 
to allow different edge probabilities. 
It is difficult to compare the resulting edge-packing bound with other available 
bounds, to ascertain whether it affords some practical improvement. Two main 
competitors exist: the Ball-Provan bounds [2] are the best subgraph counting 
bounds which apply, and the Lomonosou-Polesskii lower bound [lS] also 
applies; however, both assume that all edge-probabilities are equal, while the 
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Fig. 1. 
edge-packing bound requires no such assumption. In fact, the edge-packing 
bound is the only basic bound which applies here when different edge probabil- 
ities are allowed, and hence in this context is very valuable indeed! 
When all edge operation probabilities are equal, it is of interest to compare the 
edge-packing bound to the Ball-Provan and Lomonosov-Polesskii bounds. 
Unfortunately, in our experience, the edge-packing bound fares quite poorly. Let 
us consider a small example on six vertices, with each edge having operation 
probability p, depicted in Fig. 1. 





6p5 - 5p6 
p5[1 + 4q + 7q* + 1oq’ + 14q4 + 18q5] (q = 1 - p). 
For this example, both bounds always beat the edge-packing bound. This 
unfortunate state of affairs persists in other examples. This appears to be a 
serious setback for the edge-packing approach, and may account for the lack of 
attention afforded it. However, when we turn to the 2-terminal problems, 
edge-packing is a winner. 
3. Edge-packing s, t-paths 
Menger’s theorem [16] guarantees that the number of edge-disjoint S, t-paths 
equals the minimum cardinality of an s, t-cutset, and hence network flow 
algorithms give an efficient method for edge-packing a graph with the maximum 
number of S, t-paths. Brecht and Colbourn [4] examined the application of 
edge-packings of s, t-paths to reliability bounds, and found that the edge-packing 
bounds are not only competitive with, but often much better than, other available 
bounds. Once again, no other available bound allows different edge probabilities. 
When all edge probabilities are equal, the best subgraph counting bound which 
applies is the Kruskal-Katona bound. Even in this case, the edge-packing bound 
is better typically in our test cases. A small example to illustrate this is to take the 
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graph of Fig. 1 with s = 0, t = 5. For various values of p, we find the following: 
P edge-packing Kruskal-Katona exact 
0.2 0.0476800 0.0400041 0.0609183 
0.3 0.114570 0.0900919 0.154691 
0.4 0.213760 0.160786 0.293976 
0.5 0.343750 0.253906 0.464844 
0.6 0.498240 0.373437 0.642341 
0.7 0.664930 0.524589 0.798801 
0.8 0.824320 0.707109 0.913646 
0.9 0.948510 0.896093 0.979453 
For this example, we chose an edge-packing with a path of length two and a 
path of length three. There are other edge-packings; in particular, for this 
example, one might obtain a path of length four and a path of length five. This 
selection would lead to much poorer bounds, despite the fact that it remains an 
edge-packing with a maximum number of paths. 
One of the main open questions here is which selection of paths leads to the 
best bound. It is easy to see that, when all other things are equal, more paths are 
better. Similarly, if the paths are more reliable (shorter in the equal probability 
case), the bound is better. For this reason, Brecht and Colbourn [4] modified the 
edge-packing bound in two ways. First of all, notice that it is not always best to 
take the maximum number of paths; given a choice between one short path or 
two long paths, the better selection will depend on the value of p. One can 
exploit the structure of network flow algorithms to help out here; flow algorithms 
produce edge-packings by k paths from edge-packings by k - 1 paths, and hence 
one can retain the best bound resulting from all number of paths from 1 up to the 
s, t-edge-connectivity. Another improvement can be made by attempting to 
reduce the average length of paths used; this can be accomplished by using a 
minimum cost network flows algorithm, to produce a set of paths whose total 
length is minimum. Both of these heuristics have been found to be quite useful in 
tightening the bounds [4]. 
Edge-packing is largely vindicated as a bounding strategy because of the results 
for 2-terminal lower bounds. It is interesting to note that the availability of a 
powerful minmax theorem, Menger’s theorem, is key to the success of the 
approach. One of the important areas for study here is the determination of the 
best edge-packing bound; even the mincost strategy is just a heuristic method. 
4. Edge-packing s, t-cutsets 
Edge-packing s, t-cutsets has been examined by Robacker [21], and sub- 
sequently by Fulkerson [9, lo] as a dual of the maxflow-mincut theorem. A 
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characterization of the maximum number of edge-disjoint s, t-cuts, and an 
algorithm to find them, is remarkably simple. 
Theorem. The maximum number of edge-disjoint s, t-cutsets equals the minimum 
length of an s, t-path. 
Proof. An s, t-cut contains at least one edge from every s, t-path. Thus, if there 
is an s, t-path of length 1, there can be at most 1 edge-disjoint s, t-cutsets. In the 
other direction, if 1 is the length of a shortest s, t-path, we can efficiently construct 
1 edge-disjoint s, t-cutsets as follows. Starting at vertex s, label the vertices (using 
a breadth-first search) with their distance from s. An s, t-cutset is obtained by 
taking all edges from vertices at distance i-l to vertices at distance i. A collection 
of 1 cutsets is obtained by repeating this process for each i from 1 to 1; the 1 
s, t-cutsets which result are edge-disjoint. This completes the proof. Cl 
As in the case of s, t-paths, this easy theorem gives a strong minmax theorem 
for edge-packing s, t-cutsets. One might therefore reasonably expect the resulting 
edge-packing bound to be powerful. Once again, the only serious competitor here 
is the Kruskal-Katona bound [24]. To effect a comparison, we assume equal edge 
operation probabilities; the Kruskal-Katona bound requires this. Rather than 
content ourselves with small contrived examples, we compare the two bounds on 
the 1979 Arpanet, a real computer network whose analysis is of practical interest 
[3]; see Fig. 2. This network has 59 vertices and 71 edges. We should remark in 
advance that the s, t-cutsets produced by simple breadth-first search are not 
necessarily minimal; we always modify the edge-packing produced to make the 
cutsets minimal. 
We first consider two nodes which are ‘far apart’, nodes 20 and 41. These two 
nodes are at distance ten, the diameter of the Arpanet. The theorem guarantees 
that ten edge-disjoint cutsets can be found. Labelling the vertices via breadth-first 
search and making each cutset minimal gives the following ten cutsets: 
(15,20}, (19,201 
(8, 151, (17, 191 
{5,g>, (17,181 
(1, 51, (5, 221, (1% 181, (18, 18) 
{22,24}, {I, 2}, (14,161, (27, 281, (28,551 
{24,31),12,3), {2,4), (13,141, (27,301, (46,551, (53,551, (55,571 
(31,331, (31,421, (29,301, {43,4(j), (50,531, (57,581 
{33,38},{39,42}, (42,451, (29,321, (43,491, {40,50), (50,521, 
(58,591 
(3% 481, (39,561, (37,391, (45747) 3 (32,341, (44,491, (49,511, 
{35,401,152,541, (56,591 
(37,411, (41,441 
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Of course, this collection of cutsets is not unique, nor do we have any 
assurance that it leads to the best bound. Nevertheless, we can employ any 
edge-packing to obtain a bound, and this it is of interest to see whether this 
simple strategy for producing an edge-packing leads to a competitive bound. We 
therefore compare the upper bound arising from this edge-packing with the 
Kruskal-Katona upper bound. The resulting bounds for various values of p are 
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summarized below: 
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The edge-packing bound is dramatically better than the Kruskal-Katona bound 
for this example. Of course, the Kruskal-Katona bound is hampered in this case 
by the fact that the edge-connectivity is only two; in addition, the edge-packing 
bound is assisted by the fact that the nodes chosen are at great distance. For this 
reason, it is worthwhile to examine another example; to obtain favourable 
conditions for the Kruskal-Katona bound, we select nodes which are highly 
connected. To obtain unfavourable conditions for the edge-packing bounds, we 
select nodes which are close together. Consider taking s = 24, t = 31. Only one 
cutset can be included, and it has size 3 at least. Naturally, we expect a much 
poorer bound as a result (although one must be careful, as the reliability of 
communication between these two nodes is actually much higher than the 
previous pair used). This second example is of interest primarily because it seems 
to be the case where the Kruskal-Katona bound is the best in comparison to the 
edge-packing bound. 
P Kruskal-Katona edge-packing 
0.1 0.029209 0.000018 
0.2 0.328144 0.003041 
0.3 0.509623 0.032565 
0.4 0.640000 0.123363 
0.5 0.750000 0.280391 
0.6 0.840000 0.477515 
0.7 0.910000 0.677955 
0.8 0.960000 0.847658 
0.85 0.977500 0.912450 
0.9 0.990000 0.960489 
0.92 0.993600 0.974601 
0.94 0.996400 0.985664 
0.96 0.998400 0.993613 
0.98 0.999600 0.998401 
Remarkably, while the Kruskal-Katona bound does ‘win’ for small values of p 
(p <O.lS), past this point the two bounds agree to six digits of accuracy. This is 
quite remarkable, as one might expect the easily evaluated edge-packing bound 
to be very poor compared to the more sophisticated Kruskal-Katona bound. In a 
sense, the results here reflect on the poor quality of the 2-terminal upper bounds 
from the Kruskal-Katona method. Nevertheless, they do suggest that edge- 
packing is not only a viable competitor, but is a practical improvement. Our 
purpose here is to illustrate that 2-terminal upper bounds from edge-packing are 
just as promising as the useful 2-terminal edge-packing lower bounds. However, 
much research remains to be done in this area. Primarily, one wants a 
characterization of which edge-packings by s, t-cutsets lead to the best bound, 
and efficient algorithms to find such edge-packings. 
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5. Edge-packing Steiner trees 
Turning to k-terminal lower bounds, the situation is not as satisfactory; we 
show here that edge-packing by Steiner trees is NP-complete. The Steiner tree 
problem is a well-known NP-complete problem [ll], in which one is required to 
produce a Steiner tree with a bound on the number (or total weight) of edges 
used. Edge-packing Steiner trees carries no such stipulation, and hence its 
NP-completeness does not follow trivially from the NP-completeness of the 
Steiner tree problem. Nevertheless, we are able to prove NP-completeness via a 
transformation the NP-complete problem of determining the chromatic index of a 
graph. 
Theorem. Let G be a graph, and T a set of target vertices of G. Determining 
whether G has an edge-packing of at least k Steiner trees for T is NP-complete for 
any fixed k > 2. 
Proof. Membership in NP is straightforward; one need only guess k edge-disjoint 
subgraphs, and verify that each is a Steiner tree for T. Completeness is shown 
using a reduction from chromatic index of k-regular graphs, which is NP- 
complete for every fixed k > 2 [12, 131. 
Let G = (V, E) be a k-regular graph, an instance of the chromatic index 
problem. Let V = {v,, . . . , v,}, E = {e,, . . . , e,}, and F = {fi, . . . , fm}. Form 
a graph H as follows. The vertices of H are the elements of V, E, and F together 
with {c,,... , ck} and a distinguished element root. The edges of H are as 
follows: 
1. for each e = {v, w} in E, {e, v} and {e, w} are edges. 
2. for each i, {ei, J} is an edge. 
3. for each ei, Ci, {ei, Ci} is an edge. 
4. for each cj, {root, Cj} is an edge. 
Finally, the target set T consists of V together with root. We claim that H has 
an edge-packing by k Steiner trees for T if and only if G is k-edge-colourable. 
Suppose G has chromatic index k. Each colour class in the edge-colouring 
forms a l-factor of G; suppose that colour i contains the edges with indices I. 
Then form a Steiner tree Si by taking all edges induced on the set of vertices 
consisting of root, Ci, all elements in E and F with indices from I, and all elements 
of V. The set of vertices so defined induces a Steiner tree on the target vertices, 
since the edges in a colour class share no vertices. Moreover, since every two 
colour classes are edge-disjoint, so are the Steiner trees produced. 
In the other direction, suppose that H has an edge-packing of k Steiner trees 
for T. Each element of V has degree k in H, and appears in each Steiner tree. 
Hence, each has a unique neighbour in each Steiner tree. In total, there are ikn 
edges from elements of E to elements of F, which we call cross edges. Now since 
each element of V has a unique neighbour in E, at least $z cross edges appear in 
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a Steiner tree. Since there are k edge-disjoint Steiner trees, each must therefore 
contain precisely $z cross edges; in fact, the Steiner trees partition the cross 
edges. Consider a class in this partition. It consists in G of a set of edges which 
meets every vertex-that is, a l-factor. But then the Steiner trees give a partition 
of G into k l-factors, which is just a k-edge-colouring. This completes the 
proof. Cl 
The NP-completeness here severely limits the use of edge-packing bounds for 
reliability in this case. One could, of course, settle for edge-packings of close to 
maximum size; no research along these lines seems to have been undertaken. 
6. Edge-packing network cutsets 
In this section, we consider edge-packing the maximum number of network 
cutsets. Since this is the special case of edge-packing Steiner cutsets in which all 
vertices are targets, an NP-completeness result here establishes NP-completeness 
for edge-packing Steiner cutsets as well. It is instructive to first observe two lower 
bounds on the maximum size of an edge-packing. Every s, C-cutset is a network 
cutset, and hence an edge-packing by s, t-cutsets is also an edge-packing by 
network cutsets. This holds for any choice of s and t, and hence a lower bound on 
the maximum size of an edge-packing is the diameter of the graph. 
Another lower bound results from considering independent sets of a graph. For 
each vertex of a graph, define the star of the vertex to be the set of edges incident 
with the vertex. The star of a vertex is a network cutset. Taking stars of all 
vertices in an independent set gives an edge-packing by network cutsets, and 
hence the maximum size of an edge-packing is at least the maximum size of an 
independent set. Since the independent set is NP-complete, the NP-completeness 
of edge-packing network cutsets would be trivial if these numbers always agreed; 
however, there are graphs whose diameter exceeds the size of their maximum 
independent set (paths, for example) and these graphs have maximum edge- 
packings whose size exceeds the size of their maximum independent set. 
Nevertheless, we can use a simple transformation to reduce independent set to 
edge-packing network cutsets: 
Theorem. Determining whether a graph G has an edge-packing by at least k 
network cutsets is NP-complete. 
Proof. One can guess a set of k edge-disjoint subgraphs, and verify that each is a 
network cutset, and all are edge-disjoint; hence the problem is in NP. 
Completeness is shown by a reduction from determining whether a graph has an 
independent set of size at least k, a well-known NP-complete problem. 
Let G, k be an instance of the independent set problem. Transform G to 
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construct a new graph H; H is a copy of G, with a new vertex dom added which is 
adjacent to all of the other vertices. We claim that G has an independent set of 
size at least k if and only if H has an edge-packing by at least k network cutsets. 
First notice that the size of a maximum independent set in G is the same as that in 
H. 
Now suppose that H has an independent set of size k. Taking the stars of these 
k vertices gives an edge-packing of H by k network cutsets. 
In the other direction, let H have an edge-packing by k network cutsets. 
Without loss of generality, each cutset is minimal. Hence, each cutset partitions 
the vertex set of H into two connected pieces. For the ith cutset, let Xi denote the 
vertices in the resulting connected piece which does not contain dom. Since the 
network cutsets are edge-disjoint, no two of the {Xi} share a vertex. In fact, no 
vertex in Xi has a neighbour in any Xj unless i = j. But then selecting a vertex 
from each Xi gives an independent set of size k, as required. This completes the 
proof. 0 
Once again, the NP-completeness here limits the applicability of the edge- 
packing bounds. In this case, however, two methods have been proposed for 
avoiding this complexity. One method is to employ ‘noncrossing’ cutsets, rather 
than edge-disjoint ones; here, an efficient algorithm, the Gomory-Hu algorithm, 
does exist. The application to reliability, due to Lomonosov and Polesskii [14], 
gives useful bounds. A second method is to transform the undirected problem to 
a directed one, and to use arc-disjoint directed cutsets; see [20]. 
7. Concluding remarks 
The main conclusion is that edge-packing provides a viable strategy for 
producing reliability bounds which are competitive with the best subgraph 
counting bounds. In the all-terminal case, the presence of a very powerful 
subgraph counting method combines with the lack of “dense” edge-packings to 
make the edge-packing bound relatively poor. However, in 2-terminal lower and 
upper bounds, a weaker subgraph counting method combined with very powerful 
minmax results on edge-packing make the edge-packing bounds typically better. 
Improvements in the subgraph counting methods seem unlikely to compensate for 
the big improvement which the edge-packing bounds sometimes afford. 
Nevertheless, an analogue of the Ball-Provan bounds for the 2-terminal problems 
would be very useful. 
In conclusion, we should also remark that the edge-packing and subgraph 
counting methods both apply to reliability problems on directed graphs as well. In 
fact, any undirected reliability problem can be easily transformed to a directed 
one (11. One might therefore examine transforming an undirected problem to a 
directed one and then employing arc-packing bounds on the result. In the 
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2-terminal problems, the bounds are identical. However, in the all-terminal 
problem, a substantial improvment in the all-terminal bounds is obtained; this is 
explored further in [20]. 
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