Abstract. Fuel feeding and inhomogeneity of fuel typically cause process fluctuations in the circulating fluidized bed (CFB) process. If control systems fail to compensate for the fluctuations, the whole plant will suffer from fluctuations that are reinforced by the closed-loop controls. This phenomenon causes a reduction of efficiency and lifetime of process components. Therefore, domain experts are interested in developing tools and techniques for getting better understanding of underlying processes and their mutual dependencies in CFB boilers. In this paper we consider an application of data mining technology to the analysis of time series data from a pilot CFB reactor. Namely, we present a rather simple and intuitive approach for online mass flow prediction in CFB boilers. This approach is based on learning and switching regression models. Additionally, noise canceling, and windowing mechanisms are used for improving the robustness of online prediction. We validate our approach with a set of simulation experiments with real data collected from the pilot CFB boiler.
Introduction
Continuous and growing increase of fluctuations in electricity consumption brings new challenges for the control systems of boilers. Conventional power generation will face high demands to ensure the security of energy supply because of increasing share of renewable energy sources like wind and solar power in power production. This can lead to frequent load changes which call for novel control concepts in order to minimize emissions and to sustain high efficiency during load changes.
From the combustion point of view the main challenges for the existing boilers are caused by a wider fuel selection (increasing share of low quality fuels), increasing share of bio fuels, and co-combustion. In steady operation, combustion is affected by the disturbances in the feed-rate of the fuel and by the incomplete mixing of the fuel in the bed, which may cause changes in the burning rate, oxygen level, and increase of CO emissions. This is especially important, when considering the new biomass based fuels, which have increasingly been used to replace coal. These new biofuels are often rather inhomogeneous, which can cause instabilities in the feeding. These fuels are usually also very reactive. Biomass fuels have much higher reactivity compared to coals and the knowledge of the factors affecting the combustion dynamics is important for optimum control. The knowledge of the dynamics of combustion is also important for optimizing load changes [9] .
Different needs for facilitating intelligent analysis of time series data from CFB sensors measurements, which would lead to better understanding of underlying processes in the CFB reactor, were considered in [6] . In general, a data-mining approach can be used to develop a model for optimizing the efficiency of an CFB boiler. E.g. the selection of process variables to optimize combustion efficiency has been studied in [10] . Another typical problem, which we address in this work, is online reliable prediction of system parameters which can not be measured reliably in a direct way.
In this paper we focus on the problem of online mass flow prediction. This is an important problem since knowing mass flow is necessary for the control optimization, but measuring it directly in the CFB operational settings is difficult. Currently, the mass flow is calculated offline using relatively long time period averages. We propose a rather simple and intuitive approach for online mass flow prediction, which is based on learning and switching regression models. We validate our ideas with a set of simulation experiments with real data collected from the pilot CFB boiler.
The rest of the paper is organized as follows. Section 2 present a wider context of sensor data mining for developing better understanding and control of CFB reactors. In Section 3 we discuss the problem of obtaining mass flow signal from the CFB pilot boiler. In Section 4 we outline our approach for online mass flow prediction. The experimental results are discussed in Sections 5. We briefly conclude with a summary and discussion of the further work in Section 6.
A Data Mining Approach for CFB Understanding and Control
The supercritical CFB combustion utilizes more cleanly, efficiently, and sustainable way coal, biofuels, and multifuels, but need advanced automation and control systems because of their physical peculiarities (relatively small steam volume and absence of a steam drum). Also the fact that fuel, air, and water mass flows are directly proportional to the power output of the boiler sets tight demands for the control system especially in CFB operation where huge amount of solid material exist in the furnace. When the CFB boilers are becoming larger, not only the mechanical designs but also the understanding of the process and the process conditions affecting heat transfer, flow dynamics, carbon burnout, hydraulic flows etc. have been important factors. Regarding the furnace performance, the larger size increases the horizontal dimensions in the CFB furnace causing concerns on ineffective mixing of combustion air, fuel, and sorbent. Consequently, new approaches and tools are needed in developing and optimizing the CFB technology considering emissions, combustion process, and furnace scale-up.
Fluidization phenomenon is the heart of CFB combustion and for that reason pressure fluctuations in fluidized beds have been widely studied during last decades. Other measurements have not been studied so widely. Underlying the challenging objectives laid down for the CFB boiler development it is important to extract as much as possible information on prevailing process conditions to apply optimization of boiler performance. Instead of individual measurements combination of information from different measurements and their interactions will provide a possibility to deepen the understanding of the process.
A very simplified view on how a CFB boiler operates is presented in the upper part of Fig. 1 . Fuel (mixture of fuels), air, and limestone are the controlled inputs to the furnace. Fuel is utilized to heat production; air is added for enhancing the combustion process and limestone is aimed at reducing the sulfur Overall Performance F u r n a c e Fig. 1 . A simplified view of a CFB boiler operation with the data mining approach dioxides (SO2). The produced heat converts water into steam that can be utilized for different purposes. The measurements from sensors SF, SA, SL, SH, SS and SE that correspond to different input and output parameters are collected in database repository together with other meta-data describing process conditions for both offline and online analysis. Conducting experiments with pilot CFB reactor and collecting their results into database creates the necessary prerequisites for utilization of the vast amount of DM techniques aimed to identifying valid, novel, potentially useful, and ultimately understandable patterns in data that can be further utilized to facilitate process monitoring, process understanding, and process control.
The Problem of Obtaining Mass Flow Signal
The combustion and emission performance of different types of solid fuels and their mixtures are studied at VTT's 50 kW CFB pilot boiler (Fig. 2) . The height of the riser of the boiler is 8 m and the inner diameter 167 mm. The reactor is equipped with several separately controlled electrically heated and water/air cooled zones in order to control the process conditions, for example, oxygen level, temperature and load almost independently. Several ports for gas and solid material sampling are located in the freeboard area. The fuel can be fed into the reactor through two separate fuel feeding lines (Fig. 2) . In each line there is a fuel screw feeder on the bottom of the silo and also a mixer which prevents arching of the fuel in the silo. The fuel silos are mounted on the top of scales which enables the determination of mass flow rates for solid fuels as a weight loss against time. Some of the phenomena that make the scale signal fluctuate with constant screw feeder rotational speed are:
-the quality of the fuel changes (e.g. moisture content, particle size); -the fuel grades in the silo; -some of the particles jam in between the screw rotor and stator causing a peak in the mass signal; -fuel addition causes a step change in the signal
The amount of the fuel in the silo has an effect on the mass flow. This causes that mass flow decreases in between fillings as the level of fuel in the tank decreases Due to the fluctuation in the scale signal no reliable online data can be obtained from the mass flow of fuel to the boiler. The measurement system cannot be easily improved and therefore the mass flow is calculated offline using longer time period averages. The aim of the study was to remove the problematic fluctuation and fuel filling peaks from the data using signal processing methods in order to obtain online mass flow signal which could be used among others for mass flow control of fuel at the CFB-pilot.
Our Approach: Context-Sensitive Learning
In case of CFB boiler (like in many other dynamic environments) the data flows continuously and the target concept (that is the mass flow in this study) could change over time due to the different operational processes (like fuel loading) or changes in these processes themselves. Therefore, learning algorithms must recognize abrupt (in case of mass flow) change in the target concept and adjust a model accordingly.
For this study, it is assumed that the transitions from fuel feeding processes to fuel consuming processes are known. The focus will be on a learning algorithm that is able to track the mass flow given the high frequency nature of the signal and the changing fuel types for each of the processes.
In this section we consider several practical aspect, including the use of domain knowledge and experimental settings metadata, and noise toleration in online mass flow prediction.
Integration of Domain Knowledge and Experimental Settings Metadata
The overall measurements during the experiment are presented in Fig. 3 .
The data was recorded with 1 Hz sampling rate. In each test the type of fuel and/or the rpm of the feeding screw were varied. The rotation of the mixing Fig. 3 . Measurements of the fuel mass in the tank screw was kept constant at 5.5 rpm. The three major sources of noise in the measurements are mixing and feeding screws and the occasional jamming of the fuel particle between the stator and rotor in the screw. The rotation of the screws causes vibrations to the system that are reflected by the scales as high frequency fluctuations around the true mass value. In Fig. 4 the evolution of the frequency content of the measurements is shown by means of the short-time Fourier transform [5] , from which the influence of the screws is evident. Namely, the rotating parts induce oscillations to the measurements of the same frequency as the rotation frequency. The frequency content due to the screws is identified from the figure as contrasting vertical curves. The jamming of the fuel particle causes an abnormally large upward peak to the measurements that can be seen from Fig. 3 . The speed of the mass change in the tank at a given time depends not only on the rpm of the feeding screw and the speed of the replenishment of the fuel in the tank, but also on the amount of the fuel in the tank. The more fuel is in the tank the more fuel gets in the screw, since the weight of the fuel at the higher levels of the tank compresses (increases the density) the fuel in the lower levels and in the screw. The size and grade of fuel also have an effect on the compression rate of the fuel. Therefore, we assume that the mass flow signal has nonzero second derivative. Thus the nature of the phenomena measured by the scales can be modeled using the following equation:
where y(t − t 0 ) denotes the time series of the output of the scales at time t − t 0 , a is acceleration of the mass change, v 0 stands for the speed of the mass change at time t 0 , m 0 is the initial mass at time t 0 ; A and B, ω f eed and ω mix , α f eed and α mix are amplitude, frequency and phase of the fluctuations caused by feeding and mixing screws, respectively; e(t − t 0 ) denotes the random peaked high amplitude noise caused by the jamming of the fuel particle at time t − t 0 . Formally, the problem of denoising/approximating the true mass flow signal consists in extracting the component related to the mass flow from the measured time series:
where m(t − t 0 ) denotes the value of the mass at time t − t 0 . One solution to this problem is to use stochastic gradient descent [1] to fit the model (1) without e(t − t 0 ) term to the measured data with the high amplitude peaks skipped from the learning process. This is closely related to fitting the model (2) to the same data in the mean-least-squares sense as the noise fluctuations are symmetric relatively to the true mass signal. Alternatively a linear regression approach with respect to the second order polynomial can offer a better local stability and faster convergence. As the accurate mass flow measurements are required on-line by a control system the choice of the linear regression method seems more reasonable. The linear regression can be performed by using the Vandermonde matrix [3] , whose elements are powers of independent variable x. In our case the independent variable is time x i = t i−1 − t 0 , i = 1, . . . , T , where T denotes the number of the time samples. If the linear regression is done for a polynomial of order n (p n (x) = p n x n +p n−1 x n−1 +. . .+p 1 x+p 0 ) the Vandermonde matrix is computed from the observed time series of the independent variable as follows:
where i and j run over all time samples and powers, respectively. Provided the Vandermonde matrix the problem of polynomial interpolation is solved by solving the system of linear equations Vp ∼ = y with respect to p in the least square sense:
Here, p = [p n p n−1 . . . p 1 p 0 ] T denotes the vector of the coefficients of the polynomial, and y = [y(
T is the time series of the dependent variable that is indication of the scales. Provided that the n + 1 columns of the matrix V are linearly independent, this minimization problem has a unique solution given by solving the normal equation [4] :
Application
In this section we consider practical aspects of application of the least square approximation to our case study. For the modeling of the mass flow we have chosen second order polynomial. The estimated coefficients of the polynomial have the following meanings:
We distinguish the two types of the periods in the experiment: the consumption (fuel is only consumed) and the consumption with fuel replenishment. When one period of the CFB operating changes to another (i.e. a new portion of fuel is being added) the process of mass flow approximation and prediction starts over again, as the model of the mass flow changes. Thus, the most problematic unstable regions are the transitions intervals, when the parameters of the model change their values. First, we describe the on-line approach and then move to a semi-on-line one, which offers a more accurate estimates of the mass flow parameters in the beginning of the period. When a period of the session starts the samples of measurements start to accumulate in the buffer. The data in the buffer are used to approximate the mass flow signal, i.e., to fix the parameters of the approximation/interpolation model. Only the samples that do not contain high amplitude peak due to jamming are placed to the buffer. As the amplitude of these peaks is abnormally high, they can easily be detected on-line as exceeding a certain threshold that should be higher for the replenishment period. The time when a period changes to another is precisely known as it is manipulated by the system operator. At these times the buffer is emptied and starts to accumulate new data. The first measurement within the experiment is taken as the approximation of the mass flow signal at that time m 1 = y 1 and as the first point that is placed to the buffer. In contrast, the first approximation of the mass within a following period is taken as the last approximation of the mass from the previous period that is obvious. In addition the last approximation of the mass from the previous period m ic is placed to the buffer as the first point for the new period, where i c denotes the number of the sample when the change of the periods occurs. When a new sample arrives the parameters of the model are estimated based on the points that are in the buffer independently of whether the current point was placed to the buffer or not. The current approximation of the mass signal is computed based on the current model. Depending on the number of data points in the buffer different approximation models apply:
1. If the number of points in the buffer amounts to one, then the current approximation of the mass is taken as the approximation of the mass at previous iteration m i = m i−1 . 2. If the number of points in the buffer is 1 < T ≤ 4, then p 2 is set to zero and the parameters p 0 and p 1 of the first order polynomial are estimated from the available data. The approximation of the mass at the current time sample x i is taken as m i = p 1 (x i ), where p 1 (x) is the current approximation of mass flow model by the first order polynomial. 3. If the number of points in the buffer is larger than four then the second order polynomial model is fitted to the data, and the current approximation of the mass is computed as m i = p 2 (x i ), where p 2 (x) is the current approximation of mass flow model by the second order polynomial.
In practice, the operational settings often allow a delay between the data arrival and the evaluation of the signal of interest at this time sample. This means that the estimate of the signal at a given time sample is obtained based on the data that are accumulated also during the future times. This allows the more accurate estimates of the signal to be computed. Note that in our case this will have an effect of increased accuracy mainly for the beginning of the period, when the amount of the data in the buffer is small yet. The extension of the previous considerations to a case with a certain delay time is straightforward: the estimation of the mass signal is delayed in respect to the current time and the filling of the buffer by the delay τ expressed in time sample units. A minor concern is related to the last time points within a period, for which the specified delay can not be applied as the end of the period is reached. As we already mentioned, when the amount of accumulated data is large the influence of the time delay becomes insignificant in respect to the estimate of the signal. Thus, the last approximations of the mass within the period can be obtained without a delay. Alternatively, if the delay τ is used, for the last τ approximations of the mass within the period the following rule can be used m
Here, m τ i denotes the estimate of the mass at time sample i using the delay τ . The latter means that the last approximations of the mass signal for delay τ are taken as approximations of the signal from the approaches with smaller delay. This option can be useful for the replenishment period, which is usually short, as even at the end of this period the amount of data in the buffer is small. In this case it is important to use as large delay as possible, to obtain smoother and more accurate signal approximation.
Experimental Results
As the main points of interest are the points, where the change of the period occurs, for the analysis we took an interval of the experiment containing both types of the transition points (see Fig. 5 ). The computations of mass denoising were done for the delay time varying from 0 to 20 samples/seconds with step 1. In Fig. 5 and 6 the resulting approximation of mass for zero delay is shown in different scales.
It takes about 100 − 150 seconds from the beginning of each consumption period for the model of the mass signal stabilizes. Since the replenishment period lasts during shorter times (3 − 40 seconds), the model may exhibit instability even at the end of the period. However, overall the approximation of the mass during the replenishment period is satisfactory, because changes of the mass are rather steep and prominent against the background of the noise. For comparison, the effect of increased delay time is shown in Fig. 7 and 8 , where the delay time 20 seconds was used.
With this delay time the model is relatively well stabilized already in the beginning of each period, which offers clear accuracy advantage. To indicate the rate of convergence of the model with respect to the delay time, we computed the mean-square error between the mass signal approximations for each pair of the consecutive delays (see Fig. 9 ):
It can be clearly seen from the figure that for the small delays (1 − 4 samples) the approximation of the signal improves dramatically, and for the larger delays the improvement slows down. 
Conclusions and Further Work
Prediction of mass flow in CFB boilers in online settings is an important and challenging problem having some connections to the problem of learning under the presence of sudden concept drifts. In this paper we presented a rather simple regression learning approach with filtering of outliers and the dynamic switching of predictors depending on the current state of the fuel feeding/reloading process that was assumed to be known.
Our experimental study demonstrated that this approach performs reasonably well. A delay of less than 5 seconds allows to predict the mass flow accurately enough to be used as a reliable indicator for the CFB control system. The directions of our further work in mining CFB sensor data include (1) studying the effect of fuel feeding speed, and the effect of using different mixtures of fuels, and (2) external validation of our online mass flow prediction approach being implemented as part of the control system of the pilot CFB boiler in operational settings with different conditions. We anticipate that local reliability estimation of mass flow prediction [7] may be helpful for the domain experts. We also plan to adopt and develop further the dynamic integration of regression models [8] which may help to improve the reliability of predictions.
Currently the implementation assumes that the transitions between fuel feeding and fuel consumption phases are known. However, to adapt the outlier removal and prediction procedures to more general settings, when the knowledge about the state changes is not available, the method for automatic on-line identification of the state changes would be of benefit.
Hence, automating the predictions of the mass flow by developing an algorithm that is able to detect these state transitions is one of the next steps. In data mining and machine learning these changes are generally known as concept drift, that is the changes in the (hidden) context inducing more or less radical changes in the target concept [11] . The challenge is to keep track of the drift and adjust the model accordingly. This might be possible by using statistics of the performance of the model [2] or by keeping a set of models and select the best. And all of this needs to be done by an online method.
