Abstract-Electromagnetic interferences are potentially very complex signals formed by the superposition of transient (broadband) and continuous wave (narrowband) components with significant randomness in both amplitude and phase. Decomposing the electromagnetic interference measured in the time domain into a set of intrinsic mode functions is useful to gain insights of the process that generates the interference. Evaluating the intrinsic mode functions contributes to improving the measurement capabilities of the time-domain electromagnetic emissions measurement systems based on the general-purpose oscilloscopes. In this paper, a combination of techniques that includes empirical mode decomposition and transient mode decomposition is used to separate the main components of complex electromagnetic disturbances. This approach requires no prior information on the spectral content of the measured EMI and it does not perform a domain transformation. Examples of electromagnetic interference decomposition verify the effectiveness and the accuracy of the proposed approach. Finally, a discussion on the advantages, practical applications, limitations, and drawbacks of the described techniques is addressed.
I. INTRODUCTION

E
LECTROMAGNETIC interferences are complex signals composed of the superposition of continuous-wave, transient, and random disturbances. In consequence, measuring properly and defining specific features of an electromagnetic interference (EMI) are challenging tasks.
In this regard, the conventional approach for the evaluation of the electromagnetic emissions consists in measuring the amplitude spectrum of the disturbance using a frequency sweep receiver and the CISPR standard detectors [1] . Therefore, the current standard measurement procedures for assessing an EMI neglect important time-domain characteristics of the electromagnetic disturbances, such as the repetition rate, the different emission profiles of an EUT as it changes its operation mode, and the impact of transient events [2] . This is particularly relevant for evaluating and predicting the degradation suffered by digital Manuscript received June 16, 2015 ; revised November 20, 2015 ; accepted January 4, 2016. Date of publication January 25, 2016; date of current version March 8, 2016 . This work was supported in part by the EURAMET IND60EMC research project (the EMRP is jointly funded by the EMRP participating countries within EURAMET and the European Union) and by the Spanish "Ministerio de Economía y Competitividad," under project TEC2013-48414-C3-3-R.
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communication systems due to the influence of a transient EMI [2] . Consequently, in some cases, the standardized methods of EMI measurement and evaluation are not completely suitable, insufficient or might require an enormous amount of time to provide reliable measurement results [3] , [4] . Currently, the fast Fourier transform-based EMI test receivers and real-time spectrum analyzers have time-scan measurement capabilities that overcome many of the limitations of the stepped frequency scan in the EMI receivers. However, the bandwidth of their intermediate frequency filter and the tradeoff between the time domain and the frequency-domain resolutions [5] are their main constraints for measuring simultaneously broadband and narrowband interferences on the whole frequency range. Recently, advances in an EMI postprocessing and the enhanced capabilities of digital oscilloscopes allowed to implement entirely time-domain EMI (TDEMI) measurement systems. Those TDEMI systems provide accurate, full spectrum, multichannel, time saving, and cost-effective EMI measurements [6] .
Nonetheless, estimating the spectral content of an EMI is only one side of a multifaceted problem. For example, transient, intermittent, or event triggered (i.e., by changing operation modes) disturbances could be unnoticed by conventional frequency sweep EMI measurements because the unsynchronized occurrence of the EMI and its short duration. Previous research has addressed some of those problems using timedomain EMI analysis. In particular, Alban et al. [7] used an ad hoc oscilloscope-based TDEMI measurement system for developing a statistical model for the broadband noise in computing platforms. In the field of power electronics, time-domain EMI measurements have also been used for providing timefrequency-energy distributions by means of the wavelet analysis used for emissions mitigation in chaotic converters [8] . More recently, statistical approaches to the evaluation of EMI measured in the time-domain have been used to predict the degradation caused by transient disturbances on digital communication systems [2] , [9] and to model the distribution of peak measurements using extreme value theory [10] .
In that sense, exploring new processing approaches and techniques is fundamental to enhance the performance of such TDEMI systems. In particular, this paper presents an entirely time-domain method that comprises techniques and algorithms for signal decomposition that offer further possibilities to EMI analysis. This method is based on the empirical mode decomposition (EMD) [11] and includes a preliminary stage of transient EMI separation that improves EMD performance.
The decomposition of an EMI in the time-domain seeks to decompose the main components of the measured signal without applying a domain transformation. Thus, the transient and continuous-wave modes identified usually have a clearer physical meaning and make it possible to apply specific digital processing techniques for improving the overall measurement result in terms of dynamic range and accuracy.
The structure of the paper is as follows: Section II introduces the EMD and discusses its suitability for analyzing EMI. Then, Section III presents an algorithm for separating the transient pulses from the measured EMI. Through the application examples (Section IV), it will be verified how the aforementioned techniques can also be used to effectively improve the measurement results when transformed to the frequency domain.
Finally, it is important to state that the developed algorithms were mostly implemented in MATLAB code. Therefore, the nomenclature used in the algorithms written as pseudocode is influenced by the MATLAB syntax and functions.
II. EMPIRICAL MODE DECOMPOSITION
The EMD is a method developed for analyzing nonlinear and nonstationary signals. It was introduced by Huang et al. in 1998 [12] . EMD has been successfully used to process biological signals [13] and images [14] among other applications. The main capability of the EMD is to decompose complicated datasets into a finite, and often small, number of components called intrinsic mode functions (IMF) that admit well-behaved Hilbert transforms.
Thus far, EMD has not been used to decompose EMI. However, as time-domain techniques gain more acceptance in the EMI assessment, EMD could provide insights to the understanding of the processes generating the disturbance emissions. Next, the EMD algorithm will be explained in terms of its applications for the EMI decomposition.
A. Overview of the EMD algorithm
The foundation of the EMD is to study heuristically the local oscillations of the signal. This is achieved by looking at the evolution of a signal between two consecutive local extrema in order to define a high-frequency function containing its details, features, and shape characteristics. This detailed oscillation is contained between two minima and includes, necessarily, a local maximum peak value. On the other hand, the complementary low-frequency part (local trend) of the signal is called residual r(t). Then, the aforementioned process is iteratively repeated on the successive residuals for all the oscillations composing the entire signal through a process called "shifting," until all IMF have been found [15] . If the residual is monotonic, it means there are no more IMF to be decomposed, then the shifting algorithm stops the iteration and the EMD is complete. Fig. 1 shows a simplified flowchart for the shifting algorithm of the EMD method.
Then, for a given signal in the time domain x(t), the EMD constructs an equivalent representation in terms of the linear combination of the IMF c n (t), and the residual, as expressed by
where each mode is constrained to be zero mean and amplitude/frequency modulation waveforms. A complete explanation of the properties of the EMD is provided in [12] .
B. EMD of EMIs
Using EMD for analyzing EMI is challenging because of the "mode mixing" phenomena. Mode mixing refers to the presence of oscillations of very disparate amplitude in an IMF or the presence of very similar oscillations in different IMF. Mode mixing often take place when dealing with datasets containing intermittent pulses and noise [17] , as usually occurs with EMI.
Additionally, the direct application of the EMD algorithm on measured EMI signals with transient components requires enormous amount of time to reach the stop criteria, because the algorithms attempt to overdecompose the transient pulses, leading to IMF with no clear meaning.
To overcome these drawbacks, it is proposed to separate the transient pulses from the measured EMI in the time domain, as will be explained in the next section. In this case, the transient signal extracted from the EMI is considered to be the first IMF. Then, a variant of the EMD called ensemble empirical mode decomposition (EEMD) is applied on the first residual component of the EMI. EEMD performs the EMD over an ensemble of the signal and additive white Gaussian noise (AWGN). The addition of the AWGN aids solving the mode mixing problem by populating the whole time-frequency space to take advantage of the dyadic filter bank behavior of the EMD [18] . An implementation of the EEMD algorithm has been developed and made available by [19] .
III. TRANSIENT MODE DECOMPOSITION
Before applying EEMD on the measured EMI, the transient pulses shall be separated from the continuous EMI. This is achieved through the automatic recognition of the transients as high amplitude and short-duration signals. By identifying the transient mode within the EMI, it is also possible to estimate its pulse repetition frequency. In order to do so, several processing steps are required due to the potential complexity of the measured EMI. The transient mode decomposition (TMD) algorithm has been implemented in three stages: 1) envelope detection, 2) identification of the transient events and, 3) estimation of the pulse repetition frequency. In the following sections, this algorithm will be explained.
A. Envelope Detection
First, the measured EMI in the time domain x(t) is processed to obtain its analytic signal x a (t), that is,
where A(t) is the instantaneous amplitude and H{x}(t) is the Hilbert Transform of x(t), which is given by [20] H {x}
The instantaneous amplitude allows a better identification of the features of the signal, such as peaks. Next, the algorithm builds a vector with the local maxima found in A(t), x peak , and a vector containing their corresponding time of occurrence t peak . Considering EMI measurements that are intrinsically noisy, the algorithm uses functions for robust peak detection in the presence of random noise that include prominence criteria between adjacent peaks [21] .
In general, the elements of x peak are not uniformly distributed in time. Therefore, the robust envelope signal x env (t) is obtained by interpolating x peak within the measured time interval and then x peak is resampled at the same rate. The specific interpolation method implemented in this part of the algorithm was cubic interpolating splines since it is fast, efficient, and stable [22] . However, other shape preserving interpolation methods can be used. Finally, x env (t) is scaled to the amplitude of x(t). The simplified algorithm for envelope detection is described as pseudocode.
Algorithm 1-a): Robust envelope detection 1: A(t) ← |x(t) + jH{x}(t)|
2: [ x peak t peak ] ← peaks(A(t)) 3: x env (t) ← spline([ x peak t peak ], t) 4: x env (t) ← scale(x env (t), x(t))
B. Identification of Transient Events
TMD second step consists of identifying the start and stop instants of the transient events. For accomplishing this, it is required to define a threshold level δ used as a virtual trigger point for analyzing the transients in x env (t). However, considering the variability of the peaks, δ must be empirically estimated to provide sufficient sensitivity to the algorithm.
In this regard, δ is calculated considering the ranges of amplitude of the prominent peaks of the envelope signal. Then, an observation window x w is defined as a subinterval of x env (t) extracted to evaluate locally the behavior of the envelope signal in order to decide whether and when the transient has finished. The time lapse covered by x w is Δt and x w is centered in the observation instant t obs . Δt has been selected as the period of the lowest frequency tone measurable in the band assessed. The basic algorithm written as pseudocode is presented subsequently. In consequence, the algorithm above uses δ to decide if during a certain instant t obs a transient event has been encountered and then examines the mean value of x w to decide whether or not the transient event has finished in terms of a specified sensitivity factor α. Then, the transient mode is the part of the EMI that occurs between the detected start and stop instants. The continuous EMI is calculated by subtracting the transient mode from the EMI signal.
Algorithm 1-b):
Afterward, the duration of the N events detected transients are calculated as the difference between the vector containing the start time and the one containing the stop instants. The duration vector is statistically analyzed in order to find significant differences between the transient durations and also to reject outliers, particularly using the modified Thompson's Tau method [23] . Finally, the average transient event duration Δt dur is calculated. The average transient event duration is an important parameter because it can be used to configure the proper record length when performing segmented memory acquisitions in order to optimize the exploitation of the available memory in oscilloscopes [6] .
C. Estimation of the Pulse Repetition Frequency
The final step of the TMD algorithm is the estimation of the pulse repetition frequencyf rep . Estimatingf rep is not mandatory for decomposing the EMI in the time domain, but it can be helpful for identifying the source of the inference. In this regard f rep shall be estimated considering the impact of the jitter in successive transient events and the variability in the duration of the detected transient pulses due to the randomness of the measured signal amplitude with respect to the fixed threshold.
Therefore, for estimating the pulse repetition frequencyf rep , it is required to measure the central tendency of the inverse of the time shift between the start instants and also between the stop instants of successive transient events Δt start and Δt stop . It is important to notice that for estimating the pulse repetition frequency there shall be at least two transient events detected.
The procedure for calculatingf rep is described in the following part of the algorithm. Δt start and Δt stop are onedimensional vector variables and the multiplicative inverse operation done in the third step is performed element-by-element. In the same manner, the median() function calculates the statistical median of the concatenated vectors (Δt start ) −1 and (Δt stop ) −1 .
Algorithm 1-c):
Median pulse repetition frequency 1:
IV. APPLICATION EXAMPLES
In this section, examples of EMI decomposition in the time domain will be presented. First, a low-frequency EMI signal was emulated using a controlled test signal synthesized using MATLAB and an Agilent 81160A pulse function arbitrary noise generator. The second scenario corresponds to a radiated emissions test. Measurements were performed with a TDEMI measurement system based on a Tektronix DPO5104B oscilloscope [8] . The assessed bands are in accordance with the CISPR 22 standard for conducted and radiated emissions measurements, respectively.
Despite the specific measurement conditions used for the next application examples, such as frequency range, resolution bandwidth, sampling rate, etc., it is important to remark that the method described previously is neither restricted by them nor by the standard used as a reference. Fig. 2 shows a 1.6-ms time record of the EMI under consideration. This signal has been synthetically designed to include transient/broadband and continuous wave/narrowband components. In particular, this example provides one quasi-periodic transient pulse with random jitter (EMI tr ) and other three continuous wave signals. The continuous wave interferences are two amplitude modulated (AM) tones with carriers at 250 kHz (EMI cw1 ) and 27 MHz (EMI cw2 ), respectively, and a very lowfrequency Gaussian modulated sinusoid pulse train (EMI cw3 ).
A. Decomposition of a Synthesized EMI
The amplitude spectrum of the EMI under assessment is shown in Fig. 3 . The spectral estimation has been calculated using the Welch's periodogram and the processing techniques explained in [4] and [6] . The narrow band signal EMI cw1 at approximately 250 kHz corresponds to the AM broadcasting. In the upper part of the measured spectrum, the contribution of the broadband interference (EMI tr ) overlaps the narrow band interference at 27 MHz (EMI cw2 ) making it impossible to separate them using plain filtering. As expected, EMI cw3 is completely unnoticed in the amplitude spectrum shown in Fig. 3 because it is out of the measured frequency range.
In order to decompose the EMI in the time domain, first the transient pulses shall be detected and removed using the algorithms for TMD. The estimated pulse duration is 0.78 μs andf rep ≈ 4.4 kHz. Fig. 4 shows the superposition of the seven Fig. 4 verifies that the algorithm performs robustly even in the presence of jitter.
Once the transient pulses have been identified, they are removed from the EMI in order to perform the EMD on the continuous wave components of the EMI under assessment. Fig. 5 shows the EMI signal in the time domain after transient removal. Notice the amplitudes are under 80 mV, which is approximately two orders of magnitude below the transients.
By means of the EEMD, the continuous part of the EMI was decomposed into three IMF with simple waveforms: IMF 1 , IMF 2 , and IMF 3 . Fig. 6 presents the three IMF that comprise the assessed EMI. The residual is negligible because it is basically random noise introduced by the waveform generator. IMF 1 and IMF 3 are clearly AM signals, EMI cw1 , and EMI cw2 , respectively. IMF 2 is the very low-frequency Gaussian-modulated sinusoid pulse train, which is EMI cw3 . Even if EMI cw3 does not have frequency components in the 150 kHz-30 MHz band it is Then, the IMF can be used to improve the results from the spectral estimations in TDEMI measurement systems. The key idea is to obtain the spectral contribution of each IMF using the optimum setting according to the type of signal [6] , as shown in Fig. 7 . Then, the total amplitude spectrum can be estimated superposing the contribution of each IMF [24] . Once the EMI signal is decomposed in the time domain, the frequency-domain results can be presented in terms of the broadband and narrowband IMF as shown in Fig. 8 . After decomposition, both narrowband interferences are identified since the citizen band signal is no longer masked by the broadband spectral components of the transient pulse.
The denoising effect provided by the EMI decomposition is remarkable. Also, separating the broadband EMI from the narrowband interferences allow the algorithms to apply specific windowing and filtering; thus, improving the overall results through the reduction of the variability in the amplitude spectrum estimates.
B. Decomposition of Radiated EMI
Inside a fully anechoic chamber (FAC), two sources of radiated disturbances were placed acting as the EUT. The first EMI source is a circuit that generates radiated transients. The other noise source is a GSM jamming device in the 900-MHz band. The door of the FAC was intentionally left open in order to capture noise from radio broadcasting. Radiated emissions measurements were performed in the 30 MHz-1 GHz band. The antenna was positioned for a 3-m EUT-to-test-antenna distance. A Schaffner CBL6143 bilog antenna in horizontal polarization was used. The test setup is shown in Fig. 8 .
Emissions measurements were made with a TDEMI measurement system and, for validation purposes, with an EMI test receiver. On the one hand, the TDEMI measurement system used a digital oscilloscope Tektronix DPO5104B, a sampling rate of 5 GS/s and a record length of 1 ms. On the other hand, frequency sweep measurements were done with a R&S ESPI test receiver and the dwell time used was 1 ms. In both cases, the resolution bandwidth was set to 120 kHz in accordance with the CISPR specifications for bands C and D. The overall measurement results are presented in Fig 9 . Fig. 9 indicates there is a broadband disturbance interfering the FM broadcasting band. Likewise, the emissions from the jammer interfere between 900 and 950 MHz with GSM. The results obtained using both measurement systems (TDEMI and EMI test receiver) are in good agreement, that is, they provide the same information in terms of spectral estimation. From Fig. 10 , it is seen how the transient mode of the measured EMI overlaps the frequency spectrum of FM broadcasting. Furthermore, this spectrogram representation cannot be used for further signal decomposition since the transient duration is shorter than the length of the window required for the selected resolution bandwidth, that is, a resolution constraint in this type of time-frequency representation.
Nonetheless, through the decomposition algorithms presented in Sections II and III, the TDEMI measurement system is able to represent the radiated interferences as IMF. Fig.  11 shows the results of EMI decomposition process. The first IMF correspond to a transient signal with 10-kHz pulse repetition frequency and 0.1-μs duration. IMF 2 is the GSM jamming interference. Finally, IMF 3 is the FM radio broadcasting signal.
The results exhibit some level of mode-mixing between IMF 1 and IMF 2 . In the spectrum of IMF 1 there is an attenuated component of the GSM jamming signal. Likewise, in the IMF 2 there is a broadband component of noise that corresponds to the transient EMI. Nonetheless, the magnitude of the mode mixed components is near the noise floor, several decibels below the frequencies of maximum emissions. In this example, it would be possible to filter the mode mixed components since they do not overlap in frequency with the predominant interference of each IMF. Conversely, there was no mode-mixing between IMF 3 and the other modes. This means that the transient mode was completely separated of the FM broadcasting signal, as shown in the spectrum of IMF 1 .
Aimed at validating the results, frequency sweep measurements were made only for the transient EMI, turning OFF the GSM jammer and closing the door of the anechoic chamber. Fig. 12 shows that the sensitivity of the TDEMI measurement system was improved by the noise reduction in the spectral estimation of the transient IMF.
The results confirm the decomposition algorithms were successful in identifying a finite set of IMF that describes accurately the main components of the EMI. EMI decomposition algorithms required a single time-domain acquisition and no prior assumption was imposed on the frequency content of the measured interference.
V. DISCUSSION
The decomposition of EMIs in the time domain is a methodology useful for analyzing complex disturbances. The combination of EMD and algorithms for transient mode separation provide a heuristic approach to EMI analysis that allows the identification of a finite set of relatively simple IMF that describes the main components of the measured EMI signal.
In comparison with other signal decomposition approaches, the presented techniques have several advantages: it introduces neither distortion nor delay on the IMF, it requires no prior information on the spectral content of the measured EMI, it does not require a domain transformation, it provides IMFs that usually have a clear physical meaning, it is not constrained by time-frequency resolution limits, and it allows a straightforward implementation through software.
Therefore, the decomposition of EMI in the time domain provides several new practical applications to be explored in TDEMI measurement systems, especially for those based on general-purpose oscilloscopes. For example, the EMI decomposition in the time domain could be used for finding, tracking, and identifying sources of an EMI in complex environments, that is, inside large machinery and installations. Also, EMI decomposition in the time domain is potentially applicable for the cancellation of unwanted background ambient noise in emissions measurements performed in situ, as required in industrial environments or when assessing interferences of railway systems.
However, EMI decomposition in the time domain has some drawbacks, and its performance is improvable. In particular, with the EMD algorithm, it is not possible to know beforehand how many IMF will be identified. Therefore, the required time to process the signal is not bounded, and this could be impractical for emissions testing measurements purposes. A possibility to reduce the processing time is to establish a fixed number of intrinsic modes obtainable on the basis of the analysis of a preliminary measure.
VI. CONCLUSION
This paper presented the customization of the EMD with transient separation capabilities for the application of EMI decomposition in the time domain. The algorithms are capable of identifying a finite set of IMFs that describe accurately the main components of the EMI. The presented algorithms required a single time-domain acquisition to perform the EMI decomposition and no prior assumption was made on the frequency content of the measured interferences. The result of the decomposition process provides insights of the measurement results through the use of specific time-domain signal processing techniques.
The main advantage of the applying EMI decomposition in the time domain is the capability of studying the contribution of each IMF to the overall EMI. This allows identifying different narrowband, broadband, and ambient noise components within measurement results. That knowledge would allow TDEMI measurement systems applying specific digital processing techniques for improving measurement results by means of selective denoising.
