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We present the theoretical foundations and the implementation details of a density-functional
approach for coupled photons, electrons, and effective nuclei in non-relativistic quantum electrody-
namics. Starting point of the formalism is a generalization of the Pauli-Fierz field theory for which
we establish a one-to-one correspondence between external fields and internal variables. Based on
this correspondence, we introduce a Kohn-Sham construction which provides a computationally fea-
sible approach for ab-initio light-matter interactions. In the mean-field limit for the effective nuclei
the formalism reduces to coupled Ehrenfest-Maxwell-Pauli-Kohn-Sham equations.
We present an implementation of the approach in the real-space real-time code Octopus. For the
implementation we use the Riemann-Silberstein formulation of classical electrodynamics and rewrite
Maxwell’s equations in Schro¨dinger form. This allows us to use existing time-evolution algorithms
developed for quantum-mechanical systems also for Maxwell’s equations. We introduce a predictor-
corrector scheme and show how to couple the Riemann-Silberstein time-evolution of the electro-
magnetic fields self-consistently to the time-evolution of the electrons and nuclei. Furthermore, the
Riemann-Silberstein approach allows to seamlessly combine macroscopic dielectric media with a
microscopic coupling to matter currents. For an efficient absorption of outgoing electromagnetic
waves, we present a perfectly matched layer for the Riemann-Silberstein vector. We introduce the
concept of electromagnetic detectors, which allow to measure outgoing radiation in the far field and
provide a direct way to record various spectroscopies. We present a multi-scale approach in space
and time which allows to deal with the different length-scales of light and matter for a multitude
of applications. We apply the approach to laser-induced plasmon excitation in a nanoplasmonic
dimer system. We find that the self-consistent coupling of light and matter leads to significant local
field effects which can not be captured with the conventional light-matter forward coupling. For our
nanoplasmonic example we show that the self-consistent foward-backward coupling leads to changes
in observables which are larger than the difference between local density and gradient corrected
approximations for the exchange correlation functional. In addition, in our example we observe har-
monic generation which appears only beyond the dipole approximation and can be directly observed
in the outgoing electromagnetic waves on the simulation grid. The self-consistent coupling of the
electromagnetic fields to the ion motion reveals significant energy transfer from the electromagnetic
fields to matter on the scale of a few tens of femtoseconds.
Overall, our approach is ideally suited for applications in nano-optics, nano-plasmonics, (photo) elec-
trocatalysis, light-matter coupling in 2D materials, cases where laser pulses carry orbital angular
momentum, or light-tailored chemical reactions in optical cavities to name but a few.
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I. INTRODUCTION
Low-energy quantum physics has been divided tradi-
tionally into different subfields, e.g., quantum chemistry,
quantum optics or solid-state physics. Each of this sub-
field focuses on a specific part of coupled light-matter
systems. Roughly speaking (see Ref. [1] for details), one
either prescribes how the electromagnetic field looks like
and then determines properties of the matter subsys-
tem, e.g., in quantum chemistry or solid-state physics,
or one prescribes the properties of matter and then de-
termines how the photon subsystem behaves, as done
in, e.g., quantum optics or photonics. This division is
reflected also in the available theoretical methodologies,
which either focus on the matter degrees of freedom (see,
e.g., Refs [2–5]) or on the electromagnetic field (see, e.g.,
Refs [6–8]). This rough division is further differentiated
depending on which part of the matter or photon degrees
of freedom are investigated, e.g., nuclear dynamics that
drive chemical reactions [9].
However, there have been a lot of recent experimental
results that question these traditional distinctions. For
instance, when matter and light couple strongly and nei-
ther can be considered a perturbation of the other, then
the properties of matter and light can be strongly mod-
ified and novel states of matter emerge, such as polari-
tons (light-matter hybrid states). This happens for single
molecules in nanocavities [10] or microcavities [11], where
the confined light modes interact strongly with the mat-
ter degrees of freedom. But also in other situations, such
as at interfaces or nanostructures [12], strong coupling
can change well-established results such as the usual se-
lection rules of quantum chemistry [13]. Even for rather
bad cavities and ambient conditions strong coupling can
be achieved by, for example, increasing the number of
molecules or atoms [14], which in turn provides a novel
and very robust tool to influence and control chemical
properties. It has been observed that by merely cou-
pling to the changed vacuum of the electromagnetic field,
chemical reactions can be modified [15], well-established
limits for energy transfer can be broken [16], or Raman
processes can be enhanced [17]. Strong coupling has been
achieved for many different physical systems, e.g., even
for living bacteria [18], and it can be used to engineer
novel states of matter such as polariton condensates [19].
Besides these strong coupling situations many more cases
are known where light and matter become equally impor-
tant, such as in the case of screening, polarization and re-
tardation effects as observed, e.g., in the energy transfer
induced by attosecond laser pulses [20] or more tradi-
tionally in optical responses [21]. Furthermore there are
many situations where usually neglected properties of the
light field lead to substantial changes in the matter sys-
tem, such as in strong-field physics [22], when photons
carry a large angular momentum [23–25], or when the
emission spectrum is investigated in detail [26]. Indeed,
considering the photon and matter degrees of freedom
at the same time can lead to impressive novel practical
applications such as daytime radiative cooling [27].
In the above examples the complex interplay between
the basic constituents of coupled light-matter systems –
electrons, nuclei and photons – are essential. In most
theoretical treatments, however, a strong reduction to
only a few important degrees of freedom is performed
a priori [1], such as in electronic-structure theory [2],
where the nuclei and the photons are treated only as ex-
ternal perturbations. While many advanced methods to
solve the resulting many-electron equation exist [28–34],
they miss most effects of the correlation with nuclei and
photons. Furthermore, many approaches have been de-
veloped that try to tackle the full electron-nucleus prob-
lem, such as exact-factorization approaches [35, 36] or
trajectory formulations [37–39]. However, what the cor-
relation with the light-field is concerned, there are only a
few such approaches available to date. On the one hand
we have coupling with classical light fields, such as pre-
3sented in [40–48], on the other hand we have also coupling
to the full quantized field as discussed in [49–56]. Only
very recently also practical formulations that include all
three constituents explicitly have emerged [57–60]. These
coupled matter-photon approaches allow to investigate in
detail the change of chemical structures due to changes
in the electromagnetic vacuum [61], coupled light-matter
observables such as polariton states and novel potential-
energy surfaces [62], or changes in Maxwell’s equations
due to the interaction with matter [63]. A further ad-
vantage of a coupled light-matter description is that ob-
servables that are measured via the light field, such as
absorption or emission spectra, do no longer need to be
approximately determined by matter degrees but are ac-
cessible directly by the calculated photon field [1].
However, the above presented approaches and techniques
are themselves either simplifications of the full problem,
e.g., by only assuming dipole coupling or neglecting the
nuclear degrees of freedom, or have not been made prac-
tical for the general case. In this work we will close this
gap and provide the first full ab-initio treatment of elec-
trons, nuclei and photons on equal footing via a density-
functional reformulation of a generalization of the Pauli-
Fierz Hamiltonian of non-relativistic quantum electro-
dynamics (QED) [1, 64] together with a numerical im-
plementation of the resulting Maxwell-Pauli-Kohn-Sham
(MPKS) equations. By applying the resulting multi-
scale and multi-species formulation to a nanoplasmonic
case study, we highlight how discarding electromagnetic
and/or nuclear degrees of freedom can alter certain ob-
servables as well as how observables differ if they are
computed directly from the Maxwell field as opposed to
the usual approximate treatment. These results provide
a completely new perspective on fundamental low-energy
physics, where a disagreement between theory and exper-
iment is often attributed to missing correlations among
only one species of particles, i.e., electrons, nuclei or pho-
tons, but the discarded degrees of freedom are completely
neglected. Furthermore, this unbiased approach allows to
tackle many of the above mentioned experimental results
and introduces a novel tool to employ the complex inter-
play between light and matter for the design and control
of novel materials.
The paper is structured as follows. In section II, we in-
troduce the fundamentals that lead to the generalized
many-body Pauli-Fierz Hamiltonian that we consider as
starting point of our approach. Next, we provide in
section III a one-to-one correspondence between exter-
nal and internal variables for the Pauli-Fierz field the-
ory. Based on this we can establish a density-functional
theory (DFT) of non-relativistic QED for photons, elec-
trons and effective nuclei. In section IV, we intro-
duce the Kohn-Sham construction for our generaliza-
tion of quantum-electrodyamical density-functional the-
ory (QEDFT), which leads in the mean-field approxima-
tion for the nuclei to coupled Ehrenfest-Maxwell-Pauli-
Kohn-Sham (EMPKS) equations. All practical details
for the implementation of a solution of these coupled
equations are provided in section V. In particular, us-
ing the Riemann-Silberstein vector of classical electrody-
namics, we rewrite Maxwell’s equations in Schro¨dinger
form and introduce the corresponding time-evolution op-
erators for the homogeneous and for the inhomogeneous
cases. For an efficient absorption of outgoing waves,
we introduce absorbing boundary conditions and a per-
fectly matched layer for the Riemann-Silberstein vector.
We discuss full-minimal coupling and a multipole expan-
sion and introduce a predictor-corrector scheme for self-
consistent forward-backward coupling of light and mat-
ter. We place an emphasis on the spatial and temporal
multiscale aspects of light-matter coupling and conclude
the section with a validation of the method and a com-
parison to the finite-difference-time-domain (FDTD) ap-
proach for solving Maxwell’s equations. Finally, in sec-
tion VI we illustrate the coupled EMPKS approach for a
nanoplasmonic system. We investigate electric field en-
hancements, harmonic generation and analyze the role
of nuclear motion. Since in our approach we also prop-
agate the electromagnetic fields on a grid, we can define
electromagnetic detectors in the far field which record all
outgoing electromagnetic waves. We conclude the paper
in section VII and provide an outlook in section VIII.
II. FUNDAMENTALS
Let us start by defining some notation. We will use the
usual vector notation alongside the relativistic covariant
notation. From a fundamental point of view this is con-
venient since we can easily connect to QED and its rela-
tivistic equations, i.e., the Dirac and Maxwell equations.
We therefore make a difference between upper and lower
indices, which are connected via the Minkowski metric
with signature g ≡ (+,−,−,−),
gµν =
 1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 . (1)
We denote by x0 = c0t the (temporal) zero component
of the four-component vector xµ, where Greek indices go
over all space-time dimensions, µ = {0, 1, 2, 3}, and ro-
man letters in the covariant notation go over only the
three spatial dimensions, k = {1, 2, 3}. Further we de-
note the speed of light as c0, which is related to the vac-
uum permeability µ0 and the vacuum permittivity 0 via
c0 = 1/
√
µ00. To make switching between notations
easier, we provide the following table, where the Einstein
summation convention over repeated upper and lower in-
4dices is implied:
~A ≡ Ak ,
~A · ~B ≡ −AkBk = −AkBk = −AkBlglk ,
~∇ · ~A ≡ ∂kAk ,
Ak = gklA
l ≡ − ~A ,
~∇× ~A ≡ −klm∂lAm .
(2)
Here gkl is the three-dimensional (spatial) submatrix of
gµν and 
klm corresponds to the totally anti-symmetric
Levi-Civita symbol that arises due the Pauli-matrix al-
gebra (see Eq. (4) below). Accordingly we define klm =
abcgakgblgcm.
A. Relativistic wave equations
Next, we consider the relativistic wave equations that
form the basis of coupled light-matter systems. Here
we follow the seminal work of Dirac and introduce spe-
cific matrix algebras that allow to rewrite a second-
order partial-differential equation, which usually cor-
responds to the relativistic energy-momentum relation
E2 = m2c40 + p
2c20, into a first-order partial-differential
equation. The type of matrix algebra to use depends on
the statistics of the particle one wants to describe. The
most well-known case is of course the Dirac equation,
where the spin-1/2 nature of the electrons dictates the
use of
γ0 =
(
12 0
0 −12
)
, γk =
(
0 σk
−σk 0
)
. (3)
Here 12 are two-dimensional identity matrices and the
Pauli matrices σk obey
σkσl =
1
2
({
σk, σl
}
+
[
σk, σl
])
= δkl12 − ikljσj .
(4)
We see here the Levi-Civita symbol appearing and
also that the indices of the matrices are connected via
the Minkowski metric, e.g., σk = gklσ
l. Using these
definitions we find that the Dirac operator i~c0γµ∂µ
applied twice to a solution of the Dirac equation
i~c0γµ∂µψ = mc20ψ for a four component wave function
ψ implies the relativistic energy-momentum relation, i.e.,
the Klein-Gordon equation ~2c20(∇2 − 1c20 ∂
2
t )ψ = m
2c40ψ.
A similar procedure can also be applied (to some extent
at least [65]) to particles with other spin. Of particu-
lar importance among those are photons, massless spin-
1 particles. In this case, instead of the spin-1/2 Pauli
matrices we use the corresponding spin-1 matrices in a
somewhat non-standard form [65]
S1 =
 0 0 00 0 −i
0 i 0
 ,
S2 =
 0 0 i0 0 0
−i 0 0
 ,
S3 =
 0 −i 0i 0 0
0 0 0
 .
(5)
While the matrices also obey the spin-algebra [Sk, Sl] =
−ikljSj and ~S2 = 13, they do not fulfill the same alge-
bra as the Pauli matrices in Eq. (4). Therefore we can-
not find a similar simple form of the relativistic energy-
momentum relation but instead have side conditions [65].
This leads to the famous Riemann-Silberstein formula-
tion of electrodynamics [66–68]. To be more specific, we
find with the above spin-1 matrices [65](
E2
c20
− p2
)
~F =
(
E
c0
13 − pkSk
)(
E
c0
13 + pkS
k
)
~F
(6)
−
 (p1)2 p1p2 p1p3p2p1 (p2)2 p2p3
p3p1 p3p2 (p3)
2
 ~F = 0, (7)
where E/c0 ≡ i~∂0, pk ≡ −i~∂k and ~F is the Riemann-
Silberstein vector. This vector is a three-component wave
function such that we have an entry for each spin state.
The above equation holds if we equivalently satisfy
i~∂0 ~F = −i~∂kSk ~F ≡ −~~∇× ~F , (8)
−i~~∇ · ~F = 0, (9)
where we have expressed the momentum mix-term as a
side condition on ~F . Taking into account that also the
complex conjugate of the above equations leads to the
right energy-momentum relation and by defining the pos-
itive (+) and negative (−) Riemann-Silberstein helicity
states
F k± =
√
0
2
(
Ek ± ic0Bk
)
, (10)
where Ek is the electric field and Bk is the magnetic field,
the above equations can be recast as the usual homoge-
neous Maxwell equations in vacuum [65]
~∇× ~E = −∂t ~B, (11)
~∇× ~B = − 1
c20
∂t ~E, (12)
~∇ · ~E = 0, (13)
~∇ · ~B = 0. (14)
5We emphasize here that the above side condition trans-
lates into the Gauss laws and that the ~ has canceled out.
Only upon quantizing the classical fields (see Sec. II C)
will Planck’s constant reappear in the electromagnetic
field equations. In analogy to the Dirac equation we can
consider ~F± as the single-photon wave function in real
space [68]. This analogy will become of practical im-
portance when we actually want to solve the equations
of motion for the electromagnetic field numerically (see
Sec. V A). Furthermore, in the case of the photons we
refer to the spin as helicity. In the following, in order to
make explicit that we only have two physically allowed
independent (circular) polarizations, we will always em-
ploy the Coulomb gauge when using the vector-potential
formulation to couple to matter. In this case the above
homogeneous Maxwell equations can be compactly refor-
mulated by introducing vector potentials Aµ that obey
the Coulomb gauge condition ∂kA
k = 0 and the second-
order relativistic wave equation(
∂20 + ∂l∂
l
)
Ak = 0.
To connect to the previous versions of the homogeneous
Maxwell equations we only need the relation between the
vector potential and the physical fields, i.e., Ek = −∂0Ak
and Bk = − 1c0 klm∂lAm.
One can extend the above considerations to arbitrary
spins (also for particles with mass), which leads to the
Bargmann-Wigner equations. However, finding simple
and physical side conditions, as Gauss’ law in the above
photon case, is not always possible. This is one reason
why in the following we will use the non-relativistic limit
of the Dirac equation (also for the electrons) and then
replace the spin-1/2 matrices by different spin matrices
for each species of nuclei. In this way we only keep the
most important degrees of freedom of the nuclei in our
considerations, i.e., quantized translations, rotations and
vibrations, and do not describe the protons and neutrons
explicitly, which themselves are effective spin-1/2 parti-
cles. The second, more relevant reason why we will not
use relativistic equations to describe the matter degrees
of freedom (while the photons are treated fully relativis-
tically) is that we would like to have a stable ground state
and a mathematically well-defined non-perturbative the-
ory [64]. Without further restrictions the Dirac equation
does not have a ground state, as can be seen from the
fact that the spectrum is in general unbounded from be-
low [69]. Taking the non-relativistic limit of the Dirac
equation minimally coupled to a classical external vec-
tor potential aµ, i.e., ∂µ → ∂µ + iqaµ/~c0 with q being
the charge of the particle species, leads in first order of
1/Mc20 to the Pauli-equation
hˆ =
1
2M
(
−i~~∇− q
c0
~a(~r, t)
)2
+ qa0(~r, t)− q~
2M
~S ·~b(~r, t).
(15)
Here we have already replaced the Pauli matrices with
general spin matrices Sk, and M is the mass of the parti-
cle and we used ~b(~r, t) = 1c0
~∇× ~a(~r, t). This generalized
Pauli equation for arbitrary spin will be, together with
the homogeneous Maxwell equations for the photons, our
mathematical representation of the basic building blocks
of our theory for electrons, nuclei and photons. Further-
more, we use the notation convention that an external
field, i.e., a field that is not part of the modelled light-
matter system such as a classical pump or probe pulse, is
denoted with a lower-case letter. We will next combine all
these ingredients into one general framework, which will
be a generalized form the Pauli-Fierz Hamiltonian [64].
For completeness, we note that semi-relativistic exten-
sions of the Pauli-Fierz Hamiltonian exist [70–72], but as
starting point we stay within the non-relativistic limit for
the matter subsystem. This limit is already enough for a
vast set of applications.
B. Free matter Hamiltonians
Let us start by merging the different mathematical
representations of our fundamental building blocks.
We first consider the matter subsystems, i.e., electrons
and effective nuclei. Since at this point we are not
yet coupling the matter subsystems to the quantized
electromagnetic field, i.e., the photons, these particles
are not interacting. In the end the photons are the
gauge bosons that make charged particles interact. We
therefore follow the usual construction of quantum field
theory to establish interacting theories [73].
In order to consider many non-interacting particles we
will lift our single-particle description of Eq. (15) to arbi-
trarily but finitely many particles. Formally this is done
most easily by working in Fock space. We therefore intro-
duce Fock-space creation and annihilation field operators
that obey[
Φˆ(~r, s), Φˆ†(~r ′, s ′)
]
±
= δss ′δ
3(~r − ~r ′), (16)
where s corresponds to the different possible spins of the
particles, and ± refers to anti-commutation (fermions)
or commutations (bosons) relations, respectively. Math-
ematically these objects are somewhat inconvenient [74]
but they allow for very efficient formal manipulations.
Thus we introduce the “second-quantized” notation for
computational convenience. However, since we work with
number-conserving Hamiltonians, we can always switch
back to the usual “first quantized” form in which every
object can be made well-defined. Only for the photons
the Fock space is necessary. In this case, however, the
mathematical problems can be kept in check [64]. If we
then introduce the conventions
Φˆ†Φˆ ≡
∑
s
Φˆ†(~r, s)Φˆ(~r, s), (17)
Φˆ†SkΦˆ ≡
∑
s,s′
Φˆ†(~r, s)(Sk)s,s′Φˆ(~r, s′), (18)
6we can lift the single-particle Pauli equation to the Fock
space via
Hˆ =
∑
s
∫
d3r Φˆ†(~r, s)hˆΦˆ(~r, s)
= −
∫
d3r
1
2M
Φˆ†(−i~∂k + q
c0
ak)(−i~∂k + q
c0
ak)Φˆ
+
∫
d3rqa0Φˆ†Φˆ−
∫
d3r
q~
2M
Φˆ†SkΦˆ
(
1
c0
klm∂lam
)
.
(19)
We can do this now for every species of particles. If we
have N different species of particles, i.e., electrons and
effective nuclei, we then have a direct sum of Fock spaces.
The resulting Hamiltonian on this sum of Fock spaces is
given with the definition of the respective field operators,
masses, charges and spin matrices{
Φˆ(n) ; Φˆ
†
(n) ; M(n) ; q(n) ; S(n)
}
(20)
as
Hˆ(0) =
N∑
n=1
Hˆ(n)
=
N∑
n=1
− 1
2M(n)
∫
d3rΦˆ†(n)
(
−i~∂k+
q(n)
c0
ak
)(
−i~∂k+ q(n)
c0
ak
)
Φˆ(n)
+
N∑
n=1
∫
d3r q(n)a
0Φˆ†(n)Φˆ(n)
+
N∑
n=1
− 1
2M(n)
∫
d3r Φˆ†(n)S
(n)
k Φˆ
(
1
c0
klm∂lam
)
.
(21)
We note here that while all of the different particles do
not interact with each other, we still assume that they
all see the same external field aµ in Coulomb gauge. By
lifting this external classical field to a quantum field we
will make the particles interact.
C. Free photon Hamiltonian
Before we do so, we will first quantize the electromag-
netic field. We will follow the standard procedure [73],
but will also connect to the Riemann-Silberstein formu-
lation of QED [68]. Since we have chosen the Coulomb
gauge, the canonical quantization procedure only affects
the transversal fields [73] and the canonical commutation
relations read[
Aˆk(~r); 0Eˆ
⊥
l (~r
′)
]
= −i~c0δ⊥kl(~r − ~r ′),
where we employed the transversal delta distribution
δ⊥ij(~r − ~r ′) =
(
δij∂i
1
∆
∂j
)
δ3(~r − ~r ′). (22)
Here 1/∆ is the inverse of the Laplacian ∆ ≡ ~∇2. Due to
this quantization procedure in Coulomb gauge, the lon-
gitudinal part of the electromagnetic field stays classical
and does not influence the quantized degrees of freedom.
This can be seen most easily if we construct the Hamil-
tonian of the free Maxwell field. To do so we introduce
the vector-potential operator in terms of creation and
annihilation field operators in momentum space
Aˆk(~r )=√
~c20
0(2pi)3
∫
d3k√
2ωk
2∑
λ=1
~ (~k, λ)
[
aˆ(~k, λ)ei
~k·~r+ aˆ†(~k, λ)e−i~k·~r
]
,
(23)
where ωk = c0|~k| and ~ (~k, λ) is the transversal polariza-
tion vector that obeys ~k·~ (~k, λ) = ~ (~k, 1)·~ (~k, 2) = 0 [73].
The momentum-space annihilation and creation field op-
erators obey the usual commutation relations. The
purely transversal electric field is then given in accor-
dance to the classical case by ∂0Aˆ
k = −Eˆk⊥ as
Eˆk⊥(~r ) =√
~c20
0(2pi)3
∫
d3kiωk√
2ωk
2∑
λ=1
~ (~k, λ)
[
aˆ(~k, λ)ei
~k·~r− aˆ†(~k, λ)e−i~k·~r
]
,
(24)
and the magnetic field via Bˆk = − 1c0 klm∂lAˆm as
Bˆk(~r ) =√
~c20
0(2pi)3
∫
d3k√
2ωk
2∑
λ=1
i~k×~ (~k, λ)
[
aˆ(~k, λ)ei
~k·~r− aˆ†(~k, λ)e−i~k·~r
]
.
(25)
Again, following the classical definition of the energy of
the electromagnetic field, we find
HˆP =
0
2
∫
d3r :
(
Eˆ2⊥(~r) + c
2
0Bˆ
2(~r)
)
:︸ ︷︷ ︸
=
∑
λ
∫
d3k ~ωkaˆ†(~k,λ)aˆ(~k,λ)
−0
2
∫
d3r ~E2‖(~r, t)
+
1
c0
∫
d3rjk(~r, t)Aˆk(~r) +
1
c0
∫
d3rj0(~r, t)A0(~r, t),
(26)
where we used normal ordering, denoted as ::, to dis-
card the constant energy shift [73] and included the cou-
pling to a classical external charge current jµ. Using
the Green’s function of the Laplacian in real-space repre-
sentation, i.e., G(~r, ~r′) =
〈
~r
∣∣ (∆−1)~r ′ 〉, we can further
express the zero component of the field as
− ~∇2A0 = j
0
0c0
⇒ A0 = 1
0c0
∫
Ω
d3r′ (−G(~r, ~r ′)) j0(~r ′, t)
=
|
Ω=R3
1
c0
∫
R3
d3r′
j0(~r ′, t)
4pi0|~r − ~r ′| .
(27)
7This, together with ~E‖(~r, t) = −~∇A0(~r, t), allows us, af-
ter partial integration, to rewrite Eq. (26) as
HˆP =
∑
λ
∫
d3k~ωkaˆ†(~k, λ)aˆ(~k, λ) +
1
c0
∫
d3rjk(~r, t)Aˆk(~r)
+
1
2c20
∫ ∫
d3rd3r′ w(~r, ~r ′)j0(~r ′, t)j0(~r, t).
(28)
Here we have defined
w(~r, ~r ′) = − 1
0
G(~r, ~r ′) =
1
4pi0|~r − ~r ′| . (29)
However, the last term in Eq. (28), which corresponds to
the longitudinal degrees of freedom of the field, is merely
a constant (not an operator) and can thus be discarded
in the current case. It commutes with all observables.
When we couple to the quantum particles, the external
current will correspond instead to an operator-valued
field and thus will no longer vanish. Indeed, it is
this part that will lead to the longitudinal Coulomb
interaction among the charged particles (see Sec. II D 1).
Before we move on and derive the inhomogeneous
Maxwell equation from the above Hamiltonian, let us
rewrite the previously introduced quantum field in a
form such that we can easily connect it to the Riemann-
Silberstein formulation. In accordance to the classical
case we can introduce the Riemann-Silberstein operators
Fˆ k±(~r) =
√
0
2
(
Eˆk⊥(~r)± ic0Bˆk(~r)
)
. (30)
Thus, we see that we can use the expectation value of
the Riemann-Silberstein vectors ~F± to re-express the
transversal electric and magnetic fields. Some further
analysis [68] shows that one can furthermore decompose
the operators and the expectation values in positive and
negative frequency parts, which then give rise to helic-
ity creation and annihilation field operators and helicity
single-photon wave functions.
Irrespective thereof, from the Hamiltonian of Eq. (28)
describing a photon field coupled to a classical external
current, we can derive the operator form of the inhomo-
geneous Maxwell equation in Coulomb gauge by applying
the Heisenberg equation of motion twice, i.e.,
(∂20 + ∂k∂
k)Aˆi(~r)
= µ0c0j
i(~r, t) + ∂i∂0
1
c0
∫
d3r′w(~r, ~r )j0(~r , t)
= µ0c0j
i
⊥(~r, t). (31)
Here we have assumed in the last step that the external
classical charge current jµ obeys the continuity equation
∂µj
µ = 0, such that by the Helmholtz decomposition only
the transversal part of the charge current ji⊥ couples to
the purely transversal photon field. As pointed out be-
fore, the longitudinal component of the photon Hamilto-
nian does not influence the quantized degrees of freedom
since it commutes with the field operators. The classical
component is determined by Eq. (27).
D. Interaction Hamiltonians
After providing the basic uncoupled Hamiltonians of non-
interacting particles of different species in Eq. (21) and of
uncoupled photons in Eq. (28), we now join them. Fol-
lowing the minimal-coupling prescription of QED [73],
we know that we merely have to use the conserved total
charge current of all species and, in accordance to clas-
sical electrodynamics, couple it linearly to the vector-
potential operator [75]. This can be done by promot-
ing the above external classical fields to operator-valued
fields. Since we work in Coulomb gauge we can do the
coupling conveniently in two consecutive steps: first only
due to the longitudinal and then due to the transversal
electromagnetic field.
1. Longitudinal interactions
The zero component of the charge-current operator for
the multi-species case is
Jˆ0(~r) =
N∑
n=1
q(n)c0Φˆ
†
(n)Φˆ(n)︸ ︷︷ ︸
=Jˆ0
(n)
(~r)
. (32)
In accordance to the units of a charge current we have
multiplied the usual densities Φˆ†(n)Φˆ(n) not only by the
respective charge of the species q(n) but also by the ve-
locity of light c0. The longitudinal part of the photon
field now gets an operator-valued contribution and thus
can no longer be discarded. The corresponding term then
reads
Wˆ =
1
2c20
∫ ∫
d3rd3r′w(~r, ~r ′) : Jˆ0(~r)Jˆ0(~r ′) :
=
1
2c20
∫ ∫
d3rd3r′w(~r, ~r ′)
∑
n,n′
: Jˆ0(n)(~r)Jˆ
0
(n′)(~r
′) :
=
1
c20
∫ ∫
d3rd3r′w(~r, ~r ′)
∑
n>n′
Jˆ0(n)(~r)Jˆ
0
(n′)(~r
′)
+
1
2c20
∫ ∫
d3rd3r′w(~r, ~r ′)
∑
n
: Jˆ0(n)(~r)Jˆ
0
(n)(~r
′) : .
(33)
Here we used normal ordering to bring the interaction in
the usual Coulomb form. We note that in the third line,
since we consider different species, the normal ordering
does not affect the expression as the operators commute.
This term we refer to as the inter-species Coulomb inter-
action, i.e., how the different effective nuclei and electrons
act on each other via longitudinal photons. The last line
describes how the particles of each individual species in-
teract longitudinally with each other. We call this term
the intra-species Coulomb interaction. For later reference
and also to highlight the nature of the somewhat unfa-
miliar term of the inter-species Coulomb interaction, we
note that w(~r, ~r ′) is the real-space Green’s function of the
8Poisson equation. This allows us to define the operator-
valued scalar field that one specific species feels due to
all the other species, i.e.,
Aˆ0(n)(~r) =
∑
n′
n′ 6=n
1
c0
∫
d3r′w(~r, ~r′)Jˆ0(n′)(~r
′). (34)
Though now operator-valued, this term still only affects
the matter subsystem and commutes with the photon
field observables. Since we have expressed the longitu-
dinal interaction purely in matter degrees of freedom we
get an interaction among the particles but not with the
transversal photon field. The resulting equations would
be the interacting Pauli equation for a multi-species and
multi-particle problem and uncoupled (transversal) pho-
tons. However, to make the resulting Pauli equation
physically reasonable we still need to change the masses
of the particles. Indeed, to agree with the observed spec-
trum, we need to use the renormalized physical masses
that take into account the effect of the transversal photon
degrees instead of the bare (unobservable) masses with
which we built the coupled problem [64, 76]. The physical
mass is always a sum of the bare plus the electromagnetic
mass. The electromagnetic mass just subsumes the en-
ergy that is stored in the transversal photon field , which
is always non-zero when coupled to charges. In this way
even when we discard the coupling to the transversal pho-
ton field, it implicitly shows up in our physical masses of
electrons and effective nuclei.
2. Transverse interactions
Let us next consider the coupling between the transversal
degrees of freedom of matter and light. To be as general
as possible at this point we will not only consider the
internal degrees of freedom but also couple to classical
external fields. To do so we introduce total fields that
have an operator-valued and a classical contribution, i.e.,
Aˆktot(~r, t) = a
k(~r, t) + Aˆk(~r),
A0tot(~r, t) = a
0(~r, t) +
1
c0
∫
d3r′w(~r, ~r ′)j0(~r ′, t).
(35)
Here, due to the fact that the Coulomb gauge only
quantizes the physical (transversal) photon degrees of
freedom, an external charge density j0 couples via the
Coulomb kernel directly to the charged particles. There-
fore, physically an external classical density becomes
equivalent to an external scalar potential a0. Since the
external charge density effectively only changes the exter-
nal classical scalar potential, we need to avoid this sort of
“double counting” when we want to establish a Runge-
Gross-type mapping. We then couple these total fields
to the three spatial components of the total conserved
charge current of the matter system
Jˆk(~r, t) = Jˆkpmc(~r) + Jˆ
k
mc(~r)−
N∑
n=1
q(n)
M(n)c
2
0
Jˆ0(n)(~r)Aˆ
k
tot(~r, t).
(36)
The first term is the total paramagnetic current density
given by
Jˆkpmc(~r) =
N∑
n=1
~q(n)
2M(n)i
[(
∂kΦˆ†(n)
)
Φˆ(n) + Φˆ
†
(n)∂
kΦˆ(n)
]
,
(37)
the second is the magnetization current due to the Stern-
Gerlach (Pauli) term
Jˆkmc(~r) =
N∑
n=1
−klm∂lΦˆ†(n)
(
q(n)~
2M(n)
S(n)m
)
Φˆ(n), (38)
and the last term is the diamagnetic term. That the
photon field becomes part of the charge current is due to
the quadratic part in the Pauli minimal coupling, which
in turn is due to expressing the anti-particle (positronic)
degrees of freedom by the particle degrees of freedom
in the non-relativistic limit of the Dirac equation [75].
Since we only couple to the transversal part of the pho-
ton field it is also only the transversal part of the to-
tal conserved charge current Jˆk⊥ that is needed. There-
fore, the zero component of the charge current, i.e., Jˆ0,
does not couple to the transversal photons but only to
the previously studied longitudinal part of the electro-
magnetic field. The resulting fully coupled generalized
non-relativistic QED Hamiltonian is given in the next
section. For completeness we note that in order to have
a well-defined self-adjoint operator, a square-integrable
mode mask function should be used [64]. In its simplest
form this is just a cut-off such that the integrals over the
photon modes stop at some highest allowed frequency.
Physically, since we treat non-relativistic particles, a sen-
sible choice is the rest-mass energy of the electrons at
about ~ωk ≈ 0.5110 MeV. For such high energies the
Pauli equation becomes unreliable. Note that this cut-
off implies that also the choice of the bare mass depends
on this cut-off. For instance, if the cut-off is chosen to
be zero, i.e., we only have longitudinal coupling to the
Maxwell field, the masses are the physical masses.
III. QEDFT FOR MULTI-SPECIES
Let us now collect all the previous results of the last
section and give the generalized Pauli-Fierz Hamiltonian
of interacting multi-species matter systems coupled to
photons and to external classical electromagnetic fields
9and charge currents
Hˆ = −
N∑
n=1
1
2M(n)
∫
Φˆ†(n)P(n),kP
k
(n)Φˆ(n)
+
N∑
n=1
∫
q(n)A
0
totΦˆ
†
(n)Φˆ(n)
−
N∑
n=1
∫
q(n)~
2M(n)
Φˆ†(n)Sk,(n)Φˆ(n)
(
1
c0
klm∂lAˆm,tot
)
− 0
2
∫
:
(
EˆkEˆk + c
2BˆkBˆk
)
: +
1
c0
∫
jkAˆk
+
∑
n,n′
{
1
2c20
∫ ∫
w : Jˆ0(n)Jˆ
0
(n′) :
}
,
(39)
with the following definition of the canonical momentum
Pk(n) =
(
−i~∂k + q(n)
c0
Aˆktot
)
.
Here and in the following we have assumed that also the
external electromagnetic field is given in Coulomb gauge
∂ka
k(~r, t) = 0 . (40)
We also assumed that we have only an external classi-
cal scalar potential a0 and no external classical charge
density j0, which due to Eq. (35) would only modify the
scalar potential. Thus different configurations of a0 and
j0 can lead to the same physics. Consequently, since
we assumed that the external classical current obeys the
continuity equation (see Subsec. II C), we also find
∂kj
k(~r, t) = 0. (41)
We note how enforcing that we do not “double count”
physically equivalent situations leads to an equivalent
“gauge” condition on the classical charge current. This
reduction to inequivalent external fields is a prerequisite
for a Runge-Gross-type mapping. Furthermore, one can
check for the consistency of our construction by calcu-
lating the operator-valued continuity equation. By de-
termining the Heisenberg equation of motion of the zero
component of the charge current one readily finds
∂0
N∑
n=1
Jˆ0(n)(~r) = −∂kJˆk(~r, t), (42)
i.e., the total conserved current is the afore defined oper-
ator of Eq. (36). Here it is important to note a common
pitfall. Since the magnetization current Jˆkmc is given in
terms of a curl, by construction it does not appear in the
continuity equation. Only upon careful consideration of
how to express the energy in terms of the linear coupling
between current and vector potential or via the Gordon
decomposition of the relativistic charge current [5, 75]
does the full charge current appear. This is the reason
why the magnetization current is often overlooked.
In a next step we want to establish a bijective mapping
between the external fields (aµ, jk), also called the ex-
ternal pair, and the internal pair (Jµ, Ak), which are
given by the expectation value of the corresponding op-
erators for the wave function Ψ(t) that is determined
by propagating a fixed initial state Ψ0 with the Hamil-
tonian of Eq. (39). Hereby we indicate the depen-
dence of the Hamiltonian on the chosen external pair
by Hˆ[aµ, jk] and, correspondingly, the propagated wave
function also becomes dependent on the external pair,
i.e., Ψ([aµ, jk], t). Establishing a one-to-one correspon-
dence between (aµ, jk) and (J
µ, Ak) would then allow to
re-express the dependence of the wave function of the
fully coupled system in terms of the internal pair, i.e.,
Ψ([Jµ, Ak], t). This makes all observables expressible in
terms of the internal pair only and allows to re-express
the full Hamiltonian equation as an exact quantum-fluid
equation [75]. This in turn leads to the possibility of
a Kohn-Sham-type construction for the coupled matter-
photon problem at hand (see Subsec. IV). In order to
establish such a one-to-one correspondence we will fol-
low the approach of van Leeuwen for the purely elec-
tronic case [77] and combine it with the derivations of
Ref. [75], where electrons are coupled to photons in a
similar setting as the one considered here. As a first step
we therefore establish the fundamental equations of mo-
tion for the (still operator-valued) internal pair. Since the
first time-derivative of Aˆk merely leads to the conjugate
field Eˆk⊥, we need to go to the second time-derivative,
which leads to the inhomogeneous Maxwell equation in
Coulomb gauge
(∂20 + ∂k∂
k)Aˆi(~r) = µ0c0
(
ji(~r, t) + Jˆ i(~r, t)
)
− µ0c0∂i
∫
d3r′
∂′kJˆ
k(~r ′, t)
4pi|~r − ~r ′| .
(43)
Here the last term on the right-hand side merely takes
care to only count the transversal part of the current op-
erator, i.e., it subtracts the longitudinal component with
an operator-equivalent of the Helmholtz decomposition.
Alternatively, we could also write Jˆk⊥, which implies we
only take the transversal component of Jˆk. Again we
note that the external current is chosen to be purely
transversal, i.e., it obeys Eq. (41). For the current we
can use directly the first time derivative. Instead of sum-
ming over all contributions directly let us give the equa-
tion of motion for the species current, which after lengthy
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derivations reads as
∂tJˆ
k
(n) = −∂lTˆ kl(n) + Wˆ k(n)
+
q(n)
M(n)c0
∂k(a0 + Aˆ0,(n))− ∂0 (ak + Aˆk)︸ ︷︷ ︸
Aˆktot
 Jˆ0(n)
+
q(n)
M(n)c0
∂l
(
AˆktotJˆ
l
(n) + Aˆ
l
totJˆ
k
pmc,(n)
)
+
q(n)
M(n)c0
Jˆ l(n)
(
∂kAˆl,tot − ∂lAˆktot
)
+
q(n)
M(n)c0
lmn∂m(∂
kAˆl,tot)Mˆn,(n)
+ klm∂l
{
∂l′
[
~
i2M(n)
Φˆ†(n)
q(n)~
2M(n)
S(n)∂
l′Φˆ(n)
]}
+ klm∂l
{
∂l′
[(
∂l
′
Φˆ†(n)
) q(n)~
2M(n)
Sm,(n)Φˆ(n)
]}
− klm∂l
{
∂l′
[
q(n)
M(n)c0
Aˆl
′
totMˆm,(n)
]}
+ klm∂l
{
∂l′
[
q(n)
M(n)c0
(
∂l′Aˆm,tot − ∂mAˆl′,tot
)
Mˆ l
′
(n)
]}
(44)
In accordance to the usual electronic case, we have de-
fined here the momentum stress tensor
Tˆ kl(n) =
q(n)~2
2M2(n)
[(
∂kΦˆ†(n)
)(
∂lΦˆ(n)
)
+
(
∂kΦˆ†(n)
)(
∂lΦˆ(n)
)
−1
2
∂k∂lΦˆ†(n)Φˆ(n)
]
(45)
and the interaction stress tensor
Wˆ k(n) =
q3(n)
M(n)
∑
s,s′
∫
d3r′
[
Φˆ†(n)(r˜, s)Φˆ
†
(n)(r˜
′, s′) (46)
(
∂
∂r′k
w(~r ′, ~r)
)
Φˆ(n)(~r
′, s ′)Φˆ†(n)(~r, s)
]
.
Furthermore, in correspondence with the current density,
we have also defined a magnetization density of the n-th
particle species
Mˆk(n) = Φˆ
†
(n)
( ~q(n)
2M(n)
Sk(n)
)
Φˆ(n) (47)
as well as the corresponding expressions for the n-th
paramagnetic current. In this somewhat complicated
expression, which is consistent with previous electron-
photon [75] and electron-only results [78], the term of
main interest in the following will be∑
n
q(n)
M(n)c0
(
∂0Aˆ
k
tot
)
Jˆ0(n) = (∂0a
k)
(∑
n
q2(n)
M(n)
Φˆ†(n)Φˆ(n)
)
+
∑
n
q2(n)
M(n)
(∂0Aˆ
k)Φˆ†(n)Φˆ(n).
(48)
Here the first term on the right-hand side will be
the reason why we are able to establish a one-to-one
correspondence, i.e., a Runge-Gross-type result. Due to
the fact that we have a q2(n) factor, all different particles
species add up positively and the expectation value for
a physical wave function will be usually strictly positive
in all of space, i.e., non-zero everywhere. Specifically,
in the following we will choose an initial state Ψ0 that
obeys
∑
n
〈
Ψ0
∣∣∣ Φˆ†(n)Φˆ(n)Ψ0 〉 > 0 in all of space. While
we already need to assume such a strict positivity for
electrons only, we now have a positive contribution from
each particle species leaving this assumption rather
trivial to be fulfilled.
Before proving a bijective mapping (under certain as-
sumptions) we introduce some further convenient nota-
tion. We rewrite the equation of motion for the charge
current in the following compact form
∂tJˆ
k =
(
∂ka0 − ∂0ak
) N∑
n=1
q2n
M(n)
Φˆ(n)Φˆ(n)︸ ︷︷ ︸
=ρˆ
+ Qˆk,
(49)
where we have subsumed all the complex expressions of
how particles and photons couple with each other in
Qˆk =
N∑
n=1
[
q(n)
M(n)c0
(
∂kAˆ
(n)
0 − ∂0Aˆk
)
Jˆ0(n) − ∂lTˆ kl(n) + Wˆ k(n) + ...
]
.
Here it is important to note that no time-derivatives of
the external potentials appear in Qˆk. In a next step we
define higher-order time derivatives of expectation values
of operators at t = 0 by
Jk,{α}(~r) = ∂αt
〈
Ψ(t)
∣∣∣ Jˆk(~r, t)Ψ(t) 〉∣∣∣
t=0
(50)
and accordingly for the classical external fields by
ak,{α}(~r) = ∂αt a
k(~r, t)
∣∣
t=0
, (51)
where we put the time-derivative in brackets, i.e., {α}, to
distinguish them from other components. Here α ∈ N0
and we assume from now on that all external fields and
expectation values are real analytic in time, i.e., that
their Taylor series in time has a finite convergence radius.
In general one can get away with fewer conditions [79]
but for the sake of simplicity we stick with these rather
stringent ones. Having assumed that all time-derivatives
at zero exist (which implies a rather well-behaved ini-
tial state) we can, based on the Eq. (49), deduce how
all the different time-derivatives at t = 0 are connected.
Following van Leeuwen [77] we find
Jk,{α+1} = Qk,{α}
+
α∑
β=0
(
α
β
)
ρ{α−β}
[
∂ka0,{β} − 1
c0
ak,{α+1}
]
.
(52)
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Accordingly we can define a similar equation based on
Eq. (43) for the vector-potential expectation value and
the external classical charge current
Ak,{α+2} = −c20∂k∂lAk,{α}
+ µ0c
3
0
(
jk,{α} + Jk,{α}⊥
)
.
(53)
We can now show constructively that there is a bijective
mapping (aµ, jk) ↔ (Jµ, Ak) by prescribing the Taylor
series of an internal pair and then constructing a unique
external pair that generates (Jµ, Ak) by propagating the
given initial state Ψ0 with the corresponding Hamilto-
nian Hˆ[aµ, jk].
To do so we first of all need to guarantee that the pre-
scribed internal current and vector potential at t = 0
agrees with the fixed initial state Ψ0. Therefore it needs
to hold that
Ak,{0} =
〈
Ψ0
∣∣∣ AˆkΨ0 〉 , Ak,{1} = −c0 〈Ψ0 ∣∣∣ Eˆk⊥Ψ0 〉 ,
J0,{0} =
〈
Ψ0
∣∣∣ Jˆ0Ψ0 〉 . (54)
The last condition guarantees that also J0 is exactly re-
produced via the continuity equation as we go along in
time. We note that due to the fact that the current at the
initial time also contains ak,{0} we get a first condition
on the chosen current as well as the α = 0 component of
the external field by
ak,{0} =
1
ρ{0}
[
Jk,{0} − Jk,{0}pmc
+
∑
n
q2(n)
M(n)
〈
Ψ0
∣∣∣ nˆ(n)AˆkΨ0 〉− Jk,{0}mc
]
, (55)
where all other quantities are given via the initial state.
Due to the fact that we have chosen the Coulomb gauge,
the left hand side should obey ∂ka
k,{0} = 0. This in turn
implies that also the right-hand side should be purely
transversal. If this is not the case, and since we know
that the charge current is gauge-independent, we would
need to perform a gauge transformation (which we now
know)
a′0 = a0 − ∂0χ , a′k = ak − ∂kχ (56)
on the initial state such that it complies with the
Coulomb gauge or we use a different gauge choice. For
the other α = 0 components we merely employ the equa-
tions of motions from Eqs. (36) and (52), which leads
to
jk,{0} =
1
µ0c30
[
Ak,{2} + c20∂l∂
lAk,{0} − µ0c30Jk,{0}⊥
]
,
−∂k∂ka0,{0} = ∂k 1
ρ{0}
(
Qk,{0} − Jk,{1}
)
.
(57)
Here Qk,{0} contains only the previously determined
components of the external vector potential. For the
higher orders of the external pair we now only use the
equations of motion, i.e.,
ak,{α+1} =
c0
ρ{0}
[
Qk,{α} − Jk,{α+1} + ρ{0}∂ka0,{α}
+
α−1∑
β=0
(
α
β
)[
∂ka0,{β} − 1
c0
ak,{β+1}
]
ρ{α−β}
]
⊥
−∂k∂ka0,{α} = ∂k 1
ρ{0}
[
Qk,{α} − Jk,{α+1}
+
α−1∑
β=0
(
α
β
)(
∂ka0,{β} − 1
c0
ak,{β+1}
)
ρ{α−β}
]
jk,{α} =
1
µ0c30
[
Ak,{α+2} + c20∂k′∂
k′Ak,{α} − µ0c30Jk,{α}⊥
]
(58)
The ak,{1}-term we get again in two steps. From the
first equation above (in the case α = 0 the sum over
β is to be discarded) we determine an a˜k,{1}, and from
the condition that the resulting field is purely transversal
we determine the corresponding gauge function in next
order, i.e.,
∂t∂kχ(~r, t)|t=0 , (59)
which then leads to ak,{1}. We indicate this procedure
with a ⊥ at the right-hand side of the equation. This pro-
cedure is possible since only the previously determined
orders appear in Qk,{1}. The first-order for the external
current is simply determined from plugging in the pre-
scribed internal pair. We can now repeat this order by
order and with this construct the corresponding external
pair (
aµ =
∞∑
α=0
aµ,{α}
α!
tα, jk =
∞∑
α=0
jk,{α}
α!
tα
)
. (60)
In this procedure we see the necessity of the afore-
mentioned (after Eq. (48)) strict positivity of ρ{0}. If ρ{0}
would be zero somewhere, the external field would be un-
determined by this construction. Let us finally point out
that within a given gauge choice only one such pair can
exist. For the jk this is trivial due to the linearity of the
Maxwell equation and the “gauge” condition ∂kj
k = 0.
For the vector potential in zeroth order, i.e., Eq. (55), we
immediately see that the difference can only be due to
a gauge transformation. Fixing the gauge leaves us with
only one choice. This in turn fixes the zero component
of the scalar potential, i.e., Eq. (57). In the next order,
i.e., Eq. (52) for α = 1, we are then again left with only
a gauge choice and by fixing ∂ka
k,{1} = 0 we find the
unique representative. In this way we can go through all
orders and find one and only one aµ.
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IV. MAXWELL-PAULI-KOHN-SHAM
COUPLING
Although we could have shown the one-to-one cor-
respondence more easily by following the original
Runge-Gross approach [80], the constructive approach
by van Leeuwen [77] is beneficial for showing the exis-
tence of a Kohn-Sham-type system. But before, let us
briefly explain how the above one-to-one correspondence
becomes relevant for practical applications.
In the previous section we established that in princi-
ple the full wave function of the generalized Pauli-Fierz
Hamiltonian of Eq. (39) is determined uniquely by the
given initial state Ψ0 and the internal pair (J
µ, Ak).
From this we realize that instead of solving the wave-
function-based Hamiltonian formulation of the problem
(that due to the infinitely many degrees of freedom of
the photon field is impossible even for only one particle)
we can alternatively solve two coupled non-linear fluid
equations
∂tJ
k(~r, t) =
(
∂ka0(~r, t)− ∂0ak(~r, t)
)
ρ([Jν , Al];~r, t)
+Qk([Jν , Al; aτ ];~r, t), (61)
(∂20 + ∂k∂
k)Al(~r, t) = µ0c0
(
jl(~r, t) + J l⊥(~r, t).
)
(62)
Here ρ([Jν , Al];~r, t) is a functional of the internal pair
and initial state respectively (we do not indicate the
dependence on the initial state for simplicity) and
Qk([Jν , Al; aτ ];~r, t) does also depend on the chosen
external vector potential (see the partial definition in
Eq. (50) and Eq.(44), respectively). It is easy to rewrite
the term Qk in such a way as to make the dependence
on aµ explicit, but for the sake of brevity we refrain
from this here. The above coupled equation are the
exact quantum Navier-Stokes equations [75, 79, 81] and
make calculations of particles coupled to the photon
field practical. In principle, for a given external pair the
solution of these two coupled equations would lead to
the exact internal pair, from which we could construct
all physical observables. The only severe drawback
is that we do not know the expressions of ρ and Qk
in terms of the currents and fields, but only in terms
of the intractable wave function, so we have to apply
some approximations in practice. Instead of trying to
find approximations in terms of Jµ and Ak directly,
we will follow the well-established approach to employ
a numerically simpler quantum system that shares as
much similarities with the full generalized Pauli-Fierz
problem and then build approximations on top of this
ersatz system. To put it differently, we will use a still
numerically solvable system to build approximations
to ρ and Qk in terms of the resulting auxiliary wave
functions. This procedure is called a Kohn-Sham
construction [75, 79, 81, 82].
While we have many possibilities, the simplest choice for
an auxiliary Kohn-Sham-type system is a non-interacting
(and consequently also uncoupled) system as already in-
troduced for the electron-photon case [49, 75]. Similarly
to the fully interacting case, we can find a one-to-one
correspondence between external and internal pairs
(aµ(s), j
k
(s))↔ (Jµ, Ak). (63)
Here we follow the usual convention to denote the exter-
nal fields for a non-interacting system with a subindex
“s”. By following the construction of Sec. III, we can
also provide a one-to-one correspondence for the non-
interacting case and thus generate two maps
(Jµ, Ak) 7→
(
aµ, jk
)
(Jµ, Ak) 7→
(
aµ(s), j
k
(s)
) (64)
of a given internal to different external pairs for given
initial states Ψ0 (of the interacting) and Φ0 (of the
non-interacting), respectively. We therefore see that the
above extended Runge-Gross-type approach helps us in
showing that a fully interacting problem is representable
by a non-interacting problem. Since the Kohn-Sham pho-
ton field is uncoupled, instead of solving for the Kohn-
Sham photon wave function for infinitely many degrees,
we can just solve the corresponding classical inhomoge-
neous Maxwell equation [75]. Both the classical as well
as the fully quantized yet uncoupled Kohn-Sham pho-
ton equation lead, by construction, to the same field Ak.
This allows us to use a matter wave function Φ0 of non-
interacting particles only, which we assume to obey〈
Ψ0
∣∣∣ Jˆ0Ψ0 〉 = 〈Φ0 ∣∣∣ Jˆ0Φ0 〉 . (65)
The initial state of the fully coupled wave function Ψ0
then further provides the initial condition for the classical
photon field, i.e., Eqs. (54). For the external current, due
to the linearity of the Maxwell equation, the mappings
are the same and hence lead to
jk [Jν , Al] = j
k
(s) [Jν , Al] . (66)
Following the usual Kohn-Sham construction [79] we
merely need to introduce a mean-field exchange-
correlation (Mxc) potential
aµMxc [Jν , Al] = a
µ
(s) [Jν , Al]− aµ [Jν , Al] , (67)
to take care of the difference between the physical and
the auxiliary system. Alternatively we can directly con-
struct the Kohn-Sham vector potential aµKS = a
µ + aµMxc
by employing the Eqs. (58) for the non-interacting case
together with Eq. (52) for the interacting case to ex-
press the unknown Jk,{α+1} in terms of the basic vari-
ables. With these definitions in place, assuming that the
initial state is a tensor product of Slater determinants
(fermions) and permanents (bosons), we find the auxil-
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iary Maxwell-Pauli-Kohn-Sham (MPKS) equations
i~∂tφ(n,i)(~rs(n), t) ={
− 1
2M(n)
P˜k(n)P˜(n),k + q(n)
(
a0 + a0Mxc
)
− q(n)~
2M(n)c0
S
(n)
k
[
klm∂l
(
am + a
Mxc
m
)]}
φ(n,i)(~rs(n), t) ,
(68)
P˜k(n) = −i~∂k +
q(n)
c0
(
ak + akMxc
)
,
(
∂20 + ∂k∂
k
)
Al(~r, t) = µ0c0
(
jl(~r, t) + J l⊥(~r, t)
)
, (69)
where the internal charge current is determined by the
auxiliary wave function Φ(t). This wave function consists
of auxiliary single-particle spin-orbitals φ(n,i)(t), where
we have a corresponding spin-degree of freedom s(n) for
each species n. To distinguish the indices n and i from
covariant indices we put them in parenthesis. We stress
that, provided we have the exact Mxc potential, the cou-
pled auxiliary MPKS problem predicts the exact internal
pair (Jµ, Ak) for a given generalized Pauli-Fierz Hamilto-
nian Hˆ[aµ, jk]. The infinite number of degrees of freedom
of the quantized photon field has been exactly subsumed
in the classical Maxwell equation and in the non-linear
coupling to the matter subsystem. In this way the MPKS
equation takes into account the full photon and phonon
bath in an exact manner.
A. Classical limit for Nuclei
At this point we note that we have quite some freedom
in establishing the mappings as well as the MPKS sys-
tems. For instance, we can use instead of the uncoupled
particles with their respective bare masses just the un-
coupled particles with their physical masses. That is, we
already subsume as usually done in quantum mechanics,
the fluctuations of the bare electromagnetic vacuum in
the physical (dressed) masses [1]. This we will do in the
following, i.e., the MPKS systems is build in practice by
using the physical masses of the particles. Furthermore,
we could look at each individual particle-species’ internal
current and find that also each species’ internal current
can be used to establish a mapping individually. We
could then (unphysically) assume that each species sees
a different external field and then establish purpose built
aµMxc,(n). Such an approach might be easier in establish-
ing more accurate approximations to the ultimately un-
known Mxc potentials. Here we will not follow this route
but instead try to find a first approximation that sim-
plifies the MPKS construction slightly. Even though we
have rewritten the coupled generalized Pauli-Fierz prob-
lem in terms of single-particle quantum equations, the
solution of a large amount of these non-linear equations
is still numerically demanding. Furthermore, for the ini-
tial states, which can be determined from a ground-state
reformulation of the generalized Pauli-Fierz problem fol-
lowing Ref. [52], it is often beneficial to make the Born-
Oppenheimer approximation and treat the nuclei semi-
classically. We point out, that due to the coupling of the
photons to the electron-nucleus system the problem with-
out external fields is now invariant with respect to the to-
tal momentum and total angular momentum of the cou-
pled matter-photon system [64], not the coupled matter
system only. Thus when translating or rotating only the
matter-system in real space, the photon field is changed,
which breaks the usual real-space translational and ro-
tational symmetry. This can be beneficial to overcome
the usual drawback of electron-nucleus quantum mechan-
ics (and the corresponding DFT formulation) that the
densities of such matter systems are homogeneous and
no direct molecular structure is apparent. The physical
rationale to then perform the classical limit for the nu-
clei subsystem is that the nuclei are much heavier than
the electrons and hence they behave more classically. In
the following we will therefore simplify the MPKS con-
struction slightly and describe the nuclei classically. We
note that more advanced alternatives exists that, e.g., are
based on the exact factorization of electron-nuclei wave
functions [35, 36].
In order to see whether this is possible in a simple man-
ner let us consider the MPKS equations for the nuclear
orbitals. A first approximation will be to discard the
Stern-Gerlach term. Next we rewrite the spatial orbitals
in polar representation
φ(n,i)(~r, t) = |φ(n,i)(~r, t)|e(i/~)S(n,i)(~r,t). (70)
If we then plug this into the MPKS equation without
the Stern-Gerlach term (which makes the solution spin-
independent) we find a Hamilton-Jacobi-type equation
for the phase [83]
∂tS(n,i)(~r, t) = −
(
~∇S(n,i)(~r, t)− q(n)c0 ~aKS(~r, t)
)2
2M(n)
− q(n)a0KS(~r, t) +
~2
2M(n)
~∇2|φ(n,i)(~r, t)|
|φ(n,i)(~r, t)| ,
(71)
where we denote aµKS = a
µ + aµMxc. Using the above
equation for the phase we will turn the quantum evo-
lution equation in a classical equation in the follow-
ing. The physical argument is based on the fact that
the ~2/2M(n) factor becomes very small for heavy par-
ticles such as nuclei, and can thus be discarded in a
first approximation. But before we do so, let us con-
nect the relevant quantum observables to their classi-
cal counter parts. To do so we first consider the con-
served current for Eq. (68) without the Stern-Gerlach
term, which is ~J(n,i)(~r, t) = ~J
(n,i)
pmc (~r, t) + ~J
(n,i)
dmc (~r, t) =
q(n)
M(n)
|φ(n,i)(~r, t)|~∇S(n,i)(~r, t)− q
2
(n)
M(n)c0
~aKS(~r, t)|φ(n,i)(~r, t)|.
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With this the total velocity field becomes
~v(n,i)(~r, t) =
~J(n,i)(~r, t)
q(n)|φ(n,i)(~r, t)|
=
1
M(n)
(
~∇S(n,i)(~r, t)−
q(n)
c0
~aKS(~r, t)
)
.
(72)
And accordingly we can define the total momentum field
~p(n,i) = ~v(n,i)/M(n).
If we discard the quantum-potential part in Eq. (71) as-
suming the classical limit ~ → 0 for the slowly moving
nuclei, then the resulting equation becomes
∂tS(n,i)(~r, t) = −
(
~v(n,i)(~r, t) · ~∇
)
~p(n,i)(~r, t)− q(n)a0KS(~r, t)
+
q(n)
M(n)
~p(n,i)(~r, t)×~bKS(~r, t),
(73)
where ~bKS(~r, t) =
1
c0
~∇×~aKS(~r, t). If we then add to both
sides the partial time-derivative of the Kohn-Sham vector
potential and define the total derivative for a co-moving
reference frame that moves with the velocity field ~v(n,i),
i.e.,
~˙p(n,i)(~r, t) = ∂t~p(n,i)(~r, t) +
(
~v(n,i)(~r, t) · ~∇
)
~p(n,i)(~r, t),
(74)
then the above equation becomes
~˙p(n,i)(~r, t) = q(n)~v(n,i)(~r, t)×~bKS(~r, t) + q(n) ~EKS(~r, t).
(75)
Here we used that −∂0~aKS = ~EKS⊥ gives the transversal
electric field and −~∇a0KS = ~EKS‖ gives the longitudinal
electric field such that ~EKS = ~E
KS
⊥ + ~E
KS
‖ . This is just
the classical Lorentz equation which can be solved by
the method of characteristics, i.e., we can follow a spe-
cific classical trajectory that starts at ~r(n,i) and ~p(n,i).
The initial wave function then gives us the initial distri-
bution of these trajectories. Using this classical approxi-
mation we can determine the charge current of the nuclei
that contribute to the total current and thus the effec-
tive Kohn-Sham field aµKS. In the case that we use classi-
cal trajectories for the nuclei in our MPKS approach, we
call the resulting simplification in analogy to matter-only
quantum dynamics the Ehrenfest-Maxwell-Pauli-Kohn-
Sham (EMPKS) approach.
B. MPKS-Outlook
As is obvious from the extent of the physics included in
our considerations – from matter-only quantum mechan-
ics to quantum optics and beyond – the unknown ex-
act effective fields aµMxc need to contain all knowledge of
the correlated quantum dynamics. Already for electron-
only quantum mechanics the quest for such exact ex-
pressions is a herculean effort. And this will not become
simpler for the full matter-photon problem of electrons,
nuclei and photons. Specifically challenging is that the
description of the matter subsystem is based on the cur-
rent density and not on the density as is the usual case
in density-functional theory [5, 84, 85]. Hence most ap-
proximations developed for the effective fields only cover
the zero component and little is known besides linear-
response kernels [86, 87] for the more advanced current-
density-functional theory [88, 89]. Therefore a necessary
step to develop more accurate functionals beyond treat-
ing the zero component via density-functional approxi-
mations and the spatial components on the mean-field
level includes also more advanced current-density func-
tionals for electron-only theory. Of course we also need
to account for new terms that are due to the transversal
photon interaction and that are not covered by matter-
only theories. It is helpful in this regard that for pro-
cesses in free space where many photons are involved,
e.g., when the system is perturbed by a weak laser pulse,
the mean-field limit is very accurate [1, 90]. This changes
if we consider situations where it is the fluctuations of the
photon field that are important, such as changes in the
ground-state of the combined light-matter system [61],
and few-photon strong coupling situations [63]. But for
such specific cases a slight simplification of the presented
theory to dipole coupling [50, 52, 75] becomes a sensi-
ble alternative. In this case it is only the density of the
matter-subsystem that couples to the photon field [91]
and standard density-functional approximation schemes
become applicable. The currently most sophisticated
is an extension of the optimized-effective potential ap-
proach to matter-photon systems [92], which has been
already applied to real systems [61]. In this work an
exact-exchange-type of approximation for the transversal
and longitudinal matter-photon interactions is employed.
This means for the novel transversal part that, e.g., leads
to the Lamb shift of the matter states, a single-photon
approximation is used. Thus multi-photon processes of
the fluctuating photon field are not included. An interest-
ing alternative to include all orders of field-fluctuations
are trajectory-based methods. In this case instead of
one Maxwell field many realization are propagated at the
same time, which is akin to a field-quantization procedure
in the Riemann-Silberstein formulation of electrodynam-
ics [93, 94]. Furthermore, the present formulation al-
lows to inculude many different species of particles. This
suggests to model quantum dynamics in a complex en-
vironment by, e.g., treating certain particle types with
a crude yet efficient orbital-free quantum Navier-Stokes
description based directly on Eqs. (61) and (62), while
the system of interest is treated with a more accurate
Kohn-Sham description.
V. REAL-SPACE IMPLEMENTATION
After presenting the theoretical fundamentals, we intro-
duce in the following sections our first implementation
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of the coupled EMPKS equations in real-time. Our im-
plementation is based on finite-difference discretizations
and real-space grid representations for both the matter
wave functions and the electromagnetic fields. While not
the only possible choice, this representation has the ad-
vantage to allow for a uniform and unbiased description
of the combined light-matter system. More importantly,
this choice also simplifies the description of coupling be-
tween matter and radiation, since also the QED cou-
plings are prescribed in real space. Moreover, the real-
space representation is suited for the multi-scale aspects
of the coupling, and allows to reuse simulation techniques
and algorithms for the matter and the radiation sub-
systems. We have integrated our EMPKS implementa-
tion in the real-space real-time code Octopus [95, 96], an
open source simulation package for quantum-mechanical
ab-initio calculations based on time-dependent density-
functional theory.
We start by going into more detail of the Maxwell’s equa-
tions in Riemann-Silberstein representation in section
V A. In section V B, we introduce a time-evolution op-
erator for the Riemann-Silberstein vector, while section
V C is focussing on different boundary conditions. We
continue our discussion in section V D with details on the
time evolution of the matter degrees of freedom before we
turn our attention in sections V E, V F, and V G on the
coupling of radiation and matter which involves a mul-
tipole expansion for the coupling Hamiltonian, a multi-
scale implementation, and a predictor-corrector scheme
for a self-consistent coupling of radiation and matter. We
conclude the discussion of our implementation in section
V H with a validation of the method and a comparison
to FDTD methods.
A. Maxwell’s equations in Riemann-Silberstein
representation
Most common electromagnetic simulations are based on
the FDTD method, which was already introduced in 1966
by Yee [97, 98]. FDTD uses two grids, shifted by half of
the chosen grid spacing. One grid represents the elec-
tric field and the other one the magnetic field. Based on
this description, the time evolution in FDTD is given by
two update equations one for each electromagnetic field.
In contrast, in the Octopus code several methods are
implemented to approximate the quantum-mechanical
time-evolution operator [99] for the propagation of wave
functions in real-time. By transforming Maxwell’s equa-
tions into a six-component Riemann-Silberstein repre-
sentation [100], the underlying equation of motion for
the Maxwell fields can be expressed as a Schro¨dinger-
like equation. This fact gives us the opportunity to
propagate also the electromagnetic field with quantum-
mechanical time-evolution methods modified for Maxwell
fields. Besides the fact that we can immediately reuse
with Octopus an existing time-evolution engine that is
very efficient and highly parallelized, the reformulation
of Maxwell’s equations in terms of the six-dimensional
Riemann-Silberstein vector also has the advantage over
FDTD that higher order discretizations for the spatial
derivatives can be used which in turn allow for much
larger grid spacings and time steps. Furthermore, the
very same grid can be used for the electric and for the
magnetic field which simplifies the coupling to micro-
scopic matter charge currents. Also, from our experience
it allows for more stable time-stepping of coupled radia-
tion and matter, and improves the maintainability of the
implementation.
In Eq. (10) we have introduced already the complex
Riemann-Silberstein vector which can also be written in
the form
~F±(~r, t) =
√
0
2
~E(~r, t)± i
√
1
2µ0
~B(~r, t). (76)
As already stated before, the sign of the imaginary part of
the Riemann-Silberstein vector corresponds to different
helicities. To convert Maxwell’s equations to Riemann-
Silberstein form, we have to be able to keep track of su-
perposition states of different helicities which correspond
to a linear combination of ~F+ and ~F−. Hence, it is useful
to combine both vectors in a six-dimensional vector
F(~r, t) =
(
~F+(~r, t)
~F−(~r, t)
)
. (77)
The inverse transformation for given Riemann Silberstein
vectors ~F+(~r, t) and ~F−(~r, t) then takes simply the form
~E(~r, t) =
√
1
20
(
~F+(~r, t) + ~F−(~r, t)
)
, (78)
~B(~r, t) = −i
√
µ0
2
(
~F+(~r, t)− ~F−(~r, t)
)
, (79)
which allows always to reconstruct the electric and mag-
netic fields from the Riemann-Silberstein vector.
1. Maxwell’s equations in Schro¨dinger form
In this section, we generalize the Riemann-Silberstein
description of the homogeneous Maxwell’s equations
Eqs. (11-14) to the inhomogeneous case. While here
we consider classical external charge and current densi-
ties, later, for a fully microscopic description, we use the
expectation values of the previously derived quantum-
mechanical charge density Eq. (32) and current density
Eq. (36) which will lead to a modification of the usual
Maxwell’s equations.
We start by considering the two Gauss’ laws for the elec-
tric and the magnetic field
∂kE
k(~r, t) =
ρ(~r, t)
0
, (80)
∂kB
k(~r, t) = 0, (81)
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where we introduced as the external charge density
ρ(~r, t) = 1c0 j
0(~r, t). Later we will then use also the inter-
nal charge density n(~r, t) = 1c0 J
0(~r, t). Both Gauss’ laws
can be combined into one equation(
∂kF
k
+(~r, t)
∂k′F
k′
− (~r, t)
)
=
1√
20
(
ρ(~r, t)
ρ(~r, t)
)
. (82)
The remaining two Maxwell’s equations, the Ampe`re’s
and Faraday’s law
∂tE
k(~r, t) = c20
klm∂lBm(~r, t) + c
2
0µ0j
k(~r, t), (83)
∂tB
k(~r, t) = klm∂lEm(~r, t), (84)
can also be combined into one evolution equation for the
Riemann-Silberstein vectors as
i~
(
∂tF
k
+(~r, t)
∂tF
k′
− (~r, t)
)
= ~c0
( −klm∂lF+,m(~r, t)
k
′l′m′∂l′F−,m′(~r, t)
)
− i~√
20
(
jk(~r, t)
jk
′
(~r, t)
)
.
(85)
The first term on the right-hand side of Eq. (85) describes
the curl operation and can be represented by the already
previously introduced spin-1 matrices for the photons in
Eq. (5). Taking them into account, Ampe`re’s and Fara-
day’s laws in Riemann-Silberstein form can be written
as
i~
(
∂t ~F+(~r, t)
∂t ~F−(~r, t)
)
= i~c0
(
Sl∂l ~F+(~r, t)
−Sl′∂l′ ~F−(~r, t)
)
− i~√
20
(
~j(~r, t)
~j(~r, t)
)
.
(86)
This equation has the form of an inhomogeneous
Schro¨dinger equation with single particle ”photon”
Hamiltonian
HMx = −i~c0Sl∂l. (87)
As consequence, Maxwell’s equations in Riemann-
Silberstein form can be interpreted as the first quantized
wave equation for a single photon in real-space. Nev-
ertheless, we are dealing still with a classical equation,
since ~ can be cancelled in all terms in Eq. (86).
2. Current densities and integral kernels
As already noted, to reach a microscopic description
of the electromagnetic fields, the current and charge
densities that appear in our Maxwell’s equations in
Riemann-Silberstein form have to correspond to the
multi-species currents that we introduced in Eq. (36).
The current densities consist of three terms, the para-
magnetic current term Jkpmc, the diamagnetic current
term Jkdmc, and the magnetization current term J
k
mc.
These contributions to the total current can be ex-
pressed in terms of I(n) auxiliary one-body Kohn-Sham
orbitals φ(n,i)(~rs(n), t), and the Kohn-Sham densities
n(n,i)(~rs(n), t) = |φ(n,i)(~rs(n), t)|2 for the correspond-
ing species n, which gives rise to the charge density
n(~r, t) = 1c0 J
0(~r, t) =
∑N
n=1 q(n)
∑I(n)
i,s(n)
n(n,i)(~rs(n), t) in
the form
Jkpmc(~r, t) =
N∑
n=1
~q(n)
i2M(n)
I(n)∑
i,s(n)
[(
∂kφ†(n,i)(~rs(n), t)
)
φ(n,i)(~rs(n), t)
−φ†(n,i)(~rs(n), t)
(
∂kφ(n,i)(~rs(n), t)
)]
,
(88)
Jkdmc(~r, t) =
−
N∑
n=1
q2(n)
M(n)c0
 I(n)∑
i,s(n)
n(n,i)(~rs(n), t)
 akKS(~r, t) ,
(89)
Jkmc(~r, t) =
−
N∑
n=1
 I(n)∑
i,s(n)
klm∂lφ
†
(n,i)(~rs(n), t)
(
q(n)~
2M(n)
S(n)m
)
φ(n,i)(~rs(n), t)
 .
(90)
where the summations go over all spin-states s(n), Kohn-
Sham orbitals i and species types n. All three current
terms as well as the total charge density depend on the
particle charge q(n), the particle mass M(n), and the
single-particle wave functions. While the paramagnetic
current and magnetization current do not depend explic-
itly on the Maxwell fields, the diamagnetic current de-
pends on the vector potential akKS = a
k+akxc +A
k, which
is implicitly determined by the Riemann-Silberstein vec-
tors F k±. The mean-field vector potential A
k can be ex-
pressed in terms of the magnetic field via a Poisson equa-
tion for each magnetic field vector component as
Ak(~r, t) = −c0
∫
d3r′
klm∂′lBm(~r
′, t)
4pi|~r − ~r ′|
= i
√
c20µ0
2
∫
d3r′
klm∂′l
4pi|~r − ~r ′|
(
F k+(~r
′, t)− F k−(~r ′, t)
)
︸ ︷︷ ︸
Poisson equation
.
(91)
But we can also use the transversal part of the electric
field such that the vector potential Ak results from an
integral over time starting at the initial time t = t0 and
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ending at the current time t
Ak(~r, t) =
−
√
c20
20
t∫
t0
dt′
(
F+m(~r, t
′) + F−m(~r, t
′)
)
⊥ +A
k(~r, t0) .
(92)
Here ⊥ again indicates that only the transversal degrees
are to be considered. This can be made explicit with
the help of the Helmholtz decomposition, as also shown
in Eq. (43). Also, the initial value Ak(~r, t0) is in prin-
ciple determined by the initial wave function of the in-
teracting system. Alternatively, provided the external
field obeys itself the homogeneous Maxwell’s equation
(∂20 + ∂l∂
l)ak = 0, we can also use instead the total field
Aktot = a
k + Ak in the above considerations. This is
the standard case and in the implementation we usually
work directly with the total field and the corresponding
Riemann-Silberstein vector. Since the diamagnetic cur-
rent term is obtained by one of the two different equiva-
lent vector potential expressions from above, the charge
current Jkdmc carries non-local contributions, which orig-
inate from the electromagnetic fields. Here we make the
distinction between an internal part that depends di-
rectly on Ak and an external part of the diamagnetic cur-
rent that comes from the external field ak and from the
missing exchange-correlation forces akxc. Furthermore, as
the internal diamagnetic current depends explicitly on
the Riemann-Silberstein vectors, we can combine it with
the curl operation of Eq. (86) to define a single integral
operator. The Hamiltonian-like integral operator Hˆ then
acts on the Riemann-Silberstein vector, which in the fol-
lowing we denote by
Hˆ(~r, t)F(~r, t) :=
∫
d3r′
t∫
t0
dt′ ˆ¯H(~r, ~r ′, t, t′)F(~r ′, t′) .
(93)
The operator Hˆ is determined by its corresponding inte-
gral kernel ˆ¯H and here given by
ˆ¯H(~r, ~r ′, t, t′) = ˆ¯H(0)(~r, ~r ′, t, t′) + ˆ¯K(~r, ~r ′, t, t′) . (94)
The matrix ˆ¯H(0) represents the curl operation with the
spin-1 matrices in equation (86) without any diamagnetic
current
ˆ¯H(0)(~r, ~r ′, t, t′) =(
1 0
0 -1
)
2×2
⊗
(
− i~c0δ(~r−~r ′)δ(t−t′)Sm∂m′
)
3×3
.
(95)
Here and in the following, we describe the 6x6 matri-
ces which act on the six-dimensional Riemann-Silberstein
state F as a Kronecker product of a 2x2 and a 3x3 ma-
trix. The first 2x2 matrix which we call ”coupling” ma-
trix shows whether the two Riemann-Silberstein vectors
~F± couple to each other. If the off-diagonal of this 2x2
matrix is zero, the resulting 6x6 matrix does not cou-
ple the two vectors. Furthermore, the second 3x3 kernel
matrix, contains all necessary physical variables and op-
erations to satisfy the underlying Maxwell’s equations.
Due to the delta functions in ˆ¯H(0), the application of
Hˆ(0) then results in a local linear operator acting on the
Riemann-Silberstein vector, i.e.,
Hˆ(0)(~r, t)F(~r, t) = Hˆ(0)F(~r, t) , (96)
where
Hˆ(0) =
[(
1 0
0 -1
)
2×2
⊗
(
− i~c0Sm∂m
)
3×3
]
. (97)
In contrast to this, the integral kernel originating from
the diamagnetic current contribution in equation (94)
carries a non-locality in space due to
ˆ¯K(~r, ~r ′, t, t′) =(
1 -1
1 -1
)
2×2
⊗
(
−~
√
µ0
2
δ(t− t′)κ(~r, t) S
m∂′m
4pi|~r − ~r ′|
)
3×3
.
(98)
The integrals over the kernel have to be kept explicitly.
Note, that the 2x2 coupling matrix contains off-diagonal
entries in this case. The prefactor κ is given by
κ(~r, t) =
N∑
n=1
q2(n)
M(n)
 I(n)∑
i=1,s(n)
n(n,i)(~rs(n), t)
 , (99)
This non-local term that arises due to the microscopic
treatment of the matter system therefore leads already
for a classical treatment of the photon field to effec-
tive ”photon-photon” interactions and changes the usual
Maxwell’s equation. This is discussed in more detail
in [63]. The remaining current densities in Eqs. (88)
and (90) as well as the external diamagnetic currents
can be added to the external current such that we
have a inhomogeneous current Jkinh = J
k
pmc + J
k
mc −∑
n
q2(n)
M(n)c0
[∑
i,s(n)
n(n,i)
]
(ak+akxc)+j
k, which constitutes
a six-dimensional vector for the Riemann-Silberstein
Maxwell’s equation given by
J (~r, t) =
(
1
1
)
2×1
⊗
(
1√
20
~Jinh(~r, t)
)
3×1
. (100)
Combining the previous considerations, allows us finally
to formulate Ampe`re’s and Faraday’s law in Riemann-
Silberstein representation
i~
∂
∂t
F(~r, t) = Hˆ(~r, t)F(~r, t)− i~J (~r, t) . (101)
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The Maxwell fields that follow this equation are
due to microscopic quantum-mechanical currents from
Eq. (100). We call these fields in the following micro-
scopic Maxwell fields. We can, however, also include
other types of contributions in our implementation. In
the following Sec.V A 3, we will discuss how we can in a
similar manner include also macroscopic Maxwell fields
due to, e.g., lenses or surfaces. Further note that in con-
trast to the quantum mechanical second-order derivative
operator for the kinetic energy, the integral kernel Hˆ con-
tains only first-order derivatives. Without inhomogeneity
this reflects the linear dispersion relation for photons. On
the other hand, including the inhomogeneity introduces
a non-linear dispersion for the photons.
In the discussion so far, we have seen from the matrix op-
erator Hˆ in Eq. (94) and its underlying matrix operators
Hˆ(0), and Kˆ in Eqs. (97) and (98) that the two differ-
ent Riemann-Silberstein vectors F k+ and F
k
− only couple
in the presence of a diamagnetic current Jkdmc. Without
this contribution, the combined Ampe`re’s and Faraday’s
law in Riemann-Silberstein form in (101) decouple into
two three-component equations
i~
∂
∂t
F k+(~r, t) = c0
[
Sl∂l
]k
m
Fm+ (~r, t)−
i~√
20
Jkinh(~r, t)
(102)
for positive helicity fields F k+, and
i~
∂
∂t
F k−(~r, t) = −c0
[
Sl∂l
]k
m
Fm− (~r, t)−
i~√
20
Jkinh(~r, t)
(103)
for negative helicity fields F k−.
3. Helicity coupling in a linear medium
So far, we have only focused on the microscopic Maxwell’s
equations and have obtained an explicit coupling between
F k+ and F
k
− caused by the diamagnetic current. The for-
mulation in terms of integral kernels, however, allows also
to seamlessly combine a microscopic propagation with
macroscopic electrodynamics for linear media. This has
the merit that macroscopic optical elements like lenses
or mirrors can easily be incorporated in the Riemann-
Silberstein propagation. In the following, we briefly dis-
cuss this relation.
The coupling matrix K bears a direct similarity to
the Riemann-Silberstein Maxwell’s equation in a linear
medium [93, 101], where the electromagnetic fields are
described by the electric displacement field ~D(~r, t) and
the magnetic ~H(~r, t) field. In linear optics, it is assumed
that ~D and ~B depend approximately linearly on ~E and
~H
~D(~r, t) = (~r, t) ~E(~r, t) , ~B(~r, t) = µ(~r, t) ~H(~r, t) .
(104)
Here, (~r, t) and µ(~r, t) denote the electric permittiv-
ity and magnetic permeability in the medium which in
general depend on space and time. Referring to the
Riemann-Silberstein definition in vacuum in Eq. (30)
with constant vacuum electric permittivity and magnetic
permeability, the Riemann-Silberstein vector in a linear
medium ~F±,lm has to be adapted according to
F k±,lm(~r, t) =
√
(~r, t)
2
Ek(~r, t)± i
√
1
2µ(~r, t)
Bk(~r, t) .
(105)
Consequently, the speed of light in the medium also de-
pends now on space and time with
c(~r, t) =
1√
(~r, t)µ(~r, t)
. (106)
Based on this new definition for the Riemann-Silberstein
vectors in Eq. (105), Ampe`re’s and Faraday’s law for a
linear medium [102] are then given by [93, 101]
i~
∂
∂t
F(~r, t) = Hˆlm(~r, t)F(~r, t)− i~Jlm(~r, t), (107)
where the Hamiltonian Hˆlm is given by
Hˆlm(~r, t) = Hˆlm,(0)(~r, t) + Kˆlm(~r, t) . (108)
The first term describes the free evolution in the linear
medium
Hˆlm,(0)(~r, t) =
(
1 0
0 -1
)
2×2
⊗
(
− i~c(~r, t)Sm∂m
)
3×3
.
(109)
Note that, due to c(~r, t) this term contains now an ex-
plicit spatial and temporal dependence. The remaining
term Kˆlm describes the properties of the linear medium
and takes the form [93, 101]
Kˆlm(~r, t) =(
-1 -1
1 1
)
2×2
⊗
(
− i~c(~r, t)
4(~r, t)
Sm
(
∂m(~r, t)
))
3×3
+
(
-1 1
-1 1
)
2×2
⊗
(
− i ~c(~r, t)
4µ(~r, t)
Sm
(
∂mµ(~r, t)
))
3×3
+
(
-1 -1
-1 -1
)
2×2
⊗ i~ ˙(~r, t)
4(~r, t)
13×3
+
(
-1 1
1 -1
)
2×2
⊗ i~ µ˙(~r, t)
4µ(~r, t)
13×3 ,
(110)
where ˙(~r, t) and µ˙(~r, t) represent the total time deriva-
tive of (~r, t) and µ(~r, t). From the 2x2 coupling matrices
contained in Kˆlm it becomes evident that the medium is
capable to couple F k+ with F
k
−, as expected from linear
optics.
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Based on the present formulation, it is instructive to fur-
ther analyze the relation of the coupling that is induced
by the diamagnetic contribution of the current density
and the coupling that appears in linear and non-linear
media. This provides a route to directly connect micro-
scopic electrodynamics with a macroscopic formulation
and will be considered in an upcoming publication.
B. Time-evolution operator for the
Riemann-Silberstein vector
In the previous section, we have illustrated how to ex-
press Ampe`re’s law and Faraday’s law as an inhomoge-
neous Schro¨dinger-like equation in Riemann-Silberstein
form. In the following, we construct the time-evolution
operators for this equation in the homogeneous and in-
homogeneous case. We start with the homogeneous case,
i.e.,
∂
∂t
F(~r, t) = − i
~
Hˆ(~r, t)F(~r, t) . (111)
The goal is to find an expression for a time-evolution op-
erator that is acting on the Riemann-Silberstein vector
F(~r, t) in analogy to the time-evolution operator used in
quantum mechanics for matter wave functions. Since the
right hand-side of Eq. (111) contains in general an inte-
gral operator with integral kernel Hˆ, we use as ansatz for
the time-evolution operator Uˆ(t, t0) also an integral op-
erator. This operator should obey the evolution equation
∂
∂t
Uˆ(t, t0)F(~r, t0) = − i~Hˆ(~r, t)Uˆ(t, t0)F(~r, t0) , (112)
with the following boundary condition and group com-
position laws
1.) Uˆ†Uˆ = 1 ,
2.) lim
t→t0
Uˆ(t, t0) = 1 ,
3.) Uˆ(t2, t0) = Uˆ(t2, t1)Uˆ(t1, t0) .
(113)
From Eqs. (112) we then find the implicit definition
Uˆ(t, t0)F(~r, t0)−F(~r, t0) =
− i
~
t∫
t0
dt′Hˆ(~r, t′)Uˆ(t′, t0)F(~r, t0) ,
(114)
which fulfills the conditions in Eq. (113). Iterating this
equation allows to construct a series expansion for the
time evolution-operator
Uˆ(t, t0)F(~r,t0) = F(~r, t0)
+
∞∑
k=1
1
k!
(
-
i
~
)k
Tˆ
k∏
p=1
t∫
t0
dτp
∫
d3rp
τp∫
t0
dtp
ˆ¯H(~rp−1, ~rp, tp, t0)F(~rp, t0),
(115)
where we used (93), ~r0 = ~r and Tˆ is the time-ordering
operator such that earlier times go to the right. In the
homogeneous microscopic case, when the diamagnetic
current and J are zero, the time evolution equation in
Eq. (115) simplifies further to
i~
∂
∂t
F(~r, t) = Hˆ(0)F(~r, t) . (116)
In this limit the Hamiltonian HˆMx,(0) is time-independent
which allows to write the time-evolution operator for the
Riemann-Silberstein vector formally as exponential
U(0)(t, t0) = exp
[
− i
~
(t− t0)Hˆ(0)
]
, (117)
which has the familiar form of evolution operators for
matter wave functions. In the inhomogeneous case, but
with jmdc equal to zero, we start with the inhomogeneous
Schro¨dinger-like equation
∂
∂t
F(~r, t) = − i
~
Hˆ(0)F(~r, t)− J (~r, t) . (118)
Such inhomogeneous time evolution equations are also
found in quantum mechanics [103, 104], which can be
readily transferred to our Riemann-Silberstein case. By
multiplying the time-evolution operator Uˆ(0)(t, t0) with
an additional time-dependent operator Zˆ(t), we propose
F(~r, t) = Uˆ(0)(t, t0)Zˆ(t)F(~r, t0) (119)
as an ansatz for the solution of the inhomogeneous equa-
tion. The time derivative of this expression leads to the
time-evolution equation in terms of Uˆ(0)(t, t0) and Zˆ(t).
Taking Eq. (112) into account leads to
∂
∂t
Uˆ(t, t0)Zˆ(t)F(~r, t0) =
− i
~
Hˆ(0)(~r, t)Uˆ(0)(t, t0)Zˆ(t)F(~r, t0) + Uˆ(0)(t, t0)
(
∂tZˆ(t)
)
F(~r, t0) .
(120)
This equation has to be equivalent to Eq. (118) such that
the last term on the right-hand side of Eq. (120) is equal
to −J . This condition gives us that the Zˆ(t)F(~r, t0)
operation has to be equal to
Zˆ(t)F(~r, t0) = F(~r, t0)−
t∫
t0
dτ Uˆ(0)(t0, τ)J (~r, τ) .
(121)
Substituting this result into the ansatz in Eq. (119) yields
the final time-evolution equation for the inhomogeneous
Maxwell’s equation in Riemann-Silberstein form
F(~r, t) = Uˆ(0)(t, t0)F(~r, t0)−
t∫
t0
dτ Uˆ(0)(t, τ)J (~r, τ) .
(122)
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For a non-zero diamagnetic current jmdc, we have to re-
place the first term on the right-hand side of Eq. (123)
by the corresponding Eq. (115). The final equation pro-
vides the correct propagation including the diamagnetic
current and reads
F(~r, t) = Uˆ(t, t0)F(~r, t0)−
t∫
t0
dτ Uˆ(0)(t, τ)J (~r, τ) .
(123)
We note, that due to the continuity equation, the time-
evolution Eq. (123) conserves the Gauß side condition of
the electromagnetic field during the propagation.
In general, the time-evolution of the Riemann-Silberstein
vector can not be expressed analytically in closed form.
However, the form of Eq. (123) is already suitable for
a numerical time-stepping scheme. Iterating the time-
evolution (m+ 1) times for a time-step ∆t yields
F(~r, (m+ 1)∆t) = Uˆ((m+ 1)∆t,m∆t)F(~r,m∆t)
−
(m+1)∆t∫
m∆t
dτ Uˆ(0)((m+ 1)∆t, τ)J (~r, τ) .
(124)
For convergence, the length of ∆t is chosen such that the
propagation stays stable and results in an accurate evo-
lution of the Riemann-Silberstein vector with negligible
error. With this, we have now reached a numerical time-
stepping scheme for the Maxwell’s equations coupled to
microscopic as well as macroscopic matter.
1. Forward-backward coupling and time-reversal symmetry
The time-evolution of the Pauli-Fierz Hamiltonian in Eq.
(39) is given by the time-dependent Schro¨dinger equation
of the fully coupled matter-photon system. If there are
no time-dependent external fields acting on the coupled
light-matter system it is by construction time reversal
symmetric when t→ −t. This symmetry is only strictly
given, if we consider the whole coupled light-matter sys-
tem where both subsystems influence each other. Break-
ing the forward and backward coupling between matter
and electromagnetic fields also destroys the time-reversal
symmetry.
As consequence of the time-reversal symmetry for the full
photon-matter coupling, the corresponding Maxwell time
stepping has to obey the property that a reverse time
step from F(~r,m∆t) leads again to the previous result
F(~r, (m − 1)∆t). We can construct a numerical time-
evolution equation based on the enforced time-reversal
symmetry (ETRS) [99] propagator to also numerically
ensure time-reversal symmetry for the fully coupled case.
The underlying condition of the ETRS algorithm requires
that a propagation forward by one step ∆t starting from
F(~r,m∆t) and then half a step backwards with ∆t/2 is
equivalent to propagating half a step forward. As result,
a modified numerical time-evolution equation for ETRS
based on Eq. (124) takes the form
F(~r, (m+ 1)∆t) = Uˆ((m+ 1)∆t,m∆t)F(~r,m∆t)
−
(m+ 12 )∆t∫
m∆t
dτ Uˆ(0)(m∆t, τ)J (~r, τ)
+
(m+ 12 )∆t∫
(m+1)∆t
dτ Uˆ(0)((m+ 1)∆t, τ)J (~r, τ) .
(125)
The integrals in Eq. (124) and (125) can be approxi-
mated by the trapezoidal rule so that the numerical time-
evolution equations take the explicit form
F(~r, (m+1)∆t) ≈ Uˆ((m+1)∆t,m∆t)F(~r,m∆t)
− ∆t
2
Uˆ(0)((m+1)∆t,m∆t)J (~r,m∆t)
− ∆t
2
J (~r, (m+ 1)∆t) ,
(126)
for the simple direct propagation, and
F(~r,(m+1)∆t) ≈ Uˆ((m+1)∆t,m∆t)F(~r,m∆t)
− ∆t
4
Uˆ(0)((m+1)∆t,m∆t)J (~r,m∆t)
− ∆t
4
Uˆ(0)((m+1)∆t,(m+1/2)∆t)J (~r,(m+1/2)∆t)
− ∆t
4
Uˆ(0)(m∆t,(m+1/2)∆t)J (~r,(m+1/2)∆t)
− ∆t
4
J (~r,(m+1)∆t)
(127)
for the ETRS propagation.
Note, that a strict time-reversal symmetry can only be
obtained if the propagation of the matter wave function
is considered simultaneously with an ETRS scheme and if
both, matter and electromagnetic fields are coupled self-
consistently in every time-step. We provide more details
for such a self-consistent coupling in section V G.
The time step parameter ∆t has to be chosen such that
the propagation remains stable and accurate. Both cri-
teria are not defined strictly, but it is possible to reduce
the value ∆t until convergence is reached. A well-known
criterion for the time step ∆t is given by the Courant-
Friedrichs-Lewy (CFL) condition [105, 106]
∆tMx,CFL ≤ SCFL,max
c
√
1
∆x2 +
1
∆y2 +
1
∆z2
, (128)
and depends basically on the grid spacings ∆x, ∆y,
∆z for the three-dimensional grid, which is taken to be
equidistant in each dimension, and the Courant num-
ber SCFL,max. The Courant number SCFL,max varies
for different propagation methods. In case of FDTD in
three dimensions, SCFL,max is equal to one [105, 106].
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We have performed convergence tests of our Riemann-
Silberstein time-evolution and have found that we can
chose a Courant number slightly larger than one.
To summarize this section, we have introduced a for-
mulation of Maxwell’s equations in Riemann-Silberstein
form, which allows to use time-evolution techniques that
have been developed for the time-stepping of the time-
dependent Schro¨dinger equation. Since the same grid is
used for the electric and the magnetic fields, this sim-
plifies the implementation, in particular the coupling to
matter, and allows for larger time steps compared to
FDTD since higher order finite-difference discretizations
can be employed. Choosing the Hamiltonian-like kernel
Hˆ and the microscopic paramagnetic current Jkpmc, dia-
magnetic current Jkdmc and magnetization currents J
k
mc as
inhomogeneity, allows to evolve the Maxwell fields cou-
pled to matter. On the other hand, replacing Hˆ with
an integral kernel for a linear medium Hˆlm, and using
a free classical current density, allows to simulate with
the same implementation macroscopic Maxwell fields. In
principle it is also possible to combine both cases in the
same real-time simulation. Such a combined microscopic-
macroscopic propagation can be used for example to de-
scribe a molecule inside an optical cavity geometry or
nanoplasmonic systems close to an interface.
C. Maxwell boundary conditions
For the Riemann-Silberstein implementation, it is very
important to have flexible boundary conditions for the
electromagnetic fields. Since we are dealing with a fi-
nite simulation box for the radiation fields it is of course
necessary to have absorbing boundaries, such that out-
going electromagnetic fields propagate without any re-
flections at the box boundaries. While this is a standard
procedure in FDTD simulations, we emphasize here that
such absorbing boundaries effectively allow to turn our
coupled light-matter system into an open quantum sys-
tem from first principles. No artificial bath degrees of
freedom have to be introduced as commonly done in the
description of open quantum systems. Another class of
boundary conditions, that arise from the different length
scales of typical wavelengths for light and matter, are in-
cident wave boundary conditions. Such boundaries allow
to feed electromagnetic waves with much larger wave-
length into the microscopic simulation box. Finally, the
boundaries can also serve as electromagnetic detectors.
Provided the charge densities and currents of the matter
system have decayed sufficiently and are effectively zero
in the boundary region, the propagation of the electro-
magnetic fields from there on then only corresponds to a
propagation in vacuum. In other words, whatever arrives
in the boundary region would propagate to the far field
and contributes to what can be measured in the far field
by a detector.
In the following, we discuss the different types of bound-
ary conditions relevant for our coupled light-matter sim-
ulations.
1. Boundary regions
To properly define different boundary conditions, we sep-
arate the simulation box into two regions, the inner free
Maxwell-propagation region and the outer boundary re-
gion with specified Maxwell’s equation to fulfill the ap-
propriate simulation condition. Such a region splitting is
shown for a two-dimensional cut of the three-dimensional
simulation box in Fig. 1. The outer box limits are de-
termined by Lu for direction u ∈ (x, y, z), whereas the
boundary region is limited by bu. We note that Lu and
bu are always positive and the box center is always lo-
cated at the Cartesian origin. The total box dimension
in each direction is −Lu to +Lu, and the inner borders
of the free propagation region are −bu and +bu. Hence,
the area between bu < |u| < Lu describes the bound-
ary region which contains different conditions to fulfill
the corresponding simulation system which we consider
in the following.
FIG. 1. Schematic two-dimensional cut through the sim-
ulation box. The yellow area represents the inner free
Maxwell propagation area which is limited by the inner
box limits bx and by of the boundary region. The whole
box is limited by the outer limits Lx and Ly.
2. Absorbing boundaries by mask function
A simple, robust and easily applicable method for ab-
sorbing boundaries can be reached by multiplying the
Riemann-Silberstein vector after each time step by a
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mask function which decreases the electromagnetic fields
at the boundaries. A proper mask function f1Dmask(u) in
direction u ∈ (x, y, z), which is already implemented in
Octopus and satisfies the condition of damping the fields
smoothly in the boundary region, is given by [95]
f1Dmask(u) =
{
1 for |u| ≤ bu
1− sin
(
pi|u−bu|
2|Lu−bu|
)2
for bu < |u| < Lu .
(129)
For a three-dimensional simulation box, the correspond-
ing mask function f3Dmask(x, y, z) is factorized into three
one-dimensional mask functions for each direction and
therefore takes the form
f3Dmask(x, y, z) = f
1D
mask(x) · f1Dmask(y) · f1Dmask(z) . (130)
The only parameter that improves the absorbing effect of
the mask function is the boundary width Lu − bu in the
corresponding direction. In case of relatively large ab-
sorbing boundary regions and small outgoing electromag-
netic field amplitudes compared to the inner box fields,
absorbing boundaries in terms of mask functions are a
simple and effective method for simulating open Maxwell
systems. Whenever larger electromagnetic field ampli-
tudes have to be absorbed, or when using larger padding
regions for the mask function become computationally
too costly, it becomes advantageous to use a perfectly
matched layer, which we discuss next.
3. Absorbing boundaries by perfectly matched layer
A more accurate method for open Maxwell systems is
the perfectly matched layer (PML) absorbing boundary
condition. We have implemented such a PML anal-
ogous to the Bere`nger layer for the Yee finite differ-
ence time domain algorithm [98, 107], but now modi-
fied for the Riemann-Silberstein Maxwell propagation.
The basic idea of the Bere`nger layer is to complement
Maxwell’s equations with an artificial lossy layer, which is
described by a non-physical electric conductivity σel and
non-physical magnetic conductivity σmag. These conduc-
tivities are defined such as to yield minimal reflections at
the boundaries, but have no physical meaning otherwise.
The loss due to the conductivity parameters is linear in
the corresponding ~E(~r, t) and ~B(~r, t), so that Faraday’s
and Ampe`re’s law without current density take the form
∂tE
k(~r, t) = − 1
0µ0
klm∂lBm(~r, t)− σelEk(~r, t) , (131)
∂tB
k(~r, t) = klm∂lEm(~r, t)− σmagBk(~r, t) . (132)
We note here, that the PML is in principle not restricted
to vacuum conditions but also valid for other homoge-
neous dielectric conditions. In other words, the Riemann-
Silberstein PML that we have implemented also works in
a linear medium, but with the constraint that  and µ,
and consequently c are constant at the border and inside
the boundaries. Transforming Eq. (78-79) to frequency
domain, where F˜ denotes the Riemann-Silberstein vec-
tor in frequency space, leads to the underlying Riemann-
Silberstein Maxwell’s equation for the absorbing layer
− ωF˜ k±(~r, ω) = ∓c0klm∂lF˜±,m(~r, ω)
− i 1
2
σe
(
F˜ k+(~r, ω) +F˜
k
−(~r, ω)
)
∓ i 1
2
σmag
(
F˜ k+(~r, ω)−F˜ k−(~r, ω)
)
,
(133)
where the first term on the right-hand side describes the
curl operation. The principle of a PML is to propagate
the respective field components in the absorbing bound-
ary region which are necessary for a correct propagation
inside the free Maxwell region, and to damp the remain-
ing components without causing strong reflections back
into the free Maxwell region. For this purpose, Bere`nger’s
method splits up Maxwell’s equations for each direction
in two equations which form the basis for the so-called
split PML [98, 107, 108]. The field component in k-
direction is split into one component for l and one for
m with k 6= l 6= m, so that the vector k component F˜ k±
is given by
F˜ k±(~r, ω) = F˜
k,(l)
± (~r, ω) + F˜
k,(m)
± (~r, ω) . (134)
The field component F˜ k± is split such that the F˜
k,(l)
± part
is responsible for the field propagation parallel to direc-
tion l and accordingly F˜
k,(m)
± parallel to direction m. In
other words, there are two separate propagations which
simulate only the free propagation along the correspond-
ing direction. Thus, one propagation could be where the
field enters the PML region while the other part is still
in the free propagation box. The damping of the fields is
applied by the electric and magnetic conductivities σel,
σmag which are artificially modified and depend now on
the splitted direction, i.e., l direction for F˜
k,(l)
± , not the
field direction. In addition, each equation only contains
one part of the two curl terms. Applying all these con-
siderations to the six components of the Maxwell’s equa-
tions in Riemann-Silberstein form yields twelve relations
for the PML. Explicitly, the two equations for the x com-
ponent in equation (133) are
−ωF˜ x,(y)± (~r, ω) = ±c0∂y
(
F˜
z,(x)
± (~r, ω)+F˜
z,(y)
± (~r, ω)
)
− i 1
2
σ
(y)
el
(
F˜
x,(y)
+ (~r, ω)+F˜
x,(y)
− (~r, ω)
)
∓ i 1
2
σ(y)mag
(
F˜
x,(y)
+ (~r, ω)−F˜ x,(y)− (~r, ω)
)
,
(135)
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−ωF˜ x,(z)± (~r, ω) = ∓c0∂z
(
F˜
y,(x)
± (~r, ω)+F˜
y,(z)
± (~r, ω)
)
− i 1
2
σ
(z)
el
(
F˜
x,(z)
+ (~r, ω)+F˜
x,(z)
− (~r, ω)
)
∓ i 1
2
σ(z)mag
(
F˜
x,(z)
+ (~r, ω)−F˜ x,(z)− (~r, ω)
)
,
(136)
for the y component
−ωF˜ y,(z)± (~r, ω) = ±c0∂z
(
F˜
x,(y)
± (~r, ω)+F˜
x,(z)
± (~r, ω)
)
− i 1
2
σ
(z)
el
(
F˜
y,(z)
+ (~r, ω)+F˜
y,(z)
− (~r, ω)
)
∓ i 1
2
σ(z)mag
(
F˜
y,(z)
+ (~r, ω)−F˜ y,(z)− (~r, ω)
)
,
(137)
−ωF˜ y,(x)± (~r, ω) = ∓c0∂x
(
F˜
z,(x)
± (~r, ω)+F˜
z,(y)
± (~r, ω)
)
− i 1
2
σ
(x)
el
(
F˜
y,(x)
+ (~r, ω)+F˜
y,(x)
− (~r, ω)
)
∓ i 1
2
σ(x)mag
(
F˜
y,(x)
+ (~r, ω)−F˜ y,(x)− (~r, ω)
)
,
(138)
and for the z component
−ωF˜ z,(x)± (~r, ω) = ±c0∂x
(
F˜
y,(x)
± (~r, ω)+F˜
y,(z)
± (~r, ω)
)
− i 1
2
σ
(x)
el
(
F˜
z,(x)
+ (~r, ω)+F˜
z,(x)
− (~r, ω)
)
∓ i 1
2
σ(x)mag
(
F˜
z,(x)
+ (~r, ω)−F˜ z,(x)− (~r, ω)
)
,
(139)
−ωF˜ z,(y)± (~r, ω) = ∓c0∂y
(
F˜
x,(y)
± (~r, ω)+F˜
x,(z)
± (~r, ω)
)
− i 1
2
σ
(y)
el
(
F˜
z,(y)
+ (~r, ω)+F˜
z,(y)
− (~r, ω)
)
∓ i 1
2
σ(y)mag
(
F˜
z,(y)
+ (~r, ω)−F˜ z,(y)− (~r, ω)
)
.
(140)
Analogous to Bere`nger’s split field PML derivation for
the Yee-Algorithm, we want to include also in our case
the frequency ω and the electric and magnetic conductiv-
ity σel and σmag in a factor multiplied by the correspond-
ing split field [98, 107, 108] before we recombine the two
split field equations. Using the two factors
η˜(l)(ω) = − iω(σ
(l)
el + σ
(l)
mag − 2iω)
2(σ
(l)
el − iω)(σ(l)mag − iω)
, (141)
ξ˜(l)(ω) =
iω(σ
(l)
mag − σ(l)el )
2(σ
(l)
el − iω)(σ(l)mag − iω)
, (142)
the system of the split equations in Eqs. (135 - 140) can
be rearranged equivalently to
−ωF˜ x,(y)± (~r, ω) = ±c0η˜(y)(ω)∂y
(
F˜
z,(x)
± (~r, ω)+F˜
z,(y)
± (~r, ω)
)
± c0ξ˜(y)(ω)∂y
(
F˜
z,(x)
∓ (~r, ω)+F˜
z,(y)
∓ (~r, ω)
)
,
(143)
−ωF˜ x,(z)± (~r, ω) = ∓c0η˜(z)(ω)∂z
(
F˜
y,(x)
± (~r, ω)+F˜
y,(z)
± (~r, ω)
)
∓ c0ξ˜(z)(ω)∂z
(
F˜
y,(x)
± (~r, ω)+F˜
y,(z)
± (~r, ω)
)
(144)
for the x component, and
−ωF˜ y,(z)± (~r, ω) = ±c0η˜(z)(ω)∂z
(
F˜
x,(y)
± (~r, ω)+F˜
x,(z)
± (~r, ω)
)
± c0ξ˜(z)(ω)∂z
(
F˜
x,(y)
∓ (~r, ω)+F˜
x,(z)
∓ (~r, ω)
)
,
(145)
−ωF˜ y,(x)± (~r, ω) = ∓c0η˜(x)(ω)∂x
(
F˜
z,(x)
± (~r, ω)+F˜
z,(y)
± (~r, ω)
)
∓ c0ξ˜(x)(ω)∂x
(
F˜
z,(x)
± (~r, ω)+F˜
z,(y)
± (~r, ω)
)
(146)
for the y component, and
−ωF˜ z,(x)± (~r, ω) = ±c0η˜(x)(ω)∂x
(
F˜
y,(x)
± (~r, ω)+F˜
y,(z)
± (~r, ω)
)
± c0ξ˜(x)(ω)∂x
(
F˜
y,(x)
∓ (~r, ω)+F˜
y,(z)
∓ (~r, ω)
)
,
(147)
−ωF˜ z,(y)± (~r, ω) = ∓c0η˜(y)(ω)∂y
(
F˜
x,(y)
± (~r, ω)+F˜
x,(z)
± (~r, ω)
)
∓ c0ξ˜(y)(ω)∂y
(
F˜
x,(y)
± (~r, ω)+F˜
x,(z)
± (~r, ω)
)
(148)
for the z component. Finally, adding each of the two
Eqs. (143-144), (146-145), and (147-148) using Eq. (134)
yields the PML equations in frequency domain for the
Riemann-Silberstein representation
−ω
(
F˜ k+(~r, ω)
F˜ k
′
− (~r, ω)
)
= c0

∑
l,m
−klmη˜l(ω)∂lF˜+,m(~r, ω)∑
l′,m′
klmη˜l′(ω)∂l′ F˜−,m′(~r, ω)

+ c0

∑
l,m
−klmξ˜l(ω)∂lF˜−,m(~r, ω)∑
l′,m′
k
′l′m′ ξ˜l′(ω)∂l′ F˜+,m′(~r, ω)
 .
(149)
In our PML implementation for simplicity, we do not
introduce new correction terms in η˜(l) or ξ˜(l) to improve
the PML and to reduce low-frequency reflections like it
is commonly applied for the Yee algorithm [98, 107, 108].
While such extensions are possible in future refinements
of our implementation, we found the simple form without
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correction terms already to provide good absorbance at
the boundaries. By back transforming Eq. (149) from
frequency domain into time domain, we arrive at
η(l)(t) = δ(t)− 1
2
(
σ
(l)
el e
−σ(l)el t + σ(l)mage
−σ(l)magt
)
Θ(t)
= δ(t) + ζ(t)Θ(t) ,
(150)
ξ(l)(t) = −1
2
(
σ
(l)
el e
−σ(l)el t − σ(l)mage−σ
(l)
magt
)
Θ(t)
= ξ(t)Θ(t) .
(151)
The electric conductivity σel and the magnetic conduc-
tivity σmag have to be chosen such that the reflection be-
comes minimal. As is well-known in FDTD [98, 107, 108],
the relation between the electric conductivity σel and the
magnetic conductivity σmag to minimize the reflection
coefficient has to obey
σel
0
=
σmag
µ0
(152)
at the border between the free Maxwell simulation box
and the absorbing boundaries. Using this relation be-
tween the two conductivities, it is convenient to use only
one conductivity with σ = σel, and the updated forms of
the expressions ζ(l)(t), and ξ(l)(t) are
ζ(l)(t) = −1
2
σ(l)e−σ
(l)t
(
1 +
µ0
0
e−(µ0/0−1)σ
(l)t
)
,
(153)
ξ(l)(t) = −1
2
σ(l)e−σ
(l)t
(
1− µ0
0
e−(µ0/0−1)σ
(l)t
)
,
(154)
As a result, the back transformation of Eq. (149) becomes
ic0∂0
(
F k+(~r, t)
F k
′
− (~r, t)
)
= c0

∑
l,m
−klm
(
δ ∗ ∂lF+,m(~r)
)
(t)
∑
l′,m′
k
′l′m′
(
δ ∗ ∂l′F−,m′(~r)
)
(t)

+ c0

∑
l,m
−klm
(
ζ(l) ∗ ∂lF+,m(~r)
)
(t)
∑
l′,m′
k
′l′m′
(
ζ(l
′) ∗ ∂l′F−,m′(~r)
)
(t)

+ c0

∑
l,m
−klm
(
ξ(l) ∗ ∂lF−,m(~r)
)
(t)
∑
l′,m′
k
′l′m′
(
ξ(l
′) ∗ ∂l′F+,m′(~r)
)
(t)
 .
(155)
which contains several convolutions in time. Whereas the
first convolution on the right-hand side in (155) is simply(
δ ∗ ∂lF±,m(~r)
)
(t) = ∂lF±,m(~r, t) , (156)
the remaining convolutions are explicitly given by
(
ζ(l) ∗ ∂lF±,m(~r)
)
(t) =
t∫
0
ζ(l)(t− τ)F±,m(~r, τ)dτ ,
(157)
(
ξ(l) ∗ ∂lF±,m(~r)
)
(t) =
t∫
0
ξ(l)(t− τ)F±,m(~r, τ)dτ .
(158)
This completes the construction of the PML for our
Riemann-Silberstein formulation. Since we have al-
ready illustrated how to include a linear medium in the
Riemann-Silberstein time-evolution in the previous sec-
tions, it becomes now straight forward to combine the
PML with our existing implementation. Adding the ad-
equate PML expressions to the integral kernel for the
Riemann-Silberstein Hamiltonian ˆ¯H in Eq. (94), we ar-
rive at a propagation scheme with perfectly matched
layer boundaries
ˆ¯HPML(~r, ~r ′, t, t′) = ˆ¯H(0)(~r, ~r ′, t, t′) + ˆ¯K(~r, ~r ′, t, t′)
+ δ(~r − ~r ′)δ(t− t′)Gˆ(~r ′, t)F(~r ′, t′) ,
(159)
with
Gˆ(~r, t)F(~r, t) =
t∫
0
dτ Gˆ(~r, t, τ)F(~r, τ) , (160)
where the 6x6 PML matrix ˆ¯G(~r, t, τ) is given by
ˆ¯G(~r, t, τ) =
(
1 0
0 −1
)
2×2
⊗
(
−i~c0
[
3∑
k=1
ζ(k)(t− τ)Sk∂k
])
3×3
+
(
0 −1
1 0
)
2×2
⊗
(
−i~c0
[
3∑
k=1
ξ(k)(t− τ)Sk∂k
])
3×3
.
(161)
The left factor of the second Kronecker product in
Eq. (161) has entries in the off-diagonal, and therefore
the two Riemann-Silberstein vectors ~F± always couple in
the PML region.
In principle, the PML terms in Eq. (159) have to be
calculated for each time step, which massively increases
computational cost. However, taking a closer look at
Eqs. (157) and (158), we notice that the two functions
ζ(k)(t − τ) and ξ(k)(t − τ) contain exponential factors.
Therefore it is possible to obtain a rather accurate ap-
proximation of the terms by using a recursive-convolution
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method [109] with finite time steps ∆t. The recursive-
convolution method allows to express integrals of the
form
g(t) =
t∫
0
dτe−α(t−τ)f1(t− τ)f2(τ) (162)
in terms of
g(m∆t) =
m∆t∫
0
dτe−α((m+1)∆t−τ)f1((m+ 1)∆t− τ)f2(τ)
= e−α∆t
(m−1)∆t∫
0
dτe−α((m−1)∆t−τ)f1((m− 1)∆t− τ)f2(τ)︸ ︷︷ ︸
g((m−1)∆t)
+
m∆t∫
(m−1)∆t
dτe−α((m−1)∆t−τ)f1((m− 1)∆t− τ)f2(τ)
= e−α∆tg((m− 1)∆t)
+
m∆t∫
(m−1)∆t
dτe−α((m+1)∆t−τ)f1((m+ 1)∆t− τ)f2(τ) ,
(163)
where we have taken t = m∆t. For finite yet sufficiently
small time steps ∆t, it can be assumed that the func-
tion f2(τ) in the last integral term on the right-hand
side of equation (163) is constant. This allows to take
f2((m − 1)∆t) outside of the integral. In the next step,
we substitute α = σ and the functions f1(t) and f2(t)
with the corresponding ones in Eq. (157) and Eq. (158).
Therefore, we obtain f1,+,l(t), f2,+,l(t) for Eq. (157) and
f1,−,l(t), f2,−,l(t) for Eq. (158) with
f1,±,l(t) = −1
2
σ(l)
(
1± µ0
0
e−(µ0/0−1)σ
(l)t
)
, (164)
f2,±,l(t) = ∂lF l±(~r, t) . (165)
However, the above recursive convolution applied to
Eqs. (159) and (161) does not allow to express the term
GˆF in Eq. (159) as a matrix vector multiplication with
an approximated matrix Gˆ and vector F . Nevertheless,
it is possible to replace the whole GˆF term by a 6x6
dimensional matrix, denoted as G˜
G˜(m∆t) = −i~c0
(
g˜k,l(m∆t) g˜k,l′(m∆t)
g˜k′,l(m∆t) g˜k′,l′(m∆t)
)
. (166)
The matrix G˜ contains four 3x3 dimensional matrices,
which are defined recursively and depend on the current
t = j∆t and the previous time t′ = (j − 1)∆t. These
recursive matrices are given by
g˜k,l(m∆t) = akg˜k,l((m−1)∆t)δkl
− b+,kqlp∂pF+(~r,m∆t)δkq ,
g˜k,l′(m∆t) = akg˜k,l′((m−1)∆t)δkl′
− b+,kql′p∂pF+(~r,m∆t)δkq ,
g˜k′,l(m∆t) = −ak′ g˜k′,l((m+1)∆t)δk′l
− b−,k′qlp∂pF−(~r,m∆t)δk′q ,
g˜k′,l′(m∆t) = −ak′ g˜k′,l′((m+1)∆t)δk′l′
− b−,k′qlp∂pF−(~r,m∆t)δk′q .
(167)
The auxiliary variables ak and b±,k result from the last
line of Eq. (163). Adapting them to the corresponding
PML equation yields
ak = e
−σ(k)∆t , (168)
b±,k =
1
2
e−2σ∆t
(
1− eσ∆t)± 1
2
e
−2µ00 σ∆t
(
1− e
µ0
0
σ∆t
)
(169)
Collecting all steps, we can express the Maxwell
Riemann-Silberstein Hamiltonian HˆPML from Eq. (159)
in discretized form
ˆ¯HPML(~r, ~r ′,m∆t, t′) = ˆ¯H(0) + Kˆ(~r, ~r ′,m∆t, t′) + G˜(~r,m∆t) .
(170)
With this definition it is then straightforward to insert
the above PML expression ˆ¯HPML in the Maxwell prop-
agator Uˆ of the numerical propagation equations in Eq.
(126) or Eq. (127) to enable the simulation of open quan-
tum systems via PML absorption.
In the last step, we have to determine the conductivity
σ(u) adequately to get an optimal PML. In FDTD, sev-
eral useful profiles for the conductivity σ(u) were found
and we have chosen for our Riemann-Silberstein PML the
FDTD polynomial grading profile which has the form [98]
σ(u)(u) =
( |u| − bu
Lu − bu
)q
σ(u),max (171)
with direction coordinate u ∈ (x, y, z) where bu and Lu
denote the corresponding boundary dimensions in Fig.
1. The last variable σmax for the grading profile is deter-
mined by
σ(u),max = −(q + 1)ln(R(0))
2µ(Lu − bu) , (172)
where the tolerated reflection error for normal angle inci-
dence equal to zero can be set manually. The parameter
q for the grading profile is usually set in a range between
2.0 ≤ q ≤ 4.0 to get numerically sufficient absorbance.
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4. Incident waves boundaries
A very frequently found experimental situation corre-
sponds to cases where the matter system is a molecule
or nanoparticle on the scale of a few tens or hundreds
of A˚ngtro¨ms, while the incident laser fields are typically
in the infrared, optical, or ultraviolet range. This corre-
sponds to a spatial extension of the optical waves which
is a few orders of magnitude larger than the matter sys-
tem. Simulating both, radiation and matter, in the same
simulation box, would therefore require boxes with an
unfeasible size. In addition, the used light pulse can fre-
quently be approximated with a mathematically closed
description such that the time-evolution is known ana-
lytically. For such situations, it is not necessary to chose
a large Maxwell simulation box such that the external
light signal is completely inside the box. A convenient
method to simulate such electromagnetic waves in our
Riemann-Silberstein simulation box can be obtained by
using the boundary region to match with the outside free
evolution of, e.g., a laser pulse, by updating the values of
the grid points according to the Dirichlet boundary con-
ditions of the free evolution. In Fig. 2, we illustrate such
a scenario. We show in a 2D cut the analytically cal-
culated outer frame around the simulation box. In the
interior region a Gaussian shaped pulse envelope prop-
agates parallel to its wavevector ~k, which is performed
numerically. The transition between analytical bound-
ary and numerical electromagnetic wave in the interior is
seamless.
In general, an arbitrary shaped analytical wave can be
obtained by a superposition of different linearly indepen-
dent waves with
Fpw(~r, t) =
∑
i
Fpw,(i)exp
(
i(−kl(i)rl − ω(i)t)
)
, (173)
where the ith wave is represented by its wavevector ~k(i)
and frequency ω(i) and by a Riemann-Silberstein vec-
tor Fpw,(i) as initial vector. We select the width of the
boundary region where this incident analytical wave is
prescribed as Dirichlet boundary condition according to
the number of the grid points that are used for the stencil
of the finite-difference discretization. In this way arte-
facts at the interface of boundary region and interior re-
gion can be avoided.
We emphasize here that the incident plane-wave bound-
ary condition amounts to simulating an open quantum
system since energy enters the system through the ana-
lytically prescribed boundaries. Time-reversal symmetry
does not hold for open systems, especially in the presence
of magnetic fields, and consequently the ETRS propaga-
tor in Eq. (127) does not hold. However, we assume in the
present work that the full coupled Hamiltonian stays ap-
proximately time-reversal since the main breaking of the
symmetry arises if we consider the magnetic field propa-
gation without any back reaction of the matter.
FIG. 2. The figure shows an incident wave simulation
where Dirichlet boundary conditions are imposed in the
green boundary area. In the shown example, an electro-
magnetic plane wave is approaching the simulation box.
The analytically known values for electric and magnetic
fields of the plane wave are updated in the boundary re-
gion in each time step and in the interior region of the
simulation box we solve Maxwell’s equations in Riemann-
Silberstein form numerically.
The incident waves boundaries give us also the opportu-
nity to simulate pump-probe experiments if we propagate
two different signals with arbitrary angles and time delay
that hit the molecule and calculate the resulting electro-
magnetic field.
5. Incident waves boundaries plus absorbing boundaries
The incident waves boundaries that we just introduced
allow to simulate signals that enter the simulation box.
On the other hand, the PML dampens all outgoing elec-
tromagnetic fields. However, for most purposes it is de-
sirable to combine both boundary conditions. Due to the
analytical behavior of the incident waves, we know the
incoming fields for all times. In addition, the outgoing
electromagnetic signals should not cause any reflection at
the boundaries. In the previous section, we have shown
how the PML looks like only for the absorbing boundary
condition. Since the Maxwell’s equations for the incom-
ing fields is just linear we can add it to the matter-coupled
(internal) field that is absorbed at the boundaries. At the
same time, if we have given the total electromagnetic field
(internal and incoming fields) we can easily subtract the
incoming field in the whole simulation box to determine
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the internal fields. This allows us to apply the PML only
to the internal fields of the coupled light-matter system.
To combine incident waves with absorbing boundaries,
we therefore split the boundary region into two regions:
an outer region for the incident waves, and an inner one
for the PML as it is shown in Fig. (3).
FIG. 3. In the 2-dimensional cut of the simulation box
with total dimensions Lx, and Ly, the boundary region
is split into two subareas with analytical waves and PML
boundary conditions. The outer boundaries with the limits
Lx, bx, and Ly, by are the analytical waves boundaries,
whereas the inner boundaries determined by ax, bx, and
ay, by build the PML region.
A time step is then performed such that first the freely
propagating wave that arises from the incident wave is
subtracted from the numerically propagated Riemann-
Silberstein vector. Next, the PML is applied to the re-
maining field. In the last step, the freely propagating
wave is added again to the field. We note, that there are
two options to compute the values of the incident field.
As first option, one uses simply the analytical wave val-
ues for the current time step. The second option requires
a second auxiliary propagation, where the incident wave
is propagated on the numerical grid, however, without
any coupling to the matter. In other words, in this case,
the free wave propagation is calculated by the discretized
Maxwell time-evolution operator. This method avoids
numerical reflection artefacts at the boundary due to the
fact that there are always small numerical discrepancies
between the analytical wave and a numerically calculated
one.
FIG. 4. A small blue closed area at boundaries of the
inner free Maxwell propagation area illustrates the detector
region, where the included grid point values are used to
analyze the Maxwell far-field.
D. Time-evolution operator for Kohn-Sham
orbitals
Since various time-stepping schemes for the time-
dependent Kohn-Sham equations are already well estab-
lished and have been extensively discussed in the litera-
ture [99, 110], we here only briefly summarize the basic
equations and introduce the corresponding notation.
According to Eq. (68), the one-particle MPKS Hamilto-
nian takes the form
hˆ
(n)
MPKS = −
1
2M(n)
P˜k(n)P˜(n),k + q(n)
(
a0 + a0Mxc
)
− q(n)~
2M(n)c
S
(n)
k
[
klp∂l
(
ap + a
Mxc
p
)]
,
(174)
where the canonical momentum is given by
P˜k(n) = −i~∂k +
q(n)
c
(
ak + akMxc
)
.
Summing these one-particle non-interacting Hamiltoni-
ans hˆ
(n)
MPKS(~ri), gives the non-interacting many-particle
MPKS Hamiltonian for the species n, i.e.,
Hˆ
(n)
MPKS =
∑
i
hˆ
(n)
MPKS(~ri) . (175)
The time evolution of the Kohn-Sham orbitals φ(n,i) from
starting time t0 to time t is given by
φ(n,i)(~r, t) = uˆ
(n)
MPKS(t, t0)φ(n,i)(~r, t0), (176)
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where uˆ
(n)
MPKS(t, t0) denotes the corresponding time-
ordered MPKS time-evolution operator for the species
n
uˆ
(n)
MPKS(~r, t, t0) = Tˆ exp
−i t∫
t0
dτ hˆ
(n)
MPKS(~r, τ)
 . (177)
Based on this, the Kohn-Sham wave function evolves in
time according to
Φ(n)(t) = Uˆ (n)(t, t0)Φ
(n)(t0), (178)
where
Uˆ (n)(t, t0) = ⊗N(n)q=1 uˆ(n)MPKS(~rq, t, t0), (179)
and N (n) denotes the number of occupied Kohn-Sham
orbitals for species (n). Note that the evolution oper-
ators do not need to be (anti-)symmetrized, since the
symmetry of the initial state is kept.
For our coupled Maxwell-Kohn-Sham system, we want
to use for both, matter and radiation, consistent time-
evolution techniques. We therefore select, as in the
case of the Riemann-Silberstein time-stepping, the ETRS
time-evolution operator to propagate the Kohn-Sham or-
bitals. The numerical ETRS time-evolution equation
for the (m + 1)∆t time step of the Kohn-Sham orbital
φ(n,i)(~r, (m+ 1)∆t) is given by
φ(n,i)(~r,(m+1)∆t)
= uˆ
ETRS,(n)
MPKS ((m+1)∆t,m∆t)φ(n,i)(~r,m∆t)
(180)
where we have introduced the ETRS time-evolution
operator[99]
uˆ
ETRS,(n)
MPKS ((m+1)∆t,m∆t) =
exp
[
− i∆t
2
hˆ
(n)
MPKS((m+1)∆t)
]
exp
[
− i∆t
2
hˆ
(n)
MPKS(m∆t)
]
.
(181)
Similar to the Maxwell time-evolution, the time step pa-
rameter ∆t has to be selected to yield a stable and accu-
rate propagation. However, in contrast to the Maxwell
system, there is no CFL criterion for the Kohn-Sham
evolution since the speed of matter waves in our non-
relativistic setting is not capped by the speed of light.
Nevertheless, since we restrict our considerations to low-
energy problems where the non-relativistic approxima-
tion is justified, by construction the Kohn-Sham orbitals
evolve much slower than the speed of light. Hence, the
maximum ∆t is in most cases much larger than the one
for the Maxwell fields (for more details see the different
case studies presented below).
E. Full minimal coupling and multipole expansion
In this section we discuss the different levels of theory
that can be used to couple light and matter.
Full minimal coupling extends the Dirac equation to in-
clude the coupling to an electromagnetic field, taking
both, Lorentz- and gauge-invariance into account. Al-
though we partially violate the Lorentz-invariance prop-
erty in our non-relativistic limit that leads to the MPKS
approach based on the Hamiltonian in Eq. (174), it
still represents an accurate approximation provided the
kinetic-energies of the particles are well below relativistic
values. In that case higher-order relativistic corrections
to the Pauli equation become important. Such semi-
relativistic version of the Pauli-Fierz Hamiltonian exist
and can then be used instead. But for most applications
we envision, the MPKS approach should be sufficiently
accurate. Let us in the following see how we get from this
full minimal-coupling description to simplified couplings
that are often employed and that we want to use later
to investigate the influence of these approximations on
physical processes and observables.
As first step, we separate the Hamiltonian of Eq. (182)
into a kinetic Hamiltonian Hˆkin and an interacting
Hamiltonian Hˆint which includes Maxwell and matter
variables
Hˆ
(n)
MPKS = Hˆ
kin,(n)
MPKS + Hˆ
int,(n)
MPKS =
∑
i
hˆ
kin,(n)
MPKS +
∑
i
hˆ
int,(n)
MPKS ,
(182)
where the kinetic piece is given by
hˆ
kin,(n)
MPKS =
~2
2M(n)
∂k∂k , (183)
and the light-matter coupling is contained in
hˆ
int,(n)
MPKS =
−i~q(n)
M(n)
akKS∂k +
q2(n)
2M(n)
akKSaKS,k + q(n)a
0
KS
− q(n)~
2M(n)c0
σk
klm∂laKS,m .
(184)
The total vector potential aµKS = a
µ + Aµ + aµxc in
Eq. (184) is determined by the Riemann-Silberstein
vector via Eq. (91) or (92). We note here, that the
total vector potential, especially the scalar potential
component a0KS, in principle includes all electronic and
nuclear potentials.
In many applications, the full minimal coupling is expen-
sive to calculate or not needed since the length scales of
matter and radiation differ vastly. Therefore, the mini-
mal coupling is often approximated by a multipole expan-
sion using the electric and magnetic fields variables. As is
well-known, the ubiquitous electric dipole approximation
is equivalent to the lowest order term of this multipole
expansion. Since this type of multipole approximations
are ubiquitous in quantum physics it is very interesting
to investigate how observables change order-by-order. In
the following, we briefly summarize the derivation of the
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multipole expansion based on the Power-Zienau-Woolley
transformation (cf. chapter 5.2 of Ref. [6]) and adapt it
to the present MPKS case. As a first step, we introduce
the polarization
~P (n)(~r) =
q(n)
c0
∑
i
~ri
1∫
0
δ(~r − α~ri)dα . (185)
In Coulomb gauge with ~∇·~aKS = 0, the vector potential is
always transversal and hence the unitary Power-Zienau-
Woolley transformation UˆPZW is defined by
UˆPZW = exp
[
i
~
∫
d3r ~P
(n)
⊥ (~r) · ~aKS(~r, t)
]
= exp
 iq(n)
~c0
∑
i
1∫
0
~ri · ~aKS(α~ri, t)dα
 . (186)
By then using the MPKS equation, however, transformed
with the unitary operator UˆPZW for the wave function
Φ′(n) = Uˆ−1PZWΦ
(n), leads together with
Uˆ−1PZW ~∇iUˆPZW = ~∇i +
iq(n)
~c0
1∫
0
(
~∇i~ri · ~aKS(α~ri, t)dα
)
,
(187)
as well as an extra term due to ∂tUˆ
−1
PZW(t) to
i~∂tφ′(n,i)(~rs(n), t)
=
{
1
2M(n)
(
−i~~∇+ q(n)
c0
∫ 1
0
α~r ×~bKS(α~r, t)dα
)2
+ q(n)a
0
KS(~r, t) + q(n)
∫ 1
0
~r · ~E⊥,KS(α~r, t)dα
− q(n)~
2M(n)
~S(n) ·~bKS(~rs(n), t)
}
φ′(n,i)(~r, t).
(188)
In this form it becomes easy to perform a multipole ex-
pansion for the electric dipole term
hˆ
ED,(n)
MPKS (~r, ~r0) = q(n) ~r · ~E⊥,KS(~r0, t) (189)
the magnetic dipole term
hˆ
MD,(n)
MPKS (~r, ~r0) = i
q(n)~
Mnc0
~bKS(~r0, t) ·
(
~ri × ~∇
)
(190)
and the electric quadrupole term
hˆ
EQ,(n)
MPKS (~r, ~r0) =
1
2
q(n)
(
~r · ~∇
)
~r ·
(
~E⊥,KS(~r, t)
) ∣∣∣∣
~r=~r0
(191)
(192)
all expanded around a point ~r0, which can be chosen in
good approximation either as center of mass or center of
charge of the matter system. We note that we here used
a multipole expansion based on classical (Kohn-Sham)
fields. Without time-dependence in the classical-field
case no electric transversal field can appear. If we in-
stead performed the Power-Zienau-Woolley transforma-
tion on the quantized level (so the field in Eq. (186) is
a time-independent operator) two major differences ap-
pear: First, instead of with electric fields we work with
displacement fields and a novel term, the dipole self-
energy term appears [6, 111]. This term is physically
and mathematically necessary. Secondly, since the fields
are now (unbounded) operators, the Taylor expansion
in its usual form is not applicable. Thus in the case of
a Power-Zienau-Woolley transformation with quantized
fields extra care needs to be taken [64, 111].
For our present MPKS implementation, we have ne-
glected higher order multipole terms that contain non-
linear orders of Maxwell-field variables and the Stern-
Gerlach term. Whereas the magnetic dipole term de-
pends on the total magnetic field, the electric dipole
and quadrupole terms depend only on the transverse
component of the electric field. Consequently, we have
to decompose the Riemann-Silberstein vector into its
transverse and longitudinal components. In general, the
Helmholtz-decomposition for the Riemann-Silberstein
vector is
~F⊥(~r, t) = ~∇×
∫
V
~∇~r′ × ~F (~r ′, t)
4pi|~r − ~r ′| d~r
′
− 1
4pi
∮
S
~ˆn×
~F (~r ′, t)
4pi|~r − ~r ′|dS
′
(193)
The first term on the right-hand side of Eq. (193) can
be computed efficiently by a Poisson solver since it is
the solution of the Poisson equation. The second inte-
gral in Eq. (193) is a surface integral which is necessary,
if the Riemann-Silberstein vector does not vanish at the
simulation box boundaries, such as for, e.g., periodic sys-
tems. Since the Riemann-Silberstein vector in the mul-
tipole Hamiltonian does only depend on the expansion
point ~r0 of the multipole expansion and its correspond-
ing Riemann-Silberstein vector inside the box, it is suffi-
cient to calculate the values of the surface integral only
for the stencil points that correspond to the expansion
center ~r0 of the multipole expansion. This reduces the
computational cost for the boundary term significantly.
F. Multi-scale implementation
In the previous sections we have already seen that the
time-evolution for matter and electromagnetic fields can
be expressed mathematically in a very similar way. While
both share a similar Schro¨dinger-type form, the physical
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parameters for many applications of the theory imply
rather different length scales for light and matter. For
example, when molecular systems interact with infrared,
optical, or ultraviolet laser pulses, the matter wave func-
tions are mainly localized in a relatively small volume
with possibly rather strong fluctuations. In contrast, the
Maxwell fields that result from typical experimental res-
onators are localized on the scale of the pulse envelope
and are often smoother than the matter wave functions.
For optical lasers, the length scales of radiation and mat-
ter waves differ by about two or three orders of magni-
tude. To handle such situations we use a finer grid for the
matter wave functions and coarser grids for the Riemann-
Silberstein vector. Our MPKS implementation in Octo-
pus is however not restricted to such laser-molecule in-
teraction applications. In the following, we introduce the
possible combinations of matter and Maxwell grids that
can be selected for MPKS simulations with Octopus.
1. Multi-grid types
In Fig. 5, we illustrate the different possibilities to com-
bine matter and Maxwell grids. We limit the graphical
illustration here to the case when the matter grid spac-
ing is smaller or equal to the Maxwell grid spacing. Our
implementation is however not limited to these cases and
can also be used for the reverse situation which is suit-
able to simulate, e.g., hard x-rays.
The grids a) and b) in Fig. 5 correspond to simulation
boxes with identical dimensions for both systems. In gen-
eral, like in a), the Maxwell grid points do not necessarily
have to lie on top of a matter grid point. For both grid
types a) or b), it is not possible to use the field values
at given grid points directly in the respective coupling
terms of the propagation equations for light and matter.
Instead, as is used routinely for multigrid methods in
literature, prolongation and interpolation schemes have
to be used. For example, the finer matter grid points
have to be grouped in clusters which map to the next
nearest Maxwell grid point and different weighted mean
schemes can be applied to yield the coupling value for
that Maxwell point. Vice versa, a Taylor series expan-
sion of the Maxwell values can be used to determine the
coupling values for the matter points. These grid types
are well suited to simulate periodic systems.
The two schemes in Figure Fig. 5 c) and d) show matter
grid types, in the first case without common grid points,
and in the second case with common grid points, but
compared to the previous grids in a) and b) with smaller
dimensions for the matter grid than for the Maxwell
one. As before, the values for the corresponding cou-
pling terms have to be calculated by weighted mean and
interpolation. Such grid combinations can describe ef-
ficiently bound molecules and nanoparticles, especially
when focussing on electromagnetic far-fields.
If near field effects are of interest, where the electromag-
netic field fluctuations correlate strongly with the matter
FIG. 5. An overview of several possible multiscale grid
types. The red dots represent grid points for the Kohn-
Sham variables and the blue dots are used for grid points
of the Maxwell field variables. In most relevant applica-
tions, the Kohn-Sham grid is finer than the Maxwell grid,
as in cases (a, b, c, d) and (g). The grids (e) and (f) de-
scribe the special case where both grids lie on top of each
other, but they do not have to be equally sized which is il-
lustrated in (f). The multigrid designs where the Maxwell
grid is larger than the Kohn-Sham grid (c, d, f, g) are suit-
able grids for bound non-periodic systems like molecules or
nanoparticles, whereas only the remaining schemes (a, b, e)
can be used to simulate periodic systems.
wave functions, it is a good choice to select the same grid
spacings for both grids and to place matter and Maxwell
grid points on top of each other as shown in Fig. 5 e) and
f). In this case, the values for both respective coupling
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terms can be obtained directly from the field values at
the respective grid point. Besides near-field simulations,
the grid type f) with larger Maxwell grid dimensions is
suited to study the onset of the electromagnetic far-field
and allows to define electromagnetic detectors at the box
boundaries.
Finally, a further grid combination is illustrated in Fig.
5 g), where the matter grid is chosen much finer than
the Maxwell grid. Only one Maxwell grid point lies in
the middle of the matter grid. Here, it is assumed that
the Maxwell field is approximately constant for all mat-
ter grid points. Vice versa, the coupling value for the
Maxwell grid is obtained by the mean value of all matter
points.
2. Multi-scale in time
So far we have focussed on different length scales and
the related choices for spatial grid spacings and box di-
mensions. In this section we turn our attention to the
different time scales and the related choices for numeri-
cal time steps for the matter and Maxwell propagation.
While it is in principle possible to chose identical time
steps for the matter and Maxwell propagation, given
the constraint that both propagators have to run sta-
ble, this is for most physical cases not the most efficient
choice. The reason for this can be seen directly in the
Maxwell Hamiltonian-like form in Eq. (87). The gra-
dient in this expression is multiplied with the speed of
light c0 (roughly 137 in atomic units). This factor im-
poses the speed for the electromagnetic waves on the
grid. On the other hand, the matter Hamiltonian in
our non-relativistic Pauli limit is lacking the factor of c0,
yielding a much smaller spectral range of the maximum
and minimum eigenvalue of the Hamiltonian for a given
grid and stencil, and hence a much slower wave motion.
As consequence of the ”fast” photon motion compared
to the ”slow” motion of matter, in the Maxwell case a
much smaller maximum time step ∆tMx,max has to be se-
lected compared to the maximum time step of the matter
∆tKS,max.
Such a situation of different physical time scales arises
already in electron-nuclear dynamics, where the large
nuclear mass leads to a rather slow motion of the nu-
clei compared to the faster motion of the lighter elec-
trons. Coupling the propagation of the electromagnetic
fields also with the electron-nuclear dynamics is adding a
third time-scale to the problem. In our numerical time-
stepping scheme, we exploit the different time-scales ex-
plicitly to increase the computational efficiency. Our sim-
ulations have shown, that the coupled propagation of nu-
clei, electrons, and electromagnetic fields keeps relatively
accurate, stable and converged, if we perform several
Maxwell propagation steps ∆tMx in-between the Kohn-
Sham propagation steps for the electrons and Ehrenfest
steps for the nuclei [112]. For convenience, we select the
Kohn-Sham time step ∆tKS < ∆tKS,max as the basic time
step parameter for the coupled MPKS system, and the
number NMx−steps of intermediate Maxwell steps is au-
tomatically chosen such that
∆tKS ≤ NMx−steps∆tMx,CFL , (194)
where ∆tMx,CFL denotes the Courant time step for the
Maxwell grid given in equation (128). Performing these
intermediate Maxwell steps, assumes that the interme-
diate Maxwell propagation between m∆tKS and (m +
1)∆tKS does not affect the matter propagation signifi-
cantly, which means that the current density for the cor-
responding ith intermediate time step is well approxi-
mated by the linear expansion
J (~r,m∆tKS + i∆tMx) =
J (~r,m∆tKS) +
[J (~r, (m+ 1)∆tKS)− J (~r,m∆tKS)
NMx−steps
]
i .
(195)
The ETRS time-evolution equation for the ith interme-
diate step then takes according to Eq. (123) the form
F(~r, tm,i+1) ≈ Uˆ (0)(tm,i+1, tm,i)F(~r, tm,i)
− ∆tMx
4
Uˆ(0)(tm,i+1, tm,i)J (~r, tm,i)
− ∆tMx
4
Uˆ(0)(tm,i+1, tm,i+1/2)J (~r, tm,i+1/2)
− ∆tMx
4
Uˆ(0)(tm,i, tm,i+1/2)J (~r, tm,i+1/2)
− ∆tMx
4
J (~r, tm,i)
(196)
with
tm,i = m∆tKS + i∆tMx ,
tm,i+1 = m∆tKS + (i+ 1)∆tMx ,
tm,i+1/2 = m∆tKS + (i+ 1/2)∆tMx .
(197)
To reduce the computational cost even further, we can as-
sume in most cases that the inhomogeneity terms in equa-
tion (123) are approximately constant for all intermediate
time steps during the time interval ∆tKS. Thus, we use
in this case for the current density J in equation (196)
the arithmetic mean of J (~r,m∆t), and J (~r, (m+ 1)∆t)
which reduces the amount of necessary computational ex-
pensive Uˆ and Uˆ(0) operations. Clearly, these simplifica-
tions introduce approximations to the full time-evolution
and convergence has always to be checked for a given
application.
3. Parallelization strategies
For a speedup of the time-evolution of the Riemann-
Silberstein vector, we employ a domain parallelization
for the real-space grid. Since we have implemented our
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Only forward coupling Self-consistent forward and backward coupling
FIG. 6. The figure on the left-hand side illustrates the most common coupling situation for light-matter interactions in
quantum mechanical many-body simulations. The electromagnetic fields (in blue) propagate freely and only influence the
propagation of the matter (in red). The back reaction of the matter currents on the electromagnetic fields is neglected. Since
the electromagnetic fields are not influenced by matter currents, there is not really a numerical propagation needed in this case
and the fields are typically taken from analytical solutions of Maxwell’s equations or the paraxial wave equation.
In the figure on the right-hand side we illustrate a fully self-consistent predictor-corrector scheme for a coupled Maxwell-Pauli-
Kohn-Sham time-stepping. As before, the electromagnetic fields influence the propagation of the matter (forward coupling).
However, in addition, here the currents from the matter propagation also influence the propagation of the electromagnetic
fields (backward coupling). A given time-step for the matter wavefunctions and the electromagnetic fields is repeated until
self-consistency is found (self-consistent forward-backward coupling). Only then the simulation continues to perform the next
time step.
propagation scheme in Octopus by using the existing gra-
dient operations that have been optimized for matter de-
grees of freedom, we immediately inherit the existing do-
main parallelization of the code [96] also for the Maxwell
case. A parallelization in ”states” or ”orbitals/k-points”
as is used for matter wavefunctions, is not so effective for
the Maxwell case, as there are always only six ”orbitals”
to propagate, namely the six vector components of the
Riemann-Silberstein vector. We have therefore restricted
ourselves for the calculations in the present work solely
to the domain parallelization of the Maxwell grid.
G. Predictor-corrector scheme
So far we have described separately the propagation
schemes for matter and electromagnetic fields as well as
the coupling Hamiltonian. In the present section, we dis-
cuss the predictor-corrector method which we employ to
enforce a self-consistent propagation of the subsystems.
1. Forward coupling
In most studies in the literature light-matter coupling is
restricted to forward Maxwell-matter coupling: the elec-
tromagnetic fields influence the matter degrees of free-
dom, but the matter currents are not allowed to influ-
ence the propagation of the electromagnetic fields. This
situation is illustrated on the left-hand side of Fig. 6.
In the forward coupling case, the external Maxwell field
propagates without any perturbation by the matter and
is calculated separately, either analytically or numeri-
cally. Looking at the time-evolution operator in equa-
tion (181), we note that the operator Uˆ
ETRS,(n)
MPKS ((m +
1)∆tKS,m∆tKS) depends on the Hamiltonian operator
Hˆ
(n)
MPKS((m+1)∆tKS) at the future time t = (m+1)∆tKS.
This future Hamiltonian is not only determined by the
external Maxwell fields but also by the motions of the
ions and electrons and their interactions. Therefore, it is
necessary to apply a predictor corrector cycle for the mat-
ter propagation. In a first step, the future Hamiltonian
is estimated by an extrapolation [113] and the calculated
time propagation returns an estimated Kohn-Sham po-
tential which is again used for an updated extrapolation
of the Hamiltonian. These steps are repeated until the
absolute value of the variance of two subsequently Kohn-
Sham potentials falls below a small threshold value. For
our calculations, we set a threshold value of 1e−6 in
atomic units for the potential variance and adjust the
time step ∆tKS for the propagation so that the matter
system is converged in at least two iterations if the sys-
tem is only disturbed very weakly by the external field.
During the full run and stronger perturbations, we notice
that the number of iterations is barely larger than five.
2. Forward and backward coupling
The back-reaction of matter on the Maxwell fields ap-
pears due to the current density in equation (36) (in the
MPKS reformulation due to its expectation value), which
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is caused by the motion of matter. The three electronic
current types, paramagnetic, diamagnetic and magneti-
zation current, as well as the ionic current influence the
Maxwell propagation equation (123). The influence of
the paramagnetic current, the magnetization current and
the external diamagnetic current as well as optional ex-
ternal currents result directly in the inhomogeneity J
term in equation (100). The internal diamagnetic cur-
rent implicitly influences the time-evolution due to the
modified Maxwell time-evolution operator Uˆ for this case
given in (115). The full forward and backward coupling
scheme is shown on the right-hand side of Fig. 6.
In a fully self-consistent scheme, both systems and ac-
cordingly their time-evolution propagation equations in
(123) and (176) couple to each other. First we apply the
extrapolation of the future matter Hamiltonian to get a
prediction for the Kohn-Sham orbitals. These orbitals
and the initial ones give us the necessary current den-
sity which couples to the Maxwell fields. Using the first
predicted updated current density at time (m + 1)∆tKS
leads to an updated Riemann-Silberstein vector. At this
point, the predictor-corrector loop restarts by updating
the Kohn-Sham orbitals but now with a corrected mat-
ter Hamiltonian which includes the updated Riemann-
Silberstein vector. As a consequence, the previously pre-
dicted variables get a correction closer to the values which
make the coupled system self-consistent. We additionally
check the consistency of the Maxwell fields by comparing
the Maxwell energy inside the simulation box for two suc-
cessive updated Riemann-Silberstein vectors. For consis-
tency we use the same threshold value 1e−6 as for the
matter case. Additionally, we chose the system propaga-
tion time ∆t such that the predictor-corrector step iter-
ates at least two times until the self-consistency thresh-
olds are fulfilled for weak perturbations. Again, from
our experience the number of iterations for strong per-
turbation periods should not be larger than five steps.
Otherwise the time steps have to be reduced.
H. Validation and comparison to FDTD
To validate our Maxwell implementation, we compare in
this section our results directly with the MIT Electro-
magnetic Equation Propagation (MEEP) [114] package,
which is a common simulation software for electromag-
netic field propagation. The implemented Maxwell field
propagation in MEEP is based on the FDTD method and
the Yee-algorithm [97]. The underlying electromagnetic
simulation grid is split into two grids shifted by half of the
grid spacing of the corresponding direction. As a conse-
quence, the requested spatial and time derivative points
for the propagation equation are in the middle of two ad-
jacent grid points. Therefore, the center finite-difference
method leads to the first-order derivative equation (here
for simplicity discussed in one dimension)
FIG. 7. The figure shows a FDTD propagation performed
with the electromagnetic simulation package MEEP and
compares with our Riemann-Silberstein implementation
for Maxwell’s equations in the Octopus code. In both cases
identical grid spacings and the same finite-difference or-
der was chosen. In panel a) we plot the external current
value in x-direction at point (5, 0, 0). For the same point,
the two following panels b), c) show the electric field in
z-direction and magnetic field in y-direction, and panel d)
the corresponding Maxwell energy density. The last plot
in panel e) shows the integrated total energy density, i.e.
the Maxwell energy inside the simulation box without the
PML boundary region. A very good agreement between
the two different propagation techniques is found.
f ′(x0) =
f(x0+
∆x
2 )−f(x0−∆x2 )
∆x
− 1
3!
f ′′′(x0)
(
∆x
2
)2
+ · · · .
(198)
In case of the Yee grid, there are no grid points at the
derivative points x0 but next to it at x0−∆x/2 and x0 +
∆x/2. In our finite-difference discretization in Octopus,
we also use the center finite-difference formula to get first-
order derivatives, but the derivative points lie always on
top of a grid point. Thus, the derivative equation takes
the form
f ′(x0) =
f(x0+∆x)−f(x0−∆x)
2∆x
− 1
3!
f ′′′(x0)(∆x)
2
+ · · · ,
(199)
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which means that the error of f ′(x0) is smaller for the
Yee-algorithm if we consider the same order terms of the
finite difference method. However, the MEEP finite dif-
ference stencil operation is always of order two whereas
the Octopus stencil order can be set to higher orders to
obtain better accuracy for the derivative operators.
As a test scenario, we simulate a spatial and tempo-
ral shaped external current density inside the simulation
box, which is prescribed analytically, and plot several rel-
evant physical variables. For this reference calculation,
all physical units in Octopus are set equal to MEEP in-
ternal units. The spatial and time dependent current
density that we impose externally takes the form
~j(~r, t) = ~ezexp
(−x2−y2 −z2
2
)
exp
(−(t−t0)2
2
)
cos(ω(t−t0)) .
(200)
We select a cubic simulation box of size 20.0 and a PML
boundary region width of 4.0 in each direction. Refer-
ring to our sketch of the simulation box in Fig. 4, the
corresponding parameters are Lx = Ly = Lz = 44.0 and
ax = ay = az = 40.0. The grid spacing in each dimen-
sion is ∆x = ∆y = ∆z = 0.2, which leads to a mutual
time step in MEEP and Octopus of ∆t = 0.1. We chose
a time delay t0 = 10.0 and a frequency ω = 2.0.
To compare our Octopus implementation to MEEP, we
evaluate the electric field, the magnetic field, the electro-
magnetic energy density at the box point (5, 0, 0), and
the energy inside the simulation box.
Figure 7 shows the comparison of MEEP and our
Maxwell propagation implementation in Octopus. In the
first panel a), we plot the initial current density ~j(~r, t) in
z-direction at point (5, 0, 0). It can be seen that the max-
imum is according to the time delay at time t = t0. Due
to the spatial shape of the current density, the maximum
value of ~j(~r, t) is damped by the factor e−5
2/2. The next
two panels b) and c) in Fig. 7 show the electric field in
z-direction respectively the magnetic field in y-direction
also both at the point (5, 0, 0). Both field signals are
shifted by ∆t = 5.0 to the future compared to the max-
imum current density signal. This follows from the fact
that the current maximum which causes the electromag-
netic field reaction arises along the z-axis for x = y = 0
at time t = t0. Hence, the center of the electromagnetic
reaction signal arrives at t = t0 +∆t = 15.0. We see that
both simulations lead to the same electric and magnetic
field behavior in time at the selected grid point. Further-
more, the Maxwell energy densities at this point calcu-
lated by Octopus and MEEP also match, and are plotted
in Fig. 7 d). The last two graphs in panel e) show the to-
tal Maxwell energy inside the box with −40.0 ≤ x ≤ 40.0,
−40.0 ≤ y ≤ 40.0, and −40.0 ≤ z ≤ 40.0. Also here we
observe very good agreement with MEEP, which together
with the previous cases shows the correctness of our
Riemann-Silberstein implementation of Maxwell’s equa-
tions.
Acronym Description
F@ED Forward coupling with Electric Dipole term
FB@ED
Forward and Backward coupling with Electric
Dipole term
F@(ED+MD+EQ)
Forward coupling with Electric Dipole, Mag-
netic Dipole and Electric Quadrupole term
FB@(ED+MD+EQ)
Forward and Backward coupling with Electric
Dipole, Magnetic Dipole and Electric
Quadrupole term
TABLE I. Table of acronyms that are used in the present
work to indicate the level of EMPKS theory.
VI. APPLICATIONS
In this section, we demonstrate the significance of taking
the fully self-consistent coupling of the time-dependent
Kohn-Sham equations for the electrons, Ehrenfest equa-
tions for the nuclei, and Maxwell’s equations for the elec-
tromagnetic fields into account. We use our EMPKS im-
plementation in the Octopus code that we introduced
in the previous sections to study several different cou-
pling scenarios. These range from conventional for-
ward light-matter coupling in dipole approximation with
clamped nuclei to a theory level with forward-backward
self-consistent light-matter coupling including electric
quadrupole and magnetic dipole terms where we also in-
clude the motion of the ions and classical Lorentz forces
on the ions. An overview of the various EMPKS theory
levels that we use in the present work can be found in
Tab. I. The possibility to switch on and off different de-
grees of freedom and their mutual coupling has the bene-
fit that we can better isolate the impact and significance
of physical mechanisms in various applications.
A. System and simulation parameters
1. Na297-dimer geometry
As a first test system for our EMPKS implementation,
we have selected a nanoplasmonic system which was al-
ready investigated previously in a work by Varas et.
al. [115]. This system consists of two almost spherical
sodium nanoparticles with 297 sodium atoms each, which
are arranged in a dimer configuration. In Fig. 8, we illus-
trate the geometry of the sodium dimer for two different
distances between the sodium nanoparticles. We use the
default Troullier-Martins pseudo-potentials in Octopus,
which treat one valence electron per sodium atom. Con-
sequently, the total system comprises 594 sodium atoms
and 594 valence electrons [116, 117].
We have performed standard geometry optimizations for
the ground state of the system. The icosahedral poly-
hedron is the most stable geometry for a single sodium
nanoparticle. The quite large polyhedron is approxi-
mately a sphere with an effective diameter of 2R. From
the optimization we find an effective radius of R ≈
35
FIG. 8. Geometry of the Na297 dimer in E2E configuration
with different distances d1 = 0.1nm (left) and d2 = 0.5nm
(right) between the two effective spheres of the nanoparti-
cles which are illustrated by the black dashed circle.
2.61nm. The key parameters for the composition of the
dimer are the distance between the two nanoparticles and
their relative orientation. We use the distance b of the
two centered sodium atoms of each icosahedron so that d
is defined as d = b− 2R and does not depend on the rel-
ative orientation of the two nanoparticles to each other.
The two icosahedrons can be oriented in several constel-
lations. We have used a relative orientation such that
the 3-atom edges of the hexagons on the surface of the
nanoparticles are lying face to face. This so called E2E
configuration [115] is illustrated in Fig. 8. The dimer axis
is oriented parallel to the z-axis, therefore the dimer is
symmetric with respect to x- and y-axis.
To investigate the effect of the total internal dipole of
the system on the coupled time-evolution, we consider in
the following two different distances of the nanoparticles
with d1 = 0.1 nm and d2 = 0.5 nm which result in differ-
ent dipoles. By computing the optical absorption cross
section of the dimer, it was shown in Ref. [115] that the
system with distance d1, shows a prominent quadrupole
(Q mode) localized surface-plasmon resonance, whereas
the second system with distance d2 has a strong dipole
distance d1 distance d2
variable conv. units [a.u.] conv. units [a.u.]
ω 3.05 eV 0.112 2.83 eV 0.104
kx 1.55 e
−11 m−1 8.17 e−4 1.43 e−11 m−1 7.59 e−4
λ 406.5 nm 7681.84 438.1 nm 8279.02
E0,z 5.142 e
7 V/m 1.0 e−4 5.142 e7 V/m 1.0 e−4
Intensity 3.51 e12 W/m2 5.45 e−4 3.51 e12 W/m2 5.45 e−4
ξ 2034.08 nm 38438.5 2034.08 nm 41395.1
x0 4068.16 nm 76877.0 4381.07 nm 82790.2
LKS,x 1.993 nm 37.658 1.993 nm 37.658
LKS,y 1.993 nm 37.658 1.993 nm 37.658
LKS,z 3.347 nm 63.258 3.547 nm 67.037
LMx,x 2.646 nm 50.000 2.646 nm 50.000
LMx,y 2.646 nm 50.000 2.646 nm 50.000
LMx,z 4.498 nm 85.000 4.498 nm 85.000
aMx,x 2.170 nm 41.000 2.170 nm 41.000
aMx,y 2.170 nm 41.000 2.170 nm 41.000
aMx,z 4.022 nm 76.000 4.022 nm 76.000
∆xKS 0.053 nm 1.000 0.053 nm 1.000
∆xMx 0.053 nm 1.000 0.053 nm 1.000
∆tKS 5.096 e
−3 fs 0.211 5.096 e−3 fs 0.211
∆tMx 1.019 e
−4 fs 4.21 e−3 1.019 e−4 fs 4.21 e−3
TABLE II. Simulation parameters for the sodium dimer for
distances d1 = 0.1 nm and d2 = 0.5 nm.
(D mode) resonance. In the following examples, we excite
the nanoplasmonic dimer with an incoming laser pulse,
where we select the corresponding resonance frequencies
of the Q and D mode as carrier frequency of the laser.
2. Simulation boxes and grid alignment
For the real-time simulations of the nanoplasmonic
dimer, we use in the following a Maxwell-Kohn-Sham
simulation box which corresponds to grid type f) in
Fig. 5. The matter Kohn-Sham grid is smaller than the
Maxwell grid, but both grids have the same grid spacings
in each spatial direction and all Kohn-Sham grid points
lie on top of Maxwell grid points. The Kohn-Sham
grid geometry is based on the so called minimum box
construction [96]. The minimum box of a molecule
consists of the union of all Cartesian grid points which
lie inside a fixed radius around each ion of the system.
For all simulations, we select a radius of Rmin = 0.794
nm (15 a.u.). Taking the corresponding geometries
for the dimer distances d1 and d2 into account, we
obtain maximal extensions LKS,x, LKS,y, LKS,z in each
direction given in Tab. II. The matter grid is surrounded
by a significantly larger parallelepiped shaped box for
the Maxwell grid points with the extensions LMx,x,
LMx,y, LMx,z in negative and positive direction which is
illustrated in Fig. 4. As grid spacing for both grids we
select 0.053 nm (1.0 a.u.) and a stencil order of 4 for the
finite-difference discretization.
For the Kohn-Sham orbitals we use a zero Dirichlet
boundary condition, whereas for the Maxwell grid we
employ the combined incident plane-wave plus absorbing
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boundaries via PML as introduced in section V C 5.
Hence, the Maxwell simulation grid is separated into two
areas, one outer for the incident plane-wave boundaries
and one inner for the PML. The incident plane-wave
boundary width depends on the derivative order for
the finite-difference stencil times the grid spacing. In
the present case, the width of the plane-wave boundary
region is 0.212 nm (4.0 a.u.), and we use in addition
0.265 nm (5.0 a.u.) as PML region. The total inner
simulation box for the Maxwell propagation is therefore
limited by aMx,x, aMx,y, and aMx,z also given in Tab. II.
3. Measurement regions
To distinguish near-field and far-field effects, we de-
fine different measurement regions in the simulation box
where we record the electromagnetic fields, and the cur-
rent density as function of time during the laser pulse
propagation. Besides the mid point (mp) ~rmp = (0, 0, 0)
that was already considered in the work of Varas et. al.,
we also consider two far-field points. The point (ffpx)
~rffpx = (1.957 nm, 0, 0) = (37.0 a.u., 0, 0) is shifted
along the laser propagation axis, and (ffpy) ~rffpy =
(0, 1.957 nm, 0) = (0, 37.0 a.u., 0) along the y-axis. Fur-
thermore, we define a detector surface given by the
parametrization
~rsfx(α, β) = ~rffpx + α~ey + β~ez,
{ −37.0 ≤ α ≤ 37.0
81.0 ≤ β ≤ 71.0 .
(201)
The detector surface includes the far-field point ~rffpx and
the extension is determined by the box limits. We chose
the limits such that all points have sufficient distance to
the absorbing PML region. For ease of comparison, we
compute the average of the electric field over the detector
surface.
4. Laser pulse shape
For the incident laser pulse that approaches our
nanoplasmonic dimer, we use the following analytical ex-
pression for the external electric field
~Epw(~r, t) =
~ezE0,z cos(kx(x−x0)−ωt) cos
(
pi(x−2ξ−x0−c0t)
2ξ
+ pi
)
· θ
(
ξ− |kx(x−x0)− ωt||kx|
)
,
(202)
where θ denotes the usual Heavyside step function. The
laser pulse propagates with wavevector ~k = (kx, 0, 0)
along the x-axis. The electric-field polarization is ori-
ented along the z-axis and consequently the magnetic
field oscillates parallel to the y-axis. The correspond-
ing magnetic field ~Bpw and Riemann-Silberstein vectors
~F±,pw are with ~k · ~Epw = ~k · ~Bpw = 0 and Eq. (76) given
by
~Bpw(~r, t) = −~ey 1
c0
~Epw(~r, t) , (203)
~F±,pw(~r, t) =
√
0
2
~Epw(~r, t)± i
√
1
2µ0
~Bpw(~r, t) . (204)
As discussed in section V C 4, this analytical form of
the Riemann-Silberstein vector ~F±,pw is used to update
the incident plane wave boundaries for each propagation
step. While the incoming laser pulse is prescribed ana-
lytically in the boundary region, we propagate the elec-
tromagnetic fields fully numerically in the interior of the
simulation box.
5. Propagators
Inside the Maxwell propagation region with (−lMx,x ≤
x ≤ lMx,x), (−lMx,y ≤ y ≤ lMx,y), (−lMx,z ≤ z ≤ lMx,z),
we propagate the Kohn-Sham system with the mat-
ter ETRS propagator from Eq. (181) using the Power-
Zienau-Woolley transformed MPKS Hamiltonian from
Eq. (188) with multipole expansion. The Maxwell sys-
tem is evolved in time by the Maxwell ETRS propagator
from Eq. (127) with corresponding Hamiltonian kernel
Hˆ from Eq. (94), where we use only Hˆ and switch off
the internal diamagnetic current kernel Kˆ, and the cur-
rent density term J given in Eq. (100) only contains the
paramagnetic current contribution. We propagate the
Riemann-Silberstein vector corresponding to the total
vector potential Aktot = a
k + Ak of external and internal
fields. The nuclei are treated classically and are propa-
gated with Ehrenfest equations of motion [112]. Since we
have the electromagnetic fields available in the simulation
box, we also include the classical Lorentz force that acts
on the ions. For the transversal Kohn-Sham field we use
the mean-field approximation akKS ≈ ak + Ak as well as
the physical mass of the particles to take into account the
bare vacuum fluctuations of the photon field. For the lon-
gitudinal Kohn-Sham field we use a0KS ≈ a0 +A0 +aLDAxc ,
where aLDAxc is the adiabatic LDA exchange-correlation
approximation.
In addition to the fully coupled EMPKS simulation, we
propagate in addition the unperturbed Maxwell system
inside the inner simulation box to get the required val-
ues for the incident plane wave plus PML boundaries
according to section V C 5. Hence, the Maxwell Hamil-
tonian has to be updated inside the PML boundaries by
the additional PML kernel Gˆ in Eq. (161).
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FIG. 9. In Ref. [118], we provide a movie that shows the real-time dynamics of the nanoplasmonic dimer with distance d1 = 0.1
nm. The time-evolution in the movie corresponds to the runs that we discuss in section VI. In the figure, we show a frame
of the movie at time 6.89 fs. The upper two panels show contour plots of matter variables, the absolute value of the current
density and the electron localization function (ELF). The most relevant Maxwell field variables, the electric field along the laser
polarization direction z and the total Maxwell energy are presented in the lower panels. In the top of the figure, we show the
incident laser pulse and at the center the geometry of the nanoplasmonic dimer.
B. Results from EMPKS simulations
In the previous section, we have introduced the nanoplas-
monic dimer, the incident laser pulse, and the parameters
for the EMPKS time-stepping. In the following, we now
focus on the actual EMPKS simulations for the dimer. In
all cases, we compare our results from the different the-
ory levels of self-consistently coupled light-matter propa-
gations with the conventional forward-coupling only case
with dipole approximation and highlight the differences.
To give an overview of the dynamics of the nanoplas-
monic dimer, we provide in Ref. [118] and Ref. [119]
movies which show the interaction of the dimer with the
incoming laser pulse. In Fig. 9 and 10, we show two
representative snapshots at different time steps for the
dimer with distance d1 = 0.1 nm. The movie frames are
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FIG. 10. Similar movie frame as Fig. (9), but with the frame at time 8.33 fs.
.
divided into four panels. Each panel contains a contour
plot which shows the x-y plane of the 3D data. The upper
left panel shows the absolute value of the induced para-
magentic current. In the upper right panel, we show the
electron localization function (ELF) to visualize the elec-
tron motion. In the lower left panel, we plot the electric
field enhancement. We define this enhancement by sub-
tracting the longitudinal electric field that corresponds
to the ground state Kohn-Sham potential from the full
induced electric field at a given time step. The same
difference is used in the lower right panel, which shows
the Maxwell energy difference of the induced field and
the ground state field energy. Above these four panels,
we also show a contour plot of the laser pulse propaga-
tion which includes at the center of the image also the
geometry of the nanoplasmonic dimer.
1. Electric field enhancement
In the work of Varas et. al. a large field enhancement right
at the mid point between the two sodium nanoparticles
was found. This enhancement originates solely from lon-
gitudinal photon degrees of freedom since in their work
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FIG. 11. Electric field values and current density in z-direction in the mid point between the two sodium nanoparticles for
d1 = 0.1 nm. The first panel a) illustrates the incident cosinusoidal laser pulse with frequency ω1 = 3.05 eV (0.112 a.u)
λ1 = 406.5 nm (7681.84 a.u.) and amplitude of E
0
z = 5.142 ∗ 107 V/m (10−4 a.u.) which drives the system. The second panel
b) displays the current density at the mid point ~rmp between the two nanoparticles. In panels c)− e), we show the electric field
enhancement at the midpoint ~rmp, the electric field enhancement at the far-field point ~rffpx and the average of the electric field
over the detector surface in the far field, respectively. In all panels, F@ED refers to the dipole-coupled case with only forward
light-matter coupling, whereas FB@ED denotes self-consistent forward-backward light-matter coupling. The curve in bright
gray in panel c) has been added to simplify the comparison and is identical to the laser pulse in panel a). The period T1 = 1.36
fs corresponding to the laser frequency ω1 is indicated with grey vertical lines.
only a conventional time-dependent Kohn-Sham calcula-
tion without coupling to Maxwell’s equations was per-
formed. The longitudinal component of the electric field
can be obtained in this case from the scalar Kohn-Sham
potential a0KS = a
0 + a0xc +A
0 according to
~E‖(~r, t) = −~∇
(
a0(~r, t) +A0(~r, t)
)
, (205)
which is just the external and the Hartree potential. On
the other hand, we can expect that also field enhance-
ments occur for the transverse components of the electro-
magnetic field. To investigate this, we use our EMPKS
approach in the following to study the field enhancements
in the fully coupled case.
In Fig. 11, we show in panel a) the electric field amplitude
of the incident laser, in panel b) the current density at
the mid point ~rmp, and in panels c)-e) the electric field
at the mid point ~rmp, the electric field at the far field
point ~rffpx, and the average of the electric field over the
detector surface, respectively.
All blue curves in Fig. 11 refer to the F@ED theory level.
These results are fully identical with the previous results
of Varas et. al., but have here been obtained from our
EMPKS implementation by switching off the matter to
Maxwell back-reaction. The exact overlap with the data
of Varas et. al. provides a further consistency-check of
our implementation.
The black curve in panel a) and the light gray curve in
panel c) display the same initial cosinusoidal shaped free
laser pulse that passes through the simulation box with-
out any matter interaction. We include the pulse from
panel a) again in panel c) to facilitate the comparison of
the incident field amplitude (gray) in comparison to the
actual electric field values when light-matter coupling is
taking place (blue and green). As was noted by Varas
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FIG. 12. Similar to figure Fig. 11, we show here the electric field enhancements and current densities for the nanoplas-
monic dimer with d2 = 0.5nm.
et al. for the F@ED theory level, a field enhancement of
approximately a factor of three compared to the incident
laser amplitude can be found at the mid point as can be
seen from the blue curve in panel c). Varas et. al. also
noticed a delay of the total induced electric field maxi-
mum compared to the maximum field amplitude of the
driving laser. This shift of maxima can also be seen in
panel c) by comparing the maxima of the gray and blue
curves.
We now switch on the back-reaction of the matter on the
electromagnetic fields. We denote this with theory level
FB@ED (cf. Tab. I) and use green curves in the figure.
Including the back-reaction, we find in panel c) a simi-
lar enhancement for very short times, a slightly increased
enhancement for intermediate times and smaller beating
for longer times. Overall, adding the back-reaction is in-
creasing the field enhancement at the mid point while
the external laser is active. Similar to the F@ED case of
Varas et. al., a similar delay of the field maximum com-
pared to the driving laser also appears in the forward-
backward coupling case. The situation is quite different
in the far field which is illustrated in panel d). Here the
fully self-consistent light matter coupling (green curve)
shows a field enhancement which is almost twice as large
as in the forward-only coupling case. While the selected
far field point is lying on the laser propagation axis and
could be considered special, this picture for the field en-
hancement in the far field is confirmed if we compare the
field enhancements averaged over the detector surface as
shown in panel e). It is also worth noting, that the elec-
tric field is mostly in phase with the incident laser in
the far field, for both F@ED and FB@ED. On the other
hand a small phase and frequency shift occurs in the fully
coupled case in the near-field in panel c).
By construction, we know that the total electric field for
F@ED coupling and consequently all related field en-
hancements in this case are only longitudinal. To an-
alyze further the nature of the field enhancement when
the coupling to Maxwell’s equations is enabled, we have
performed a Helmholtz-decomposition of the electric field
in the fully-coupled FB@ED case. We find that also for
FB@ED coupling the main contribution to the field en-
hancement arises from the longitudinal component. This
implies that the additional back-reaction is causing the
longitudinal components to leak much farther into the
far-field. There is also a small enhancement of the trans-
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FIG. 13. Decomposition of the total electric field into transverse and longitudinal components. Panel a) shows the total (solid
lines) and the longitudinal (dashed lines) electric field in z-direction at ~rmp. The corresponding transverse field (dotted lines)
is plotted in b). The same field decomposition at the surface point ~rffpx is plotted in c) and d).
verse field, but but this enhancement is an order of mag-
nitude smaller compared to the longitudinal fields. Since
longitudinal fields are always bound to charges in space
and since we do not consider electronic loss, the longitu-
dinal field enhancement that we measure at the boundary
surface is not leaving the system. However, since we also
have a transversal field enhancement there is now also
a contribution that is radiating and that is reaching our
absorbing boundary PML region.
Next, we turn our attention to the case of a larger
nanoparticle separation of d2 = 0.5 nm with a larger in-
ternal dipole. In this case, we drive the plasmonic dimer
with the frequency ω2 = 2.83 eV (0.104 a.u.) that corre-
sponds to the dipole localized surface-plasmon resonance
(D mode). We show in Fig. 12 the results for this case
and use the same ordering and labels for the panels as
before in Fig. 11. Due to the larger distance between
the two sodium nanoparticles, the absolute value of the
current density is significantly smaller compared to the
previous case with the smaller distance. In panel b) of
Fig. 12 it can be seen that the induced current densities
for the forward coupling F@ED case are larger than for
the forward and backward coupled FB@ED case. Look-
ing at the electric field enhancements at the mid point
shown in panel c), we find a significantly smaller field en-
hancement in the FB@ED coupled case. This is in con-
trast to the smaller dimer separation in Fig. 11, where at
least for short times the FB@ED coupling has induced
larger field enhancements compared to the only forward
coupled case. As before in the case of the d1 separation,
we find here that the average of the electric field over the
detector surface in the far field as shown in panel e) is
mostly locked to the phase of the incident laser. In the
near field at the mid point between the two nanoparti-
cles the phase and frequency shifts are again larger for
F@ED coupling at short times and the phase turns even
to the opposite sign compared to FB@ED coupling for
intermediate times. As before we have also performed
here a Helmholtz-decomposition and also for the larger
nanoparticle separation the longitudinal component of
the electric field is leaking much more into the far field
in the FB@ED coupled case than in the F@ED coupled
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FIG. 14. Decomposition of the electric field as in figure Fig. 13 for the sodium dimer with d2 = 0.5 nm.
case.
To illustrate the relative magnitude of longitudinal and
transverse components of the electric field quantitatively,
we show in Figures Fig. 13 and Fig. 14 the temporal evo-
lution of both field components in z-direction at point
~rmp and ~rffpx respectively. As reference, we also plot the
total field with solid lines. Besides the fact that the lon-
gitudinal enhancement is about one order of magnitude
larger for the d1 distance and even two orders of magni-
tude larger for the d2 distance, we see some phase and fre-
quency shifts between the different fields. The phase shift
between the longitudinal and the total field in Fig. 13 a)
and Fig. 14 a) is very small for both distances. Although
the phase shift to the transverse field is rather large, its
small amplitude leads only to a minor contribution for
the total field. This behavior differs at the detector sur-
face point ~rffpx illustrated in Fig. 13 c) and Fig. 14 c).
Here, both the longitudinal and the transverse field have
almost the same magnitude and show a clear phase shift.
The behaviour in the far field in Fig. 13 d) and Fig. 14 d)
exhibits besides a phase shift also a slight frequency shift.
Consequently, the incident laser pulse interferes with the
induced transverse field wich results in a frequency mod-
ification of the outgoing laser. Since the transverse field,
which reaches the far-field detector region, propagates
freely, our detector point measures this frequency shift.
Up to now, we have looked at the electric field enhance-
ment as function of time. In Fig. 15, we show contour
plots of the transversal electric field enhancement as func-
tion of space in the x-z plane of the nanoplasmonic dimer.
The two plots in the top row correspond to the point in
time where the incoming laser pulse reaches its maxi-
mum, whereas the two plots in the bottom row corre-
spond to the point in time where the electric field en-
hancement reaches its maximum. The two plots in the
left column have been computed with light-matter for-
ward coupling only and in the two plots in the right col-
umn we have used self-consistent forward-backward cou-
pling. As can be seen, the forward coupled cases show a
rather uniform electric field in the plane which is due to
the dipole approximation and the fact that the incident
wavelength is rather large on the scale of the dimer. On
the other hand for the fully coupled case on the right
hand side local field effects are clearly visible. In partic-
ular in the plot on the bottom right it can be seen that
at the maximum of the field enhancement the transver-
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F@(ED+MD+EQ), t= 6.80 fs FB@(ED+MD+EQ), t= 6.80 fs
F@(ED+MD+EQ), t= 8.33 fs FB@(ED+MD+EQ), t= 8.33 fs
FIG. 15. Contour plots for the electric field enhancement in the x-z plane of the nanoplasmonic dimer. The upper two panels
show the field enhancement when the external laser reaches its maximum and in the lower two panels show the electric field
when the field enhancement itself reaches its maximum. The two panels on the left (top and bottom) correspond to the
F@(ED+MD+EQ) theory level, whereas the two panels on the right (top and bottom) correspond to FB@(ED+MD+EQ)
coupling. The electric field in the forward coupled case in the two plots on the left is rather uniform due to the optical
wavelength which is large on the scale of the dimer. On the other hand for the forward-backward coupled case in the figures
on the right hand side local field effects are spatially resolved and in particular in the bottom right panel the transversal field
contribution counter acts the longitudinal contribution since it has turned to a negative sign in most regions of space.
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FIG. 16. Matter and Maxwell energies for the d1 = 0.1 nm separation of the sodium nanoparticles. In panel a) we show as
before the electric field amplitude of the incoming laser. Panel b) displays the electronic energy for runs with different theory
levels and in panel c) we show the corresponding Maxwell energy density integrated over the simulation box.
sal field contribution in fact counter acts the longitudinal
contribution since it has turned to a negative sign in most
regions of space.
2. Next order in multipole coupling and energies
So far we have focussed only on the electric dipole ap-
proximation. In the following, we include also the next
order in the multipole expansion in the Kohn-Sham
Hamiltonian, namely the electric quadrupole (EQ) term
and the magnetic dipole (MD) term from Eqs. (192)
and (190). As before, we consider light-matter forward
coupling as well as self-consistent forward-backward cou-
pling. This leads to the theory levels F@(ED+MD+EQ)
and FB@(ED+MD+EQ) respectively. In Fig. 16 we
show for the d1 = 0.1 nm configuration as before in
panel a) the electric field amplitude of the incoming laser.
In panel b) we plot the electronic energy of the Kohn-
Sham system. The energies of the four different coupling
theory levels F@ED, F@(ED+MD+EQ), FB@ED, and
FB@(ED+MD+EQ) split up significantly in time and
stay almost constant when the laser has passed the box.
In all cases the matter absorbs energy during the time
when the external laser propagates through the box. Sim-
ilar to the electric fields enhancements, which exhibit a
clear delay of reaction to the initial laser, also the energy
gain for the matter is slightly delayed with respect to
the external laser pulse. The blue curve shows the con-
ventional F@ED in dipole approximation without back
reaction of the matter to the field. If we add the sec-
ond order multipole coupling terms, the corresponding
F@(ED+MD+EQ) run (yellow curve) gains more energy
than in dipole approximation. This can be understood
by the fact that we drive with the frequency of the incom-
ing laser in this case the Q mode of the nanoplasmonic
dimer which has a quadrupole nature. The EQ and MD
coupling terms in the Hamiltonian can efficiently couple
to this mode which results in a larger transfer of energy
to the electrons.
Switching on the backward coupling reduces the en-
ergy absorption of the matter. Both, the FB@ED and
FB@(ED+MD+EQ) cases remain energetically below
the reference F@ED run. Again, the additional multi-
pole terms in the FB@(ED+MD+EQ) run increase the
energy curve compared to the FB@ED run. As before,
this shift can be attributed to the more efficient energy
transfer mediated by the additional MD+EQ coupling
term.
In panel c) we show the total Maxwell energy, which cor-
responds to an integration of the Maxwell energy density
over the whole simulation box. First, we note that all
Maxwell energies oscillate with twice the frequency of
the initial laser. This simply arises due to the squared
electric and squared magnetic fields in the expression for
the energy density. On the other hand, the peak posi-
tions depend on the respective phase shift of the electric
and magnetic fields. As we already noticed for the elec-
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FIG. 17. Same as Fig. 16 but here for the larger nanoparticle separation of d1 = 0.5 nm.
tric field enhancement, the dominant part of the total
electric field is given by the longitudinal component, so
that also for the Maxwell energy the largest contribution
originates from the longitudinal part of the electric field.
The transverse electric and the magnetic field have only
a small contribution to the Maxwell energy. This can be
seen by comparing the scale of the black curve, which
corresponds to the energy of the purely transversal in-
coming laser pulse, with the blue curve which shows the
Maxwell energy for the forward coupled case in dipole ap-
proximation. By also adding here the electric quadrupole
and magnetic dipole terms to the Hamiltonian, we find a
substantial gain in electromagnetic energy which exceeds
the scale of the energy of the incoming laser by more than
a factor of five. Again most of this energy is stored in
the longitudinal component of the electric field.
When we look at the two forward-backward coupled
cases, FB@ED and FB@(ED+MD+EQ), we find simi-
lar to the energy transfer to the electrons also a smaller
transfer of energy to the Maxwell fields. Overall,
the energy oscillations are about six times weaker and
clearly phase shifted compared to the forward-coupled
case. Additionally, we note that in the FB@ED and
FB@(ED+MD+EQ) cases extra energy is stored inside
the electromagnetic fields once the incoming laser has
passed the system. This is evident from the energy
plateau in both cases after about 20 fs, which is above
the energy value at the initial time.
Finally, we turn our attention to the second dimer config-
uration with d2 = 0.5 nm. The matter and Maxwell en-
ergies for this case are shown in Fig. (17). At this point is
is useful to recall that we drive the nanoplasmonic dimer
for the d2 distance with a frequency that is resonant to
the D mode which has dipole character. While overall a
similar situation emerges as for the smaller d1 distance, a
notable difference is here that the inclusion of the higher
order multipole terms, MD and EQ, has little effect on
the energy gains for the electrons and the electromag-
netic fields. The F@ED and F@(ED+MD+EQ) energies,
as well as the FB@ED and FB@(ED+MD+EQ) energies
are almost on top of each other. In other words, since we
couple to a dipole mode of the system, the MD and ED
coupling terms have almost no effect. In a perturbative
analysis this can be understood from the selection rules of
the involved states for the MD and EQ coupling Hamilto-
nians. From this we can conclude that it depends on the
symmetry of the excited modes if higher order multipole
terms become important.
The common fact, that for both distances d1 and d2 the
forward- and backward coupling matter energies remain
always below the forward coupling runs demonstrates
that the matter absorbs less energy if the back-reaction is
taken into account. In addition to the larger absorption
of energy, the forward coupling causes larger Maxwell
energy amplitudes inside the simulation box. This is re-
markable since we observed in Fig. 11 and Fig. 12 that the
self-consistent forward-backward coupling yields a larger
enhancement of the field. As consequence, in some re-
gions of the dimer large field enhancements occur, but the
mean amplification is clearly weaker than for the only for-
ward coupled cases. Furthermore, the forward coupling
runs break energy conservation, since the laser pumps the
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FIG. 18. Position expectation values 〈x〉, 〈y〉, and 〈z〉 of the nanoplasmonic dimer with d1 = 0.1 nm. Panel a) shows the
initial laser pulse and panels b) - e) the dipoles of the dimer. Driving the system with a coupling beyond dipole approximation
induces higher-order harmonics along the x-axis. This is directly detected by the Ex field component at point ~rffpy.
matter system without any loss. In the forward-backward
coupled simulations this is not as severe anymore, and ex-
plains that the energy absorption and the mean Maxwell
field enhancement is always smaller compared to the for-
ward coupling runs. The situation would be entirely dif-
ferent if we could enclose the laser pulse completely in
the Maxwell box. Then the pulse would not be external
anymore and in the forward-backward case full energy
conservation holds. For optical wavelengths this requires
enormous Maxwell simulation boxes if atomic scale grid
spacings are used. But it becomes feasible for hard x-
rays, where much smaller Maxwell grids are needed due
to the shorter wavelength.
3. Electromagnetic detectors and harmonic generation
It is common practice in most quantum simulations to use
matter expectation values to approximate optical spec-
tra. A prime example is the dipole expectation value.
The Fourier transform of the dipole is routinely used to
compute absorption spectra in the linear case or high-
harmonic spectra in the non-linear case. With a Maxwell
propagator at hand it becomes now feasible to directly
look at the emitted radiation. In other words, it is not
necessary anymore to take a detour and to approximate
the emitted radiation from matter observables. Rather,
we can look directly at the emitted radiation. This pro-
vides a paradigm shift, since we now can essentially de-
fine ”electromagnetic detectors” in the far-field close to
the box boundaries of the Maxwell simulation box which
allow to perform numerical simulations that very closely
resemble the experimental situation.
To showcase this new paradigm, we plot in Fig. 18 in
panels b)-e) dipole expectation values for our nanoplas-
monic dimer. In panel f) we show the x-component of
the electric field in the far field, which corresponds to
our electromagnetic detector in this case. Furthermore,
in Fig. 19, we show the Fourier transforms of the last
two panels from Fig. 18. Panel a) from Fig. 19 is the
Fourier transform of panel e) in Fig. 18 and panel b) is
the Fourier transform of panel f).
Several observations can be deduced from these results.
First, comparing the forward coupling cases, F@ED and
F@(ED+MD+EQ), with the fully coupled dipole signals,
FB@ED and FB@(ED+MD+EQ), shows a damping in
the amplitude which is consistent with the observations
we already made for the electric field enhancements and
the energies. Second, adding MD and EQ coupling terms
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FIG. 19. Panel a) and b) show the Fourier transforms of
the dipole and the electric field at the far-field point ~rffpy
from panels e) and f) in Fig. 18 respectively. While in
the matter observable in a) only the second harmonic peak
is visible, the Fourier spectrum of the electric field in b)
contains the fundamental laser frequency and the second
harmonic. In panel d) we show the Fourier transform of the
electric field at the far-field point ~rffpx along the laser prop-
agation axis in dipole approximation. The field is shifted in
frequency when self-consistent forward-backward coupling
is used. The matter dipoles for this case are shown in panel
c). In the forward coupled case a spurious peak appears
at the energy of the incoming laser (2.83 eV). This peak is
surpressed in the forward-backward coupled case and the
dipole spectrum in this case also matches better the actual
emitted radition field in panel d).
to the Hamiltonian produces in both, the only forward
coupled case as well as in the forward-backward cou-
pled case dipole signals which oscillate with twice the
frequency of the incoming laser. In other words, sec-
ond harmonic generation is only found in this case if
we go beyond the dipole approximation. And finally,
looking at the electric field in the far-field we also see
the second harmonic signal. This signal only emerges
in the fully forward-backward coupled case, since in the
forward coupled case the matter can not influence the
electromagnetic fields. This is a prime example that a
self-consistent forward-backward coupling to Maxwell’s
equations is needed to achieve a comprehensive physical
picture.
4. Ion motion
In all the simulations that we have considered so far,
we have used the Born-Oppenheimer approximation and
have clamped the classical nuclei at the optimized ground
state geometry. In this section we now release this con-
straint and we also allow the nuclei to move according to
the Ehrenfest equations of motion [112] and the classical
Lorentz forces that we introduced in Sec. IV A. For the
Lorentz forces on the nuclei we can take directly the elec-
tromagnetic fields that we propagate on our Riemann-
Silberstein grid. This allows to capture nuclear forces
due to local field effects. For all the following cases, we
take as initial condition for the Ehrenfest equations the
atomic positions of the optimized ground state and set
the initial velocities to zero. This effectively corresponds
to a rather ”cold” nuclear subsystem. More sophisti-
cated velocity distributions could be used, e.g. thermal-
ized velocity distributions from molecular dynamics runs
coupled to a thermostat, but we leave such temperature
studies for the future.
In Fig. 20 we show again matter and Maxwell energies for
the nanoparticle distance d1, but now for moving ions. As
before, panel a) shows the incoming laser, panel b) the
matter energies and panel c) the Maxwell energies. In
addition we now also add panel d) which shows the sum
of the kinetic energy of all nuclei as function of time.
The additional ionic motion causes on this rather short
time scale of about 30 fs some additional fluctuations
in the matter energy evolution, but the main behavior is
very similar to the case with fixed ions. However, looking
at the Maxwell energies in panel c) reveals a small over-
all decrease of the Maxwell energy in the forward cou-
pled and a rather strong decrease in the self-consistent
forward-backward case. Since the electronic energy re-
mains almost identical to the case of clamped ions, the
losses in the Maxwell energy are directly transferred to
the nuclei. This can be seen in panel d) where the kinetic
energy of the nuclei grows. It is quite remarkable that
this increase is rather fast (30 fs) as nuclear motion is
typically attributed to take place on a pico-second time
scale.
5. Comparison of different density functionals
All of the result shown so far have been computed ex-
clusively with TDLDA as choice for the approximate
exchange-correlation functional for the longitudinal part
of the light-matter interaction. To assess the relative
importance of exchange-correlation effects versus self-
consistent light-matter interaction, we have performed
also simulations with the PBE functional. In Fig. 21
we show in panel a) the electric field at the origin, in
panel b) the electromagnetic energy, and in panel c) the
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FIG. 20. Same as Fig. 16 but now including the motion of the ions in classical Ehrenfest approximation and the classical
Lorentz forces on the nuclei with local electromagnetic fields taken directly from the Maxwell grid.
electric dipole in z-direction. In all panels, we compare
the TDPBE results (dashed lines) with the TDLDA re-
sults (solid lines). From the results it is apparent that
the difference between TDPBE and TDLDA (dashed
vs. solid lines) is much smaller than the difference be-
tween only forward coupling and self-consistent forward-
backward coupling (blue vs. green lines). While the
change in amplitude is minor for the electric field and
the dipole, a clear frequency shift for forward-backward
coupling is visible already after short time. This shift has
also an effect on the electromagnetic energy which shows
a larger deviation also in amplitude. In other words,
for the present example it is more important to switch
on self-consistent forward-backward light-matter interac-
tions than to include further exchange-correlation contri-
butions to the effective Kohn-Sham potentials. This sup-
ports the need for a self-consistent coupling to Maxwell’s
equations to achieve a comprehensive description of light-
matter interactions.
VII. SUMMARY AND CONCLUSIONS
In the present work we provide a comprehensive deriva-
tion of a formally exact density-functional approach for
fully self-consistent light-matter interactions of photons,
electrons, and effective nuclei. This approach corre-
sponds to an exact reformulation of the full quantum
problem of non-relativistic QED in terms of non-linear
quantum Navier-Stokes equations. We also introduce
a Kohn-Sham construction, which allows to map the
dynamics of interacting particles to the effective dynam-
ics of non-interacting particles with the same densities.
This turns the approach into a computationally feasible
method. In the mean-field approximation for the
effective nuclei, our approach corresponds to coupled
Ehrenfest-Maxwell-Pauli-Kohn-Sham equations.
Using the Riemann-Silberstein formulation of classical
electrodynamics, we then show how to couple the
Ehrenfest equations for the nuclei and the Pauli-Kohn-
Sham equations for the electrons self-consistently to
the time-evolution of the electromagnetic fields. The
reformulation of Maxwell’s equations in a Schro¨dinger-
like form allows us to use time-evolution techniques
that have originally been developed for the dynamics of
wavefunctions in quantum mechanics. With help of the
Riemann-Silberstein vector we can seamlessly combine
fully-microscopic electrodynamics with macroscopic
electrodynamics for linear media. This allows us to
easily incorporate macroscopic optical elements like
lenses or mirrors in a microscopic description and
opens the path to many applications, such as, e.g.,
molecules in optical cavities or close to boundaries.
For the coupling between light and matter, we em-
ploy in practice a multipole expansion based on the
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FIG. 21. In the figure we show in panel a) the electric field at the origin, in panel b) the integrated Maxwell energy in the
simulation box, and in panel c) the dipole expectation value in z-direction. We compare TDPBE results (dashed lines) with
the TDLDA results (solid lines). The difference between TDPBE and TDLDA (dashed vs. solid lines) is much smaller than the
difference between only forward coupling and self-consistent forward-backward coupling (blue vs. green lines). In particular,
for forward-backward coupling a clear frequency shift is visible already after a short time.
Power-Zienau-Woolley transformation. We introduce a
predictor-corrector scheme for a self-consistent coupling
of light and matter. To address the different time and
length-scales which arise for the coupling of molecular
or nano-scale systems to light with optical wavelengths,
we introduce a multi-scale approach in space and time.
For an efficient absorption of outgoing electromagnetic
waves, we present a perfectly matched layer for the
Riemann-Silberstein vector. We have implemented our
approach in the real-time real-space code Octopus and
illustrate the approach with an example of light-matter
interactions for a nanoplasmonic sodium dimer. The
results from the example show that a self-consistent
forward-backward coupling of light and matter is nec-
essary for a comprehensive physical description of the
system. Including the propagation of the microscopic
electrodynamical fields in the real-time simulation allows
us to define electromagnetic detectors in the far-field
of the simulation box. In this way, it is not necessary
anymore to take a detour and to approximate the
emitted radiation from matter observables. Rather, we
can look directly at the emitted radiation. This is a
distinguished feature of our implementation and has
direct application for many spectroscopies.
For the nanoplasmonic system that we have selected here
as an example, we find that the difference for observables
computed with the local density approximation and
gradient-corrected functionals is minor compared to the
difference of only forward coupling and self-consistent
forward-backward light-matter interactions. Very often
in literature the discrepancies between theory and ex-
periment are attributed to missing exchange-correlation
effects. From the present results, we can at least say that
self-consistent forward-backward light-matter couplings
should always be included and that their contribu-
tion can easily match the magnitude of longitudinal
exchange-correlation contributions or even exceed them.
While the Ehrenfest-Maxwell-Pauli-Kohn-Sham limit
is the level of the theory for which we present all the
results in the present work, the exact density-functional
formulation of the Pauli-Fierz field theory provides a
sound framework to go beyond this mean-field limit.
Further steps along these lines will be the subject of
future investigations.
VIII. OUTLOOK
Although we have touched in this work many aspects
that enter fully self-consistent light-matter coupling,
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there are still several tasks that remain to be addressed
in the future. As most important task, functionals
for the exchange-correlation terms that we introduced
in the density-functional framework for non-relativistic
QED have to be constructed. Including such exchange-
correlation terms will allow to go beyond the classical
mean-field description for photons (and likewise for the
effective nuclei). In particular, this allows to include vac-
uum fluctuations of the electromagnetic field in the de-
scription beyond the physical-mass approximation.
Further, we have considered in the implemenetation so
far only the lowest orders of a multipole expansion based
on the Power-Zienau-Woolley transformation. Clearly,
full-minimal coupling is required for a complete descrip-
tion of non-relativistic QED. In our implementation, we
already compute the full vector potential with spatial res-
olution on the grid. The next step is to plug this poten-
tial back into the Hamiltonian and to treat full minimal
coupling with full spatial resolution. It is then valuable
to have both, the full minimal-coupling, as well as the
multipole expansion available in the same implementa-
tion. When certain effects appear for a given application
in full minimal-coupling, it is then possible to go back to
the multipole expansion and to check in which order the
effects start to emerge. One such example is the second-
harmonic generation that we discussed which occurred
in our nanoplasmonic system only by including magnetic
dipole and electric quadrupole coupling.
For the back-coupling from matter to the electromagnetic
fields, we have used in the present work the standard
paramagnetic current density. We still need to include
the diamagnetic current and magnetization current con-
tributions of the electrons, and also the ionic current of
the nuclei for a complete description of the back-coupling.
Another line of research that is required in the future
is the dependence of the pseudo-potentials on the self-
consistent light matter coupling. In the present work we
have used the conventional field free pseudo-potentials.
However, when constructing the pseudo-potentials the
proper starting point should be a light-matter coupled
all-electron Hamiltonian which introduces a dependence
on the vector potential in the pseudo-potential. All the
computations that we have shown start from the field-
free ground-state of the matter. It is clear that also the
ground state should be found when light-matter coupling
is already switched on. This requires to solve stationary
Maxwell equations self-consistently coupled to the sta-
tionary Kohn-Sham equations. Temperature effects can
be included in our framework by starting from an equili-
brated thermal initial state for the ions and initiating the
non-equilibrium dynamics afterwards. Finally, we have
focussed here on finite quantum systems. Extending the
present formulation to periodic systems opens a whole
new class of possibilities, ranging from 1D and 2D to 3D
periodic structures.
Having all these additional aspects taken into account,
allows to perform full-featured ab-initio simulations for
a vast set of physical applications. Examples include
systems studied in nano-optics and nano-plasmonics,
(photo) electrocatalysis, light-matter coupling in 2D ma-
terials, cases where laser pulses carry orbital angular mo-
mentum, or light-tailored chemical reactions in optical
cavities to name only a few.
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