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Abstract
The brain is one of the most complex and interesting systems available
to human study. Modern technology allows for the brain to be studied in
ever increasing detail, however analysis techniques still cannot determine
effectively whether or not a given state is “healthy” or not. The proposed
method is the use of a correlation matrix to extract a functionally connected
network of brain regions from fMRI data, followed by the application of
several generic methods of data analysis. This was executed on a dataset
of 477 subjects with 216 ADHD patients and 261 normal control. Various
thresholds for the correlation matrix as well as various parameters for the
analysis methods were used. Overall the results, while not statistically viable,
do indicate the utility of the methods proposed.
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1. Background
1.1 Motivation
As the amount of information available grows, people have discovered
various ways to turn that mass of unorganized information into conclusions.
However, in the modern age, the amount of raw information available for
processing has grown beyond what is feasible for humans to sort and process
ourselves. This growth, and increases in available computational power, have
led to the development of various computer techniques to rapidly analyze and
determine conclusions from available data. These techniques are commonly
covered under the header of data-mining, as the computer effectively “mines”
through a “mountain” of data.
Needless to say, several different methods have been determined to ana-
lyze data, and each method has its own benefits and costs. Each method also
has various different techniques to fine-tune the method to any given data-
set and target decision. The amount of different methods, search parameters
and different pre-processing techniques is truly staggering.
Naturally, as these techniques grow more effective, these conclusions can
be reached on more and more complex problems, and few problems are as
complex as the human mind. Despite decades of scientific study, and mil-
lennia of questioning, the human mind is still a hard to diagnose being. In
modern times, analyzing the mind for flaws and problems is incredibly impor-
tant, and naturally the use of data-mining to attempt to determine whether
or not one person has a given problem or not is a popular question to study.
However, the complexity of the mind, and the large amounts of data it
produces, cause modern algorithms difficulty in processing. It is important
to note the effectiveness of various parameters and methods on the problem
itself, so as to determine which are most effective.[1]
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1.2 History of Brain Data Analysis
Various techniques have been used to analyze the brain, and various meth-
ods exist for generating data from it. However, there are a variety of different
complications that have to be solved before data mining can begin.
Figure 1.1: fMRI Image[2]
Firstly, there are a wide variety of different data-gathering techniques that
can be used on the human brain. MRI, fMRI, PET and other data-gathering
technologies can produce different results, as some measure structural fea-
tures, and other measure the function of the brain. After gathering this data,
it then has to be transformed from a image, into a more readable format, and
that poses its own image processing tasks, which is its own area of research.
On top of these complexities, the human brain is a incredibly complex
organ, and different similar diagnoses can be the result of what the data
perceives as different conditions. This leads to worse results when considering
smaller data-sets, as the lack of information negatively impacts the ability of
data-mining techniques to adapt to complex causal relationships. [1]
Modern advancements in non-destructive data gathering have led to scien-
tists attempting to determine which brain regions and which links between
brain regions are important. Various methods have been used to analyze
brain data and attempt to delineate diseased brain states from “normal”
brain states. There are two broad sections of data-gathering tools, those
that attempt to gather connections directly through the brain’s actual struc-
ture, and those that try to gather connections through monitoring activity.
Both of these techniques attempt to generate a connected graph of the brain,
and then attempt to analyze that graph. [3]
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1.3 fMRI Time-Sequences
fMRI time sequences are a type of pre-processed functional brain data.
The output of a fMRI indicates brain activity, and the activity in one hun-
dred and sixteen different pre-defined regions is recorded at a large number
of times. While the actual time between points can vary due to differing
equipment’s imaging rates, and different institutions provide different data-
lengths and magnitudes, analysis can normalize this data into comparable
data-sets. This is then further analyzed using other techniques.
For most analysis techniques, the data that they take in is required to
be either a real number, or some term that is part of a relatively small list.
Time-sequences must first, therefore, be converted into a more convenient
form. This also reduces the amount of data available for analysis, but is
necessary for applying the techniques.[1]
Figure 1.2: Visualization of fMRI Time Stream Data
In Figure 1.2, one can see several “Continuous” sequences of amplitudes,
over a given value of time. FMRI data is composed of one hundred and six-
teen data-sequences, each containing a reasonable number of real numbers.
Reducing the data-set intelligently makes it both more computationally fea-
sible, and more easy to analyze.
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2. Algorithms
2.1 Introduction
Various algorithms exist for data mining, however, they all generally
require some amount of pre-processing to work properly. Generally, pre-
processing involves formatting your data into something the algorithm you
are using can understand well, and also attempting to “balance” the data.
When balancing a data-set, the data is configured so that there is, if a ran-
dom record were to be selected, the same probability of selecting any of the
possible results. This prevents the algorithm from constructing solutions
based off of the probability distribution of the data-set.
Figure 2.1: Overview of Functional Brain Network Analysis
Most classification algorithms require that the “class,” the part of a data-
record that the algorithm is trying to predict, share several attributes with
the data-set. The most relevant attribute to FMRI analysis in this case
is “time.” FMRI data is a large number of time sequences, and for most
interesting goals, the attribute of the data that we are trying to predict is
static across the data. This leads to another stage, in which the data is
processed into a static data record. In this case, the static record used is a
graph of connected regions of the brain.
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After completing this phase, the data is then prepared for the algorithm
itself. Arguably the most interesting part of data-mining, data-mining algo-
rithms generally have various parameters set, and then attempt, automati-
cally, to draw conclusions from the data.
2.1.1 Terminology
Classifier A algorithm that uses a large amount of data to predict a target
attribute on unseen data.
Class The target attribute of a classifier.
Overfitting When a classifier’s prediction is poor at predicting unseen data,
due to it having captured the randomness of the data-set, instead of
the actual connection between the data and result.
Signal-to-Noise Ratio When dealing with a semi-random dataset, how
much of the data-set is random (the noise), and how much of it is
useful for analysis (the signal).
2.2 Network Extraction
When dealing with data that has a time-sequence, it is often difficult to
draw static conclusions directly from the time sequence itself. Therefore, one
must first remove the “time” from the data-set first, losing some amount of
information in the process, but generating a set of data that can be used for
static data analysis.
In this particular case, it is important to attempt to extract the underlying
network of connections in the brain. This underlying network can then be
fed into the network analysis tools.
2.2.1 Correlation Matrices
One of the most standard methods of extracting static information from
a time-series is through the use of correlation matrices. Correlation matrices
attempt to determine the relationship between two time sequences using a
probabilistic approach, reducing the time series to a graph of the connec-
tions between elements. While this, generally, reduces the amount of data
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significantly, with a data-set as complex as brain data, it still leaves a large
amount of data to sort through.
The matrix generated is a N by N matrix C, where N is the number of
sequences to be analyzed,x¯i is the average of sequence i, and each cell Cij is√√√√ (∑k(xik − x¯i)×∑k(xjk − x¯j)2∑
k(xik − x¯i))2 ×
∑
k(xjk − x¯j)2
These terms are then cut at a threshold to create a binary matrix of graph
connections between segments. [4]
This binary cut is used because, for the network analysis tools in use,
it is generally better to have a rather “sparse” or unconnected network to
analyze in order to focus on the more important connections.
2.3 Network Analysis
Naturally, the raw data produced by the network extraction phase is far
too large for a human to look over and analyze by hand. However, several
tools can be used to automatically construct and test the accuracy of various
models of the data.
Of course, these tools have various internal meta-information that can be
manipulated to gain different results, and these pose another optimization
parameter.
2.3.1 Decision Trees
Decision trees are a relatively simple technique for attempting to classify
a datum. They use a series of simple divisions, constructed in a tree-like
manner, to split a data-set into progressively smaller and more homogeneous
groups of records. This is accomplished through determining how much any
given split increases the homogeneity of the remaining sets, and using then
chaining the best of these splits together.
Decision trees tend to be one of the cheapest, computationally, methods
of classifying data, due to their “single pass” nature, and due to the relatively
simple homogeneity computations.
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Figure 2.2: Sample Decision Tree
The “parameters” that can be manipulated for decision trees generally
work out to different methods of computing homogeneity, and different meth-
ods of determining when to stop growing the tree because the remaining
“splits” are too small to actually make progress towards the classification
goal.
Decision trees have been used successfully in many different learning ap-
plications, and tend to be more human-understandable than other forms of
machine learning, as a sequential series of decisions is more logically agreeable
than other, more parallel, methods of learning.[5]
2.3.2 Low Order Neural Networks
Neural Networks are another useful classifier for complex data, and can
accurately solve different problems than Decision trees. Neural networks are
composed of a number of nodes known as “Perceptrons,” which are modeled
after neurons in the human brain. Each Perceptron is relatively simple,
taking a weighted sum of its inputs, and deciding whether to produce either
a true (1) or a false (0) value by how big this weighted sum is.
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Figure 2.3: Single Perceptron
In the perceptron above, the result is false (0) because
(1) ∗ (3) + (0) ∗ (4) + (0) ∗ (1) > 5
evaluates to false.
Individually, a individual perceptron is a rather weak classifier, however,
in a neural network, layers of perceptrons are stacked, one after the other, in
order to generate a more complex conclusion. The problem is, however, that
generating weights and thresholds for such a large network of perceptrons is
far more computationally complex, when compared to a simple decision tree.
Figure 2.4: Simplified Neural Network
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Neural Networks are generally classified by the number of “hidden” layers
between the inputs and the result. For instance, the above simplified network
has two hidden layers.
The simplest method for training such a network is known as Back-
Propagation. In such a method, the network is trained on a large amount of
data, such that, on each training, the network incrementally moves towards
something that correctly approximates the training data. The problem with
this is that it is both incredibly computationally intensive, and requires a
large amount of data to do successfully.
Normally, the recommended number of layers for a neural network is pro-
portional to the number of data-nodes in the network. This causes difficulties
with the Correlation matrix dataset, as each record is composed of over ten
thousand entries. Aside from the extreme computational cost of creating
such a network, which makes it impractical for the purposes of this paper,
this would also lead to a network that would overfit the data, due to the
amount of information contained in the network exceeding the amount of
entry records by a significant proportion.[6]
2.3.3 Support Vector Machines
Support vector machines have been used for various data-mining and
machine-learning tasks, and have a number of advantages over other methods
when it comes to analyzing data. Support vector machines try to draw a line
or, often, a higher-dimensional plane between different classifications of data.
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Figure 2.5: Simple SVM Output
This causes SVM’s to handle higher-dimensional data well, as they simply
use further higher dimensional planes.
A SVM wherein the data is not capable of being separated cleanly into
two different sections, can be defined as the solution of, where w is the vector
of weights based off of the “kernel” or distance algorithm for each dimension,
x is the points in the dataset, and y is the point on the “graph.” [7]
argmax(α)(
∑
j
(αj)− 1/2
∑
j,k
(aj × ak × yj × yk × (xj • xk))
2.3.4 Naive Bayes
Often, the data trying to be classified is highly related to probability.
Probabilistic Classifiers try to capture this nature, by generating a probabil-
ity network, and then trying to classify things by their highest probability.
Naive Bayes is the simplest kind of probabilistic classifier, and is com-
monly used in many real-world learning problems. Naive Bayes makes the,
often incorrect, simplifying assumption that every parameter does not rely on
other parameters, and, as such tends to perform worse on problems wherein
a clear network can be determined. Despite this downside, the assumption
makes it both incredibly fast to compute for arbitrary numbers of input
variables, and can still be quite effective at predicting real world problems,
especially ones where the real-world probability network is hard or impossible
to determine.
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The prediction of a Bayesian Classifier for a single instance, given a prior
probability distribution, where X is the target for prediction, and A is the
attribute, is the larger of P (X|A) or ¬P (X|A).
Given a Naive Bayesian network, and a large number of nodes, the prob-
ability is computed as P (X|A) = P (X|A1) × P (X|A2) × P (X|A3) × ... ×
P (X|AN) as the probability network is assumed to be similar to Figure 2.6.
[8]
Figure 2.6: Naive Bayesian Network
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3. Experiments
3.1 Setup
Experimentally, the first important setup step is to balance the data-set,
as most classifiers are intelligent enough to default to predicting the statistical
majority class if it is capable of making a better prediction than the classifier
would otherwise be able to make.
Table 3.1: Data-Set Description
Description Value
Total Records 477
Total ADHD Cases 216
Percent ADHD 45%
Minimum Series-Length 75
Maximum Series-Length 258
The experiment was conducted by generating a large quantity of var-
ied data-set files using a python program written for the purpose, with a
correlation coefficient above a given cutoff. The cutoff used a ten percent
granularity for classifiers which can be computed relatively quickly, and a
twenty five percent granularity for neural networks.
The nine, or three in the case of neural networks, processed data-sets
were then run through a quick conversion from the CSV file format with the
class as the first parameter, to a ARFF file format with the class as the last
parameter, in preparation for processing with Weka.
The data-sets were then fed by a script into Weka for processing, and the
results were output into individual text files.
Various classifiers were selected for use on the data. The J48 Decision
tree algorithm was selected in order to determine whether or not there were
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Table 3.2: Network Analysis Tool Description
Classifier Decision Tree Naive Bayes Neural Network Support Vector Machine
Specific Algorithm J48 N/A Mutli-Layer Perceptron Linear Support Vector Machine
Varied Parameter Pruning Factor N/A Hidden Layers Regularization Technique
Range 0.1-0.4 N/A 0-4 7
Granularity 0.1 N/A 2 N/A
certain key linkages, as it would naturally prioritize those in it’s tree con-
struction. It was selected over other decision tree algorithms due to it’s
rather generic nature, and the capability to select different pruning levels,
as, theoretically, the data is both very complex, and also includes the capa-
bility to manipulate the part of the algorithm that controls how much of the
data-set is used to determine when the tree was done being constructed. The
Naive Bayes Algorithm was selected due to it’s simple nature, it’s incredibly
fast execution, and its effectiveness at constructing models of complex data.
It also fits with the probabilistic nature of the network extraction phase,
without requiring a decent amount of pre-existing knowledge as a traditional
Bayesian Network would. A low depth neural network was used due to the
ability of neural networks to analyze highly complex data, and the compu-
tational complexity of constructing them. The number of hidden layers was
kept rather low to remain computationally feasible. The number of hidden
layers was varied in order to gain some understanding of the time costs in-
volved in increasing the number of layers. Support Vector machines were
used due to the high dimensionality of the data, and by varying the “cost”
calculation, it is possible to gain more complex results for the same amount
of computation. It also is quite good for data wherein there is relatively little
information [7]
Once the results were completed, the results were hand-copied into excel
for analysis.
3.2 Parameter Study for Network Extraction
The first section of the experiment was to generate a relatively large
number of thresholded data-sets. By varying the parameter, the signal to
noise ratio of the input data can be manipulated, and the results will vary
accordingly.
Below is a example data-point from the .5 threshold grouping.
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Figure 3.1: Visualization of Thresholded Data Record
Testing generally indicated a quite reasonable difference in performance,
on some data-sets the classifiers did up to five to six percent better than on
the worse parameters. It is also worth noting the changes in false-positive
and false-negative rate for different data-sets.
Table 3.3: Sample Result on J48 using different threshold values
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Accuracy 51.5723 50.5241 49.8952 55.9748 56.6038 52.8302 55.3459 59.1195 52.6205
False Positives 125 125 124 113 80 83 76 99 33
False Negatives 106 106 104 97 127 142 137 96 193
3.2.1 Average Error Rates
Overall, the data-set variation indicated a preference towards the eighty
percent threshold, the fifty percent threshold, and either the forty or thirty
percent threshold depending on the algorithm. Generally this indicates that
increasing the accuracy of each actual signal in the data is important for
the classifiers, although the ninety percent threshold was generally too large
for accurate results. However, generally, the results were well below a rea-
sonable real-world result, although several points did reasonably exceed the
balancing.
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Table 3.4: Average and Maximum Accuracy for Threshold Manipulation
(J48, SVM, Naive Bayes only)
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Average Accuracy 52.4633 51.6597 52.3934 53.9133 55.3983 51.8344 52.7953 56.1495 50.6464
Max Accuracy 54.717 54.9266 56.1845 56.8134 56.6038 55.1363 55.3459 59.1195 55.1363
As can be seen, there is not a simple linear correlation between the Ac-
curacy of the prediction and the threshold used.
Figure 3.2: Graph of Accuracy Vs. Threshold
3.2.2 False Positive
The false positive result indicates how many times the software predicted
that the data-record was a ADHD patient without the record actually cor-
responding to one.
Table 3.5: False Positives over 477 records
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
J48 125 125.5 131.5 123.5 98 101.5 102 109.75 66
Linear SVM Average 101.57 102.57 99.14 100.86 101.86 116.14 119.71 103.29 78.71
Naive Bayes 93 97 88 76 63 42 19 7 3
Overall Average 108.67 109.75 109 106.33 97.33 105.08 105.42 97.42 68.17
Generally the false positive rate decreases with the threshold value, al-
though it does not match up with the accuracy’s clear peaks at 0.8, it does
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match up with the peak around 0.5.
Also, the false positives appear to be going down across the data-set, re-
ducing as the threshold increases. This is due to the number of false negatives
correlated increase, as the system predicts simply more negative data-points,
not necessarily more accurate data-points. The corresponding trend can be
seen in the raw data in Appendix B, or in the next sections.
Figure 3.3: Graph of False Positives Vs. Threshold
3.2.3 False Negative
The false negative rate is the opposite of the false positive rate, as it
indicates how many times the system predicted the data-point would not
have ADHD, and the data–point did.
Table 3.6: False Negatives over 477 records
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
SVM Average 120.43 125 118.29 125.29 109.29 116.71 111.86 120.29 158.71
Naive Bayes 139 118 121 130 150 172 194 204 211
J48 106 110.5 106.75 91 117.5 126.75 115 96.25 171.25
Overall Average 117.17 119.58 114.67 114.25 115.42 124.67 119.75 119.25 167.25
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The false positive clearly correlates with the decrease in accuracy between
0.8 and 0.9, although this correlation is mitigated somewhat by the fact that
more negatives were predicted.
Figure 3.4: Graph of False Positives Vs. Threshold
3.3 Parameter Study for Network Analysis
3.3.1 J48
Generally, the J48 tree’s algorithm performed similarly to the “Average”
value, and generally mirrored the results from that.
3.3.1.1 Accuracy
Generally, the accuracy tended to be best with forty and eighty percent
thesholding, with the lower pruning values naturally providing better cross-
validated results, as this leads to more leaves to further refine the results,
and the number of valid attributes to build the tree is very large.
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Table 3.7: J48 Pruning and Thresholding Optimization
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Pruning = 0.1 51.57% 50.52% 49.90% 55.97% 56.60% 52.83% 55.35% 59.12% 52.62%
Pruning = 0.2 51.57% 50.73% 49.90% 54.93% 55.77% 50.73% 55.14% 57.02% 48.64%
Pruning = 0.3 51.57% 49.90% 49.06% 54.72% 53.46% 52.62% 53.67% 55.56% 49.48%
Pruning = 0.4 51.57% 49.90% 49.06% 54.51% 53.46% 52.41% 53.88% 55.56% 50.31%
Figure 3.5: Graph of Accuracy vs. Threshold
3.3.1.2 False Positives
Table 3.8: False Positive Rate Vs. Threshold
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Pruning = 0.1 26.15% 26.15% 25.94% 23.64% 16.74% 17.36% 15.90% 20.71% 6.90%
Pruning = 0.2 26.15% 25.73% 27.20% 24.06% 17.99% 21.12% 21.76% 22.38% 13.18%
Pruning = 0.3 26.15% 26.57% 28.45% 27.62% 23.64% 23.22% 24.06% 24.06% 17.15%
Pruning = 0.4 26.15% 26.56% 28.45% 28.03% 23.64% 23.22% 23.64% 24.68% 17.99%
Generally, the false positive rate stayed rather constant, although due to
fewer predicted positives, it fell off toward the end of the threshold range. The
more accurate threshold values around 0.5 generally did show lower values,
indicating the accuracy increases tended to be from increased accuracy.
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Figure 3.6: Graph of False Positive Rate vs. Threshold
3.3.1.3 False Negatives
Table 3.9: False Negative Rate Vs. Threshold
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Pruning = 0.1 22.18% 22.18% 22.18% 20.29% 26.57% 29.71% 28.66% 20.08% 40.38%
Pruning = 0.2 22.18% 23.43% 22.80% 20.92% 26.15% 28.03% 23.01% 20.50% 38.07%
Pruning = 0.3 22.18% 23.43% 22.38% 17.57% 22.80% 24.05% 22.18% 20.29% 33.26%
Pruning = 0.4 22.18% 23.43% 22.38% 17.36% 22.80% 24.27% 22.38% 19.66% 31.59%
Generally, the false negatives did not show much variation between differ-
ent pruning values, although they generally spiked around 0.9, largely causing
the large accuracy drop around that point.
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Figure 3.7: Graph of False Negative vs. Threshold
3.3.2 Neural Networks
Neural networks did not work terribly well, however this likely has more
to do with the high computational complexity of the technique as opposed
to other considerations. Due to the time of computation, only three datasets
were used, and only up to five layers were computed.
3.3.2.1 Accuracy
Table 3.10: Neural Network Accuracy
Threshold 0.25 0.5 0.75
1 Layer 53.67% N/A 53.67%
3 Layers 53.67% 53.67% 53.67%
5 Layers 53.88% 53.67% 53.67%
As can be seen above, the accuracy of the technique was both very con-
sistent and lacking. There does appear to be some minor gains in the upper
number of layers, although they are too minor to truly count. The one layer
and 0.5 data-set experiment returned the trivial solution, so the data-point
was marked as N/A.
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3.3.2.2 False Positives
Table 3.11: Neural Network False Positive Rate
Threshold 0.25 0.5 0.75
1 Layer 5.4507% N/A 5.4507%
3 Layers 5.4507% 5.4507% 5.4507%
5 Layers 5.4507% 5.4507% 5.4507%
There was no variation at all in the false positive values, although they
were very low, probably due to the relatively minor imbalance in the data
set.
3.3.2.3 False Negatives
Table 3.12: Neural Network False Negative Rate
Threshold 0.25 0.5 0.75
1 Layer 40.8805% N/A 40.8805%
3 Layers 40.8805% 40.8805% 40.8805%
5 Layers 40.6709% 40.8805% 40.8805%
The improved “Accuracy” of the 5 layer and 0.25 data set can be seen
to rise from one more correct False Negative result. A truly trivial change
among 477 records.
3.3.3 Support Vector Machines
SVM’s have a variety of regularization techniques to change how the
system attempts to fit not linearly separable data. There are a variety of
regularization techniques available for SVM classification. For the purposes
of this project, a variety of support vector machine regularization techniques
were used.
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Table 3.13: SVM Regularization Techniques Used
Technique SVM Description
1 L2 Regularized L2 Loss Support Vector Classification (Dual)
2 L2 Regularized L2 Loss Support Vector Classification (Primal)
3 L2 Regularized L1 Loss Support Vector Classification (Dual)
4 Cramer and Singer Support Vector Classification
5 L1 Regularized L2 Loss Support Vector Classification
6 L1 Regularized logistic regression
7 L2 Regularized logistic regression (dual)
3.3.3.1 Accuracy
Table 3.14: Accuracy for Regularization Techniques
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Technique 1 53.03% 51.78% 55.35% 52.62% 55.77% 51.99% 50.94% 54.51% 50.94%
Technique 2 52.83% 51.15% 55.56% 53.04% 55.77% 51.15% 50.73% 54.93% 50.94%
Technique 3 53.03% 51.78% 55.35% 52.62% 55.77% 51.78% 50.31% 56.18% 49.27%
Technique 4 53.03% 51.78% 55.35% 52.62% 55.77% 51.78% 50.31% 54.51% 51.15%
Technique 5 50.31% 51.15% 48.22% 52.83% 55.97% 49.27% 53.04% 56.81% 49.90%
Technique 6 54.72% 53.25% 49.69% 52.83% 55.77% 50.10% 52.83% 55.97% 50.10%
Technique 7 53.04% 53.04% 55.14% 53.46% 55.35% 52.20% 51.99% 57.86% 49.27%
Generally, the accuracy for most options was rather low, however, certain
data-points and techniques did do rather well. The 0.5 and 0.8 data-set did,
as with most points, rather well. One other interesting point is around 0.3,
as several of the techniques show a accuracy spike there, and some others
show the opposite.
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Figure 3.8: Accuracy vs. Threshold
3.3.3.2 False Positives
Table 3.15: Percent False Positive Rate
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Technique 1 20.75% 21.17% 19.08% 20.96% 21.80% 24.32% 26.00% 23.48% 17.61%
Technique 2 20.34% 21.80% 19.29% 20.34% 21.59% 24.74% 26.00% 22.85% 17.40%
Technique 3 20.75% 21.17% 19.08% 20.96% 21.80% 24.53% 26.21% 21.80% 14.68%
Technique 4 20.75% 21.17% 19.08% 20.96% 21.80% 24.53% 26.21% 22.64% 15.51%
Technique 5 24.95% 24.53% 25.79% 22.01% 20.34% 25.37% 23.48% 21.38% 17.40%
Technique 6 22.43% 21.17% 24.11% 23.06% 21.59% 23.27% 23.69% 19.92% 15.30%
Technique 7 19.08% 19.50% 19.08% 19.71% 20.55% 23.69% 24.11% 19.50% 17.61%
As can be expected from the accuracy, the false positive rate dips in the
middle and toward the end. There is quite a bit of variance in the technique
toward the beginning, with Technique 5 working better than the competition,
however the techniques generally collapsed towards the end.
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Figure 3.9: False Positive Rate vs. Threshold
3.3.3.3 False Negatives
Table 3.16: Percent False Negative Rate
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Technique 1 26.21% 27.04% 23.48% 26.42% 22.43% 23.69% 23.06% 22.01% 31.45%
Technique 2 26.83% 27.04% 25.16% 26.62% 22.64% 24.11% 23.27% 22.22% 31.66%
Technique 3 26.21% 27.04% 23.48% 26.42% 22.43% 23.69% 23.48% 22.01% 36.06%
Technique 4 26.21% 27.04% 23.48% 26.42% 22.43% 23.69% 23.48% 22.85% 33.33%
Technique 5 24.74% 24.32% 26.00% 27.04% 23.69% 25.37% 23.48% 21.80% 32.70%
Technique 6 22.85% 23.48% 26.21% 24.11% 22.64% 26.62% 23.48% 24.11% 34.59%
Technique 7 23.69% 27.46% 25.79% 26.83% 24.11% 24.11% 23.90% 22.64% 33.12%
There was little variance between regularization techniques in the false
negative rate. It generally showed the regular trend of a comparatively con-
stant number followed by a large upswing as the number of predicted Nega-
tives spikes at the end.
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Figure 3.10: False Negative Rate vs. Threshold
3.3.4 Naive Bayes
Due to the nature of the Naive Bayes Classifier, there is no parameter
modification available. The network consistently did better than the initial
distribution of the data-set, as can be expected from a probabilistic model,
but did not consistently show any real accuracy more than that.
Table 3.17: Naive Bayes Results
Dataset 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Accuracy 53.25% 54.93% 56.18% 56.81% 55.35% 55.14% 55.35% 55.77% 55.14%
False Positive Rate 19.50% 20.34% 18.45% 15.93% 13.21% 8.81% 3.98% 1.47% 0.63%
False Negative Rate 29.14% 24.74% 25.37% 27.25% 31.45% 36.06% 40.67% 42.77% 44.23%
3.3.4.1 Accuracy
The accuracy generally did better at lower ranges, compared to other
solutions, and generally evened out after the initial few data-sets. This is
likely due to the extreme amounts of noise at lower levels of the data-set.
The accuracy is somewhat artificially higher than it arguably should be, due
to the data-set’s skew. The peak at 0.4 is much earlier than other classifiers,
likely due to the system utilizing every data-point in predicting the target
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Figure 3.11: The Accuracy of Naive Bayes vs. Different Threshold Values
attribute, as opposed to other classifiers which try to use a valuable subset
of the data.
3.3.4.2 False Positives
As shown in Figure 3.12, and similar to most other classifiers, Naive Bayes
tended to have a high false-positive rate in the beginning, and a lower one
near the end, however, the curve begins far earlier with Naive Bayes than
with other classifiers, possibly due to data-set skew.
3.3.4.3 False Negatives
As seen in Figure 3.13, the uptick with false negatives, and the overall
curve in general, is softer with Naive Bayes than with other classifiers.
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Figure 3.12: Naive Bayes False Positive Rate vs. Threshold
Figure 3.13: Naive Bayes False Negative Rate vs. Threshold
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4. Conclusions
Overall, generic methods do appear to have some level of viability on the
data, as they achieved up to 9.1
Threshold values of 0.5 and 0.8 appeared to be more effective than others,
and, while the extreme end of the spectrum failed to work, by and large the
peaks of the threshold value effectiveness were higher toward the higher end
of the spectrum. However the effectiveness of threshold varied non-linearly,
and it appears valuable to test multiple threshold values.
Interestingly, decision trees appeared to be highly effective compared to
other learner archetypes, followed by the support vector machines. Neural
networks appeared ineffective, although there is a high chance that this was
due to material limits, rather than a failure of the strategy in general.
4.1 Future Work
Overall one of the limiting portions to analysis was the number of avail-
able data records. However it is extremely difficult to find extremely large
amounts of data for this type of analysis, data mining techniques work better
with more data.
Also, computational limits limited neural network analysis, and other
techniques have other parameters that can be varied.
Finally, the techniques used were a broad selection of simpler techniques,
a more focused approach on one or two techniques could grant better results.
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Appendix B: Raw Data
This section contains most of the raw data used for conclusions in the
main report. Most of it can be found elsewhere in the report, but this shows
it all together.
Table 4.1: Raw Accuracy (Percent)
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
SVM Technique 1 53.0398 51.782 55.3459 52.6205 55.7652 51.9916 50.9434 54.5073 50.9434
SVM Technique 2 52.8302 51.153 55.5556 53.0398 55.7652 51.153 50.7338 54.9266 50.9434
SVM Technique 3 53.0398 51.782 55.3459 52.6205 55.7652 51.782 50.3145 56.1845 49.2662
SVM Technique 4 53.0398 51.782 55.3459 52.6205 55.7652 51.782 50.3145 54.5073 51.153
SVM Technique 5 50.3145 51.153 48.218 52.8302 55.9748 49.2662 53.0398 56.8134 49.8952
SVM Technique 6 54.717 53.2495 49.6855 52.8302 55.7652 50.1048 52.8302 55.9748 50.1048
SVM Technique 7 53.0398 53.0398 55.1363 53.4591 55.3459 52.2013 51.9916 57.8616 49.2662
Naive Bayes 53.2495 54.9266 56.1845 56.8134 55.3459 55.1363 55.3459 55.7652 55.1363
J48 Pruning 0.1 51.5723 50.5241 49.8952 55.9748 56.6038 52.8302 55.3459 59.1195 52.6205
J48 Pruning 0.2 51.5723 50.7338 49.8952 54.9266 55.7652 50.7338 55.1363 57.0231 48.6373
J48 Pruning 0.3 51.5723 49.8952 49.0566 54.717 53.4591 52.6205 53.6688 55.5556 49.4759
J48 Pruning 0.4 51.5723 49.8952 49.0566 54.5073 53.4591 52.4109 53.8784 55.5556 50.3145
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Table 4.2: Raw False Positives over 477 Records
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
SVM Technique 1 99 101 91 100 104 116 124 112 84
SVM Technique 2 97 104 92 97 103 118 124 109 83
SVM Technique 3 99 101 91 100 104 117 125 104 70
SVM Technique 4 99 101 91 100 104 117 125 108 74
SVM Technique 5 119 117 123 105 97 121 112 102 83
SVM Technique 6 107 101 115 110 103 111 113 95 73
SVM Technique 7 91 93 91 94 98 113 115 93 84
Naive Bayes 93 97 88 76 63 42 19 7 3
J48 Pruning 0.1 125 125 124 113 80 83 76 99 33
J48 Pruning 0.2 125 123 130 115 86 101 104 107 63
J48 Pruning 0.3 125 127 136 132 113 111 115 115 82
J48 Pruning 0.4 125 127 136 134 113 111 113 118 86
Table 4.3: Raw False Negatives over 477 Records
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
SVM Technique 1 125 129 112 126 107 113 110 105 150
SVM Technique 2 128 129 120 127 108 115 111 106 151
SVM Technique 3 125 129 112 126 107 113 112 105 172
SVM Technique 4 125 129 112 126 107 113 112 109 159
SVM Technique 5 118 116 124 129 113 121 112 194 156
SVM Technique 6 109 112 125 115 108 127 112 115 165
SVM Technique 7 113 131 123 128 115 115 114 108 158
Naive Bayes 139 118 121 130 150 172 194 204 211
J48 Pruning 0.1 106 106 104 97 127 142 137 96 193
J48 Pruning 0.2 106 112 109 100 125 134 110 98 182
J48 Pruning 0.3 106 112 107 84 109 115 106 97 159
J48 Pruning 0.4 106 112 107 83 109 116 107 94 151
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