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A projective symmetry group has been regarded as a classification theory of spin liquids. However,
it does not include a topological insulating/superconducting property of fermionic spinon excitations,
and we try to extend it by including the information of the topological insulator phase protected
by the time-reversal symmetry, especially in the case of the Kitaev model. The Z2 invariant can be
defined purely by the time-reversal and translation symmetries on condition that the time-reversal
symmetry is implemented projectively. Thus, it is an intrinsic class of topological Kitaev spin liquids,
which has been ignored for a long time. Its classification is related to that of magnetic topological
insulators and we would discuss the generalization to three dimensions.
Introduction. — A projective symmetry group
(PSG) [1] has been regarded as a classification theory
of spin liquids [2]. However, it does not include a topo-
logical insulating/superconducting property [3–6] of a
fermionic spinon excitation (FSE). FSE potentially pos-
sesses a symmetry-protected topological (SPT) order [7].
The existence of an SPT phase in FSE suggests the emer-
gence of a new symmetery-enriched topological (SET)
phase in the original spin model. This type of SET or-
der is not completely described by the theory of PSG
because sometimes the PSGs of two FSEs with different
SPT orders can be the same. In fact, PSG depends on
the mean-field approximation of spin liquids [8], which
in principle is impossible to treat the property of FSEs
directly [9].
However, PSG still plays an important role in the clas-
sification. As for the (original) Kitaev model on the hon-
eycomb lattice [9], the time-reversal symmetry is imple-
mented simply and the gauge transformation is commen-
surate with the translation symmetry. In this case, the
topological insulating phase is classified in the same way
as class BDI in the topological periodic table, which is
trivial in two dimensions [10, 11]. Thus, there is no topo-
logical insulator in Kitaev spin liquids in this class. On
the other hand, the situation is different in the case of
the squareoctagon lattice [12–14]. This is because the
time-reversal symmetry is now implemented projectively,
whose action is nonlocal in the k-space [15, 16]. An ex-
otic PSG may allow another classification of topological
insulators inside the same class of PSG thanks to the
projective nature of symmetries.
Following Fu and Kane [6], we can define a “nonlocal
Pfaffian invariant” for the latter class. Since the time-
reversal symmetry is projective, the Fourier-transformed
form has an additional k-space translation in the first
Brillouin zone. By dividing the first Brillouin zone by
this k-space translation, now the symmetry action can
be defined “locally” in the reduced Brilloin zone. In this
way, the Z2 Pfaffian invariant can be defined from this
reduced time-reversal action. If the system is inversion-
symmetric, this Z2 invariant is expressed by the inver-
sion eigenvalues of the occupied fermions, which proves
the quantization of the Pfaffian invariant in the gauge-
invariant form, following Ref. [6].
So far we used an original unit cell of the squareoc-
tagon lattice, but a more explicit construction is possi-
ble if we enlarge the unit cell. Although spin liquids do
not break any symmetries, fractionalized quasiparticles
(partons) effectively “break” the underlying symmetries.
This is called weak symmetry breaking (WSB) theory by
Kitaev [9]. FSEs weakly breaks the time-reversal sym-
metry (or the translation symmetry), and the effective
symmetry is now described by a type IV magnetic space
group [17]. Since PSG only includes information of an
effective magnetic space group, symmetry indicators are
not included in the PSG theory, and a nontrivial SPT
phase of FSEs with a nontrivial indicator should be a
phase “beyond PSG”.
Based on the WSB theory, the Z2 invariant can be de-
fined purely by the time-reversal and translation symme-
tries, and thus it is an intrinsic class of topological Kitaev
spin liquids, which has been ignored for a long time. In
2 or 3 dimensions, time-reversal-symmetric gapped Ki-
taev spin liquids can be divided into two types, with or
without edge states. The former can be regarded as a
topological insulator in Kitaev spin liquids. Interestingly,
the nontrivial phase can only exist in the case that the
time-reversal symmetry is implemented projectively, and
thus the phase itself is intrinsic to the strongly correlated
system.
In this Letter, we propose a time-reversal-protected
SET phase in the Kitaev model, which is beyond either
a classification by PSG or a classification for trivial free-
fermionic systems. Our theory suggests the existence of
a huge number of ignored SET phases described by FSEs
with SPT order by extending our results to topological
crystalline phases [18].
Lattice. — The Kitaev model, originally defined for the
honeycomb lattice [9], has bond-dependent anisotropic
interactions. Usually bonds on the lattice is colored by
three different colors, red, green, and blue. Red, green,
and blue bonds have x-, y-, and z-directional Ising in-
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2FIG. 1. (a) Kitaev model on the squareoctagon lattice. Red,
green, and blue bonds have x-, y-, and z-directional Ising
interaction, respectively, and the sublattices are distinguished
by white and black circles. (b) Phase diagram on the plane
Jx +Jy +Jz = 1 [12]. A1 phase is a topological one with edge
states, while A2 phase is not.
teraction, respectively, and the ground state becomes a
spin liquid for any tricoordinated lattices, as long as each
site is connected to three different types of bonds and
the ground state flux sector is symmetric. This condi-
tion holds for both the honeycomb and squareoctagon
lattices. The Hamiltonian is
H = −Jx
∑
〈jk〉∈x
σxj σ
x
k − Jy
∑
〈jk〉∈y
σyj σ
y
k − Jz
∑
〈jk〉∈z
σzjσ
z
k,
(1)
where σj are Pauli matrices, and 〈jk〉 ∈ x, y, and z are
red, green, and blue bonds, respectively.
This model can be solved by introducing Majorana
fermions [9]. We would not follow the detailed description
of how to solve this model, but eventually the problem
of solving this spin model is reduced to a free-fermion
model coupled to a “magnetic” field called flux with a
single Majorana mode cj . The Hamiltonian can be al-
ways recast to this form:
HMajorana =
i
4
∑
j,k
Ajkcjck, (2)
where A is a real skew-symmetric matrix. By diagonaliz-
ing this Hamiltonian, we can get the ground-state spec-
trum and all SPT information is included.
Kitaev models on the two-dimensional (2D) square-
octagon lattice [12–14] can actually be defined in many
ways, but we use the most symmetric coloring by respect-
ing the translation symmetry of the skeletal structure [see
Fig. 1(a)]. In this case, every bond in the same direction
has the same color. Lieb’s theorem is applicable and the
ground state sector is pi-flux [19]. Thus, we only consider
a pi-flux state in this Letter.
The implementation of the time reversal is exotic [15].
According to PSG, the time-reversal operator accompa-
nies a gauge transformation which is defined by the sub-
lattice parity (−1)j for the jth site. Indeed, the time
reversal operation can be written as Θ = (−1)jK, where
K is a complex conjugation with KcjK = cj . This fact
HBZ
FIG. 2. Inversion invariant momenta Γi (i = 1, . . . 4) are
shown. HBZ is represented by the pink shaded region.
causes an interesting effect on the squareoctagon lattice.
Since in the squareoctagon lattice the sublattice parity
is not commensurate with the translation symmetry [see
Fig. 1(a)], the unit cell shown by the solid yellow line
is effectively enlarged to the dashed yellow line. If we
use the original unit cell, an additional k-space transla-
tion with a wavevector k0 = (pi, pi) is necessary after the
Fourier transformation. Thus, due to the projectiveness
the action of the time reversal in the k-space becomes
between k and k0−k [15]. The topological classification
becomes different from the usual class BDI, resulting in
the possibility of the existence of a new phase impossible
in the previous classification.
It was found that there are two gapped phases A1 and
A2 in the Kitaev model on the squareoctagon lattice [see
Fig. 1(b)] [12]. These phases are separated by the gapless
line with two Dirac cones at (0, 0) and (pi, pi) in the usual
Brilloin zone. The phase boundary can be written as
J2x + J
2
y = J
2
z , so Jx = Jy = 1/4, Jz = 1/2 is in A1
phase, while Jx = Jy = Jz = 1/3 is in A2 phase [12].
The existence of Dirac cones suggest that two phases are
distinguished by some topological number.
Symmetry indicator approach. — We quickly construct
a Fu-Kane symmetry indicator [6] which distinguishes
the two phases. The existence of the symmetry indicator
automatically proves that the two phases are separated
as long as the inversion symmetry is protected, but later
we will find that the inversion symmetry is not necessary
and actually the same invariant can be defined solely by
the exotic time-reversal symmetry.
Assuming the inversion symmetry P , which is not pro-
jective but P 2 = −1, the inversion eigenvalues ±i can
be defined at every inversion-invariant momentum (IIM),
Γ1 = (0, 0), Γ2 = (pi, 0), Γ3 = (pi, pi), and Γ3 = (0, pi) [see
Fig. 2]. We note that these IIM are not time-reversal-
invariant, and thus here they are not called time-reversal-
invariant momenta.
Since [Θ, P ] = 0, the time reversal flips the sign of the
inversion eigenvalue. If we define the inversion eigenvalue
of the αth Bloch eigenstate |uα,k=Γi〉 as iξα(Γi) with
ξα(Γi) = ±1 (i = 1, . . . , 4), Γ1 and Γ3 (Γ2 and Γ4) are al-
ways related with each other. In fact, ξα(Γ1) = −ξα(Γ3)
and ξα(Γ2) = −ξα(Γ4), so the Z2 invariant should be de-
3fined only for Γ1 and Γ2 to erase the redundancy. The
candidate Z2 invariant to distinguish two phases is
δ =
N∏
α=1
2∏
i=1
ξα(Γi), (3)
where N = 2 is the number of occupied bands.
By checking the inversion eigenvalue, A1 phase indeed
has δ = −1 and topologically non-trivial, while A2 phase
has δ = 1. Thus, from this simple guess, we conclude that
A1 phase is topological, i.e. a new SET phase, and A2
phase is not. We would like to reconfirm this conclusion
in the next section.
Nonlocal Pfaffian invariant approach. — We already
found a Fu-Kane-type formula for the classification of this
class of Kitaev models, and thus we can expect that it is
related to some Pfaffian invariant [6]. Differently from
the topological insulator, a new Pfaffian invariant re-
quires a quantity defined nonlocally in the k-space. Thus,
we call it nonlocal Pfaffian invariant, defined from a vec-
tor bundle on the reduced (half) Brillouin zone. In this
way we can directly connect a Fu-Kane invariant to a
Berry phase in this half Brilloin zone (HBZ) [see Fig. 2].
A(k) = −i
∑
α
〈uα,k|∇k|uα,k〉 . (4)
Although the time reversal itself divides the Brillouin
zone into an orbifold, by combining it with the inversion
the Brillouin zone is now divided into a 2D torus. Thus,
on this “half torus” we can define a smooth twofold de-
generate vector bundle of eigenstates, i.e. the Hilbert
spaces for Bloch functions Hk and Hk+k0 are combined
intoHk⊕Hk+k0 . Now we can identify two points (kx, ky)
and (kx+pi, ky +pi) in the original Brilloin zone to make
an HBZ, and we distinguish two positions (kx, ky) and
(kx+pi, ky+pi) by an internal degrees of freedom τ = ↑, ↓,
respectively. From now on τ is regarded as an internal
pseudospin, but offdiagonal components about τ is actu-
ally nonlocal in the original k-space. On this manifold
of HBZ, the time-reversal switches the internal degree
of freedom, so the time reversal in HBZ can be written
Θ+ = τ
x ⊗Θ.
About the Bloch Hamiltonian HHBZ = H(k)⊕H(k+
k0), HHBZ indeed commutes with Θ+ at IIM. How-
ever, there are another symmetry τz, which commutes
with the Bloch Hamiltonian in the whole HBZ. Thus,
we can define another time-reversal symmetry Θ− by
Θ− = τzΘ+ = iτy ⊗Θ. Here Θ2− = −1.
The parity time-reversal (Θ+) operation Θ+P also acts
antiunitarily with a condition (Θ+P )
2 = −1, and thus we
can use these operators to define a Z2 invariant. We de-
fine vmn(k) = 〈um,k|Θ+P |un,k〉. Here we newly include
τ indices in m and n. Since [Θ+P,HHBZ] = 0, a matrix
v(k) is unitary, and from (Θ+P )
2 = −1, v(k) is anti-
symmetric. Thus, the Pfaffian of v(k) exists and has a
unit magnitude. Its gradient should be related to a Berry
phase.
A(k) +A(k + k0) = − i
2
Tr [v(k)†∇kv(k)]
= −i∇k log Pf [v(k)]. (5)
We can easily prove that ∇×[A(k)+A(k+k0)] = 0, so
we choose a gauge so that A(k) +A(k + k0) = 0. Thus,
after the gauge transformation of a form Pf [v(k)] →
Pf [v(k)]e−iθk , we can fix a gauge to make Pf [v(k)] = 1.
At the same time, the nontriviality coming from the def-
inition of
√
det disappears. The rest is to relate vmn(k)
to wmn(k) = 〈um,−k|Θ−|un,k〉.
wmn(Γi) = −〈ψm,Γi |(Θ+P )(−τz)P |ψn,Γi〉 . (6)
This is because P 2 = −1. Using antilinearlity of Θ,
wmn(Γi) = −iτn(Γi)ξn(Γi)vmn(Γi), (7)
where n includes an index τ and τn(Γi) is its τ
z eigen-
value. First we note that
Pf[w]2 = det[w] = det[v]
2N∏
n=1
[−iτn(Γi)ξn(Γi)]. (8)
As we already saw ξα(Γi) = −ξα(Γi + k0), each pair of
states with an opposite τ has an opposite sign. Then,
Pf[w] = Pf[v]
N∏
α=1
[−iξα(Γi)]. (9)
Thus, using Pf[v] = 1, a Fu-Kane invariant inside HBZ
can be computed from the product for two k-points Γ1
and Γ2.
δ =
2∏
i=1
Pf[w(Γi)] =
N∏
α=1
2∏
i=1
[−iξα(Γi)], (10)
which coincides with the previous definition for N = 2.
In the final form, it is not apparent that this invari-
ant is still valid when the inversion symmetry is broken.
However, if we go back to the definition, the Pf[w] is
multiplied for every IIM inside HBZ, and thus the Z2
invariant here can be defined solely by the time-reversal
symmetry. We note that Pf[w] has a meaning only after
identifying (kx, ky) and (kx + pi, ky + pi).
Though here we used the inversion symmetry to prove
the existence and quantization of the Z2 invariant, next
we will prove its existence purely by using the time-
reversal symmetry (and the translation symmetry).
Weak symmetry breaking approach. — Another way
of evaluating this topological number is to think that the
time-reversal symmetry effectively breaks the translation
symmetry, and the unit cell is enlarged by this WSB. In
this enlarged unit cell, a more explicit construction of the
Z2 invariant is possible.
4As already explained in the Introduction, this pic-
ture is similar to the one used in type IV mag-
netic space group [17], which is useful to connect
the Z2 invariant above to the previously discovered
phases of topological insulators/superconductors. It is
closely related to antiferromagnetic topological insula-
tors/superconductors [20, 21] and we can follow their
theory to construct the same invariant in the enlarged
unit cell.
In the enlarged unit cell, the time-reversal symmetry
is no longer projective, but rather we need an additional
“half translation” to restore the original crystalline sym-
metry. Since the time reversal in the Kitaev model ac-
companies the gauge transformation which flips signs for
one of the sublattices, this sign flip is restored only by
the half translation which switches the sublattice parity.
There are many half translation vectors, but we choose
D = (1/2, 1/2), as shown in the black dashed arrow in
Fig. 1(a), for simplicity. These two operations have the
same gauge transformation, so the combination of the
two, denoted by ΘS , can be written without a gauge
transformation as ΘS = TDK, where TD is a half trans-
lation without a gauge transformation.
In the k-space, ΘS is a new symmetry defined for
the whole Brillouin zone. Especially, Θ2S = e
2D·ki, and
Θ2S = −1 when 2D ·k = pi. Thus, we have a Kramers de-
generacy on the line 2D ·k = pi, passing (0, pi) and (pi, 0).
On this one-dimensional (1D) subsystem, ΘS serves as an
effective time-reversal symmetry of the 1D class DIII [21].
Following the definition of the Z2 invariant for the 1D
topological superconductor in class DIII [22], the Z2 in-
variant is again defined by a formula Eq. (11) within the
approach using an enlarged unit cell.
First, we define {|α〉}α as occupied Bloch functions
at (0, pi), and {|α˜〉}α as occupied Bloch functions at
(pi, 0). We note that the basis choice for occupied states
is arbitrary at each k-point. Then, we define matrices(
wS(0, pi)
)
αβ
= 〈α|ΘS |β〉 and
(
wS(pi, 0)
)
αβ
= 〈α˜|ΘS |β˜〉.
Intermediate states are also necessary to restore the basis
independence as follows.
δ =
(
detUK
) Pf[wS(0, pi)]
Pf[wS(pi, 0)]
. (11)
UKαβ = 〈α˜|
 lim
n→∞
n∏
j=0
PF (kj)
 |β〉 , (12)
where kj = (jpi/n, pi − jpi/n) and PF (k) is a spectral
projector onto the occupied states at k [22].
If we compute the quantity above, indeed we repro-
duce δ = −1 for A1 phase and δ = 1 for A2 phase. In
the calculation we used n = 1000 points between (0, pi)
and (pi, 0). This formula is useful not only because it
is gauge-invariant but also because it only requires the
information of the time-reversal symmetry. This again
proves that the inversion symmetry is not necessary for
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FIG. 3. Band structure for a 100-site strip of the square-
octagon lattice. Energy E is shown in the unit of Ajk.
Jx = Jy = 1/4 and Jz = 1/2, deep inside A1 phase, were
used for the calculation.
the phase protection. As we have defined the same in-
variant in three different ways, we will move on to its
topological consequence, edge states.
Edge states. — It is a well-known fact in the case
of the antiferromagnetic topological insulators that edge
states exist for the nontrivial phase when the surface is
terminated in the ΘS symmetric way [21]. This condition
is met for almost every boundary termination for the
squareoctagon lattice. Therefore, we check the existence
of edge states with the simplest open boundary condition.
We used a strip geometry by simply repeating the orig-
inal unit cell of the squareoctagon lattice for 25 times
along the y-direction. The band structure based on this
termination is shown in Fig. 3. The helical gapless points
correspond to edge states and protected by the time-
reversal and particle-hole symmetries. We note that each
gapless point is pinned at kx = 0 or kx = pi because of
the time-reversal symmetry.
The meaning of the robust helical edge state cannot be
captured within the previous framework of SET phases
because both A1 and A2 phases are Z2 topologically or-
dered states described by the toric code. What makes
difference is the topological band structure of FSEs, and
its protection by the time-reversal symmetry. The gen-
eral classification of such phases is an interesting future
problem.
Discussions. — Here we defined a topological Z2 in-
variant for Kitaev models in a certain class, where the
time-reversal symmetry is implemented projectively. We
gave a definition of the same invariant three times, and
discovered that the nontrivial phase is protected solely
by the time-reversal symmetry. We only discussed the
2D system, but the generalization to three dimensions
is straightforward because the classification of topologi-
cal superconductors in class DIII of the 2D subsystem is
again Z2. The disorder effect in such gapped phases is
5also an interesting problem because an intermediate gap-
less phase is possible in the classification of the Anderson
localization [23, 24].
We can easily imagine another “beyond PSG” phase, a
topological crystalline spin liquid, protected by the crys-
talline symmetry [7, 25]. The (8,3)-n lattice is known
to have a similar transition between two gapped phases,
but the time-reversal symmetry is not implemented pro-
jectively [26]. Thus, the Kitaev model on this lattice is
a potential candidate for a topological crystalline spin
liquid. Discovering topological (crystalline) insulators
in tricoordinated lattices realizable in iridates or Ru-
compounds [27–29] is also a future problem.
From a perspective of Kitaev’s 16-fold way [9], the
topological order of the new phase is the same as the
toric code. However, the existence of helical Majorana
edge modes implies some bulk property. Understanding
this bulk-edge correspondence in the language of anyons
and the 16-fold way may also be important.
The conclusion implies that PSG does not give a cor-
rect classification of spin liquids. PSG does not distin-
guish the (projective) topological (crystalline) insulator
even in the mean-field (or exactly solvable) level. As
such, the true classification requires a post-PSG theory.
Exploring it is very important to understand what a spin
liquid is.
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