In this paper, we obtain an analytical Lyapunovbased stability conditions for scalar linear and nonlinear stochastic systems with discrete time-delay. The LyapunovKrasovskii and Lyapunov-Razumikhin methods are applied with techniques from stochastic calculus to obtain the regions of mean square asymptotic stability in the parameter space. Both delay-independent and delay-dependent stability conditions are analyzed corresponding to both additive and multiplicative stochastic Brownian motion excitation in the Ito form. It is also shown that the derived sufficient conditions are less conservative in comparison with other numerical LMIbased Lyapunov approaches. A range of different stability charts are obtained based on the derived Lyapunov-based stability criteria, which are also compared with numerical first and second moment stability boundaries computed using the stochastic semidiscretization method. A Lipschitz condition is used to treat nonlinear functions of the current and delayed states.
Introduction
Stochastic phenomena can arise in various physical and engineering processes [25] such as cosmic physics [10] , communication systems [22] , traffic control [11] , etc. They can change the behavior of systems and lead them to instability. Thus, investigating the stability of stochastic differential equations (SDEs) and modeling such systems are of a great importance. In many engineering applications, they can be modeled as wide band random processes with certain properties or approximately as white Gaussian noise processes that excite dynamical systems. During the recent decades, techniques for analysis and control of stochastic differential equations have been developed. Some background regarding the theory of stochastic systems can be found in Meditch [17] and Ibrahim [9] .
Similar to the theory of SDEs, time-delayed dynamical systems and delay-differential equations (DDEs) in particular, due to of the vast variety of applications in science and engineering they can be relevant to, have attracted increasing attention due to the instability and poor performance that a time delay can cause. There have been a number of studies focusing on stability analysis of stochastic delay differential equations (SDDEs) in the literature [22, 11, 17, 9, 15, 5, 20, 16, 14, 19, 2, 8, 13] . Stochastic stability of the equilibrium solution of SDDEs can be studied from different notions of stability including asymptotic stability [15, 5] , exponential stability [20, 16] , moment stability [14, 19] , etc. Two methods that are used to prove stability in the framework of Lyapunov's direct method include the Lyapunov-Krasovskii functional and the Lyapunov-Razmukhin function. Examples of stability analysis of SDDEs using the LyapunovKrasovskii functional can be found in Chen et al. [2] and He et al. [8] , while examples of the Lyapunov-Razmukhin function are found in Mackey and Nechaeva [13] .
Stability conditions for DDEs can be distinguished either in a delay-independent condition which is applicable to all values of delay, or in a delay-dependent condition which corresponds to some specific values of delay. The first type of stability condition is comprehensive but conservative, while the second type is more selective and less conservative. Some examples of investigations considering delaydependent stability conditions of DDEs and SDDEs include but not limited to [5, 23, 24] , while both delay-independent and delay-dependent conditions are found in Mackey and Nechaeva [13] . The stability criteria are often expressed in terms of a Linear Matrix Inequality (LMI) or Riccati equation in the literature. Less often than for DDEs, the stability region of SDDEs have been shown. Some examples of stability criteria in terms of LMIs include [20, 12, 6] and those in terms of Ricatti equations include [26, 4] . It is important to note that these LMI-based approaches cannot produce analytical stability criteria in terms of system parameters and thus stability regions must be obtained numerically.
Motivated by the analysis in Mackey and Nechaeva [13] , in this paper analytical stability conditions of scalar linear and nonlinear stochastic systems with discrete time delay are obtained and analyzed in the parameter space by using Lyapunov-based approaches consisting of both LyapunovRazumikhin and Lyapunov-Krasovskii methods. To compare, we also obtain frequency-based and Lyapunov-based stability results for the deterministic linear time-delay system for which the frequency-based approach gives the wellknown exact stability domain [21, 18] . We then compare both frequency and Lyapunov-based approaches for the deterministic time-delay system with the resulting stability conditions for linear and nonlinear stochastic time-delayed systems in which both additive and multiplicative stochastic Brownian motion excitations in the Ito form are considered. Choosing a suitable Lyapunov function and manipulating it correctly is crucial since it can directly determine the conservativeness of the resulting stability condition in the parameter space. We further show that using Lyapunov-Razumikhin and Lyapunov-Krasovskii methods may lead to the same stability domains. In addition, it is shown that the proposed approach yields a less conservative region in comparison with other LMI-based Lyapunov approaches in the literature.
For the linear stochastic time-delay system, we first represent the SDDE in Ito's form which is more suitable for stability analysis. Then, in contrast to [13] in which the stochastic systems were distinguished by additive or multiplicative noise processes, this paper considers a more general form in which both additive and multiplicative noise processes are represented simultaneously. Based on the equation of the system in the Ito form, by applying the Lyapunov-Razumikhin functions and Lyapunov-Krasovskii functionals the asymptotic stability in the mean square sense is investigated and the least conservative stability region is derived and shown in the parameter space. Then, a numerical stability analysis for the SDDE is conducted using a stochastic extension of the semidiscretization method and criteria for first and second moment stability to compare with the Lyapunov-based results. Finaly, an extension to the case of nonlinear stochastic DDEs is shown by employing a Lipschitz condition to treat nonlinear functions of the current and delayed states.
Mean square stochastic stability and Lyapunov analysis
In this section, we discuss techniques that are necessary to study the stability of a class of scalar stochastic time-delay systems. Solutions for SDDEs are well-defined by using stochastic calculus, along with some concepts of time-delay systems, see e.g. [1] .
The most general class of scalar autonomous SDDEs in the Ito form can be expressed in differential form as
where
for −τ ≤ θ ≤ 0 is the infinite dimensional state residing in the Banach space of continuous functions on the interval of length τ , the parameters a, b,σ 0 ,σ 1 andσ 2 are deterministic constant scalars, and β(t) ∈ R is a stochastic Brownian motion process for which it and the corresponding increment dβ(t) satisfy [9] 
where σ 2 is the variance parameter of the Brownian motion process. The φ(θ) in Eq. (1) is the initial function on the interval [−τ, 0] and may be deterministic or stochastic. If dβ(t) = 0 in Eq. (1), then it results in a scalar deterministic time-delayed system which can be expressed in the conventional formẋ = ax(t) + bx(t − τ ). Note that the stochastic term involvingσ 0 is a nonhomogeneous term representing additive stochastic excitation, while the terms involvinḡ σ 1 andσ 2 represent multiplicative stochastic excitation. It is worth mentioning that Eq. (1) is more general than that studied in Mackey and Nechaeva [13] . As with any stochastic differential equation, the differential form in Eq. (1) can also be interpreted in the equivalent integral form
The terms in the second integral which involvesσ 1 (andσ 2 if φ(θ) is stochastic ) result in the Ito stochastic integrals. More details on the stochastic calculus are given in Ibrahim [9] . We now define the type of stochastic stability that will be employed when discussing the stability properties of Eq. (1).
Definition 1
The trivial solution of Eq. (1) 
These two concepts can be changed to the uniform stability and uniform asymptotic stability in the mean square if the function δ is independent of the initial function φ(θ), i.e.,
δ( ).
Note that determining the stability of Eq. (1) 
satisfies
where 
where |x t (θ )| s = sup{|x t (θ )|}, and
More details on the proof of these two lemmas can be found in [6] . It should be also noted that if the system is deterministic, then Ito's differential rule changes to the normal differential rule, and as a result the second and last term in Eq. (7) vanish. The purpose of the following sections is to establish the analytical region of stability in the parameter space in which a scalar linear deterministic time-delay system is asymptotically stable, and the stochastic system is asymptotically stable in the mean square sense.
Scalar deterministic time-delay system
In this section, we briefly review the application of Lemmas 1 and 2 to scalar deterministic time-delay systems and compare the results to the well-known exact stability conditions obtained using frequency domain criteria. This will motivate the application of the Lemmas to the full SDDE in the following section and produce deterministic stability boundaries with which to compare the stochastic stability boundaries. By settingσ 0 =σ 1 =σ 2 = 0 in Eq. (1) and dividing by dt, we obtain the equivalent systeṁ
For fixed values of τ we obtain the stability boundaries in two-dimensional parameter space, i.e., Oab.
The following frequency domain stability result for the deterministic case is well-known and has been discussed in several places, see e.g. [21, 18, 6] .
Theorem 1
The trivial solution of Eq. (10) is delay-dependent asymptotically stable if
where τ max is the maximum value of the time-delay that the system can tolerate without going to the unstable region, and is delay-independent asymptotically stable if Since the above result is well-established, we omit the proof here and refer the reader to [21, 18, 6] for further details.
The stability region of Eq. (10) for τ max = 1 (sec) is shown in Fig. 1 . Delay-independent and delay-dependent stability regions resulting from Theorem 1 are plotted in Fig. 1a , b, respectively, and the combined stability region for the solution of Eq. (10) is shown in Fig. 1c, d . Note that the system without time-delay, i.e., b = 0, is unstable if a is positive, but the addition of the time-delay term makes the resulting system asymptotically stable for a < 1 and for some range of b. This can be seen in Fig. 1d .
We now address the stability analysis of Eq. (10) using Lyapunov-based methods. The benefit of using Lyapunovbased methods is that the stability conditions can be determined without knowing the exact solution. The following theorem expresses a delay-independent sufficient condition for the stability of Eq. (10).
Theorem 2 The solution of the linear deterministic timedelay system of Eq. (10) is delay-independent uniformly asymptotically stable if Eq. (12) holds.
Proof Define a Lyapunov-Razumikhin function candidate
The time derivative of the above Lyapunov function along its trajectories can be written aṡ
The solution of Eq. (10) becomes asymptotically stable wheṅ V (x(t)) < 0 and satisfies V (x t (θ )) < ρV (x(t)) for some ρ > 1 and −τ ≤ θ ≤ 0. As a result, by choosing θ = −τ we can obtain
Substituting Eq. (10) into Eq. (14) and using the above inequality, yieldṡ
where γ > 0. Therefore, if (a + √ ρ |b|) < −γ , it guarantees the negativeness of Eq. (16) and implies that Eq. (10) is asymptotically stable. Note that, for some sufficiently small γ, > 0, by setting ρ = 1 + , the stability region in the a −b plane can be expanded to the maximum area, |b| < −a, and the condition of the Theorem 2 can be achieved. The Lyapunov-Krasovskii method is another method of obtaining this condition.We will now show how we can obtain the same stability condition as in Lyapunov-Razumikhin method by using a suitable Lyapunov-Krasovskii functional. Define a Lyapunov-Krasovskii functional candidate
which is once differentiable with respect to t and twice differentiable with respect to x. The time derivative of the above Lyapunov functional along its trajectories can be written aṡ
Substituting Eq. (10) into Eq. (18), implieṡ
The second and fourth terms on the right hand side of Eq. (19) can be rewritten as quadratic forms: (20) where sgn(.) represents the sign function. Substituting Eq. (20) into Eq. (19) yieldṡ
The right hand side of Eq. (21) should be negative so we can writė
where γ > 0. If a + |b| < −γ , then the condition of Lemma 2 is satisfied, and the maximum bound of the stability region is obtained by setting γ = 0. Consequently the delay-independent stability condition is obtained.
In the last theorem, we developed a condition for delayindependent stability. We can now turn our attention to the delay-dependent stability criteria. To do this, the NewtonLeibniz formula
is used to transform Eq. (10) into the model
Substituting Eq. (10) into Eq. (24) yieldṡ
x(s)ds.
The following theorem gives a delay-dependent sufficient condition for the stability region of Eq. (10) in the parameter space.
Theorem 3 The solution of the linear deterministic timedelay system of Eq. (10) is delay-dependent uniformly asymptotically stable if
Proof Define the Lyapunov-Razumikhin function candidate V (x(t)) on R as in Eq. (13) The time derivative of the above Lyapunov function along its trajectories can be written asV (x(t)) = xẋ, whenever 
On the other hand substituting Eq. (25) intoV (x(t)) yieldṡ
x(s)ds
|x(s)| ds
which implies that the region of asymptotic stability of Eq. (10) in the parameter space is (a +b+ √ ρτ |ab|+ √ ρτ b 2 ) < −γ . For some sufficiently small γ, > 0, ρ = 1 + , we can derive the maximum region as in Eq. (26) . We can also derive this condition based on the LyapunovKrasovskii method. The system model (10) still needs be represented in a form which is appropriate to derive the stability condition in terms of the delay τ . For this purpose, by using Eq. (23), Eq. (10) can be represented as
The advantages of expressing the system in this form is that there are no delay terms on the right hand side of Eq. (29). Define a Lyapunov-Krasovskii functional candidate
Taking the time derivative of the above Lyapunov-Krasovskii functional along the solutions of Eq. (29) yieldṡ
or after some simplificatioṅ
Now by using Holer's inequality for integrals [7] t t−τ
and the fact that scalars u, v always satisfy 2uv ≤ u 2 + v 2 , the second term on the right hand side of Eq. (31) can be expressed as
Substituting Eq. (33) into Eq. (31) yieldṡ
and thuṡ
This implies the condition of Theorem 3, if γ goes to zero to obtain the maximum stability region. Note that in the stability criterion of Theorem 3, the value of the time-delay is always positive so the extra condition a+b < 0 needs to be added to guarantee the positiveness of τ .
The resulting stability conditions presented in Theorems 2 and 3 in the parameter space by using either the LyapunovRazumikhin method or the Lyapunov-Krasovskii method for the corresponding delay-independent case and the delaydependent case are the same. These stability conditions are shown in Fig. 2 . The delay-independent and the delaydependent regions are shown in Fig. 2a , b, respectively, and Remark 1 A comparison between the stability region derived by using the frequency domain approach and the Lyapunov based methods via the time-domain approach for different values of the time-delay parameter τ are illustrated in Fig. 3 . The frequency domain approach gives the precise stability domain since the exact imaginary roots of the corresponding characteristic equation are considered as the maximum bound of the stability region, while the time domain analysis provides a conservative estimate of the stability region. This is due to the fact that Lyapunov methods are based on sufficient conditions so they have a degree of conservativeness. It can be also seen from this figure that for small values of τ , the Lyapunov analysis gives a more conservative region than the frequency domain approach. However, by increasing the value of the time-delay, the stability area of the resulting Lyapunov analysis moves toward the frequency domain stability area and finally overlays with that quite well.
Remark 2 It should be noted that choosing different Lyapunov functions or manipulating them differently than in Theorems 2 and 3 may lead to more conservative regions of stability. For example in Gu et al. [6] , the delay-independent stability condition of Eq. (10) obtained by using the following Lyapunov-Krasovskii functional
for unknown positive scalars p and q has been derived in terms of the matrix inequality X (t) T AX (t) < 0 where
Solving the above yields
where d = q p . As is seen in Eq. (17), V (x t (θ )) can be expressed in terms of the parameter d where the maximum area of delay-independent asymptotic stability for Eq. (10), which is a < −|b|, will be obtained when d = |b|. It can be seen that choosing different values of p and q lead to more Fig. 3 The entire stability region ofẋ(t) = ax(t) + bx(t − τ ) using the Lyapunov approach (gray region) and frequency domain approach (yellow region) for nine different values of the delay. (Color figure online) conservative regions of stability. For example, for finding the maximum area of delay-independent asymptotic stability of Eq. (10) numerically for constant d, we can define an optimization problem for the interval −10 ≤ a ≤ 0 in the parameter space Oab by choosing a cost function as a summation of the area under the curves (38) and (12) . Solving this optimization problem, we can obtain the optimal constant d = 6.6667. The region of delay-independent asymptotic stability of Eq. (10) for this Lyapunov-Krasovskii functional is plotted in Fig. 2a with the dashed boundary. As we can see in this figure, this region is more conservative than the one obtained by choosing d = |b|.
Scalar stochastic time-delay systems
In the following, we will develop the stability criteria for Eq.
(1) for both delay-independent and delay dependent cases which is more general than that studied in [13] . Note that all lemmas and definitions in the previous sections can be applied to the corresponding linear stochastic time-delay system governed by Eq. (1).
Delay-independent stability criteria
In this subsection, we will address the delay-independent stability criterion of Eq. (1), and derive a sufficient condition for the stochastic stability of the system by using Lyapunovbased methods in the time domain. It should be noted that the stability conditions are expressed in terms of system parameters, and is independent of the delay value. The following theorem establishes the mean square stability criterion for Eq. (1).
Theorem 4 Letting λ = sup E{|φ(θ)|}

−τ ≤θ≤0
, the solution of the linear stochastic time-delay system of Eq. (1) is delayindependent uniformly asymptotically stable in the mean square if
Proof We first use the the Lyapunov-Razumikhin based method to give a proof for the theorem. The LyapunovRazumikhin function candidate V (x(t)) on R can be defined as V (x(t)) = 1 2 x 2 (t). Using Eq. (7), the time derivative of the above Lyapunov function along its trajectories in Ito's sense can be written in the form
dV (x(t)) = [x(t)(ax(t) + bx(t − τ ))
Inserting Eq. (15) into Eq. (40) and taking the expected value from the resulting equation yields
Note that based on Lemma 1, we can conclude that Eq. (1) is asymptotically stable in the mean square if dE{V (x(t)}) is strictly decreasing and satisfies
where A = (a + √ ρ |b| + 
assuming that A + γ < 0 or equivalently a < − √ ρ |b| − , A + γ < 0}, which depends on x(t). For the purpose of the stability analysis in the parameter space, we need to define a set that is independent of the value of E{x 2 (t)}. Hence, if the global maximum or upper bound of E{V (x(t))} = 2 E{x 2 (t)}, 0 ≤ t ≤ ∞ can still satisfy this inequality. Fortunately, we found that d E{V (x(t))} is a strictly decreasing function under the condition of Eq. (42), so that the upper bound of E{x 2 (t)} can be easily derived as follows:
dE{V (x(t))} ≤ E{(−w|x(t)|)}, t ∈ [0, ∞] ⇒ E{V (x(t))} − E{V
On the other hand, the expected value of the initial function φ(θ) is also known, and its upper bound can be defined as sup E{|φ(θ)|}. Thus we can show that E{x 2 (0)} ≤ sup E{φ 2 (θ )}. Therefore, Eq. (44) can be expressed as
or
This inequality can guarantee the exponential stability of Eq.
(1). According to the above discussion, we can substitute Eqs.
(45-46) into the condition (43) to get the following stability condition.
where λ = sup E{|φ(θ)|}
. This condition gives a region in the parameter space where Eq. (1) is asymptotically stable in the mean square sense. We wish to determine the maximum bound of this region to get a less conservative criterion. This maximum bound is the curve that divides stable and unstable regions. The system is only stable in the mean square in that area, and can be obtained according to the definition of γ and ρ in Lemma 1, when γ → 0 and ρ → 1 as
Therefore for the asymptotic stability in the parameter space, we can conclude that Eq. (39) (7) is as follows:
The terms on the right hand side of Eq. (49) which consist of delay can be written as quadratic forms
Substituting Eq. (50) into Eq. (49) and taking expected value of the resulting equation yields
We can observe that in Eq. (51), the term − |b| (sgn(b) 2 is already negative, therefore we only need to consider the other remaining terms to fulfill Lemma 2, i.e., dE{V (x t (θ ))} < E{−w|x(t)|}. Equation (51) implies
Therefore the asymptotic stability condition of the system is given as
Alternatively, by using the absolute value, we can write
Following the similar strategy as in the previous part of the proof, (i.e., the Lyapunov-Razumikhin based method), we can show that Eq. (39) holds for σ 2 = 0.
Note that the case of having additive noise in a linear stochastic time-delay system corresponds to (1) with σ 1 = σ 2 = 0. In this case the stochastic stability from Theorem 4 is defined as a ≤ −|b|− σ 2 0 2λ 2 . Furthermore, setting σ 2 = σ 0 = 0 leads to the stochastic time-delay system with multiplicative noise whose stability region can be defined as a ≤ − |b| − 1 2 σ 2 1 . Both of these results, which are less general than Eq. (39), were obtained in Mackey and Nechaeva [13] .
Delay-dependent stability criteria
Unlike the delay-independent stability criteria, delay-dependent conditions depend on the magnitude of the delay. In this section, we will investigate sufficient conditions for the delay-dependent stability of the system described by Eq. (1) in the time domain. Before proceeding, however, we need to modify our system equation to make it suitable for the stability analysis. By using the Newton-Leibniz formula in Eq. (23), the system model in Eq. (1) can be transformed to the following form
Note that we used the fact that
The following theorem represents the delay-dependent stability condition for Eq. (1).
Theorem 5 Setting λ = sup E{|φ(θ)|}
−τ ≤θ≤0
, the solution of the linear stochastic time-delay system of Eq. (1) is delaydependent uniformly asymptotically stable in the mean square if
Proof Choosing the same Lyapunov-Razumikhin function candidate as in Eq. (13) as V (x(t)) = 1 2 x 2 (t) on R, and again, considering the time derivative along its trajectories in Ito's sense, we can obtain
According to Lemma (1), the property V (x t (θ )) ≤ ρV (x(t)) holds for some ρ > 1, which implies Eq. (27). Substituting Eq. (27) into Eq. (57) and taking expected value of the resulting equation yields
Following the same strategy as in Theorem (4), we can find that the system Eq. (1) is delay-dependent asymptotically stable in the mean square if
Hence, following the same strategy as in the previous section, the stability condition of Theorem 5 can be obtained.
We can also obtain a less general version of Eq. (56) 
After some simplification, Now by using Eq. (32), the second term on the right hand side of Eq. (61) can be expressed as
Substituting Eq. (62) into Eq. (61) and taking the expected value of the resulting equation yields
The asymptotic stability of the system is guaranteed if
assuming that a < −b − The stability region of the scalar linear stochastic timedelay system in Eq. (1) derived in Theorems 4 and 5 for σ 0 = 1, σ 1 = 1, and σ 2 = 0 is shown in Fig 4. The supremum of the expected value of the initial function is also chosen as λ = 2.5. In order to have a comparison between the stochastic and deterministic system, the stability region of deterministic system obtained in Theorem 1 using the frequency domain approach is also shown by the yellow region and dashed line in all parts of Fig. 4 . The corresponding delay-independent stability condition is given in Fig. 4a , and the corresponding delay-dependent stability is plotted in Fig.  4b . The entire stability region for the scalar linear stochastic time-delay system is also plotted in Fig. 4c, d , respectively.
For the case of additive noise when σ 1 = σ 2 = 0, the delay dependent stability condition in Theorem 5 shrinks 2 . Note that these two expressions were also obtained in Mackey and Nechaeva [13] . These two cases along with the case of σ 0 = σ 1 = 0 and σ 2 = 1 are depicted in Fig. 5 along with the deterministic stability boundary. For additive noise, we set σ 0 = 1, and for two cases of multiplicative noise, σ 1 = 1 or σ 2 = 1, while the initial function is the same as before. Note that the initial function can affect the derived stability conditions in the parameter space. Figure 6 shows the change in the stability region of stochastic time-delay system in terms of different values of the initial function. As we can see in this figure, by increasing the value of the initial function, the stability domain will expand and moves toward the stability area of deterministic system which is depicted by the dashed yellow color. Figure 7 shows the mean absolute value of the response of Eq. (1) for σ 0 = σ 1 = σ 2 = 1 and λ = 0.5. Note that in this figure the exponential stability is guaranteed for the stable gray region in Fig. 6a , while in the yellow region the response is not guaranteed to be exponentially stable, although it can be (Lyapunov) stable.
Remark 3 Numerical LMI-based Lyapunov approaches can be also used to obtain the stability of scalar stochastic timedelayed systems. The main drawback of this method is that additive stochastic excitation term in Eq. (1), which also represents a nonhomogeneous term, cannot be analyzed by this method. Thus for σ 1 = 0 the delay independent stability Fig. 7 The mean absolute value of the response of the scalar linear stochastic time-delay system in Eq. (1) for τ = 1(sec), σ 0 = σ 1 = σ 2 = 1, and λ = 0.5 (see Fig. 6a) condition of Eq. (1) is obtained by using the same LyapunovKrasovskii functional as in Eq. (36) as
where I 2×2 is a 2-by-2 identity matrix. Solving the above with γ → 0 yields
To compare with Lyapunov-Krasovskii stability result, we set σ 2 = 0 in Eq. (66) which results in
As seen from this condition, the maximum area of delayindependent asymptotic stability for Eq. (1), which is a < −|b| − 1 2 σ 2 1 , will be obtained when d = q p = |b|. For comparison, the region of delay-independent asymptotic stability of Eq. (1) for the optimal constant value d = 6.667 from Remark 2 in Sect. 3 is plotted in Fig. 4a by red dashed boundary. It is noted that, unlike the deterministic case, the LMIbased stability boundary is not contained entirely inside the region described by Eq. (56).
Remark 4
In addition to the Lyapunov stability analysis of deterministic and stochastic time-delay systems, numerical approaches can be used for stability analysis of such systems. To compare our results obtained by the Lyapunov analysis with a numerical method, we apply the stochastic version of the semi-discretization technique used for stability analysis of stochastic time-delay systems in Elbeyli et al. [3] . Based on this approach, the stability of the stochastic system is equivalent to the spectral stability of the first and second moments. The stability diagram of the first order time-delay system of Eq. (1) when excited by purely multiplicative noise Fig. 8 . The number of discretization points used to generate this stability chart is n = 10. The numerically obtained stability region is also compared with those based on Lyapunov theories in Fig. 8 . Note that the first moment stability of the stochastic delayed system is the same as the frequency domain stability of the deterministic time-delay system. This is due to the fact that the expected value of the Brownian motion is zero. As is clear from the figure, the second moment stability is less conservative than those based on the Lyapunov theories.
Nonlinear scalar stochastic time-delay systems
In this section we extend the previous Lyapunov-based stability results to the case of nonlinear stochastic DDEs. For this purpose, let us assume that the nominal scalar SDDEs in Eq. (1) is perturbed by nonlinear functions of current and delayed states as
where f 1 , f 2 : → R are scalar nonlinear functions which satisfy f 1 (0) = f 2 (θ ) = 0, −τ < θ < 0, and the Lip- 
Following the same procedure as in Theorem 4 by using Eqs.
(44-46), the delay independent stability condition for the perturbed system in the parameter space can be obtained as
where δ = δ 1 + δ 2 . For the delay dependent case, rewriting Eq. (55) corresponding to the nonlinear system with Eq. (68) yields
Using the same Lyapunov-Razumikhin function as in Theorem (5) 
Following the same procedure as in Theorem 5, the delay dependent stability condition of the nonlinear system is given as τ ≤ τ max ≡ −1 |ab| + δ|b| + b 2 
It should be noted that the derived stability condition for both delay independent and delay dependent cases are valid in the open set , where nonlinear functions f 1 (x(t)) and f 2 (x(t − τ )) satisfy the Lipschitz conditions. Moreover, in comparison with the delay independent stability region obtained for the linear system in Theorem 4, Eq. (70) is shifted to the left side in the parameter space Oab which implies that the stable region for the perturbed system is smaller than that for the nominal system, while for the delay dependent condition that is not the case. The entire stability region of the scalar nonlinear stochastic time-delay system derived in Eqs (70) and (73) for δ = 0.3 is shown by the green region and dashed line in Fig. 4d . All other parameters are the same as in Fig. 4 .
Conclusion
The Lyapunov-based stability of scalar linear and nonlinear stochastic systems in the parameter space was studied in this paper, where a known discrete time delay along with Brownian motion additive and multiplicative excitation was considered. First, the stability of the corresponding deterministic system was shown based on both exact frequency-domain criteria and Lyapunov-based criteria for both delay-independent and delay-dependent stability. Then, suitable LyapunovRazumikhin functions and Lyapunov-Krasovskii functionals were employed to derive analogous stability conditions for the stochastic delay differential equation. For the deterministic system, a comparison between derived stability conditions in the Lyapunov-based approach and the frequency domain approach shows the conservatism of the Lyapunov approach. Furthermore, for the stochastic system, we have shown that the additive Brownian motion stochastic process results in a larger region of stability in comparison with multiplicative Brownian motion. Moreover, by increasing the supremum value of initial function, the stability area expands and finally moves toward that of the deterministic system. It was shown that the derived Lyapunov-based stability conditions are less conservative in comparison with other LMI-based approaches used in the literature. Finally, the numerical stability of the stochastic time-delayed system was analyzed from stability of the first and second moments using a stochastic version of the semidiscretization method recently proposed in literature, in which it was shown that the numerical second moment stability is less conservative than the stability conditions derived from the Lyapunov-based approaches.
A possible future extension of this work would be investigating the stability criteria for second-order stochastic time-delayed systems in the parameter space using the Lyapunov-based approaches. Such systems naturally occur in many areas of science and engineering. While the LMIbased Lyapunov approach may easily be extended to this case, however, the use of Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions to obtain analytical stability criteria, as was done here for the scalar case, is much more difficult and requires further study.
