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あらまし 本稿では三次元物体の姿勢パラメータを二次元画像から高速に推定する方法として，EbC (Estimation-by-
Completion) 法を提案する．EbC法は，アピアランスベース姿勢推定を，画像に埋め込まれた情報トラックの復元と
いう問題としてとらえ，固有空間法による学習結果を基に BPLP法で画像補完することで情報トラックを復元し，パ
ラメータ推定を実現する．また，画像補完とパラメータ推定の計算を二枚の画像（EbC画像対）に集約し，各パラ
メータの推定を画像の内積演算と簡単な三角関数のみで実現するため，パラメータ推定を高速に行うことができる．
実験では，鉛直軸周りの回転と画像面での並進の 3自由度の姿勢パラメータ推定結果を示し，EbC法の精度と計算コ
ストについて述べる．
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Abstract In this paper, we propose a method called EbC, Estimation-by-Completion, a high speed estimation of
pose parameters of a three-dimensional object in an image. For appearance-based pose estimation, EbC method
introduces the concept of information track that represents the parameters embedded into image samples. The pose
parameters are estimated by the completion of the information track with BPLP method, an image interpolation
technique with eigenspace learning. EbC integrates the completion of the information track and the estimation of
the parameters into pairs of two images, called EbC image pairs, and performs quickly the estimation by few inner
products of images. Experimental results for pose estimation results of three degree of freedoms, rotation about
vertical axis and horizontal and vertical translations, show the accuracy, and calculation cost of EbC method is
described.
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1. は じ め に
三次元物体の位置や姿勢などのパラメータを二次元画像から
推定する問題は，コンピュータビジョンの最も基本的かつ重要
な課題である．この課題の解決方法は，幾何学的な形状モデル
と画像を照合することにより認識を行うモデルベースの方法論
と，あらかじめ多数学習していた見た目の変化との照合により
認識を行うアピアランスベースの方法論に大別できる．パラメ
トリック固有空間法 [1], [2] で広く知られているアピアランス
ベースの方法は，形状モデル生成を必要としないため簡便に認
識のための学習を行うことができる．また，認識方法も容易で
あり実用的な方法である．
パラメトリック固有空間法は固有顔 [4]を用いた顔画像認識
をパラメトリックに変化する画像列に応用した手法であり，三
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次元物体の姿勢や照明方向の変化を固有空間上の多様体でパ
ラメトリックに表現する手法である．このパラメトリック固有
空間法は再現性が高く簡便であるため，動画像認識 [6]や視覚
サーボ [7]，照明設計 [2]，shape from shading [8] など様々な応
用がなされている．しかし，アピアランスベースの物体認識で
はパラメータの自由度に対して積算的に増加する学習サンプル
を必要とし，計算コストや記憶容量が膨大となるところに問題
がある．天野ら [9]は距離画像を入力として用いることで，見
た目の大きさ変化や照明条件による画像の変化をキャンセルし
て学習サンプルの増加を押さえる工夫を示したが，濃淡画像を
用いる場合には見た目の大きさや照明条件をパラメータとして
学習を行わざるを得ない．しかし，学習はパラメータ推定を行
う前にあらかじめ行われるため，工業応用や視覚ナビゲーショ
ンなどへの応用では，学習は現実的な時間で計算で行われれば
良く，認識のみ高速に行うことができれば良い．
そこで，本研究ではアピアランスベースのパラメータ推定
において多自由度のパラメータ推定を高速かつ簡便に実現す
る EbC (Estimation-by-Completion) 法を提案する．EbC 法
では，物体の姿勢情報などを表す情報トラックを含む画像を学
習する．パラメータ推定は，入力される画像中の情報トラック
を解読することで実現する．勿論，カメラで取得される画像に
は情報トラックは存在しない．本研究のアイデアは，与えられ
た画像の情報トラックを画像補完 (completion) を用いて復元
(estimation)する点にある．この復元ためには，学習に基づく
画像補間手法である BPLP [10]を用いる．さらに，本稿で提案
する EbC法では BPLPによる画像補完とパラメータ推定の計
算を二枚の画像（EbC画像対）に集約し，各パラメータの推定
を二回の画像の内積演算と一回の簡単な三角関数演算のみで実
現する．そのため，非常に高速なパラメータ推定を実現するこ
とができる．
2. 復元によるパラメータ推定
本章では，EbC法における情報トラックを埋め込んだ学習サ
ンプルの生成と，その情報トラックの復元について述べる．
2. 1 BPLP法の概要
ここでは天野らが提案した画像補間のための BPLP 法 [10]
について簡単に説明する．各画素 x1; : : : ; xN を要素にもつ N
次元の画像ベクトル
Â = [x1; x2; : : : ; xN ]
T (1)
を一つのサンプルとし，M枚の画像 fÂ1;Â2; : : : ;ÂMgを学習サ
ンプルとして用意する．このような学習サンプルに対して共分散
行列を計算し，D個 (D <=M)の固有ベクトル fe1; e2; : : : ; eDg
を求める．それらを表す固有空間を
E = [e1; e2; : : : ; eD] (2)
とおく．ここで，補間するべき失われた画素（欠損画素）を持
つ画像 Â0 が与えられたとき，N £N 次元単位行列のうち欠損
画素に対応する部分だけが 0である欠損行列
Image Part
Information Track η1,η2,...
χ
図 1 学習画像 Âと情報トラック ´1;´2; : : : の例
§ = diag(1; 1; : : : ; 0; : : : ; 1) (3)
を定義する．そして画素の欠損を
Â0 = §Â (4)
とみなし，以下の式で欠損画素値を推定した画像 Â^を求める．
Â^ = E(ET§E)¡1ETÂ0 (5)
2. 2 BPLP法を用いた情報トラック復元
本研究では，パラメトリック固有空間法などの教師あり学習
と同様に，パラメータの変化とともに画像ベクトル空間で滑ら
かな多様体を形成する画像群が得られる物体を対象とし，パラ
メータ推定を行う範囲において画像ベクトル空間中の多様体
の形状を近似し得る程度に密にサンプリングされた画像群 Âi
を学習サンプルとする．また，学習において物体のパラメー
タ µ は一つに限らず，多自由度のパラメータ推定を扱うものと
する．以下では，物体の変化が 3 自由度で 3 つのパラメータ
µj(j = 1; 2; 3)が得られると仮定して説明する．本研究では，パ
ラメータ推定を行うために図 1に示すように，画像の 1ライン
分（幅 w）の情報トラックベクトル
´j = [yj1; yj2; : : : ; yjw]
T (6)
を生成する．この情報トラックベクトル ´j とパラメータ µj は，
一意に対応するものとする．そして，各学習画像サンプル Âに
これらのトラック情報トラックベクトルを付け加え，拡張した
学習サンプルベクトル
³ = [ÂT ;´T1 ;´
T
2 ;´
T
3 ]
T (7)
を生成する．このようにして得られた M 枚の学習サンプル
f³1; ³2; : : : ; ³Mg に対して，BPLP 法と同様に固有空間 E を
求める．パラメータ推定では，推定するべきパラメータを持つ
新たな画像 Â0 が与えられたとき，
³ 0 = [Â0T ;0T ;0T ;0T ]T (8)
なる拡張ベクトルを考え，これを情報トラック部分が欠損した
ベクトル ³ 0 = §³ であると考えて，以下の式で BPLP法によ
り補完されたベクトルを ³^ 求める．
³^ = E(ET§E)¡1ET ³ 0 (9)
ただし欠損行列は
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§ = diag(
Mz }| {
1; : : : ; 1;
3wz }| {
0; : : : ; 0) (10)
である．
情報トラックの推定値を得るには，³^ から対応する部分を取
り出せばよい．しかしここで，固有空間 E を画像部分とそれぞ
れの情報トラック部分に分けて
E = [ETI ; E
T
O1 ; E
T
O2 ; E
T
O3 ]
T (11)
と分割して記述しておくと，式 (9)を変形して，各情報トラッ
クの推定値 ^´j は Â0 から直接次式で求めることができる．
^´j = EOj(E
T
I EI)
¡1ETI Â
0 (12)
3. EbC画像対によるパラメータ推定
3. 1 パラメータ復元と情報トラック
前述のように，パラメータを一意に決定する情報トラックの
記述の仕方には様々な方法が考えられるが，本研究では物体の
姿勢角度のように周期性があるパラメータ（注1）を記述するため
に，以下のような正弦波を用いる．
yji = K cos
³
2¼
w
i¡ µj
´
+ C; i = 0; : : : ; w ¡ 1 (13)
ここでK;C は任意定数である．また wは画像の幅であるので，
各情報トラック ´j は，画像の幅を周期とし，与えられたパラ
メータ µj を位相にもつ正弦波である．正弦波以外にも，三角波
やデルタ関数などを用いることが考えられるが，正弦波を用い
ると BPLP による情報トラック復元は必ず正弦波に復元され
るため，パラメータを一意に決定することができる利点がある．
また、正弦波の位相を求める方法としては，離散フーリエ変換
が考えられるが，情報トラックは正弦波であるため，cosと sin
による同一角周波数のベクトル
!c =
·
cos 0; cos
³
2¼
w
´
; : : : ; cos
µ
2(w ¡ 1)¼
w
¶¸T
(14)
!s =
·
sin 0; sin
³
2¼
w
´
; : : : ; sin
µ
2(w ¡ 1)¼
w
¶¸T
(15)
を用意し，それらと情報トラックとの内積
cj = !c
T ^´j (16)
sj = !s
T ^´j (17)
を求める．そして，逆正接関数
µ^j = tan
¡1
µ
sj
cj
¶
(18)
により位相を求めることができる．これが推定されたトラック
情報から得られるパラメータの推定値である．このような計算
の簡単さも，情報トラックに正弦波を用いる一つの利点である．
（注1）：ただし，並進移動などの周期性を持たないパラメータに ¡¼ <= µ <= ¼
を割り当てると µ = §¼ で矛盾が生じる．そのため，並進移動の最小値を位相
角 µ = ¡¼=2，最大値を位相角 µ = ¼=2 に割り当てる．
3. 2 2枚の画像によるパラメータ推定
式 (16),(17)の計算は，式 (12)を用いると，
cj = !c
T ^´j = !c
TEOj(E
T
I EI)
¡1EIÂ
= f!cTEOj(ETI EI)¡1EIgÂ = ­cTj Â (19)
sj = f!sTEOj(ETI EI)¡1EIgÂ = ­sTj Â (20)
とできる．ただし，
­c
T
j = !c
TEOj(E
T
I EI)
¡1EI (21)
­s
T
j = !s
TEOj(E
T
I EI)
¡1EI (22)
である．つまり，情報トラックを正弦波で記述することにより，
パラメータ推定は，­c と ­s との内積演算と，逆正接関数の
計算のみで表現することができる．本研究ではこのパラメータ
推定方法を EbC法と呼ぶ．また，­c;­s は，画像ベクトルと
同じN 次元のベクトルであるため，2枚の画像とみなすことが
できる．これらの画像を EbC画像対と呼ぶ．
4. アルゴリズム
4. 1 学 習 過 程
Step1. 回転ステージによる物体の回転や移動などを行い，各
パラメータを変化させて物体を撮影し，M 枚の学習サンプル
fÂ1;Â2; : : : ;ÂMgを得る．
Step2. 撮影した各学習サンプル Âに情報トラック ´j（1自由
度あたり 1ライン）を付加した画像 ³ を作成する．
Step3. 情報トラックが付加された M 枚のサンプル
f³1; ³2; : : : ; ³Mg に対して，固有空間 E を求める．M < N
の場合，Z = [³1; ³2; : : : ; ³M ] に対して特異値分解を用いて E
を計算する．
Step4. 得られた固有空間 E を画像部分 Ei と情報トラック
部分 Eoi に分離し（式 (11)），各パラメータ毎に EbC画像対
­cj ;­sj を生成し，これらの画像対を学習結果として保持する．
4. 2 推 定 過 程
Step1. 新たな画像ベクトル Â0が与えられた場合，各パラメー
タを二つの変数に対する逆正接関数により位相角を推定する．
µ^j = atan2
¡
­s
T
j Â
0;­c
T
j Â
0¢ (23)
Step2. パラメータが姿勢角度であれば位相角がそのまま推定
値となる．並進移動など非周期的なものであれば，パラメータ
の最大値最小値から得られるゲインを推定位相角に掛けて推定
結果とする．
5. パラメータ推定実験
5. 1 EbC画像対の生成
実験を行うにあたり，学習サンプルとして図 2 に示す
Columbia Object Image Library (COIL-20) [11]を用いた．こ
れらの画像の解像度は 128£128画素である．学習のための 3次
元物体の運動のパラメータは，物体の鉛直軸周りの回転Rµ[deg]
と，画像面に対する横方向 vx および縦方向 vy[pixel]の並進移
動の 3自由度とした．COIL-20で提供されている画像は，Rµ
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図 2 学習サンプル
­c1 ­c2 ­c3
­s1 ­s2 ­s3
図 3 EbC 画像対 (¢v = 12)
­c1 ­c2 ­c3
­s1 ­s2 ­s3
図 4 EbC 画像対 (¢v = 4)
¢v M D Comp. time
12 648 146 1min. 7sec.
6 1800 280 6min. 6sec.
4 3528 361 27min. 1sec.
3 5832 403 93min.
表 1 並進移動の刻み幅，画像サンプル数M，固有空間の次元 D，お
よび計算時間
が 5[deg] 刻みで一周 72ステップである．並進 vx; vy は，画像
を縦横に並進移動させることで仮想的に三次元物体が並進移動
したサンプルを生成した．その範囲はそれぞれ¡12 <= vx <= 12，
¡12 <= vy <= 12 とし，パラメータの刻み ¢v を 12,6,4,3[pixel]
の 4種類（注2）に変化させて，それぞれについて実験を行った．こ
れらのパラメータに対して，対応する情報トラックの位相 µj を
（注2）：たとえば¢v = 12のとき，学習する並進パラメータは vx = ¡12; 0; 12
であり，¢v = 3 のときは vx = ¡12;¡9;¡6;¡3; 0; 3; 6; 9; 12 である．つ
まり，¢v = 12 のとき，学習サンプル数は M = 72£ 3£ 3 = 648 枚となる
（表 1 参照）．
以下のように設定した．
µ1 = Rµ; µ2 = ¼
vx
12
; µ3 = ¼
vy
12
(24)
また，画像では負の値を表現することはできないので，正弦波
を K = 127; C = 127に設定し，´ の最小値と最大値をそれぞ
れ 0と 254に抑え，これを学習サンプル画像 Â に追加して学
習用画像 ³ を生成した．そして Z を用いて特異値分解により
固有空間 E を計算した．固有空間の次元は高ければ高いほど
忠実な射影を行うことが期待できるが，次元を高くすると計算
コストが高くなるうえに，計算過程において固有ベクトルのた
めに必要なメモリ容量も膨大になる．そこで，本研究では累積
寄与率を目安にして固有空間の次元を，累積寄与率 99.0%を超
える最小の次元と設定した（表 1参照）．
この次元をもつ固有空間を用いて，EbC画像対­s;­c を計
算した．図 3と図 4に EbC画像対の一例を示す．ただし，最
小値を黒，最大値を白として可視化している．また，学習サン
プル数，生成した固有空間の次元，計算時間（3.0GHz CPU）
を表 1に示す．
5. 2 パラメータ推定
前節で説明した学習において用いた各姿勢角度 Rµ について，
画像を§12[pixel]の範囲で 1画素ずつ縦横に並進移動させたテ
スト画像（25 £ 25 = 625 枚) を生成して，パラメータ推定を
行った．つまり，¢v = 12の学習であれば，縦横の並進移動量
vx; vy が§12; 0の時にのみ学習サンプルと一致することになり，
それ以外の場合は学習からパラメータが推定されたことになる．
また，姿勢角度，横方向および縦方向のパラメータ推定すべて
の計算時間（3.0GHz CPU）は一回あたりおよそ 533[¹sec]で
あった．姿勢角度推定結果の一例として，Rµ = 60[deg] およ
び 230[deg] について，各テスト画像を与えた際に推定された
姿勢角度を，図 6と図 7に示す．これらの結果において，全体
的な傾向としては ¢v が小さくなるにつれて推定値が真値に近
づいており，学習サンプルを密にすることで精度が向上してい
ることがわかる．また理想的には，並進移動量にかかわらず，
真値に一様に近い推定値が得られることが期待されるが，特に
¢v = 12 の結果では大きく湾曲した鋸状の推定結果が得られ
ている．この理由は，¢v = 12 では vx; vy = §12; 0[pixel]の
学習しか行っていないためである．つまり，テスト画像番号の
0, 300, 600付近では，vy について学習している画像に近い画
像がテスト画像として与えられており推定精度がよく，それ以
外では学習済みの画像とは異なるため，推定結果が真値から離
れて大きく湾曲している．また鋸歯状になっているのは，各 vy
に対して vx = §12; 0が学習済みのため真値に近くなり，それ
以外では推定結果が真値から離れるためである．
図 8に，各姿勢角のテスト画像 625枚についての推定値の最
小二乗残差を示す．この結果を見ると ¢v = 12 では全体的に
誤差が大きく，テスト画像の姿勢角が 195[deg] のとき残差が
最大となり 49.4[deg] であった．¢v が小さく学習が密になる
にしたがって，全体的に誤差が小さくなる傾向にある．しかし
¢v = 6 以下では，推定精度にあまり大きな変化は見られない．
図 9 と図 10 に，並進移動量 vx; vy の最小二乗残差を示す．
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図 5 全テスト画像 625枚の番号（横軸）と，各テスト画像に設定した
並進移動量（縦軸）vx; vy = ¡12;¡11; : : : ;¡1; 0; 1; : : : ; 11; 12．
テスト画像の番号の小さい順に，vx; vy ともに小さい値であり，
まず vy（太線）を固定して vx（細線）を増やしている．
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図 6 真値が 60[deg] の時の各テスト画像についての姿勢角 Rµ 推定
結果．横軸がテスト画像番号，縦軸が推定された姿勢角．
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図 7 真値が 230[deg] の時の各テスト画像についての姿勢角 Rµ 推定
結果．横軸がテスト画像番号，縦軸が推定された姿勢角．
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図 8 推定姿勢角 Rµ の最小二乗残差．横軸は与えたテスト画像の姿勢
角，縦軸はその姿勢角に対する推定値の最小二乗残差．
図 8と同様に，¢v = 12のときが最も残差が大きく，¢v が小
さくなるにしたがって残差が小さくなる傾向がある．
また，すべて入力に対する推定精度の平均した結果を表 2に
示す．
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図 9 横方向並進移動量 vx の最小二乗残差
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図 10 縦方向並進移動量 vy の最小二乗残差
¢v 12 6 4 3
Rµ [deg] 24.8 7.76 5.86 5.31
vx [pixel] 1.11 0.833 0.692 0.696
vy [pixel] 1.53 0.724 0.490 0.450
表 2 姿勢角および並進移動量の平均推定精度
6. 考 察
6. 1 補間能力について
学習済みの画像に近いパラメータを持つテスト画像が与えら
れた場合には，パラメータの推定精度は向上する．しかし，そ
れ以外のテスト画像が与えられた場合，推定値は学習済みの画
像とそのパラメータから補間されることになる．本手法でこの
補間がどのように行われているのかを以下に示す．
式 (9)と式 (12)から明らかなように，³ 0 が与えられたとき
の推定値 ³^ は
³^ = [Â^T ; ^´T1 ; ^´
T
2 ; ^´
T
3 ]
T (25)
である．ここで
Â^ = EI®; ® = (E
T
I EI)
¡1ETI Â
0 (26)
であり，これは Â0 の固有空間 Ei への射影である（もしくは
Ei による Â0 の最良近似が Â^である）．しかし，式 (12)から
^´j = EOj® (27)
である．これはつまり，EI が Â を最良近似する係数 ® を用
いて，情報トラックの固有空間 EOj の基底ベクトルによって
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^´j を生成し推定値としていることを意味する. これが厳密に
可能である場合とは，Âと ´ が同じ構造を持っている（つまり
式 (26)と式 (27)が成立する）場合に限られ，これが本手法の
暗黙の前提条件である．しかし，入力画像系列が高次元空間中
でどのような多様体の構造を持っているのかは，よく知られた
COIL-20 の画像でさえ未知であり（次元を 3 まで削減した固
有空間での構造は知られている [1]），その構造を理解すること
は困難であり，補間能力をを推測することはできない．ただし
経験的には，学習サンプルが推定するパラメータに対して \そ
こそこ密"であれば，非学習サンプルに対しても，\ある推定精
度で"パラメータを推定することができることが実験結果より
確認されている．前節の実験では，¢v = 6であれば，姿勢角
は 10[deg]，並進移動量は 1.25[pixel]程度の範囲内で推定でき
ることを示した．通常の応用では必要な推定精度が先に与えら
れる場合が多いため，与えられた範囲内で推定するためにはど
の程度の学習サンプルが必要になるのか示す必要があるが，こ
の考察については今後の課題とする．
6. 2 パラメータ推定が可能となる条件
情報トラックの位相が連続して変化するとき，学習サンプル
の情報トラック部分の部分空間では軌跡を適切な 2次元平面を
選ぶと複数の切断面で単位円が表れる．本手法の本質は線形射
影であり，BPLP法で画像ベクトル空間と情報トラックベクト
ル空間が結びつけられている．そのため，パラメータ推定が可
能となるためには，学習サンプルはあるパラメータでの画像ベ
クトルの運動を他のパラメータの値に係わらずパラメータを変
数として単位円（非周期運動であれば半円）上の等速運動に射
影することができることが必要となる．さらに，パラメータ µ
を持つ非学習サンプル Âが上記の射影により単位円上の偏角 µ
の位置に射影することができる場合にパラメータ推定が可能と
なる．これを満たす厳しい条件としては，学習サンプルの単位
円上への射影が密であり，パラメータ µ1,µ2 をもつ入力 Â0 と距
離が近い学習サンプル Â1, Â2 について
Â ¼ jµ2 ¡ µjÂ1 + jµ1 ¡ µjÂ2jµ1 ¡ µj+ jµ2 ¡ µj (28)
であるときに非学習サンプルのパラメータ推定が可能である．
6. 3 学習コストについて
本手法の推定は，式 (12) で表される線形方程式である．し
たがって，これを変形して，ある行列 Aj を用いて
´j = AjÂ (29)
とおけば，多数の学習サンプル fÂ1;Â2; : : : ;ÂMgとその情報
トラックを直接ムーア－ペンローズ型一般逆行列
Aj = ZOj(Z
T
I ZI)
¡1ZTI (30)
を用いた連立方程式で結びつけることができる．ただし，ZI と
ZOj は学習サンプルの画像部分と j 番目の情報トラック列
ZI = [Â1;Â2; : : : ;ÂM ] (31)
ZOj = [´j1;´j2; : : : ;´jM ] (32)
である．すると本手法のように固有空間を計算しなくとも，一
般化逆行列を求めることで式 (12)による推定のための Aj を計
算することが可能ではないか，ということも考えることができ
る．しかし，以下に示すように，計算コストの点で本手法が有
利である．式 (12)と一般逆行列を比べると，行列計算のための
要素の積和回数は提案手法がD2N +D2w+DNwに対して一
般逆行列ではM2N +M2w +MNwである．また計算すべき
逆行列の大きさは，式 (12)では D£Dに対して，本手法では
M £M である．勿論，提案手法では固有ベクトルを生成する
計算コストを必要とするが，固有空間の次元と画像ベクトルの
大きさの比率から行列の積の計算コストが圧倒的に大きく，本
稿で示した実験の条件では計算コストを半分程度にまで削減で
きている．また，計算の際に必要とする記憶容量も大幅に削減
できる利点がある．
7. ま と め
本稿では三次元物体の姿勢パラメータを二次元画像から高速
に推定する EbC法を提案した．EbC法はアピアランスベース
のパラメータ推定手法に，画像への情報トラックの概念を導入
し，BPLP法による画像補完を用いることで復元された情報ト
ラックよりパラメータの推定を実現した．この際に，計算過程
を EbC画像対で表現して内積演算と三角関数計算のみでパラ
メータ推定を実現した．今後の課題としては，回転パラメータ
に対するより詳細な推定実験，学習サンプル数・自由度・画像
と情報トラックの次元数とパラメータ推定精度の関係の検討，
EbC画像対生成コストの省力化などが挙げられる．
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