Nonmonotonic reasoning has been developed to capture common sense inferences. This paper considers nonmonotonic reasoning in logic programs with negation { its implementation using Prolog and its integration with Prolog execution. Even within logic programming frameworks, a variety of inferencing methods, model-theoretic semantics, and language features have been proposed for di erent forms of nonmonotonic reasoning. A challenging problem is to incorporate them into an integrated system. This paper describes an implementation of such a system, including the interoperation between Prolog execution and tabled evaluation, and di erent reasoning capabilities that are supported. By combining Prolog technology with various mechanisms of nonmonotonic reasoning, the resulting system o ers a more realistic testbed for applications of common sense reasoning.
Introduction
Nonmonotonic reasoning intends to capture common sense inferences in knowledge based systems. Early formalisms of nonmonotonic reasoning include circumscription 15], default logic 21], and modal nonmonotonic logic 16] . In logic programming, a nonmonotonic inference rule, namely negation as failure, is normally used to establish negative atoms. Extensive research has been conducted on the declarative semantics of logic programs with negation. The connections between logic programming and nonmonotonic reasoning have attracted strong interests 11, 19, 14] . In particular, stable models 11] are de ned for normal logic programs that correspond closely to expansions in nonmonotonic reasoning.
This paper considers nonmonotonic reasoning in logic programming frameworks, as it shares with Prolog 13] a core rule-based language. Prolog is by far the most popular logic programming language, whose compiler technology and programming environments are well developed. Within logic programming frameworks, there are various forms of nonmonotonic reasoning, due to the di erences in operational semantics, model-theoretic semantics, and language features.
Operationally, the computational model in Prolog is based upon SLD resolution with negation as failure (SLDNF), which is a top-down depth-rst strategy. While e cient for a stack-based implementation, SLDNF may not terminate and may repeat the evaluation of identical calls. To guarantee termination and completeness, tabled evaluation has been proposed. It maintains a table of calls and their associated answers. Repeated calls are then solved using answers in the table instead of rules in a program. Redundant answers of a call are eliminated.
Semantically speaking, one way to characterize the meaning of a logic program is by Clark's completion, which often serves as a declarative counterpart for SLDNF. More recently a dominating approach is to specify a single canonical model as the semantics of a logic program, such as the perfect Herbrand model for strati ed programs 17] and the well-founded partial model for normal logic programs 25] . Query evaluation becomes nding the set of answers of a query with respect to the canonical model. In contrast, nonmonotonic reasoning with logic programs often use stable models 11], where a logic program may have zero, one, or more stable models. The same query may have di erent sets of answers in di erent stable models. The multiplicity of stable models leads to several useful forms of nonmonotonic reasoning, such as abduction and skeptical reasoning.
Syntactically, several extensions have been proposed to enhance the expressive power of speci cations of nonmonotonic reasoning. They include general logic programs 24] that allow arbitrary rst-order formulas in rule bodies, abductive logic programs with integrity constraints 9], Datalog programs with choice 22], extended logic programs with classical negation and disjunction 12], and epistemic speci cations 10].
Pragmatically, di erent operational strategies, model-theoretic semantics, and language features may be appropriate for di erent applications or even di erent parts of the same application. The challenge is to incorporate them into a single system so that applications can exploit the advantages of each of them. This paper describes an implementation of such a system. 1 Section 2 describes the interoperation between SLDNF in Prolog and tabled evaluation. The latter is often needed for nonmonotonic reasoning to guarantee termination and completeness. Section 3 presents the support for nonmonotonic reasoning, including computation of the well-founded semantics and stable models, abductive reasoning with integrity constraints, skeptical reasoning under multiple stable models, and the handling of arbitrary rst-order formulas in rule bodies. Section 4 discusses the current status of the system and plans for future development. All examples in this paper have been tested.
Interoperation between Prolog and Tabled Evaluation
Implementing nonmonotonic reasoning using Prolog has the potential bene t of exploiting the mature Prolog technology for knowledge based applications. To transform the potential benet into a reality, the interoperation must be supported between SLDNF in Prolog and tabled evaluation, the latter of which is often used for nonmonotonic reasoning.
SLDNF as implemented in Prolog is a top-down depth-rst strategy. It is known to be incomplete for deductive query evaluation and nonmonotonic reasoning. Assuming a left-most selection rule as in Prolog, a simple left recursive predicate de nition can send Prolog into an in nite loop. Tabled evaluation such as OLDT resolution 23] has been developed in order to guarantee termination and completeness for certain classes of logic programs, such as functionfree programs.
Intuitively, OLDT resolution augments top-down depth-rst computation with tabling. It maintains a global table of calls that have been made and their associated answers. Repeated calls are detected, where two calls are identical if they are variants of each other. A repeated call is solved by using answers from the global table instead of using rules from a program. Due to nondeterminism, a repeated call may be found before all of its answers are computed and stored in the table. To achieve completeness with respect to the least Herbrand model semantics 1], a waiting list of nodes is maintained that wait for potentially new answers for a call. As soon as a new answer is derived for the call, it is used to solve the repeated call in each node in the associated waiting list.
OLDT resolution has been extended to handle negation and to compute the well-founded semantics of normal logic programs 2, 3, 5].
We support two distinct modes of computation, namely Prolog execution and tabled evaluation. The latter is based upon SLG resolution 5] and has been implemented as a meta interpreter on top of Prolog. Three directives are available | prolog, tabled and default | for users to specify which predicates are executed by Prolog, which predicates are computed using tabled evaluation, and the default mode (tabled or prolog) of execution. The system default is prolog so that Prolog programs are not a ected. where the tabled directive indicates that all calls to path/2 are processed using tabled evaluation. Calls to edge/2 are executed using Prolog by default. A sample query execution is as follows: Some understanding of how tabled predicates are handled is necessary in order to make e ective use of the e ciency of Prolog and the termination and completeness of tabled evaluation. Although the following discussion is based upon the meta interpreter implementation of SLG resolution, the observations are also applicable to other implementations of tabled evaluation.
Rules of tabled predicates are transformed, using the term expansion facility of Prolog, into an appropriate form for tabled evaluation. Rules of Prolog predicates are not a ected. For instance, rules for path/2 are transformed into the following: The rst rule captures all calls to path/2 from predicates that are evaluated using Prolog execution. The predicate slg/1 is de ned that computes all answers of its argument using tabled evaluation and returns each answer one by one through backtracking. The predicate 'slg.path' is an internal predicate with one extra argument, whose rules correspond to the original rules of path/2. The body of a rule for 'slg.path' is the initial segment of the original rule body that contains only calls to Prolog predicates, and the rest of the original rule body is captured as a list for the extra argument of 'slg.path'. The list is interpreted by tabled evaluation.
There are several observations. First, calls to tabled predicates should neither have an in nite number of answers nor invoke calls of Prolog predicates that have an in nite number of answers. This is due to the fact that slg/1 attempts to nd all answers of a tabled call before returning any of them.
Second, variant checking is used for detecting repeated calls. This means that predicates such as var and nonvar can be used in rules of tabled predicates. However, it also implies that nontermination may occur for calls of tabled predicates that lead to an in nite number of distinct calls, such as the query p(a) with p/1 de ned by p(X) :-p(f(X)).
Third, nontermination due to recursion through Prolog predicates and tabled predicates is not prevented by tabled evaluation. Consider the following program:
where q/1 is by default a Prolog predicate. The program is transformed into the following rules:
A query q(X) will go into an in nite loop after the rst answer is returned. This is due to that q(X) calls p(X), which is evaluated by slg(p(X)). To derive answers for p(X), slg/1 uses rules of 'slg.p', which invoke q(X).
Fourth, the use of builtin predicates in Prolog whose e ects are global such as assert/retract and cut (!) is restricted when they a ect tabled predicates. In particular, the semantics of assert/retract that a ects tabled predicates is not de ned. Due to the way rules of tabled predicates are transformed, cut (!) is allowed, in a rule body of a tabled predicate, but only before the rst occurrence of a tabled call in the rule body (assuming a left-to-right computation rule).
An important issue in programming with tabled evaluation is to decide which predicates should be tabled and which predicates should be executed using Prolog. Tabled evaluation incurs extra overhead for its table management and should be used judiciously. Clearly predicates that depend upon each other through mutual recursion and whose Prolog execution leads to an in nite loop should be tabled. Although Prolog programmers are careful to avoid left recursion and nontermination, direct speci cations of nonmonotonic reasoning often involve circular dependencies, which makes tabled evaluation necessary. Also predicates whose Prolog execution involves repeated evaluation of identical calls are candidates for tabling.
Mechanisms of Nonmonotonic Reasoning
Di erent mechanisms of nonmonotonic reasoning are needed in di erent applications or various parts of a single application. Deductive databases may require query evaluation under the wellfounded semantics 25], while autoepistemic reasoning often uses stable models 11]. In addition, both abduction and skeptical reasoning are useful in knowledge based systems. From a practical point, it is not su cient to provide just one form of nonmonotonic reasoning. One of the distinctive features of our system is an integrated support for a variety of mechanisms of nonmonotonic reasoning.
Computation of the Well-Founded Semantics
Our rst step towards nonmonotonic reasoning is the computation of the well-founded semantics of normal logic programs. There are two main reasons. First, the well-founded semantics 25] extends the perfect model semantics 17] and is generally accepted as the semantics of a normal logic program characterized by a single canonical model. Second, the well-founded partial model coincides with the smallest three-valued stable model 18], which means that literals true in the well-founded partial model are true in all three-valued stable models.
We have developed SLG resolution for goal-oriented query evaluation of normal logic programs under the well-founded semantics 5]. As the well-founded partial model is in general three-valued, answers of a query may be true or unde ned. We represent answers as rules. A true answer has an empty body. An unde ned answer has a rule body that is a conjunction of literals that are unde ned in the well-founded semantics. Intuitively SLG resolution can be viewed as partial deduction, which extracts the portion of a program that is relevant to a query, and deletes rules that have body literals that are false in the well-founded semantics, and deletes literals in rule bodies that are true in the well-founded semantics. When query evaluation nishes, a set of calls relevant to a query is identi ed, and each call has an associated set of answers that are rules whose bodies contain only unde ned literals.
The predicate slg/1 discussed in Section 2 returns only true answers of a call. An in x system predicate Call<-Cond is provided to return every answer through backtracking, where Cond is a list of unde ned literals (and is ] for a true answer). As a counterpart for ndall, a predicate slgall is de ned that collects all answers in a list. Below is a sample execution of three queries: 
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An important feature of SLG resolution is that for each query, it returns an essentially propositional program, which is basically the portion of a program relevant to the query that has been simpli ed with respect to the well-founded semantics.
Example 3.2 Consider the program below:
:-default (tabled). q(X) :-p(X). p(a). p(X) :-r. r :-\+r.
The evaluation of q(X) using SLG resolution returns the following answers (represented as rules) for calls relevant to q(X):
p(a). p(X) :-r. r: r :-\+r.
Each unde ned literal in the body of an answer, such as p(X) in q(X) :-p(X), corresponds to the head of some unde ned answer of a call, such as p(X) :-r of p(X). Since all variable bindings have been propagated by SLG resolution, we can consider the head of each answer as a proposition, where the heads of two answers of the same call are identical if and only if they are variants of each other. Then the set of answers resulting from query evaluation can be viewed as a propositional program.
2
The residual program of a query consists of all answers of the query plus the rules of all head atoms upon which the answers of the query depend upon, directly or indirectly, through unde ned literals in answer bodies. As all possible variable bindings have been propagated by SLG resolution, the residual program can be viewed as an essentially propositional program. The derivation of such a program is important for stable model computation. As shown in 7], SLG resolution preserves all three-valued stable models. Since most techniques for stable model computation apply only to propositional programs, the residual program of a query from SLG resolution can be further processed to derive answers of a query in di erent stable models.
Abductive Reasoning with Stable Models
Gelfond and Lifschitz de ned the stable model semantics for normal logic programs with negation 11]. Stable models correspond closely to the concept of extensions in nonmonotonic reasoning. The multiplicity of stable models for logic programs leads to several useful forms of nonmonotonic reasoning, especially abduction in which stable models are selected based upon integrity constraints. Eshghi and Kowalski 9] established the connection between abduction and negation as failure.
Our approach to stable model computation is as follows. Given a program P and a query Q, the residual program for Q is derived with respect to P using SLG resolution. Recall that the residual program of a query is an essentially propositional program. A backtracking algorithm is then applied to derive (two-valued) stable models of the residual program of Q 6].
A predicate stall(Q,Anss,SM) is de ned that collects all answers of a query Q in a (twovalued) stable model SM of the residual program of Q. Unlike slgall/1, stall/3 may succeed multiple times if there are more than one (two-valued) stable model. Example 3.3 The following program chooses an arbitrary student from each class: take(sean,ai). take(jenny,ai). take(brad,db). take(jenny,db). :-tabled ch/2, df/2. ch(S,C) :-take(S,C), \+df(S,C). df(S,C) :-ch(S1,C),\+S=S1.
The following is the evaluation of a sample query: Notice that chj/0 must be tabled in this case. Otherwise, the default of calling a tabled predicate from a Prolog predicate is to compute true answers with respect to the well-founded semantics.
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The predicate stselect/4 provides a programmable form of abductive reasoning with integrity constraints. Our approach retains for abductive reasoning the advantages of goal-oriented query evaluation, handling of nonground programs, and termination of tabling techniques.
A form of global integrity constraints has also been implemented. Each constraint is of the form:
::-L 1 ; :::; L n . where n > 0, and each L i (1 i n) is a literal. Integrity constraints are automatically transformed into rules of a special tabled predicate inconsistent, and \+inconsistent is automatically included as part of a condition for computing stable models.
Skeptical Reasoning through Negation as Failure
While abductive reasoning involves selecting one stable model satisfying certain conditions, skeptical reasoning focuses on deriving answers of a query that hold in all stable models.
Our approach to skeptical reasoning is as follows. Let P be a normal logic program and Q be a ground atom. First, the residual program of Q with respect to P is derived using SLG resolution, which will be denoted by P Q . Second, Q is true in all (two-valued) stable models of P Q if and only if (a) there is at least one (two-valued) stable model of P Q in which Q is true; and (b) there is no (two-valued) stable model of P Q in which n+Q is true. If Q is not ground, then Q may have multiple answers with di erent head atoms. The technique can be extended to nonground queries by treating each distinct answer head as a distinct proposition, provided that no two distinct answer heads are uni able with each other. A predicate stintall(Q,Anss) has been de ned that computes all answers of a query that are true in (the intersection of) all (two-valued) stable models.
Example 3.5 Consider the following scenario (due to Michael Gelfond), where there are two guns, one of which is loaded, and foe is already killed.
:-default (tabled). loaded(1) :-\+loaded(2). loaded(2) :-\+loaded(1). trigger (1) . trigger (2) . killed(doe) :-loaded(X), trigger(X). killed(foe).
It should be apparent that killed(doe) holds if the trigger is pulled for both guns. The following is a sample script of query evaluation: f(a,b) ),Anss). Anss = r (f(a,b) )] ? ; no | ?-stintall(r (f(X,Y) ),Anss).
Anss = ] ? ; no
In other words, stintall/2 is able to conclude that r(f(a,b)) as a ground query is true in all (two-valued) stable models, but could not nd any answer for r(f(X,Y)) that is true in all (two-valued) stable models. The reason is that for the nonground query, r(f(X,Y)), there are two answers with distinct but uni able head atoms, namely r(f(X,b)) and r(f(a,Y)). They are treated separately by the current implementation. 
Handling First Order Formulas
General logic programs allow arbitrary rst-order formulas in rule bodies, whose semantics is characterized by Van Gelder's alternating xpoint logic 24] . It has been shown 4] that a straightforward translation of general logic programs into normal logic programs does not preserve the semantics of alternating xpoint logic. However, every general logic program can be translated into an equivalent one that contains two kinds of rules, normal rules and universal rules whose bodies are universally quanti ed disjunctions of literals.
We have implemented query evaluation with respect to the alternating xpoint logic. A special syntax is introduced for universal rules, of the form:
H<--L 1 ; :::; L n where H is an atom, and each L i (1 i n; n > 0) is a literal. IfX are all the variables that occur in both the head and the body, andỸ are all the variables that occur only in the body, then the universal rule is viewed as the following formula: all calls to tabled predicates with universal rules must be ground, which means that a universal disjunction does not have any free variables when it is evaluated; and all variables inỸ should be bound to ground terms after A 1^: ::^A m succeeds, which means that :B 1^: :::B n is ground when it is evaluated. In Example 3.7, invoking slgall(founded(X),Anss) will violate the rst requirement since the call founded(X) is not ground. The second requirement is satis ed since all answers of edge(X,Y) are ground.
Direct use of universal quanti ers in rule bodies proves convenient in many situations, even when the translation of a general logic program into a normal logic program preserves the alternating xpoint semantics. A list of programs using universal rules for several graph problems is shown in the appendix. An interesting feature is that the handling of universal rules is combined with the computation of stable models satisfying certain constraints to solve useful problems, even though a formal notion of stable models for general logic programs is not yet de ned.
Current Status of the System
Currently tabled evaluation is implemented as a meta interpreter on top of Prolog, with all prolog predicates executed in Prolog without loss of any e ciency. Meta interpretation and the lack of mutable data structures in Prolog causes signi cant run time overhead for tabled evaluation. A prototype system that stores tables in C and uses Prolog-C interface is being developed, which also avoids meta interpretation. Preliminary results indicate that performance improvement of an order of magnitude is possible over the meta interpreter implementation for query evaluation under the well-founded semantics 20]. The prototype system is being extended to compute stable models, which we expect further improvement due to the extensive use of tables in stable model computation.
A distinctive feature of our system is to take advantage of the mature Prolog technology and programming environments for nonmonotonic reasoning. Combined with an integrated support for various mechanisms of nonmonotonic reasoning, the resulting system o ers a more realistic testbed for applications of common sense reasoning.
A Programs for Several Graph Problems
In 8], a family of encodings of graph problems is proposed for experimental studies of nonmonotonic reasoning. This appendix includes programs with tabled predicates for the graph problems from 8]. The use of universal rules, of the form H<--L 1 ; :::; L n where H is an atom and each L i (1 i n; n > 0) is a literal, allows a more convenient speci cation. In the following, a unary predicate vertex and a binary predicate arc are used for the representation of a directed graph.
A.1 Maximal Independent Sets
Recall that an independent set of a graph is a subset of the vertices such that there is no arc between any vertices in the set. Notice that the rst rule is an ordinary Prolog rule with disjunction in the body, while the rule for noadjv/1 is a universal rule.
A.2 Maximal Matchings
A matching of a graph is a set of arcs such that no two arcs are adjacent. 
A.3 Colorings
A proper coloring is such that no two vertices connected by an arc have the same color. Assuming a 4-coloring problem, the following program assures that each vertex gets at most one color, and then uses stselect to select those stable models that represent proper colorings. The rule incon represents an inconsistency, whose negation is used for the selection of proper colorings.
A.4 Kernels
A kernel of a graph is a set of nodes such that no nodes in the set are joined by an arc and for every node not in the set there is an arc to it from a node in the set. It is shown in 14] that the extension of nk in a stable model is precisely the complement of a kernel with respect to the set of all vertices in a graph.
A.5 Directed Hamiltonian Cycles
A simple cycle is a cycle with all distinct vertices. A directed Hamiltonian cycle is a simple cycle that includes all vertices in a graph. In the following program, a vertex is chosen rst as the starting vertex, or more precisely, a single stable model is picked for start/1. The rule for hcycle ensures that no two arcs are selected that come from the same vertex or go into the same vertex. The constraint \+incon is used to guarantee that every vertex is visited.
