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The maximization of generalized modularity performs well on networks in which the members
of all communities are statistically indistinguishable from each other. However, there is no theory
defining the maximization performance in more realistic networks where edges are heterogeneously
distributed within and between communities. We establish the asymptotic theoretical bounds on
the resolution parameter of generalized modularity using the random graph properties. From this
new perspective on random graph model, we find the resolution limit of modularity maximization
can be explained in a surprisingly simple and straightforward way. Given a network produced by
the stochastic block models, the communities for which the resolution parameter is larger than
their densities are likely to be spread among multiple clusters; while communities for which the
resolution parameter is smaller than their background inter-community edge density get merged into
one large component. Therefore, no suitable resolution parameter exits when the intra-community
edge density in a subgraph is lower than the inter-community edge density in some other subgraph.
For such networks, we propose a progressive agglomerative heuristic algorithm to detect statistically
significant communities at multiple scales.
I. INTRODUCTION
In complex networks, community structures are widely
observed. Detecting such community structures can be
viewed as partitioning of the network into sub-modules in
which the nodes are more densely connected to each other
than to the nodes in the rest of the network. Modularity
maximization [1] is one of the state-of-the-art methods
for community detection. It aims at discovering the par-
tition of the network which maximizes modularity, the
well-known quality measure of network community struc-
ture. Modularity measures the difference between the
observed fraction of edges within a community and this
fraction expected in a random graph with the same num-
ber of nodes and the same degree sequence. Therefore,
a high modularity usually indicates a proper partition of
the network.
Modularity maximization, however, suffers from the
so-called resolution limit problem [2, 3] which is this
method’s tendency to merge small communities into large
ones. Moreover, often community structures exist at mul-
tiple scales in complex networks [4–6] in which some sub-
sets of nodes have edge density higher than that of the
community in which these subsets are nested. In such
cases, the maximum of standard modularity is reached
when small communities are combined into inappropri-
ate large groups. Some variants of the modularity func-
tion have been proposed to either resolve this problem [7]
or to enable detection of communities at different scales.
A popular choice for the latter is the generalized modu-
larity of Reichardt and Bornholdt [8], which scales the
discovered community sizes according to a simple reso-
lution parameter. The resolution parameter is not fixed
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in the definition of the generalized modularity. Hence,
many works [9–11] try different values of the resolution
parameter to find proper community structures in the
real networks. When the resolution parameter is set as
one, the generalized modularity reduces to the traditional
modularity.
Besides the maximization of modularity and its gen-
eralized version, an alternative approach to detect com-
munities is the statistical inference to fit the generative
model to the observed network data. Such approach as-
sumes the observed network is produced by a random
graph model with a pre-defined partition of the network
as the model parameter. In general, the statistical infer-
ence aims at recovering the partition which maximizes
the likelihood of the random graph model generating the
observed network data.
One widely used generative model for community
structure is the stochastic block model [12] where nodes
are organized as blocks and edges are placed between
nodes independently at random, with a probability de-
pending on the block assignments of the endpoints.
Specifically, the standard stochastic block model assumes
the number of edges between every pair of nodes fol-
lows the Bernoulli distribution. The edges between each
pair of communities have the same Bernoulli mean in
the standard stochastic block model. The planted par-
tition model is a special case of the stochastic block
model in which, between each pair of nodes, the number
of inter-community edges is randomly distributed with
one mean, and the number of intra-community edges
have the same distribution with another mean. Since
the standard stochastic block model considers nodes in
the same block statistically indistinguishable from each
other, the most likely block assignment often groups the
nodes of similar degrees in a block, resulting in lower and
higher-degree blocks, rather than the traditional com-
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2munity structures. While the standard stochastic block
model assumes the number of edges between every pair of
nodes follows Bernoulli distribution, reference [12] intro-
duces an extended model called degree-corrected stochas-
tic block model which assumes the number of edges be-
tween every pair of nodes follows the Poisson distribu-
tion. The node degrees are also used as parameters of
the model making the expected node degree in the model
equivalent to the observed node degree. Since the nodes
in the same community in a real applications tend to
have broad degree distributions, this simple yet effective
modification improves the performance of the models for
statistical inference of group structure in the real-world
networks. The planted partition model can be extended
to the degree-corrected version by defining the node de-
grees in a similar way.
Newman [13] shows that the maximization of the
generalized modularity is equivalent to the maximum-
likelihood estimation (MLE) of the degree-corrected
planted partition model [12] on the same graph. This
result indicates that the partition of the network which
most likely generates the observed network also maxi-
mizes the generalized modularity with a particular res-
olution parameter. Since the planted partition model
assumes all the communities have the similar statistical
properties, the maximization of the generalized modular-
ity is optimal if the communities in a network are statis-
tically similar. Yet, there is no asymptotic bound defin-
ing generalized modularity maximization’s performance
in more realistic networks with heterogeneous communi-
ties, such as the networks generated by stochastic block
model. As illustrated by Figure 1, our work aims at an-
swering the important question about the performance
of the generalized modularity on the networks generated
by the stochastic block model.
Based on the equivalence between the maximiza-
tion of the generalized modularity and the recovery of
planted partition model by maximum-likelihood estima-
tion (MLE) [13], we establish here an asymptotic the-
oretical upper and lower bounds on the resolution pa-
rameter of generalized modularity. This result bridges
the gap between the literature on the resolutions lim-
its of modularity-based community detection [2, 14] and
the random graph models. Specifically, given a resolu-
tion parameter within the established range, we show
that communities with different densities can still be de-
tected by maximizing the generalized modularity, regard-
less whether the equivalence between generalized mod-
ularity maximization and the MLE of stochastic block
model holds or not. When the resolution parameter
of the generalized modularity is larger than the upper
bound we developed, some well-formed communities are
likely to be spread among multiple clusters to increase the
generalized modularity; but when the resolution param-
eter of generalized modularity is smaller than the lower
bound we developed, some communities are inappropri-
ately merged into one large component.
The experimental results of modularity maximization
Stochastic
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FIG. 1. The maximum-likelihood estimation of planted par-
tition model and the maximization of generalized modularity
with corresponding resolution parameter recovers the equiv-
alent communities [13]. Our paper answers the important
question about the performance of generalized modularity on
the networks generated by the stochastic block model.
on synthetic network agree with our findings that the
generalized modularity performs best with resolution pa-
rameter well within the interval defined by the derived
theoretical bounds. Experimentally, and without any ex-
planation why, the authors of [9–11] established that the
suitable values of the resolution parameter occur in the
widest interval in which the generalized modularity max-
imization produces the consistent partitions. Our work
connects the literature on resolutions bounds for com-
munity detection [2, 14] with the multi-scale community
discovery which is often conducted as in an ad-hoc pro-
cedure [9, 10, 15].
Our findings shed light on the adaptation of the gen-
eralized modularity to networks in which there is no uni-
versal resolution parameter to detect all communities.
Resolution limits of the generalized modularity are equiv-
alent to the non-overlapping lower and upper bounds of
the resolution parameter in the different subgraphs of the
networks. Therefore, either some well-formed communi-
ties splits into multiple clusters or some communities are
inappropriately merged into one large component. The
issue is analogous to finding mountains that are located
at different plateaus; using a single altitude either would
miss the lower mountains, or would treat the higher peaks
as one mountain.
To address the above mentioned problem, we propose
a progressive agglomerative heuristic algorithm that sys-
tematically increases the resolution parameter. The algo-
rithm recursively splits the resulting clusters of the pre-
vious level to detect smaller communities. As the re-
cursion proceeds, the algorithm gradually increases the
resolution parameter for high-resolution community de-
tection in local subgraphs of the network. The algorithm
proceeds until the final partition is no longer statistically
significant. Compared with the algorithm using a uni-
form resolution parameter, our approach avoids getting
trapped by the resolution limit and does not require mul-
tiple re-estimation of the resolution parameter [13] which
can be computationally prohibitively costly for large net-
works.
3II. COMMUNITY DETECTION
Modularity is perhaps the most widely accepted qual-
ity metric to measure the community structures quality
in complex networks. We begin by reviewing the deriva-
tion of the generalized modularity by Reichardt and
Bornholdt [8] from the planted partition model, which
is a special case of the stochastic block model. Then,
we show that the resolution parameter of the generalized
modularity is bounded by the density parameters of the
stochastic block model.
A. Stochastic Block Model
The standard stochastic block model is a generative
model of the graph in which nodes are organized as blocks
and edges are placed between nodes independently at
random, with a probability determined by the block as-
signments of the endpoints. Hence, the nodes in the same
block are statistically indistinguishable from each other.
The standard stochastic block model assumes the num-
ber of edges between nodes i and j is independently dis-
tributed Bernoulli with mean ωgi,gj , where for any node
l, gl denotes the block assignment of node l. The stochas-
tic block model is fully specified by the block assignment
gi for each node i and the edge probability ωrs for all
pairs of blocks (r, s). Since the standard stochastic block
model considers nodes in the same block statistically in-
distinguishable, the most likely block assignment often
groups the nodes of similar degrees in a block, resulting
in lower and higher-degree blocks, rather than the tra-
ditional community structures. Reference [12] extends
the standard stochastic block model by incorporating
the node degrees. This simple yet effective modification
improves the performance of the models for statistical
inference of group structure in the real-world networks,
by allowing nodes in a community to have broad range
of degrees. To simplify technical derivations, authors in
[12] replace the Bernoulli distribution by the Poisson one.
Compared to many community detection algorithms pro-
posed in an ad-hoc manner, the statistical inference from
stochastic block model is a more systematic approach
which discovers modular structures with theoretical guar-
antees [16]; thus, it has gained significant attention in
recent years.
Formally, let A be the adjacency matrix whose com-
ponent Aij denotes the number of edges between nodes
i and j in an unweighted undirected multigraph. In a
network with self-loop edges (edges connecting a node to
itself), a node i with k self-loop edges is represented by
the diagonal adjacency matrix element Aii = 2k. Multi-
edges and self-loop edges are practical in certain networks
such as the web network where a web page may contain
multiple hyperlinks pointing to other pages and to itself.
Such edges are less common in social networks. How-
ever, most social networks are very sparse, so the impact
of multi-graphs and self-loop edges can be neglected.
Suppose the number of edges between two different
nodes i and j follows the Poisson distribution with mean
ηij and the number of self-loop edges at node l follows
the Poisson distribution with mean 12ηll. The likelihood
of generating A is
logP (A|{ηij}) =
∏
i
( 12ηii)
Aii/2
( 12Aii)!
e−ηii/2
∏
i<j
η
Aij
ij
Aij !
e−ηij .
(1)
Note that ηij is defined as the number of edges here and
not as customary probability because multi-edges are al-
lowed in our model.
In an unweighted undirect network, after ignoring all
terms independent of the ηijs, the log-likelihood above
simplifies to
logP (A|{ηij}) = 1
2
∑
ij
(
Aij log ηij − ηij
)
. (2)
Note that we do not parameterize ηij so far.
The degree-corrected stochastic block model [12] as-
sumes ηij = ωgi,gjθiθj where for any node l, θl is a pa-
rameter associated with this node and gl is its block as-
signment. Given a partition of the network, i.e. its block
assignments {gi}, the posterior maximum likelihood es-
timates of θi and ωrs are
θˆi =
ki
κgi
, ωˆrs = mrs, (3)
where ki is the degree of node i, κr is the sum of the
degrees of all nodes in a block r, and mrs is the total
number of edges between blocks r and s, or twice the
number of edges in r if r = s. Formally,
κr =
∑
i∈r
ki, mrs =
∑
i∈r
∑
j∈s
Aij , (4)
where i ∈ r denotes all nodes in the blocks r. For sim-
plicity, we define mc as the number of edges with both
endpoints in community c, so mcc = 2mc, and m is de-
fined as the total number of edges in the entire network.
Given the MLEs of θk and ωgigj , the expected number
of edges between nodes i and j can be written as
ηij = mgigj
ki
κgi
kj
κgj
. (5)
Therefore, maximizing the log-likelihood in Eq. (2) is
equivalent to maximizing
logP (A|{ηij}) =
∑
rs
mrs log
mrs
κrκs
. (6)
This criterion turns to have an information-theoretic in-
terpretation when it is presented in the alternative form
logP (A|{ηij}) =
∑
rs
mrs
2m
log
mrs
2m
κr
2m
κs
2m
, (7)
4which is equal to the Kullback-Leibler divergence [17] be-
tween the probability of observing an edge (i, j) pointing
from block r toward s, i.e. P [i ∈ r, j ∈ s] = mrs/2m,
and the corresponding probability in a random graph
with the same degree sequence, i.e. P ′[i ∈ r, j ∈ s] =
(κr/2m)(κs/2m).
The degree-corrected planted partition model [13] is
a special case of the degree-corrected stochastic block
model in which the expected number of edges ηij in a
graph has the form
ηij =
{
ω1θiθj if gi = gj ,
ω0θiθj otherwise.
(8)
Hence, the degree-corrected stochastic block model re-
duces to the degree-corrected planted partition model
when the parameters ωrr = ω1 for all r and ωrs = ω0
for all pairs r, s such that r 6= s.
B. Generalized Modularity
Newman [13] shows the maximization of the general-
ized modularity is equivalent to the maximum-likelihood
estimation (MLE) of the degree-corrected planted par-
tition model [12] on the same graph. In other words,
the partition of the network which best fits the degree-
corrected planted partition model to the network data
also maximize the generalized modularity given the cor-
responding resolution parameter.
The degree-corrected stochastic block model [12, 13]
incorporates the heterogeneous node degrees in the real
networks. Reference [13] assumes the number of edges
between nodes i and j follows the Poisson distribution
with mean ηij = ωgi,gj
kikj
2m where m is the total num-
ber of edges in the network. The denominator 2m is
only optional, but it is convenient for technical deriva-
tion as shown below. This definition is actually equiv-
alent to the definition in Eq. (5) but the parameter ωrs
here has a different meaning. To distinguish this defini-
tion from the original definition of expected number of
edges in [12], in the rest of this paper, we call ωrs the den-
sity of the edges between blocks r, s. When r = s, ωrs
corresponds to the intra-community edge density; oth-
erwise, ωrs is called the inter-community edge density.
Accordingly, the (r, s)-th element of the density matrix
Ω is ωrs. Besides, we assume that a group of nodes in
the same block of the stochastic block model represents
a single community. Following this line of reasoning, the
degree-corrected planted partition model [13] defines the
expected number of edges between two nodes, i and j, as
ηij =
{
ω1
kikj
2m if gi = gj ,
ω0
kikj
2m otherwise.
(9)
Hence, the density matrix Ω of this degree-corrected
planted partition model only involves two possible val-
ues, i.e., Ω = {ω1, ω0}.
Substituting Eq. (9) into Eq. (2), the log-likelihood
for the degree-corrected planted partition model, after a
small amount of manipulation, becomes
logP (A|Ω,g) = B
 1
2m
∑
r
∑
{i,j}∈r
(
Aij − γ kikj
2m
)+C+D,
(10)
where {i, j} ∈ r denotes all the pairs of nodes i and j in
the same block r, B and C are constants that depend on
Ω = {w1, w0} but not on the block assignment g = {gi},
specifically,
B = m (logω1 − logω0)
C = m (logω0 − ω0)
D =
∑
i
ki log ki − log (2m)
(11)
and the resolution parameter γ in Eq. (10) is a resolution
parameter defined as
γ =
ω1 − ω0
logω1 − logω0 . (12)
Note that the log-likelihood here is exact for undirected
unweighted multigraphs; it has a slightly different form
than the derivation in [13] where constant term D is ig-
nored as it is independent from the parameters Ω and g.
Since B, C and D are constants given the value of Ω, the
maximum likelihood estimation of g is then equivalent to
maximizing the generalized modularity
Q(γ) =
1
2m
∑
r
∑
{i,j}∈r
(
Aij − γ kikj
2m
)
, (13)
which is given as a function of γ. Since maximizing the
log-likelihood in Eq. (10) is equivalent to maximizing
the generalized modularity with resolution parameter de-
fined in Eq. (12), it shows an exact equivalence between
maximization of the generalized modularity that includes
a specific resolution parameter and the degree-corrected
planted partition model.
It is worth noting that the resolution parameter γ must
satisfy Eq. (12) to guarantee the equivalence between the
generalized modularity maximization and the maximum
likelihood estimation of degree-corrected planted parti-
tion model. This is a drawback because the correct value
of resolution parameter in Eq. (12) is unknown before we
can estimate ω1 and ω0. Given a network generated by
the degree-corrected planted partition model, however,
one needs the ground truth communities to calculate ω1
and ω0. That being said, one must make an initial guess
of the γ value so that the generalized modularity maxi-
mization algorithm can detect communities with it. But
this initial guess of γ may not satisfy Eq. (12).
Reference [13] proposes an iterative algorithm to find
the optimal value of γ which maximizes the log-likelihood
of Eq. (10). It makes an initial guess of the γ value to
5detect communities by maximizing the generalized mod-
ularity. Given these detected communities, the γ value
gets updated by Eq. (12) using the maximum likelihood
estimates of ω1 and ω0 which are equal to
ωˆ1 =
2
∑
rmr∑
r κ
2
r/2m
, ωˆ0 =
2m− 2∑rmr
2m−∑r κ2r/2m, (14)
where mr is the number of edges with both endpoints in
the community r, i.e. mr =
1
2mr,r as defined by Eq. (4)
and κr is the sum of degrees of the nodes in the commu-
nity r. The iterative algorithm repeats the following two
steps until the γ value becomes stable:
• Given the current γ, find the block assignment
which maximizes the generalized modularity Q(γ),
i.e., gnew = arg maxgQ(γ).
• Given the current block assignment g, calculate the
maximum likelihood estimates of ω1 and ω0 using
Eq. (14) and update the γ value by Eq. (12) ac-
cordingly.
C. Asymptotic bounds on resolution parameter
The generalized modularity of Eq. (13) can be also
written in an alternative way as
Q(γ) =
∑
r
[
mr
m
− γ
(
κr
2m
)2]
, (15)
where mr is the number of edges with both endpoints
inside the community r, κr is the sum of the degrees of
nodes in community r, and m is the total number of edges
in the network.
Merging two communities, r and s, results in the fol-
lowing equalities: the total number of edges inside the
merged community mr∪s = mr +ms +mr,s and the sum
of degrees of the nodes inside the merged community
κr∪s = κr + κs. Hence, given the formalization of the
generalized modularity in Eq. (15), the optimization al-
gorithm is able to detect two well-formed communities r
and s if the change of generalized modularity from merg-
ing r and s is negative, leading to the inequality
∆Q(γ) =
mrs
m
− γ κrκs
2m2
< 0, (16)
which can be rewritten in the alternative way as
κrκs > 2
mrsm
γ
. (17)
Otherwise, when the ∆Q(γ) ≥ 0, communities r and s
are merged to increase Q(γ). Clearly, one can always
increase γ so that Eq. (17) holds for any small κr and κs.
But, a large γ may result in inappropriate split of some
communities. To see this point, consider a community t
comprised of two sets of nodes t′ and t′′ = t−t′ with sums
of degrees κ′ and κ′′ respectively, and m′′ edges between
nodes in t′ and t′′. To avoid splitting community t into
t′ and t′′, the inequality
κ′κ′′ < 2
m′′m
γ
(18)
must hold. Given Eq. (17) and Eq. (18), we have
κ′κ′′
m′′
<
2m
γ
<
κrκs
mrs
. (19)
A simple and straightforward explanation of the resolu-
tion limit found by Fortunato et al. [11] is that in realistic
networks the above inequality may not hold. Indeed, it
is likely that in a large network there exist communities
r and s with small κr and κs and community t with large
sum of node degrees (κ′ + κ′′), such that the inequality
above does not hold because κrκsmrs <
κ′κ′′
m′′ , giving rise to
resolution limit anomaly.
Newman [13] recently has shown that the maxi-
mization of generalized modularity on planted parti-
tion networks is optimal, because it is equivalent to the
maximum-likelihood estimation of the degree-corrected
planted partition model as long as the correct resolution
parameter is chosen.
Here we consider the extended planted partition model
which allows the density matrix Ω to have different values
on the diagonal - each community has its own density
ωr as the r-th element on diagonal of Ω, while keeping
the background inter-community density ω0, the same
as defined in degree-corrected planted partition model in
Eq. (9). The definition of the expected number of edges
between nodes i and j in this case becomes
ηij =
{
ωr
kikj
2m if gi = gj = r,
ω0
kikj
2m if gi 6= gj .
(20)
Given the nodes’ degrees ki and kj ,
kikj
2m is the expected
number of edges between nodes i and j in the graph en-
sembles generated by the configuration model [19]. Thus,
the density ωr can be treated as the relative ratio of the
expected number of edges in the extended planted parti-
tion model to the corresponding values in configuration
model. Given the definition in Eq. (20), the correspond-
ing density matrix of T communities is
Ω = diagT
({ωr})+ (JT − IT )ω0, (21)
where diagT ({ωr}) represents the diagonal matrix of
size T × T with the intra-community edge densities
w1, w2, . . . , wT on the diagonal, JT and IT are corre-
spondingly a matrix with all elements equal to 1 and
the identity matrix of size T × T .
The log-likelihood of this extended planted partition
model is
logP (A|Ω,g) = 1
2
∑
{i,j}∈r
βr
(
Aij − γr kikj
2m
)
+ C +D,
(22)
6where the expressions of C and D here are the same
as mentioned above in Eq. 11, but the γ parameter is
replaced by a set of community-specific parameters γr
and the βr defined as
βr = logωr − logω0, γr = ωr − ω0
logωr − logω0 . (23)
When all communities has the same edge density ωr, the
log-likelihood of the extended model has the same form
as the degree-corrected planted partition model defined
by Eq. (10).
The maximum likelihood estimates of the intra-
community and inter-community edge densities are
ωˆr =
2mr
κ2r/2m
, ωˆ0 =
2m−∑r 2mr
2m−∑r κ2r/2m, (24)
where mr is the number of the edges with both endpoints
in the community r, κr is the sum of degrees of the nodes
in community r.
For the extended planted partition model with degree
correction, the number of edges between different com-
munities r and s can be approximated by its expectation
mrs ≈
∑
i∈r,j∈s
ω0
kikj
2m
= ω0
κrκs
2m
, (25)
and for a community t with density parameter ωt, the
number of edges between its two subsets of nodes t′ and
t′′ is
m′′ ≈
∑
i∈t′,j∈t′′
ωt
kikj
2m
= ωt
κ′κ′′
2m
. (26)
Using the approximations above, the inequality in
Eq. (19) holds if
∀t : 2m
ωt
<
2m
γ
<
2m
ω0
. (27)
Suppose there are T communities with the density pa-
rameters monotonically ordered by their indices, the
value of the resolution parameter γ should satisfy
ω0 < γ < ω1 < ω2 < .. < ωT , (28)
so that all T communities can be detected. This result
connects the resolution limit of generalized modularity
with the random graph models.
Eq. (28) indicates that the suitable γ value should be
as small as possible to avoid splitting of any well-defined
community. However, it should not be smaller than the
background inter-community density ω0, otherwise, when
γ is larger than the density parameter of some loose com-
munity t, this community t is likely to be split. For
graphs that are likely generated by the extended planted
partition model and for which the resolution bounds of
Eq. (28) are satisified, the generalized modularity is still
a good quality measure for community detection, espe-
cially when ωr  ω0 for every community r, as it leaves
a sufficient interval for selecting γ which will prevent the
resolution limit from arising.
Motivated by the above observation, we evaluate the
performance of generalized modularity in a network gen-
erated by the extended planted partition model. The net-
work comprises of ten communities, each has ten nodes
and a density ωr illustrated by the red vertical lines. The
background inter-community density ω0 is chosen as 0.17,
a value much smaller than any community densities. The
performance of community detection is measured by the
normalized mutual information (NMI) metric [31], that
compares the detected partition c with the ground truth
q using the equation
NMI(c,q) =
2I(c,q)
H(c) +H(q)
, (29)
where c = {cr} is the set of communities found by the
community detection algorithm and q = {qr} is the set
of ground truth communities. Each community cr or qr
is defined as a group of nodes. I(c,q) is the Mutual In-
formation (MI) between two partitions and H(x) is the
entropy of a partition x defined by Eq. (42). As Fig. 2(b)
shows, the generalized modularity performs well with res-
olution parameter in the interval γ ∈ [1.8, 4.2], generally
matching the derived theoretical bound ω0 < γ < ω1. As
γ approaches either side of the bound, the resolution pa-
rameter is either higher or lower than desired. Since the
asymptotic bounds here are derived by approximating
the number of edges by the corresponding expectation in
the random graph model (Eq. (25), (26)), as γ is getting
closer and closer to either ω0 or ω1, the asymptotic results
are getting further and further away from the true values,
causing the NMI score to drop. This scenario is illus-
trated in Fig. 2(a) where every community r is placed at
the height corresponding to its density ωr. When the res-
olution parameter is between the asymptotic bounds, the
communities above can be successfully detected. How-
ever, when the resolution parameter is larger than the
density of some communities, those communities are at
risk to be split into smaller parts.
The asymptotic bounds also agree with the empirical
observation made without any theoretical justification by
the authors of [9–11], that the most suitable values of the
resolution parameter γ occurs in the most stable plateaus
in experiments. In addition, our results explain why [13]
found that the statistical inference of the resolution pa-
rameter converges quickly to the desired value in small
networks. It is because, once the resolution parameter
falls into the range of ω0 < γ < ω1, if feasible, the com-
munity detection results become stable and the inference
algorithm immediately yields the final resolution param-
eter after this stage.
For a range of empirical networks of n nodes and m
edges, including the Karate club network [33], the dol-
phin social network [25], the network of interactions be-
tween fictional characters in the novel Les Miserables [27]
and the network of games between American college
football teams in the year 2000 [27], we compute the
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FIG. 2. The generalized modularity performs well with res-
olution parameter in the interval γ ∈ [1.8, 4.2], matching the
derived theoretical bound ω0 < γ < ω1. When γ approaches
either side of the bound, the resolution scale is either higher
or lower than desired. (a) Network structure and community
density represented by the heights, the node color represents
ground truth communities and inter-communities edges are
in black dashed lines; (b) the NMI scores and the number of
detected communities in relation to the resolution parameter.
maximum-likelihood estimates of the background edge
density w0 and the lowest intra-community edge density
w1, fitting an extended planted partition model given the
number of communities q and the optimal value of γ ob-
tained by the statistical inference of [13]. We compute the
modularity maximization results with a total of 100 dif-
ferent resolution parameters in the range [0.2, 3w1/2] and
compare these results with the communities produced
with γ from this range. The subrange which produces
an NMI score higher than 90% is shown in Table I. As
shown in Fig. 3, although these empirical networks are
not generated by the extended planted partition model,
the stable intervals of resolution parameter lie inside the
asymptotic lower and upper bounds.
TABLE I. The maximum-likelihood estimates of w0 and w1
and the interval of the resolution parameter that detects com-
munities with NMI score larger than 90% in a range of empir-
ical networks of n nodes and m edges. The number of com-
munities q used for each network is the ground truth value
generally accepted in the previous literature. The optimal γ
were published in [13].
Network n m q γ (wˆ0, wˆ1) 90% interval
Karate club 34 78 2 0.78 (0.26, 1.74) (0.63, 1.37)
Dolphin social 62 159 2 0.59 (0.12, 1.42) (0.58, 2.0)
Les Miserables 77 254 6 1.36 (0.35, 2.83) (1.15, 1.54)
College football 115 614 11 2.27 (0.36, 5.11) (1.78,5.61)
(a)  (b) 
(c)  (d) 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
FIG. 3. The alignment between the communities detected by
generalized modularity maximization and the optimal γ val-
ues listed in [13]. Although the empirical networks are not
generated by the extend planted partition model, maximiz-
ing the generalized modularity is optimal when the resolution
parameter takes values that lie in the interval [ω0, ω1]. This
phenomenon is also captured purely experimentally and with-
out any theoretical justification in [9–11].
D. Plateaus problem
The planted partition model and its extension intro-
duced here are all special cases of the stochastic block
model. The derived asymptotic resolution bounds can
be extended to the networks generated by the degree-
corrected stochastic block model. Following the nota-
tions in [13], the number of edges between nodes i and
j in the degree-corrected stochastic block model follows
the Poisson distribution with the mean defined as
ηij = ωgigj
kikj
2m
, (30)
where for node l, gl is the block assignment of this node,
kl is its degree and m is the total number of edges in the
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FIG. 4. The plateaus problem is analogous to finding moun-
tains that are located at different plateaus; using a single al-
titude either would miss the lower mountains, or would treat
the higher peeks as one mountain. Specifically, when using
resolution parameter γl, the left two high peeks P1 and P2
are considered one “mountain” - two well-formed dense com-
munities get merged because their inter-community edge den-
sity (illustrated by valley V1) is higher than γl. If we adopt
a higher resolution parameter γh, the low peek P4 on the
right gets ignored - a loose community gets split into multiple
smaller clusters. Notably, this issue cannot be avoided as long
as the valley V1 of the left two peeks P1, P2 is higher than
the height of the right-most peek P4.
network.
The number of edges between two communities r and
s in this case is approximated by
mrs ≈
∑
i∈r,j∈s
ωrs
kikj
2m
= ωrs
κrκs
2m
, (31)
where ωrs denotes the (r, s)-th element of the density ma-
trix. The number of edges between two subsets of nodes
t′ and t′′ = t − t′ inside a community t is approximated
by
mt′t′′ ≈
∑
i∈t′,j∈t′′
ωtt
kikj
2m
= ωtt
κt′κt′′
2m
, (32)
where ωtt is the t-th diagonal element in the density ma-
trix.
Using the same resolution inequality of Eq. (19), these
approximations lead to the range
max
r 6=s
ωrs < γ < min
r
ωrr (33)
within which a uniform γ value avoids the resolution limit
trap.
In a network generated by the degree-corrected
stochastic block model with ωrs > ωtt for some r 6= s
and t, Eq. (33) indicates that a uniform resolution pa-
rameter is not sufficient for the recovery of communities
r, s and t.
ωa1
ωa0
ωa2
ωaK...
Sub-graph A
ωb1
ωb0
ωb2
ωbK...
Sub-graph B
γh : Split Error
γl : Merge Error
FIG. 5. Resolution limits of the generalized modularity can
be explained by the relations between the values of the den-
sity parameters of stochastic block models. Given two disjoint
subgraphs A and B such that the inter-community edge den-
sity ωa0 in subgraph A is larger than the intra-community
edge density of some community in subgraph B, no suitable
resolution parameter γ exists because Split Error and Merge
Error cannot be resolved at the same time. Split Error occurs
when the resolution parameter γh is larger than the inter-
community edge density of a subgraph A, because the com-
munity b1 with the intra-community density smaller than γh
will be spread among multiple clusters; Merge Error occurs
when the resolution parameter γl is smaller than ωa0 so the
communities in subgraph A will be merged into one commu-
nity.
The classical example of resolution limit trap is pre-
sented in [3] where an undirected unweighted network
contains three communities: two cliques and one ER ran-
dom graph, and every two communities are connected by
one single edge. Suppose each clique includes 6 nodes and
the ER random graph contains 100 nodes and 956 edges.
Given the three communities, the posterior estimation of
the density matrix Ω of a stochastic block model, i.e.,
ωˆrs =
2mrsm
κrκs
for each communities r and s, is
Ω =
1.03 0.03 0.030.03 57.94 1.93
0.03 1.93 57.94
 , (34)
where the first row and column corresponds to the ran-
dom graph while the remaining rows and columns corre-
spond to the two cliques respectively. There is no suit-
able resolution parameter γ to detect three communities
in this case because the density parameter for the edges
between two cliques 1.93 is larger than the density pa-
rameter for the edges inside random graph 1.03. When
applying generalized modularity maximization, adopting
a resolution parameter larger than 1.93, makes it likely
that two cliques will be detected, but the random graph
will get split into smaller communities. On the other
hand, a resolution parameter within [1.03, 1.93] preserves
the random graph as one complete community, but the
two clique gets merged into one community.
The issue is analogous to finding mountains that are
9located at different plateaus as shown in Fig. 4; using a
single altitude either would miss the lower mountains, or
would treat the higher peeks as one mountain. Specif-
ically, when using resolution parameter γl, the left two
high peeks in Fig. 4 are considered one “mountain” - two
well-formed dense communities get merged. If we adopt a
resolution parameter γh, the low peek on the right gets ig-
nored - a loose community gets split into multiple smaller
clusters. Notably, this issue cannot be avoided as long as
the valley of the left two peeks is higher than the height
of the right-most peek.
More formally, given the density matrix of a degree-
corrected stochastic block model and a set of communi-
ties S = {r}, the sub-matrix ΩS,S formed by the rows
and columns in r ∈ S corresponds to a subgraph in the
networks. Suppose subgraphs A and B have the inter-
communities density parameter ωwa0 and ωwb0 respec-
tively. In Fig. 5, using γh causes Split Error which splits
some community with ωb1 < γh in B while using γl causes
Merge Error which merges all communities in subgraph
A.
This problem is more common in large networks than
in small ones, as large networks are more likely to have in-
homogeneous subgraphs in different regions. For this rea-
son, a uniform resolution limit parameter is not sufficient
to resolve communities located at different “plateaus”.
Motivated by this “plateaus” phenomenon, we propose a
multi-scale community detection algorithm which gradu-
ally increases the resolution parameter to detect commu-
nity in local subgraphs.
E. Multi-scale community detection with statistical
significance
We propose an agglomerative heuristic algorithm
which recursively divides the network into subgraphs to
detect communities at different scales. At each level of
recursion, the algorithm applies a resolution parameter
γ < 1 in attempt to avoid inappropriately splitting of
loose communities. But it is likely to merge inappro-
priately small well-formed communities into large ones.
Therefore, the discovered subgraphs are then passed to
the next level of recursion to further detect communi-
ties with higher edge density parameter. This idea is
illustrated in Fig. 4 where the peeks located at a higher
plateaus need a high altitude γh for each to have its own
community.
The remaining challenge is to determine when to termi-
nate the recursion. As the network breaks into smaller
subgraphs recursively, the algorithm should stop when
there is actually only one community in each subgraph.
Indeed, one can always increase the resolution parameter
to detect higher resolution communities in this subgraph.
But it does not mean the current subgraph always con-
tains community structures. For instance, a Erdos-Renyi
random graph [20] can be partitioned into communities
as long as the resolution parameter is high enough. How-
ever, we do not claim that Erdos-Renyi graph has com-
munity structures.
To ensure the detected communities are meaningful,
we apply a hypothesis testing framework to ensure
the significance of the partition. The null model H0 here
is defined as a simplified version of the degree-corrected
planted partition model in which only one community
exists, and the more general, nesting alternative H1 is
defined as the degree-corrected planted partition model
whose log-likelihood is represented by Eq. (10) given the
current partition g.
The null model H0 here is a special case of the degree-
corrected planted partition model [13]. The number of
edges between nodes i and j follows the Poisson distri-
bution with mean
ηij = ω
kikj
2m
, (35)
where ω is a model parameter independent of the block
assignments. Hence, we can consider this model as the
degree-corrected planted partition model with only one
community and the ω is the corresponding density pa-
rameter. The log-likelihood of this null model can be
simplified from Eq. (2) to the following
logPnull(A|ω) = 1
2
∑
ij
[
Aij log
(
ω
kikj
2m
)
− ωkikj
2m
]
= m (logw − w) +
∑
i
ki log ki −m log (2m) .
(36)
Taking the first-order derivative of the log-likelihood
above over ω, it is easy to obtain the maximum likeli-
hood estimate ωˆ = 1, hence the posterior log-likelihood
can be written as
logPnull(A) = −m+D, (37)
where D is the constant term given in Eq. (11), which
actually can be cancelled eventually in the test statistic
as shown below.
It is worth noting that the null model defined here
is similar to the configuration model [26], but they are
not exactly equivalent. The configuration model [19] is a
random graph model which assumes the edges are placed
randomly between the nodes, while the degree of every
node after such randomization is equal to the correspond-
ing value in the original network. The network generation
process in the configuration model can be understood as
follows: The degrees of the vertices are represented as the
number of half-links or stubs. These stubs are randomly
paired with each other to create the edges. Hence, the
configuration model produces an ensemble of graphs with
the exact degree sequence as in the original network. The
number of edges between nodes i and j averaged over the
ensemble of graphs generated in this way is equal to
kikj
2m
where m is again the total number of edges in the original
network and kl is the degree of node l. In the null model
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defined here, when the ω parameter takes the MLE value
ωˆ = 1, the expected number of edges between nodes i
and j is also
kikj
2m . But this null model allows multi-
edges and self-edges (edges connecting a node to itself).
The expected degree of the node i in the null model is∑
j
kikj
2m = ki
∑
j kj
2m = ki.
In general, the alternative model H1 splitting a net-
work into multiple communities should fit better to the
observed network than the null model does because the
alternative model involves many more model parameters.
The log-likelihood of the degree-corrected planted parti-
tion model, logPpp, is supposed to be higher than the
log-likelihood of the null model, logPnull as defined in
Eq. (10). Therefore, we use the log-likelihood ratio statis-
tic (LLR) [22] as a test statistic to measure their differ-
ence. Given a partition of the network g, the LLR is
written as
Λg = −2 log Pnull(A)
Ppp(A; Ωˆg,g)
= 2
[
logPpp
(
A; Ωˆg,g
)
− logPnull (A)
]
,
(38)
where Ωˆ is the posterior most-likely density parameters
estimated from the given partition g. The log-likelihood
ratio statistic is equal to twice the difference between the
log-likelihood of two models, logPpp and logPnull.
It is worth noting that the partition g is detected by
the generalized modularity maximization and used to
compute logPpp(A; Ωˆg,g) in our case. A low resolution
parameter γ value is used for the generalized modular-
ity maximization here because it is likely to result in a
small number of communities, limiting the number of pa-
rameters in the alternative model H1. Hence, it prevents
the H1 model from overfitting. Most importantly, this
choice avoids the multiple re-estimation of γ, which is
computationally expensive because it needs to maximize
the generalized modularity over the same network many
times with different γ values [13]. In practice, we choose
a γ value slightly smaller than 1 in the experiments.
Plugging the specific expression of the log-likelihoods
of these two competing models, Eq. (10) and Eq. (37),
into Eq. (38) yields the test statistic in a simple form
Λg = 2
[
B ·Q (γˆ,g) + C +m]
= m
[
log
ωˆ1
ωˆ0
·Q (γˆ,g) + (log ωˆ0 − ωˆ0) + 1
]
,
(39)
where the constants B and C are defined in Eq. (11)
but the parameters ω1 and ω0 take their MLE values,
and Q(γˆ,g) is the generalized modularity of the par-
tition g with a resolution parameter γˆ defined by pos-
terior maximum likelihood estimate, ωˆ0 and ωˆ1 are the
density parameters obtained by the posterior maximum
likelihood estimation given partition g. With γˆ and g,
it takes O(m) time to compute Q(γˆ,g) where m is the
total number of edges in the network. Given the modu-
larity Q(γˆ,g), the LLR test statistic can be computed in
constant time.
In general, the alternative model H1 splitting a net-
work into multiple communities should perform at least
as well as the null model, because the alternative model
involves many more model parameters, i.e. the density
matrix Ω. H1 is accepted when the fit is significantly bet-
ter, i.e. Λg is large enough. Such significance is measured
by the p-value of Λg defined as
p-value = P [Λnull > Λg], (40)
where Λnull is the corresponding log-likelihood value un-
der the null hypothesis, which can be computed numeri-
cally by sampling a series of null networks generated by
the null model. If the p-value is smaller than the sig-
nificance level, the null hypothesis is rejected and the
algorithm does hypothesis testing on the resulting com-
munities; Otherwise, the algorithm returns the current
subgraph as one single community and stops the current
recursion branch. The hypothesis testing procedure is
summarized below:
• Maximize the generalized modularity with a prede-
fined γ < 1 to obtain partition g.
• Estimate the density parameters Ωˆ = {ωˆ0, ωˆ1}
of degree-corrected planted partition model by
Eq. (14) and the corresponding resolution param-
eter γˆ by Eq. (12). Then compute the generalized
modularity Q(γˆ,g) so the log-likelihood ratio test
Λg can be obtained.
• Generate a series of null networks via the null
model. Compute Λnull for each null network, out-
put the fraction of Λnulls which are larger than Λg
as the p-value.
• If the p-value is smaller than the significance level,
reject H0 and continue partitioning the subgraph.
Otherwise, accept H0 and return the current sub-
graph as a community.
It is worth noting that, according to the Wilks’ theo-
rem [32], when the sample size, i.e. the number of sam-
pled null networks, approaches infinity, the log-likelihood
ratio test statistic as defined in the form of Eq. (38) is
asymptotically chi-squared distributed when the H0 hold
true. We can actually avoid enumerating a large set of
null networks to calculate the p-value. Instead, given Λg,
the p-value can be directly approximated using the chi-
squared distribution. However, in practice, the quality
of g also influence the test statistic Λg. We observed
that modularity maximization over a larger network of-
ten detects better g than over smaller ones, resulting in
large test statistic Λg. Therefore, we find it more com-
putationally efficient to terminate the current recursion
branch when Λg < τ ∗ nsub where τ is a constant value
and nsub is the number of nodes in the currently con-
sidered subgraph. The accurate calculation of p-value
by sampling null networks can still be used for relatively
small network when needed.
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F. Experiments
To evaluate the performance of the proposed multi-
scale community detection algorithm, we compare it with
the state-of-art greedy modularity maximization algo-
rithm, Fast Greedy [18], on several real and synthetic net-
works. For the networks with pre-defined ground truth
communities, the quality of the detected communities are
evaluated by the Normalized Mutual Information (NMI)
and Adjusted Rand Index (ARI) metrics which requires
ground truth communities. Besides, we also measure the
distribution of the community sizes which usually reflects
the resolution limits problem because modularity maxi-
mization either combines smaller well-formed communi-
ties into bigger ones or splits larger well-formed commu-
nities into smaller ones. The definition of the two quality
metrics mentioned above are given below.
Normalized Mutual Information (NMI) [31] is de-
fined as
NMI(c,q) =
2I(c,q)
H(c) +H(q)
(41)
where c = {cr} is the set of communities found by the
community detection algorithm and q = {qr} is the set
of ground truth communities. Each community cr or qr
is defined as a group of nodes.
The Mutual Information between two partitions,
I(c,q), is defined as I(c,q) = H(c) + H(q) − H(c,q)
where the entropy H(x) of a partition x = {xi} is
H(x) = −
∑
xr∈x
p(xr) log p(xr) = −
∑
xr∈x
|xr|
n
log
|xr|
n
.
(42)
Here p(xr) =
|xr|
n is equal to the probability of selecting
a node in the r-th community in a network with n nodes.
The cross-entropy between two partitions c,q is defined
as
H(c,q) = −
∑
cr∈c,qs∈q
p(cr, qs) log p(cr, qs)
= −
∑
cr∈c,qs∈q
|cr ∩ qs|
n
log
|cr ∩ qs|
n
(43)
Adjusted Rand Index (ARI) [23] compares all pairs
of nodes that are assigned to the same or different com-
munities in c and q as defined below
ARI(c,q) =
∑
rs
(|cr∩qs|
2
)− [∑r (|cr|2 )∑s (|qs|2 )]
(n2)
1
2
[∑
r
(|cr|
2
)
+
∑
s
(|qs|
2
)]− [∑r (|cr|2 )∑s (|qs|2 )]
(n2)
.
(44)
1. Synthetic Networks
One of the standard sources of community structures
for the evaluation of community detection algorithms is
TABLE II. Performance of multi-scale community detection
compared to the Fast Greedy [18] modularity maximization
algorithm on the LFR benchmark networks. Note large in-
crease in value of metrics for multi-scale algorithm, at least
38% for NMI and 240% for ARI
#Nodes #Edges Metric Fast Greedy Multi-scale
5000 23436
ARI 0.20368 0.69378
NMI 0.60266 0.83706
7000 31546
ARI 0.12377 0.71148
NMI 0.62044 0.87240
9000 41595
ARI 0.11038 0.74156
NMI 0.59043 0.87355
11000 51430
ARI 0.12701 0.75043
NMI 0.56224 0.86722
the LFR benchmark [24] which generates networks based
on a set of pre-defined ground truth communities. In so
generated networks, both the degree and community size
distributions follow the power law. The main benefit of
using LFR benchmark is that the ground truth commu-
nities are known. The generated networks vary with the
following three parameters: γ which is an exponent of the
node degree in the power law distribution, β which is an
exponent of the community size in the power law distri-
bution, and µ which is the density parameter that defines
the fraction of all edges which have both endpoints inside
the same community.
In our experiments, the networks generated by the
LFR benchmarks have the average node degree of 9.3
and the numbers of nodes ranging from 6,000 to 11,000.
The exponents γ and β are set to 3.0 and 2.0 respec-
tively and the density parameter µ is equal to 0.25. We
evaluate the modularity maximization performance us-
ing the Fast Greedy algorithm [18]. The results are mea-
sured by the NMI and ARI metrics as shown in Table II.
The number of communities as a function of their sizes
is plotted in Fig. 6. One notable difference between the
community detection results is that the modularity max-
imization merges smaller communities into larger ones so
there is fewer small communities in the results than in
the ground truth. This is the main reason why modu-
larity maximization does not perform as well as the pro-
posed multi-scale community detection which recursively
divides a large community into small ones until the prob-
ability that it contains communities becomes statistically
insignificant.
2. Real Networks
The American college football network [21] consists of
115 nodes representing college football teams playing in
a league with 11 conferences. Every edge in the Ameri-
can college football network denotes the positive number
of games played by two teams in the year 2000 season.
According to [21], each of the 11 college football confer-
ences active at the time gets identified as one community
12
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FIG. 6. Histogram of detected community sizes using
the state-of-the-art modularity maximization algorithm, Fast
Greedy [18], and the proposed multi-scale modularity maxi-
mization approach. This approach detects fewer small com-
munities and more large communities compared to the ground
truth due to the resolution limit problem. In contrast, the
multi-scale approach detects the numbers of communities of
over wider range of sizes. (a) LFR benchmark network with
7000 nodes (b) LFR benchmark network with 11,000 nodes.
because teams within a conference play more frequently
with each other than with teams from other conferences.
There are 8 independent teams (not members of any con-
ference), each forming a single community.
Fig. 7 illustrates the steps of significance testing of
the communities at two different levels. The general-
ized modularity with a predefined resolution parameter
γ = 0.9 is maximized to obtain partitions. As shown in
Fig. 7(b), at the first level, the networks is partitioned
into 6 communities covered by the rectangles - some cor-
respond to the well-formed ones because their community
densities are larger than the resolution bound; the oth-
ers, however, consist of multiple well-formed but smaller
communities, each represented by an unique color. Then,
the algorithm does hypothesis testing given the partition
at the first level - it estimates the corresponding poste-
rior maximum-likelihood estimates of density parameters
Ωˆ and evaluate the log-likelihood ratio test Λg. Then,
the algorithm generates a series of null networks via the
configuration model, given the degree sequence of the
network. Since the p-value is smaller than the signifi-
cance level 0.01 chosen here, which is typically used for
such tests, we reject the null hypothesis H0 and con-
tinue partitioning the each of the 6 communities. At
the second level, each individual community is treated as
a subgraph, and the same generalized modularity max-
imization procedure is repeated on each of them again.
The second community at the bottom right corner has a
high community density, thus, the null hypothesis gets
accepted with high p-value of 0.2792, in case (i) and sim-
ilarly in case (ii). However, in case (iii), as shown in
Fig. 7(a)(iii), the p-value 0.0007 is much smaller than the
significance level of 0.01 used here. Therefore, the multi-
scale community detection algorithm rejects H0 and fur-
ther splits that ill-formed community into two smaller
ones. The modularity maximization conducted by Fast
Greedy obtains 6 communities similar to the ones cov-
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FIG. 7. Illustration of the multi-scale community detection in
the American college football network [21]. (a) Three differ-
ent hypothesis testing cases are: in cases (i) and (ii) the null
hypothesis is accepted because statistically significant com-
munity has been found while in case (iii) the null hypothe-
sis is rejected because the subgraph actually consists of two
smaller communities. (b) The edge matrix where each dot in-
dicates the one edge. Different colors define final communities
detected by multi-scale community detection, while the rect-
angles show the communities detected at the first level. (c) A
well-formed community passes the statistical significance test
at the first level, and thus avoids further splitting. The green
histogram shows the distribution by sampling null networks,
the blue curve indicate the chi-squared distribution, and the
size of the yellow area corresponds to the p-value.
ered by the six rectangles in Fig. 7(c) and it obtains a
NMI score of 0.5572. The proposed multi-scale commu-
nity detection algorithm finds 13 communities, achieving
the NMI scores of 0.8728.
III. CONCLUSIONS
Since the degree-corrected planted partition model
equivalent to the generalized modularity is much sim-
pler than the degree-corrected stochastic block model,
its performance on realistic large networks is inevitably
limited. Although one can infer the block assignments of
stochastic block model to obtain communities, this infer-
ence is actually much more complicated than maximizing
generalized modularity. First, the stochastic block model
requires selection of the number of communities, and se-
lecting a large number of blocks always leads to a high
likelihood of generating the observed network. Second,
the agglomerative heuristic algorithm which iteratively
merges neighboring blocks to maximize modularity only
need to consider the adjacent blocks as candidates [18],
while the merging operation in stochastic block model
involves many more (not necessarily adjacent) blocks as
13
candidates [29] in each step.
The real networks are not necessarily generated by any
random graph model - all the assumptions about network
generation here are only approximations of the real com-
munity structures. But we show that although the den-
sities of connections in communities differ from one to
the other, as long as they are much larger than the back-
ground density of connections across communities, the
degree-corrected planted partition model is still a good
approximation that avoids the resolution limit problem,
when a resolution parameter is chosen from the theoret-
ical range given in Eq. (28). In other words, the gen-
eralized modularity with a reasonable resolution param-
eter works well when the networks formation is similar
to the extended planted partition model as detailed in
this paper. We also show that, there is more complicated
problem described as “plateaus” problem where no single
resolution parameter exist satisfying all bounds. We pro-
pose a multi-scale community deteciton algorithm which
requires minimal modification to the original modularity
maximization method, thus preserving the fast speed and
robustness of modularity maximization. Future works in-
clude applying more capable models as nested hypothesis
in the significance testing framework and extending the
multi-scale community detection algorithm to weighted
and directed networks.
ACKNOWLEDGMENT
This work was supported in part by the Army Research
Laboratory (ARL) through the Cooperative Agreement
(NS CTA) Number W911NF-09-2-0053, and by the Of-
fice of Naval Research (ONR) under Grant N00014-15-
1-2640. The views and conclusions contained in this
document are those of the authors and should not be
interpreted as representing the official policies either ex-
pressed or implied of the Army Research Laboratory or
the U.S. Government.
[1] M.E.J. Newman. Modularity and community structure
in networks. Proceedings of the National Academy of Sci-
ences, 23, 103 (2006)
[2] S. Fortunato and M. Barthe´lemy. Resolution limit
in community detection. Proceedings of the National
Academy of Sciences, 104, 36–41 (2007).
[3] A. Lancichinetti and S. Fortunato. Limits of modularity
maximization in community detection. Phys. Rev. E, 84,
066122 (2011).
[4] A.C.F. Lewis, N.S. Jones, M.A. Porter, and C.M. Deane.
The function of communities in protein interaction net-
works at multiple scales. BMC Systems Biology, 4, 100,
(2010).
[5] M.A. Porter, J.P. Onnela, and P.J. Mucha. Communities
in networks. Notices of the AMS, 56, 1082–1097 2009.
[6] H.A. Simon. The architecture of complexity. In Facets
of Systems Science Springer, 457–476 (1991).
[7] M. Chen, K. Kuzmin and B. K. Szymanski Community
detection via maximization of modularity and its vari-
ants. IEEE Transactions on Computational Social Sys-
tems, bf 1, 46-65 (2014)
[8] J. Reichardt and S. Bornholdt. Statistical mechanics of
community detection. Phys. Rev. E, 74, 016110 (2006).
[9] D.J. Fenn, M.A. Porter, M. McDonald, S. Williams, N.F.
Johnson, and N.S. Jones. Dynamic communities in mul-
tichannel data: An application to the foreign exchange
market during the 2007–2008 credit crisis. Chaos: An In-
terdisciplinary Journal of Nonlinear Science, 19, 033119
(2009).
[10] P.J. Mucha, T. Richardson, K.M., M.A. Porter, and J.P.
Onnela. Community structure in time-dependent, mul-
tiscale, and multiplex networks. Science, 328, 876–878
(2010).
[11] V.A. Traag, G. Krings, and P.V. Dooren. Significant
scales in community structure. Scientific Reports, 3, 2930
(2013).
[12] B. Karrer and M.E.J. Newman. Stochastic blockmodels
and community structure in networks. Phys. Rev. E, 83,
016107 (2011).
[13] M.E.J. Newman. Equivalence between modularity opti-
mization and maximum likelihood methods for commu-
nity detection. Phys. Rev. E, 94, 052315 (2016).
[14] S. Fortunato. Community detection in graphs. Physics
Reports, 486, 75–174 (2010).
[15] J.G. Young, A. Allard, L. He´bert-Dufresne, and L.J.
Dube´. A shadowing problem in the detection of overlap-
ping communities: Lifting the resolution limit through a
cascading procedure. PloS One, 10, e0140133 (2015).
[16] P.J. Bickel and A. Chen. A nonparametric view of net-
work models and Newman-Girvan and other modulari-
ties. Proceedings of the National Academy of Sciences,
106, 21068–21073 (2009).
[17] S. Kullback and R.A. Leibler. On information and suffi-
ciency. The Annals of Mathematical Statistics, 22, 79-86
(1951).
[18] A. Clauset, M.E.J. Newman and C. Moore. Finding com-
munity structure in very large networks. Physical Review
E, 70, 066111 (2004).
[19] M. Molloy and B. Reed. A critical point for random
graphs with a given degree sequence. Random Structures
& Algorithms, 6, 161-180 (1995).
[20] P. Erds and A. Re´nyi. On the evolution of random
graphs. Publ. Math. Inst. Hung. Acad. Sci, 5, 17–61
(1960).
[21] T.S. Evans. Clique graphs and overlapping communi-
ties. Journal of Statistical Mechanics: Theory and Ex-
periment, 2010, P12037, (2010).
[22] J.K. Ghosh and P.K. Sen. On the asymptotic perfor-
mance of the log likelihood ratio statistic for the mixture
model and related results. Proceedings of the Berkeley
Conference in Honor of Jerzy Neyman and Jack Kiefer
(1984).
14
[23] L. Hubert and P. Arabie. Comparing partitions. Journal
of Classification, 2, 193–218 (1985).
[24] A. Lancichinetti, S. Fortunato, and F. Radicchi. Bench-
mark graphs for testing community detection algorithms.
Phys. Rev. E, 78, 046110 (2008).
[25] D. Lusseau, K. Schneider, O.J. Boisseau, P. Haase, E.
Slooten, and S.M. Dawson. The bottlenose dolphin com-
munity of doubtful sound features a large proportion of
long-lasting associations. Behavioral Ecology and Socio-
biology, 54, 396–405, (2003).
[26] M. Molloy, and B. Reed Random Struct. Algorithms, 6,
161 (1995).
[27] M.E.J. Newman and M. Girvan. Finding and evaluat-
ing community structure in networks. Phys. Rev. E, 69,
026113 (2004).
[28] M.E.J. Newman and G. Reinert. Estimating the number
of communities in a network. Phys. Rev. L, 117, 078301
(2016).
[29] T.P. Peixoto. Hierarchical block structures and high-
resolution model selection in large networks. Phys. Rev.
X, 4, 011047 (2014).
[30] M.A. Riolo, G.T. Cantwell, G.R., and M.E.J. Newman.
Efficient method for estimating the number of commu-
nities in a network. ArXiv preprint arXiv:1706.02324,
(2017).
[31] S. Wagner and D. Wagner. Comparing clusterings: an
overview. Universita¨t Karlsruhe, Fakulta¨t fu¨r Informatik,
(2007).
[32] S. S. Wilks. The large-sample distribution of the likeli-
hood ratio for testing composite hypotheses. Ann. Math.
Statist., 9, 60–62 (1938).
[33] W.W. Zachary. An information flow model for conflict
and fission in small groups. Journal of Anthropological
Research, 33, 452–473 (1977).
