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1. INTR~DuCT~N 
We will be interested in Tauberian theorems, connecting the limiting 
behaviour of a monotone function U and its Laplace-Stieltjes transform 
~W=~o~ e -“’ dU(u) = t lam e -“,( U(u) - U(O+)) du 
= 
s 
meP”{U(u/t)-U(O+)}du, t>O. 
0 
Convention. Every time we use the symbol U for a function we shall 
assume (unless otherwise stated) U is nondecreasing, U(O+) = 0 and 
O(t) < co for t > 0. 
As a starting point we cite the well-known theorem by Karamata 
[13, 141, which we combine with a result by Drasin [3] (cf. Feller [6]). 
THEOREM A. The following statements are equivalent for positive U: 
Vtx) (1) lim - 
I-+00 U(t) exists and is positive for all x > 0, 
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exists and is positive for all x > 0, 
exists and is positive. 
Further there exists a 2 0 s.t. in (l), (2), (3) the following limits occur: 
xa, x’, r(a + 1 ), respectively; 
i.e., U(t) and @l/t) are regularly varying of order a at co. 
An analogous theorem replacing the ratio U(tx)/U(t) by the difference 
U( tx) - U(t) has been proven by de Haan [8] and Embrechts [4]. 
Our aim is to give some weaker results under weaker conditions. The 
class of regularly varying functions is appropriate for Theorem A. For the 
weaker results that we intend to prove some weaker function classes are 
appropriate. We shall introduce these function classes next. 
DEFINITION 1 (cf. [2, I, Corollary 3.43, and also [l, 17, 181). A 
measurable function f: (0, co) -+ (0, co) is O-regularly varying if one of the 
following equivalent conditions holds: 
hqx) := pTf!g< co for x>O. 
(b) There exist constants cr, cz, t, > 0 and a,, a2 E R such that for 
t>to,x>l 
(cl 
and 
lim 
log Gf# 
t 
x-Pm logx <co (1.4) 
(1.5) 
The left-hand side of (1.4) is called the upper index off (index f) and the 
left-hand side of (1.5) is called the lower index off (igc& f), 
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Nondecreasing O-regularly varying functions will also be called of 
dominated variation or of bounded increase (BI). The condition (1.5) is then 
automatically fulfilled. 
DEFINITION 2 (cf., the review in Bingham and Goldie [2] ). A non- 
decreasing function U: (0, co ) -+ (0, co) is of positive increase (PI) if one of 
the following equivalent conditions holds: 
for some x > 1. 
(b) There exist constants CC, c, t, > 0 such that for t > t,, x > 1 
U(tx) > CXa 
v(t)’ . (1.7) 
(c) index u>o. 
Note that a function of positive increase is not necessarily O-regularly 
varying. 
DEFINITION 3. A nondecreasing function U: (0, 00) -+ R is moderately 
increasing if there exists an O-regularly varying function a(. ) such that for 
X>l 
lim U(tx) - U(t) < co. (1.8) 
,+TZ a(t) 
DEFINITION 4 (cf. [ 111). A nondecreasing function U: (0, CC ) -+ R is 
asymptotically balanced if there exists a positive function a(.) such that 
(1.8) holds and if there exists a constant x0 > 1 such that 
(1.9) 
The main result is: U(t) is of bounded increase, iff 6( l/t) is of bounded 
increase. 
A third equivalent statement of the type of statement 3 of Theorem A is 
given as well. 
Analogous theorems are given for moderately increasing and 
asymptotically balanced functions. As an application of the results we give 
criteria for stochastic compactness of sample partial sums. 
A special case of the Definition l(a) occurs when 
lim M/(x) := lim hm -= -f(tx) 1 . 
x+1+ .x-l+ t-m f(t) 
(1.10) 
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This is the exact Tauberian condition for a so-called Tauberian ratio 
theorem for nondecreasing functions (Stadmiiller and Trautner [20]). One 
could conjecture that the condition (1.10) like the statement of 
Definition l(a) is equivalent to a similar statement for the Laplace-Stieltjes 
transform. A negative answer is given by Theorem 2: (1.10) is stronger 
than the corresponding statement for the Laplace-Stieltjes transform even 
under monotonicity. 
Results related to Definition 1 are given in Section 2 and their proofs 
and applications in Section 5. Results related to Definitions 3 and 4 are 
given in Section 3 and 4, respectively, and their proofs in Sections 6 and 7, 
respectively. 
2. RESULTS FOR DOMINATED VARIATION 
The result corresponding to Theorem A in case of dominated variation is 
given by 
THEOREM 1. The following three statements are equivalent: 
(1) M,(x) +rlz< cc for x> 1, i.e., UE BI. 
(2) MO(X) := lim 
O( l/tx) 
t-m+= 
for x 2 1, i.e., o( l/t) E BI. 
(3) log( 0( l/t)/!Y(t)) is bounded as t + 03. 
Remarks. (i) Under the conditions of Theorem 1 we have: 
index U(t)=& @l/t),index U(t)=index 8(1/t). 
This follows easily from (3). 
(ii) If we replace the condition “U is nondecreasing” by “x’U(x) is 
nondecreasing for some c1 E [0, 1 ),” Theorem 1 is still true. If PU(x) is only 
nondecreasing for some a 3 1, the conclusions (1) + (2) and (3) + (1) are 
still correct (for the proof see Section 4) but the other conclusions are 
wrong in general as some examples in Section 5 will show. 
An application of Theorem 1 will be discussed in Section 5B. 
In connection to Tauberian ratio theorems the following result is of 
interest. 
THEOREM 2. The conditions of Theorem 1 imply the continuity of MO(t) 
but not the continuity of M,(t) at t = 1. 
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3. AN ADDITIVE VERSION OF THEOREM 1 
A subclass of slowly varying functions is given by functions U obeying 
lim U(tx) - U(t) = log x, for x > 0, 
I--tco a(t) 
(3.1) 
with a(.) some positive function [7]. A Tauberian theorem for such 
functions is given by de Haan [S] and Embrechts [4]. 
Now we want to consider the bigger class of moderately increasing 
functions for which the following additive version of Theorem 1 is true. 
THEOREM 3. Suppose that a(. ) satisfies: index a > - 1, and index a -=c CO. 
Then the statements 
lim Vtx) - U(t) < co 
for all x> 1, 
I--rrxI a(t) 
- 
(2) ,‘;t 
O(l/tx)-O(l/t)<cg 
a(t) 
for all x > 1, 
are equivalent and they imply: 
u(t)- ‘(‘jt) is bounded as t + CO. 
a(t) 
Remarks. (i) The case a - 1 gives an additive version of Theorem 1. 
(ii) The example U(t) = t + x C1,ccj(t) log t shows that a conclusion 
from (3) to (1) or (2) is not true with the same function a( .) in general. 
(iii) If index a < -1, the result is no longer true. 
Some examples will be discussed at the end of Section 6. 
4. AN ANALOGOUS RESULT FOR ASYMPTOTICALLY BALANCED FUNCTIONS 
In problems concerning stochastic compactness of sample extremes so- 
called asymptotically balanced functions are important (see [ 111). These 
are nondecreasing functions which obey the following condition: 
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There exists a positive function a( * ) such 
limits of 
that all partial 
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(4.1) 
are finite and not identically zero. The function a( a) is 
called the auxiliary function. 
This definition is equivalent to the one given in the Introduction. Further- 
more the auxiliary function is always O-regularly varying (see again [ 111). 
We have the following result for this class of functions. 
THEOREM 4. Equivalent are 
(1) U(t) is asymptotically balanced and its auxiliary function a”( .) 
satisfies & a, > -1. 
(2) o( l/t) is asymptotically balanced and its auxiliary function a~( *) 
satisfies & a0 > -1. 
If so, au(t) x so(t) (t + co) and 
u(t)- *(‘lt) is bounded as t + CD. 
au(t) 
Remark. If index a, < -1 the result is no longer true. 
5. PROOFS AND APPLICATIONS FOR THEOREM 1 AND 2 
A. Proof of Theorem 1 
First observe that 
and hence for any a, k > 0 
U(a)<ek6 1 
0 a * 
(I)*(3) BY (1.3) 
(5-l) 
m/o c0 --x U(tx) 
v(t)= 0 I e ~dx$C1e-xdx+c,~~e-xx”2dx for tat,, 0 1 
409/108/2-4 
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and by (5.1) 
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m>e-l 
v(t)’ . 
(2)*(l) For fi> 1, we obtain from (5.1) 
and the analogue of (1.3) with o( l/t) in place of U(t) now gives for 0 < Iz G 
/I,< 1 
+ eO(i) ICC e-Xc,x’2 dx. 
P 
For any E > 0 there exists fl, such that 
l-ec, m~-xx”2dx>1-s s P. 
and hence we obtain for 0 < 1~ A0 (k = p,,2) 
0(4<2U ; . 
0 
By (5.1) and (5.2) we obtain for kt > 1; l and x > 1 
U(tx) < 2 
v(t)‘ 
ellk@llktx) < zel/kfi Xa 
Q(l/kt) ’ n. 
(3)*(l) Using (5.1) with k=x> 1 and a= tx we find 
U(tx) < ex W/t) 
u(t)‘ U(t) 
and hence Definition l(a) is fulfilled. 
Finally (1) plus (3) imply (2), which proves Theorem 1 
(5.2) 
Proof of the Statements of Remark (ii). For the case a E (0, 1) observe 
that fg e-xx --O! dx < cc and hence a simple adaption of the proof above 
applies. 
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In case a 2 1 we have (1) + (2) since for fixed x > 1 
0(l/tx)<(lx)-l{Jo” U(v)dufS~e-“““U(v)dv} 
*’ t-‘e-’ jb U(v) dv 
e-“lx~dv} 
=- 
X 
5 
1 U(tv) 
- dv 
0 U(t) 
since 
as t+oo, 
lim u(tx)<MxP--” 
,-a3 U(t) ’ 
x21 and some pa0 
(observe Definition 1 (b)) and thus 
lim U(tx) ->i@xp-m>o - u(t) for O<x<l. , CC 
In case a > 1 we still have (3) * (1): The formula for 6 and (3) give 
Assume now that (1) does not hold, i.e., for some v. > 1, 
then there exists a sequence t, + 00 s.t. 
and hence 
U(v) 
/!! U(t,) -----=a for all v>v, 
(5.3) 
which contradicts (5.3). 
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The following counterexample completes the proof of Remark (ii). 
(2)75(l) or (3) 
U,(f) 
U,(t) = 77 a > 1 where U,(t) = 0, o<t<1 
=e .I+C for en2<t<e’“+1)2, HEN,,. 
(3)75(l) 
U,(t) = 0, O<t<l, 
a> 1. 
= l/t”, t> 1, 
Observe that 
O,(l/t)=ff~e-V’Li,(v)dvxf as t-tee and 02(l/t)~1. 
In case one drops the monotonicity assumption totally, but assumes that 
there exists a function HE L,(O, l), s.t. 
U(tx) ---<H(x) 
U(t) 
for t>l,O<x<l (5.4) 
we can say: U(t) is O-regularly varying implies 0(t) is O-regularly varying 
as t + co, but not conversely: by Definition l(b) and (5.4) we get for fixed 
x>l 
s 
cc 
O( ljtx) < U(tx) tx 
e-” U(utx) du 
0 U(tx) 
*‘ 
< U(fX) x 
U(t) t 
s 
O3 -” W), ‘v(t) e- 
I U(t) 
X e ~“H(v)d~+lme-‘c2~“‘dV 
I 
Remark. A somewhat comparable result is Satz 3 of Karamata [ 151 
(cf. also [16]). 
B. Application of Theorem 1 
We derive conditions for stochastic compactness of partial sums of i.i.d. 
positive random variables. Feller [5] gives conditions for random variables 
with a symmetric distribution about zero, which amounts to the same. We 
present this derivation as a clarification of Feller’s conditions. 
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Suppose X,, X2,... are i.i.d. positive random variables with distribution 
function F. Write S, = X, + X2 + . . . + X,. We say that the sequence of 
partial sums is stochastically compact if there exists a sequence of positive 
constants (a,} such that for any sequence of integers n’ + cc for which 
&/an8, converges, the limit distribution is not defective and not concen- 
trated in the origin. 
The two conditions read in terms of the Laplace-Stieltjes transform 
E of F: 
lim P(a;‘t) < 1 for all t and lim lim P(a;‘t)= 1. 
n-m r10 n-rm 
In the usual way (e.g., [7, Theorem 1.1.31) this can be translated into 
lim 
1 
-&I.) (10 1 -P(t) 
7 1 -F(t(tn)=, 
>O for all A >O and lim hm 
. 210 IlO 1 -P(t) 
The first condition is always fulfilled since 1 -$‘(A) is increasing and 
A- ‘( 1 - F(A)) is decreasing. We define U(x) := j; (1 -F(t)) dt; its Laplace- 
Stieltjes transform is O(A) = A- ‘( 1 - F(A)). In terms of 0 the last condition 
is lim,, o. 1-l lim,, o. fi( l/tA)/o( l/t) = 0, i.e., index 0(1/t) < 1. By 
Theorem 1 this is equivalent to index U(t) < 1 or equivalently i&, _ o. 
U(tx)/U(t) < x for some x > 1. We prove 
THEOREM 3. In order that the sequence of partial sums of i.d.d. positive 
r.v.‘s from the d.J F is stochastically compact, it is necessary and sufficient 
that one of the following conditions is fulfilled. 
(a) For some x > 1 
U(tx) Ei U(t) <x 
with U(x) = j; (1 - F(s)) ds. 
(b) 
U(x) 
,!kx(l-F(x))“’ 
(c) For some x > 1 
ij$dF(s)/[;sdF(s)<x. 
(d) ji5 s dF(s) 
,!% x(1 -F(x))“’ 
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Remark. Feller’s conditions are similar (he works with V(x) = l; 
s( 1 - F(S)) ds) although (a) is different. 
Proof. By partial integration it is evident that (b) and (d) are 
equivalent and also 
We now prove (a) =S (b’). Write T(x) := x I J; (1 - F(S)) ds. Its 
derivative is T(x) = -.c’ j;; s dF(s) a.e. 
Now for some x > 1 
<h jb u df’tu) 
, + m tT(t) (x- *)’ 
Next we prove (b) S- (a). We have for x > 1 
-r t(1 -F(l)) dt 
V-d= W)exp j, u(t) '7 
and 
Wtx) 
U(t)=exp 1 s 
r ts( 1 - F(ts)) ds 
U(ts) ‘T 
hence by (b) for some E > 0 and all x > 1 
(a’) 
For the proof of (c) z- (b’) write S(x) := xPL s; s dF(s). 
We follow the line of the proofs in [S, 19, 91. For some x0 > 1,0 < M < 1 
and all t B to, S( tx,JS( t) G A4 < 1. 
Write M=xgP with p>O, then for x;;-‘<x<x;; (n=1,2,...) and tat, 
by the monotonicity of xS(x) 
s(tx) <x s(tx;;) 
s(t)‘ 
- < xo(xgq” <x0x-Q. 
O S(t) 
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We have x-‘j$(l-F(t))dt=jT ~~‘S(t)dt; hence for t>,t,, 
j:,(l -F(s))& m S(tu) du 
s 
r. 
S(t) 
-------‘--6x, 
= 1 S(t) u 
u-‘-“du<co. 
1 
Finally we prove (a’), (b’) = (c). F or some E > 0 and all .x > I we have 
lim bd~Wg lim kV-W)dy lim s;(l-F(W~<cx,-e 
I + m j:, s dF(s) t-a j:,(l-F(s))ds t+J; j:,sdF(s) ’ 
C. Proof of Theorem 2 
We start from (1.3). Given any E >O we choose k, B 2 such that for 
4<x61 
s 
00 
c2x e - r”~a= dv 6 E. 
k, 
Now we get for t3to and f<x< 1 
e -u(x- lie-” U(vt) dv 
U(t) 
-= 
O( l/t) 
s 
Oc e -” U(vt) dv 
0 U(t) 
.,e(l-x)k, kie-” 
s 
U(vt) -dv+xc, 
6 
0 U(t) 
s 
k, U(vt) dv x e-‘---- 
0 U(t) 
< ,(I - xk + & 
,-I pe-k,’ 
Hence 
- - l<,b~- MO(X)= lim lim O(xif)<l+ E 
x+1- t-~’ e-‘-e-* 
for all E > 0. 
Thus 
lim 
X+1- 
M&x) = xt~+ Mo( l/x) = 1 = Mo( 1). 
Interchanging the role of the nominator and denominator in the 
calculations above we also find 
lim MO(X) = 1. 
x-l+ 
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Remarks. (i) Hence “M&t) is continuous at t = 1” does not imply 
(1.10) in general; consider, e.g., the example 
U(t) = 2”, 2”<t62”+‘,nEN 
= 0, elsewhere. 
(ii) The continuity of M,(t) at t = 1 implies its continuity everywhere 
on (0, co). The continuity at some t, # 1 is not suffkient for that. 
6. PROOF OF THEOREM 3 
For the proof of Theorem 3 we need two auxiliary functions, 
V(x) :=x p+1w4, x > 0. 
for suitable p 2 0 (we shall prove the finiteness of these functions later on). 
LEMMA 1. Assume the function a is as in Theorem 3. If (1) of Theorem 3 
holds, we have 
(a) There exist to, c, a > 0 such that for t b to and x B 1 
Wtx) - U(t) < cxb 
a(t) 
and U(x) < cxa. 
(b) The function VI(x) is finite for some p 2 0 (e.g., p = a) and is non- 
increasing. Moreover V(0 + ) = 0. 
(c) With an appropriate p >, 0 we have 
Zi(~)=(p+l){;tV~(t)dt-xP+‘VI(x) 
= (p + 1) j; F ds - V(s). 
V(t) = (p + 1) j-rm “v:‘,12u(” dv. 
@t)=(p+l)j-<+)dv-p(t). 
p(t)=(p+ l)j-1 uP(~(ut)- O(t))du. 
0 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
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Remark. If we assume (2) (from the statement of Theorem l), we 
obtain conclusions for 6 analogous to those for U in Lemma 1. 
ProoJ (a) Assume that 
U(2t) - U(t) 
a(t) 
<c-cc0 for t>t,. 
Since a( .) is O-regularly varying it satisfies (1.3). Hence we obtain for 
2”-‘<x<2” and t>t,: 
U(tx) - U(t) ~ U(2”t) - u(2”- 9). a(2”- 9) + . . . + U(2t) - U(t) 
u(t) u(2” - 5) a(t) a(t) 
<cJ,f(p-““+2’“-2’* + ... + 1)6fi,2”“<2”f@,xN 
which gives the first part of (a). 
For the second inequality consider 
U(x) 6 U(29o) = 
U(2To) - U(2m- lt,) 
42 I?- ‘to) 
42 m- It,) 
+ . . . + Wto) - U(to) 
4to) 
4to) 
for 2m-’ to < x Q 29,. 
(b) Follows from (a). 
(c) (p+l)j~tPY,(t)dt--XP+1V,(X)= -jXt~+‘dV,(t) 
0 
s 
x 
= p+ 1 dWt) 
0 
tP+‘= U(x) 
and hence j; tPVl(t) dt is finite and (6.1) is obtained. 
From the definition of V(t) we obtain (6.2) trivially. 
For (6.3) write using (6.1) 
O(t) = lam e -fudU(v)=(p+l)jo~e-r”~dv-@t) 
ds-@t)=(p+l)j-ta$h-@t). 
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Finally for (6.4) write using (6.3) 
pfl I 
-j p+ 1 v@(v)du- l?(t) 0 
=~[j~(p+I)s”jr~dids-j~~Y~(~)ds] 
s 
-(p+ 1) j,%Tds+ P(t) 
P+l =- t”f 1 
-j;Y’@)ds)-(/if,) j,=Fds+ P(t)= p(t). 
Proqfof Theorem 3. The proof consists of three steps: 
I. U(t) satisfies (1) iff hm - 
- w<m 
t-03 u(t) 
where 
V(t) := t”+‘Vl(t)= tptl s 
m dU(s) 
-<cm for some p>O 
I p+’ 
(Lemma l(b)). 
Proof: “G-” By (6.2) we get with c( as in Lemma l(a) 
Z=(p+ 1) j, z ‘~~I,U!‘)du~c(p+l)j~~d~<u. 
“C=” By (6.1) we obtain for t > to 
<(p+l) ----+-, s 
-r I’(&) u(ts)ds V(t)<M<Jr: 
1 a(@) a(t) 3 a(t) 
II. jr--& V(t) 
W/t) --cm3 iff G-Coo. 
I-r* a(t) r-00 u(t) 
Proof. “J” 
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as t --f cc since 
because index a > -1, and a(u) := 1 on [0, 6) for some 6 > 0 w.1.o.g. and 
hence V( t)/a( t) is bounded on (0, co). 
“e” Assume that there exists a sequence (1,) such that (with V,(t)= 
t-J’- ‘V(t)) 
to=o, t, > 1, 
rf:“V&“) 
447) -+ co 
and tn+I/tn-+~. 
Then since V, is nonincreasing we obtain 
>f-(P+'j f Vl(f,+,) j"rn+'e-u,"+l dv. 
n=l I I" 
For t= l/t,+i we obtain when retaining only the summand with n = m 
vt )’ WI+1=- e-“~Pfldu(l+O(l))fco as m+cc I a([ 10 m+l 
which contradicts 
lim Wt) < co. 
I-m u(r) 
III. i&y m/t) - < co iff D(t) satisfies (2). 
t-33 a(t) 
Similar to I, using now (6.3) and (6.4) instead of (6.1) and (6.2). 
Collecting I, II and III we obtain: (l)-(2) in the theorem. 
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For (1) 3 (3) observe that by 
U(f)- 0(1/t) 
a(t) 
AND STADTMiiLLER 
(6.1) and (6.3) 
which is bounded since & a > -1 and index a < cg and since (1) 
implies that V(A)/a(l) is bounded on (0, 00). 
The following examples show that a wide range of functions is covered. 
(4 U(t) = 0, O<t<l 
.2 =e , en2 < t < e(“+ ‘12, IZ E No. 
Observe that M,(t) = 00 for t > 1, but with a(t) = t exp(2 exp(log log t/2)) 
we obtain 
lim U( tx) - U(t) = lim e’” + I)* - en2 = e < co 
t-C.2 a(t) n+~ &l* + 2n 
In this case p = 1. 
(b) U(t) = (log t)“, a > 1, a(C) = (log t)*- ‘, p = 0. 
Observe that only in case (b) is the difference important, not in (a). 
Remark. The specialization of the result of Theorem 3 to the situation 
of Section 3 of Ingham [ 121 improves the result of Theorem 3 in [12] 
(and its corollary) significantly for tl = 0. Note that Ingham shows that his 
result is best possible for c1> 0. 
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7. PROOF OF THEOREM 4 
First we prove two lemmas. The first one is of some independent interest. 
Therefore the formulation is more general than needed here. 
LEMMA 2. Under the basic assumptions on U we have: U is 
asymptotically balanced iff there exists some r > 0 such that P(t) := jh+ vr 
dU(v) is in Bin PI. 
Proof Assume that U is asymptotically balanced. 
Define r > 0 such that index (t’a( t)) > 0 (this is possible since Corollary 1 
in [ 111 says index a( * ) > -co), where a is the auxiliary function in (1.9). 
Then we have 
. . P(t) 1. 
(7.1) 
by (1.9). 
In order to get an upper bound we need some results from [ 111. If U is 
asymptotically balanced, there is some k > 1 such that the function 
K(t):=ltm$$)=(k-l)j,” U(s);-2 
is finite (cf. Theorem 2 in [ 111). We can write U in terms of K (use partial 
integration) 
U(t)=(k-l)j;K(s)sk-2ds-tk-1K(t). (7.2) 
Using P(t) = W(t) - r jh s’-‘U(s) ds and (7.2) we get 
(7.3) 
Theorem 2 of [ 1 I] says that U is asymptotically balanced iff ~/KE 
BZ n PI. 
Moreover by Theorem 1 of [ 111 we obtain for the auxiliary function 
a(*) in (1.9) 
a(t) x t k-1K(t) (t+ a), (7.4) 
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so that by the definition of r 
index K> -(r+k- 1). (7.5) 
Hence by (1.3) there exists an rx, with 0 <a, <k+ r- 1 such that for 
O<s<l,st>,t, 
K(st) -6 c; Is-- 21 
K(t) 
(7.6) 
Using (7.3), (7.5) and (7.6) we now get 
iii6 P(t) r-b-k-1 fo 
r-at r+k-lK(t) 
= lim 
t-m t’+kplK(t) o ’ s 
rfk- ‘K(s) ds 
+lim 
r+k-1 ’ 
,+oc t r+kp’K(t) Ins i 
r+kp2K(s) ds- 1 
hence by (7.4) 
(7.7) 
Combination of (7.1) and (7.7) gives P(t) x fa( t) (t + co) and hence 
P E Bin PI by the definition of r. 
Conversely assume that P E Bin PI. Using the definition of P( 1) we 
obtain 
i o’.*c’dP(s)={; s -r~r dU(s) = U(x). (7.8) 
Hence 
U(tx)- v(t)= -x P(tu) -r-, du+wrw)~ 1 
trrP(t) r 1 yiy 5 trrP(t) * 
Since P( . ) is monotone, for x > 1 
lim U(tx) - u(t) P(fX) 6(1 -Xpr) Iim - +x-‘~po_l<a, 
,-Pm tFP(t) f-+oO P(t) t-00 P(t) 
Also, defining the function Q(. ) by Q(x) := t@m P(tx)/P(t), 
lim U(tx)- U(t) z x - tFP(t) 5 , u -?- ‘Q(u) du + x-lQ(x) - 1 =: H(x). t-02 
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Since Q(t)> 1 for ta 1, but Q(t) & 1 on (1, co) (observe that PE PI) we 
find that for x large enough 
H(x)>rjxu-‘-‘du+x-‘- 1 =o. 
1 
Hence U is asymptotically balanced. 
COROLLARY. a(?)~ tk-'K(f)x t-‘P(t) as t-t co. 
LEMMA 3. Assume that V is positive and nondecreasing on (0, 0~) and 
that U(x) := j; ( V(s)/s2) ds < co for all x> 0, then we have: U is 
asymptotically balanced with & a”(. ) > - 1 tff VE BZn PI. 
ProoJ Suppose VE Bin PI, Then we get 
U(tx) - U(t) = x V(ts) ds 
t-W(t) s ,pTjf 
and hence U is asymptotically balanced with au(t) = V(t)/t and index 
au(.)> -1. 
Conversely if U is asymptotically balanced with index au(*) > -1 we 
obtain for x > 1 by the monotonicity of V 
u(tx) - u(t) = 
s 
x V(ts) ds> V(t) 
au(t) I tau(t) s2’ tar/(t) ( ) 
1-A 
x 
and for O<x< 1 
U(t)- Vtx) < V(t) 1 1 
au(t) ‘ta,ox-y ( ) 
which implies that V(t) x au(t) . t. Hence index VC cc and index V > 0, 
i.e., VE Bin PI. 
Remark. It is not hard to see that index V< co and index V> 1 implies 
that U E Bin PI. 
Proof of Theorem 4. First assume that (1) holds, i.e., U is 
asymptotically balanced with & au( .) > - 1. 
By Lemma 2 (r = 1) we find that this is equivalent to 
P(x) = IX v dU(v) E Bin PI 
0 
which by Theorem 1 is equivalent to 
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Now observe that 
and hence (observe that o( co) = U(O+ ) = 0 by our basic assumptions) 
An application of Lemma 3 proves (2), i.e., 8(1/t) is asymptotically balan- 
ced with 
ao( t-*P-‘(l/t) and hence index ag> -1. 
The same reasoning (with obvious changes) gives (2) * (1). 
In order to prove (3) we write, using (7.6) with r= 1, 
and hence 
U(t)- 0(1/t) 
P(t) t-’ 
The last term is bounded by (1.3). The second term is bounded since 
1-e-“(w+l)xw*(wJO) andO<P(wt)<P(t) (O<w<t). 
The following counterexample shows that a condition like index a, B -1 
is necessary for the theorem. 
Let 
U(l) := 0, O<t<l, 
a> 1. 
:= (1 - t-“), t2 1, 
Then U(tx) - U(t) x tea as t + co, whereas 
In t 
O( l/IX) - 0( l/t) X --, a=1 
x l/t, a> 1. 
A possible extension of the above results to more general kernels is 
under investigation. 
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