This paper is a next step in the project of systematic description of colored knot polynomials started in [1] . In this paper, we managed to explicitly find the inclusive Racah matrices, i.e. the whole set of mixing matrices in channels R ⊗3 −→ Q with all possible Q, for R = [3, 3] . The case R = [3, 3] is a multiplicity free case as well as R = [2, 2] obtained in [21] . The calculation is made possible by the use of highest weight method with the help of Gelfand-Tseitlin tables. The result allows one to evaluate and investigate [3, 3] -colored polynomials for arbitrary 3-strand knots, and this confirms many previous conjectures on various factorizations, universality, and differential expansions. With the help of a method developed in [22] we manage to calculate exclusive Racah matrices S andS in R = [3, 3] . Our results confirm a calculation of these matrices in [2], which was based on the conjecture of explicit form of differential expansion for twist knots. Explicit answers for Racah matrices and [3, 3]-colored polynomials for 3-strand knots up to 10 crossings are available at [26].
Introduction
One of the central approaches in modern knot theory is the study of quantum invariants of knots and links. This approach originated in late 1980's from two complementary perspectives: first, Wilson loop observables in Chern-Simons quantum field theory [6] ; second, intertwiners in representation theory of quantum groups [11] . Both approaches turned out to provide the same answer, associating to a knot K a polynomial
in two variables (q, a), called colored HOMFLY-PT knot polynomial. Among other things, this polynomial depends on a choice of color, i.e. a finite-dimensional representation R of SU (N ) (it is possible to consider other Lie groups, but we focus our attention on the unitary case) where a = q N . If K is a link, then the HOMFLY-PT polynomial depends on several colors, associated to each connected component of the link.
The color dependence of knot or link polynomials turned out to be quite intricate. For simplest knots and links this dependence can be entirely tamed -a celebrated example is the case of the double Hopf link, which consists of 3 linked unknots and gives rise to the topological vertex C R1,R2,R3 [3] one of the main technical tools of topological string theory on toric Calabi-Yau 3-folds. However, as soon as the knot or link becomes topologically non-trivial, complexity of the answer increases significantly. One may argue that such colored knot polynomials provide a topologically non-trivial generalization of WZW and Liouville conformal blocks [4] and their color dependence should therefore be carefully studied. While only at its beginning, this study already revealed several interesting structures, such as traces of hidden integrability [28] and the eigenvalue conjecture [23] . As the available data continues to grow, one may expect many more structures to come to light.
While both the Chern-Simons path integral and quantum group representation theory allow in principle to compute any desired colored knot polynomial, in practice representations as small as [2, 1] or [3, 1] have been out of reach until very recently. Inevitably, regardless of the approach one takes, one ends up with the necessity to deal with the so-called q-6j symbols, also known as quantum Racah-Wigner matrices U R4 R1,R2,R3 :
(
or, graphically,
The l.h.s. and r.h.s. represent two different bases in the space of intertwiners (invariant tensors of the quantum group)
Each basis is a collection of finitely many vectors, labeled by the choice of color in the internal channel (X and Y in the picture above) and the choice of intertwiner in each of the four trivalent vertices (white circles in the picture above). Racah matrix represents the change of basis from l.h.s. to r.h.s. Depending on which problem in knot theory one addresses, one may need different types of Racah matrices. While in the original Reshetikhin-Turaev formalism one required all of them, some simplifications can be achieved by using its modern modifications [7, 10, 9] . In the course of this project we are particularly interested in the following two classes of Racah matrices, inclusive : U Q with R 1 = R 2 = R 3 = R, R 4 = Q ∈ R ⊗3 (2) and exclusive : S with R 1 = R 2 = R 4 = R, R 3 =R S with R 1 = R 3 = R 4 = R, R 2 =R
These two classes of Racah matrices allow to compute the HOMFLY-PT polynomials for two large classes of knots. The inclusive (the term refers to arbitrariness of the final representation Q ∈ R ⊗3 ) matrices U Q allow to compute the R-colored HOMFLY polynomials for arbitrary 3-strand braids L = (m 1 , n 1 |m 2 , n 2 | . . .) via [8] ,
where d R is the quantum dimension of representation R for the Lie algebra sl N , expressed through the variable A = q N , and R Q is a diagonal matrix with the entries
where κ Y = (i,j)∈Y (i − j) is the value of Casimir operator in the representation Y , while Y = ±1 depending on whether Y belongs to the symmetric or antisymmetric square of R. For other simple Lie algebras similar formulas exist, see [13] for a short survey. The exclusive matrices S andS, where only R is picked up in the "final state" of the product R ⊗ R ⊗R, define [14, 15] the building blocks ("fingers") which allow to compute the R-colored HOMFLY for arbitrary arborescent (double-fat) knots [5, 16] 
where the propagators P X X connecting the vertices I are just the matrices SX X orSX X (bars refer to the antiparallel rather than parallel double lines, the two parallel vertices never being connected), while the fingers attached to the vertices are arbitrary matrix elements of the type
Despite limited, these two classes of knots are quite rich and already quite informative: in particular, the second class contains non-trivial pairs of mutants. Computation of inclusive and exclusive Racah matrices can shed much light on the properties of these two classes of knots. This paper represents yet another small step in this direction: we compute the inclusive and exclusive Racah matrices for R = [3, 3] using the highest weight method of [8] . Starting from 6 boxes, the method of [8] becomes increasingly complex; we cure this problem by passing from the earlier used tensor product bases to the Gelfand-Tsetlin basis [12] for representations of quantum groups. This basis is distinguished from many perspectives -practically, all computations become significantly faster -and in our opinion deserves a separate publication to discuss. In this paper we do not expand on this topic, instead concentrating on results and applications in the particular case of R = [3, 3] , which is an important special case and closes a number of open questions.
Results for Racah matrices
The best way to calculate inclusive quantum 6-j symbols is the highest weight method of [8] . With the help of this method iclusive Racah matrices were calculated for symmetric (and antisymmetric) representations R = [r] (and R = [1 r ]) up to level 5 in [23] , for R = [2, 1] in [19] , for R = [3, 1] in [20] and for R = [2, 2] in [21] . The method is straightforward but very tedious, especially for such representations R which have multiplicities R = [2, 1] and R = [3, 1] .
Exclusive quantum Racah matrices S andS are known for symmetric (and antisymmetric) representations R = [r] (and R = [1 r ]) [17, 18] . Their general form was guessed after considering explicit formulas for several low levels. Actually, they look like a straightforward quantization and extension of the classical formulas cited in [24] . The only available at the moment non-rectangular diagram R = [2, 1] was calculated in [25] by solving pentagon relations and additional specific symmetries of the representation R = [2, 1] . The last available case R = [2, 2] (non-symmetric, but rectangular i.e. without multiplicities) was calculated in [22] with the help of a trick described in Section 3. The problem of exclusive Racah matrices is that there is no good calculating method, all results were obtained by different methods, which actually are not working smoothly in other cases. The problem of the highest weight method is because conjugate representations depend on N and thus the Racah matrices depend on N , hence, one needs to calculate matrices for various N and reconstruct dependence on N from a collection of the answers. A complexity of calculations grows very fast while N increases.
2.1 Specification to the case of R = [3, 3] This case is relatively simple, because it does not contain multiplicities, the number of matrices not so big and their sizes are rather small, still this is a new piece of knowledge.
Decomposition of the square
contains ten irreducible representations. The maximal size of the Racah mixing matrices will be 12 × 12. All representations come with no multiplicities, but not all R-matrix are different in contrast to [2, 2] case. For example, R-matrices of [8, 5, 2, 2, 1] and [8, 4, 4, 1, 1] are difened by same intermediate diagrams [6, 4, 2] and [5, 4, 2, 1] . Another fact is that all eigenvalues of R-matrices are different (there are no accidental coincidences, which are often encountered for non-rectangular representations R). These facts give a chance that the mixing matrices can be defined from eigenvalue hypothesis [23] , which provides explicit expressions for the entries of Racah matrices through eigenvalues of the R-matrices (they are given in [23] for sizes up to 5 and size 6 was later described in [13] ).
Representation content of the cube is [3, 3] ⊗ [3, 3] ⊗ [3, 3] = [9, 9] + [6, 6, 6 ] + 2 [7, 6, 5] + [7, 7, 4] [7, 7, 2, 2] , [7, 6, 4, 1] , [7, 5, 3, 3] , [7, 6, 3 All matrices were calculated with the help of the highest weight method using Gelfand-Tseitlin basis. Results are available online at [26] . All matrices of size up to four are nicely handled by the eigenvalue hypothesis, but we checked them by the direct calculations. Here we list one Racah matrix for Q = [7, 6, 3, 2] as an illustration (factors u j i are listed explicitly in Appendix A below). 
Exclusive matrices from inclusive ones
In the paper [22] it was described a method for multiplicity free cases only how to calculate exclusive quantum Racah matrices S andS if inclusive matrices are known. Since R = [3, 3] is exactly the case, then we can directly apply that method to our matrices. The idea is based on the fact that there is a two-parametric family, which is simultaneously 3-strand braid (m, −1|± n, −1) and pretzel P r(m, n, ±2). From one hand, for this 3-strand braid family formula (4) reduces to
which is the usual evolution formula and where λ Y is the eigenvalue (5). From another hand, for this pretzel family formula (6) simplifies to:
where the square S
The pretzel formula (10) should be compared with the answer (9). It gives:
i.e. FX are the eigenvalues of the matrix h at the r.h.s., while our needed SX Y is the orthogonal diagonalizing matrix (made from the normalized eigenvectors). It provides the explicit way to calculate S. Then we can extractS just from the known S using relation (63) from [14] :
Our calculations of matrices S andS confirms formulas obtained by A.Morozov in the paper [2] . Appendix A: Matrix elements of the Racah matrix [3, 3] ⊗3 → [7, 6, 3, 2] Here we present for illustration purposes the irreducible factors of the 12 × 12 Racah matrix [3, 3] ⊗3 → [7, 6, 3, 2] . 
