Experimental time-to-infection data is a useful, but often underutilized, material for examining the mechanics of in vivo pathogen growth. In this paper, the authors attempt to incorporate a time-doseresponse (TDR) equation into a model which predicts the number of ill persons per day in a Giardia lamblia epidemic using data collected from a Pittsfield, Massachusetts outbreak. To this end, doseresponse and TDR models were generated for Giardia exposure to beaver and human volunteers, and a maximum likelihood estimation approach was used to ensure that the models provided acceptable fits. The TDR equation that best-fit the human data was the beta-Poisson with exponential-reciprocal dependency model, and this was chosen to be incorporated into the outbreak model. The outbreak model is an expanded probability model that convolutes an assumed incubation distribution of the infectious agent with an exposure distribution. Since the beta-Poisson with exponential-reciprocal dependency models the time-to-infection density distribution, it is input as the incubation distribution. Several density functions, including the Weibull, lognormal, gamma, and uniform functions served as exposure distributions. The convolution of the time-dependent probability distribution with the lognormal distribution yielded the best-fit for the outbreak model.
INTRODUCTION
Giardia lamblia (syn. duodenalis or intestinalis), referred to herein as Giardia, is a zoonotic flagellated parasite that infects a wide variety of mammalian hosts through the fecal-oral route. Common transmissions occur either through direct contact with the fecal matter of an infected person, or through cyst ingestion, which often occurs through the vehicle of contaminated food or water (Erlandsen & Meyer ). Giardia cysts are immediately infectious once they are shed, and are protected by a hard outer shell that allows them to survive outside the body for several weeks or even months, and makes them tolerant to chlorine disinfection (Olson et al. ) . Human dosing studies have shown that the median infectious dose for Giardia via the oral route is between 10 and 100 cysts, and an infected person might shed 1-10 9 cysts daily for several months (Rendtorff ) . Infection may be acute or chronic, with susceptible populations such as children and the elderly often having difficulty in clearing the cysts. Although carriers can be asymptomatic, gastroenteritis normally begins 1 to 3 weeks after infection, which can lead to severe diarrhea and life-threatening sickness (Heyman ).
Due to its stability and widespread distribution, Giardia is considered to be one of the most common causes of protozoan diarrhea in the world. In a 2007 review of worldwide waterborne outbreaks caused by parasitic protozoa in developed countries, Karanis et al. found that Giardia was the etiological agent responsible for 32% of total outbreaks (Karanis et al. ) . In the United States, the total number of reported cases of Giardia was 19,140 in 2008 (Yoder et al. ) , but since infected populations may be asymptomatic or lack access to sufficient health care, some experts estimate that the actual number of giardiasis in the United States is in the order of 2 × 10 6 (Mead et al. ) .
Annual global incidences of giardiasis are estimated to be at 2.8 × 10 8 infections per year, and in 2004, Giardia was added to the World Health Organization (WHO) Neglected Diseases Initiative (Savioli et al. ) .
Despite such prevalence, there have been few outbreak models for Giardia that forecast transmission of the pathogen into susceptible populations. The susceptible-infectedrecovered (SIR) compartment model proposed by Kermack-McKendrick in 1927 remains the cornerstone of disease modeling (Kermack & McKendrick ) , and has been expanded upon numerous times since its inception (Anderson & May ; Hethcote ) . In 1999, Gupta reworked the compartment model so that density distributions were assumed for parameters that had historically been point estimates (Gupta ) . Gupta's method could be further improved upon by assuming a density distribution that closely models the incubation time (the period between infection and clinical disease) for Giardia. The incubation density distribution would be assumed from time-doseresponse (TDR) modeling.
This TDR model, which quantifies a relationship between pathogen kinetics and host response, provides the means by which dosing study equations can be incorporated into outbreak models (Huang & Haas ) . Between 2009 and 2011, Huang 
METHODS
This study was broken down into four parts, each of which built upon the previous step. The following tasks were undertaken, as summarized in Figure 1 
Datasets for TDR and outbreak models

Dose-response dataset
A literature search was first performed to find datasets from which a dose-response model could be generated. The inclusion criteria for choosing the data were that the article included: (i) a clear description of dosing methods; (ii) reported mode of exposure; (iii) the dose the subjects were given; (iv) the number of subjects that experienced adverse effects on each respective day; (v) the criteria used to define a positive endpoint; (vi) a detailed description of the pathogen (i.e. source and strain); (vii) at least one observation 0 < p < 1; and (viii) the days to adverse response for each individual subject (Haas et al. ) .
Outbreak dataset
The literature was then searched again to find an appropriate outbreak that could be fit to our model. The inclusion criteria for selecting an appropriate outbreak for the Giardia disease model included: (i) that the size of population susceptible to infection was known or could be estimated; (ii) members of this susceptible population who became symptomatically ill were confirmed cases; (iii) the beginning and end of the pathogen contamination is known; (iv) there is incubation data for the pathogen; (v) the outbreak occurred over a defined period of time; (vi) the exposure period is short compared to the outbreak; (vii) each con- 
Dose-response models
A Cochran-Armitage test of trend was applied to determine whether there was an association between increasing dosages and adverse effects (Haas et al. ; Neuhäuser & Hothorn ) . Written formally, the Z-statistic is calculated by 
The natural log of the mean dose in group i is 
The approximate beta-Poisson (Equation (4)) was developed from the Exponential (Equation Huang's models were tested by the authors to determine if they were true cumulative distribution functions (CDFs).
The criteria for determining true CDF distributions were that (i) the function at time zero is zero, and the function at time infinity is one and (ii) the functions are monotonic, which means that for all a and b, with a b, F(a) F(b), and the derivative of the function is greater than or equal to zero for all of time. Of these eight models, only four were determined to be true CDFs in time, and are presented in Table 1 . The models that were not true CDFs were excluded from the study.
The TDR models were fit to the dose-response datasets.
Using Huang et al.'s methods of time-dose-response data analysis, which utilized the same statistical methods as the traditional dose-response model, TDR models were fit to Eq.
number Exponential model with exponentialreciprocal time dependency
Beta-Poisson model with exponentialreciprocal time dependency
Beta-Poisson model with exponential time dependency
Beta-Poisson model with inverse time dependency
the datasets, parameters were optimized, and deviances were determined using maximum likelihood estimation in R.
The likelihood ratio for the incidence occurring on the j th day with i dose groups is
where m doses is the total number of dose groups and m times is the number of time periods during which observations were made (generally recorded in day-long segments), p i,j is the number of positive responses observed during time period j, and n i,j is number of surviving animals at the beginning of time period j. The predicted response is π i , and the response for each set based on observations is π W i . The corresponding deviance is
This expression is nearly the same as that used in fitting traditional dose-response data in which only the long-term endpoint is known (Haas et al. ) . Differences between this expression and the expression normally used in doseresponse modeling are that there is a double sum in the deviance expression and that p is the number of positive responses in a time period rather than at the end of observations.
Outbreak model
The SIR compartment model was developed by Kermack and McKendrick in their seminal papers (Kermack & McKendrick ), and has been extensively documented since (Anderson & May ) . A modified SIR model was proposed by Gupta in his 1999 thesis (Gupta ) and utilized by the authors (Figure 2 ). In this model, populations are compartmentalized into groups, with individuals moving through the compartments as they become infected.
The number of people in the compartments, as well as the rates of transfer are described by a system of differential equations.
In this model, populations are compartmentalized into groups, with individuals moving through the compartments as they become infected. The number of people in the compartments, as well as the rates of transfer are described by a system of differential equations. The four states proposed by Gupta are the Susceptible populations X(t); Latent individuals Y(t) who have been exposed to the pathogen and will ultimately become infected; those who become Symptomatically ill Z(t); and those who have become infected but will remain Asymptomatic I(t). The rates in these equations are given by the force of infectivity β(t), which describes the rate of individuals going from the susceptible population to the latent population, and the rate of newly symptomatic cases is described by Q(t).
Data is generally only available for the symptomatically ill populations Z(t), because these patients are the ones to seek medical attention, which goes on to be reported to public health authorities. Asymptomatic data I(t) is hardly ever reported, because persons who do not exhibit symptoms do not seek medical attention. Therefore, for our purposes, only the symptomatically ill population will be considered, with Z(t) data mined through epidemic studies.
The compartment model then reduces to the following equations:
The force of infection β(t) has units of inverse time, and is a versatile parameter. In the case of a rectangular distribution for infectivity, β(t) would be a constant for the exposure duration. However, common source outbreaks are frequently caused by time variable microbial exposures, which means that the parameter takes the form of a density distribution, generally of the following form:
where β(t) is the force of infection; b 0 is the background infectivity level, which may account for any endemic cases in the population; g(t) is the ratio of susceptible persons ultimately becoming infected at time t; and b 1 is the scaling factor for increased infectivity above background. Here, g(t) is modeled as a probability density function (PDF) for the exposure case. The density functions in this case that we have used are the Weibull, gamma, lognormal, and uniform, all which are standard functions which have historically been used to fit observed epidemic curves.
Each of these density functions have parameter values that determine the shape and scale of the function. Integrating
Equation (11) gives:
The rate of newly ill people at any time is given by the parameter Q(t). At any time t, the instantaneous rate of new illnesses can be obtained by the convolution integral:
where f(t À τ) is the density function having incubation period of (t À τ). The function f is a PDF which has parameters that need to be estimated. This method of deriving Q(t) follows the mathematics of Kermack and McKendrick, and Gupta.
Substituting Equation (14) into Equation (15) we then obtain:
is the cumulative distribution function (CDF) corresponding to the PDF g(t).
Since we are using the PDFs Weibull, gamma, lognormal and uniform to model g(t), we necessarily must use the corresponding CDFs for G(t) in each respective case.
Integrating Equation (16) directly, we can solve for the number of symptomatically ill patients per day Z(t):
In Equation (17) This entire process was iterative. For each exposureincubation case, the following process was developed. A set of assumed parameter values were first input into the simulation model, and the corresponding predicted daily ill case Z(t). was evaluated using the function 'quad2d'.
The summation of the daily objective function À2ln(L=L)
over the entire duration of the outbreak was then calculated. The program varied the initial guesses, and continued to calculate the deviance objective function until convergence was assumed, which was assumed to be less than 10 À3 .
Incorporation of the TDR into incubation distributions of the outbreak model
The TDR functions from Table 1 cannot be immediately used as incubation distributions because they are CDFs.
To derive a time dose-response based incubation distribution to fit epidemiologic curves, the distributions must be PDFs. To get a PDF from a CDF, the derivative must be taken. In the case of the beta-Poisson TDR with inverse time dependency, we have the following equation:
R(d, t) is the probability of adverse effect; α is a fitting parameter; θ is a time parameter; j 0 =t ð Þþ1 is the dose that elicits a positive response in 50% of the hosts, after infinite time.
Taking the first partial derivative with respect to time, we get
However, we want to make sure that our function is a true PDF. We want the PDF to be a true PDF with the following conditions:
Probability density functions satisfy the following conditions:
As time goes to infinity, we want the integral of our distribution to be exactly 1. So, we must divide by a certain value that ensures that this is true.
As t ! ∞, the maximum response is reached for the time dose response. Then Equation (19) no longer becomes time-dependent, and we refer to the parameter TPI dependency equation in Table 1 , which assumed that N 50 ¼ j 0 t þ 1. Plugging in N 50 for the expression in the denominator returns us back to the regular beta-Poisson dose-response model.
This expression can be used as the constant by which Equation (20) can be divided. If we divide Equation (20) by Equation (21), we get the following function:
We now have a proper PDF f(tjd) that characterizes the distribution. This PDF based on the beta-Poisson TDR function distribution can now be used as a potential incubation distribution to f(t) to use in the PDF used to calculate the number of ill, Z(t). The functions used to model the exposure distributions include the Weibull, gamma, lognormal and uniform distributions, and the best-fit TDR model will be used as the incubation distribution.
In this model, we have seven parameters for the number ill, Z(t) in Equation (16), namely the attack parameters b 0 and b 1 , two PDF parameters for the exposure distribution (Weibull, gamma, lognormal, and uniform distributions all contain 2 parameters), and the three incubation parameters (α, d, and j 0 ).
It is noted that the parameter values of α, d, and j values from the outbreak were used as initial guesses for those parameters of the incubation distribution in the optimization routine. In order to compare the parameters in the epidemic and dosing parameter studies to see if the differences between corresponding parameters were significant, the two-sample
Kolmogorov-Smirnov (KS) test and the Anderson-Darling
(AD) test were utilized. In both tests, we wanted to see if the parameters came from the same distribution. The KS test states
and F 2 (x) are the empirical distribution functions of the two samples respectively, and sup is the supremum function. The null hypothesis is rejected alpha if the following equation holds true: DÃ > c(α) ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi (n þ n 1 )=nn 1 p . For α ¼ 0.05, c(α) ¼ 1:36: The AD is a refinement of the KS test. The statistic that was used was of the form A 2 ¼ ÀnÀ
The parameter n is the number of data points in the sample, and the test statistic measures the distance between the hypothesized and empirical. The null hypothesis of normality is rejected if A 2 exceeds 0.752 for α ¼ 0.05. were examined and treated for 30 days to ensure that they were negative for Giardia cysts, and were subsequently inoculated at graded doses of 48, 454, 4,460 and 5.5 × 10 5 cysts. None of the beavers receiving the lowest dose of cysts tested positive for the presence of fecal cysts. Two of the six beavers receiving 454 cysts, one of the three beavers receiving 4,460 cysts, and two of the three beavers inoculated with 5.5 × 10 5 cysts were infected, as determined by the presence of fecal cysts. The day of fecal cyst appearance post-inoculation ranged from 10 to 30.
RESULTS AND DISCUSSION
In a second study by Rendtorff et al., human volunteers were orally exposed to graded doses of Giardia lamblia cysts, sourced from fresh stool samples of human donors (Rendtorff ) . The cysts were administered in either a saline or tap water solution. Infection was defined to be the appearance of cysts in stool samples. Individuals exposed to doses as low as 10 cysts were infected, and the first day of fecal cyst appearance post-inoculation ranged from 6 to 21. The adverse response for the beavers and human study is shown in Table 2 .
Dose-response data for both datasets for Giardia inoculated orally in beavers and humans showed positive trends when subjected to the Cochran-Armitage test of trend. The Z critical value Z cr , was calculated to be 2.04 for the beaver dataset, and 3.14 for the human dataset. Since these values are greater than 1.64 (Z cr > 1.64), the null hypothesis of lack of trend is rejected and the data can be further analyzed. (Rendtorff 1954) . Weibull, gamma, lognormal and uniform.
Studies conducted in the area suggested that beavers and muskrats had contributed to the contamination of the reservoir, but they could have originally been infected from a human source. In a susceptible population of about 50,000, a total of 703 laboratory-confirmed cases of giardiasis were reported.
The best-fit model from the human feeding trial was the beta-Poisson with exponential-reciprocal time dependency;
this TDR model was therefore chosen to be incorporated into the incubation distribution of the outbreak model. A maximum likelihood approach was used in MATLAB to predict the number ill Z(t) on each respective day and each of the parameters. Table 4 summarizes the model parameters and the criterion values for the various distribution models, and Figure 5 summarizes the observed vs. expected curve fits for each PDF convolution.
The df (mÀn) in this case was 55, the number of data points minus the 8-parameter model. The critical chisquare distribution χ 2 for 55 degrees of freedom is 73.31, so the incubation distribution convoluted with the gamma, lognormal, and Weibull distributions all provide acceptable fits (Table 4 ). The lognormal exposure distribution is the best fit, with the lowest deviance value at 61.15 and 75.15.
The first and second column of Table 4 are The data was further analyzed by comparing the parameters of the incubation distribution of the outbreak model with the human dosing experiment to see if there was a significant difference between the parameters of the two models. These parameters that were compared were the α, d, j 0 , j 1 of the TDR model with the α, d, j 0 , j 1 from the outbreak fitting. The last two columns in Table 4 summarize the output of the KS and AD tests. In each case, the D* value of the KS test is less than the critical χ 2 for α ¼ 0:05, which is 1.36. The AD test, which comes from the KS test, was also positive. The A 2 values for each distribution scenario were less than the critical χ 2 for α ¼ 0:05, which is 0.752. From these results, it was concluded that there was no significant difference in the parameters of the distributions, and they came from the same distribution.
To determine which distribution convolution fit the data best, we look to the deviance. The incubation distribution parameters are the parameters from the beta-Poisson with exponential-reciprocal time dependency model. The best-fit exposure function that was convoluted with this incubation function was the lognormal, with a deviance value of 61.2.
The gamma exposure gives the next-best fit, at 67.4, followed by the Weibull at 72.1. The uniform exposure fits the data the worst, with a deviance value of 106.6. Figure 5 shows the plot for this best-fit model, the lognormal exposure function convoluted with the beta-Poisson with exponentialreciprocal dependency. All models were limited by their inability to capture the data points in which the number of ill was at its peak, around day 30 of the outbreak.
DISCUSSION
These results suggest that the incorporation of time-to-infection into the incubation function of an epidemic curve can provide acceptable fits to the outbreak data. One strength in this work is that the endpoint is the same for the dosing trials and outbreak dataset: all report the presence of laboratory-confirmed Giardia cysts in stool. An interesting connection between the beaver trial and the outbreak is that the beavers were inoculated with cysts from three symptomatically ill patients from the Pittsfield outbreak. The human volunteers, on the other hand, were administered cysts that were sourced from fresh stool samples of human donors. Despite the connection with the original outbreak, the human TDR results were ultimately chosen over the beaver results to be incorporated into the outbreak model because the human in vivo response was thought to best model the human outbreak.
It is also acknowledged that datasets are limited for the type of modeling performed in this work. In both feeding trials, the incubation time is the time between exposure and onset of shedding, which is monitored daily for presence of Giardia. However, in the outbreak data, a patient must first feel symptomatically ill to go to visit the doctor, who then sends a stool sample to the laboratory for analysis. So, there is a time between exposure and onset of symptoms identified by the infected individuals themselves. Currently, there is no available data to account for this difference.
However, the time difference between fecal shedding and onset of symptoms is not necessarily significant. The incubation period is estimated to be between 3-25 days, with the median number being between 7-10 days (Heyman ). The first appearance of cysts in beavers was most commonly at 10 days and between 13-14 days. In the human trials, there was a much larger spreadbetween 6 and 17 days, with a mode of 10 days. These numbers are well within the incubation period of 3-25 days, and are at the tail end of the median incubation period of 7-10 days.
However, to strengthen this model in the future, the value Z(t) could be multiplied by another parameter that accounts for this discrepancy.
As with any computer model, the MATLAB optimization had challenges in the fitting of the datasets. The issue of reliably fitting eight parameters with a degree of reproducibility, given an observed epidemic outbreak, was a concern. To examine this issue, the program was run several times, with varying initial guesses. At times, a global minimal for the log-likelihood was not able to be reached; instead a local minimum value was calculated. The local minimum values may suggest a substitution effect between the parameters. However, by running the simulations several times and allowing them to compute for several hours, these local minimum values were largely able to be overcome in favor of global minimums. With each run, the models were able to consistently reach the same likelihood value with parameter values that were very close to each other. Confidence in the model structure could be increased
