Abstract. Consider an N × N hermitian random matrix with independent entries, not necessarily Gaussian, a so called Wigner matrix. It has been conjectured that the local spacing distribution, i.e. the distribution of the distance between nearest neighbour eigenvalues in some part of the spectrum is, in the limit as N → ∞, the same as that of hermitian random matrices from GUE. We prove this conjecure for a certain subclass of hermitian Wigner matrices.
Introduction and main results
Consider a probability measure P N on the space of all N ×N hermitian matrices. We will be interested in the statistical properties of the spectrum as N becomes large, in particular in features that are insensitive to the details of the particular sequence of probability measures we are considering. It is believed, on the basis of numerical simulations, that for many types of hermitian random matrix ensembles, i.e. choices of P N , the local statistical properties of the eigenvalues are the same as for the Gaussian Unitary Ensemble (GUE), where dP N (M ) = Z (4 − t 2 ) + . Let ρ N (x 1 , . . . , x N ) be the induced probability density on the eigenvalues. The semicircle law is the limit of the one-dimensional marginal density as N → ∞. The m -point correlation function , . . . , u + t m N ρ(u) ) = det sin π(t i − t j ) π(t i − t j ) m i,j=1 (1.4) if ρ(u) > 0. It has been proved, [22] , [7] , [3] , that this is also true in other invariant ensembles of the form dP N (M ) = Z −1 N exp(−N Tr V (M ))dM . The orthogonal polynomials in (1.3) are then replaced by polynomials orthogonal with respect to exp(−N V (x)) on R. That the ensemble is invariant means that the probability measure is invariant under the conjugation M → U −1 M U , with a unitary matrix U . Sufficient control of the limit (1.4) for all m ≥ 1, makes it possible to determine the asymptotic spacing distribution, i.e. distances between nearest neighbour eigenvalues, see [7] . More precisely, let {t N } be a sequence such that t N → ∞ but t N /N → 0 as N → ∞ and define, [17] , [7] , S N (s, x), s ≥ 0, x ∈ R N , to be the symmetric function, which for x 1 < · · · < x N is defined by
, |x j − u| ≤ t N N ρ(u) }. (1.5) Given an hermitian matrix M let x 1 (M ) < . . . x N (M ) be its eigenvalues; we write x(M ) = (x 1 (M ), . . . , x N (M )). Then it is proved in [7] for a large class of invariant ensembles. Here p(σ) is the density of the β = 2 local spacing distribution, the Gaudin distribution, given by the probability density
where K is the operator on L 2 (0, s) with kernel K(t, s) = sin π(t − s)/π(t − s), the sine kernel, see [20] .
The aim of the present paper is to extend (1.4) and (1.6) to other, non-invariant ensembles. It is conjectured, see [20] p.9, that (1.4) and (1.6) should hold also for so called Wigner matrices where the elements are independent but not necessarily Gaussian variables. In this case the probability measure is not invariant under conjugation by unitary matrices. For other results on Wigner matrices see for example [2] , [18] , [19] , [25] , [27] and [28] . In particular, in [26] the universality of the fluctuations of the largest eigenvalue is established. To be more precise, consider the complex random variables w jk , 1 ≤ j ≤ k with independent laws P jk = P R jk ⊗ P I jk , where P I jj = δ 0 . Let W p , a class of Wigner ensembles, denote the class of all {P jk } 1≤j≤k which satisfy
for all 1 ≤ j ≤ k, and furthermore sup j,k |z| p dp jk (z) < ∞. cases where the distribution of the matrix elements have very different shapes, so in this sense it is rather broad, and proving universality in W p a clearly shows that the universality is not restricted to the invariant ensembles. Another way to describe this ensemble of random matrices is as follows. Let V be a GUE-matrix with the probability measure Z −1
2 )dV and let W be an N × N Wigner matrix with distribution P ∈ W p , i.e. the law of w jk is P jk . We will assume that the variance σ 2 = 1/4, which can always be achieved by rescaling. Then W + aV has the distribution Q, and we write
We can think of this in terms of Dyson's Brownian motion model, [8] , W + aV is obtained from W by letting the matrix elements execute a Brownian motion for a time a 2 , see sect. 2. If P ∈ W p and W is is an N × N hermitian matrix we let
The matrix M has the distribution Q (N ) , which is given by
and this is the measure we will study. The asymptotic distribution of the eigenvalues x 1 , . . . , x N of M is the semicircle law
The following proposition will be proved in sect. 2 using an argument from [4] , [5] . has a density
(1. 13) and
The main result of the present paper is that for Wigner ensembles from W p a we can prove (1.4) and (1.6), and thus extend the universality to a rather broad class of Wigner matrices. M (x 1 , . . . , x m ) be the correlation functions, defined by (1.1), of the eigenvalue measure ρ N , (1.12), for
, the set of all L ∞ functions on R m with compact support, and set for
where the sum is over all distinct indices from {1, . . . , N }.
The condition on u is made just to simplify the saddle-point argument in sect. 3; the result should hold for any u with ρ(u) > 0.
We can also prove that the spacing distribution is the same as for GUE. 
where p(s) is given by (1.7).
The theorems will be proved in sect. 4 after the preparatory work in sect. 2 and 3.
The correlation functions
We will start by proving Proposition 1.1 using the Harish-Chandra/ItzyksonZuber formula following [4] , [5] . After that we will give a formula for the correlation functions of ρ N (x; y), which is very close to the formula in [6] , but our derivation will be different. A central role will be played by non-intersecting one-dimensional Brownian motions and we will use the formulas of Karlin and McGregor. Also we will discuss the relation to Dyson's Brownian motion model. This connection can be found in [9] and we will only give an outline.
Proof. Let F (x) be a continuous symmetric function on R N . By Fubini's theorem
with c
(1)
In the right hand side of (2.1) we make the substitution M = U −1 RU , with U ∈ U (N ) and R ∈ H N , and then integrate over U (N ). If we use Fubini's theorem again, we obtain
Here we have also used the fact that dM = dR. The integral over U (N ) can now be evaluated using the Harish-Chandra/Itzykson-Zuber formula, [11] , [13] , see also [20] A.5. We obtain the integral
where y 1 , . . . , y N are the eigenvalues of H and c
The integrand in the middle integral depends only on the eigenvalues x of R and hence we can integrate out the other degrees of freedom in the standard way, [20] ch. 3, and obtain, after using Fubini's theorem,
2 ) N/2 and since (2.2) holds for arbitrary bounded, continuous, symmetric F (x) we have proved that the symmetrized eigenvalue measure is given by 1.12. This proves proposition 1.1.
Let p t (x, y) be the transition probability of a Markov process X(t) on R with continuous paths. Consider N independent copies of the process (X 1 (t), . . . , X N (t)) and assume that this is a strong Markov process in R N . Suppose that the particles start at positions y 1 < · · · < y N at time 0. The probability density that they are at positions x 1 < · · · < x N at time S given that their paths have not intersected anytime during the time interval [0, S] is, by a theorem of Karlin and McGregor, [16] ,
Hence, the conditional probability density that the particles are at positions y 1 < · · · < y N at time 0, at positions x 1 < · · · < x N at time S, at positions z 1 < · · · < z N at time S + T , given that their paths have not intersected in the time interval
we assume that Z N > 0. Note that the expression (2.3) is a symmetric function of x 1 , . . . , x N , so we can regard it as a probability measure on R N . Our next lemma shows that we can obtain ρ N (x; y) defined by (1.13) as a limit of the measure in (2.3).
2 /2t) be the transition probability for Brownian motion. Then, for any x ∈ R N and y 1 < . . . , y N ,
Note that Z N is the conditional probability density of going from y 1 < . . . , y N to z 1 < . . . , z N without collosions, i.e.
Now, since z j = j − 1, we have two Vandermonde determinants in (2.5) and (2.6). If we evaluate these, take the quotient between (2.5) and (2.6) and then take the limit T → ∞, we obtain the right hand side of (2.4). Proposition 1.1 and lemma 2.1 establish a link between the eigenvalue distribution of M = (W + aV )/ √ N and the non-intersecting Brownian paths. If we set S = a 2 /N , then the right hand side of (2.4) and (1.13) are identical; y 1 < · · · < y N are the eigenvalues of H = W/ √ N . This relation can also be seen in another way, which we will now outline. Let X(t) = (x jk (t)) N j,k=1 be an N ×N Hermitian matrix, where Re x jk (t), Im x jk (t), j ≤ k are independent Brownian motions with variance [8] , see also [23] , it is possible to derive a stochastic differential equation for the eigenvalues λ 1 (t), . . . , λ N (t) of X(t),
where B i are independent standard Brownian motions on R, and with the intial conditions λ i (0) = y i , 1 ≤ i ≤ N . We can also consider the problem of nonintersecting Brownian motions in a different way than that of Karlin and McGregor. Namely, let K = {x ∈ R N ; x 1 < · · · < x N } and consider Brownian motion in R N starting at y ∈ K and conditioned to remain in K forever. As proved in [9] , see also [12] , [24] , if λ i are the components of the N -dimensional conditioned Brownian motion they satisfy the stochastic differential equation (2.7) with the same initial conditions. This gives another way to obtain (1.13) without using the HarishChandra, Itzykson/Zuber formula. Actually, we can turn the argument around and give a proof of this formula.
We turn now to the computation of the correlation functions of the right hand side of (2.4), but we start more generally with (2.3). This can be analyzed using the techniques of [29] , compare the analysis of the Schur measure, [21] , in [14] , and see also [15] . For completeness, let us outline the result we need from [29] . Let (Ω, µ) be a measure space. Assume that
Then A is invertible and we can define
If we define a density on Ω N by
then it has the correlation functions
Proof. We will indicate the main steps in the proof of (2.9) of which (2.11) is a consequence, see [29] . Set
. Then, by the formula
, which goes all the way back to [1] , and which is not difficult to prove by expanding the determinants, we see that det A = Z N [1] = 0, so A is invertible and
and we define T :
. Then, by (2.12) and a determinant identity,
with K N given by (2.8). Note that K N g, which means first multiplication by g and then application of the operator on L 2 (Ω, dµ) with kernel K N , is a finite rank operator.
Observe now that if we take Ω = R, dµ(x) = dx, φ j (x) = P T (x, z j ) and ψ j (x) = p S (y j , x), then (2.3) is a probability density of the form (2.10) and we can apply the proposition. Note that
The kernel which gives the correlation functions is
Let A k (v) be the matrix we obtain from A by replacing column k by (
This formula and proposition 2.2 is the basis for the next proposition. The result is closely related to the result derived in [6] by different methods. 
Here γ is the union of the curves t → −t + iω, t ∈ R and t → t − iω, t ∈ R with a fixed ω > 0, and Γ : R ∋ t → it.
Proof. We have to show that with
) and z j = j − 1 the limit of the right hand side of (2.13) as T → ∞ can be written as (2.15). The result then follows from lemma 2.1, proposition 2.2 and the dominated convergence theorem. We see that 
whereÃ k (v) is the matrix we get from (exp(
(e 
where L is given, and make the change of variables
where Γ L : t → L + it, t ∈ R. Thus, using (2.13),
Let γ be a curve surrounding y 1 , . . . , y N and choose L so large that γ and Γ do not intersect. The residue theorem gives
In (2.18) we make the change of variables z → bz, w → bw with b ∈ R close to 1. This will modify the contours but we can use Cauchy's theorem to deform back to γ and Γ L . Now, take the derivative with respect to b and then put b = 1. This gives the equation
This can be written
and integration of this formula gives (2.15) . In this last formula we can choose L arbitrarily and take γ to be the curve in the proposition by using Cauchy's formula, This completes the proof.
We now take S = a 2 /N and set
where ω is a constant that will be specified later. Note that we can replace K a 2 /N N with K N in (2.14) without changing the correlation functions, so we can just as well work with K N . Set
These are the formulas we will use in the asymptotic analysis. A straightforward computation shows that
Asymptotics
The eigenvalues y 1 , . . . , y N of the Wigner matrix H converge to the semicircle law
In order to be able to perform the saddle point analysis of (2.20) we need uniform control of the convergence of f N (z) to its limit
In order to show this we must start with some probability estimates. Write Ω R,η = {z ∈ C ; |Re z| ≤ R, η ≤ |Im z| ≤ R}.
be symmetric and let η > 0 and R > 0 be given. Assume that P ∈ W p , p > 4 and 0 < ξ < min( ). Then, there is a probability measureP (N ) on H N such that
a.s. with respect toP (N ) .
Proof. Given P ∈ W p we introduce a cut-off L > 0 and define a new probability measure
for some constant C. The last estimate follows from
2 and note that #D N ≤ CN 2 for some constant C that only depend on R, η. For a given function f set
where σ(t) is the semicircle law (3.5). Set
where f z (t) = log(z − t) (principal branch). To estimate the probability of A N (δ) under P (N ) we will use a result of Guionnet and Zeitouni, [10] . Let
and ||f || L = ||f || ∞ + |f | L . Then, by [10] , corollary 1.6a), and the discussion before this corollary, given ǫ > 0, there are positive constants C 0 (ǫ), C 1 and C 2 such that if we write
, the spectral radius is ≤ 2L. Thus, the left hand side of (3.9) is unchanged if we replace
and if we choose δ = N ξ in (3.9) we obtain
for some positive constants c 1 , c 2 . If we use (3.10) we see that the probability of the complement of the event in (3.7) can be estimated as
, so combining (3.5), (3.7) and (3.11) we obtain the estimate (3.3) . From the definition of A N (δ) we see that (3.4) holds for z ∈ D N , but then a straightforward approximation argument extends it to all z ∈ Ω R,η . This completes the proof of lemma 3.1.
We now come to the central asymptotic result.
Lemma 3.2.
Let Ω R,η be as above, let ξ ∈ (0, 1/2] and let K be a compact subset of R. Also let u N be a sequence such that u N → u as N → ∞. Furthermore, let Y R,η be the set of all y ∈ R N such that
for some constant C and all N ≥ 1, where σ(t) is given by (3.1). Then, we can find R 0 > 0, η 0 > 0 and a constant C such that for all y ∈ Y R0,η0 , τ ∈ K, |u| ≤ 1/2 + 2a 2 and N ≥ 1,
where ρ(u) is given by (1.11).
Proof. It follows from the formula (2.20) 14) where g N (z, w) is given by (2.21),
We have taken ω = ω 0 /N ρ(u), where ω 0 is given by (3.23) below. The integral in (3.14) will be analyzed using a saddle point argument. It follows from (3.12) and Cauchy's integral formula that there is a constant C such that for all N ≥ 1, τ ∈ K, y ∈ Y R/2,2η and |u| ≤ 1/2 + 2a 2 ,
A computation shows that,
Set S(w) = (w + 1/w)/2 with inverse S −1 (z) = z + √ z 2 − 1, where We will now define some contours that we will use. Pick δ > 0 (small), see below. Set, for some ǫ > 0 (small), γ
. Let t 0 ∈ (1/ √ 1 + 4a 2 , 1) be such that Im S(t 0 w + c ) = η, and write α = Re S(t 0 w + c ). Set, for some ǫ > 0 (small), Γ
Claim 3.3. We can choose R 0 > 0, η 0 > 0 and ǫ, δ > 0, so that γ
lies in a neighbourhood of z ± c which is included in Ω R0/2,2η0 and for all N ≥ 1, τ ∈ K, y ∈ Y r/2,2η and |u| ≤ 1/2 + 2a 2 ,
with c > 0
The claim will be proved below. We will now use the claim to finish the proof of lemma 3.2. It follows from (3.15) that there are critical points z
We can deform γ
. We can also asume that these contours are chosen so that γ
We can now proceed in the standard way with a local saddle point argument in (3.16) and prove that there is a constant C such that
which has a positive real part by (3.15) and the fact that f
has a positive real part. From (2.21) we see that
Also, from (3.18) it follows that |h(z
, and thus (3.19) yields
Combining (3.16), (3.20) and (3.21) we obtain
and a computation shows that
If we combine this estimate with (3.17) we see that the lemma is proved.
It remains to prove claim 3.3.
Proof. Let γ
We have to estimate 
it is not difficult to see that there are constants C 1 and C 2 such that
for all y ∈ R N , τ ∈ K and |u| ≤ 1/2 + 2a 2 . Note that |Im z| ≥ c > 0 for all z ∈ γ. (The constant c depends on the δ in the definition of γ, but as we will see below δ depends only on the parameter a in the problem.) From the estimate (3.24) it follows that by picking R = R 0 sufficiently large, the contribution to I ++ 1 from z and/or w outside Ω R0,0 is ≤ e −N . Thus we can assume that z, w ∈ Ω R0,0 . Next, we will derive the other estimates we will need to prove the claim.
Assume that z ∈ Ω R0,η and w ∈ Γ
If we use (3.12) and the definition of f N we obtain
for z ∈ Ω R0,η and w ∈ Γ + 1 . We will now compute how Re f (z) changes along γ. Assume that θ c ≥ 0, the other case is analogous. Consider γ(θ) = S(
2a 2 sin θ(cos θ c − cos θ). From this we see that there is a constant c 0 > 0 such that
Set ω δ − t = s(t)e iθ(t) . A computation shows that
) cos θ(t) − 2 cos θ c (3.27)
) sin θ(t) .
Note that sin θ(t) = s(t)
It follows that the right hand side of (3.27) equals
and this is
Since s(t) + 1/s(t) ≥ 2 and θ(t) ≤ δ we see that there is a constant c 0 > 0 such that
For γ 5 (t) = S( √ 1 + 4a 2 e i(π−δ) − t), t ≥ 0, we still have the formula (3.28) with γ 1 (t) replaced by γ 5 (t) and, since π − δ ≤ θ(t) ≤ π, we see that the right hand side is
and consequently there is a constant c 0 > 0 such that
Consider now how Re f (w) changes along Γ + . Set Γ(t) = S(tw
Now, since |u| ≤ 1/2 + 2a 2 , it follows that cos 2θ c ≤ 0 and thus
The first of these estimates can be used to show that if we pick η = η 0 sufficiently small, then and see that it is ≤ Ce −cN for some positive c.
Proof of the theorems
We start with the proof of theorem 1.2.
Proof. By proposition 1.1 and Fubini's theorem the integral in the left hand side of (1.14) can be written
is a probability density on R N we can use lemma 3.1 to replace the expression in (4.1) by
with an error ≤ CN m ||f || ∞ N 2−p(1/2−ξ) = o(1), since p > 2(m + 2), provided we choose ξ small enough. Now, since ρ N (x, ·) is symmetric it follows from (1.13), (2.4), (2.14) and (2.19 ) that the expression in (4.2) can be written
Since f has compact support and we know that (3.4) holds a.s. [P (N ) ] it follows from lemma 3.2, with u N = u + t i /N ρ(u), τ = t j − t i , that
for a.a. [P (N ) ] and all (t 1 , . . . , t m ) in the support of f . Thus we can take the limit as N → ∞ in (4.3) and obtain the right hand side of (1.14). This completes the proof.
Before proving theorem 1.3 we need some preliminary results on the level spacing distribution. Let ρ N (x) be a symmetric probability density on R N with correlation functions defined by (1.1). Assume that R
1 /N → ρ(t) (weakly) as N → ∞, so that ρ(t) is the asymptotic density. Let u be a given point such that ρ(u) > 0, and let t N be a sequence such that see [7] . Since R m is translation invariant and symmetric by assumption, we have Hence H ′ (0) = −R m (0) and we see that the right hand side of (4.7) equals H ′ (u) − H ′ (0), which is what we wanted to prove. It is proved in [7] , using a result from [17] , that Hence, the estimate (4.6) follows from (4.4), (4.5) and (4.7).
We turn now to the proof of theorem 1.3.
Proof. Just as in the proof of theorem 1.2 above we see that since P ∈ W as N → ∞, for a.a. H [P (N ) ]. If we combine (4.9) and (4.11) we see that the theorem is proved.
