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A new approach for finding the class of integrable evolution equations 
associated with a given eigenvalue problem is developed. The key point to note 
is that the squares of the eigenfunctions form a natural basis in which to expand 
the solutions of the evolution equation. Once this step is taken, the class of 
integrable equations may usually be read off by inspection. Of particular interest 
are those equations for which the bound state eigenvalues are not invariant but 
move in a way prescribed by the coefficients of the evolution equation. The 
corresponding solitons have the property that they retain their identity on 
collision with other solution components, but this identity is no longer a constant 
one. The Hamiltonian structure and the causality properties of these systems 
are also explored. 
INTRODUCTION AND GENERAL DISCUSSION 
The inverse scattering transform (IST) has proved to be a powerful tool for 
analyzing and solving the initial value problem for broad classes of nonlinear 
partial differential equations. The method, first developed by Gardner et al. 
[l, 21, is a transformation from the unknown function (or functions) which 
satisfies some evolution equation into the scattering data of some appropriate 
eigenvalue problem, in which the unknown function plays the role of a potential. 
The transformation is a canonical one [3-51, and for evolution equations which 
arise from a special class of Hamiltonians, the evolution of the scattering data 
in time is extremely simple. To solve the initial value problem, one simply maps 
the initial data into the scattering data, follows the evolution of the scattering 
data with time, and recovers the unknown potentials at some later time from the 
inverse mapping, which consists of a system of linear integral equations. Further- 
more, the method may be considered to be a nonlinear extension of the method of 
Fourier transform for linear problems. 
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The first eigenvalue problem, 
Lzv = {v, 
to be studied was the Schrijdinger equation, where 
(1.1) 
9 = g - q(x, t), U-2) 
and this proved to be the appropriate scattering problem with which to investi- 
gate the Korteweg-deVries and related equations. A second eigenvalue problem 
which proved to be useful is the generalized Zakharov-Shabat [q problem with 
(1.3) 
which with r = -q* was introduced by Zakharov and Shabat [7] to study the 
nonlinear Schr6dinger equation. Ablowitz et al. [6] were able to identify a broad 
class of local evolution equations which can be solved exactly with the eigenvalue 
problem (1.3). Each such equation is characterized by a single function 52(c), 
which is related directly to the common dispersion relation of the linearized 
problems for both r(x, t) and q(x, t). The equation could be written in the form 
[ :,lt + 252PA) [;I = 0, 
where LA and its adjoint L are linear integro-differential operators, which have 
the same spectrum as (1.3), but whose eigenfunctions are the squares of the 
eigenfunctions of (1.3). In [6], Abl owitz et al. also began to develop the form of 
the evolution equations for singular functions Q(l). 
Since that time, there have been many extensions and generalizations of these 
ideas. Nevertheless, to date all of these integrable systems have shared two 
features in common. First, with one exception [8], they possess an infinite 
sequence of motion invariants which have the form of integrals, whose integrands 
are products of r and q and their derivatives. Indeed, each invariant taken in 
turn acts as a Hamiltonian which generates a particular evolution equation, for 
which all of the other potential Hamiltonians are conserved. These invariants 
are generated by one of the scattering functions, a({, t)-the transmission 
coefficient-which plays many roles and has concrete and theoretical inter- 
pretations, which are discussed by Flaschka and Newell [5]. (In that one excep- 
tion where there are no motion invariants, the two evolutions for I and q are 
carried by two different dispersion relations.) ,A second feature, common to 
all of the equations discussed heretofore, is the invariance of the discrete spectrum 
of (1.3). There is no intrinsic reason that this should be so, and one of the novel 
contributions of this paper is the construction of an integrable system for which 
the discrete spectrum can move. 
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The key word here is integrable. One can always transform the (L(l) n Lt2)) 
solution of any evolution equation into the scattering data of (1.3), and in almost 
all cases, all the scattering data (the reflection and transmission coefficients, the 
discrete spectrum, the normalization constants) will move in time in a most 
complicated and nonlocal way. What we would like to do is to be able to identify 
and classify the largest class of evolution equations for which the evolution of 
scattering data is local in scattering space. The most effective way to do this is to 
use the powerful result of Kaup [9], who has shown that the squared eigen- 
functions of (1.3) and their adjoints from equivalent bases in L(i) n Lt2). These 
bases are also both equivalent (if 2 is self-adjoint, the equivalence is unitary; 
in other cases, it is more complicated (see [5]) to the bases generated by the 
unperturbed operators L and LA (Y = Q = 0), both of which generate the regular 
Fourier basis with a real spectrum and eigenfunctions e*2irz. 
The various components of these bases arise naturally in the following manner. 
By directly taking the variation of (1.3), we can write down expressions for the 
rate of change of the scattering data in terms of a natural inner product between 
what is conveniently thought of as the vector ut = (yt, - qt)= and the above- 
mentioned squared eigenstates, which we know form a basis. Then, using 
completeness, we can invert these expressions by writing the vector ut as a 
nonlinear Fourier expansion in terms of the adjoint basis, where the expansion 
coefficients are just the time rate of change of the scattering data. Furthermore, 
we can also write down the resolution of the vector u = (Y, CJ)= in terms of the 
same basis. Here the expansion coefficients are just those combinations of the 
scattering data which are the direct analogs of the ordinary Fourier transforms 
of Y and q. 
Now, consider a flow given by the operator equation 
ut = B.u, (1.5) 
where B is some (possibly nonlinear in u) operator defined on a suitable class 
u(,x, t). In general, an arbitrary B acting on u will mix up the various coefficients 
in the expansion for u, so that the coefficient of the [ component in B . u will not 
simply depend on that particular [ but on other 5 components ofu as well. On the 
other hand, the coefficient of the 5 component in the expansion for tit is simply 
the time derivative of one of the scattering functions at only this 5 and thus, 
upon equating the coefficients of the various 5 components in (1.5), we obtain 
nonlocal expansions for the time evolution of the scattering data in scattering 
space. 
However, there is a certain class of operators B which act on each 5 component 
in the expansion for u separately and which therefore lead to separable equations 
for the time evolution of the scattering data. Such an operator is said to be 
diagonal in the spectral representation of L *, the generator of the eigenfunction 
basis, and a sufficient condition for membership in this class is that B commutes 
with LA. In this article we are not able to identify all of the operators which 
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commute with LA, but we discuss some of the important ones. It is worth 
emphasizing the fact that the approach taken here allows us in many cases 
simply to read off the equations which are integrable by (1.3) by identifying, 
often by inspection, those operators B which are diagonal in the spectral repre- 
sentation of LA. Indeed, the simplest example arises when B is any polynomial 
in LA and, in this case, the evolution equation (1 S) is also local in x-space, with 
its right-hand side given in terms of Y and 4 and their x-derivatives. The most 
general case of this kind occurs when B is an entire function of LA, -2Q(L*), 
the choice for which we obtain (1.4). 
But much more can be done, and, as we show, there are many equations of 
physical interest which are not local in x-space but which transform under 
IST to an equivalent mechanical system whose evolution is local in scattering 
space. Our strategy is to prescribe the most general local expressions in scattering 
space and determine the equivalent system in physical space. It is often desirable 
to place some constraints on the scattering space expressions so as to obtain 
meaningful flows in x-space. Nevertheless we emphasize that, within certain 
constraints imposed by the transformation from the scattering data to the 
potentials r and 4, we may prescribe the motion of the scattering data in a 
completely arbitrary way. For example, we could make the eigenvalues and their 
normalization constants move in a prescribed way so that two solitions would 
attract each other according to an inverse square law, or in such a way as to 
create new solitons or annihilate existing ones! In such cases, the corresponding 
flow in x-space will, to be sure, be nonlocal and extremely complicated, but 
flows of this nature may have important applications and relevance in field 
theory. In this article, we restrict ourselves to motions in scattering space for 
which the corresponding motion in x-space is not so complicated as to defy 
interpretation. In particular, we are primarily concerned with operators Q(L*) 
which are singular. 
The best way to characterize the different systems is through the use of the 
dispersion relation, which we define to mean the frequency wavenumber 
relation(s) of the associated linearized system. For Q(l) entire, the situation 
described above prevails. On the other hand, for singular dispersion relations 
(the only singularities we allow are poles), we will find that the functions r and 4 
may have different dispersion relations, each of which has a pole, but in different 
halves of the complex c-plane. The corresponding flow in x-space turns out to be 
the general equations for coherent pulse eropagation [8, 10, 111, in which the 
difference of the two dispersion relations, evaluated for real 1, is a measure of the 
“inhomogeneous broadening” effect, and therefore the attenuation of the system. 
In this case only the discrete spectrum is invariant, and as we have mentioned, 
the equation in x-space is nonlocal and is in fact the Maxwell equation describing 
the change of a pulse envelope due to a weighted average of the polarizations of 
the two level atoms. Indeed the quadratic products of the eigenfunctions of (1.3) 
have a direct interpretation in terms of the physical quantities. To close the 
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system, we note that the eigenvalue problem itself relates the eigenfunctions 
back to r and q. 
As a natural limit of this case, we may allow the poles of the respective disper- 
sion relatives to coalesce onto the real t-axis, where the dispersion relations 
become equal. This limit is a singular one, since the real C-axis belongs to the 
spectrum of 3 (and L, LA). Therefore, additional constraints on the initial 
data must be added in order for the problem to be well posed. The single 
constraint in this case turns out to be a very natural one to interpret physically 
and, in the most simple application, the sine-Gordon equation, simply constrains 
the area under the electric field envelope to be a multiple of 2~. 
Another natural choice for the (now single) dispersion relation is to allow it 
to have a pole in the upper or lower half l-plane. Provided the pole does not 
coincide with a discrete eigenvalue of 9, the resulting equation of motion is a 
flow which corresponds to a Hamiltonian which is the logarithm of the trans- 
mission coefficient evaluated at the pole of the dispersion relation [5]. However, 
when the pole lies on the discrete spectrum, the latter can move under the 
influence of the pole and, depending on the residue of Q(l) at the pole, can 
continue to move with the pole for all time. This leads to a new type of soliton 
which, instead of maintaining a fixed and constant identity (a soliton’s identity is 
established by the eigenvalue with which it is associated), has its amplitude, 
velocity, and width changes according to a formula prescribed by the time- 
dependent coefficients of the evolution equation. It still, however, retains the 
property that collisions with any other normal modes of the system leave its 
identity intact. 
A most fascinating property of these mechanical systems with moving eigen- 
values is their Hamiltonian structure. We show that the Hamiltonian is no 
longer In a({, t) ( w IC would now be singular) but rather In bj , where bj is h’ h 
related to the normalization constant of the bound state corresponding to the 
particular eigenvalue & , which is a pole of Q(L). Heretofore, In bj played the role 
of an angle variable, and its corresponding action variable was & , the eigenvalue. 
Now the action and angle variables have reversed roles, and furthermore the 
Hamiltonian as seen from scattering space is only a function of one of the new 
coordinates and therefore all the other coordinates are constants of the motion. 
However, in connection with these systems, several questions remain open. In 
particular, it turns out that there is an element of nonuniqueness associated 
with the soliton, at the time the pole of the dispersion relation collides with its 
associated eigenvalue, and therefore additional information must be supplied. 
This is not entirely unexpected, for we already know that if the dispersion has 
poles on the real {-axis (which also is part of the spectrum of Z), additional 
constraints must be added. 
Causality is a property common to all singular dispersion relations Q(l) 
which vanish as {-+ co, because the nonhomogeneous terms in the integral 
equations, which provide the inverse mapping, have integrands which are 
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products of the reflection coefficients and the squared eigenfunctions of the 
unperturbed (Q = r = 0) eigenvalue problem (1.3). Thus, if there is a region of 
compact support at some initial time, the reflection coefficient (and in fact the 
whole scattering matrix) is meromorphic for all complex 5. Thus, providedthat 
the time evolution of the reflection coefficient does not interfere with this 
analytic property, we can evaluate these contours on a semicircle of large 
radius and find that they are zero for certain ranges of x. However, if we have to 
cross an essential singularity in the reflection coefficient which is introduced by a 
pole of L!(t), we must then demand that the reflection coefficient, and all its 
c-derivatives, be zero there, if causality is to be preserved. 
The format of this paper is as follows. In Sections 2 and 3, we define the 
scattering data and their properties and develop expressions for their time 
evolution. In Section 4, we write down the resolutions of the various vectors of 
interest in terms of the squared eigenfunction basis. In Sections 5-8, we write 
down, usually by simple inspection, the evolution equations which transform 
to separable equations in scattering space. We discuss several different cases 
corresponding to dispersion relations with different features. However, one 
important property to emphasize is that the most general case merely involves a 
linear combination of all the operators which arise in these separate cases. Namely, 
the integrable equation corresponding to the dispersion relation &i(c) + b-Q,({) 
is simply (1.4), with Q(LA) g iven by &&LA) + b&.(LA). The approach is very 
different from the approach we took in our earlier paper [6] and allows one to see 
how the work may be generalized to matrix operators of higher dimensions. In 
Appendixes A and B, we write down the inner products which are used and show 
from these how to write the simplectic form ] Sr A 6q in terms of the scattering 
data. This expression reveals what the action and angle variables must be. 
2. THE DIRECT SCATTERING PROBLEM 
In this section, we consider the map from the potentials (4, Y) to the scattering 
data. For 5 real, we define 4(x, t, <), &x, t, c), #(x, t, Q, and 4(x, t, 5) to be 
solutions of (1 .l) whose boundary conditions are given below. 
x=-cc x=+cc 
0 1 e-irs 0
( 0 1 eicx 
-1 
( 
6(<, t) ecicx 
a(<, t) eiLs 1 
( 
a([, t) IP 
--b(& t) eits 1 
i 
a(<, t) ecirx 
b([, t) eitx 1 
( 
6([, t) eciZZ 
-a(<, t) eirs 1 
0 O 1 eitx 
0 0 ’ gits 
(2.1) 
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The two linearly independent sets of functions $, $ and #, 4 are related by 
where from the constancy of the Wronskian 
aa+bb= 1. (2.3) 
We list the following results, which are proved in [5, 61. 
(a) If q(x, t) and Y(X, t) decay sufficiently rapidly as j x 1 -+ co (we assume 
s-“m 1 CP 1 1q 1 dx, sTQ 1 .P 1 IY I dx exists for all n), then &P, #e-icx are analytic 
for Im 5 3 0, $ee-iCx, $eeicx are analytic for Im 5 < 0, and all their b-derivatives 
exist on the real b-axis. 
(b) In particular, 4S, t) = && - &h is analytic and may be extended to 
Im 5 > 0. Its zeros in the upper half plane {[,},“=, are the discrete eigenvalues of 
(2.1) with Im ck > 0. At each eigenvalue #& , t) = be(t)#(tk , t). Similarly the 
zeros Ck>L of G, t> = && - Bz$l are the discrete eigenvalues of (2.1) in the 
lower half plane Im ck < 0. At these points $(&, t) = 6,(t)&l, , t). The 
analyticity of ~(5, t) and a({, t) in th . elr respective half planes, together with the 
fact that both tend to unity as 5 + co, Im 5 2 0, respectively, ensures that N 
and m are finite. We assume that neither a nor a has zeros on the real [-axis. 
(c) If q and Y  are on compact support, the regions of analyticity of ($eiEz, 
$ecicx, a(c, t)) and ($e-itZ, $eic5, ~(5, )) t can be extended into the entire lower 
and upper half planes, respectively, so that each set is analytic at all finite 5. 
Furthermore both b(c, t) and 6([, t), hitherto defined only on the real axis, can 
also be analytically extended everywhere, and in particular, b(2;,, t) = b,(t), 
4zk > t) = hk(t). 
(4 We call the set S = [(Lx, bk)Ll , (Sk, &Jk, 4, t), b(5, t), a([, t), 6(5, t)] 
the scattering data. The particular combinations of the quantities used in the 
inversion formulas given in [6] are referred to as the “primordial scattering data,” 
S, . This set may be taken to be 
(2.4) 
provided all the zeros of a([, t) and a([, t) are simple. For multiple zeros, one 
needs all the combinations of coefficients which occur in the expression for the 
residue of @(Q/a([)) eiFx at the multiple pole 5 = ck . 
(e) The transformation to the scattering data is a canonical one [5] in which the 
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simplectic form s (6r A Sq) d x is preserved. A direct proof is given in Appendix B. 
The conjugate variables in scattering space are 
and 
R, = 2itk , R, = 2i[, , R(f) = (I/r) In ti (2.5) 
Qk = In b, , fTk = In & , Q(t) = ln WO (2.6) 
For a special class of Hamiltonians, the variables (2.5) are the action variables 
and the variables (2.6) are angle coordinates, and Hamilton’s equations in 
scattering space are separable (in 5) and trivially integrable. Some care must be 
exercised in the specification of the scattering data in order for the corre- 
sponding q(x, t), Y(X, t) to be nonsingular. It is sufficient that Y bear some linear 
relation to Q or p* [6].l 
(f) Whenever Y is linearly related to 4 or q*, simplifications occur [6]. First, 
consider Y = (y.4, where c1 is any nonzero, complex scalar constant. In this case 
I&<, x) = S$(-[, X) and $(c, x) = -(l/ar)Sg(--l;, x) where S = (8 i). Conse- 
quently n(l) = a(-Q, 6(c) = -(l /a)b(--Q, and the zeros of a and 2 are paired 
such that s = N and ck = -& , and & = -(l/a) b, . When Y = olq*, 01 real, 
we have $(c, x) = S#*([*, x), $(1;, x) = -(l/a)@*([*, x), which gives a({) = 
a*(c*), 6(l) = -(l/a) b*([*), w = N, & = t;,*, and & = --(~/LX) b:. When r, Q, 
and 01 are real we can deduce that, if cl, is an eigenvalue in the upper half plane 
such that Re &A # 0, then -$ is also an eigenvalue in the upper half plane. It 
sometimes transpires that the velocities of the solitons corresponding to J& and 
4 are the same and the two solitons together form a composite state, an 
example of which is the well-known 0-z pulse or breather of the sine-Gordon 
equation. 
(g) A very useful relation between two solutions (ur , z+) and (wl, w,) of (1.3) is 
i(u,w, +u,w,) = L --2Lw2 +aUewl i x at 1 
, (2.7) 
from which we may show 
m 
$lna=--iS ( 
hh + dS#l 
- 1) dx, Im[>O. 
a (23) --m 
(h) It can be readily shown [7] for Im 5 > 0, / 5 1 large, 
where 
(2.9) 
(2.10) 
’ Refers to complex conjugate. 
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Since it will turn out that in most cases In a is a motion invariant, it then follows 
that all of the quantities 
G = & $f,& s (2.11) 
are also motion invariants. 
3. THE TIME EVOLUTION OF THE SCATTERING DATA 
We write (I .3) in the form 
By variation of parameters, the effect of making independent and infinitesimal 
variations in r and q may be found to be 
Taking the limit x - + GO and using the information in (2.1) and (2.2), we find 
for 5 real, 
at = --I($, #>, 
where 
We note that if the eigenvalue & also moves, then the change of a quantity such 
as a(<, t) at the eigenvalue is modified. Using the formula (24, we may show 
(3.5) 
or 
; a(k(t), t) = -Ij#, #), (3.6) 
where Ij = I II+ and the t-derivative in (3.6) is with respect to the explicit 
dependence on t only. Accordingly in (3.3) at a moving eigenvalue, we must 
interpret the t-derivative as describing only explicit t-dependence. 
Using (3.3), the time dependence of the primordial scattering data Sn follows. 
For real 5, we have 
6 
L-1 
4f4 4) .& 
a t =7, Lil 
m, $1 
t =-Ig-. (3.7) 
76 KAUP AND NEWELL 
For the bound state parameters, we assume all the zeros of a([, t), a(c, t) to be 
simple and use the analytic extensions of (3.7) (assume compact support for 
convenience; for noncompact support data, the expressions will be the same) to 
calculate the time rate of change of the eigenvalues [&],“,r , [cj]j”=r and the 
normalization constants j?j = lim(+ (6/a)([ - &) and pj = limr,~, (b/a)(< - &), 
noting that at ti or cj , b 6 = 1. We have (Kaup [12]) 
j = (l,..., Iv), (3.8) 
j = (l,..., rn), (3.10) 
bj,t = & [I;($, 4) - $I,($, $11, i = (1,*-*9 Q (3.11) 
3 3 
where the subscripts j refer to the fact that the expressions are to be evaluated at 
5 = cj or cj and th e p rimes refer to c-derivatives. For example, 
I#, $1 = jm [ --4t 4 ($2”) Ii, + yt $ (#12) I<,] dx, -02 3 
where, in the absence of compact support, it is very important to do the [- 
differentiation and the limit evaluation before the x-integration is performed. The 
t-derivatives of pi and pj in (3.9) and (3.11) are total and take account of the 
implicit t-dependence of /3& through the eigenvalue <,([,). 
There are two important features. First and foremost, we note that the time 
evolution of the primordial scattering data is completely determined once the 
quantities I(#, #), I($, $1, Ij(#, #>, Ij($, 4) I;($, 41, and I;($, 4) are known. But 
these quantities are precisely the inner products of the vector [Y;J with the 
“squared” eigenstates [9] 
Y,(x) = wj > 4, 
and the “derivative” states 
(3.12b) 
x.(x) = aw* 4 3 ac z=zj ’ 
R.(X) = am 4 3 
at C-I* * 
(3.12~) 
Since the primordial scattering data is complete, this implies that the above 
states must also be complete and must serve as the transformation matrix from 
infinitestimal changes in the potentials to infinitestimal changes in the primordial 
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scattering data. Consequently, the above I’s therefore give the projection 
of the vector [-r&,1 onto the adjoint states [9], which are 
YA(5, 4 = [42yL 4, - d12(L 417 (3.13) 
w5, 4 = @22(i> 4, 412(5, 41, (3.13a) 
Yj^ (X> = wsj , 4, ‘y,“(x) = P(~j , x), (3.13b) 
Xj”(d = 
ay*(5,4 -- 
at 
z,A($) = aFA(5y ‘) 
3 a( * 
(3.13c) 
64j 
Kaup [9] has shown that both sets, (3.12) and (3.13), form a basis in L(l). The 
expansion of the various quantities of interest in terms of (3.12) or (3.13) 
constitutes the direct analog to the Fourier transform for linear problems. 
The second point concerns the motion of the eigenvalues. Since $j = b& , 
(3.8) may be written 
L-j., = -qj 9 +M., 
from which (3.5) is 
dU((j(t), t)/U!t = -Ui(jt + {j,Ui = 0. (3.14) 
Thus the eigenvalues & remain zeros of a([, t) in the upper half plane, and [j 
remain zeros of a([, t) in the lower half plane. In order for the eigenvalues to 
move at all, however, it is necessary that I($, #) be nonzero at some 5 = & . In 
all examples heretofore worked out, the quantity I(#, I#) has been proportional 
to the product a(@${), and this choice cancels one of the a([) in the denominator 
of (3.7) and makes the expression linear in 6/u. The constant of proportionality, 
Q(t), is the dispersion relation of the resulting equations. If Q(c) is nonsingular 
at 5 = [j , the eigenvalue does not move. On the other hand, when Q(c) is 
singular at 5 = cj , then the eigenvalue can move. 
4. EXPRESSIONS FOR THE RELEVANT VECTORS IN TERMS OF THE 
BASES (3.12) AND (3.13) 
The properties of the squared eigenstates, their completeness relation, etc., 
are briefly described in Appendix A. Using these results, we may expand various 
vectors, which will be relevant to the ensuing analysis, in terms of the bases 
(3.12) and (3.13). Except for convenience, the choice between (3.12) and (3.13) 
is not important. The various vectors which we use are [-;,I, [F], and the states 
@* = (va#,~, 9 - b4l, GA = (1/#2?J2 f - A1J;Il, 
p = ChfJl~ #2$2Y, PA = (v2$52 P -wh). (4.1) 
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The vectors q, PA, CD*, and GA are functions of Q and Y through (1.3) and 
Eqs. (A8) and (A9) which they satisfy. The states @* and GA are simply linear 
combinations of Y*, F*, and PA and are given by 
CP = -EiA + (b/a) Y-4, (4.2) 
5-A = !P* + (b/Z) P, (4.3) 
and are defined so that a*(<, X) (G*(c, x)) is analytic in the upper (lower) 
half t-plane, except at the zeros of a(%). 
We now collect together the various expansions which we shall use. First, 
from (Al) und (A2) and the completeness relation (A3), we have 
From (Allb), we have 
k=l k=l 
For Im 17 > 0, we have 
(4.6) 
while for Im 7 < 0 we have 
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The expansion for qA is given by 
which is valid only for 7 real in general. 
We observe again that if b and 6 admit analytic extensions to the complex 5 
plane, then all of these expressions may be simplified by combining the sum 
with the integral along the real 5 axis, for obtaining a contour integral which 
goes either over or under all the zeros of ~(5, t) and ~(5, t), respectively. An 
added advantage of writing the expressions in this form is that they are then 
valid even when a([, t) and ~(6, t) have multiple zeros [6]. 
Second, we again observe that the coefficients in the expansion (4.4) are 
precisely those terms which describe the time evolution of the primordial 
scattering data. 
5. THE GENERAL EVOLUTION EQUATIONS 
Armed with this machinery, we now attempt to identify the broadest possible 
class of evolution equations for which the primordial scattering data is trivially 
integrable. Our goal is to find those operators which, acting on [;I, will give the 
vector [-‘,‘,I. Since the coefficients of the vector [r;‘J in (4.4) are the time evolution 
of the corresponding coefficients in the expansion for [,‘I (except for the coefficient 
of XjA, XjA), it is desirable to find operators which are diagonal in the spectral 
representation ofLA; that is, the operator should act on each 5 component in the 
expansion separately. 
Consider first the operator 2Q(LA), Th M ere LA is as given in (AlO) and Q(t) is 
an entire function of 4. We obtain 
2 jQ(LA) [;I/’ = -y 
--I) 
252(t) $ 1CIA(5, x) & + $ j- 252(t) ; $“(L 4 4 
- 2i 2 P2Q(L) hEA + 2i F fl,252(Q &A, (5.1) 
P=l k=l 
which is precisely (4.4), provided we choose 
607/31/r-6 
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Hence the differential equation 
[ :g + 2-QWA) [;I = 0 (5.3) 
is transformed by the inverse scattering transform to the equivalent, separable, 
and trivially integrable mechanical system 
6 
[ I - a t = ZQ(5)$, Igl, = -252(f) + (6 real), (5.4) 
Ad = W5k) Bk 9 tit = 0 
Bw = --2QGd Pk 7 Lt = 0 
In addition, it may quickly be shown that 
(k = 1 . . . N), (5.5) 
(k = l,..., m). (5.6) 
a, = --I(& #) = 0. (5.7) 
Thus in addition to the discrete eigenvalues, there is an infinite number of 
motion invariants generated by the asymptotic expansion of the scattering 
function In a([). Each motion invariant C, , 12 = 1, 2,..., taken in turn is the 
Hamiltonian for Eq. (5.3) when the dispersion relation is proportional to gn-l. 
For each particular Eq. (5.3), all other potential Hamiltonians (C,) are conserved. 
For more details we refer the reader to [5]. 
There is no difficulty in allowing G!(c) to be an explicit function of time. For 
stability reasons, G’(t) should be purely imaginary when 5 is real. 
Let us now look at the most general case, by specifying the equations of 
motion in scattering space (3.7)-(3.1 I), and from (A3), determine what u‘ = 
(yt , - qJT must be. Without loss of generality, we may take 
b [ 1 - a t = 2M$, [ 1 J- = -2Mi (6 real), a t 
&t = Vkmkf Lt = 2% (k = l,..., N), (5.9) 
t%.t = --2t%@, > Lt = --2% (k = 1 ,..a, N), (5.10) 
where M, ii!i, mR , iii, , zk , and Z~ can all be specified independently. From (3.7)- 
(3.1 1) and the above, we find 
W, 4) = 2M4 I($, $6) = -2Mirb (5 real), (5.11) 
Mf4 $1 = 2%b-4)2 Sk > 4X$, 4) = &&ha; + 44 (k = l,..., N), 
(5.12) 
WJ, $1 = wa2 A ? I;($, t,6) = -2&$&@i; - a&J (k = l,..., m), 
(5.13) 
EVOLUTION EQUATIONS 81 
which with (4.4) gives 
rt [ 1 
T 2 Oc 
j dqM;$A+W;YA] 
-qt = - 7 -m 
+ ; 4i/?&?zk!P~A + ZkXkA] - 5 4&[%,Y9 - Tkfk”]. (5.14) 
k=l I;=1 
Although (5.14), together with Eqs. (A8), which couple Y*, etc., back to r and q, 
constitutes a valid equation of motion for r and q, in general it is nonlocal, 
complicated, and cannot be given in terms of r and q explicitly until certain 
constraints are imposed on M, ii;;, mk , H, , zk , and & . For example, we have 
already seen when M = +M = Q(c), Q(l) entire, mk = 62(&J, i?i, = H&J, 
zk = Z~ = 0, the right-hand side of (5.14) can be expressed as the operator 
--2R(LA) acting on the vector [i]. Nevertheless, there are mechanical systems 
which arise most naturally in a nonlocal way. They all correspond to dispersion 
relations which are singular. We now examine these cases and begin by deriving 
the general equations of coherent pulse propagation, for which the two functions, 
r and q, are carried by different dispersion relations, M and %!. 
6. THE GENERALIZED EQUATIONS OF COHERENT PULSE PROPAGATION 
Let M(m), M # M, b e an analytic function of 5 in the upper (lower) half 
b-plane, and we will require each to vanish as 1 5 1 + co. Then from (A7) we 
find 
+ 2i ; ,8,ci@t=k) FkA - 2i 5 ,&M&J YkA. (6.1) 
k=l k=l 
Comparing (6.1) with (5.14), we see that if we choose 
Then 
fik = M(ck), 
tlfk = M(Sk)r 
where 
g(l) = CVNWO - M(1;)1- 
(6.2) 
(6.3) 
(6.4a) 
(6.4b) 
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This gives rise to a generalization from the equations of coherent pulse propaga- 
tion [8] since by (A9) and (AlO), PA can be related back to Y and Q by 
I a, - 2i< 0 0 -ae - 2i( ] (!P)T = ---iv [i], 
where the scalar N satisfies the equation 
N, = FA [‘: -;][;], 
with the boundary condition 
Nj,=-, = -1. (6.6b) 
We note that further generalizations can be achieved if 
hf = Q(l) + R(5), iv- = Q(5) + m. 
with Q(4) entire and R and i7 having the properties formerly assigned to IM and 
.@. Then the evolution equations (6.4) become 
and everything else stays the same. 
In general, there are two dispersion relations; one (M) carries the propagation 
of Y and the other (M) of q*. Linearizing Eqs. (6.4), (6.6), and (6.7) and using 
the analytic properties of M and a, we find 
w,(k) = -2iR(k/2) (6.8a) 
and 
w,(k) = -2iM(--k/2). (6.8b) 
In the special case r = -q*, then M(t) = --M*([*) and (6.4a) is the Maxwell 
equation describing the evolution of the pulse envelope q(x, t) of an eIectric 
field, whose carrier wave resonates with an inhomogeneously broadened medium 
consisting of two-level atoms with a broadening distribution g(c). The eigen- 
state ‘3/A may be interpreted physically in this context and plays the role of the 
polarization of the two-level atoms. The quantity (N + l)/( 1 - N) corresponds 
to the ratio of the number of atoms in the excited state to the ground state. We 
call Eqs. (6.5) and (6.6) the generalized Bloch equations. 
There is a very important and central theorem, which in a special case is the 
McCall-Hahn area theorem [lo], connected with these systems. Consider 
Eq. (5.8) for the time evolution of the scattering data when 1 is real. In particular, 
for 5 = 0 (r = -q* implies 6(<) = b*(<*), 3 = a*({*)), 
(b*/a)(O, t) = (b”/a)(O, 0) P(o)t (6.9) 
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For real M(O) < 0, (b*/a)(O, t) d ecreases to zero; for real M(0) > 0, (b*/a)(O, t) 
increases to co. But if 4 is real, then we may readily show from (I .l) that 
$1(x, t; 0) = cos 42, S&, 4 5) = sin u/2, where U(X, t) = -2 jzm q(y, t) dy. 
Therefore from (2.1), 6((, t) is real and the ratio b/a is simply tan +U(CO, t). 
Thus for Re M(0) < 0, the area szm ~(y, t) dj tends to a multiple of n’; for 
Re M(O) > 0, th e area tends to a multiple of 7rj2. The former case corresponds 
to an attenuator in which the atoms of the medium are all in the ground level 
before the pulse arrival. The latter case, for which b*/a becomes very large, 
indicating that a({, t) will develop a zero at t = CO (and (1.1) an eigenvalue) 
on the real axis, corresponds to an amplifier in which the atoms are predominant- 
ly in the excited state. 
For illustrative purposes, consider 
whence g(t) is given by the Lorentzian lineshape 
(6.10) 
Then M(0) = -1/4y and y, the linewidth, is a measure of the distance in 
which (b*/u)(O, t) tends to zero and the area under the pulse becomes a multiple 
of 2~. On the other hand, the decay distance of the radiation associated with 
b*/u([, t) for finite [ is proportional to l/r. In the physical problem, the param- 
eter t measures distance along the medium. In particular, we note that as y --f 0, 
the quantity b(0, t) rapidly approaches zero. In the limit of y = 0, b(0, t) 
becomes zero instantaneously. 
Besides the physical interpretation of pulse reshaping, this result has impor- 
tant mathematical significance, for it indicates that if the pole of the dispersion 
relation lies on the real 5 axis, which belongs to the spectrum of 9, auxiliary 
conditions on the initial data must be imposed for the problem to be well posed. 
Indeed we observe that, if in (5.14) 
52, 
M=“=5-T (rl real), 
mk = M(tkh @k = M(tk), Zk = Yk = 0, (6.12b) 
then from (4.8) 
*t c 1 
T  
--Qt 
= -4&?9(77, x, t), 
provided 
b(q) = 6(T)) = 0. (6.14) 
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It may be verified by inspection that (6.14) is the necessary and sufficient condi- 
tion for q(~, X, t) to decay as 1 x 1 -+ co. The evolution equation (6.13) must be 
augmented by 
(LA - 7) !P* = & [J. (6.15) 
The differential equation system (6.13) and (6.15) is transformed by the inverse 
scattering transforms to the trivially integrable equivalent mechanical system 
(5.4)-(5.6) with Q(l) given by M(c) in (6.12) above. 
As an example, take T = -q and 
M(5) = l/4& (6.16) 
which is the limit of (6.10) as y -+ 0. Then, as already shown, &, = sin u/2, 
4s = cos u/2 with ~(2, t) = -2 Gm a(~, t) U’JJ and (6.13) is 
u xt = -sin u, (6.17) 
the sine-Gordon equation. We note then that the sine-Gordon equation is the 
sharp line limit (r + 0 or g(a) -+ B(a), the Dirac delta function) of the coherent 
pulse propagation problem. In the form (6.17), it is relatively clear that the 
area condition u(c0, t) = 2n7r must be imposed on the initial data. Thus one 
consequence of this limit process is a restriction on the class of allowed initial 
data. 
Another consequence is that while the system (6.4) and (6.6) possesses no 
conserved quantities other than the discrete eigenvalues, the sharp line limit 
(6.17) contains in addition an infinite sequence of polynomial conserved densities. 
Indeed it may be shown in the former case (with r = -q*), that 
and thus no member (see (2.11)) of the infinite sequence {C,}~=i is globally 
conserved. Here P refers to the Cauchy principal value. In the sharp line limit, 
g(T) = S(T), and since b(0) = b* (0) = 0, then In a(<) is a motion invariant. 
Indeed if the initial data on the system satisfy (6.14), then the sine-Gordon 
equation may be derived from a Hamiltonian formulation in which Y, p are 
considered independent conjugate variables and for which the Hamiltonian is 
--In a(O). However, if one sets r = --Q at the outset, the Hamiltonian is 
(6.19) 
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In the latter case, 4 and jTm 4 are conjugate variables and 
(6.20) 
More generally, if M(<) has a pole of order n at some real 7, 
rt [ 1 
T  
-9t 
= -4iSJl (n -! l)! [ 
(6.21) 
and the Hamiltonian is proportional to the (n - 1)th derivative of In u(c) at 
at 5 = 0. In this case, we must also demand that b(c), h(c), and their first (n - 1) 
derivatives be zero at 5 = 7. 
7. DISPERSION RELATIONS WITH COMPLEX POLES 
We now turn to the case where M = M and where each function can have 
poles in either half c-plane. Consider the expression (5.14) for [-‘9:,, when 
M = R = I-2& - [), mk = M(5k), %k = M(lr,), .zk = Tk = 0, 
(7.1) 
where g does not lie on the spectrum of 9. By inspection with (4.6), when 
Im%>O, 
It [ 1 
T  
--4t 
= -4i!2,@*(& x, t), 
or by (4.1), 
For Im [ < 0, again by inspection with (4.7), 
rt [ 1 T --4t = 4iS2,!5*([, x, t). 
(7.2) 
(7.3) 
(7.4) 
The evolution equations (7.2) and (7.4) must be augmented by the corresponding 
equations, 
or 
(LA - &<P (^[, x, t)]’ = - & [J, if Im % > 0, (7.5) 
WA - %)[W, x, t)lT = & [J, if Im % < 0, (7.6) 
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which relate @* and qA back to r and q. It is sometimes convenient to write the 
equation explicitly in r and q, and this may be done by operating on (7.2) and 
(7.4) with (LA - [). For example, if Y = -q and 
D Q2 
M(5) = ~ + 5 + in ’ 7j real, (7.7) 
the evolution equation for r(x, t) may be written as 
rrrt + (2r ]:m (3t dY) - 479, = -4P1 + Q2> rr * (7.8) 
e 
Equation (7.8) has some interest in that for Sz, + Q, = 12, and 77 large, it may be 
reduced by the usual perturbation methods to the modified Korteweg-deVries 
equation. It has the added advantage over the modified Korteweg-deVries 
equation that because the dispersion relation for Qi + Q, = 1s is 
the short scale (K/27 > 1) errors travel with almost zero velocity, and not with 
the infinite velocity they would have had in the modified Korteweg-deVries 
equation. 
More generally, if 
(7.10) 
where Q(l) is entire and Q , +ji lie in the upper and lower half [-plane, respective- 
ly, but do not lie on the spectrum of dp, then the evolution equation is 
(7.11) 
(7.12) 
+ 4i C drj*(jrj , x, t). 
i 
For higher-order poles, 
M(5) = (n -! l)! (5 _’ &a ’ Im[ >O, 
rt [ 1 
T 
= -4i 
--4t [ 
* 
C=P 
Equations (7.2), (7.4), (7.11), and (7.12) may all be mapped via the inverse 
scattering transform to the equivalent mechanical system (5.8)-(5.10) with the 
specified choices of M, z, m, , and iii,. In all cases to date, zk = Zk = 0. 
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It may be shown by direct computation that 
w5, q/at = -1(4, l,b) = 0, (7.13) 
and thus the quantities (C,)~‘, in (2.11) are motion invariants. Flaschka and 
Newell [5] have shown that the Hamiltonian for a system which corresponds to 
the dispersion relation (7.1) is -4iQ, In a([), a f unctional which is expressed as a 
function of Y and Q through (2.8). 
8. MOVING EIGENVALUES 
The feature common to all the classes of evolution equations discussed 
heretofore is the invariance of the discrete spectrum. However, there is nothing 
in the general theory which prohibits their motion. Indeed it is clear that 
practically every operator equation of the form 
LqJ = B [;I (8.1) 
will transform, by the inverse scattering transform, to a mechanical system in 
which all the normal modes are strongly coupled and in which the eigenvalues 
move. Because of the strong coupling between the normal modes, the canonical 
transformation to the scattering data is not directly useful. Accordingly in this 
section we to look only at a particular class of operators B for which the eigen- 
values move and for which the equations in scattering space are still separable. 
It is desirable, then, that the operator B act on each 5 component separately 
and also in such a way that 
BYkA = c&Pk* + /f&A, (8.2) 
for some LX, /3, t!? # 0. One possible choice is 
B =(L* - t'&1, (8.3) 
where & is a discrete eigenvalue of 2, for then 
(LA - 5k)-1[ul,AlT = 4Yk l^’ + [XkAIT, 
where LY is arbitrary. However, we note from (A9) that form&y 
(LA - Q-1 [J = 2@3y5, ,x)1’. 
(8.4) 
(8.5) 
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In general p*(L x) = (-h&i, 5h& cannot be extended to the upper half 
plane and still retain its bounded behavior; however, it is defined at an eigen- 
value, since a(<,) = 0. We may rewrite expression (4.8) as 
Fyq, x) = - & f g Y-y{, x) & d5 - & 4 ; P([, x) pq d5. (8.6) 
Now let 7 = & be one of the zeros of a(c). Then 
k#j 
+ [$ - @] luj* + pjxj*. 
3 
(8.7) 
Similarly if cj is an eigenvalue in the lower half plane, then for 7 = cj , 
Then, if in (4.4), we insert (5.11) with 
iI. 
M(S) = WC) = & + s-5,) (8.9) 
we find 
rt [ 1 
T 
--4t 
= -4iQj!PA(& , x) - 4iQjPA(& , x). (8.10) 
The Bloch equations which couple with (8.10) to complete the specification of 
the motion are 
and 
(LA -  &)[?P*(& p X)]’ = & [J*  
(8.11) 
(8.12) 
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Because a(&) = C%(K) = 0, the inner products of both !Pj and pj with the vector 
[a are zero, and hence a solution of (8.11) and (8.12) exists. However, to any 
particular solution of (8.11) and (8.12), we may add an arbitrary multiple of 
YjA or Pj^. The nonuniqueness is removed by specifying the coefficients mj and 
tij of YjA and piA in the expansion for [yit], and these coefficients are known if 
the functions I(#, #) and I($, $) are specified. For the choice (5.11) the coeffi- 
cients are precisely those given in (8.7) and (8.8). 
We now investigate the corresponding mechanical system to (8.10), (8.1 l), and 
(8.12) in scattering space. There is no change in the equations for b/a, b/a and 
/% , fir when 51, # 5j p L f 6 . 
(8.14) 
BkA = 2Jwlc) Pk 9 5r.t = 0 (5s # t;j), (8.15) 
Pk., = --2~(~7c,)~ 9 s,,t = 0 (Ck f L,. (8.16) 
However, we emphasize that M(4) will b e a function of time. To find the time 
behavior at the eigenvalue we use (3.8)-(3.10) and find 
5j.t = z-Q3 , (8.17) 
(8.18) 
1j.t = -2Oj 9 (8.19) 
(8.20) 
In order for the eigenvalue to continue to move, the residue Qj of M(c) at 
5 = i$ (and which will app ear in the equation) must also be time dependent. 
From (8.16), we may write the time rate of change of & and pj as 
(8.21) 
where the derivative refers to the t dependence of /IS @J through cj ([j) but not 
& (cj). In terms of the notation of (5.8)-(5.9) 
mk = M(tk)p lflk = M(tk) (k f; i>, 
aj 9. 
mj=rj- %=5,-;jy 
zj = szj , ,scj = Qj . 
(8.23) 
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It is helpful to compute u(c, t) and b(J, t). For convenience we take Y = -q*, 
whence & = I$, a&,) = a,({:), &J&J = b,([:) and N = w. From (3.3) 
After some manipulation (see [6, Formula (3.29)], we have 
or, after integration 
(8.24) 
But we can show [6, Appendix 51 that 
(8.25) 
Thus, the remarkable formula (8.24) is an identity in which the factor (5 - &(O))/ 
(5 - [F(O)) at time zero is replaced by the factor (l - &(t))/(t; - [j*(t)) at time t. 
Note In a~*([, t) = In aa* (c, 0). 
A similar calculation shows that 
@I, t) = b(5, 0). (8.26) 
Thus the time dependence of fi, (k = l,..., N, K # j) is determined solely by its 
dependence on a; . In fact, since 
1 da; -e-z 
aL2 dt 
(8.27) 
= 2M(k) f , 
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the expression 
4% d 1 -= -__ 
dt dt b,ajc 
= 2M(5,) -!- 
&ah 
implies that 
(8.28) 
The result of all this is that both the action (2i5, , 2i<,*) and angle variables 
(In b, , In bz) relating to all eigenvalues & # & are constants of the motion. The 
action-angle variables relating to the eigenvalues i$([j*) switch roles with the 
action variable In bj (In bj*) and the angle variable 2i& (2i{,*) (see (2.5) and (2.6) 
for the definition of the action-angle variables). Indeed the action-angle variables 
In au*([) corresponding to real values of 5 are also both motion invariants. In 
fact, the only canonical variables which move at all are 2i& and 2i$. 
The Hamiltonian for this system is therefore simply 
H = 4iQ, In b, + 4iQT In b:. 
We may see this by writing 
rt [ 1 --4t = -4is2, 
= -4ifJjbj grad &(&) - 4iQrbj grad b([,T). 
The grad operator is defined to be 
wl 
grad = s,sr , 
[ I 
where from (3.3) 
But Q&) = l/bj , b([j*) = I/b; , and thus 
rt 1 1 --Qt = 4iQj grad In bj + 4iQT grad In br. 
= grad H, 
(8.29) 
(8.30) 
(8.3 1) 
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with H defined by (8.29). In scattering space 
6H 6H 6H SH -=-=-- 
622’5, S In b, S2i5 ,* -g&q=0 @ # i>, 
(8.32) 
6H 6H -= 
~ = In b(t) S In au* ” 
(8.33) 
d2i& {H 
~ = - = 4iQj , 
dt S In bj 
3=, dlnb. o 
dt 
d’i’j* _ ‘H = 4i~* 
7-7 S In bj I’ 
dlnb: _ o 
dt--. 
(8.34) 
(8.35) 
We may make this system more general by adding to this Hamiltonian any 
linear combination of Hamiltonians already discussed in previous sections. 
As an example, take r = -q for real r and q and let 
M(5) = ; [ 5 “t$t) + i%(t) 5 + i+j(t) 1 ’ (8.36) 
Then the evolution equation may be written 
ymt + [ 2~ s’ (y2)t dy] - 4?j2(t) yt = 4+(t) y, , (8.37) -co r 
where the time-dependent coefficient q(t) may be arbitrarily specified. If, at the 
initial time, one of the discrete eigenvalues of .Y coincides with f(O), then the 
eigenvalue follows the locus q(t) and the soliton solution is 
r(x, t) = 24(t) sech [2fi(t)x + In --$$-I. (8.38) 
But what happens if the eigenvalue & lies on the locus of the pole of the dis- 
persion relation P(t), and the two do not coincide at the initial time I Let us look 
at the analytic extension of (8.14) in the neighborhood of & with M(t) = 
Q(t)/({ - l(t)). If b/a = /3/({ - &(t)), then (8.14) is 
or 
[ 3 
m B 
t = ___ 1 - c!(t) t. - K(t) ’ 
(8.39) 
((1 - 6) Bt + 5iJN - 5i + 5j - 0 = 2Qw - 5,). (8.40) 
Recall that near 5 = & , 
= Bj.t - l;j,tPj,j.r + (5 - 5i)(Bj.U - li.tPj,d + ‘.‘P 
(8.41) 
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where /Ii,t is the total time derivative of /?(&(t), t) and pjSt - ci,,rS,,, is the 
partial derivative of /3(&(t), t) with respect to explicit t. Using expansions for /3 
in the neighborhood of & , we equate powers of (5 - &) in Eq (8.40). 
(%j - 1) Mit = 0, (8.42a) 
G - D Bi,t + PA,t = 3% > (8.4213) 
(t;j - %>(Pj,t - 45j,t&,65) + Bj,t = znis,,C. (8.42~) 
Now if Qt) = g(r), then from (8.42) we have <j,t = 252 and /3j,t - 2Qfij,b = 
/3,,, - [i,t/3j,C = (a/at) pj(t), t) = 0, which is precisely (8.21) since aj = 0. 
Next, let us not assume that & s [, but for convenience assume that 252 = it(t). 
Then (8.42b) may be integrated directly, giving 
(& - [) /Jj = constant. (8.43) 
If (j - [ 3 0, fij is not determined by (8.43) but is given as before by (8.42~). 
On the other hand if g(t) is not exactly & but approaches this value, fii tends to 
infinity. But pi determines the position of the soliton in x-space, so one possible 
effect of the collision of g(r) with tj is to annihilate the soliton {j by kicking it off 
to infinity. A somewhat different interpretation may be given if we view the 
problem in the context of the coordinates used in the coherent pulse propagation 
problem. There x is X-T and t is X with X and T representing the real space 
and time coordinates. Thus if at some point t(X) = [j, then the 2r-pulse 
associated with I$ could never reach the position X defined by g(X) = tj . For 
example in Eq. (8.37), the solution is 
Y(X, t) = 27 sech 
( 27(x - x0) + In I 
rl + 4(t) 
77 - 4(t) * 
Thus as t(t) approaches 77, the effective center of the soliton 
1 
x0 ---In rl + 7j(t) 
21 rl - W) 
approaches negative infinity. On the other hand, in X, T coordinates 
Y(X, T) = 217 sech /2(X - T + 7’s) + ln / ; Ifi ii$i [ 1, 
and for each fixed X, the time of arrival of the pulse center is given by 
T--T,=X+lln rl + wo 
27 rl -ii(X) ’ 
63.44) 
which tends to infinity as q(X) --+ 7. 
94 KAUP AND NEWELL 
Many questions remain open. In particular, one would like to find a means of 
continuing the solution through the collision +j(t) = 7. As we see it now, three 
things could happen: (1) The soliton could disappear forever; (2) it could 
disappear at x = +CC and reappear for later times described by (8&l), with 
perhaps a phase shift; or (3) it could attach itself to the moving pole and take 
on the character of (8.38). Undoubtedly, it would be most useful to find a 
physical system which may be described by (8.37), as it is necessary to find a 
rational means of deciding how to eliminate the element of nonuniqueness 
associated with these systems. 
9. CAUSALITY 
For all cases with singular dispersion relations, the corresponding differential 
equation (for example, (7.8)) is hyperbolic-parabolic in nature and one expects 
that it may exhibit causal properties. If 4(x, t) and r(x, t) are both identically 
zero for x < a, at the initial time, then we can show (see [6, Appendix 51) 
that 6(t) e-2itaL is analytic in the upper half plane. The inversion formulas which 
reconstruct r(x, t) and 4(x, t) f rom the scattering data involve linear integral 
equations with unique solutions (under suitable restriction on r and Q) where 
the nonhomogeneous terms are of the form 
(9.1) 
which may also be written 
1 n =- 
I [ 
W e-2itaL 
27r -= 45) e 1 
-ic(z-20L) d5 _ . N t C flje-ibl’. (9.2) 
j=l 
Now, if 6(t) e-2icaL/u({) is an analytic function in the upper half <-plane and is 
bounded as j 1 j -+ 00, for Im 5 > 0, then we may evaluate G(z) by closing the 
contour by a semicircle in the upper half plane as long as z < 2aL . Under 
these conditions G(z) = 0. Thus if p(x, o) = r(x, 0) = 0 for x < uL , then 
6([, 0) e-2itaL/u([, 0) is analytic Im 5 > 0. But 
6([, t) 
me 
-!&gnL _ 4-9 0) e-2icaLe2m’. 
a(51 0) 
(9.3) 
Thus if M(t) is analytic and bounded as 1 5 / - cc for Im 5 > 0, G(2x) and 
hence a(~, t) and r(x, t) are zero for all time when x < uL . This provides a 
necessary and sufficient condition for a system to be causal. If M(t) --f iU< as 
4 -+ co, then the system is still causal, and G(z) = 0 for x < uL - Ut. 
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For example, in the problem of coherent pulse propagation, the dispersion 
relation is 
M(5) = l/4@ + $4, (9.4) 
which satisfies all the stated requirements and the result holds. 
However, it is clear for (9.3) that if n/r(<) h as a pole in the upper half <-plane, 
then this pole is an essential singularity of (b/u) e-2itaL, and in order to apply 
the previous argument, (6/a)([, 0) e- Zzra~ and all its <-derivatives would have 
to vanish at the pole. 
To see this in another way, let M(t) = w(c) have a pole at [, Im [ = 0. Then 
the evolution equation is, from (7.3), 
yt [I c 4i +21c12 -- 4t 40 [ 4bl 1a 
Now if Y  = q = 0, for x < aL , then for x < a, , 
yt 
[I A!- [“I q%, 0) e+2M(ate-2iFaLe-2i~(x-a~). 4t = - u(t) 1 
(9.5) 
In order for qt = 0, it is necessary for 6([, 0) to be zero. Suppose then 6(l) CC 
(5 - [)n in the neighborhood of [. Then differentiating qt with respect to t, 
n-times, we would find 
-g&o, 
and thus q will grow, albeit very slowly, for x < aL . Thus if M(c) has a pole in 
the upper half plane, the system is only causal if 6(c) (and b(c) if q = Y  = 0 for 
some x > aR) and all its [-derivatives are zero at the pole of M(c). 
For the sine-Gordon equation, M = 1/4i[; in this case the pole lies on the 
real axis, and a special situation prevails. We have already seen that it is necessary 
for b(0) = 6(O) = 0. H owever, this is all that is required because, using the 
Riemann-Lebesque theorem, the part of the integral in G(z) along the real 5 
axis in an E neighborhood of 5 = 0 gives zero contribution. But for t < 0, the 
contribution of this integral along a semicircle &’ = &, 0 < 8 < rr is also zero, 
since 
sin e i cos et 
exp [ 
-t---- 
RE lit- 1 
is exponentially small. Therefore in the expression for G(Z), the integral along 
the real axis can be replaced by an integral along the real axis indenting over the 
essential singularity at 5 = 0. Then the previous arguments hold and the system 
is causal. We emphasize that nowhere in this last argument have we depended 
on any analytic properties nor have we used the Cauchy theorem. 
607/31/I-7 
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APPENDIX A 
From (3.4) and (3.12) we have that 
where 
and 
ut = rt 
[ I --Qt 
(AIB)=jm ABdx. 
--m 
VW 
@lb) 
VW 
(Al 4 
(Ale) 
(Al f) 
From Ref. [9], the closure relation for the states given in (3.12) and (3.13) is 
where I = [i “11 and 6(x) is the Dirac delta function. The nonzero inner products 
between these states and their adjoints are [9] 
VA, t I Y 5’) = -ma2(c-) S(S - 0, @4a) 
PA, E I Y s’> = +~~2(5) qt - 49 (-44b) 
cXiA 1 lu,) = (YjA 1 xk) = -gi(t2;)2 Ski, (A4c) 
(xjA 1 xk) = -&ia~a&~, (A44 
(zj” [ F&A) = (FjA 1 Xk) = -&i(ZJ2 Sk’, @4e) 
(R,A 1 ZK) = -gqi;s,j. b44f) 
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When the potentials Y and q are on compact support, (A3) can be simplified to 
[91 
G45) 
where the contour C (C) extends from 5 = - co to [ = + co and passes under 
(over) all zeros of a([) (a({)). With compact support,one can also give the “cross” 
states [9] 
M7 4 3;dL 4 
m x, = [$&, x) tj&, x) I ’ (A64 
PA@> 4 = m5,4 ML49 -w 4 4457 41, Wb) 
in terms of (3.12) and (3.13) by 
for [ lying between C and C. 
These states satisfy the equations 
(L - 5) ‘u(l) = (L - 5) Y(S) = 0, (A84 
(LA - r;)[u”(r;)]’ = (LA - 5)pA(511T = 0, Wb) 
(L - I&) Yj = (L - (j) Fj = 0, ww 
(LA - Cf)(YjA)T = (LA - Q(Pj”)’ = 0, (A84 
(L - 5j) xj = ‘yi , (L - Cj> Rj = % , Me) 
(LA - Si>(Xi”)’ = (qA)T, (LA - Q(p)’ = (‘PjJy VW 
(L - 5)W) = -$[‘,l, (A94 
(LA - 5)PW’ = ; i [ $1, (-Qb) 
where T designates the matrix transpose, and the operator L and its adjoint are 
given by 
i 
;x-2nJ’wdry -- 
L=& 22 
--2q j- dr q 1: 
2Y 
s 
mdyr 
z 
&+2rj-=hq 
0 1 
, (AlOa) 
a 5 -- 
LA = -!- ax 
! 
2r s dr q 
2i 
-a 
2~ j-1 dy y 
’ --2q j-’ dyq -&+2qsx dyr 
(AlOb) 
-cc --m 
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Note from (A7) and (A9) that we can obtain the potentials r and 4 directly from 
the squared eigenstates and the scattering data, since 
(Alla) 
(Allb) 
APPENDIX B 
In this appendix, we determine the action-angle variables in scattering space 
by use of the closure relation, (A3). To do so, we first obtain the variations in 
the scattering data due to variations in the potentials. Then by the closure 
relation, we can invert this to obtain the variations in the potentials due to 
variations of the scattering data. Upon constructing the simplectic form for the 
potentials, we can also obtain it in terms of scattering data by use of the ortho- 
gonality relations, (A4). 
First, in a manner similar to the derivation of (3.3), we have, from definitions 
(3.12) and (3.13), that for 5 real 
a(%, = -~<Y~,SV), 
s ; = -&pAIGV), ( 1 
forj = 1, 2 ,..., N, 
and for j = 1, 2 ,..., m, 
where we define 
w a> 
@lb) 
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Thus by the closure relation, (A3), 
Similarly, we also have for 8 real, 
(B3) 
PW 
Wb) 
forj = 1, 2 ,..., N, 
Vj = & CsVA I Xi> - & CsVA I ul,>, PW 
and for j = 1, 2 ,..., N, 
s& = &(SVA j iu,), We) 
Wf) 
where 
Thus 
SVA = 1” f f !  [FAS (;) - yAS ($)I 
-cc il 
+ 2; $ [yjASflj + XjA~jS~f] 
j=l 
+ 2i 2 [FjASpj + zjA/ljScj]. 
j=l 
P-w 
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Now by (A4), the simplectic form is 
(” Sr A Sqdx = &(SVA 1 A 1 SV) 
J-CO 
=$ I 
--i ; [U;b,@?, A 8gj + 2 8cj A 6 (+)I 
j=l I 3 
--i 5 [~$6~8a A 8cj + $8cj A 6 (+)I, 037) 
j=l I 
which, when & = (b&-l, pj = (& , uj)-‘, and (2.3) are used, gives 
6r A 6q dx = df 6 In b A S In ah 
+ f 2iS ln b, A Scj + 5 2iS ln sj A S& . 
j=l j=l 
(BS) 
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