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Abstract
We study several versions of a quantum steganography problem, in which two legitimate parties attempt to
conceal a cypher in a quantum cover transmitted over a quantum channel without arising suspicion from a warden
who intercepts the cover. In all our models, we assume that the warden has an inaccurate knowledge of the quantum
channel and we formulate several variations of the steganography problem depending on the tasks used as the cover
and the cypher task. In particular, when the cover task is classical communication, we show that the cypher task
can be classical communication or entanglement sharing; when the cover task is entanglement sharing and the main
channel is noiseless, we show that the cypher task can be randomness sharing; when the cover task is quantum
communication and the main channel is noiseless, we show that the cypher task can be classical communication. In
the latter case, our results improve earlier ones by relaxing the need for a shared key between the transmitter and the
receiver and hold under milder assumptions on the cover quantum communication code.
I. INTRODUCTION
In steganography, two parties seek to embed information within an innocent looking message without being
detected by an unwanted party. The well-known example is that of two prisoners, Alice and Bob, who aim at
developing an escape plan (cyphertext) through a permissible communication (covertext). The resulting message
(stegotext), which is a combination of cyphertext, covertext, and possibly of a shared secret key, shall be made
available to a warden Willie and should be almost indistinguishable from the covertext. While this fictional
example illustrates the main motivation behind the problem, the advent of the digital age has opened several
real opportunities to conceal information, including the embedding of messages in digital images and texts as
well as telecommunication networks. Applications of modern steganography are now numerous and range from
copyright protection to malicious activities. The importance of such applications has led to the formalization of
steganography using sound cryptographic principles and the development of both steganography methods and their
countermeasures [1].
The classical information-theoretic limits of information-hiding and steganography have been studied using
different measures of “hiding.” The measures include average distortion between the covertext and the stegotext [2],
[3] as well as relative entropy between the distributions of the covertext and stegotext [4], [5], which essentially
controls the performance of the warden’s optimal detector. More recently, these ideas have also been applied in the
context of covert and stealth communications [6], [7]. The main insight derived from these works is the precise
characterization of the number of covert bits that can be embedded in the covertext while remaining undetectable
by Willie and of the number of secret key bits required by Alice and Bob to achieve this goal. The number of
covert bits is sensitive to modeling assumptions, in particular to whether Willie knows the covertext or whether
there is noise in the system. The authors of [8] have shown that reliable and covert transmission of O(n) bits
of information is possible in n uses of an Additive White Gaussian Noise (AWGN) channel when the warden
has uncertainty about the noise power of the channel. The authors of [9], [10] have moreover considered covert
communication when friendly nodes transmit artificial noise and have proved that covert transmission of positive
rates is possible. Another situation in which covert communication with positive rate was shown to be possible is
the transmission from a relay node to a destination when the source is uncertain regarding the forwarding strategy
of the relay node [11].
Concurrently, the quantum description of physical devices used in information processing tasks has made us
re-think communication and computation problems from two perspectives. First, one can use the limits imposed by
quantum mechanics to devise enhanced solutions to hard problems in the classical world. For example, quantum
key distribution offers unconditional security for classical communication while most classical solutions rely on
assumptions regarding the computational power of the adversary. Second, one often encounters new challenging
problems in a quantum setting, such as entanglement generation, which plays a role in intriguing applications such
as quantum teleportation and super dense coding. Returning to the problem of steganography, one can extend the
classical formulation to encompass both these aspects. That is, in addition to leveraging the quantum nature of the
communication channel to perform classical steganography, one can ask for new paradigms to hide various quantum
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TABLE I
X NOISY MAIN CHANNEL X NOISELESS MAIN CHANNEL
Cypher
Cover CC ES QC
CC X X
CRS X
ES X
information processing tasks. Alice and Bob could for instance conceal a classical message within a quantum error
correcting code used to mitigate the quantum noise of a quantum computer. Because of the unique nature of
quantum states and channels, quantum steganography is in principle richer than classical steganography [12], and
much efforts have been devoted to characterize how much information can be embedded into various quantum
channels with or without noise [13], [14], [15], [16], [17], [18], and to assess how much key is required to achieve
the task.
We revisit here the model of quantum steganography put forward in [18], [16], which assumes that the warden has
inaccurate knowledge of what the channel is. Specifically, we assume that the warden’s knowledge of the channel
is a degraded version of the real channel, which can be achieved by intentionally cascading another channel at the
transmitter. We develop and analyze several quantum steganography protocols and obtain the following four results
summarized in Table I.1
1) When the cover protocol consists in communicating classically over a quantum channel, we show that, in
addition to the cover classical message, a cypher classical message can be transmitted (Theorem 1).
2) When the cover protocol consists in communicating classically over a quantum channel, we show that, in
addition to the cover classical message, entangled qubits can be generated. (Theorem 2).
3) When the cover protocol consists in sharing entanglement and the channel is noiseless, we show that legitimate
parties can share entanglement as well as classical randomness (Theorem 3).
4) When the cover protocol consist of a quantum communication and the channel is noiseless, we show that, in
addition to the cover quantum message, a cypher classical message can be transmitted (Theorem 4).
In all aforementioned results, the observed channel output state when the stego protocol is executed over the true
channel resembles the observed state when the cover protocol is executed over the channel expected by the warden.
Unlike earlier results [14], [18], [16], we show that no shared key is required to run the stego protocol when the
channel is noiseless. This is achieved through the use of a random encoder obtained from privacy amplification and
source coding with side information techniques similar to [20], [21]. Furthermore, we relax the assumption on the
cover code in [18] that “on a valid codeword in the QECC, the typical errors all have distinct error syndromes, and
act as unitaries that move the state to a distinct, orthogonal subspace,” by relying on one-shot coding results. Our
main results are not single-letterized because of the arbitrary structure of the cover code; however, we specialize
our results to certain classes of codes and obtain single-letter expression for those examples.
The remainder of the paper is organized as follows. We introduce our notation in Section II. We formulate
different information process protocols over a quantum channel and define our problem in Section III. We state
our main theorems in Section IV. We next calculate the rate of the cypher protocol for specific instances of cover
protocols in Section V. We finally prove the main theorems in Section VI.
II. NOTATION
We assume that all systems (e.g., A) are described by finite-dimensional Hilbert spaces (e.g., HA). Let 1A be the
identity map on HA. B(HA) denotes the set of all bounded linear operators from HA to HA, P(HA) denotes the
set of all positive operators in B(HA), and D(HA) denotes the set of all density operators on HA. For X ∈ B(HA),
the trace norm of X is ‖X‖
1
, tr
(√
X†X
)
, and ν(X) denotes the number of distinct eigenvalues of X . The
fidelity between two density operators ρA and σA is defined as F (ρA, σA) ,
∥∥√ρA√σA∥∥21. A quantum channelNA→B is a linear trace-preserving completely positive map from B(HA) to B(HB). Let idA be the identity channel
on B(HA) and ∅A be the channel that maps all states in D(HA) to the trivial state in a one-dimensional state.
Suppose that ρXB =
∑
x PX(x)|x〉〈x| ⊗ ρxB is a classical-quantum (cq) state. We recall two versions of Re´nyi
quantum mutual information [22] for a 6= 0,
ℵa(X;B)ρ , −
1
a
log
(
tr
(
ρXB(ρX ⊗ ρB) a2 ρ−aXB(ρX ⊗ ρB)
a
2
))
, (1)
1Please note that item 1, 3, and 4 are included in the conference version [19] without detailed proofs.
ia(X;B)ρ , −
1
a
log
(∑
x
PX(x)tr
(
(ρxB)
1−aρaB
))
. (2)
We also define the Re´nyi quantum entropy as Ha(ρ) , − 1a log tr
(
ρa+1
)
[22]. These quantities are approximated
by the Holevo information when ρ and N have a product structure and are useful to express the coding theorems
for cq channels [22], [23], [24].
For a positive integer M , letH(M) denote the M -dimensional space spanned by the orthonormal basis {|1〉, · · · , |M〉}.
We also define id(M)(ρ) , ρ and id(M)(ρ) ,
∑M
i=1 |i〉〈i|ρ|i〉〈i| for ρ ∈ D
(H(M)). Furthermore, we define the
perfectly entangled and the perfectly classically correlated states
|Φ(M)〉 , 1√
M
M∑
i=1
|i〉 ⊗ |i〉 ∈ H(M) ⊗H(M) (3)
Φ
(M) , 1
M
M∑
i=1
|i〉〈i| ⊗ |i〉〈i| ∈ D
(
H(M) ⊗H(M)
)
. (4)
III. PROBLEM FORMULATION
Suppose that Alice and Bob are connected by a quantum channel NA→B : B(HA)→ B(HB) and use the channel
n times to run a protocol, which could be a combination of four primary tasks (classical communication, quantum
communication, randomness sharing, and entanglement sharing), as defined next.
• Classical Communication: Alice wishes to reliably transmit a classical message W uniformly distributed overJ1,MK. A code consists of a function f : J1,MK → D(H⊗nA ) for Alice to encode message w into an input
state ρwAn , f(w) and a POVM Λ = {Λw}w∈J1,MK for Bob to decode W . We call the code an (M, )CC
classical communication code, if we have 1M
∑M
w=1 tr (Λ
wN ⊗nA→B(f(w))) > 1 − . The induced output state
is 1M
∑M
w=1N ⊗nA→B(f(w)).
• Quantum Communication: Alice wants to transmit a quantum state ρW acting on an M -dimensional Hilbert
space HW , H(M). Alice encodes ρW using an encoder EW→An and transmits it over n uses of NA→B . Bob
decodes ρW by applying a decoder DBn→W to his received state. A code (EW→An ,DBn→W ) is an (M, )QC
code if
min
ρW∈D(HW )
F (ρW , (DBn→W ◦ N ⊗nA→B ◦ EW→An)(ρW )) > 1− . (5)
A more stringent notion of reliability is that the code recovers most of the error operators applied by the
channel. Formally, we call a code (EW→An ,DBn→B) an (M, )QCR code, if there exists a decomposition
N ⊗nA→B = N˜An→Bn + ˜˜NAn→Bn such that DBn→W ◦ N˜An→Bn ◦ EW→An = c idW for c > 1− . The induced
output state is N ⊗nA→B(EW→An(ρW )) when the message is ρW .
• Randomness Sharing: Alice and Bob desire to share a classical random variable Φ(M). Let HA˜ = HB˜ ,
H(M). Alice prepares a state ρA˜An over the Hilbert space HA˜⊗H⊗nA and transmits ρAn to Bob over n uses of
the channel NA→B . Bob applies a decoder DBn→B˜ to his received state N ⊗nA→B(ρAn) to obtain the state ρB˜
acting on the Hilbert space HB˜ . The joint state ρA˜B˜ , (idA˜⊗ (DBn→B˜ ◦N ⊗nA→B))(ρA˜An) is their final shared
randomness. A code (ρA˜An ,DBn→B˜) is called an (M, )RS randomness sharing code if F (Φ
(M)
, ρA˜B˜) > 1−.
The induced output state is N ⊗nA→B(ρAn).
• Entanglement Sharing: Alice and Bob want to share the entangled state Φ(M). An (M, )ES code is defined
in the same way as a randomness sharing protocol except that the final desired state is Φ(M). The induced
output state is defined similarly to that of randomness sharing.
In the resource framework formulated in [25], these four protocols correspond to the simulation of id
(M)
, id(M),
Φ
(M)
, and Φ(M) with n uses of NA→B . Alice and Bob can in principle desire to perform any combination of
these four protocols over n uses of the channel NA→B . We formalize only the combinations for which we develop
results, i.e., classical communication / quantum communication, entanglement sharing / randomness sharing, and
entanglement sharing / classical communication.
• Quantum and Classical Communication: Alice wants to transmit a quantum state ρW over an M -dimensional
spaceHW , H(M) and an independent classical message W uniformly distributed over J1,MK. When W = w,
she encodes ρW using the encoder EwW→An . Bob decodes the messages using a decoder DBn→WW . The code
is called an (M,M, )QC-CC code if for any ρW , we have
1
M
∑
w
tr
(|w〉〈w|(DBn→W ◦ N ⊗nA→B ◦ EwW→An)(ρW )) > 1− , (6)
N⌦nA!B
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Fig. 1. Willie’s expectation (top) and true communication (bottom)
and for all w ∈ J1,MK, (EwW→An ,DBn→W ) is an (M, )QCR code. The induced output state is 1M ∑Mw=1N ⊗nA→B(EwW→An(ρW ))
when the quantum message is ρW .
• Entanglement and Randomness Sharing: Alice and Bob want to share the state Φ(M)⊗Φ(M). An (M,M, )ES-RS
code is defined in the same way as a randomness sharing protocol except that the final desired state is
Φ(M) ⊗ Φ(M). The induced output state is defined similarly to that of randomness sharing.
• Classical Communication and Entanglement Sharing: Alice wants to transmit a classical message W
uniformly distributed over J1,MK and share the entangled state Φ(M) with Bob. Let HA˜ = HB˜ , H(M) and
HW , H(M). A code consists of an encoder f : J1,MK→ HA˜ ⊗HAn and a decoder DBn→WB˜ . Given the
classical message W = w, Alice prepares f(w) and sends the subsystem An over n uses of NA→B . Bob
applies DBn→WB˜ to his received state. We call (f,DBn→WB˜) an (M,M, )CC−ES code if
1
M
∑
w
〈w|DBn→W ◦ N ⊗nA→B(trA˜(f(w)))|w〉 > 1− , (7)∥∥∥∥∥ 1M ∑
w
(idA˜ ⊗ (DBn→B˜ ◦ N ⊗nA→B))(f(w))− Φ(M)
∥∥∥∥∥
1
6 . (8)
The induced output state is 1M
∑M
w=1N ⊗nA→B(trA˜(f(w))).
All these protocols can be enhanced with a shared secret classical key S uniformly distributed over J1,KK, which
can help Alice and Bob induce a specific output state. As depicted in Fig. 1, Willie expects Alice and Bob to
execute a protocol Pc, which is called the cover protocol and is known to Willie. However, Willie has an inaccurate
estimation of the channel and believes that the channel between Alice and Bob is NA→B ◦ MA→A, which is a
degraded version of the true channel NA→B . We assume that running the protocol Pc induces the quantum state
ρcBn at the output of N ⊗nA→B◦M⊗nA→A. The objective is for Alice and Bob to run a stego protocol Ps, which performs
the task of Pc together with another task and induces a state ρsBn at the output of N ⊗nA→B such that ‖ρcBn − ρsBn‖1
is small. The added tasks can be any of the tasks listed earlier. We focus on four of these as summarized in Table I
and detailed next.
IV. MAIN RESULTS
We state our main results in this section, and all proofs are relegated to Section VI. We first show that if the
cover protocol is a classical communication code, the stego protocol could be a classical communication code with
a higher rate, equivalent to sending a cypher classical message in addition to the cover classical message.
Theorem 1 (classical communication / classical communication). Let the cover protocol be an (M, )CC code (f,Λ)
for N ⊗nA→B ◦M⊗nA→A inducing the output state ρcBn . We define ρwBn , N ⊗nA→B ◦M⊗nA→A(f(w)) for w ∈ J1,MK.
• Suppose that HA = HB and NA→B = idA, i.e., the true channel from Alice to Bob is noiseless. For
any ζ > 0, there exists an (MM, ζ + 2
√
ζ + )CC stego protocol inducing the output state ρsBn such that
‖ρsBn − ρcBn‖1 6 ζ provided that
logM 6 min
w∈J1,MK supa∈]0,1[Ha(ρwBn)−
4
a
log
2
ζ
. (9)
• Suppose that the channel NA→B is noisy. Let σ1XAn , · · · , σMXAn be cq states such that upon defining σwXBn ,
(idX ⊗N ⊗nA→B)(σwXAn), we have trX(σwXB) = ρwBn for all w ∈ J1,MK. Let ζ, ξ ∈]0, 1[ be fixed and M and
K be positive integers such that logM 6 minw logMw where
logMw , sup
a∈]0,1[
[
ℵa(X;Bn)σw −
1
a
log ν(σwX ⊗ σwBn)−
4
a
log
12
ζ
]
(10)
and
logK > max
w
{
inf
a<0
[
ia(X;Bn)σw + log ν(ρ
w
Bn) +
(
2− 2
a
)
log
12
ξ
]
− logMw + 1
}
. (11)
There exists an (MM, ζ + 2
√
ξ + )CC code with logK bits of required common randomness inducing the
output state ρsBn such that ‖ρsBn − ρcBn‖1 6 ξ.
Remark 1. We assume for simplicity that the cover message is uniformly distributed, but the proof holds for all
distributions on the cover message.
Remark 2. The arbitrary choice of σ1XAn , · · · , σMXAn in the second part of Theorem 1 is an essential part of
most of the channel coding results, for example the choice of the channel input state in the definition of the
Holevo information of a quantum channel [26, Definition 13.3.1]. We need however an additional requirement
trX(σwXB) = ρ
w
Bn to control the channel output statistics.
We next show that if the cover protocol is a classical communication code, we can use a stego protocol to share
entanglement and communicate classically. We introduce the following two definitions to express our results. In
the first definition we introduce a shorthand for the result of Theorem 1. It shall help us compactly state the next
theorem as we use the stego protocol of Theorem 1 as a sub protocol in our stego protocol of Theorem 2.
Definition 1. Let us fix ξ = ζ in the second part of Theorem 1. For an encoder f and positive number ζ, let
logM
CC
(f, ζ) and logKCC(f, ζ) be the number of bits of the cypher message and the number of required key
bits, respectively, in the stego protocol of Theorem 1. Note that these quantities are well-defined, because the right
hand side of (9), (10), and (11) only depends on f , ζ, and ξ when the channel is fixed.
We next introduce a notation for the maximum amount of entanglement that can be distilled from an arbitrary
shared quantum state using local operations and classical communication, known as the entanglement distillation
problem.
Definition 2. Let Alice and Bob share ρAB and HA˜ = HB˜ , H(M). An entanglement distillation protocol consists
of an encoder EA→CA˜ and a decoder DBC→B˜ such that the output of EA→CA˜ is always a cq state. Alice appliesEA→CA˜ to ρA to obtain a cq state ρCA˜ and transmits C to Bob over a noiseless channel. Bob applies DCB→B˜ to
his subsystem B and the received classical message C. The code (EA→CA˜,DCB→B˜) is called an (M,L, ρAB , )ED
code if dimHC = L and ∥∥∥(idA˜ ⊗DCB→B˜) ◦ (EA→CA˜ ⊗ idB)(ρAB)− Φ(M)∥∥∥
1
6 . (12)
We further define Ed(ρAB , L, ) , max
{
M : ∃ (M,L, ρAB , )EDcode
}
.
When ρAB is pure, it is known [27] that lim→0 limn→∞
logEd(ρ
⊗n
AB ,2
Θ(logn),)
n = H(A)ρ.
Theorem 2 (classical communication / entanglement sharing). Let the cover protocol be an (M, )CC code (f,Λ)
for N ⊗nA→B ◦M⊗nA→A inducing the output state ρcBn . Further assume that f(w) = f1(w)⊗ f2(w) for two functions
f1 : J1,MK → D(H⊗n1A ) and f2 : J1,MK → D(H⊗n2A ) where n = n1 + n2. Let |φw〉RAn1 be a purification of
M⊗n1A→A(f1(w)) and σwRBn1 , idR⊗N ⊗n1A→B(|φw〉〈φw|RAn1 ). For any ζ > 0, there exists an (M,M, 2ζ+2
√
+ ζ+
2
√
ζ + 2
√
+ ζ)CC−ES stego protocol inducing the output state ρsBn such that ‖ρsBn − ρcBn‖1 6 ζ provided that
M 6 minw∈J1,MKEs(|φ〉wRBn1 ,MCC(f2, ζ), ζ).
The stego protocol requires logM
CC
(f2, ζ) + logK
CC(f2, ζ) bits of shared key.
Remark 3. Our assumption that f(w) decomposes as f1(w)⊗f2(w) for all w holds for common codes for classical
communication over quantum channels such as [29].
We next show that if the cover protocol is an entanglement sharing code, there exists a stego protocol that shares
both entanglement and classical randomness.
Theorem 3 (entanglement sharing / classical randomness sharing). Let the cover protocol be an (M, )ES code
(ρA˜An ,DBn→B˜) for N ⊗nA→B ◦ M⊗nA→A inducing the output state ρcBn . If HA = HB and NA→B = idA, for any
ζ > 0 and M , there exists an (M,M, (√ + ζ)2)ES-RS2 stego protocol inducing the output state ρcBn such that
ρsBn = ρ
s
Bn if
logM 6 sup
a∈]0,1[
(
Ha((idA˜ ⊗M⊗nA→A)(ρA˜An))−
4
a
log
2
ζ
)
. (13)
Finally we show that a cover protocol for quantum communication can be converted into a quantum and classical
communication stego protocol.
2We have claimed the existence of an (M,M, (
√
2− 2+ζ)ES-RS stego protocol in [19] because of an unfortunate mistake in our calculations.
Theorem 4 (quantum communication / classical communication). Let the cover protocol be an (M, )QCR code
(EW→An ,DBn→W ) inducing the output state ρcBn . Suppose that EW→An = VW→AnρWV †W→An where VW→An
is an isometry. If HA = HB and NA→B = idA, for all ζ > 4
√
, there exists an (M,M,max(ζ, ))QC-CCR stego
protocol inducing the output state ρsBn such that ‖ρsBn − ρcBn‖1 6 2+ ζ,3 provided that
logM 6 sup
a∈]0,1[
Ha
(
McA→A⊗n
(
EW→An
(
1
M
1W
)))
− 4
a
log
2
ζ/2− 2√ , (14)
where McA→A is the complementary channel of MA→A.
V. EXAMPLES
A. Classical Codes with Product Structure
Definition 3. Let k and ` be positive integers, and ρ1Ak , · · · , ρ`Ak ∈ D(H⊗kA ). We say that an encoder f : J1,MK→
D(H⊗nA ) has a product structure with respect to Pk,` , {ρ1Ak , · · · , ρ`Ak}, if n is divisible by k and for all w ∈ J1,MK,
we have f(w) = ⊗n/ki=1σi where σ1, · · · , σn/k ∈ Pk,`.
Remark 4. Definition 3 is useful when n/k  1. Several explicit constructions of classical codes for quantum
channels are in this regime [29]. Moreover, from the standard random coding arguments, codes with large n/k
achieve the classical capacity of any quantum channel.
Considering the cover classical communication code described in Theorem 1, we simplify the expressions for the
rate of the cypher message provided that the cover code has a product structure and n/k is large enough. Let δ > 0
and let the classical communication code have a product structure with respect to Pk,`. There exist an integer m
depending on Pk,`, ζ, δ > 0 such that if n/k > m the following two propositions hold.
Proposition 1. For a noiseless channel, the number of bits of the cypher message is at least nk
(
minρ∈Pk,` H(M⊗kA→A(ρ))− δ
)
.
For a noisy channel, the number of bits of the cypher message is at least nk
(
infρ∈Pk,` supσXBk :trX(σXBk )=ρ I
(
X;Bk
)
σ
− δ
)
,
using a shared secret key of δn bits.
Proposition 2. For a noiseless channel, the number of entangled qubits that the stego protocol of Theorem 2 would
generate is at least nk
(
minρ∈Pk,` H(M⊗kA→A(ρ))− δ
)
. The required number of shared secret key bits is O(log n).
B. Gaussian States
Although we have assumed so far that all Hilbert spaces are finite dimensional, the proof of the first part of
Theorem 1 carries over to infinite dimensional spaces since the leftover hash lemma still holds for such a setting.
Gaussian channels form an important class of infinite dimensional channels, which models optical channels. Let
A and B be single mode bosonic systems, NA→B be noiseless, MA→A be a Gaussian channel, and f(w) be
a Gaussian state for all w. Denoting the symplectic spectra of ρBn by (νw1 , · · · , νwn ), we have [30, Eq. (108)]
Ha(ρwBn) = −
∑n
i=1 log (η1+a(ν
w
i ))
a , where ηα(x) , 2α/((x + 1)α − (x − 1)α). The number of bits of the cypher
message would then be
logM = min
w∈J1,MK supa∈]0,1[−
∑n
i=1 log (η1+a(ν
w
i ))
a
− 4
a
log
2
ζ
. (15)
We now suppose that the cover code uses a binary modulation, i.e., for two states ρ0A and ρ
1
A, we have f(w) =
⊗ni=1ρxw,iA for all w ∈ J1,MK. Let ν0 and ν1 be the symplectic eigenvalue of MA→A(ρ0A) and MA→A(ρ1A),
respectively, with ν0 6 ν1. Upon defining r , minw∈J1,MK∑ni=1 xw,i, we have
logM = sup
a∈]0,1[
− (n− r) log
(
η1+a(ν
0)
)
+ r log
(
η1+a(ν
1)
)
a
− 4
a
log
2
ζ
. (16)
We plot the rate of the cypher message for n = 106, r = n/2, ζ = 10−3 in Fig. 2.
3Note that ρsBn and ρ
c
Bn depend on ρW , and this inequality should hold for all choices of ρW .
20 40 60 80 100
ν1
30
35
40
45
50
lo
g(
M
)/
n
ν0 = 1
ν0 = 10
Fig. 2. Rate of the cypher message vs the symplectic eigenvalues of MA→A(ρ0A) and MA→A(ρ1A), ν0 and ν1
C. Quantum Codes of [18]
Consider a Kraus representation {Fj}j∈J ofMA→A such that tr
(
F †j Fj′
)
= 1{j = j′} dj . This defines a Kraus
representation {Fj}j∈Jn forM⊗nA→A, where Fj , Fj1⊗· · ·⊗Fjn . Let T be the typical subset of Fj , Fj1⊗· · ·⊗Fjn
as defined in [31]. If Π is the projector onto the sub-space of inputs defined by the code, we assume that for all
Fj ∈ T, we have FjΠ = pjUjΠ, where pj = pj1 × · · · × pjn for a probability distribution {pj} on J , and
Uj = Uj1 ⊗ · · · ⊗ Ujn for unitaries {Uj} on HA.
Proposition 3. For all δ > 0 and n large enough, we have
sup
a∈]0,1[
Ha
(
McA→A⊗n
(
EW→An
(
1
M
1W
)))
> n
−∑
j
pj log pj − δ
. (17)
D. Random Quantum Codes
Proposition 4. Let S be a random M -dimensional subspace of H⊗nA distributed according to the Haar measure,
and Π denote the projector onto S. Let MA→A be a quantum channel with an isometric extension VA→AE . For
all δ > 0, there exists n large enough such that
ES
(
sup
a∈]0,1[
Ha
(
McA→A⊗n
(
Π
M
)))
> n
(
log min(rank
(
trA(V V †)
)
, rank
(
trE(V V †))
)− δ) (18)
Proof: Let |g1〉, · · · , |gM 〉 be M random independent Gaussian vectors in H⊗nA as defined in [32]. Since the
distribution of span(|g1〉, · · · , |gM 〉) is the same as the distribution of S by [32], we take S = span(|g1〉, · · · , |gM 〉).
Defining G ,
∑M
j=1 |gj〉〈gj |, the vectors {|φj〉An , G−
1
2 |gj〉}j∈J1,MK form an orthonormal basis for S. One can
check that |ψj〉AnEn , VA→AE |φj〉 has a uniform distribution over all unit vectors in (rangeV V †)⊗n. Therefore,
we have
ES
(
Ha
(
McA→A⊗n
(
Π
M
)))
(a)
= ES
Ha
 1
M
M∑
j=1
McA→A⊗n
(|φj〉〈φj |)
 (19)
> 1
M
M∑
j=1
ES
(
Ha
(McA→A⊗n(|φj〉〈φj |))) (20)
=
1
M
M∑
j=1
ES
(
Ha
(
ψjEn
))
(21)
(b)
> n log rank
(
trA(V V †)
)
+ n log rank
(
trE(V V †)
)
− 2 log
(√
rank(trA(V V †))
n
+
√
rank(trE(V V †))
n
)
(22)
> n log min(rank
(
trA(V V †)
)
, rank
(
trE(V V †))
)− log 2, (23)
where (a) follows from the concavity of Re´nyi entropy, and (b) follows from the bound in the proof of [33, Lemma
III.1].
VI. PROOFS
A. One-shot Results
In this section, we develop one-shot coding results stated in terms of Re´nyi mutual information. We shall specialize
them to prove our main results in Section VI-B. We first derive an achievability result stating that there exists a
classical communication code for a cq channel inducing a pre-specified state at the output. Our proof is based on
combining quantum channel coding and channel resolvability results.
Lemma 1. Let ρXB =
∑
x∈X PX(x)|x〉〈x| ⊗ ρxB be a cq state. Let M and K be positive integers. For each
s ∈ J1,KK, there exist an encoding function gs : J1,MK→ X and a POVM Γs = {Γws }w∈J1,MK such that
1
MK
K∑
s=1
M∑
w=1
tr
(
Γws ρ
gs(w)
B
)
> 1− , and
∥∥∥∥∥ 1MK
K∑
s=1
M∑
w=1
ρ
gs(w)
B − ρB
∥∥∥∥∥
1
6 δ, (24)
provided that
logM 6 sup
a∈]0,1[
[
ℵa(X;B)ρ −
1
a
log ν(ρX ⊗ ρB)− 4
a
log
12

]
, (25)
and
logMK > inf
a<0
[
ia(X;B)ρ + log ν(ρB) +
(
2− 2
a
)
log
12
δ
]
. (26)
Proof: We consider K independently generated random encoders Gs : J1,MK→ X where Gs(1), · · · , Gs(M)
are independent and identically distributed (i.i.d.) according to PX . By [24, Theorem 1], for all  > 0, there exists
a POVM such that
EGs
(
1
M
M∑
w=1
tr
(
Γws ρ
Gs(w)
B
))
> 1− , (27)
if logM 6 D/2H (ρXB‖ρX ⊗ ρB) − log 1 − 4 where DH(ρ‖σ) , − log infQ:06Q61,tr(Qρ)>1− tr (Qσ). By [34,
Theorem 2], for all γ > 0, there exists an operator 0 6 Q 6 1XB such that for all a ∈]0, 1[,
tr (Q(ρX ⊗ ρB)) 6 ν(ρX ⊗ ρB)e−ℵ
a(X;B)ρa−γ(1−a) (28)
tr ((1XB −Q)ρXB) 6 ν(ρX ⊗ ρB)e−ℵ
a(X;B)ρa+γa. (29)
Choosing γ = ℵa(X;B)ρ − a−1(log ν(ρX ⊗ ρB) + log 2/) yields that
D
/2
H (ρXB‖ρX ⊗ ρB)− log
1

− 4 > ℵa(X;B)ρ −
1
a
log ν(ρX ⊗ ρB)− 1
a
log
2

− log 1

− 4
> ℵa(X;B)ρ −
1
a
log ν(ρX ⊗ ρB)− 4
a
log
4

. (30)
To obtain (24), note that by [22, Lemma 9.2], we have for all a < 0
EG1,··· ,GK
(∥∥∥∥∥ 1MK
K∑
s=1
M∑
w=1
ρ
Gs(w)
B − ρB
∥∥∥∥∥
1
)
6 inf
λ>0
2
√
ea(log λ−i
a(X;B)ρ) +
√
λν(ρB)
MK
. (31)
Choosing log λ = ia(X;B)ρ +
2
a log δ/4 and logMK > −2 log δ2 + log λ+ log ν(ρB), we obtain that
EG1,··· ,GK
(∥∥∥∥∥ 1MK
K∑
s=1
M∑
w=1
ρ
Gs(w)
B − ρB
∥∥∥∥∥
1
)
6 δ. (32)
Finally, Markov’s inequality and the bounds on the expected values imply the existence of the desired code.
We now prove the existence of a code for transmission of a classical message over a noiseless classical channel
while a pre-specified distribution is induced at the output of the channel. We show that no key is required in this
case. The idea of the proof is similar to [20, Lemma 2].
Lemma 2. Let PX be a Probability Mass Function (PMF) over X , and QW be uniform distribution over J1,MK
for M ∈ N+. Let (W,X, Ŵ ) be distributed according to Q
WXŴ
(w, x, ŵ) , QW (w)QX|W (x|w)1{f(x) = ŵ}
for a conditional PMF QX|W and a function f : X → J1,MK. For all  > 0, there exists QX|W and f such that
‖QX − PX‖1 6 , (33)
PQ
(
W 6= Ŵ
)
6 , (34)
provided that logM 6 supa∈]0,1[Ha(PX)− 4a log 2 .
Proof: Let P
WXŴ
be another distribution for (W,X, Ŵ ) defined as
P
WXŴ
(w, x, ŵ) = PX(x)1{g(x) = w, g(x) = ŵ}
for a function g : X → J1,MK. Using a privacy amplification result [35, Corollary 5.6.1] and a bound on smooth
min-entropy in terms of Re´nyi entropy [36, Theorem 7], there exists g such that ‖PW −QW ‖1 6  when logM 6
supa∈]0,1[H
a(PX)− 4a log 2 . It is enough to show that (33) and (34) hold for f , g and
QX|W (x|w) ,
{
PXW (x,w)
PW (w)
PW (w) 6= 0
PX(x) PW (w) = 0
(35)
Note that P
Ŵ |XW (ŵ|x,w) = 1{f(x) = ŵ} and we have PXW (x,w) = PW (w)QX|W (x|w) for all w, x. We
thus have∥∥Q
WXŴ
− P
WXŴ
∥∥
1
=
∑
x,w,ŵ
|QW (w)QX|W (x|w)1{f(x) = ŵ} − PW (w)QX|W (x|w)1{f(x) = ŵ} | (36)
6
∑
w
|QW (w)− PW (w)| = ‖QW − PW ‖1 6 . (37)
By the data processing inequality, (33) holds. Since for any two distributions P and Q, we have ‖P −Q‖
1
=
2 supA P (A)−Q(A), we have
PQ
(
W 6= Ŵ
)
6 PP
(
W 6= Ŵ
)
+
1
2
∥∥Q
WXŴ
− P
WXŴ
∥∥ (38)
=
1
2
∥∥Q
WXŴ
− P
WXŴ
∥∥ 6 . (39)
We extend Lemma 2 to the quantum setting in the following corollary.
Corollary 1. Let M ∈ N+,  > 0, H be a finite dimensional Hilbert space, and ρ be a density operator on
H. Suppose that logM 6 supa∈]0,1[Ha(ρ) − 4a log 2 . There exist a function g : J1,MK → D(H) and a POVM
Λ = {Λw}w∈J1,MK such that ∥∥∥∥∥ 1M
M∑
w=1
g(w)− ρ
∥∥∥∥∥
1
6 , (40)
1
M
M∑
w=1
tr (Λwg(w)) > 1− . (41)
Proof: Considering an eigen-decomposition of ρ as
∑d
i=1 PX(xi)|xi〉〈xi| and defining X , {x1, · · · , xd}, we
apply Lemma 2 to PX to obtain a conditional PMF QX|W and a function f : X → J1,MK satisfying (33) and
(34). Let Q
WXŴ
be as defined in Lemma 2. We then define
g(w) ,
∑
x∈X
QX|W (x|w)|x〉〈x|, (42)
Λw ,
∑
x:f(x)=w
|x〉〈x|. (43)
Substituting (42) in (40), we obtain∥∥∥∥∥ 1M
M∑
w=1
g(w)− ρ
∥∥∥∥∥
1
=
∥∥∥∥∥ 1M
M∑
w=1
∑
x∈X
QX|W (x|w)|x〉〈x| − ρ
∥∥∥∥∥
1
(44)
=
∥∥∥∥∥∑
x∈X
M∑
w=1
QW (w)QX|W (x|w)|x〉〈x| − ρ
∥∥∥∥∥
1
(45)
=
∥∥∥∥∥∑
x∈X
QX(x)|x〉〈x| −
∑
x∈X
PX(x)|x〉〈x|
∥∥∥∥∥
1
(46)
= ‖QX − PX‖1 6 . (47)
Moreover,
1
M
M∑
w=1
tr (Λwg(w)) =
1
M
M∑
w=1
tr
 ∑
x:f(x)=w
|x〉〈x|
(∑
x∈X
QX|W (x|w)|x〉〈x|
) (48)
=
1
M
M∑
w=1
tr
 ∑
x:f(x)=w
QX|W (x|w)|x〉〈x|
 (49)
=
∑
x,w
QW (w)QX|W (x|w)1{f(x) = w} (50)
=
∑
x,w,ŵ
QW (w)QX|W (x|w)1{f(x) = ŵ}1{w = ŵ} (51)
= PQ
(
W = Ŵ
)
6 . (52)
B. Proof of Main Results
Proof of Theorem 1: We separately prove the two parts of the theorem. Let the code (f,Λ) be the cover
protocol, and the main channel be noiseless. By Corollary 1, for every ζ > 0, provided that
logM 6 inf
w
sup
a∈]0,1[
Ha(M⊗nA→A(f(w)))−
4
a
log
2

, (53)
there exist a function gw : J1,MK→ D(H⊗nA ) and a POVM Γw = {Γww}w∈J1,MK such that∥∥∥∥∥∥ 1M
M∑
w=1
gw(w)−M⊗nA→A(f(w))
∥∥∥∥∥∥
1
6 ζ, and 1
M
M∑
w=1
tr
(
Γwwgw(w)
)
> 1− ζ. (54)
We define the stego protocol as follows. Let f : J1,MMK→ D(H⊗nA ) be defined as f(w(M−1)+w) , gw(w). We
define a POVM {√ΛwΓww
√
Λw}w∈J1,MK,w∈J1,MK, which is equivalent to first measuring Λ and then measuring Γw.
This is a valid POVM, since every
√
ΛwΓww
√
Λw is a positive operator and
∑
ww
√
ΛwΓww
√
Λw
(a)
=
∑
w Λ
w (b)= 1B ,
where (a) follows since Γw is a valid POVM, and (b) follows since Λ is a valid POVM. Note next that
‖ρcBn − ρsBn‖1 =
∥∥∥∥∥ 1M
M∑
w=1
M⊗nA→A(f(w))−
1
MM
∑
ww
gw(w)
∥∥∥∥∥
1
(55)
(a)
6 1
M
M∑
w
∥∥∥∥∥M⊗nA→A(f(w))− 1M ∑
w
gw(w)
∥∥∥∥∥
1
6 ζ, (56)
where (a) follows from the convexity of the trace norm. The probability of correct decoding is also
1
MM
∑
ww
tr
(√
ΛwΓww
√
Λwgw(w)
)
=
1
MM
∑
ww
tr
(
Γww
√
Λwgw(w)
√
Λw
)
(57)
=
1
MM
∑
ww
tr
(
Γwwgw(w)
)
+
1
MM
∑
ww
tr
(
Γww
(√
Λwgw(w)
√
Λw − gw(w)
))
. (58)
We also have 1
MM
∑
ww tr
(
Γwwgw(w)
)
> 1− ζ by (54). To lower-bound the second term in (58), we have
1
MM
∑
ww
tr
(
Γww
(√
Λwgw(w)
√
Λw − gw(w)
))
> − 1
MM
∑
ww
∥∥Γww∥∥∞∥∥∥√Λwgw(w)√Λw − gw(w)∥∥∥1 (59)
> − 1
MM
∑
ww
∥∥∥√Λwgw(w)√Λw − gw(w)∥∥∥
1
(60)
(a)
> − 1
MM
∑
ww
2
√
1− tr (Λwgw(w)) (61)
(b)
> −2
√√√√1− 1
M
∑
w
tr
(
Λw
(
1
M
∑
w
gw(w)
))
, (62)
where (a) follows from the gentle operator lemma [37], and (b) follows from Jensen’s inequality and the concavity
of x 7→ √1− x. We also lower-bound
1
M
∑
w
tr
(
Λw
(
1
M
∑
w
gw(w)
))
(63)
=
1
M
∑
w
tr (ΛwM⊗nA→A(f(w))) +
1
M
∑
w
tr
(
Λw
(
1
M
∑
w
gw(w)−M⊗nA→A(f(w))
))
(64)
> 1− + 1
M
∑
w
tr
(
Λw
(
1
M
∑
w
gw(w)−M⊗nA→A(f(w))
))
(65)
> 1− − 1
M
∑
w
‖Λw‖∞
∥∥∥∥∥ 1M ∑
w
gw(w)−M⊗nA→A(f(w))
∥∥∥∥∥
1
(66)
> 1− − 1
M
∑
w
∥∥∥∥∥ 1M ∑
w
gw(w)−M⊗nA→A(f(w))
∥∥∥∥∥
1
> 1− − ζ. (67)
Let ζ, ξ, ρwBn , Mw, M , and K be defined as in the statement of Theorem 1, and the main channel be noisy. We
assume without loss of generality that Mw is divisible by M for all w, otherwise we define M
′
w , bMw/McM ,
and | logMw−logM ′w| 6 1. By Lemma 1, for each w, there exist K encoding functions gs,w : J1,MwK→ D(H⊗nA )
and K POVMs Γs,w = {Γws,w}w∈J1,MwK such that 1MwK ∑sw tr (Γws,wρwBn) > 1− ζ, and∥∥∥∥∥ 1MwK
∑
sw
N ⊗nA→B(gs,w(w))− ρwBn
∥∥∥∥∥
1
6 ξ. (68)
We define the stego protocol as follows. For s ∈ J1,KK, w ∈ J1,MK, and w ∈ J1,MK, we define µw , MwM ,
fs((w − 1)M + w) , 1µw
∑µw
i=1 gs,w((w − 1)µw + i), and Λ
(w−1)M+w
s ,
∑µw
j=1
√
ΛwΓ
(w−1)µw+j
s,w
√
Λw. As done
previously, one can show that for each s ∈ J1,KK, Λs = {Λs} is a valid POVM. Note also that
1
KMM
∑
s,w,w
tr
(
Λ(w−1)M+ws fs((w − 1)M + w)
)
(69)
=
1
KMM
∑
s,w,w
tr
( µw∑
i=1
√
ΛwΓ(w−1)µw+is,w
√
Λw
) 1
µw
µw∑
j=1
gs,w((w − 1)µw + j)
 (70)
> 1
KMM
∑
s,w,w
tr
(
1
µw
µw∑
i=1
√
ΛwΓ(w−1)µw+is,w
√
Λwgs,w((w − 1)µw + i)
)
(71)
(a)
=
1
KM
∑
s,w
1
Mw
Mw∑
w=1
tr
(√
ΛwΓws,w
√
Λwgs,w((w)
)
, (72)
where (a) follows since the index (w − 1)µw + i is changing from 1 to Mw. Repeating calculations similar to
(57)-(67), we obtain that
1
KMM
∑
s,w,w
tr
(
Λ(w−1)M+ws fs((w − 1)M + w)
)
> 1− ζ − 2
√
ζ + . (73)
Furthermore, we have∥∥∥∥∥∥ 1M
M∑
w=1
ρwBn −
1
KMM
∑
s,ww
N ⊗nA→B(fs((w − 1)M + w))
∥∥∥∥∥∥
1
(74)
(a)
6 1
M
M∑
w=1
∥∥∥∥∥ρwBn − 1KM ∑
sw
N ⊗nA→B(fs((w − 1)M + w))
∥∥∥∥∥
1
(75)
=
1
M
M∑
w=1
∥∥∥∥∥ρwBn − 1KM ∑
sw
N ⊗nA→B
(
1
µw
µw∑
i=1
gs,w((w − 1)µw + i)
)∥∥∥∥∥
1
(76)
=
1
M
M∑
w=1
∥∥∥∥∥ρwBn − 1KMw
∑
sw
N ⊗nA→B(gs,w(w))
∥∥∥∥∥
1
6 ξ, (77)
where (a) follows from the convexity of the trace norm.
Proof of Theorem 2: Intuitively, Alice splits the transmission into two part. Alice generates a purification
of the state supposed to be transmitted in the first part, keeps the reference system for herself, and transmits the
state over the channel, which results in a shared entangled state between Alice and Bob. Alice and Bob use an
entanglement distillation protocol to distill perfect entanglement in the second part of the transmission. This might
require classical communication, which can be achieved by using the result of Theorem 1. To formally state our
protocol, we first need a generalization of the gentle measurement lemma.
Proposition 5. Suppose that ρx ∈ D(H) is a density operator, N x : D(H)→ D(H′) is a quantum channel for all
x ∈ X , and Λ = {Λx}x∈X is a POVM. Suppose that PX is a PMF over X such that
∑
x PX(x)tr (ρ
xΛx) > 1− .
It then holds that ∥∥∥∥∥∑
x
PX(x)
(
N x(ρx)−
∑
x′
N x′(
√
Λx′ρx
√
Λx′)
)∥∥∥∥∥
1
6 2
√
+ . (78)
Proof: See Appendix A.
Let (f,Λ) be the (M, )CC satisfying f(w) = f1(w)⊗f2(w) for all w ∈ J1,MK, where f1 : J1,MK→ D(H⊗n1A ),
f2 : J1,MK → D(H⊗n2A ), and n1 + n2 = n. Let MCC , MCC(f2, ζ) and K , KCC(f2, ζ). Using the same
argument as in the proof of Theorem 1, there exist an encoder function gw : J1,MCCK× J1,KK→ D(H⊗n2A ) and
a POVM Γw,s = {Γww,s}w∈J1,MCCK for each message w ∈ J1,MK such that∥∥∥∥∥∥ 1MCCK
∑
w,s
N ⊗n2A→B(gw(w, s))− (NA→B ◦MA→A)⊗n2(f2(w))
∥∥∥∥∥∥
1
6 ζ, (79)
1
M
CC
K
∑
sw
tr
(
Γww,sN ⊗n2A→B(gw(w, s))
)
> 1− ζ. (80)
Let |φw〉RAn1 and σwRBn1 be defined as in Theorem 2. We define M
w , Ed(ρwRBn1 ,M
CC
, ζ) and fix an (M
w
,M
CC
, ρwRBn1 , ζ)
ED
protocol (Ew
R→CA˜,DwCBn1→B˜). Let S1 and S2 be two shared secret keys between Alice and Bob uniformly dis-
tributed over J1,MCCK and J1,KK, respectively. We define a POVM Λs2 = {Λw,ws2 }w,w with Λw,ws2 , √Λw(1Bn1⊗
Γww,s2)
√
Λw. The stego protocol would operate as follows when W = w.
Alice prepares |φw〉RAn1 and sends φwAn1 over n1 uses of NA→B . Alice then applies EwR→CA˜ to φwR and sends
gw(C ⊕ S1, S2) over n2 uses of NA→B . Bob performs the POVM ΛS2 to decode W and C with the help of S1.
Bob finally applies Dw
CBn1→B˜ to his first n1 received subsystem to obtain the entangled state.
Let ρwBn denote the state received by Bob when W = w and the cover protocol is executed over n uses of
NA→B ◦MA→B . Let ρwBn denote the state received by Bob when W = w and the stego protocol is executed over
n uses of NA→B . Note that both ρwBn and ρwBn decompose as
ρwBn = (NA→B ◦MA→A)⊗n1(f1(w))⊗ (NA→B ◦MA→A)⊗n2(f2(w)) (81)
ρwBn = N ⊗n1A→B(φwAn1 )⊗N ⊗n2A→B
∑
w,s2
P(C + S1 = w, S2 = s2)gw(w, s2)
 (82)
= N ⊗n1A→B(φwAn1 )⊗
(
1
M
CC
K
∑
ws2
N ⊗n2A→B(gw(w, s2))
)
. (83)
We have (NA→B ◦MA→A)⊗n1(f1(w)) = N ⊗n1A→B(φwAn1 ) because |φw〉RAn1 is a purification of M⊗n1A→A(f1(w)).
We therefore have
‖ρwBn − ρwBn‖1 =
∥∥∥∥∥(NA→B ◦MA→A)⊗n2(f2(w))− 1MCCK
∑
ws2
N ⊗n2A→B(gw(w, s2))
∥∥∥∥∥
1
, (84)
which is less than ζ by (79). By the convexity of trace norm, it holds that ‖ρcBn − ρsBn‖1 6 ζ. Following the same
reasoning of the proof of Theorem 1, we conclude that
1
MM
CC
K
1
M
CC
,M
∑
w,w,,s2
tr
(
Λ
w,w
s1 N ⊗nA→B(φwAn1 ⊗ gw(w, s2))
)
> 1− ζ − 2
√
+ ζ. (85)
In other words, Bob correctly decodes W and C with probability at least 1− ζ − 2√+ ζ.
We fix W = w, S1 = s1, and S2 = s2 and denote
(Ew
R→CA˜ ⊗ idAn1 )(φwRAn1 ) =
∑
c
P(C = c|W = w)|c〉〈c|C ⊗ φw,cA˜An1 . (86)
Fixing a value C = c and setting w , c⊕s1, Alice transmits the subsystem An of φw,cA˜An1 ⊗gw(w, s2) over N
⊗n
A→B ,
which results in the state φw,c
A˜Bn
.
The shared entangled state would be∑
w′w′
idA˜ ⊗Dw
′
CBn1→B˜ ⊗ ∅Bn2
(
|w′ − s1〉〈w′ − s1| ⊗ (1A˜ ⊗
√
Λ
w′w′
s2 )φ
w,c
A˜Bn
(1A˜ ⊗
√
Λ
w′w′
s2 )
)
(87)
By (85) and Proposition 5, we obtain that∥∥∥∥∥∑
wcs2
P(W = w,C = c, S2 = s2)
×
∑
w′w′
idA˜ ⊗Dw
′
CBn1→B˜ ⊗ ∅Bn2
(
|w′ − s1〉〈w′ − s1| ⊗ (1A˜ ⊗
√
Λ
w′w′
s2 )φ
w,c
A˜Bn
(1A˜ ⊗
√
Λ
w′w′
s2 )
)
−
∑
wcs2
P(W = w,C = c, S2 = s2)idA˜ ⊗DwCBn1→B˜ ⊗ ∅Bn2
(
|c〉〈c| ⊗ φw,c
A˜Bn
)∥∥∥∥∥
1
6 ζ + 2
√
+ ζ + 2
√
ζ + 2
√
+ ζ. (88)
By the definition of an entanglement distillation code, we have∥∥∥∥∥∑
c
P(C = c|W = w)idA˜ ⊗DCBn1→B˜(|c〉〈c|C ⊗ φw,cA˜Bn1 )− Φ
(M)
∥∥∥∥∥
1
6 ζ. (89)
Using the triangle inequality completes the proof.
Proof of Theorem 3: Let |φ〉RA˜An be a purification of ρA˜An . Let VA→BE and WBn→B˜H be isometric
extensions of NA→B ◦MA→A =MA→A and DBn→B˜ , respectively. The stego protocol will be as follows. Alice
prepares a pure state |ω〉RA˜BnEn , 1RA˜ ⊗ V ⊗nA→BE |φ〉RA˜An and sends ωBn over N ⊗nA→B . Bob applies WBn→B˜H
on ωBn , which results in the overall state
|ψ〉RA˜EnB˜H , (1RA˜En ⊗WBn→B˜H) ◦ (1RA˜ ⊗ V ⊗nA→BE)|φ〉RA˜An , (90)
Note that F (Φ(M), ψA˜B˜) > 1 −  from our assumption on the code. We now follow a standard application of
Uhlmann’s theorem to show that Bob can indeed decode ψRE . Note that |ψ〉RA˜EnB˜H is a purification of ψA˜B˜ .
The state Φ(M) also has a purification over HRA˜EnB˜H . Uhlmann’s theorem therefore implies the existence of
a purification |τ〉RA˜EnB˜H of Φ(M) over HRA˜EnB˜H such that |〈τ |ψ〉RA˜EnB˜H |2 = F (Φ(M), ψA˜B˜). The vector
|Φ(M)〉 ⊗ |0〉 is another purification of Φ(M) for every unit vector |0〉 ∈ HREnH . By [26], there exists a unitary
TREnH→REnH on HREnH such that
|τ〉RA˜EnB˜H = (1A˜B˜ ⊗ TREnH→REnH)|Φ(M)〉A˜B˜ ⊗ |0〉 = |Φ(M)〉 ⊗ (TREnH→REnFnH |0〉) , |Φ(M)〉 ⊗ |τ ′〉REnH .
We thus have 〈τ |ψ〉RA˜EnB˜H = (〈Φ(M)| ⊗ 〈τ |REnH)|ψ〉RA˜EnB˜H . We consider a Schmidt decomposition of
|τ ′〉REnH such as |τ ′〉REnH =
∑
x∈X
√
PX(x)|αx〉REn ⊗ |βx〉H , where PX is a PMF over X , and |αx〉REn
and |βx〉H are orthonormal in REn and H , respectively. Let X be a random variable distributed according to PX ,
f : X → J1,MK, and Q and Pf(X) be the uniform distribution and the distribution of f(X), respectively. By
[35, Corollary 5.6.1] and [36, Theorem 7], when logM 6 supa∈]0,1[Ha(PX) − 4a log 2ζ , there exists a function
f such that
∥∥Q− Pf(X)∥∥1 6 ζ. Alice measures {ΛwA , ∑x:f(x)=w |αx〉〈αx|REn}w∈J1,MK on ψREn and Bob
measures {ΛwB ,
∑
x:f(x)=w |βx〉〈βx|H}w∈J1,MK on ψH . Let WA and WB denote the output of the Alice’s and
Bob’s measurement, respectively and AREn→WA and BH→WB denote the corresponding quantum channels to these
measurements. We have√
F ((idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(ψA˜B˜REnH),Φ(M) ⊗ Φ
(M)
) (91)
> 1−
∥∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(ψA˜B˜REnH)− Φ(M) ⊗ Φ(M)∥∥∥∥
1
(92)
> 1−
∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(ψA˜B˜REnH)− (idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M)
⊗|τ ′〉〈τ ′|REnH)‖1 −
∥∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M) ⊗ |τ ′〉〈τ ′|REnH)− Φ(M) ⊗ Φ(M)∥∥∥∥
1
(93)
> 1−
∥∥∥ψA˜B˜REnH − Φ(M) ⊗ |τ ′〉〈τ ′|REnH∥∥∥
1
−
∥∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M) ⊗ |τ ′〉〈τ ′|REnH)− Φ(M) ⊗ Φ(M)∥∥∥∥
1
(94)
> 1−
√
1− F (ψA˜B˜REnH ,Φ(M) ⊗ |τ ′〉〈τ ′|REnH)
−
∥∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M) ⊗ |τ ′〉〈τ ′|REnH)− Φ(M) ⊗ Φ(M)∥∥∥∥
1
(95)
> 1−√−
∥∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M) ⊗ |τ ′〉〈τ ′|REnH)− Φ(M) ⊗ Φ(M)∥∥∥∥
1
. (96)
We can also write
(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M) ⊗ |τ ′〉〈τ ′|REnH) = Φ(M) ⊗
(∑
x
PX(x)|f(x)f(x)〉〈f(x)f(x)|WAWB
)
= Φ(M) ⊗
(∑
w
Pf(X)(w)|ww〉〈ww|WAWB
)
.
Hence,∥∥∥∥(idA˜B˜ ⊗AREn→WA ⊗ BH→WB )(Φ(M) ⊗ |τ ′〉〈τ ′|REnH)− Φ(M) ⊗ Φ(M)∥∥∥∥
1
6
∥∥Pf(W ) −Q∥∥1 6 ζ.
Proof of Theorem 4: We start the proof by a technical lemma that helps us simplify the expression of the rate
of the cypher message. Let (EW→A,DA→W ) be an (M, )QCR code for one use of the channelMA→A. Suppose that
EW→A(ρW ) = VW→AρWV †W→A where VW→A is an isometry, and Π = VW→AV †W→A is the projector on to the
range of VW→A. Consider a decomposition, MA→A = M˜A→A + M˜A→A such that DB→W ◦ M˜A→A ◦ EW→A =
c idW for c > 1−. There exists a Kraus representation {Fj}j∈J for M˜A→A such that ΠF †j Fj′Π = 1{j = j′} djΠ
for real positive numbers {dj : j ∈ J }. Define a PMF PJ over J as PJ(j) , dj∑
j′ dj′
.
Lemma 3. For all δ > 2
√
, we have Hδmin(PJ) > H
δ−2√
min
(McA→A( 1MΠ)), where McA→A is the complementary
channel of MA→A.
Proof: See Appendix B
Consider the (M, )QCR cover protocol (EW→An ,DBn→W ) for the channelM⊗nA→A. Let EW→An(ρ) = VW→AnρV †W→An
where VW→An is an isometry, and Π denote the projector onto the range of VW→An . By definition, there exists
a decomposition M⊗nA→A = M˜An→An + M˜An→An such that DBn→W ◦ M˜An→An ◦ EW→An = c idW with
c > 1 − . By the same argument as in the proof of [38, Theorem 10.1], there exists a Kraus representa-
tion {Fj}j∈J for M˜An→An such that ΠF †j Fj′Π = 1{j = j′} djΠ. By polar decomposition, we therefore have
FjΠ , Uj
√
ΠF †j FjΠ =
√
djUjΠ for some unitary Uj on H⊗nA .
Let J be distributed according to PJ(j) , dj∑
j′ dj′
, and Q denote the uniform distribution over J1,MK. By [35,
Corollary 5.6.1], there exists a function g : J → J1,MK such that ∥∥Pg(J) −Q∥∥1 6 ζ, provided that
logM = H
ζ/2
min(PJ)− 2 log
2
ζ
(97)
(a)
> Hζ/2−2
√

min
(
McA→A⊗n
(
1
M
Π
))
− 2 log 2
ζ
(98)
(b)
> sup
a∈]0,1[
Ha
(
McA→A⊗n
(
1
M
Π
))
− 2 log 2

− 1
a
log
2
(ζ/2− 2√)2 (99)
> sup
a∈]0,1[
Ha
(
McA→A⊗n
(
1
M
Π
))
− 4
a
log
2
ζ/2− 2√ , (100)
where (a) follows from Lemma 3, and (b) follows from [36, Theorem 7].
Let µw ,
∑
j∈J˜ 1{g(j) = w}. We then define E
w
W→An(ρ) , 1µw
∑
j:g(j)=w UjEW→An(ρ)U†j (for µw = 0 take
EwW→An = EW→An ). We define the decoder for Bob as
DBn→WW (ρBn) , (DBn→W ⊗ idW )
∑
j
(PU†j ⊗ |g(j)〉)ρBn(UjP ⊗ 〈g(j)|) + EρBnE†
, (101)
where the term Eρ†BnE
† is added to ensure that DBn→WW is trace-preserving. By the argument in the proof of
[38, Theorem 10.1], DBn→WW is a valid quantum channel. The partial channels are
DBn→W (ρBn) , DBn→W
∑
j
(PU†j )ρBn(UjP ) + E
′ρBnE′
†
, (102)
DBn→W (ρBn) ,
∑
j
tr
(
PU†j ρBnUjP
)
|g(j)〉〈g(j)|+ E′′ρBnE′′†, (103)
Furthermore, for any ρW ∈ D(HW ), we have
1
M
M∑
w=1
tr
(|w〉〈w|DBn→W (EwW→An(ρW ))) (104)
=
1
M
M∑
w=1
tr
|w〉〈w|
∑
j
tr
(
PU†j EwW→An(ρW )UjP
)
|g(j)〉〈g(j)|+ E′′EwW→An(ρW )E′′†
 (105)
> 1
M
M∑
w=1
tr
|w〉〈w|
∑
j
tr
(
PU†j EwW→An(ρW )UjP
)
|g(j)〉〈g(j)|
 (106)
=
1
M
M∑
w=1
∑
j:g(j)=w
tr
(
PU†j EwW→An(ρW )UjP
)
(107)
> 1
M
M∑
w=1
∑
j:g(j)=w
1{µw 6= 0} tr
PU†j
 1
µw
∑
j′:g(j′)=w
Uj′EW→An(ρ)U†j′
UjP
 (108)
> 1
M
M∑
w=1
1
µw
∑
j:g(j)=w
1{µw 6= 0} tr
(
PU†jUjEW→An(ρ)U†jUjP
)
(109)
= tr (PEW→An(ρW )P ) 1
M
∑
w
1{µw 6= 0} = 1
M
∑
w
1{µw 6= 0} > 1−
∥∥Pg(J) −Q∥∥1 > 1− ζ.
For a w ∈ J1,MK we have
DBn→W ◦ M˜An→An ◦ EwW→An(ρW )
= DBn→W
∑
j
(PU†j )M˜An→An ◦ EwW→An(ρW )(UjP ) + E′M˜An→An ◦ EwW→An(ρW )E′†

= DBn→W
∑
j
(PU†j )M˜An→An ◦ EwW→An(ρW )(UjP )
.
We can write∑
j
(PU†j )M˜An→An ◦ EwW→An(ρW )(UjP ) =
∑
j
(PU†j )M˜An→An
 1
µw
∑
j′:g(j′)=w
Uj′EW→An(ρW )U†j′
(UjP )
= M˜An→AnEW→An(ρW ).
Hence, it holds that DBn→W ◦ M˜An→An ◦ EwW→An = DBn→W ◦ M˜An→An ◦ EW→An = cidW for c > 1 − .
Finally for all ρW , we have
‖ρcBn − ρsBn‖1 =
∥∥∥∥∥M⊗nA→A ◦ EW→An(ρW )− 1M ∑
w
EwW→An(ρW )
∥∥∥∥∥
1
=
∥∥∥∥∥M˜An→An ◦ EW→An(ρW )− 1M ∑
w
EwW→An(ρW )
∥∥∥∥∥
1
+
∥∥∥∥M˜An→An ◦ EW→An(ρW )∥∥∥∥
1
.
For the first term, we have∥∥∥∥∥M˜An→An ◦ EW→An(ρW )− 1M ∑
w
EwW→An(ρW )
∥∥∥∥∥
1
(110)
=
∥∥∥∥∥∥
∑
j∈J
FjEW→An(ρW )F †j −
1
M
∑
w
1
µw
∑
j:g(j)=w
UjEW→An(ρW )U†j
∥∥∥∥∥∥
1
(111)
=
∥∥∥∥∥∥
∑
j∈J
FjEW→An(ρW )F †j −
∑
j∈J
Pg(J)(j)UjEW→An(ρW )U†j
∥∥∥∥∥∥
1
(112)
(a)
=
∥∥∥∥∥∥
∑
j∈J
djUjEW→An(ρW )U†j −
∑
j∈J
Pg(J)(j)UjEW→An(ρW )U†j
∥∥∥∥∥∥
1
(113)
6
∑
j∈J
|dj − Pg(J)(j)| (114)
6
∑
j∈J
∣∣∣∣∣dj − dj∑j′∈J dj′
∣∣∣∣∣+ ∑
j∈J
∣∣∣∣∣ dj∑j′∈J dj′ − Pg(J)(j)
∣∣∣∣∣ 6 + ζ, (115)
where (a) follows since by the definition of EW→An , ΠEW→An(ρW )Π = EW→An(ρW ), and FjΠ =
√
djUjΠ.
Furthermore,∥∥∥∥M˜An→An ◦ EW→An(ρW )∥∥∥∥
1
= tr
(
M˜An→An ◦ EW→An(ρW )
)
(116)
= tr
(
DBn→W ◦ M˜An→An ◦ EW→An(ρW )
)
(117)
= tr
(
DBn→W ◦
(
M⊗nA→A − M˜An→An
)
◦ EW→An(ρW )
)
(118)
= 1− c 6 . (119)
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By the triangle inequality, we have∥∥∥∥∥∑
x
PX(x)
(
N x(ρx)−
∑
x′
N x′(
√
Λx′ρx
√
Λx′)
)∥∥∥∥∥
1
(120)
6
∥∥∥∥∥∑
x
PX(x)
(
N x(ρx)−N x(
√
Λxρx
√
Λx)
)∥∥∥∥∥
1
+
∥∥∥∥∥∥
∑
x 6=x′
PX(x)N x′(
√
Λx′ρx
√
Λx′)
∥∥∥∥∥∥
1
. (121)
Since N x′(
√
Λx′ρx
√
Λx′) is positive semi-definite, the second term would simplify as∥∥∥∥∥∥
∑
x 6=x′
PX(x)N x′(
√
Λx′ρx
√
Λx′)
∥∥∥∥∥∥
1
=
∑
x6=x′
PX(x)tr
(
N x′(
√
Λx′ρx
√
Λx′)
)
(122)
=
∑
x 6=x′
PX(x)tr
(√
Λx′ρx
√
Λx′
)
(123)
=
∑
x6=x′
PX(x)tr
(
Λx
′
ρx
)
(124)
= 1−
∑
x
PX(x)tr (Λxρx) 6 . (125)
Furthermore, by the gentle measurement lemma, we have∥∥∥∥∥∑
x
PX(x)
(
N x(ρx)−N x(
√
Λxρx
√
Λx)
)∥∥∥∥∥
1
6
∑
x
PX(x)
∥∥∥N x(ρx)−N x(√Λxρx√Λx)∥∥∥
1
(126)
(a)
6
∑
x
PX(x)
∥∥∥ρx −√Λxρx√Λx∥∥∥
1
(127)
6 2
∑
x
PX(x)
√
1− tr (Λxρx) (128)
(b)
6 2
√
1−
∑
x
PX(x)tr (Λxρx) 6 2
√
, (129)
where (a) follows from the date processing inequality (which holds for non-normalized states), and (b) follows
from the concavity of the mapping x 7→ √1− x.
APPENDIX B
PROOF OF LEMMA 3
We extend {Fj}j∈J to a Kraus representation {Fj}j∈K for the channelMA→A with J ⊂ K. By [26], UA→AE ,∑
j∈K Fj⊗|j〉E is an isometric extension ofMA→A where {|j〉E}j∈K is an orthonormal basis for the environment
space HE . Let ρA , EW→A
(
1
M 1W
)
= 1MΠ, and
ρE , trA(UA→AEρAU†A→AE) (130)
= trA

∑
j∈K
Fj ⊗ |j〉E
( 1
M
Π
)∑
j∈K
Fj ⊗ |j〉E
†
 (131)
=
1
M
∑
j,j′∈K
tr
(
FjΠF
†
j′
)
|j〉〈j′|E . (132)
For the projector Γ ,
∑
j∈J |j〉〈j|E , we have
tr (ΓρE) = tr
∑
j∈J
|j〉〈j|E
 1
M
∑
j,j′∈K
tr
(
FjΠF
†
j′
)
|j〉〈j′|E
 (133)
=
1
M
∑
j∈J
tr
(
FjΠF
†
j
)
(134)
(a)
= tr
(
M˜A→A
(
1
M
Π
))
(135)
= tr
(
M˜A→A
(
EW→A
(
1
M
1W
)))
(136)
(b)
= tr
(
DA→W
(
M˜A→A
(
EW→A
(
1
M
1W
))))
(137)
= tr
(
cidW
(
1
M
1W
))
(138)
= c > 1− , (139)
where (a) follows since {Fj}j∈J is a Kraus representation of M˜A→A, (b) follows since DA→W is trace-preserving.
By the gentle measurement lemma [37], we obtain that
∥∥∥ ΓρEΓtr(ΓρE) − ρE∥∥∥1 6 2√. We can write
ΓρEΓ
tr (ΓρE)
=
1
tr (ΓρE)
∑
j∈J
|j〉〈j|E
 1
M
∑
j,j′∈K
tr
(
FjΠF
†
j′
)
|j〉〈j′|E
∑
j∈J
|j〉〈j|E
 (140)
=
1
tr (ΓρE)M
∑
j,j′∈J
tr (FjΠFj′†) |j〉〈j′|E = 1tr (ΓρE)M
∑
j
dj |j〉〈j|E =
∑
j∈J
PJ(j)|j〉〈j|E .
Therefore, we have Hδmin(PJ) > H
δ−2√
min (ρE)
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