Introduction
In recent years, several variations of the Discontinuous Galerkin Methods (DGM), for second order elliptic boundary value problems have been proposed which exhibit special convergence, conservation and local approximation properties attractive for parallel adaptive ¢ ¡ -approximations. An account of several types of DGM's can be found in the book edited by Cockburn, Karniadakis and Shu [4] .
In previous work [9], we introduced a new stabilized DGM formulation. Existence and uniqueness of stable solutions were established and a priori convergence estimates on the approximation error were derived for the case of a reaction-diffusion type model problem.
We continue our error analysis of this stabilized DGM here by deriving global implicit a posteriori estimates of the approximation error. Results of our previous analysis enable us to prove equivalence between the error norm and the norm of a residual functional that characterizes the accuracy of the approximate solution. Hence, upon estimating the norm of this residual, we indirectly obtain an estimate of the error. To verify the efficiency of our estimates, we present 1D and 2D numerical experiments on a reaction-diffusion type model problem.
In Chapter 2 we introduce the notations, the model problem, and the stabilized DGM formulation. Error estimators are derived in Chapter 3 and numerical verifications are presented in Chapter 4. Finally, concluding remarks are summarized in Chapter 5. The definition of the unit normal vector n on each 5 7 is related to the numbering of the elements in the partition, such that n is defined outward with respect to the element with the highest index number (see Fig. 2 
The Variational Formulation
In this section, we present our weak discontinuous formulation of the model problem (2.1). First, we introduce the following broken space: 
As noted in [9] , this weak formulation is closely related to the DGM formulation by Oden, Babu" ska and Baumann [6] . A distinctive difference is the addition of the stabilization term on the jumps of the normal fluxes across the element interfaces. This stabilization allows us to prove the wellposedness of the weak problem while having the advantage of not polluting the local conservation property, which is one of the appealing properties of DGM's. 
A Posteriori Error Estimation
In this section, we derive implicit a posteriori estimators of the approximation error. These are global in the sense that they estimate the error in a global norm defined on the whole domain . We present two types of estimators. Section 3.3 introduces the estimator £ which is the solution of a global problem. This type of estimator will be referred to as a coupled estimator, since it requires solving a global system of linear equations. On the other hand, the estimator £ proposed in Section 3.4 is obtained by solving a set of local problems and is referred to as a decoupled-type estimator. 
The Error Problem
Using (3.1) and the definition of the norm £ , we obtain:
Conversely, by recalling the continuity property of the bilinear form, as stated in Theorem D.1, we get:
In principle, this lemma justifies estimation of the error norm indirectly by estimating . In the following, these parameters are set equal to zero so that the norm © is now defined as:
A Coupled Error Estimator
A natural approach for error estimation could be to approximate (3.1) using a space provides an asymptotic estimate of the error norm. The predicted convergence rates are suboptimal, but convergence to the error norm is guaranteed even for ¡ A
. Note that in this case the error itself does not necessarily converge as tends to zero (see Figure 5 .1a in [9]).
However, although this approach generally provides for accurate error estimates, solving the resulting system of equations is far more expensive than solving the original problem for 
By definition of the & Q 8 7 ¥ § i § -norm, we know that:
Substitution of this inequality into (3.7) finishes the proof. 
The contributions
¡
can serve as refinement indicators for each element in an mesh adaptation strategy.
A Decoupled Error Estimator
In this section we seek to derive an estimator which involves solving local problems only on each element of the mesh in order to reduce the computational cost. Decoupling the global equation supposes to eliminate the interactions between neighboring elements through the element boundaries. In doing so, a loss of accuracy with respect to the estimator ¡ is therefore expected.
To establish the decoupling, we decompose the finite dimensional space 
Numerical Results

One-Dimensional Experiments
We consider the one-dimensional version of (2.1):
The exact solution of this problem is given by:
In the following experiments,`is set equal to one and the quality of a given error estimator is measured in terms of the effectivity index, namely the ratio of and , the decoupled estimator is not as accurate, certainly because once again the norm of the error does not converge to zero as is decreased.
Two-Dimensional Experiments
For our 2D example problem we consider the following BVP, given on the unit square 
The exact solution to this problem is given by: 
Concluding Remarks
A posteriori global error estimates are derived for a Stabilized Discontinuous Galerkin Method (SDGM). By first proving an equivalence relation between the norm of the residual and the norm of the error, we compute the error estimates by estimating the norm of the residual functional. Two types of estimators are proposed: 1) Coupled estimator. This estimator involves the solution of a global problem on the entire domain due to the presence of coupling terms in the formulation. It is obviously expensive to compute; however it was investigated as an intermediate step between the approximation of the error problem and a fully decoupled error estimator. One-and two-dimensional numerical experiments show that this coupled estimator is still accurate (although certain terms have been eliminated from the error equation) and generally yields effectivity indices ranging between 85 and 110 percent. 2) Decoupled estimator. This estimator involves the solution of a set of local problems. One-dimensional results show good accuracy, with values of the effectivity index varying between 80 and 100 percent. However, in two dimensions the decoupling leads to a dramatic loss in accuracy with effectivity indices ranging between 15 and 40 percent.
More numerical experiments would be necessary to understand what is happening during the decoupling procedure in two dimensions. However, we believe that an accurate decoupled error estimator can be derived for the present version of the Discontinuous Galerkin method. An alternative approach would be to set up the local problems on patches of elements, in which case partial exchange of information would be allowed, following a subdomain-type residual method proposed for continuous finite element approximations (see e.g. [3, 5, 8] ). 
inner product. For more details on the proofs of these properties and the construction of a , the reader is referred to [2, 7, 9] . Now, by the definition of the supremum we get: 
