such constraints [1] , [4] . On the other hand, our knowledge of 2-D constraints is much less profound. This might be attributed in part to the fact that the practical interest in those constraints has arisen relatively recently; however, it seems that the main reason for such lack of knowledge is the provable difficulty of certain problems that relate to 2-D constraints, compared to the 1-D case [5] , [6] .
In general, a 2-D constraint over an alphabet is defined by two state-labeled finite directed graphs, and , with the same set of states and the same state labeling
. The constraint consists of all finite rectangular arrays over for which one can associate arrays over that satisfy the following three conditions: 1) for all and , 2) each row in is a path in , and 3) each column in is a path in . The capacity of a 2-D constraint over is defined as the growth rate of the number of arrays in (hereafter all logarithms are taken to base 2). By subadditivity [7, Lemma 8] the limit indeed exists.
In this work, we present a variable-rate coding scheme for a wide family of 2-D constraints. Similarly to other variablerate schemes, such as bit-stuffing encoders [8] [9] [10] , our coding scheme realizes a probability measure on , for every positive integer . The expected rate of the coding scheme is given by the (measure-theoretic) per-symbol entropy Taking the limit when , we obtain a lower bound on . While in most previous variable-rate schemes this limit is only bounded from below (one notable exception is [9] ), here we will be able to compute that limit exactly.
Our coding scheme makes use of certain tilings of the plane, and we discuss their properties in Section II. In Section III, we describe the coding scheme and compute its rate, thereby obtaining a lower bound on the capacity of the constraint. Section IV presents several generalizations and improvements.
II. TILINGS
We start with several definitions. Let be a nonempty finite subset of and let be a finite alphabet. A -configuration is a mapping . Given a 2-D constraint over , and a nonempty finite subset , we say that a -configuration , for every . Our coding scheme will be defined through a periodic tiling (i.e., a partition with a certain regular pattern) of the plane using shifted copies of (generally) two types of nonempty finite subsets , and we refer hereafter to these copies, respectively, as "black" and "white" tiles. The set of locations of the black tiles is defined by a lattice for some integer matrix , so that the black tiles are all disjoint. The set of locations of the white tiles is defined by some shifted copy of : for some , these tiles are given by where all the tiles (black and white) are disjoint and cover . Thus, a tiling is characterized by the triple , and the shift can be taken as any pair that yields a covering of (for our purposes, the particular pair selected is immaterial). Fig. 1 shows a tiling of with and with the shift (the figure is drawn to scale for ).
Example 2.1:
For two nonempty finite subsets , we let denote the following list of shifted copies of : (typically, we will take to be ). Given a 2-D constraint , we define accordingly the following set:
That is, each element is a list of -compatible configurations which are defined on shifted copies of , where the shifts are determined by .
Given now a list in and an additional nonempty finite subset , we define to be the set of all configurations such that can be extended to an array in that agrees (with and) with each entry in the list ; namely, for every and for every and (typically, will be taken as a black tile). Fig. 2 shows a portion of the tiling described in Example 2.1, including the black tile [namely, the black tile in Fig. 1 In its basic setting, our coding technique will apply to constraints for which valid tilings exist. Here are several examples of such constraints.
Example 2.2:

Example 2.3: For the 2-D
-RLL constraint, we get a valid tiling by taking and (2) for every integer (here the tiles form an infinite checkerboard, where each square has order ). To see why condition [CW] holds, suppose that each white tile that intersects with a given finite subset is assigned a configuration that is compatible with the constraint. Then, a compatible -configuration is obtained if each of the black tiles that intersects with is assigned the all-zero configuration. As for condition [CB], we take the neighborhood as (3) (see Fig. 3 , which is drawn to scale for ). The condition then holds since we assume to be at least the memory, , of the 1-D -RLL constraint satisfied by every row and column. For similar reasons the same tiling is valid also for the 2-D -RLL constraint, provided that .
Example 2.4:
The tiling described in Example 2.1 is valid for the n.i.b. constraint, for every integer . We leave the formal proof to the reader.
Given a 2-D constraint, our coding scheme, to be presented in the next section, will be based on a tiling that is valid for the constraint. For the tilings in Examples 2.2 and 2.3, the value therein will be one of the design parameters for the scheme: larger values of are expected to yield higher coding rates, yet with higher encoding and decoding complexity.
III. LOWER BOUND ON THE CAPACITY
Given a 2-D constraint for which a valid tiling exists, we next define a probability measure on . Our coding scheme will then realize this probability measure.
To handle boundary effects, we introduce the set (4) where (5) and namely, is the largest subset of that contains full white tiles as well as full black tiles along with their whole neighborhoods of white tiles (as specified by ). Note that as goes to infinity, the ratios and converge to . We start off with a prescribed probability distribution which is defined on the -compatible -configurations Next, we define the probability measure through the procedure shown in Fig. 4 , which describes how one selects at random an array from . We now compute the per-symbol entropy . Let denote the random -configuration formed by the selections made in Step 1 in Fig. 4 ; namely, for every and 
It follows from condition [CW] that is -compatible. From
Step 1 it is easy to see that the entropy of (per array) is given by (6) where is the entropy (per tile) of a compatible -configuration Denote by the random -configuration formed by the selections made in Step 2 in Fig. 4 : for every and (From condition [CB] we get that the selections made in both Steps 1 and 2 form a combined configuration which is in . Conditions [CW]-[CB] also guarantee that Step 3 will always be successful in extending that configuration into one in
.) The entropy of conditioned on is readily given by (7) where ranges over all lists in and (8) Combining (6) and (7), the per-symbol entropy is given by where ranges over and stands for an expression that goes to zero as goes to infinity.
We thus get the following result.
Theorem 3.1: Let be a 2-D constraint for which there is a valid tiling . Then, is bounded from below by (9) where ranges over , the probabilities are defined by (8) , and the maximization is taken over all distributions . Table I presents the lower bound of Theorem 3.1 for several 2-D constraints. For all except the n.i.b. constraint, we used the checkerboard tiling of Example 2.3 , with taken as indicated in the last column of the table (for the n.i.b. constraint, we used the tiling of Example 2.1). When computing the bound of Theorem 3.1, we took advantage of properties of the constraint (such as rotational and reflectional symmetries) in order to reduce the number of parameters that determine the distribution over which we maximized. The values in the third column of Table I are the lower bounds on the rates of bit-stuffing encoders as presented recently in [11] : these bounds turn out to be comparable to those obtained from Theorem 3.1. The fourth column in the table presents the best lower bounds on the capacity that were known prior to this work and [11] .
The procedure in Fig. 4 can be made into a variable-rate encoder for any 2-D constraint that satisfies the condition of Theorem 3.1, using the method suggested in [10] (see also [14] ). Specifically, we realize the random selections made in
Step 1 through one distribution transformer which maps, in a one-to-one manner, a sequence of fair coins (i.e., statistically independent Bernoulli random bits, each equaling with probability ), into a sequence of configurations in which are statistically independent and are distributed according to the maximizing . Once the configurations on the white tiles have been determined, Step 2 in Fig. 4 can be realized by enumerative coding [1, Ch. 6] . The rate of the encoder thus obtained will approach the lower bound of Theorem 3.1 (there will be a small rate penalty which results from the boundary effects caused by
Step 3 in Fig. 4 , and an additional penalty caused by the finite accuracy by which the distribution transformer simulates the maximizing ).
IV. GENERALIZATIONS AND IMPROVEMENTS
In this section, we discuss several generalizations of the bounding (and coding) method described in Section III.
A. Multilevel Tilings
The requirement that there is a valid tiling for the constraint does restrict the generality of Theorem 3.1. One possible remedy is introducing more than two types (colors) of tiles. Namely, we can allow also "gray" tiles, each being a shifted copy of some nonempty finite subset , and all the gray tiles lie along a shifted copy of the lattice so that all tiles (black, gray, and white) are disjoint and cover . Such a (generalized) tiling will then be said to be valid for a given 2-D constraint if the following three conditions hold.
[CW] White tiles are freely configurable.
[CG] Gray configurations are constrained only by a finite neighborhood of white tiles. [CB'] Black configurations are constrained only by a finite neighborhood of white and gray tiles. A probability measure can now be defined on through a probability distribution , and a conditional probability distribution where stands for the probability of a -configuration , given that the neighboring white tiles are configured by the list . The distribution should be such that only when . It is not difficult to generalize the lower bound of Theorem 3.1 to include gray tiling, and the maximization then will be on both and . In fact, this generalization can be taken even further to include several gray levels, where the configurations on tiles at a given gray level are constrained only by a finite neighborhood of "lighter" levels of gray.
Example 4.1:
The 2-D "nonattacking kings" (n.a.k.) constraint is defined as the set of all binary arrays in which all horizontally, vertically, and diagonally adjacent entries to a have to be (formally, if then for all ; this constraint is called the "square constraint" in [15] ). For this constraint, we get a valid tiling by taking 1 and for every integer . The respective neighborhood of a black tile for is shown in Fig. 5 . Table II shows the lower bounds on the capacity of this constraint obtained when (the generalization of) Theorem 3.1 is applied to this tiling, for . Also shown in the table is the number of variables that parametrize (the conditional distribution is parametrized here by one variable only-the probability that a gray tile is assigned the value , provided that this value is allowed by the neighboring white tiles). While the best bound in the table is still short of the current record, , obtained in [15] (see also 1 Generally, a description of a tiling should also include the shift of L that corresponds to the gray tiles. In our example, this shift is uniquely determined. [16] and [17] ), it is interesting to observe that a variable-rate encoder can achieve a rate greater than using only tiles (and two distribution transformers).
B. Allowing Statistical Dependence Among White Tiles
We may improve the bounds obtained through Theorem 3.1 by introducing statistical dependence among the white tiles that are selected in Step 1 of Fig. 4 . The theorem will essentially remain the same, except that the distribution will be defined differently (and typically it will now be parametrized by significantly more variables). With respect to the new model of , the term will still stand for the entropy per tile of a compatible -configuration, and the choice for the model needs to be such that we should be able to compute this quantity (or at least bound it from below). We demonstrate this approach in the next example.
Example 4.2:
Consider the 2-D -RLL constraint with the valid tiling of Example 2.3, and partition the lattice therein into shifts of the following infinite diagonal: (clearly, ). Next, we modify Step 1 in Fig. 4 so that along each (finite shifted) diagonal the selected configurations form a stationary Markov chain (independently for distinct ).
The lower bounds on the capacity that are obtained through this probabilistic model are presented in the third column of Table III (the second column shows the respective values for the unmodified Step 1). As expected, by introducing the statistical dependence, we have gained improvements for any given (but the number of variables that we maximize over has increased as well).
Further improvements can be obtained if we now assume that the white tiles are configured according to a distribution that is a stationary Markov random field. Table III shows the results for TABLE III LOWER BOUNDS ON THE CAPACITY OF THE 2-D (1; 1)-RLL CONSTRAINT two types of random fields: the Pickard field [18] and a binary Markov random field (BMRF) due to Champagnat et al. [19] . In our maximization procedure for the case of the Pickard field, we applied an iterative algorithm which is similar to the one presented by Forchhammer and Laursen in [8] (unlike [8] , however, the random field in our case is defined over unconstrained configurations, due to condition [CW] ). The bound we obtain with the Pickard field for agrees with the (true) value of the capacity up to the first four decimal places [16] .
For the n.a.k. constraint (Example 4.1), the Markov chain approach yields, for , a lower bound of 0.424558.
C. Multidimensional Constraints
The technique that was presented in this work can be adapted to handle -dimensional ( -D) constraints in dimensions . For example, for the -D -RLL constraint one gets the lower bound (10) when taking the -D extension of the tiling of Example 2.3 with (here is specified by one parameter only-the probability that a white -D tile is assigned the value ). For the case , the bound (10) equals : this value is smaller than the lower bound of obtained by Nagy and Zeger [20] , but it is higher than their lower bound on the rate of a bit-stuffing encoder [14] . The bound (10) (for ) improves to (at least) when we assume a distribution model which is a generalization of Pickard field to three dimensions [21] . We next describe how the model studied in [21] can be adapted to our setting.
For a positive integer , let denote the cube
We consider the 3-D tiling where and In order to define the joint distribution of the configurations assigned to the white tiles, we will map the lattice onto using the following bijection : Fig. 7 shows the images under the mapping of the points shown in Fig. 6 . As we can see, the six positions of the white tiles are mapped to six points in a shifted cube , where (the image of point ). For reference, Fig. 7 also shows the image of the position of the black tile in Fig. 6 , assuming that the domain of is extended to the whole set .
Fix some (large) positive integer , and let be a 3-D Pickard field as defined in [21] . Namely, is a distribution over all configurations that satisfies certain stationarity and symmetry properties, and is completely characterized by the marginal distribution of -configurations. In particular, due to the stationarity of , we can easily compute the per-symbol entropy of . For more details, see [21] . Let denote the rhombohedron in which is the pre-image set of under the mapping . We now define the distribution on all unconstrained binary -configurations as follows: for every -configuration , the value equals , where is given by The distribution on the joint configuration assignment of white tiles inherits the desirable properties of the 3-D Pickard field : first, we can compute the entropy of , and, second, we can compute the distribution of the configuration assignment of the neighborhood of a black tile, since that neighborhood is mapped by into a shifted copy of .
It is worthwhile pointing out that the maximization in the right-hand side of (9) is not necessarily convex, and this applies to the generalizations of (9) that are implied by the discussion of this section. As an example, it follows from the next proposition that for any dimension , the expression that is maximized in the right-hand side of (10) has two local maxima in the interval .
Proposition 4.1:
For a positive integer , let the function be defined by Then, for , this function has (exactly) two local maxima in the interval .
For (which corresponds to dimension ) we get only one maximum, at , as shown in Fig. 8(a) . The function is depicted in Fig. 8(b) . Proof of Proposition 4.1: The first derivative of is given by
On the one hand, we have . On the other hand, for , we get (11) which is negative for [the right-hand side of (11) is smaller than , where is the base of natural logarithms]. It follows that the interval contains at least one local maximum of . Similarly, for , we have and , which means that has a local maximum also in the interval . In order to show that there are exactly two local maxima of in , it is sufficient to prove that the second derivative has at most two zeros in the interval . Equivalently, it suffices to show that the polynomial has at most two zeros in . Indeed, this holds since the derivative has only one zero in that interval (at ).
Turning back to the -D extension of the tiling of Example 2.3 with , we now analyze the effect of increasing the dimension on the lower bound (10) . As goes to infinity, the abscissa of the smaller local maximum of tends to : this probability value corresponds to assigning (with probability 1) to each white tile, thereby allowing the black tiles to be unconstrained. The abscissa of the larger local maximum tends to : this, in turn, corresponds to an equiprobable distribution on the white tiles, thereby forcing the assignment of to any given black tile with probability 1. Thus, when , the lower bound (10) approaches and, in that limit, the maximum is attained at and . In fact, it is known that in the limit, the capacity of the -D -RLL constraint approaches [22, Th. 1.4] , [23, p. 57 ].
