Introduction
A characteristic property of holomorphic functions, in one as well as in several variables, is that they are about as "rigid" as one can demand, without being identically constant. An example of this rigidity is the fact that every holomorphic function element, or germ of a holomorphic function, has associated with it a unique domain, the maximal domain to which the function can be continued. Usually this domain is no longer in euclidean space (a "schlicht" domain), but lies over euclidean space as a many-sheeted Riemann domain.
It is now natural to ask whether, given a domain, there is a holomorphic function for which it is the domain of existence, and for domains in the complex plane this is always the case. This is a consequence of the Weierstrass product theorem (cf. [13] p. 15). In higher dimensions, however, the situation is different, and the domains of existence, usually called domains of holomorphy, form a proper subclass of the class of aU domains, which can be characterised in various ways (holomorphic convexity, pseudoconvexity etc.). To obtain a complete theory it is also in this case necessary to consider many-sheeted domains, since it may well happen that the maximal domain to which all functions in a given domain can be continued is no longer "schlicht".
It is possible to go further than this, and ask for quantitative refinements of various kinds, such as: is every domain of holomorphy the domain of existence of a function which satisfies some given growth condition? Certain results in this direction have been obtained (cf. for example [17] and [19] ).
An extreme case is to consider the bounded functions, and now a new situation arises. It is for example no longer true that every domain in the complex plane is the domain of definition of a bounded function; one only has to consider the punctured disc and use the Riemann removable singularity theorem. A similar phenomenon occurs in higher dimensions, wich can be seem follows.
Consider a domain of holomorphy and a function which is holomorphic and not identically zero in the domain, but which has zeros there, nevertheless. Then the set of points in the domain where the function is different from zero is also a domain of holomorphy (it can easily be seen to be holomorphically convex). One can now apply the extension of Riemann's theorem (cf. [11] p. 19) to conclude that there is no bounded function for which this new domain of holomorphy is the domain of existence.
The problem now arises to characterise those domains which are the domains of existence of bounded, holomorphic functions, a problem where little progress has been made so far. A major difficulty is that the condition of boundedness is a global condition, so that the usual methods of patching together local elements to get a global function (e.g. the use of cohomology theory for coherent sheaves) do not seem to apply. The present work has its origin in attempts to obtain the desired characterisation using adaptations of the criteria used in the unbounded case. The complete characterisation has proved elusive, but certain partial results have been obtained. Furthermore, the classes of domains studied here are important in other contexts (such as the Serre problem concerning holomorphic fibre bundles, and the classification of pseudoconvex domains), so that the results relating these classes can be of interest.
Now for a sketch of the.contents of the various sections. Section 1 starts with a short description of the construction of general envelopes of hol0morphy. Then follow basic definitions and criteria, and finally examples are given of domains which are domains of existence of a bounded holomorphic function.
Section 2 is concerned with the bounded analogue of holomorphic convexity. It turns out that one gets two different kinds of convexity, and the relation between them is studied, as well as their relation to the domains of existence of bounded holomorphic functions.
Section 3 deals with what can be seen as a generalisation of one of the concepts of bounded convexity, namely completeness with respect to the Carath6odory metric. The relationship between this concept and the previously introduced ones is given. Section 4, finally, is concerned with a characterisation using a bounded plurisubharmonic function, namely hyperconvexity. It is shown, among other things, that strongly complete domains are hyperconvex, and a certain consequence of this result is stated.
Some words about notation: ~ (D) will denote the space of holomorphic functions and H=(D) the space of bounded holomorphic functions on a domain D. By I[ flip we denote the supremum of the function f on D.
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Domains of bounded holomorphy
As mentioned in the introduction, it is usually necessary to consider domains lying over C ' and consisting of several sheets when one is looking for the maximal domain to which a holomorphic function (or class of such functions) can be continued. The precise definition is the following. (For fundamental facts on envelopes of holornorphy, see [18] .)
X be a connected Hausdorffspace and let 7z: X~D be a local homeomorphism (i.e. every point in X has an open neighbourhood U such that z~(U) is open in D and zc restricted to U is a homeomorphism onto re(U)). Then (X, ~, D) is said to be a Riemann domain over D.
Note that according to the Poincar6---Volterra theorem ( [18] p. 25) a Rieman~ domain has a second countable topology. Furthermore, the map z~ can be used to endow X with the structure of a complex manifold, and consequently one can tall( meaningfully about holomorphic functions on X, and also about holomorphic maps between Riemann domains. Definition 1.2. Let (~krX, 7~1, C n) and (X2, re2, C n) be Riemann domains, and let f~ be a holomorphic function on X1. A holomorphic function f2 on X2 is said to be the analytic continuation of ft to X2 if there is a holomorphic map ~0 : X 1 ~ X2 such that i) ~1=~2o~ ii) f~ =f2o ~o.
Graphically i) and ii) can be expressed by saying that the following diagram commutes:
Note that according to the principle of analytic continuation G is uniquely determined by A.
One way to obtain the maximal Riemann domain associated with a given holomorphic function is to consider the connected component in the sheaf of germs of holomorphic functions on cn which contains a germ of the given function. In this manner one gets the following result (cf. [18] The construction given above can be generalised to the case of simultaneous continuation of all holornorphic functions in any given subset ScO(X). One can conceive of the resulting Riemann domain as the intersection of the maximal domains for the individual functions in S. See [20] for an elegant treatment along those lines. The appropriate definition is the following. The first part of the definition states that the functions in S can be continued to )(2 in the sense of Definition 1.2, the second part says that if the functions in S can be continued to X', then their continuations can be continued to )(2. If one introduces a preordering on the set of Riemann domains which satisfy i) by defining X-< Y if the continuations of the functions in S to X can be continued to Y, then ii) asserts that X~ is a maximal element with respect to this preorder.
The S-envelope is unique up to isomorphism (if it exists). The following theorem on the existence of S-envelopes was first demonstrated by P. Thullen in 1932. (See [18] , p. 91 for a proof.) Theorem 1.5. Let (X, ~z, C n) be a Riemann domain. For every Sc(P(X) there is an S-envelope of holomorphy of X. In the sequel the case S=H~(X) will be treated. The H=-envelope of X will be denoted by E=(X). Remark. If X lies over a bounded domain in C", then the lemma shows that the same is true for E=(X), since we can apply it to the coordinate functions on X. This assumption is included in order to avoid certain unpleasant features such as including C" among the H~%domains. This would be unnatural since the impossibility to continue the bounded holomorphic functions on C", i.e. the constants, is a consequence, not of the character of the functions but of the settheoretic properties of the domain. In the case of bounded domains in C" it is of course always true that bounded holomorphic functions separate points.
It is necessary to have some criterion by which one can conclude that a domain is of bounded holomorphy. In order to find such a criterion a description will be given of how to construct a new "larger" Riemann domain to any given one.
The distance function on a Riemann domain (X, zr, C") is defined as follows. If pEX, then d(p, C X) is defined as the supremum of the set of real numbers r such that there is a neighbourhood of p which is mapped homeomorphically by 7r onto a polydisc around lr(p) with all radii r. One can think of d(p, C X) as the distance of p to the "boundary" of X, and since X is connected d is finite unless X= C". In case d is finite it is clearly continuous, and in case X= C" we already know that X is not an H=-domain.
Let pEX, and let D be the polydisc in C" with centre at zc(p) and all radii 2d(p, ~ X). One can now construct a new Riemann domain as follows.
Consider first the disjoint union of X and D. Then perform a partial "gluing together" via an equivalence relation in the following way. If zED and qEX we identify them if a) ~(q)=z, b) there is a curve in zc-l(D) joining q to p. Furthermore every point is identified with itself.
GunnarBerg
In this way a new Riemann domain is obtained, which will be denoted X(p). Clearly one can think of X as a subdomain of X(p). Proof. Assume that X is not an H=-domain, and consider the map ~0: X~E=(X).
It is easy to see that since the bounded functions separate points on X, ~o is injective. Since it fails to be an isomorphism it also fails to be surjective (as a map between Riemann domains q~ is a local homeomorphism), so there is a qEE=(X)\q~(X). Since the distance function is continuous and y is compact, there is a real number ~>0 such that d(e(t),CE=(X))~== for all t, 0<-t<=l. On the other hand, one can choose tl<t o so near t o that d(7(q), C~o(X))<e, where e is a given positive number. Using this it is clear that from the condition in the statement of the theorem one can deduce the existence of a point rE ~0 (X) such that 2d(r, Cq~ (x)) < d(r, ~E= (X)), and such that there is a function fEH=(q~(X)) which cannot be continued to ~o(X) (r) . But the inequality above shows that cb(X)(r)cE=(X), and if we identify X with q~ (X) it is clear that every )rE H=(~o (iV)) can be continued to E=(X), so we have a contradiction.
In order to prove the existence of a function which cannot be continued beyond X, we consider the restriction maps
where {Pi} is chosen as a denumerable dense subset of the dense subset of X\K mentioned in the statement of the theorem. These maps are linear continuous maps between Banach spaces (H=(X) with the supremum norm is a Banach space).
The condition in the theorem implies that none of the maps is surjective. It is then a consequence of the open mapping theorem that all images are of the first category in H=(X) and the same is true of their union. The Baire category theorem finally gives the existence of a function
fEH ~* (X)\ [ J v,H(X(pi)). i
The same kind of reasoning as in the first part of the proof shows that if we could extend f to a Riemann domain which contains X, then it must be possible to extend fas a (possibly unbounded) holomorphic function on some X(pi). But the denseness of the Pi shows that there must be a Pi so thatfis bounded on X(pj), which is impossible. The theorem is proved.
In [21] a definition of "schlicht" H=-domains was given, which was a straightforward adaption of the definition of domains of holomorphy (cf. [13] p. 36) in C". It is important to see how this definition is connected with the present one. First we recall the alternative definition.
Definition 1.9. A domain 12 in C" is an H•-domain (s for schlicht) if there are no open sets f21 and 02 in C" such that i) ~ # f21c f22n~2 ii) 0 2 is connected and not contained in f2 iii) For every f~H=(f2) there is an f~EH=(O~) such that f=f2 on 01.
Note that the above definition does not require the domain to have the property that bounded holomorphic functions separate points on it. It is clear that for example C" is an H~~
The relation between the two definitions is described in the following theorem.
Theorem 1.10. Let ~2 be a domain in C". Then f2 is an H~-domain if and only if f2 is an H~~
and bounded holomorphic functions separate points on f2.
Proof. Suppose first that f2 is not an H=-domain, but that bounded functions separate points. Theorem 1.8 shows the existence of a point z612 such that all functions in H=(O) can be continued to f2(z). If we take O1 to be the polydisc around z with radius d(z, C f2) and 02 the polydisct with radius d(z, ~ f2), we have sets satisfying i)--iii) in Definition 1.9 and consequently f2 is not an HS-domain.
Conversely, assume that f2 is not an H~-domain. Then there are 121 and f2z with the properties i)--iii). If a new Riemann domain X is constructed by considering the disjoint union of f2 and 02 and identifying the points in them which correspond to the points in the connected component (or components) of f2c~f2a which contain O1, then the functions in H=(Q) can be extended to X and it is now easy to see that O cannot be an H=-domain.
Corollary 1.11. An H=-domain in C" is a domain of holomorphy.
This is of course true also for the Riemann domains which satisfy the conditions in Theorem 1.8.
In the examples in the introduction it was shown that certain domains of holomorphy in C n failed to be H=-domains, by continuation of the bounded functions to the interior of the closure of the original domain. One may now ask whether a domain which is equal to the interior of its closure is in fact an H=-domain; we wiI1 call such a domain a full domain.
For domains in the complex plane the answer is that a bounded full domain is an H%domain, and this is a consequence of the following theorem. The situation is different in higher dimensions. This is a consequence of a remarkable example of Sibony [21] . This example is very useful to disprove the analogues for bounded holomorphic functions of several well known characterisations of domains of holomorphy and will occur frequently in the sequel, so we will give a sketch of the construction.
One starts by constructing a subharmonic function V defined in the unit disc and continuous there, satisfying 0<= V(z)< 1. The function V takes the value zero on a discrete infinite sequence in the unit disc with the property that every boundary point of the disc is a non-tangential limit of a subsequence.
One then defines the domain
Since ]w] e v <z) is plurisubharmonic in the unit bi-disc it follows that M(V) is pseudoconvex and hence a domain of holomorphy. Furthermore, the continuity of
, it is possible to develop g in a power series in w with coefficients hv(z) which are bounded and holomorphic in the unit disc. Using Cauchy's inequality one deduces that [hv[<=l on the above mentioned discrete sequence. Making use of Fatou's theorem on the non-tangential limit of bounded holomorphic functions in the unit disc, one finds that ]h,]<= 1 in the disc and consequently the power series for g converges for [wF< 1 and we get an extension of g to the whole of the N-disc. Lemma 1.6 shows that the extended functions are still bounded on the bi-disc. It is easy, using power series expansions as mentioned and approximating the coefficients by polynomials, to show that M(V) is a Runge domain, i.e. polynomials approximate the holomorphic functions in M(V), uniformly on compact subsets.
In order to illustrate the usefulness of the criteria for H=-domains previously obtained, some examples will now be given (Cf. also [21] iii) Since bounded functions separate points on f2, for all c~CA they do so on their intersection, 12. Assume now that there are f21 and f22 as in Definition 1.9, and choose f2, such that f22 is not contained in f2,. It is then clear that Q1 and f22, having the assumed properties, contradicts the fact that f2, is an/-/=-domain.
iv) It is sufficient to consider the case of two domains, D1 and D2. Further examples of/-/=-domains will be obtained in Sections 2 and 3, as byproducts of the results there.
Remark. It is known that an arbitrary domain of holomorphy can be exhausted by an increasing sequence of analytic polyhedra (cf. [4] p. 25), and so by an increasing sequence of H=-domains. Since, as we have seen above, not every domain of holomorphy is an H=-domain, we can draw the conclusion that not every union of an increasing sequence of H=-domains is an H=-domain. This is contrary to the case of domains of holomorphy, since (at least in C") every increasing sequence of domains of holomorphy is again such a domain ("the theorem of Behnke--Stein", cf. [41 p. 130).
In [6] it is shown that a bounded domain of holomorphy in C" with smooth real-analytic boundary has a Stein basis. In view of Theorem 1.15 and the fact that a domain with the described properties is necessarily full, it is an H~-domain.
Bounded convexity
Let (X, ~, C") be a Riemann domain, and let F= O (X) be a family of holomorphic functions on X. Then X is said to be F-convex if, for every compact set K in X, the set
1~ F = {p~X; If(P)[ ~--IlfllK for all fC F}
is compact in X.
A classical theorem, due to H. Cartan and P. Thullen (cf. for example [18] p. 110), states that X is a domain of holomorphy if and only if it is 0(X)-convex (holomorphically convex).
It seems natural to ask whether this result is true with domain of holomorphy replaced by H~-domain and H~-convexity instead of holomorphic convexity, and this is indeed the case when X is a domain in the complex plane (cf. [1] ). In higher dimensions, however, the result is not true in either direction.
To begin with, the set M(V) in Sibony's construction is as mentioned a Runge domain. Hence, according to a well known theorem (cf. [13] p. 53) it is convex with respect to the polynomials, and so, being bounded, it is a fortiori H~-convex. As we saw it is not, however, an H~-domain.
Conversely, the "Hartogs' triangle" There is, however, another way to consider convexity with respect to the bounded holomorphic functions.
In the case of "ordinary" holomorphic convexity the following theorem is valid.
Theorem 2.1. A Riemann domain (X, re, C") is holomorphically convex if and only if, for every infinite, discrete sequence in X there is a holomorphic function in X which is unbounded on the sequence.
This result is true even for (not necessarily reduced) complex spaces, for a proof see [10] p. 118.
An analogous concept for the bounded case can now be introduced.
Definition 2.2. A Riemann domain (X, re, C") is sequentially H~-convex if for every discrete sequence (Pk)k~N in X there is a function fE H~(X), not identically constant, such that supk If(pk)l = I1 fllx.
Remark. Making use of a conformal map of a disc onto itself, one realises that it is no restriction to assume that all functions fin the definition have a common zero in X.
It is now necessary to make clear the relation between the two types of H aconvexity. To begin with we have the following result. 
f(Pk)l----][f[]x=l[F[]x~p), where F is the extension off to X(p). It follows that IF(p~)l=l[F][x(p), and hence F is identically constant, a contradiction.
The two concepts of bounded convexity can now be seen to be related in the following way.
Theorem 2.4. A sequentially H~-convex Riemann domain is H~-convex. The converse implication does not hold.
Proof. Let K be compact in the Riemann domain (X, ~, C"). If /~is not compact in X there will be a discrete sequence (Pk)k~N in /~H~, and on this sequence every non-constant function in H~(X)
is obviously not sequentially H~-convex.
On the other hand the domain M(V) of Sibony is H~-convex. Since it is not an H~-domain and the bounded holomorphic functions separate points on it, Theorem 2.3 shows that it cannot be sequentially I-/~-convex.
Remark. Failure to distinguish between the two kinds of bounded convexity has led to erroneous statements, cf. for example [7] p. 130 and 131 where it is stated that bounded Runge domains (for example M(V)) are sequentially H~176
Some examples of classes of sequentially H~-convex domains will now be 9 given, they are then also H~-convex, and to the extent that bounded holomorphic functions separate points on them they are also H~-domains. Proof. i) A discrete sequence contains a subsequence which tends to a component of the boundary. The complement of this component can then be mapped conformally onto the interior of the unit disc, and the mapping function is then bounded and tends to its supremum along the subsequence.
ii) A simply connected Riemann surface with a non-constant holomorphic function is conformally equivalent to the interior of the unit disc (cf. [8] p. 187). Then reason as in i).
iii) One only has to observe that a discrete sequence has an accumulation point on the boundary of the polyhedron, and at least one of the function used to define it takes the absolute value one there. Remark. In the proof of part iv) and v) we used that boundary points z 0 were peak points for the algebra A (f2) of functions holomorphic in the domain and continuous in its closure, i.e. there is an fEA(f2)such that f(z0)=l and ]ft<l on ~\{z0}. Clearly the fact that every point on the boundary of a certain domain, bounded in C", is a peak point shows that the domain is sequentially H~-convex.
The Carath6odory metric
In this section a notion is going to be discussed, which can be considered as a generalisation of sequential H=-convexity (cf. Theorem 3.3).
To begin with, recall that the Poineard metric in the unit disc is defined by
With this metric the unit disc becomes a Riemannian space of curvature -4. The most important property of the Poincar6 metric in this context is that it is decreased under holomorphic maps from the disc to itself, a statement which is equivalent to the Schwarz lemma (cf. [14] for more details). , g(a) r If one is interested in properties of domains which are related to the behaviour of the bounded holomorphic functions, then it is natural to assume that C~t is a metric. 
Then M is strongly (pyeudo-)complete if and only if every subset of M which i6' bounded by a constant less than one in the (pseudo-)metric
Proof. It is known that
(cf. [12] p. Fp so that a subset of M is bounded in C M if and only if it is bounded by a constant less than one in Co.
Carath6odory-completeness can now be shown to generalise sequential H =-convexity. Proof. Assume to begin with that M is strongly pseudocomplete. If (Pk)k~N is a discrete sequence in M then it follows that C~ (p, Pk) must be unbounded, and by Lemma 3.3, Co(p, pk ) tends to one (maybe after taking a subsequence). This clearly implies that there are fkEFp such that SUpk [fk(Pk)] = 1.
Conversely, if there is a subset in M which is bounded but not relatively compact in M, then one can find a discrete sequence (Pk)RCN in this subset which is bounded by a constant less than one in Co, so for every fEFp we have that ]f(pk)[<=e<l for some constant e. No sequence (fk)kcN with the desired properties can then exist.
Corollary 3.5. A sequentially H=-convex manifold is strongly pseudocomplete.
The following two theorems show that strongly complete manifolds share certain properties with sequentially H=-convex ones. The results are not new (cf. [14] p. 55 and [21] p. 223 resp.) but the given proofs are more in the spirit of the present work. It is clearly impossible to reconcile (.) and (..) with the fact that a subsequence of (fk)k~N tends uniformly to f on compact subsets of M.
Theorem 3.7. A strongly complete Riemann domain is an H~176
Proof. Assume that the Riemann domain (2, 7r, C") is not an H~-domain, and take p~X such that the functions in H~(X) can be extended to H~ (X(p) ). Now take a sequence (Pk)k~N just as in Theorem 2.3, and let (fk)kCN be the corresponding sequence of functions in F v which exists since X is strongly complete. Lemma 1.6 shows that (fk)k~N is a normal family in X(p) and so there is a subsequence converging on compact subsets of X(p) to f, which satisfies f(p)=0, If]<1 in X(p).
By taking a compact set in X(p) containing p~ and using If(p~)[=a<l, ]f~(pn)l ~ 1 as n~, one gets, as in the previous proof, a contradiction to the uniform convergence.
Remark. As for the reverse of the implications in Theorems 3.6 and 3.7, the domain M(V) of Sibony and the Hartogs' triangle show that in general they do not hold. In the case of domains which are boun6ed in the complex plane, the two theorems actually coincide, and it is shown in [1] that the reverse is not true in general here either.
Sibony has given an example of a bounded domain in C", which is H~-convex as well as an H~-domain, but which is not strongly complete (cf. [21] p. 219).
Hypereonvexity
Progress in complex analysis during the last thirty years has largely been due to the use of plurisubharmonic functions, and in this context the most important problem has been to show that domains of holomorphy can be characterised using such functions, the so-called Levi problem. A positive answer has been obtained in a large number of cases. See [22] for a recent review.
A Riemann domain (X, re, C") is said to be pseudoconvex if there is a plurisubharmonic function p on X such that the set {zEX; p(z)<ct} is relatively compact in X for all real c~. One way to express the solution is then the following (cf. [11] p. 283).
Theorem 4.1. A Riemann domain is a domain of holomorphy if and only if it is pseudoconvex.
The concept of hyperconvexity, introduced by Stehl6 in [23] can be considered as a bounded version of pseudoconvexity.
Definition 4.2. A Riemann domain (X, ~, C") is hyperconvex if there is a plurisubharmonic function p on X such that p is negative on X and the set {zEX; p(z)<~} is relatively compact in X for all negative real ~.
Remark. A hyperconvex Riemann domain is necessarily pseudoconvex since if we put V(z) ----p (z) -1, where p satisfies the conditions of Definition 4.2, it follows that V is plurisubharmonic in X and {zEX; V(z)<a} is relatively compact in X for all real ct. It follows from this and Theorem 4.1 that a hyperconvex domain is a domain of holomorphy. It will be shown later that the Hartog's triangle is not hyperconvex, so the hyperconvex domains form a proper subclass of the domains of holomorphy. When Stehl6 in [23] defined hyperconvexity in the more general context of complex analytic spaces, he assumed, in addition to the existence of a plurisubharmonic function with the properties in Definition 4.2, that the space should be a Stein space. This concept is usually considered to be the proper generalisation of domains of holomorphy, and a Stein space is characterised by the fact that it is holomorphically convex and holomorphic functions separate points. A Riemann domain is a domain of holomorphy if and only if it is Stein. (Cf. [10] and [11] for more information on Stein spaces.)
An example will now be given which shows that the assumption of Stein-ness is not superfluous, i.e. that the conclusion in the above remark does not extend to the general case. (The manifold below was constructed by H. Grauert and used for other purposes, see Narasimhan [16] .) This defines p as a function on M since it is dearly invariant under those transformations in F which identify points in D. Furthermore, p is a convex function of the harmonic function Re zl and so plurisubharmonic in D. But rr is locally biholomorphic and consequently p can be considered as a plurisubharmonic function in M. It is easy to see that p(z)<0 in M and also that p(z)~O as z~OM.
The fact that the only holomorphic functions on M are the constants can be seen as follows. The set K=zr(Re zl--1/4) is compact in M, so that if fEO(M), then f assumes its supremum on K at a point P0. Now take z0= (zx, z2) in D such that 7r(zo)=Po. The image under zr of those points in D whose first coordinate is Zl is a connected proper analytic subset of M which contains P0. Because of the assumption on the imaginary parts of the coordinates of the points in the lattice it follows that this analytic subset is dense in K. This implies that, since the maximum principle is valid on analytic sets (cf. [11] p. 272), the function f is constant on K. But K has real dimension 3, so f is constant on M.
Hyperconvex domains have certain features in common with domains of bounded holomorphy. To begin with one realises that the whole of C n cannot be hyperconvex since a bounded plurisubharmonic function on C n is necessarily a constant. Furthermore, a domain obtained by removing analytic subsets from a given domain can not be a domain of bounded holomorphy, nor can it be hyperconvex. This follows from the fact that one can extend bounded plurisubharmonic functions over analytic subsets.
An example of a domain of bounded holomorphy which is not hyperconvex is the Hartogs' triangle. The proof is practically identical to the one given at the beginning of Section 2 where it was shown that this domain is not H~-convex, since the maximum principle and the possibility to extend bounded functions over isolated singularities is valid for subharmonic functions too.
On the other hand, if one assumes that the boundary of a bounded domain of holomorphy is twice continuously differentiable, then a theorem of Diederich and Fornaess [5] says that it is in fact hyperconvex.
The Hartogs' triangle shows that an H~-domain does not have to be hyper- Note that this example also shows that it is possible for a hyperconvex domain not to have a Stein basis (cf. Theorem 1.15). Stehl6 has conjectured (see [23] p. 167) that a full Stein domain, relatively compact in C ~ with a Stein basis, is hyperconvex.
In order to relate hyperconvexity to some of the other notions introduced above it is now going to be shown that a strongly complete domain is hyperconvex. This is going to be done in a more general context than the one used up till now and is a generalisation of a result in [3] .
The definition of Carath6odory metric and strong completeness can be used without change for complex analytic spaces. A complex analytic space (cf. [11] ) is locally isomorphic to an analytic set in some C", and the holomorphic functions on the complex space correspond via the isomorphism to equivalence classes of holomorphic functions on the analytic set and such a function is by definition holomorphic on some neighbourhood in C" of each point in the set; two functions are equivalent if their difference is zero on the set (we are only considering so called "reduced" complex spaces).
Plurisubharmonic functions on a complex space can be defined in the same manner, so they can locally be considered as plurisubharmonic functions on some neighbourhood in C" of a point in the analytic set, "pulled back" via the above mentioned isomorphism. (For more information on this matter, see [15] .)
As mentioned above, a complex space X is said to be hyperconvex if it is a Stein space, and if there is a negative plurisubharmonic function p on X such that {xEX; p(x)<~} is relatively compact in X for all c~<0. The existence of such a function is going to be expressed by saying that X has a bounded plurisubharmonie exhaustion function. Let xo be a point in X, let n be an isomorphism of a neighbourhood of x0 onto an analytic set V in some open set in C", and let n(x0)=zo. In order to prove that ~o is plurisubharmonic on X, it is sufficient to show that there is a neighbourhood of z 0 in C", and a plurisubharmonic function $ in this neighbourhood, such that ~o=~on on the corresponding neighbourhood of x 0.
Let Uo be a In particular this is true for the functions in n*(Fp), i.e. the functions on V which via the isomorphism correspond to the functions in Fp. Let now W be relatively compact in U0, and choose Ks such that Wc cKv If Gp denotes those functions in O (U0) which have been obtained by extending the functions in n* (Fp) under the condition (.), and if one puts ~k (z) = sup If(z) l, Gp then clearly ~0=~orc, and ~-<c i on W. In order to prove that ~k is plurisubharmonic on W, it is sufficient to show that it is continuous, since the continuous supremum of a uniformly bounded family of plurisubharmonic functions is itself plurisubharmonic (cf. [13] p. 16).
Fix the point w0C W and let W' and P be neighbourhoods of w0 contained in W with W'c c P and P a polydisc. It is now possible to use Cauchy's integral formula in the polydisc to obtain estimates for the derivatives in W' of the functions in O(U0), and then, using the mean value theorem, one can deduce the existence of a constant K such that for all wE W" and all fE Gp one has So ~ is continuous, and it is proved that ~o is plurisubharmonic on X.
Since the maximum principle for plurisubharmonic functions applies to complex spaces (cf. [15] ) it is obviously the case that ~o<l on X.
The fact that Xis strongly pseudocomplete means that for every discrete sequence Proof. It only remains to be shown that the space is a Stein space. But by the definition of strong completeness holomorphic functions separate points on the space, and Theorem 3.6 can be used in this more general context and shows that the space is holomorphically convex.
The concept of hyperconvexity is interesting partly because of its connection with holomorphic fibre bundles and the "problem of Serre".
Let X and B be complex spaces, and it a holomorphic map from X to B. Then X is the total space of a locally trivial holomorphic fibre bundle with fibre Y and base B if there is an open cover {U~}~c A of B such that 7r-1 (U~) is isomorphic to U~ • Y. The problem which Serre posed in 1953 is to decide whether the fact that Y and B are Stein spaces implies that X is a Stein space. This is not true in general (see [22] for a review and the relevant references).
Using hyperconvexity Stehl6 in [23] was able to give some positive results using Narasimhan's solution of the Levi problem for complex spaces [15] . If X is the total space and Y the fibre of a locally trivial holomorphic fibre bundle, he proved among other things the following. i) If there is a strictly plurisubharmonic, bounded function on Y, then there is a strictly plurisubharmonic, positive function on X. ii) If Y is hyperconvex then there is a plurisubharmonic function ~p on X such that {xEX; r ~X for all real ~. If one adds the two functions obtained in this way, one has a strictly plurisubharmonic function on • with the exhaustion property of ~p in ii), and then Narasimhan's result shows that X is a Stein space.
A natural manner in which one can guarantee that there exists a strictly plurisubharmonic bounded function on the fibre is to assume that the fibre is relatively, compact in a Stein space. Using Corollary 4.5 we then have the following result proved earlier by Hirschowitz and Sibony (see references in [22] ) using the concept of Banach--Stein space. 
