We present a comprehensive catalog of cool (period P 2 yr) transiting planet candidates in the four-year light curves from the prime Kepler mission. Most of the candidates show only one or two transits and have largely been missed in the original Kepler Object of Interest catalog. Our catalog is based on all known such candidates in the literature as well as new candidates from the search in this paper, and provides a resource to explore the planet population near the snow line of Sun-like stars. We homogeneously performed pixel-level vetting, stellar characterization with Gaia parallax and archival/Subaru spectroscopy, and light-curve modeling to derive planet parameters and to eliminate stellar binaries. The resulting clean sample consists of 67 planet candidates whose radii are typically constrained to 5%, in which 23 are newly reported. The number of Jupiter-sized candidates (29 with r > 8 R ⊕ ) in the sample is consistent with the Doppler occurrence. The smaller candidates are more prevalent (23 with 4 < r/R ⊕ < 8, 15 with r/R ⊕ < 4) and suggest that long-period Neptune-sized planets are at least as common as the Jupiter-sized ones, although our sample is yet to be corrected for detection completeness. If the sample is assumed to be complete, these numbers imply the occurrence rate of 0.39 ± 0.07 planets with 4 < r/R ⊕ < 14 and 2 < P/yr < 20 per FGK dwarf. The stars hosting candidates with r > 4 R ⊕ have systematically higher [Fe/H] than the Kepler field stars, providing evidence that giant planet-metallicity correlation extends to P > 2 yr.
INTRODUCTION
Planets near the snow line, the freezing point of water, are expected to provide critical information on the core accretion theory. The expected location of the snow line around a Sun-like star is about 3 au (or 5 yr) in the traditional planet formation theory (Hayashi 1981) and may vary by a factor of a few depending on the stellar type, mass accretion rate, dust opacity, and evolutionary stage of the disk (e.g. Oka et al. 2011; Martin & Livio 2012; Mulders et al. 2015) . Those distant planets may also dynamically affect the architecture of their inner planetary systems (Huang et al. 2017; Lai & Pu 2017; Hansen 2017; Becker & Adams 2017; Mustill et al. 2017; Pu & Lai 2018) , which almost always exist when the outer planet is Jupiter-sized (Zhu & Wu 2018; Bryan et al. 2019) . While the population of long-period (> a few yr) planets has been probed with the Doppler method for Jupiter-mass ones around Sun-like stars (Cumming et al. 2008; Mayor et al. 2011 ) and with microlensing for planets mainly around late-type dwarfs (e.g. Gould et al. 2010; Cassan et al. 2012; Suzuki et al. 2016) , the transit search has been less complete. The Kepler mission (Borucki et al. 2011 ) provided a detailed view of planets within 1 au of Sun-like stars, but those with periods longer than two years were originally missed.
Several recent works have demonstrated the potential of Kepler to probe the population of long-period giant planets by identifying single and double transiting events (STEs and DTEs) in the four-year data. These events were out of the scope of the original Kepler pipeline that required three transits, and so dedicated searches have been performed via visual inspection (Wang et al. 2015; Uehara et al. 2016 ) and automated pipelines (Osborn et al. 2016; Foreman-Mackey et al. 2016; Schmitt et al. 2017; Giles et al. 2018) , both in the Kepler and K2 (Howell et al. 2014 ) data sets. These searches have revealed long-period transiting planets more than anticipated before the launch (Yee & Gaudi 2008) , some of which have been successfully followedup (Dalba & Muirhead 2016; Dalba & Tamburo 2019) , and even provided a quantitative occurrence rate of such planets around Sun-like stars (Foreman-Mackey et al. 2016) . It is particularly noteworthy that the sensitivity of the Kepler data goes down to Neptune-sized planets around Sun-like stars in this period range, which are currently out of the scope of the Doppler (in terms of mass) and microlensing (in terms of host stars) methods.
In this work, we present a comprehensive catalog of long-period transiting planets from the prime Kepler mission, the Kepler long-period planet (KeLP) catalog, as a resource complementary to the Kepler object of interest (KOI) catalog (Twicken et al. 2016 ). This paper improves upon the previous works in the following three aspects. In terms of targets, we compile all the known events and add new targets from our additional search (Section 2); we independently vet all of them based on the centroid analysis and visual inspection of the pixel data, matching epochs, and detector positions of the events, and remove obvious false positives (Section 3). For stars, we perform precise characterization combining Gaia astrometry, archival spectroscopy, and our follow-up spectroscopy using the Subaru 8.2 m telescope (Section 4). For planets, we perform homogeneous light-curve modeling to derive precise planet parameters and to remove stellar binaries as possible on the basis of the inferred parameters (Section 5).
The properties of the promising candidates are discussed in Section 6. Their properties are used to evaluate the detectability of long-period planets as in this catalog with future direct imaging instruments in Section 7.
INPUT CATALOG
We first created an input catalog of long-period planet candidates by compiling known events from the literature (Section 2.1) and by performing a new dedicated search (Sections 2.2 and 2.3). Table 1 summarizes the sources of the input catalog, as well as the outputs after vetting processes in Sections 3-5. The "clean sample" column corresponds to the final product in the KeLP catalog.
Previously Reported Candidates
We collected long-period planet candidates from the following literature.
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• Those from visual inspection by citizen scientists, namely the Planet Hunters, are described in Schmitt et al. (2014) and Wang et al. (2015) . We included one DTE from the former, and 27 STEs and DTEs from the latter in the input catalog. We decided to included three triple transit events (TTEs) in Wang et al. (2015) as well, because two (KIC 10024862 and KIC 9413313) are not in the KOI catalog and one (KIC 8012732, KOI-8151) is classified as a false positive presumably due to transit timing variation of the second event.
• Uehara et al. (2016) also performed a visual search for STEs/DTEs around KOI stars. We included 19 targets from this work.
• Schmitt et al. (2017) found a DTE in KIC 5351520, which was overlooked by Uehara et al. (2016) due to the "Swiss-cheesing" effect of the light curve caused by inner transiting planets. This target was added.
• Foreman-Mackey et al. (2016) performed an automated search focusing on ∼ 40, 000 bright and quiet Sun-like stars. Seven new STEs/DTEs from this search were added.
• We realized that some targets detected in Section 2.2 have already been reported by Kipping et al. (2016) and in the Kepler Eclipsing Binary (KEB) catalog by Kirk et al. (2016) . We classify them as inputs from the literature, rather than new candidates from our search.
Sigma Clipping and Visual Inspection
As the first simple search for deep transit events, we performed a search based on sigma-clipping and subsequent visual inspection. We identified dips as > 2σ flux deviation lasting longer than 2.5h, where σ is the standard deviation of the light curve detrended with the second-order spline interpolation. Each candidate was visually inspected and the obvious stellar eclipses were removed; they are listed in Table 4 . We applied this procedure to all the long-cadence (29.4 min), pre-search data conditioning (PDC) light curves. As a result, we found 43 new STEs and DTEs, which are listed as "clipping+VI" in Table 1 . We found no new TTE by this method. The sample of 102 STEs and DTEs both from this search and the previous literature (Section 2.1) was used to calibrate a systematic search by the trapezoid fitting in Section 2.3.
Trapezoid Least Square
We then performed a systematic search by matching a trapezoid template to the long-cadence PDC light curves (trapezoid least square; TLS). As shown in Figure 1 , the fitting parameters are the central time t 0 , height H, gradient H/L, and total width W . For each t = t 0 , we 
where a to e are the regions shown in Figure 1 and x i = x(t i ) is the light curve normalized to zero within the fitting region. Because minimization of equation (1) is time consuming, we implement the process using the graphics processing unit (GPU) and pycuda (Klöckner et al. 2012) , as described in Appendix A. Before the trapezoid fitting, we detrended the light curve using a median filter with a timescale of 64 h. Because the median filter with a larger window size is also time consuming, we also implemented a GPU-based median filter, the kernel MedianV sh algorithm proposed by Couturier (2013) . We executed the code using GeForce Titan X and GTX 1080Ti. The resulting computing time for a full long cadence time series is less than a second. To increase the precision of the best-fit parameters, we refit the trapezoid model with higher precision using CPU. Figure 2 shows an example of an STE in KIC 8313257 detected by the TLS algorithm. We compute the signal to noise ratio for each t 0 by
whereH is the maximum value of H among the grids of L and W for a given t 0 , res is the squared norm of the residual of the trapezoid fit, n is the number of data points in the fitting region, and n − 3 is the degrees of freedom of the fit. We call s(t 0 ) the TLS series (the top panel in Figure 2 ). We pick up the dip at t 0 =t 0 that maximizes s(t 0 ) as an STE candidate, and the value of s(t 0 ) is defined as the S/N of the candidate dip. Figure 2 . One of the STE detected by the trapezoid least square (TLS) algorithm (Section 2.3). The top panel shows the TLS time series for the four-year data defined by Equation (2). The strongest peak is located at the Barycentric Kepler Julian Day (BKJD) ∼ 1149. The PDC flux and the best-match trapezoid of the corresponding STE candidate are shown in the middle and bottom panels, respectively.
The fitting procedure described above always yields one dip candidate in each light curve. However, many of the dip candidates, even with high S/N values, are false positives. Most of the false dips turned out to be due to stellar variability producing many peaks and valleys in the light curve. The trapezoid fitting detects one of those valleys, and the resulting TLS series exhibits a series of false peaks with comparable S/N to s(t 0 ). Similarly, short-period transiting planets exhibit multiple high peaks in the TLS series. In contrast, typical STEs/DTEs exhibit only one or two high peaks in the TLS series, as shown in the top panel in Figure 2 .
To characterize the difference between these two cases, we introduce another empirical metric to describe the significance of the fourth peak in the TLS series:
where t 0,4 is the time at the fourth highest peak in the TLS series, and s(t 0 ) and σ s are the median and standard deviation of the TLS series, respectively. The false positive cases with multiple high peaks are expected to have higher ∆ compared to true STEs/DTEs with a small number of high peaks. The choice of the fourth peak is motivated by the fact that the second or third highest peaks occasionally become high due to a gap in the light curve, rather than stellar variability or shortperiod transiting planets; the choice of the fourth peak thus helps to suppress the rate of true negatives caused by the gap. Figure 3 shows ∆ and (S/N)/ √ ∆ of all the events detected by the TLS algorithm (orange dots). The choice of the x-axis is motivated by the empirically-found scaling S/N ∝ √ ∆ for small S/N; this normalization aligns the orange dots vertically and makes the following classification simpler. We also ran the TLS algorithm for the systems known to have STEs/DTEs in Sections 2.1 and 2.2, and recovered 61 of them; their positions are marked by red stars in Figure 3 . As expected, these events are clustered in the region with high S/N and low ∆. Based on these training set results, we chose the region defined by ∆ < 7 and S/N > 2.5 √ ∆ (green square region in Figure 3 ) and one of us (KH) visually inspected all 20816 events in this region. From this search, we identified 10 STEs and 3 DTEs that have not been reported in the literature. We added these 13 systems into our input catalog. We also found three TTEs; one of them, KIC 6681473 (KOI-5312) was a KOI false positive and included in the input list for further vetting. The other two were not included, because they were either a KOI candidate (KIC 3634051, or already in the input catalog (KIC 8012732). We also found four obvious stellar primary and secondary (flat-bottomed) eclipses. These events are listed in Table 4 . Orange dots are all the candidates. The known events from the literature (Section 2.1) and our search in Section 2.2 are shown with red stars; they were used as the training set to determine the region for visual inspection (∆ < 7 and S/N > 2.5 √ ∆; green square). From the visual inspection of the orange candidates in this region, we found additional 13 candidates that passed the vetting in Section 3, shown by blue triangles .
ELIMINATING SUSPICIOUS SIGNALS

First Screening of the Targets
From the STEs/DTEs in Wang et al. (2015) , we excluded the following two targets. For KIC 5522786, candidate transits are reported at BKJD = 283 and 1040 in the PDC light curve (Schmitt et al. 2014; Wang et al. 2015) , but the latter is not seen in the simple aperture photometry (SAP) light curve. Moreover, there are other suspicious dips at BKJD = 268.5 and 872.5 in the SAP light curve. Thus the reliability of the reported signal appears to be low. KIC 8540376 exhibits DTEs, but the separation is 31.8 days because only two quarters are available. The period is too short for our purpose. Similarly, we removed the STE in KIC 8489948 (the sigma clipping+VI in Section 2.2) from the list, because only two quarters (Q16 and 17) are available. These three objects are listed as "SC" in Table 4 in Appendix B.
Events Sharing Similar Epochs
Matching ephemerides in two different targets is known to be a strong indicator of false positives 2 . Although the period is not precisely constrained for most of our sample by construction, signals originating from contamination may still share similar transit times, which may be used to flag spurious signals. We therefore checked the events with similar central times among all the input candidates. We found that STEs in KIC 8505215, 9970525, 9019948, 9019513, 9019245 , and 9019145 occurred within a few days (Figure 4) , and some of them do have spurious shapes. We excluded the latter four (listed as "SE" in Table 4 ), but decided to keep the events in KIC 8505215 and KIC 9970525 (top two rows) in the list because they have distinct transit-like shapes unlike the removed four. Suspicious dips around BKJD = 140 identified from the similar transit times. The bottom four events with similar non-transit-like shapes were excluded, and KIC 8505215 and KIC 9970525 were kept in the candidate list.
In addition to KIC 8505215 and KIC 9970525, several other STEs were found to be separated by less than a day. To check if this is a statistically natural outcome, we compared the distribution of the time intervals of the nearest STEs/DTEs against that of a completely random realization of the transit events ( Figure 5 ). The resulting distributions are consistent with each other, with the Kolmogorov-Smirnov (KS) p-value of 0.98. Figure 5 . The distribution of the time intervals between the two nearest STE pairs. The gray histogram is the distribution from the input catalog, and the green histogram is a simulated probability density function for a random realization.
Visual Inspection of the Pixel Data
Here and in Section 3.4, we describe the pixel-level vetting of the signals. We first visually checked the pixel-level light curves around the detected events. We excluded the events that exhibit either one of the following two features:
• The signal originates from a single pixel. This is likely due to a sudden drop in the pixel sensitivity and produces a box-shaped false positive. The "transit depth" in the single pixel is deeper than that seen in the SAP flux, because the contribution comes from that one pixel. For example, dips in KIC 7190443 at BKJD = 1201 and KIC 5621767 at BKJD = 839 belong to this category.
• The signal is apparently from outside the aperture. In this case, the signal depths significantly vary over the pixels in the aperture because the amount of contamination depends on the distance from the nearby source. One obvious such case is KIC 5480825 at BKJD = 363.
The automated centroid analysis in Section 3.4 will anyway remove the latter class of false positives, but visual inspection is important for the former class that does not necessarily produce centroid shifts. The false positives identified here are listed in Table 4 as "VIP" (visual inspection of pixel data).
Pixel-level Difference Imaging
The centroid shift of the pixel-level difference image between in-and out-of-transit data is an excellent indicator of the contamination from a nearby star (Bryson et al. 2013) . We define the difference image by
where X and Y are the column and row positions of the pixel on image, I(X, Y, t) is the flux in the pixel (X, Y ) at time t, and I(X, Y, t) in and I(X, Y, t) out are the time-medians of the flux inside (i.e. between ingress and egress) and outside (i.e. both sides of) the dip. Figure 6 shows a clear example of contamination from a nearby star in KIC 1717722. The top panel shows the in-and out-of-transit data. The lower left panel shows the mean pixel image of the quarter that includes the detected dip. Pixels labeled with "-" are outside the aperture used for SAP and PDC light curves. The difference image computed by Equation (4) To systematically identify such shifts including the smaller ones, we evaluated the centroid shift of the difference image:
where X PRF [I(X, Y )] is the center of the best-fit pixelresponse function (PRF) image to I(X, Y ). The PRF fitting in this paper was performed using the lightkurve package (Vincius et al. 2018) . The PRF fitting did not work well and returned unstable centroid positions when the total electron number of the difference image is below 30. We decided to just keep 19 such low-S/N targets in our list. Bryson et al. (2013) proposed to use the mean and variance of the centroid shifts from all repeating transits to quantify the significance of the shift. In our case, however, there are only one or two dips in the light curve and this method is not applicable. Instead, we follow a method similar to the one proposed by Kawahara et al. (2018) , who checked the centroid shift in double or triple pulses due to gravitational microlensing by a white-dwarf (WD) companion. First, we injected 1,000 simuated dips with the same depth as the detected one, at randomly selected times in the light curves from the same season. The images within each injected dip were given by
where I sim (X, Y ) is the best-fit PRF model for the median of I(X, Y, t) in this range, and the scaling factor α is chosen so that the injected dip has the same depth as the original one. Second, the difference image of the injected signal,
was used to compute its centroid shift δX * in the same way as for the detected signal:
Finally, the distribution of δX * was used to estimate statistical uncertainty of the centroid shift determination. We computed ellipses that include 95.5%/99.7% of δX * (dashed/dotted lines in Figure 7 ), which we conventionally call 2σ/3σ ellipses.
3 We flagged 10 events outside the 3σ ellipse and discuss them further below. We decided to keep six events between 2σ and 3σ ellipses, considering that the number (6/93 ∼ 6%) is consistent with what we expect from statistical fluctuation.
3 The ellipses were computed as follows. We performed the principle component analysis (PCA) whitening of the dataset of δX * and determine the center and the radius that surround 95.5% of the distribution. The radius that encircles 99.7% was estimated by multiplying the 95.5% radius by 1.38, assuming the two-dimensional normal distribution. Then we performed the inverse PCA transform whitening of those radii. We further examined the 10 flagged events, because a true signal can still cause a large centroid shift as defined by Equation (5) due to a nearby unrelated star (Bryson et al. 2013) . In this case, the out-of-transit centroid is shifted toward the nearby star, while the in-transit one remains close to the original target star. To avoid erroneous identification of this case as a false positive, Bryson et al. (2013) proposed another centroid test using the difference image and the catalog position of a star X cat :
Again, Bryson et al. (2013) estimated the significance of the shift from quarter-to-quarter variations but this is not possible in our case, and so we adopted the same 3σ ellipse constructed from injected signals. Among the 10 flagged events, δX cat for the event in KIC 11709124 was found to be within 3σ, and so this target was moved back to the list. In addition to the nearby star, a true signal can exhibit a larger centroid shift when the signal is located near the gap and the out-of-transit data are partially unavailable (Kawahara et al. 2018) . This was the case for KIC 6191521, both of whose DTEs are located near data gaps. One shows the centroid shift beyond the 3σ ellipse, the other is between the 2σ and 3σ ones, and their values are all near the outliers of the shifts from simulated dips. These imply that the large offset is due to the data gaps, and we decided to keep KIC 6191521 in our list as well. Figure 8 summarizes the pixel-data examination described in this subsection. Here eight targets were classified as false positives and eliminated from the list ("CS" in Table 4 ). Figure 8 . Flow chart of the centroid test using the pixellevel difference image. et al. (2015) pointed out two types of instrumental effects causing false positives. One is the edge effect around a data gap; we already excluded suspicious dips around the gaps during the visual inspection in Sections 2.2 and 2.3. The other is an artifact with the period close to the orbital period of the Kepler spacecraft (372 days), which may contaminate long-period candidates discussed here. As shown in Figure 9 , such artifacts are clustered around the orbital period of Kepler and have durations typically longer than 0.3 days.
Detector Positions of the Transit Events
Mullally
To identify the nature of the artifact, we checked the CCD positions of the KOI false positives with a period between 350-390 d and a duration longer than 0.3 d, which we define as an "FP bump," taking into account the rotation of the spacecraft every three months. As shown in the left panel of Figure 10 , the transits in the FP bump are clustered around the CCD chip 58 and the left edge of the chip 62. This clustering strongly indicates the instrumental origin; the FP bump appears to be produced by repeating signals from the same CCD chips. On the other hand, we did not find any such clustering for long-period planet candidates in our list (right panel of Figure 10 ). Thus we find no evidence that a majority of these events originate from similar artifacts as producing the FP bump.
THE STARS
Precise stellar parameters, especially radii, are important for characterization and vetting of the detected planet candidates. Here we characterize the host stars in the input catalog by fitting stellar evolutionary models to spectroscopic atmospheric parameters or broad-band photometry, and parallax from Gaia DR2. The stars analyzed here include not only those hosting candidates that passed the FP test in Section 3, but also some that failed.
Spectroscopy
First, we collected archival spectroscopic parameters from the California Kepler Survey (CKS, Petigura et al. 2017) , the Spectral Properties of Cool Stars (SPOCS) catalog by Brewer et al. (2016) , the Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST; Cui et al. 2012; Luo et al. 2015 )/LASP stellar parameters (Wu et al. 2014 ) from DR4, The Payne (Ting et al. 2018 ) parameters based on APOGEE DR14 (Majewski et al. 2017) , and the Kepler input catalog DR25 (Mathur et al. 2017) with spectroscopic provenance (KIC 6191521 alone, originally from Furlan et al. 2017) . For these stars, we adopted the literature values of effective temperature T eff , surface gravity log g, and iron abundance [Fe/H] with preferences given in this order. Note that 14 of the stars analyzed here are in the CKS sample and have known inner transiting planets and planet candidates (see also Tables 3 and 5 , and Section 6.5).
For stars without available archival spectra, we obtained high-resolution spectra using the high dispersion spectrograph (HDS; Noguchi et al. 2002) installed on the Subaru 8.2 m telescope. We mainly observed targets brighter than r-mag = 15 and without V-shaped dips. The observations were performed on UT July 28, August 5, and September 6 in 2018 (proposal IDs S18A-044 and S18B-062, PI: Kawahara) with the standard I2a setup and 2 × 1 binning without an image rotator. Image slicer #2 (Tajitsu et al. 2012 ) was used for targets with r-mag 14.5 to increase the signal-to-noise ratio. The resulting spectral resolution was typically 60,000-87,000. We then fit the spectra around the Mg triplet using the Specmatch-Emp code (Yee et al. 2017 ) to derive T eff , log g, and [Fe/H] via empirical matching to the spectra of the touchstone stars with well-determined parameters. Figure 11 shows the observed spectra (black) along with the best matches from the code (green) for FGK stars. We cross-checked our estimates for KIC 8505215 (T eff = 4954 ± 110 K, log g = 4.54 ± 0.12, [Fe/H]= −0.45 ± 0.09) against the CKS values (T eff = 4935 ± 116 K, log g = 4.42 ± 0.10, [Fe/H]= −0.28 ± 0.07, including systematic uncertainties), and found a reasonable agreement.
The atmospheric parameters directly derived from spectroscopy are summarized in the last three columns of Table 2 with the source in the fourth column from the last. These parameters are collected from multiple sources including the present paper, and their accuracy and precision are not uniform. For the following isochrone modeling, we adopt the same uncertainties of 110 K for T eff , 0.12 for log g, and 0.1 for [Fe/H] for all stars, consdering the typical accuracy of these parameters (cf. Petigura et al. 2017) . In practice, the stellar radius is mainly determined by T eff and Gaia parallax, and the other parameters play minor roles.
Photometry
We also collected JHK photometry from the Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006 ) for all the stars in the sample. For those without spectroscopic observations, the colors are used to estimate T eff ; otherwise only the K-band magnitude was used so that the extinction does not introduce systematic bias on T eff . We decided not to use griz colors considering the systematic trend reported in Pinsonneault et al. (2012 Figure 11 . Subaru/HDS high resolution spectra near the Mg triplet (black). KIC numbers are shown at the left of the corresponding spectrum. Green curves are the best-match model returned by the Specmatch-Emp code (Yee et al. 2017) .
For the stars with spectroscopic parameters, we fitted stellar evolutionary models to the spectroscopic T eff , log g, and [Fe/H], along with the Gaia DR2 parallax (Gaia Collaboration et al. 2018; Bailer-Jones et al. 2018 ) and the 2MASS K-magnitude. The K-magnitude was corrected for the extinction A K using the value of E(B − V ) and extinction vectors from the dust map (Bayestar17; Green et al. 2018) . The 30% fractional uncertainty was assumed for A K following Fulton & Petigura (2018) . The stellar-evolutionary models were from the Dartmouth Stellar Evolution Database (Dotter et al. 2008) and were compared to the data using the isochrones package by Morton (2015) .
For the stars without available spectroscopy, we fitted stellar models to the 2MASS JHK colors instead of T eff , log g, and [Fe/H]. We also floated A V as a free parameter rather than using a value from the extinction map. This is because the model sometimes failed to fit the JHK colors corrected for the map-based extinction and yielded unreasonably small formal uncertainties for T eff when combined with the precise Gaia parallax. Here A V is introduced to mitigate such incompleteness of the model.
Results
The results of the isochrone modeling for all the stars are summarized in Table 2 . Here the second to seventh columns report constraints from the isochrone model (median and 68% credible interval of the marginal posterior), and the remaining columns show the values from raw spectroscopy when available. We cross-checked the resulting stellar radii against the values in Berger et al. (2018) and found a good agreement without any apparent systematic trend, although the radius precision was improved to a few percent for the sample with spectroscopic information added. Figure 12 shows the radii and effective temperatures of the spectroscopic (orange circles) and photometric (blue squares) samples along with all the Kepler field stars (gray dots) from Berger et al. (2018) .
The distribution of [Fe/H] from the final isochrone fit has the mean of 0.00 and the standard deviation of 0.15. These values agree with the typical metallicity of the Kepler field stars (Dong et al. 2014; Guo et al. 2017) . That said, the [Fe/H] distribution of our sample is skewed toward higher values (see Section 6.3). This explains the lack of smaller stars along the main-sequence in our sample ( Figure 12 ). 
4.16 
THE PLANET CANDIDATES
Here we model the light curves of 93 candidates that passed the vetting in Section 3. We derive the parameters of the transiting objects including the radius and orbital period based on the stellar parameters determined in Section 4. The results are then used to further filter out potential stellar binaries to obtain the clean sample of planet candidates.
Modeling of the Light Curves
We used the pre-search data conditioning (PDC) light curves downloaded from the Mikulski Archive for Space Telescopes.
4 For KIC 6804821 and KIC 10284575, the coherent pulsations were removed as described in Appendix D. For each candidate, we extracted the data within max(2 days, W ) of the detected events (see Figure 1 for the definition of W ), and removed 3σ outliers using a median filter. When any other shorter-period planet in the KOI catalog is transiting inside the extracted time window, that part was removed.
We modeled the light curves of each candidate as the sum of the mean model and the noise. The mean model m is a product of the transit model assuming a quadratic limb-darkening law (Mandel & Agol 2002) computed with batman (Kreidberg 2015) and a secondorder polynomial function of time to account for the longer-term trend. The noise was modeled as a Gaussian process whose covariance K consists of a Matérn-3/2 covariance and a white-noise term. The log-likelihood of the model ln L,
was computed using celerite (Foreman-Mackey et al. 2017) . Here f represents the observed PDC flux values and the covariance matrix K is given by
where δ ij is the Kronecker delta, σ i is the PDC error of the ith measurement, and σ jit models an additional Figure 13 . Transit light curves of the candidates in the clean sample (1/4). The vertical axis shows the relative flux deviation from unity, in units of 10 −3 . The horizontal axis shows the time BJDTDB − 2454833. The blue dots are the PDC data, the gray solid line shows the maximum a posteriori model, and the gray shaded region shows the 1σ prediction. The best-fit polynomial trend (see Section 5.1) is removed here. When two transits are observed, the transit number is shown in the parentheses following the KIC names; here "3" means that there is a gap in the middle of the two observed transits and that the second observed transit was assumed to be the third one. Shown below the KIC names are the radius and period estimated from the light curve modeling. white noise component that is not taken into account in σ i .
The mean transit model has the following parameters: limb-darkening coefficients q 1 and q 2 as parametrized in Kipping (2013a) , logarithm of planet-to-star radius ratio ln(r/R ), logarithm of mean stellar density ln ρ , transit impact parameter b, time of inferior conjunction t 0 , logarithm of orbital period ln P , eccentricity and argument of periastron √ e cos ω and √ e sin ω, and the coefficients for the polynomial. We adopted uniform priors for the above parameters, except for the eccentricity (for which we adopted the beta distribution prior with a = 1.12 and b = 3.09; Kipping 2013b), mean stellar density (for which we adopted a Gaussian prior based on the constraint in Section 4), and log orbital period (for which we adopted −2 ln P/3 so that the prior on P is ∝ P −5/3 ). 5 When only one 5 The choice of P −5/3 is motivated by the transit probability ∝ P −2/3 and the probability for a transit to occur within a finite baseline ∝ P −1 (cf. Kipping 2018) . So this analysis assumes the transit is observed, the lower and upper bounds for the log period were set to be ln P min and ln(30000 days), respectively, where P min is the longer time interval between the observed event time and the two edges of the data. When two transits are observed, the limit was chosen to be ±0.5 days from the interval of the two transits, and we also fit additional three polynomial coefficients for the second event. If the data in the middle of the two transits are missing, we assumed that the true period is half the interval, because that case is a priori more likely. For TTEs, we fit yet another three polynomial coefficients, and floated the central time of the second transit to take into account transit timing variations, which turned out to be significant for all the TTEs analyzed here. The orbital period in this case corresponds to half the interval between the first and third observed transits.
The posterior samples for the transit and noise parameters (ln α, ln ρ, ln σ jit ) were obtained simultaneously using a Markov chain Monte Carlo algorithm, as implemented in emcee (Foreman-Mackey et al. 2013). The resulting constraints are summarized in Tables 3 and  5 separately for the clean and flagged candidates (see Section 5.2), respectively. We use the median and intrinsic prior uniform in P , and is not conditioned on the information that some of the candidates have inner transiting planets. In this analysis, we excluded STEs in KIC 2158850 and 6145201 and the second of the DTEs in KIC 8636333, based on the comparison of the models with and without a transit. For all the candidate events, we computed the Bayesian information criterion (BIC)
where k and N are the numbers of free parameters and data points, respectively, for the maximum likelihood models with and without a transit. We found that the polynomial model has smaller BIC values than the transit model for the above three events, and so they were excluded as insignificant events.
Pruning the Sample
The combination of the stellar radius derived in Section 4 and the modeling above revealed some candidates whose inferred radii are too large to be planets; these are obvious stellar binaries. In addition, our sample may be contaminated by secondary eclipses with depths similar to that of a planetary transit. Here we flag these events to obtain the cleaner sample of planet candidates, as described below in detail. The discussion in Section 6 focuses only on this sample (Table 3) , although the parameters of the flagged systems are also reported in the catalog (Table 5) .
To flag secondary eclipses with depths similar to that of a planetary transit, we use the relation between the ingress/egress duration and eclipse depth. Considering that the luminosity L of main-sequence stars roughly scales as L ∼ R 4 , the secondary eclipses with depths 0.01-1% roughly correspond to binaries with radius ratios of 0.1-0.3. These ratios are larger than the corresponding radius ratios in the transit case (0.01-0.1), and so these events would have longer ingress/egress than expected for a planetary transit. We pick up such events as follows:
1. We fit the light curves of each system using a model for secondary eclipses, where the limbdarkening coefficients are set to be zero and the depth δ sec is an additional free parameter. We also fixed the impact parameter to be zero to obtain an upper limit on the radius ratio allowed from ingress/egress duration, r sec . We then computed the BIC difference from the transit model, ∆BIC sec , for the maximum likelihood model. We picked up "flat-bottomed" events as those with ∆BIC sec < −6.
2. A part of the "flat-bottomed" events thus selected showed a distinct clustering in the δ sec -r sec plane (Figure 17 , upper panel). We removed all the events with δ sec > r 4 sec /(1 + r 4 sec ) in the lower right region. Because r sec is an upper limit on the secondary radius, this is a conservative thresholding, and the other events are consistent with the planetary transit. As exceptions, we did not flag the candidates with inner confirmed KOIs (KIC 5351250, KOI-408, Kepler-150; Schmitt et al. 2017) or with inner candidate KOIs with falsepositive probabilities less than 10% (KIC 5942949, KOI-2525), because these events in multis are less likely to be false positives (Lissauer et al. 2012 ).
This cut removed 15 systems. As shown in the bottom panel of Figure 17 , the cut turned out to be almost equivalent to excluding candidates with both large radii and impact parameters. This feature is consistent with what we expect for stellar eclipses.
As the second cut, we removed additional eight systems whose inferred radii based on the transit model exceed 20 R ⊕ , but whose light curves were not considered to be flat-bottomed in the first cut. These two cuts leaves us with 67 "clean" candidates in Table 3 . Although the second cut on the radius is not so strict, other large candidates have already been removed in the first cut, and the largest object remaining in the clean sample has r ≈ 14 R ⊕ ≈ 1.25 R Jup . This value agrees well with the maximum radius of known planets with insolation flux lower than 10 7 erg cm −2 s −1 and radii measured to better than 10%.
The light curves of KIC 3526901, 4042088, 4754460, and 7947784 exhibit deeper, stellar eclipses in addition to the STEs in the input catalog, suggesting that the latter events are secondary eclipses. All of these systems, which are shown with star symbols in Figure 17 , have been successfully removed from the clean sample by the above criteria.
How Clean is the Clean Sample?
Our precise stellar radii allowed us to remove stellar eclipses caused by objects > 20 R ⊕ reliably. We also attempted to flag possible secondary eclipses that produce shallower eclipses. Are the remaining candidates all likely to be planets?
First we examine the number of events flagged as potential secondary eclipses above. Considering that L ∼ M 4 for main-sequence stars, companions with mass ratios q ∼ 0.1-0.3 can produce secondary eclipses with 0.01-1%. Assuming the log-normal period distribution in Raghavan et al. (2010) , binary fraction of 0.5, and 1.3 R primary (median of KIC stars), EB occurrence in our search range is ≈ 2 × 10 −4 . Thus the expected number of EBs with mass ratio < 0.3 in the whole Kepler sample would be ∼ 2×10 −4 ×0.3×2×10 5 ∼ 10 assuming flat mass-ratio distribution. This is comparable to the number of objects (15) flagged as potential secondary eclipses, serving as a sanity check of our procedure.
Primary eclipses due to companions later than M7 ( 0.1 M ) or brown-dwarfs can also be confused as Jupiter-sized planets, and they are basically indistinguishable based on the light curve alone. However, binaries with corresponding mass ratios ( 0.1) or brown dwarfs (Grether & Lineweaver 2006) are even rarer than the above estimate. Thus the contaminations from these objects are likely O(1), if any.
Another potential source of confusion is a secondary eclipse of a WD companion. Although the host stars in our sample are typically older than a few Gyr, some WD companions, if any, may still have luminosities of ∼ 10 −3 L and contaminate our sample. Since their physical radii are small, these cases should be at the leftward of the transit line in the upper panel of Figure 17 . Murphy et al. (2018) estimated the occurrence of WD companions around A/F dwarfs to be ∼ 3% for the relevant period range, which is about one fourth of the occurrence of main-sequence companions estimated above. Thus, considering the luminosity function of WDs, some objects in the leftmost part of the upper panel of Figure  17 may be WDs. The objects in this area are marked with squares in Table 3 , although they were not removed from the clean sample.
In summary, it is difficult to completely rule out planetary-depth eclipses caused by red-dwarf/WD companions, but we argue that their contamination is at most ∼ 10% in the clean sample. Table 3 continued (triple) * These stars have KOI numbers because of the STEs/DTEs analyzed here; they are the only transiting planet candidates. † Stars with spectra.
Flat-bottomed transits with short ingress/egress; see Section 5.2. b Flagged as photometric binary by Berger et al. (2018) .
ab Flagged as AO binary by Berger et al. (2018) .
Note-The reported values and errors are medians and 15.87th/84.13th percentiles of the marginal posterior. Figure 18 shows our clean sample in the radius-period plane, along with the "clean KOI" sample constructed from confirmed planets and planet candidates with false positive probabilities calculated by Morton et al. (2016) less than 10%. For those without calculated values in Morton et al. (2016) , we adopted the values in the table available at the NASA exoplanet archive.
PROPERTIES OF THE CLEAN SAMPLE
6 The current KOI catalog includes some of the STEs/DTEs in our clean sample, and they were excluded to avoid overlap. We updated the planetary radii in this clean KOI sample using the revised stellar radii in Berger et al. (2018) .
Among the 67 candidates in our clean sample, 23 are newly reported in this paper (cf. Table 1) .
7 In terms of planet size, 29 have r > 8R ⊕ , 23 have 4 R ⊕ < r < 8 R ⊕ , and 15 have r < 4 R ⊕ . The number of Jupiter-sized planets with r > 8 R ⊕ is found to be consistent with the Doppler occurrence (see Section 6.1). This implies that the catalog may have a high completeness for Jupiter-sized planets, although the result does not rule out the possibility that the occurrences of giant planets in the two samples are intrinsically different. Although we have not yet quantified the search completeness, we found a similar number of smaller planets, suggesting that they are at least as common as Jupiter-sized ones in the searched period range over 2-20 yr. If the sample is complete, our sample implies the occurrence of ≈ 0.4 planets larger than Neptune per FKG star (Section 6.4). The radius distribution of planets > 4R ⊕ turned out to be indistinguishable from that of the KOIs with 100 days P 700 days (Section 6.2). We also found, based on the spectroscopic sample, that the host stars of the planets larger than 4 R ⊕ have systematically higher [Fe/H] than the other Kepler field stars, while this is not the case for smaller candidates (Section 6.3).
Comparison with the Doppler Sample
Jupiter-sized planets in the period range of our interest have already been detected in long-term Doppler surveys (e.g. Cumming et al. 2008; Mayor et al. 2011 ).
Here we compare the number of Jupiter-sized planets in our sample against the number expected from the Doppler occurrence.
We use the occurrence rate density modeled as a double power-law function of orbital period and planetary mass by Fernandes et al. (2018) , based on the combined sample of HARPS and CORALIE surveys . Specifically, we reproduced the analysis in Fernandes et al. (2018) for periods 3-10, 000 days and mass 30-6, 000 M ⊕ and obtained the posterior sample for the rate density parameters using the epos code (GijsMulders 2019) . Using this function, we assigned planets (i.e., occurrence, mass, and period) to a subset of Kepler stars, which we call S H , in the same region of the HR diagram as spanned by the stars in the HARPS volumelimited sample (Sousa et al. 2011) . This ensures that the comparison can be made for Kepler stars with similar properties as those in the HARPS sample. We have not corrected for possible difference in the stellar binarity between the volume-limited HARPS sample and the Kepler stars, but this effect is likely minor as long as we focus on giant planets (Bouma et al. 2018) . The planetary masses are converted to radii using a broken powerlaw fit to the known planets with a break at 100 M ⊕ , and the transit duration was computed assuming the Beta distribution for eccentricities (Kipping 2013b ) and random distributions for the argument of periastron and cosine of the orbital inclination. We then computed the transit signal-to-noise ratio and the corresponding detectability following Fulton et al. (2017) using Combined Differential Photometric Precision (CDPP; Koch et al. 2010) , and counted the expected number of transit detection for planets larger than 8 R ⊕ as a function of period. Although the process is not totally justified for planets with less than three transits, the detection efficiency curve likely plays a minor role for planets larger than 8 R ⊕ because of large signals. The whole simulation was repeated 1, 000 times for the occurrence density parameters randomly sampled from the epos posterior. Figure 19 compares the result against the subsets of the clean KOIs and our clean sample that are also part of S H . The thick black line shows the mean of the 1, 000 simulations, and thin lines show 20 random posteriors (i.e., 2σ samples). Since the mean [Fe/H] of the HARPS sample (−0.1; Sousa et al. 2011 ) is lower than the mean of the Kepler field stars (Dong et al. 2014; Guo et al. 2017) , we also show the mean occurrence corrected for this difference assuming 10 2[Fe/H] dependence derived for giant planets out to 4-yr orbits (Fischer & Valenti 2005) . We find a generally good agreement except for the region around 10 days and 1-2 yr. The former is likely the gap in the occurrence (e.g. Santerne et al. 2016 ) that is not taken into account in the adopted power-law model. The origin of the latter tension is unclear; it may indicate that a few planets with three transits are missed in the KOI catalog, and were missed in our search as well.
Radius Distribution
Let us have a closer look at the radius distribution using the combined clean KOI sample and our long-period sample. Here we focus on giant planets > 4R ⊕ , for which completeness of the KOI sample is likely high at least for P 1 yr (e.g. Petigura et al. 2018) . Figure 20 shows the normalized histogram and cumulative distribution for the planetary radius. The radius distribution for P > 700 days is roughly log-flat down to 4 R ⊕ (bottom panel), suggesting that Neptune-sized planets are at least as common as Jupiter-sized ones in this period range. In addition, we found very similar distributions for P > 700 days and 100 days < P < 700 days (top panel) with the KS p-value of 0.9. In other words, we did not find any significant change in the radius distribution around the snow line. Given that we have not corrected for completeness, two interpretations are possible: the radius distributions do remain to be the same and our search completeness is high for planets down to 4 R ⊕ ; or there actually exist more small planets in P > 700 days range than in 100 days < P < 700 days.
Figure 20 also shows the radius distributions for planets with P < 100 days. Here the bin edges roughly correspond to the radius values across which the radius distribution was found to show significant changes based on the KS p-value. The bin with P < 3 days is dominated by inflated hot Juptiers larger than 11 R ⊕ and lack smaller planets in the sub-Saturn desert (Szabó & Kiss 2011; Lundkvist et al. 2016) . For longer periods, Jupiter-sized planets become less inflated and smaller planets start to dominate. The origin of the difference across P ∼ 100 days is not clear; this might be related to the prevalence of lower-density sub-Saturns at longer orbital periods as hinted by systematic analysis of transit timing variations (Hadden & Lithwick 2017 . The host stars of planets larger than 4 R ⊕ are also systematically more metal rich than the FGK dwarfs (T eff = 4700-6500 K, log g = 3.9-5.0) in the Kepler field from LAM-OST DR4 (lower panel), with the KS p-value of 0.8%. This indicates that the giant planet-metallicity correlation confirmed for the shorter-period sample ) also holds for planets with periods longer than two years. 
Occurrence Rate
Although we have not quantified the detection completeness in our search, here we estimate the occurrence of giant planets > 4 R ⊕ for reference, assuming that the completeness is high.
Defining the transit signal-to-noise s tra (r) by (r/R ) 2 /σ 15 , where σ 15 is the CDPP for the longest 15 h timescale, we find that our sample has an s tra cutoff at ≈ 10 and the cutoff is independent of the Kepler magnitude. Given this observation, we computed s tra (4 R ⊕ ) for all the Kepler stars using the radii from Berger et al. (2018) , and found that ≈ 67000 Kepler stars with 4700 K < T eff < 6500 K have s tra (r) > 10; these are the Sun-like stars (which turned out to be mostly on the main sequence) for which Neptune-sized transiting planets, if present, would have been detected. On the other hand, there are 32 planets with r > 4 R ⊕ and P > 2 yr in our sample.
We follow equations 12 and 13 in Foreman-Mackey et al. (2016) (see also the Appendix of Foreman-Mackey et al. 2014) and assume that the detection completeness is 100% for any relevant r and P and that the rate density per ln P is constant in our search range. Then we find the occurrence rate density per ln P for planets with r = 4-14 R ⊕ and P = 2-20 yr to be 0.17 ± 0.03, or the occurrence rate integrated in this range to be 0.39±0.07 per star with 4700 K < T eff < 6500 K. Here the error bar takes into account the Poisson noise alone. Interestingly, the result agrees with the value 0.29 ± 0.11 derived by Foreman-Mackey et al. (2016) for a similar radius range (0.4-1.0 R Jup ) but after completeness correction (their table 6). 
Systems with Inner Planets
Our clean sample includes 10 planet candidates with confirmed inner transiting planets (Table 3 ). These planets have higher fidelity to be genuine planets (Lissauer et al. 2012) . The fraction of such systems in our Figure 20 . Radius distribution of our samples with P > 700 days (thick gray line), compared with the shorter-period planets in the clean KOI sample defined in Section 6. Upper panel -normalized cumulative radius distributions for planets with r > 4 R⊕. Lower panel -normalized radius histograms for planets with r > 4 R⊕. sample (9/67 = 15%) is significantly higher than the fraction of confirmed Kepler stars among all the Kepler stars (∼ 1%). This is likely due to the correlation of planet occurrences and orbital inclinations between inner and outer planets (Uehara et al. 2016; Herman et al. 2019) . It may also be the case that the stars with inner, typically smaller transiting planets detected have systematically less noisy light curves and bias for the detection of longer-period transiting planets.
Mass Distribution
If the empirical mass-radius relation in Chen & Kipping (2017) is adopted, the radius distribution of our planet sample with P > 700 days suggests that the occurrence rate density per log planet mass (planet-tostar mass ratio) at ∼ 30 M ⊕ (∼ 10 −4 ) is higher than that around ∼ M Jup (∼ 10 −3 ) by almost an order of magnitude. Such a slope is compatible with the value implied from microlensing surveys for planets near the snow line of late dwarfs (Suzuki et al. 2016) . Quantifying the completeness for smaller planets is essential for more detailed comparisons.
IMPLICATIONS FOR FUTURE DIRECT IMAGING
Abundance and properties of the long-period exoplanets are useful for forecasting the outcome of future direct imaging missions. In Figure 22 , we convert planet and stellar properties in the clean sample to star-planet contrast ratios (hereafter contrast) in visible and infrared bands. The contrast C at the wavelength λ was computed as the sum of scattered light and thermal emission from a planet:
where A is the Bond albedo, a is the orbital semi-major axis, h is the Planck constant, c is the speed of light, and k B is the Boltzmann constant. In the first term (scattered light),
is the Lambert phase function, where β is an observerstar-planet phase angle and we adopt β = π/2. Given the values of Bond albedo of Jupiter, Saturn, Uranus, and Neptune are 0.50, 0.34, 0.3, and 0.29, respectively, here we adopt A = 0.4 for simplicity. In the second term (emission light), we adopt the radiative equilibrium temperature
for the planet temperature T p . For typical T p for the long-period planets, the scattered light dominates the contrast in the visible band, while the thermal emission is much larger in the infrared band. The baseline technical goal of the contrast of the WFIRST coronagraph instrument (CGI) in the visible band is 10 −9 with an inner working angle of 0.2 arcsec, which corresponds to a semi-major axis of 1-2 AU at a distance of 5-10 pc (Spergel et al. 2015 , see also the website of WFIRST)
9 . The left panel of Figure 22 shows that the planets down to ∼ 4 R ⊕ in the clean sample have contrasts above the goal of the WFIRST CGI, if those planets are found at 5-10 pc. In addition, those Neptune-sized planets near the snow line around the nearest stars ( 5 pc) can be a potential target for ground-based extreme adaptive optics systems in infrared bands to detect planet's thermal emission, such as TIKI (Blain et al. 2018) , which aims to achieve contrast of 10 −7 for nearby bright stars (the right panel in Figure 22) . Thus, such Neptune-sized planets at a few au, if found around nearby stars, can be promising targets for direct imaging surveys in the next decade. 
where n a to n e is the number of the data points in the region of a to e. We obtain the height at the minimum χ 2 for each of the set of L, W, t = t 0 as H = −B/A (A2) A = 4L 2 (n a − n c + n e ) + W 2 (n b + n d ) + 8W 
We need to search for the minimum of χ 2 by varying L, W , and t 0 . The left panel in Figure 23 shows the structure of the NVIDIA/CUDA model. There are three types of memory: main memory, global memory, and shared memory. CPU uses main memory, which is located outside the GPU unit. The GPU has global memory and shared memory. The former is a common memory for all blocks and has a large size. Each computing block has shared memory. Threads in a block can transfer data from the corresponding shared memory much faster than from global memory. However, the size of shared memory is usually small. First, we transfer the light curve from the main memory to the global memory. We allocate t 0 into blocks. The i-th block computes the χ 2 of the trapezoid for t 0 = t[i]. Then we transfer a small segment around t 0 = t[i] ("scoop" in the right panel in Figure 23 ) to the shared memory so that the threads can read the data quickly. In addition, the j-th thread computes values for different widths W = W [j]. Finally, each thread has only a loop to search for the optimal L. Each block picks up the maximum value of S/N (t 0 ) ≡H res(n − 3) ,
where res is the residual of the fit, and n − 3 is the degrees of freedom. We call this time series the TLS series.
B. THE LIST OF FALSE POSITIVES Table 4 provides a list of eclipsing binaries identified in Sections 2.2 and 2.3, as well as the false positives identified in Section 3.
C. SYSTEM PARAMETESR AND LIGHT CURVES OF THE FLAGGED SYSTEMS
Here we show the light curves of the candidates flagged due to long ingress/egress durations (Figure 24 ) or radii too large to be planets (Figure 25 ). Table 5 reports the parameters for these systems. Maximum Maximum Figure 23 . The structure of the CUDA-GPU model (left) and the parallelization of the TLS algorithm (right). In the CUDA-GPU model, transfer from shared memory (blue boxes) is faster than from global memory (red circles), although the shared memory size is much smaller than the global memory size. Each block has its own shared memory and consists of a set of threads. In our GPU-based TLS code, we transfer a segment of the light curve around the central time t0 from the entire light curve stored in the global memory to the corresponding shared memories. Each thread in a block computes the residual of the data from the trapezoid model for a different width, W . KIC 6804821 is a delta scuti star, which is one of the typical variable stars. Oscillation of delta scuti stars consists of dozens of coherent modes. Performing the Fourier analysis of the light curve, we pick up N =27 significant Fourier modes (f i , i = 1, ..., N ). Fitting the multi-sine function with these modes,
to the light curve outside the transit phase (C is the offset) around STE, we derive the trend of the star, as shown in the upper panel of Figure 26 (left). Detrending the light curve, we obtain a clear signal of the STE of KIC 6804821 (bottom panel in Figure 26 ). KIC 
