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Generic analysis of kinetically driven inflation
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We perform a model-independent analysis of kinetically driven inflation (KDI) which (partially)
includes Generalized G-inflation and Ghost inflation. We evaluate the background evolution splitting
into the inflationary attractor and the perturbation around it. We also consider the quantum
fluctuation of scalar mode with a usual scaling and derive the spectral index ignoring the contribution
from the second order products of slow-roll parameters. Using these formalisms, we find that within
our generic framework, the models of KDI which possess the shift symmetry of scalar field cannot
create the quantum fluctuation consistent to the observation. Breaking the shift symmetry, we
obtain a few essential conditions for viable models of KDI associated with the graceful exit.
I. INTRODUCTION
Inflation is an elegant scenario which can resolve the
problems in the big bang universe by accelerating the
early universe [1–3]. The quantum fluctuations produced
in the inflationary universe become the seed of large-scale
structure, and their nearly scale-invariant, Gaussian fea-
tures [4–7] are compatible with the precise observation of
cosmic microwave background anisotropies [12, 13]. Now,
it is not too much say that inflation is the standard model
of the early universe, while we still have some alternatives
[14–16].
In the inflationary models, slow-roll inflation, in which
a scalar field rolls down on its potential slowly, is known
as a common class of the models [8–11]. In that class,
the potential energy of scalar field plays a role of the vac-
uum energy to accelerate the universe. Typically, slow-
roll inflation ends naturally and changes to the big bang
universe after the scalar field reaches to a smaller value
than the Planck mass. Taking a few stringent constraints
from the observation of cosmic microwave background,
the form of scalar potential has been narrowed down un-
til now.
To begin with, however, are there any reasons why in-
flation is driven by the scalar potential? In reality, we do
have another huge class of accelerating the universe, so-
called kinetically driven inflation (KDI) [17–22]. In this
class, the kinetic terms of scalar field play an important
role to inflate the universe. KDI can also transit to the
big bang universe by tuning functions of the scalar field
in the models. After the first model of KDI [17] was pro-
posed, many models of this class have been united in the
frame of Horndeski theory [22, 23]. Although the quan-
tum fluctuation behaves differently from the Horndeski
theory, ghost inflation [19] holds the same mechanism for
inflating the universe as KDI. Some models of KDI ex-
hibit features in sharp contrast with slow-roll inflation
[18–21, 24–29], and thus it is expected that the precise
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observations in the future can distinguish which class has
much concordance with the observational data.
So far, however, any unified analytical methods for de-
scribing the whole evolution of KDI have not been devel-
oped. The main purpose of this article is to reformulate
the previous courses of analyses and develop a unified
formulation for evaluating the behavior of KDI systemat-
ically. We perform a generic analysis of background evo-
lution splitting into the inflationary attractor and linear
perturbations around it explicitly. We derive the equa-
tion of motion for the linear perturbations with an ansatz
where all derivatives with respect to the scalar field φ are
sufficiently small to be treated as perturbations. Fur-
ther, we consider the scalar quantum fluctuation around
the background with a usual scaling dimension. Using
a well-known approximation where we keep the first or-
der slow-roll parameters only, we classify the asymptotic
form of the mode function by the rank of Hankel func-
tion. Using those formalisms, we analyze the behavior of
KDI for the shift symmetric case and φ-dependent case
separately. Then, we find a few model-independent con-
straints with which viable models of KDI should be sat-
isfied.
This article is organized as follows. In the next sec-
tion, we provide a theoretical framework in a model-
independent manner and show the inflationary attractor
of KDI with an explicit example. In Sec. III, we analyze
the background evolution and the quantum fluctuation
perturbatively. We apply those formalisms to the shift
symmetric case of KDI in Sec. IV and to φ-dependent
case in Sec. V. Sec. VI is devoted for the conclusion. We
add Appendix A and B, where technical details are pro-
vided. In Appendix C, we shortly review a non-attractor
solution, so-called ultra slow-roll solution [30, 31], which
the theory can hold potentially.
II. ATTRACTOR SOLUTION OF
KINETICALLY DRIVEN INFLATION
In this article, we intend to derive model-independent
features of kinetically driven inflation. Thus, instead of
2specifying a model, we just impose the following condi-
tions to a theory;
• The theory preserves a symmetry under 4-
dimensional diffeomorphism.
• The action of theory consists of a single scalar field
φ and a metric field gµν , i.e., S[φ, gµν ].
• The theory contains one scalar mode and two ten-
sor modes only in the focused energy scale.
• The theory has the flat Friedmann-Robertson-
Walker(FRW) background solution.
We give the flat FRW metric as ds2 = −N(t)2dt2 +
a(t)2d~x2 where N(t) is the lapse function. By variation
of the action with respect to N(t) and the background
field φ = φ(t), we can always get the following form of
constraint equation for the background
E(φ, φ˙, H, · · · ) = 0 , (1)
and the equation of motion for φ(t)
J˙ + 3HJ = P,φ , (2)
where
J = J(φ, φ˙, H, · · · ),
P = P (φ, φ˙, φ¨, H, H˙, · · · ) . (3)
The dot denotes the derivative with respect to time t
and H ≡ a˙/a is the Hubble parameter. The ellipses
imply contributions from the higher order time deriva-
tives of φ and H , which are assumed to be negligible
throughout this article. The functions E , J and P are
supposed to be regular for their arguments. For simplic-
ity, we restrict E and J as they include up to the first
order time derivatives of φ and a as the valid terms. In
this article, a comma followed with subscript(s) denotes
a partial derivative with respect to the subscript(s), e.g.,
P,φ = ∂P/∂φ. The constraint equation (1) is equivalent
to the Friedmann equation. For the derivation of these
equations, see Appendix A.
If the derivative with respect to φ in the right hand
side of Eq. (2) are sufficiently small to exclude it from
a leading evolution, or, the theory has a shift symmetry
under φ → φ + c where c is a constant parameter, the
equation of motion for φ is reduced to
J˙ + 3HJ ≃ 0 . (4)
A general solution for J is
J ≃ cJa−3 , (5)
where cJ is a constant of integration. When the universe
expands, J approaches to 0 in the asymptotic future. If
the field velocity φ˙ approaches to a nonzero value as J →
0, we could obtain a non-trivial quasi-de Sitter attractor
solution. Assume that the simultaneous equation system
E = 0 and J = 0 has at least one root solution as
φ˙0 = f(φ0) 6= 0, H0 = H0(φ0) , (6)
where f is a function of φ and the subscript 0 stands
for the leading order approximation. This root solution
can be regarded as an attractor since the motion of back-
ground scalar field is determined by the first order dif-
ferential equation. If the Hubble parameter varies suf-
ficiently slowly with respect to φ0, the root solution (6)
can become a quasi-de Sitter attractor. Inflation induced
by this mechanism is referred to as kinetically driven in-
flation. As an explicit example, we consider the following
model [17]
S =
∫
d4x
√−g
[
M2Pl
2
R−K(φ)X +X2
]
, (7)
where MPl is the Planck mass, R is the scalar curvature
and X := − 12gµν∂µφ∂νφ. For this action, we get the
constraint equation
E = −KX + 3X2 − 3M2PlH2 = 0 , (8)
and the equation of motion for φ
J˙ + 3HJ = −K,φX,
J = φ˙(−K + 2X) . (9)
When K > 0 and its derivative term with respect to φ is
enough small to ignore, we obtain an attractor solution
φ˙0 = ±
√
K(φ0), H0 =
K(φ0)√
3MPl
. (10)
In the region where the function K varies sufficiently
slowly, the solution becomes a quasi-de Sitter attractor.
As we mentioned, the attractor (6) is the leading order
approximation of full solution, and the actual motion of
scalar field deviates from the attractor. In the following
sections, we evaluate the deviation perturbatively.
III. PERTURBATIONS AROUND THE KDI
ATTRACTOR
To derive the post-attractor solution, we consider
isotropic and homogeneous perturbations around the at-
tractor solution. We derive equations of motion for the
perturbations using the full equations (1) and (2). Fur-
ther, we consider the quantum fluctuations around the
background solution.
A. Perturbative solution of background
We expand the background scalar field and the Hubble
parameter as
φ(t) = φ0(t) + φ1(t), H(t) = H0(t) + h1(t) . (11)
3φ1 and h1 are the linear perturbations around the attrac-
tor solution. Introducing a small parameter |ξ| ≪ 1, we
make an ansatz that all of derivatives with respect to φ
are as small as the linear perturbations:
{φ1, h1, A,φ} = O(ξ), (12)
A =
∞∑
n=0
(
∂n
∂φn
)
An,
where {An} are arbitrary functions of the background
fields without differentiation with respect to φ. Then,
the constraint equation (1) is expanded up to O(ξ) as
E = E0 +
(
E,φ˙
)
0
φ˙1 + (E,H)0 h1 = 0, (13)
E0 := E(φ0, φ˙0, H0, · · · ),
where we ignored contributions from the higher order
time derivative terms of φ and H . The bracket with
subscript 0 implies that we substitute the leading values
of background fields into the derivative in the bracket.
Since the leading part E0 vanishes by itself, we obtain a
relation between the perturbations
h1 = −
( E,φ˙
E,H
)
0
φ˙1. (14)
Similarly, the quantity J is expanded up to O(ξ) as
J = J0 +
(
J,φ˙
)
0
φ˙1 + (J,H)0 h1, (15)
J0 := J(φ0 , φ˙0 , H0 , · · · ).
The leading term J0 vanishes, so we get
J =
{(
J,φ˙
)
0
−
(
J,H
E,φ˙
E,H
)
0
}
φ˙1, (16)
where we used Eq. (14). Substituting Eq. (16) into Eq.
(2), we obtain the equation of motion for φ1 as
φ¨1 + 3H0φ˙1 =
(
P˜,φ
)
0
, (17)
P˜,φ :=
P,φ(
J,φ˙
)
0
−
(
J,H
E
,φ˙
E,H
)
0
.
This equation is similar to the equation of motion for a
canonical scalar field in the FRW spacetime. Note that
to make use of Eq. (17), we must impose a condition
|φ˙0| ≫ |φ˙1| , (18)
otherwise we can not treat φ1 as the linear perturbation
around the KDI attractor (6).
Before solving the equation of motion for φ1, we con-
sider the quantum fluctuation of scalar mode around the
background in the next subsection.
B. Quantum fluctuation
We assume that after solving all of the constraints the
theory has, we obtain the second order action for the
scalar fluctuation ζ as
S
(S)
2 =
∫
dtd3xa3
[
Gsζ˙2 − Fs
a2
(~∇ζ)2 + · · ·
]
, (19)
Fs = Fs(φ, φ˙, φ¨, H , H˙, · · · ),
Gs = Gs(φ, φ˙, φ¨, H, H˙, · · · ) . (20)
We may regard ζ as the comoving curvature perturba-
tion. The ellipses in the functions Fs and Gs denote the
negligible higher derivative terms of φ and H , while the
ellipsis in the action (19) represents contributions from
the higher derivative terms of ζ. If the higher deriva-
tive terms of ζ become relevant, the scaling of quantum
fluctuation would change significantly1, which requires
individual analysis for each model. Thus, we do not take
such cases into account. The generic action (19) cov-
ers, at least, all classes of Horndeski theory and DHOST
theory [32–36]. For the derivation of Eq. (19), see Ap-
pendix. B and [37] also. Using the background equations
(14) and (17), we expand Fs and Gs up to O(ξ) as
Fs = Fs0 +
(
Fs,φ˙
)
0
φ˙1 +
(
Fs,φ¨
)
0
φ¨1
+
(Fs,H)0 h1 + (Fs,H˙)0 h˙1
= Fs0 + 3H0 (Fs1 −Fs2) φ˙1 + Fs2
(
P˜,φ
)
0
, (21)
Gs = Gs0 +
(
Gs,φ˙
)
0
φ˙1 +
(
Gs,φ¨
)
0
φ¨1
+
(Gs,H)0 h1 + (Gs,H˙)0 h˙1
= Gs0 + 3H0 (Gs1 − Gs2) φ˙1 + Gs2
(
P˜,φ
)
0
, (22)
where
Fs0 := Fs(φ0, φ˙0, H0, · · · ),
Fs1 :=
1
3H0
{(
Fs,φ˙
)
0
−
(
Fs,H
E,φ˙
E,H
)
0
}
,
Fs2 :=
(
Fs,φ¨
)
0
−
(
Fs,H˙
E,φ˙
E,H
)
0
,
Gs0 := Gs(φ0, φ˙0, H0, · · · ),
Gs1 :=
1
3H0
{(
Gs,φ˙
)
0
−
(
Gs,H
E,φ˙
E,H
)
0
}
,
Gs2 :=
(
Gs,φ¨
)
0
−
(
Gs,H˙
E,φ˙
E,H
)
0
. (23)
1 Ghost inflation [19] is included in this case. Thus, by using our
formalisms, we can analyze the background evolution of ghost
inflation, but cannot the evolution of quantum fluctuation of the
model.
4The square of speed of sound for ζ is defined as
c2s :=
Fs
Gs
=
Fs0 + 3H0 (Fs1 −Fs2) φ˙1 + Fs2
(
P˜,φ
)
0
Gs0 + 3H0 (Gs1 − Gs2) φ˙1 + Gs2
(
P˜,φ
)
0
. (24)
For the fluctuation being stable, Fs and Gs should be in
the range
Fs ≥ 0, Gs > 0, Gs ≥ Fs, (25)
which leads to 0 ≤ c2s ≤ 1. Then, we define slow-roll
parameters as
ǫ1 := − H˙
H2
, ǫ2 :=
ǫ˙1
Hǫ1
,
fs1 :=
F˙s
HFs , fs2 :=
f˙s1
Hfs1
, (26)
gs1 :=
G˙s
HGs , gs2 :=
g˙s1
Hgs1
,
and generalized conformal time as
dτs :=
cs
a
dt. (27)
The derivative of cs/aH with respect to τs yeilds
d
dτs
( cs
aH
)
= −1 + ǫ1 + 1
2
(fs1 − gs1). (28)
If we regard the slow-roll parameters ǫ1, fs1 and gs1 as
constants, the integral of Eq. (28) reduces to
cs
aH
≃ −
{
1− ǫ1 − 1
2
(fs1 − gs1)
}
τs. (29)
This approximation implies practically that we ignore
contributions from the second order products of slow-
roll parameters ǫ1ǫ2, fs1fs2 and gs1gs2. In fact, from Eq.
(28), we obtain
τs = −
∫ τs d
dτ ′s
(
cs
aH
){
1− ǫ1 − 12 (fs1 − gs1)
}dτ ′s
= − cs
aH
1{
1− ǫ1 − 12 (fs1 − gs1)
}
+
∫ τs ǫ1ǫ2 + 12 (fs1fs2 − gs1gs2){
1− ǫ1 − 12 (fs1 − gs1)
}2 dτ ′s . (30)
To get the relation (29), we need to discard the integral
consisting of ǫ1ǫ2, fs1fs2 and gs1gs2 in the last line of Eq.
(30). We always employ this approximation. In addition,
we impose a condition
1− ǫ1 − 1
2
(fs1 − gs1) > 0 (31)
which enforces τs to run from −∞ to 0 when the universe
expands.
Discarding the contribution from ǫ1ǫ2, fs1fs2 and
gs1gs2, we obtain the equation of motion for the scalar
fluctuation in Fourier space as
∂2τsζk −
2νs − 1
τs
∂τsζk + k
2ζk = 0, (32)
νs :=
3− ǫ1 + gs1
2− 2ǫ1 − fs1 + gs1 . (33)
The linearly independent solutions of Eq. (32) are
ζk =
1
2
√
π
2
(−kτs)3/2
H
(
1− ǫ1 − 12 (fs1 − gs1)
) G1/4s
k3/2F3/4s
×H(1)νs (−kτs) (34)
and its complex conjugate, whereH
(1)
νs is the Hankel func-
tion of the first kind. We normalized the solution so that
deep inside the horizon, the mode function ζk behaves as
in Minkowski spacetime:
ζk ≈ 1√
2a(FsGs)1/4
e−ikτs√
2k
for |kτs| → ∞. (35)
On superhorizon scales where |kτs| ≪ 1, the asymtotic
form of ζk for νs > 0 is
|ζk| ≃1
2
(−kτs)3/2−νs2νs−3/2 Γ(νs)
Γ(3/2)
× H
(
1− ǫ1 − 12 (fs1 − gs1)
)G1/4s
k3/2F3/4s
. (36)
The scalar spectrum and the spectral index are obtained
as
Pζ :=
k3
2π2
|ζk|2 = γs
2
(−kτs)3−2νs G
1/2
s
F3/2s
H2
4π2
, (37)
ns − 1 := dlnPζ
dlnk
= 3− 2νs, (38)
where γs := 2
2νs−3|Γ(νs)/Γ(32 )|2
(
1− ǫ1 − 12 (fs1 − gs1)
)2
.
For νs < 0, the asymptotic form of ζk on superhorizon
scales is
|ζk| ≃ |A|
2
(−kτs)3/2+νs
H
(
1− ǫ1 − 12 (fs1 − gs1)
) G1/4s
k3/2F3/4s
,
(39)
A :=
√
π
2
2−νs
[
1
Γ(1 + νs)
+
cos(πνs)Γ(−νs)
πi
]
.
In this case, the scalar spectrum and the spectral index
are obtained as
Pζ =
|A|2 (1− ǫ1 − 12 (fs1 − gs1))2
2
(−kτs)3+2νs
× G
1/2
s
F3/2s
H2
4π2
, (40)
ns − 1 = 3 + 2νs. (41)
5For νs = 0, the asymptotic form of ζk on superhorizon
scales becomes
|ζk| ≃
√
1
2π
(−kτs)3/2ln(−kτs)
× H
(
1− ǫ1 − 12 (fs1 − gs1)
)G1/4s
k3/2F3/4s
. (42)
The scalar spectrum and the spectral index are obtained
as
Pζ =
(
1− ǫ1 − 12 (fs1 − gs1)
)2
π
(−kτs)3 {ln(−kτs)}2
× G
1/2
s
F3/2s
H2
4π2
, (43)
ns − 1 = 3 + 2
ln(−kτs) ≃ 3. (44)
We note that if νs ≤ 0 or, equivalently, 3 − ǫ + gs1 ≤ 0,
the scalar fluctuation grows even on superhorizon scales.
The two independent solutions of ζ in real space on su-
perhorizon scales are obtained as
ζ = const. and
∫ t dt′
Gsa3 . (45)
We denote the latter solution as the decaying mode. The
decaying mode can be expressed as
ζdecay ∝
{
a−(3−ǫ+gs1) for 3− ǫ+ gs1 6= 0
ln a for 3− ǫ+ gs1 = 0 .
(46)
Thus, the decaying mode does decay if 3− ǫ1 + gs1 > 0,
while it grows actually if 3− ǫ1 + gs1 ≤ 0.
Using these formalisms, we evaluate the behavior of
background and quantum fluctuation dividing into two
cases in the following sections.
IV. CASE I: SHIFT SYMMETRIC SYSTEM
First, we consider a simpler case that the action has a
shift symmetry under φ → φ + c, where c is a constant
parameter. Provided at least one root solution of the
KDI attractor, we get a φ-independent attractor solution
φ˙0 = c∗ = const 6= 0, H0 = const > 0, (47)
which reflects the shift symmetry of the action. Since
φ-dependence gets lost by the shift symmetry, Eq. (17)
reduces to
φ¨1 + 3H0φ˙1 = 0. (48)
The solution is
φ˙1 ≃ c1
a3
, (49)
where c1 is a constant of integration. The condition (18)
can be easily satisfied by choosing c1 properly. The be-
havior of perturbation φ1 is almost the same as the scalar
field in the original ultra slow-roll inflation [30] (See Ap-
pendix.). Therefore, when the theory possesses the shift
symmetry, the KDI attractor becomes an exact de Sitter
solution, and the linear perturbation around it behaves
like ultra slow-roll inflation.
Then, we consider features of the quantum fluctuation
for the shift symmetric system. Using Eq. (49), we ob-
tain the functions (21) and (22) as
Fs ≃ Fs0 + 3H0c1 (Fs1 −Fs2) a−3 , (50)
Gs ≃ Gs0 + 3H0c1 (Gs1 − Gs2) a−3 , (51)
and the speed of sound as
c2s ≃
Fs0 + 3H0c1 (Fs1 −Fs2) a−3
Gs0 + 3H0c1 (Gs1 − Gs2) a−3
. (52)
We note that for the shift symmetric system, all the func-
tions but a in c2s become constants. We can classify the
shift symmetric system into three types depending on the
values of Fs0 and Gs0: (i) Gs0 ≥ Fs0 > 0 (ii) Fs0 = 0
and Gs0 > 0 (iii) Fs0 = Gs0 = 0. We do not consider
any other types since they do not satisfy the stability
condition (25). For the type (i), after several e-folds, we
eventually reach to a phase in which
Fs0 ≫ 3H0c1 (Fs1 −Fs2) a−3,
Gs0 ≫ 3H0c1 (Gs1 − Gs2) a−3 . (53)
Then, the slow-roll parameters (26) almost behave as
ǫ1 ∝ fs1 ∝ gs1 ∝ a−3, ǫ2 ≃ fs2 ≃ gs2 ≃ −3 . (54)
We obtain O(1) values for ǫ2, fs2 and gs2. In this case,
the contribution from the second order products ǫ1ǫ2,
fs1fs2 and gs1gs2 in Eq. (30), which are discarded in
our formalism, becomes comparable with the contribu-
tion from ǫ1, fs1 and gs1:∫ τs ǫ1ǫ2 + 12 (fs1fs2 − gs1gs2){
1− ǫ1 − 12 (fs1 − gs1)
}2 dτ ′s
≃
∫ τs {
−3ǫ1 − 3
2
(fs1 − gs1)
}
dτ ′s
≃ 3cs
4aH
{
ǫ1 +
1
2
(fs1 − gs1)
}
, (55)
where we picked up the leading part of integral only.
Therefore, we must dismiss ǫ1, fs1 and gs1 also from Eq.
(30). This results in
νs =
3
2
, ns − 1 = 0. (56)
Thus, we have no scalar spectral tilt for the type (i) the-
6ories2 as well as the original ultra slow-roll inflation [30].
In the case of type (i) theories, however, the scalar fluctu-
ation does never grow on superhorizon scales unlike ultra
slow-roll inflation since νs for the type (i) theories is al-
ways positive, while νs for ultra slow-roll inflation would
be negative (See Appendix C).
For the type (ii), after several e-folds, we get
Fs0 = 0, Gs0 ≫ 3H0c1 (Gs1 − Gs2) a−3 . (57)
The slow-roll parameters almost behave as
ǫ1 ∝ gs1 ∝ a−3, ǫ2 ≃ fs1 ≃ gs2 = −3, fs2 = 0. (58)
Similarly to the type (i), we must dismiss ǫ1 and gs1 from
Eq. (30) while keeping fs1. This leads to the following
spectral tilt
νs =
3
5
, ns − 1 = 9
5
. (59)
Thus, we have the blue spectrum for the type (ii) theo-
ries.
Lastly, for the type (iii) where Fs0 = Gs0 = 0, we get
the following slow-roll parameters
ǫ1 ∝ a−3, ǫ2 ≃ fs1 = gs1 = −3, fs2 = gs2 = 0. (60)
We dismiss ǫ1 from Eq. (30) while keeping fs1 and gs1.
The spectral tilt reduces to
νs = 0, ns − 1 = 3, (61)
and we have the blue spectrum for the type (iii) theories
also. Since νs = 0, the scalar fluctuation of the type (iii)
theories grows logarithmically in terms of a on superhori-
zon scales.
Given these results, we find that the shift symmetric
models of KDI within our generic framework cannot cre-
ate the scalar fluctuation satisfied with ns ∼ 0.968 if the
higher order derivatives of ζ in the action remain irrel-
evant or do not exist. For example, the action of scalar
fluctuation of Horndeski theory is described as Eq. (19)
[22], so that all the shift symmetric models of KDI in
Horndeski theory can not explain the observation. To
obtain viable models of KDI, we need to introduce other
sources for the scalar fluctuation, or, break the shift sym-
metry [17]. In the next section, we consider the case
where the shift symmetry is broken, but the leading back-
ground evolution is still illustrated by the KDI attractor
(6).
2 In [31], the spectral tilt of a Galileon model included into the
type (i) theories is derived as proportional to ǫ1. However, we
should ignore the tilt if we employ the approximation where we
discard ǫ1ǫ2 ≃ −3ǫ1.
V. CASE II: φ-DEPENDENT SYSTEM
We break the shift symmetry and accept the system
to depend on φ. This case has been considered in the
previous models to a limited extent [17, 19–21]. In this
section, we perform a model-independent analysis for this
case.
Provided at least one root solution of the KDI attractor
depending on φ0, we obtain a leading solution (6) and the
eqution of motion for φ1 (17):
φ˙0 = f(φ0), H0 = H0(φ0),
φ¨1 + 3H0φ˙1 = (P˜,φ)0 .
If |φ¨1| ≪ |(P˜,φ)0|, we obtain an approximate solution as
φ˙1 ≃ (P˜,φ)0
3H0
. (62)
This indicates that the linear perturbation of φ-
dependent system “slow-rolls” around the quasi-de Sitter
KDI attractor. Thus, if we can neglect the second order
time derivatives of φ1, the whole evolution of background
is determined by φ-dependence of f , H0 and (P˜,φ)0 sim-
ilarly to slow-roll inflation. The slow-roll condition for
the perturbation follows from |φ¨1| ≪ |(P˜,φ)0| up to O(ξ)
as
ηφ :=
f(P,φφ)0
3H0(P,φ)0
, |ηφ| ≪ 1 . (63)
By imposing |φ˙0| ≫ |φ˙1|, we obtain another condition as
ǫφ :=
(P,φ)0
3fH0
{
(J,φ˙)0 −
(
J,H
E
,φ˙
E,H
)
0
} , |ǫφ| ≪ 1. (64)
The condition |ǫφ| ≪ 1 generalizes the equivalent con-
ditions in k-inflation and Ghost inflation. Further, to
obtain a quasi-de Sitter expansion, we need the following
condition
ǫ1 ≃ − f
H20
{
H0,φ0 − 3H0
( E,φ˙
E,H
)
0
ǫφηφ
}
≃ −fH0,φ0
H20
,
|ǫ1| ≪ 1 , (65)
where we ignored ǫφηφ since it is the second order product
of small parameters. For the φ-dependent system of KDI,
the above three conditions are essential to realizing a
quasi-de Sitter expansion mimicking slow-roll inflation.
Due to the φ-dependence of system, we could stop
the acceleration dynamically if the slow-roll parameter
ǫ1 varies to unity
|ǫ1| ≃
∣∣∣∣fH0,φ0H20
∣∣∣∣ ∼ 1 . (66)
7Note that Eq. (66) is a necessary condition to quit the
acceleration and reach to the graceful exit since depend-
ing on the functional form of H0, |ǫ1| could return to a
much less value than unity again. Thus, for ending up
with the graceful exit, it is essential to restrict H0 so as
not to inflate the universe again.
Then, we turn to consider the quantum fluctuation. In
the φ-dependent case, the coefficient functions Fs and Gs
are given as
Fs ≃ Fs0 + Fs1(P˜,φ)0,
Gs ≃ Gs0 + Gs1(P˜,φ)0. (67)
We derive the slow-roll parameter fs1 up to O(ξ) as
fs1 ≃
f
(Fs′0 + 9Fs1H20 ǫφηφ)
H
(
Fs0 + Fs1(P˜,φ)0
)
≃
{
fFs
′
0
H0Fs0
for Fs0 ≫ Fs1(P˜,φ)0,
3ηφ for Fs0 = 0.
(68)
We do not need to consider any other cases as long as we
impose the ansatz (12). The prime on Fs0 denotes the
total derivative with respect to φ0, which is written up
to O(ξ) as
Fs′0 : =
dFs0
dφ0
= Fs0,φ0 + Fs0,φ˙0f,φ0 + Fs0,φ¨0ff,φ0φ0
+ Fs0,H0H0,φ0 + Fs0,H˙0fH0,φ0φ0 . (69)
gs1 is derived in the same way as fs1 with replacing Fs0
and Fs1 to Gs0 and Gs1. Thus, if we associate with the
ansatz (12) and the condition (63), fs1 and gs1 remain
at smaller values than unity. Then, to create the spec-
tral tilt consistent to the observations, we must keep at
least one of the slow-roll parameters in Eq. (30) while
we get rid of the integral consisting of the second or-
der products of slow-roll parameters. We do not specify
what conditions we need for realizing this situation since
it highly depends on the models. In general, however,
the conditions for getting rid of the second order prod-
ucts of slow-roll parameters reduce to constraints for the
third or higher order derivatives with respect to φ, e.g.
P,φφφ, while Eq. (63)-(65) constrain up to the second or-
der derivatives with respect to φ. Thus, we must impose
those constraints independently.
In addition to the above conditions, we must impose
the stability condition (25) and a few observational con-
straints to the spectral index ns, tensor-to-scalar ratio
r, non-gaussianity parameter fNL etc. to obtain viable
models of KDI. It might seem that models of KDI are
bounded so tightly that there remain only a few regions
for successful models. Practically, however, we can sat-
isfy all of the constraints by tuning a few functions of φ in
the action. In the case of action (7), for instance, all the
above constraints reduce to constraints for the function
K(φ) since, in the action, only K(φ) depends on φ. If
we introduce more functions of φ into the action, easier
it would become to satisfy the constraints.
VI. SUMMARY
We have constructed the model-independent analyti-
cal method for kinetically driven inflation (KDI). In the
analysis, we have evaluated the cosmological background
splitting into the inflationary attractor and the linear
perturbations around it. Establishing the ansatz that
all of the derivatives with respect to the scalar field are
so small as to be treated as the perturbations, we have
derived the generic equation of motion for the linear per-
turbation of scalar field. We have also considered the
quantum fluctuation around the background, which has
a usual scaling. Given the generic action of fluctuation,
we have classified the scalar mode function to three cases
by the rank of Hankel function under the approximation
discarding the integral of the second order products of
slow-roll parameters.
Using these formalisms, we have investigated the be-
haviors of background and quantum fluctuation dividing
into two cases. First, we have considered the case that
the system has the scalar shift symmetry. In this case, we
have obtained a description of the background evolution
that the perturbation of scalar field behaves almost as
ultra slow-roll inflation around the exact de Sitter attrac-
tor. However, the ultra slow-roll motion of perturbation
causes rapid changes of the slow-roll parameters, so that
we must dismiss all or a few slow-roll parameters from
the spectral index to apply our formalisms. As a result,
it turns out that all the shift symmetric models of KDI,
which are incorporated in our generic framework, cannot
create the scalar spectral tilt consistent to the observa-
tions. Therefore, to obtain viable models of KDI within
our framework, we need to add another source of the
scalar fluctuation, or, break the shift symmetry. Then,
we have considered the shift breaking case. In this case,
the background evolution is described as the perturba-
tion of scalar field “slow-rolls” around the quasi-de Sit-
ter attractor. Imposing a few theoretical requirements,
we have derived the four essential conditions for the shift
breaking models of KDI associated with the graceful exit.
These conditions generalize the corresponding conditions
of the previous models.
We have obtained the model-independent properties of
KDI only with a few assumptions. If new models of KDI
based on new scalar-tensor theories are constructed in
the future, we can easily discriminate which models are
viable or not by using our formalisms as far as the new
theories belong in our generic framework.
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Appendix A: Derivation of the general form of
background equations
We start from the action S[φ, gµν ]. Taking the flat
FRW background, we obtain the action for the back-
ground as
Sbg =
∫
dtd3xNa3P
[
φ, φ˙, φ¨, H, H˙, N, · · ·
]
, (A1)
where the ellipsis denotes the higher order time deriva-
tive terms. Differentiating this with respect to N , we ob-
tain a Euler-Lagrange equation. That equation must be a
constraint equation corresponding to the Fridmann equa-
tion, otherwise we have extra degrees of freedom since we
cannot determine the evolution of the background with
a initial condition for (φ, φ˙) alone. Then, taking the flat
FRW solution N = 1, we obtain the general form of con-
straint equation as Eq. (1).
Next, we consider the variation of action with respect
to φ. The functional P varies with respect to φ as
δφP =
∂P
∂φ
δφ+
∑
n=1
∂P
∂φ(n)
(
d
dt
)n
δφ , (A2)
where φ(n) implies the n-th order time derivative of φ.
The variation of action with respect to φ can be reduced
after a integration by parts to
δφSbg =
∫
dtd3x
{
Na3
∂P
∂φ
+
∑
n=1
(−1)n
(
d
dt
)n(
Na3
∂P
∂φ(n)
)}
δφ . (A3)
Differentiating the action with respect to φ and taking
N = 1, we obtain
d
dt
(
a3J
)
= P,φ , (A4)
J :=
∑
n=1
(−1)n−1
a3
(
d
dt
)n−1(
a3
∂P
∂φ(n)
)
. (A5)
Thus, we can always get the form of Eq. (2) if we have
the flat FRW background solution.
Appendix B: Derivation of the massless action for
the scalar fluctuation
In this appendix, we show how to get the massless
action (19) for the single field inflation. We consider only
the case we can use the scalar field φ as a clock field and
take the unitary gauge where
φ = φ(t) + δφ, δφ = 0 . (B1)
We can always take this gauge within the finite time if
on the inflationary background, the theory has 2 ten-
sor modes and 1 scalar mode only in the focused energy
range. Using the ADM variables [38]
ds2 = −N2dt2 + hij(N idt+ dxi)(N jdt+ dxj) , (B2)
we can reduce the original action S[φ, gµν ] to the unitary
gauge action
Su.g =
∫
dtd3x
√
hLu.g[N, Kij , 3Rij , hij , t, · · · ] . (B3)
Kij and
3Rij are the extrinsic curvature and the intrin-
sic curvature respectively, and the ellipses imply irrele-
vant terms involved with higher order derivatives. At
this point, the unitary gauge action lost the general diff-
invariance but still preserves the spatial diff-invariance.
Conversely, when we have a clock field, we can recover
the general diff-invariance by identifying the timelike unit
normal nµ to the product of clock field [40, 41] as
nµ = − ∂µφ√
2X
. (B4)
This procedure is regarded as the Stu¨ckelberg trick. If we
re-introduce the scalar field as described above, we can
replace all of the ingredients in the unitary gauge action
to the products of φ and gµν , for example,
hij → gµν + nµnν = gµν + ∂µφ∂νφ
2X
. (B5)
Using the Stu¨ckelberg trick, we find that we should treat
the first order derivatives of N in the unitary gauge ac-
tion as irrelevant operators. First, we consider the accel-
eration aµ := n
ν∇νnµ = (0, ∂ilnN). If we recover the
general diff-invariance by the trick, the terms consisting
of acceleration are converted to the higher order deriva-
tive terms, for instance, as
aµa
µ =
∇µX∇µX
(2X)2
+
(∂µφ∇µX)2
(2X)3
. (B6)
It is well-known that in general, those higher order terms
introduce extra degrees of freedom which cause the ghost
instability and break the unitarity [39]. Therefore, if we
prohibit any accidental cancellations between the higher
order derivative terms originated from the acceleration
and the other higher order derivative terms, we should
ignore all the terms involved with the acceleration from
the unitary gauge action as irrelevant operators. For the
same reason, we should ignore the time derivative terms
of N also, such as N⊥ := N˙ − N i∂iN . Thus, we regard
the unitary gauge action provided in Eq. (B3) as the
most generic action for the single field inflation, which
9we can obtain naturally. We will discuss later about the
case where the accidental cancellations does occur.
To fix the residual gauge degrees of freedom, we take
the comoving gauge as follows:
hij = e
2(ρ+ζ)[eγ ]ij ,
eρ := a(t), ∂iγij = 0 = γii , (B7)
where ζ is the comoving curvature perturbation and γij
is the tensor fluctuation. Hereafter, we ignore γij and set
[eγ ]ij to δij since we intend to derive the quadratic action
of ζ. Then, the action for scalar fluctuations reduces to
S =
∫
dtd3x e3(ρ+ζ)Lc[N, Kij , 3Rij , δij , t, · · · ] , (B8)
where we rewrote the ingredients of Lagrangian density
so as not to include hij for later convenience. The ex-
trinsic and intrinsic curvatures in the comoving gauge are
given as
Kij =
hik
2N
(
h˙kj − 2D(kNj)
)
=
1
N
[
(H + ζ˙)δij
−e−2(ρ+ζ) (∂(iNj) − 2∂(iζNj) + ∂kζNkδij)] ,
(B9)
3Rij = −e−2(ρ+ζ)
(
∂i∂jζ + ∂
2ζδij − ∂iζ∂jζ + (∂ζ)2δij
)
.
(B10)
We do not distinguish δij , δ
ij and δij , and we raise or
lower the indices of spatial derivatives by δij . ∂
2 denotes
∂i∂i. We note that in the action (B8), there does not exist
the quadratic term of Ni without spatial differentiation
since the unitary gauge action (B3) preserves the spatial
diff-invariance.
Differentiating the action (B8) with respect to N and
Ni, we obtain the Hamiltonian constraint and the mo-
mentum constraint respectively as
δS
δN
= e3(ρ+ζ)
∂Lc
∂N
= 0 , (B11)
δS
δNi
=
√
hh(ikDj
(
1
N
∂Lc
∂Kkj)
)
= e(ρ+ζ)Dj
 1
N
∂Lc
∂K
(i
j)
 = 0 . (B12)
Based on the structure of indices, we can decompose the
momentum constraint (B12) as
e(ρ+ζ)Dj
(
Fδji + F
j)
(i
)
= 0 , (B13)
F = F [N, Kij ,
3Rij , δ
i
j , t],
F ji = F
j
i [N, K
i
j ,
3Rij , δ
i
j , t] ,
where F is a scalar and F ji is a tensor on the spatial
hypersurface. To obtain the quadratic action, we need to
solve the constraints only up to the first order of fields.
Expanding the Hamiltonian constraint (B11) up to the
first order of fields, we obtain
e3(ρ+ζ)
∂Lc
∂N
= e3ρ(1 + 3ζ)
∂Lc
∂N
∣∣∣∣
0
+ e3ρ
∂Lc
∂N
∣∣∣∣
1
= 0 ,
(B14)
where the subscripts denote the order of fields. The ze-
roth order part, however, corresponds to the constraint
equation of background, so it vanishes. Then, from the
remaining term, we obtain a generic form of Hamiltonian
constraint as
c1N1 + c2∂iNi + c3ζ˙ + c4e
−2ρ∂2ζ = 0 , (B15)
where c1∼4 are functions of time, and N = 1+N1. Note
that from Eq. (B9) and (B10), each spatial derivative
and each Ni must be followed with a factor e
−ρ. We
write the factor separately only for the spatial derivative
of ζ.
The momentum constraint (B13), up to the first order
of fields, can be reduced to
∂iF + ∂jF
j)
(i = 0 . (B16)
From this, we obtain a generic form of momentum con-
straint as
∂i
(
c2N1 + c5∂jNj + c6ζ˙ + c7e
−2ρ∂2ζ
)
+ ∂j
(
c8∂(iNj)
)
= 0 , (B17)
where c5∼8 are functions of time. Since we have already
fixed the gauge sufficiently3 at Eq. (B7), we can solve
the constraints (B15) and (B17) for N1 and ∂iNi. If we
take a “physical” solution which is held apart from the
spatial infinity, we get
N1 = N1[ζ˙, e
−2ρ∂2ζ] ,
∂iNi = (∂iNi)[ζ˙ , e
−2ρ∂2ζ] . (B18)
On the other hand, expanding the action (B8) up to the
second order of the fields, we obtain the quadratic action
consisting of N , Ni and ζ. We do not have, however, any
terms made of Nζ, ζ∂iNi and ∂iζNi in the quadratic
action since the generic constraint equations (B15) and
(B17) do not include any terms proportional to ζ without
differentiation. Therefore, associated with Eq. (B9) and
(B10), we can reduce the ingredients of quadratic action
to
S
(S)
2 =
∫
dtd3xe3ρ
× L2[N1, ∂iNj , ζ˙ , e−2ρ∂i∂jζ, e−2ρ(∂ζ)2, δij , t] .
(B19)
3 We still have gauge symmetries such as the spatial rotation, xi →
x
i+ǫi
j
x
j . These residual gauge symmetries, however, does never
affect to solvability of the constraint equations.
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Here, e3ρL2 implies the second order part of Lagrangian
density. Substituting the solution (B18), we can find that
the classical quadratic action for ζ becomes massless;
S
(S)
2 =
∫
dtd3xe3ρL2[ζ˙, e−ρ∂iζ, e−ρ∂i, t ] . (B20)
If we consider the usual scaling case where ω ∝ k, we can
restrict the generic form of quadratic action of ζ to Eq.
(19).
We may extend the same procedure to the non-linear
fluctuations [37]. If we can solve the constraints (B11)
and (B12) perturbatively to arbitrary order of the fields
and we do never encounter any strong couplings among
the fields, we can conclude that at least barely, the non-
linear comoving curvature perturbation remains massless
for the system described by Eq. (B3).
Lastly, while it is an unnatural situation, we discuss
about the case where the first order derivatives of Lapse
function exist in the unitary gauge action as relevant op-
erators. As we mentioned, when we recover the general
diff-invariance by the Stu¨ckelberg trick, we need the acci-
dental cancellations between the higher order derivative
terms originated from the derivatives of Lapse function
and the other higher order derivative terms to avoid the
ghost instability. Such accidental cancellations indeed oc-
cur in the kinetic matrix of a class of scalar-tensor theo-
ries, so called DHOST theory [32–36]. Although DHOST
theory includes the first order derivatives of Lapse func-
tion in the unitary gauge action, it is showed that the
resulting quadratic action for the scalar mode has the
same form as Eq. (19) [36]. We have not identified all
classes of DHOST theory yet, so that Eq. (19) could
cover the known and unknown classes of DHOST theory
potentially.
Appendix C: Ultra slow-roll solution
We consider the shift symmetric system which do not
have any root solutions for J = 0 and E = 0. Even for
this case, we may obtain a quasi-de Sitter solution if the
action includes a positive constant potential. When the
evolution of the universe is dominated by the potential,
we may obtain the following background evolutions:
H2 ≃ αV0
M2Pl
= const., (C1)
J(φ˙, H, · · · ) = cJa−3, (C2)
where α is a constant and V0 is the constant potential.
Since it is supposed that there is no root solution, the
behavior of scalar field differs from that of KDI crucially.
Assuming that J is expanded by a positive power series
of φ˙ and the dominant term of J at a certain time is given
by the p-th power of φ˙, we obtain
J ∼ cpφ˙p , (C3)
φ˙ ∝ a− 3p , (C4)
where p > 0 and cp is a constant. Since the field velocity
decreases with the quasi-de Sitter expansion obtained by
(C1), after several e-folds, J is eventually governed by
the lowest power of φ˙ [31]. In this mechanics, unlike KDI,
the field velocity always decreases towards 0 in negative
powers of a, and the scalar field moves quite slowly on the
constant potential. This “ultra” slow motion of scalar
field is encoded into the decreasing time derivative of
Hubble parameter, which would be written as
H˙ ∝ φ˙q ∝ a− 3qp , (C5)
where q is a positive constant. Thus, we still have a slight
deviation from an exact de Sitter expansion involved with
the quite small field velocity. Inflation induced by this
mechanism is referred to as ultra slow-roll inflation [30,
31]. We note that the ultra slow-roll solution cannot
become an attractor solution since from Eq. (C4), the
second order time derivative of scalar field balances with
the first order time derivative of scalar field unlike the
KDI attractor.
Then, we turn to consider the quantum fluctuation.
In the shift symmetric case, all the quantities should be
expressed by constants and the scale factor a only. We
assume that at a certain time, Fs and Gs are written as
Fs ∼ f0a−3pf , Gs ∼ g0a−3pg ,
c2s ∼
f0
g0
a−3(pf−pg) , (C6)
where all the characters are assumed to be positive con-
stants. The slow-roll parameters behave as
ǫ1 ∝ a−
3q
p , fs1 = −3pf , gs1 = −3pg,
ǫ2 ≃ −3q
p
, fs2 = gs2 = 0 . (C7)
Similarly to the shift symmetric case of KDI, ǫ1 decreases
towards 0, while ǫ2 remains almost as a constant. Thus,
to apply the approximation where we discard ǫ1ǫ2, we
must dismiss ǫ1 also from the spectral index. If pg ≥ 1,
the scalar fluctuation grows even on superhorizon scales
since the parameter νs (33) becomes zero or less than
zero. In the original model of ultra slow-roll inflation
[30] where the action is given by
S =
∫
d4x
[
M2Pl
2
R−X − V0
]
, (C8)
the parameters are derived as
p = 1, q = 2, f0 = g0, pf = pg = 2,
νs = −3
2
. (C9)
Using Eq. (41) for this model, we have no spectral tilt as
well as the type (i) theories of KDI. The scalar fluctuation
for this model, however, grows on superhorizon scales
since νs < 0.
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