While adaptive control has been used in numerous applications, the ability to obtain a predictable transient and steady-state system response is still an open problem for dynamical systems with large system uncertainties and without a priori knowledge of a conservative upper bound on their unknown ideal weights. In order to address this problem, recently a novel command governor architecture was constructed for adaptive stabilization and command following. It was shown that by choosing the design parameter of the command governor, the controlled nonlinear uncertain dynamical system can approach a Hurwitz linear time-invariant dynamical system with L∞ input-output signals without resorting to high-gain learning rates in the adaptation law. Even though the proposed architecture was shown to be effective and can operate in larger domains with predictable transient and steady-state system response as compared with the standard adaptive controllers, it may result in control signals having high-frequency oscillations as the magnitude of the tracking commands gets larger. This is due to the fact that the controlled uncertain dynamical system subject to a large tracking command behaves as a controlled uncertain dynamical system having high-gain learning rates, although the learning rate of the command governor-based adaptive controller is chosen to be low-gain. To that end, this paper proposes a novel modification to the weight update law that couples the command governor with the adaptive controller. Specifically, this modification filters out the high-frequency content contained in the weight update law while preserving the asymptotic stability of the system error dynamics, and hence, it enables the proposed command governor-based adaptive controller to maintain its performance in the face of applied tracking commands operating the uncertain dynamical system in large domains and/or subject to high-gain learning rates.
I. Introduction
Although obtaining predictable transient and steady-state system response is possible with adaptive controllers for uncertain dynamical systems with a priori knowledge of a conservative upper bound on their unknown ideal weights 1, 2 , it is challenging to achieve the same objective in the face of large system uncertainties and without the knowledge of this conservative upper bound. To that end, recently a novel command governor-based adaptive control architecture 3 was constructed in order to address this problem. Specifically, the proposed command governor is a linear dynamical system which adjusts the trajectories of a given command in order to follow an ideal reference system (capturing a desired closed-loop dynamical system performance) both in transient time and steady-state. That is, by properly choosing the design parameter of the command governor, the controlled nonlinear uncertain dynamical system approximates a Hurwitz linear time-invariant dynamical system with L ∞ input-output signals without resorting to high-gain learning rates in the adaptation law. Even though this architecture provides a systematic framework for verification and validation of adaptive control systems and can operate in larger domains with predictable transient and steady-state system response as compared with the standard adaptive controllers, it may result in control signals having high-frequency oscillations as the magnitude of the tracking commands gets larger. This is due to the fact that the controlled uncertain dynamical system subject to a large tracking command behaves as a controlled uncertain dynamical system having high-gain learning rates, although the learning rate of the adaptation law is chosen to be low-gain. Therefore, it is of practical importance to maintain the same level of predictable system response when the uncertain dynamical system is operated in large domains through applied large tracking commands and/or when high-gain learning rates are chosen.
This paper proposes a novel modification to the weight update law that couples the command governor with the adaptive controller. In particular, we show that this modification filters out the high-frequency content contained in the weight update law while preserving the asymptotic stability of the system error dynamics. We further show that the transient and steady-state performance is guaranteed with the proposed architecture. This approach is particularly useful for uncertain dynamical systems that need to be operated in large domains with predictable transient and steady-state response and can be used in a complimentary way with many other approaches to adaptive control. An illustrative example is provided to demonstrate the efficacy of the proposed adaptive control framework.
The notation used in this paper is fairly standard. Specifically, R denotes the set of real numbers, R n denotes the set of n × 1 real column vectors, R n×m denotes the set of n × m real matrices, R + (resp., R + ) denotes the set of positive (resp., nonnegative-definite) real numbers, R n×n + (resp., R n×n + ) denotes the set of n × n positive-definite (resp., nonnegative-definite) real matrices, S n×n denotes the set of n × n symmetric real matrices, D n×n denotes the n×n real matrices with diagonal scalar entries, (·) T denotes transpose, (·)
denotes inverse, (·) + denotes the Moore-Penrose generalized inverse, and " " denotes equality by definition.
In addition, we write λ min (A) (resp., λ max (A)) for the minimum (resp., maximum) eigenvalue of the Hermitian matrix A, σ min (A) (resp., σ max (A)) for the minimum (resp., maximum) singular value of the Hermitian matrix A, det(A) for the determinant of the Hermitian matrix A, tr(·) for the trace operator, vec(·) for the column stacking operator, R(·) for the range space, A L for the left inverse (
the projection matrix AA L of A ∈ R n×m , · 2 for the Euclidian norm, · ∞ for the infinity norm, and · F for the Frobenius matrix norm. Furthermore, for a signal x(t) = [x 1 (t), x 2 (t), . . . , x n (t)] T ∈ R n defined for all t ≥ 0, the truncated L ∞ norm and the L ∞ norm 4 are defined as x τ (t) L∞ max 1≤i≤n (sup 0≤t≤τ |x i (t)|) and x(t) L∞ max 1≤i≤n (sup t≥0 |x i (t)|), respectively.
The organization of the paper is as follows. Section II presents an overview of the command governorbased adaptive control architecture. The proposed architecture to achieve predictable adaptive control response is introduced in Section III. The stability of the closed-loop dynamical system is analyzed in Section IV. Section V presents a numerical example to demonstrate the efficacy of the proposed architecture. Finally, conclusions are summarized in Section VI.
II. The Command Governor-Based Adaptive Control Architecture
In this section, we give an overview of the command governor-based adaptive control architecture 3 . Since the proposed architecture can be used in a complimentary way with many other approaches to adaptive control, we begin by presenting a simple formulation of the adaptive control problem without loss of generality.
Specifically, we consider the following class of nonlinear uncertain dynamical systemṡ
where x(t) ∈ R n is the state vector available for feedback, u(t) ∈ R m is the control input restricted to the class of admissible controls consisting of measurable functions, δ : R n → R m is an uncertainty which is linearly parameterized as
with W ∈ R s×m being an unknown weight matrix and σ : R n → R s being a known basis function of the form
n×n is a known system matrix, and B ∈ R n×m is a known control input matrix such that det(B T B) = 0 and the pair (A, B) is controllable.
Next, consider the reference system given bẏ
where x r (t) ∈ R n is the reference state vector, A r ∈ R n×n is the Hurwitz reference system matrix, and B r ∈ R n×m is the command input matrix. Furthermore, c(t) ∈ R m in (3) is the command given by
where c d (t) ∈ R m is a bounded command for tracking (or c d (t) ≡ 0 for stabilization) and Gη(t) ∈ R m is the command governor signal with G ∈ R m×n being the matrix defined by
and η(t) ∈ R n being the command governor output generated bẏ
where ξ(t) ∈ R n is the command governor state vector and λ ∈ R + is the command governor gain.
For the purpose of feedback control design, consider
where u n (t) and u a (t) are the nominal feedback control law and the adaptive feedback control law, respectively. Let the nominal feedback control law be given by
where K 1 ∈ R m×n and K 2 ∈ R m×m are the nominal feedback and the nominal feedforward gains, respectively, such that A r = A + BK 1 , B r = BK 2 , and det(K 2 ) = 0 hold. Now, using (8) and (9) in (1) with Assumption 1 yieldsẋ
and hence, let the adaptive feedback control law be given by
whereŴ (t) ∈ R s×m is the estimate of W satisfying the weight update laẇ
where Γ ∈ R s×s + ∩ S s×s is the learning rate matrix, e(t) x(t) − x r (t) is the system error state vector, and
where R ∈ R n×n + ∩ S n×n can be viewed as an additional learning rate. Since A r is Hurwitz, it follows from converse Lyapunov theory 5 that there exists a unique P satisfying (13) for a given R.
Remark 1.
For the standard adaptive control problem 6, 7 , Gη(t) appearing in (4) is equivalently zero, and in this case, the reference system given by (3) reduces to an ideal reference system given bẏ
that captures a desired closed-loop dynamical system performance. However, as we see later, the addition the command governor signal Gη(t) to (4) makes it possible to follow this ideal reference system (14) both in transient time and steady-state, although we use the reference state vector of (3) to construct the system error state vector e(t) which is used in the weight update law (12) . Now, using (11) in (10) yieldṡ
and the system error dynamics is given by using (3) and (15) aṡ
whereW (t) Ŵ (t) − W and e 0 x 0 − x r0 .
Remark 2.
Note that the addition of the command governor signal Gη(t) to (4) does not change the system error dynamics given by (16), and this is the reason why the weight update law (12) forŴ (t) remains as the weight update law commonly used for the standard adaptive control problem. In this case, (3) and (15) can equivalently be given bẏ
where
Even though this implies the modification of the ideal reference system (14) as noted in Remark 1, as we see later, by properly choosing the command governor gain λ it is possible to suppress the effect of BW T (t)σ(x(t)) in (18) through P B η(t).
For the following theorem, consider the system error dynamics and the weight update error dynamics given by (16) andẆ
respectively, whereW 0 Ŵ 0 −W . Furthermore, assume that the choice of R in (13) satisfies R = R 0 +γλI n , where R 0 ∈ R n×n + ∩ S n×n and γ ∈ R + is an arbitrary constant. Since γ is arbitrary and can be chosen to be sufficiently small, this assumption is technical and does not place restrictions on the selection of R.
Theorem 1. Consider the nonlinear uncertain dynamical system given by (1), the reference system given by (3) with the command given by (4), the feedback control law given by (8) along with (9), (11), and (12) , and the command governor given by (6) and (7). Then, the solution e(t),W (t), ξ(t) of the closed-loop dynamical system given by (6) , (16), and (19) is Lyapunov stable for all e 0 ,W 0 , 0 ∈ R n × R s×m × R n and t ∈ R + , and lim t→∞ e(t) = 0, lim t→∞ ξ(t) = 0, lim t→∞ η(t) = 0, and lim t→∞ c(t) − c d (t) = 0. For t ∈ R + , in addition, the system error state vector, the weight update error dynamics, and the command governor dynamics satisfy the transient performance bounds given by
Proof. The proof is a direct consequence by considering the Lyapunov function candidate
and differentiating (23) along the closed-loop trajectories of (6), (16), and (19). We refer to the proof of Theorem 1 in Ref. 3 for details.
Remark 3. Theorem 1 highlights not only the stability but also the transient and steady-state performance guarantees of the closed-loop dynamical system given by (6), (16), and (19). Furthermore, note that it shows lim t→∞ η(t) = 0, and hence, the reference system in (3) (or equivalently (17)) converges to the ideal reference system (14) as t → ∞.
Next theorem shows that the controlled nonlinear uncertain dynamical system (1) approximates a Hurwitz linear time-invariant dynamical system having the form of the ideal reference system (14) with L ∞ input-output signals for a high command governor gain λ. Theorem 2. Consider the nonlinear uncertain dynamical system given by (1), the reference system given by (3) with the command given by (4), the feedback control law given by (8) along with (9), (11) , and (12) , and the command governor given by (6) and (7) . Then, as λ → ∞, η(·) ∈ L ∞ and (1) converges tȯ
Proof. We refer to the proof of Theorem 2 in Ref. 3 for details.
Remark 4. Since the controlled uncertain dynamical system (1) approximates the ideal reference system for a high command governor gain λ, the learning rate matrix Γ in (12) can be chosen to be sufficiently small. However, it should be also noted that a very high λ can amplify the measurement noise possibly exists in the state error vector of a real physical system 3 . Hence, for real applications, λ should be high enough to approximately guarantee that (1) behaves as (14) in transient system response, but should not be very high in order to avoid measurement noise amplification.
III. Achieving Predictable Adaptive Control Response for Uncertain Dynamical Systems with Large Domains of Operation
In the previous section, we reviewed the command governor-based adaptive control architecture for obtaining predictable transient and steady-state system performance. Even though this architecture is promising and does not need high-gain learning rates, it may still result in control signals having high-frequency oscillations as the magnitude of the tracking commands gets larger due to the structure of the weight update law given by (12) . Because, the controlled uncertain dynamical system subject to a large tracking command can behave as a controlled uncertain dynamical system having high-gain learning rates. Therefore, in this section, we propose a novel modification to the weight update law (12) such that the command governor-based adaptive controller with this modification maintains its predictable system performance both in transienttime and steady-state when the uncertain dynamical system is operated in large domains through applied large tracking commands and/or when high-gain learning rates are chosen (i.e., high-gain learning rates can be used when this modification is employed in the weight update law).
For motivational purposes, we first give a discussion on σ-modification 7, 8 . As it is well known, σ-modification has the structure −σ Ŵ (t) − W * in its general form, where σ ∈ R + and W * ∈ R s×m is an approximation of the ideal weight. When it is added to the weight update law, it enforces the constraint W (t) = W * to the weight update law 9, 10 , such that the estimated weights evolves through W * for large values of σ. However, if W * is not a good approximation of the ideal weight, then the system error can increase. Since W * is unknown for many practical applications, it is of common practice to choose W * = 0. However, the negative aspect of σ-modification with W * = 0 is that it adds pure damping to the weight update law and turns it into a lag filter. This can inhibit the adaptation process, and furthermore, it degrades the stability of the closed-loop dynamical system to uniform ultimate boundedness.
Next, let the modified weight update law be given bẏ
where κ ∈ R + is the modification gain, θ : R n → [θ min , θ max ] is a design function defined later with θ min ∈ R + and θ max ∈ R + , andŴ ξ (t) ∈ R s×m is obtained froṁ
with
Remark 5. Notice that the modification in (26) resembles to the σ-modification term with W * being replaced by the solutionŴ ξ (t) of (27). Furthermore, since θ(ξ(t)) > θ min for all t ∈ R + , increasing the
To that end, it is of practical importance for (27) to behave as a low-pass filter, and therefore, θ max γ ξ must be small enough. Because, in this case,Ŵ ξ (t) cuts any possible high-frequency oscillations possibly contained in the adaptive control response. SinceŴ (t) evolves throughŴ ξ (t) for a high modification gain κ as in the σ-modification case, then the modified weight update law (26) learns through its low-frequency content, and hence, suppresses the undesired high-frequency oscillations possibly contained in the adaptive control response. Due to this fact, the proposed modification in (26) significantly differs from σ-modification. We, in addition, see that it does not degrade the stability of the closed-loop dynamical system to uniform ultimate boundedness as σ-modification does.
The design function θ(ξ(t)) contained in (26) and (27) is not unique. Throughout this paper, we consider
where α 0 ∈ R + and α 1 ∈ R + . Note that when ξ(t) 2 is large (i.e., when the command governor is subject to a large input e(t)), then the effect of the overall modification gain κθ(ξ(t)) is larger allowing the weight update law to learn faster due to the increase in the filter bandwidth (27). Similarly, when ξ(t) 2 is small (i.e., e(t) is small), then the weight update law learns slower due to the reduction in the filter bandwidth (27). Finally, it is important to note for α 1 = 0 that the proposed modification simplifies to the modification term proposed in Ref. 11 .
A block diagram showing the proposed command governor-based adaptive control architecture of this paper is given in Figure 1 .
IV. Stability Analysis
In this section, we present the stability analysis for the command governor-based adaptive control architecture depicted in Figure 1 . For this purpose, the system error dynamics and the weight update error dynamics can be given by, respectively, (16),
whereW (t) Ŵ (t)−W andW ξ (t) Ŵ ξ (t)−W . For the following theorem presenting the main result of this paper, once again we assume that the choice of R in (13) satisfies R = R 0 + γλI n , where R 0 ∈ R n×n + ∩ S n×n and γ ∈ R + is an arbitrary constant. As noted earlier, this assumption is technical and does not place restrictions on the selection of R since γ is arbitrary.
Theorem 3. Consider the nonlinear uncertain dynamical system given by (1), the reference system given by (3) with the command given by (4), the feedback control law given by (8) along with (9), (11), (26), and (27), and the command governor given by (6) and (7) . Then, the solution e(t),W (t),W ξ (t), ξ(t) of the closed-loop dynamical system given by (6), (16), (29), and (30) is Lyapunov stable for all e 0 ,W 0 ,W ξ0 , 0 ∈ R n × R s×m × R s×m × R n and t ∈ R + , and lim t→∞ e(t) = 0, lim t→∞ ξ(t) = 0, lim t→∞ η(t) = 0, and lim t→∞ c(t) − c d (t) = 0. For t ∈ R + , in addition, the system error state vector, the weight update error dynamics, and the command governor dynamics satisfy the transient performance bounds given by
If, in addition, λ is sufficiently high, then (1) approximates (24) and (25).
Proof. To show Lyapunov stability of the closed-loop dynamical system (6), (16), (29), and (30), consider the Lyapunov function candidate V(e,W ,W ξ , ξ) = e T P e + trW T Γ −1W + κtrW
and note that
In addition, V(e,W ,W ξ , ξ) is radially unbounded.
Differentiating (35) along the closed-loop trajectories of (6), (16), (29), and (30) yieldṡ
Since R = R 0 + γΛI n holds, then (38) can be rewritten aṡ
which yieldsV
Hence, the closed-loop dynamical system given by (6), (16), (29), and (30) is Lyapunov stable for all e 0 ,W 0 ,W ξ0 , 0 ∈ R n × R s×m × R s×m × R n and t ∈ R + Next, since σ(x(t)) is bounded for all t ∈ R + , it follows from (16) thatė(t) is bounded. Furthermore, sinceξ(t) is also bounded, thenV(e(t),W , ξ(t)) is bounded for all t ∈ R + . Now, it follows from Barbalat's lemma 4 that 
Finally, sinceV(e(t),W (t),W ξ (t), ξ(t)) ≤ 0 for t ∈ R + , this implies that
Using the inequalities
in (44) results in
Since · ∞ ≤ · 2 , and this bound is uniform, then (47) yields
and hence, (31) is a direct consequence of (48) due to the fact that (48) holds uniformly in τ . Similarly, using the inequalities
and (46) in (44), noting W (t)
, and repeating the above analysis yields (32), (33), and (34). The rest of the proof is a direct consequence of the proof of Theorem 2 in Ref. 3 , and hence, the proof is complete.
For the case when the nonlinear uncertain dynamical system given by (1) includes bounded exogenous disturbances, measurement noise, and/or the uncertainty in (1) cannot be perfectly parameterized, then (2) can be relaxed by considering
where W (t) ∈ R s×m is an unknown time-varying weight matrix satisfying W (t) F ≤ w and Ẇ (t) F ≤ẇ with w ∈ R + andẇ ∈ R + being unknown scalars, σ : D x → R s is a known basis function of the
is the system modeling error satisfying ε(t, x) 2 ≤ with ∈ R + being an unknown scalar, and D x is a compact subset of R n . In this case, the projection operator 12 can be used in (26) and (27) to guarantee the uniform ultimate boundedness of the closed-loop dynamical system given by (6) , (16), (29), and (30). In this respect, we have the following remark.
Remark 6. In the case of uniform ultimate boundedness, it is well known for the standard adaptive controllers that high-gain learning rates can reduce the size of the ultimate bound up to a degree (see, for example, Section 2 of Ref. 13 ). Unlike standard adaptive controllers, the proposed command governor-based adaptive control approach makes the controlled uncertain dynamical system (1) close to the ideal reference system as λ increased even in the case of uniform boundedness, not only in steady-state, but also during the transient time.
V. Illustrative Example
In order to illustrate the proposed architecture, we consider the nonlinear dynamical system representing a controlled wing rock dynamics model given bẏ
where x 1 represents the roll angle in radians and x 2 represents the roll rate in radians per second. In (54), δ(x) representing an uncertainty of the form δ(x) = α 1 x 1 +α 2 x 2 +α 3 |x 1 |x 2 +α 4 |x 2 |x 2 +α 5 x 
T is chosen as the basis function and we set R = I 2 for (13). Furthermore, we used λ = 5 as the command governor rate, and Γ = 100I 5 , Γ ξ = 0.1I 5 , and κ = 10 for the weight update law given by (26) with (27), unless otherwise noted. Notice that these selections are not arbitrary and determined according to the presented theory. Finally, we set α 0 = 0.5 and α 1 = 5 for the design function θ(ξ(t)) given by (28). Here, our aim is to track a given roll angle command c d (t).
Figures 2-5 show the performance of the command governor-based adaptive control architecture when κ = 0 (i.e., when the proposed modification term is not employed). As these figures imply, a satisfactory closed-loop dynamical system response is obtained only when a low-gain learning rate matrix Γ = 0.01I 5 is used. Specifically, when the learning rate matrix is increased to Γ = 100I 5 (see Figures 4 and 5) , the controlled uncertain dynamical system performance becomes oscillatory. This is due to the structure of the weight update law given by (12) as explained earlier. Note that we also observed this oscillatory behavior even with a low-gain learning rate matrix when very large roll angle commands applied to the system. Therefore, there is a need to employ the proposed modification term to filter out this high-frequency content. Figures 6, 8, and 10 show the performance of the command governor-based adaptive control architecture when the proposed modification term is employed and Γ = 100I 5 , for roll angle commands having maximum amplitudes of 5, 50, and 180, respectively. In addition, Figures 7, 9 , and 11 show the histories of θ(ξ(t)) = tanh 0.5 + 5 ξ(t) 2 and Ŵ (t) −Ŵ ξ (t) F for Figures 6, 8 , and 10, respectively. As expected from the presented theory, we can able to obtain a satisfactory closed-loop dynamical system response which is clearly superior as compared with the ones given in Figures 4 and 5 . As shown in Figure 10 , we further obtain the same level of performance under a roll command having a maximum amplitude of 180.
Finally, in order to illustrate the fact that the controlled nonlinear dynamical system tracking performance behaves linearly (i.e., predictable), Figure 12 presents roll angles responses for given roll angle commands having different amplitudes a . As expected, this figure verifies that by using this modification with the command governor-based adaptive control architecture it is possible to operate uncertain dynamical systems in large domains.
a In order to illustrate the predictability of the tracking performance with the proposed architecture, we also applied commands having, for example, a maximum amplitude of 180, which is beyond the applicable range of the wing rock dynamics model. That is, this is done only for the illustration of the concept. un(t), ua(t) u n u a Figure 3 . Command governor-based adaptive control performance with λ = 5, Γ = 0.01I 5 , and κ = 0 for a given filtered square-wave roll angle command having a maximum amplitude of 50 (c d (t), c(t), x 1 (t), un(t), and ua(t) in degrees, and x 2 (t) in degrees per second). un(t), ua(t) u n u a Figure 5 . Command governor-based adaptive control performance with λ = 5, Γ = 100I 5 , and κ = 0 for a given filtered square-wave roll angle command having a maximum amplitude of 50 (c d (t), c(t), x 1 (t), un(t), and ua(t) in degrees, and x 2 (t) in degrees per second). for a given filtered square-wave roll angle command having a maximum amplitude of 50 (c d (t), c(t), x 1 (t), un(t), and ua(t) in degrees, and x 2 (t) in degrees per second). ||Ŵ (t) −Ŵξ(t)||F Figure 9 . Histories of θ(ξ(t)) = tanh 0.5 + 5 ξ(t) 2 and Ŵ (t) −Ŵ ξ (t) F for the command governor-based adaptive control performance depicted in Figure 8 . for a given filtered square-wave roll angle command having a maximum amplitude of 180 (c d (t), c(t), x 1 (t), un(t), and ua(t) in degrees, and x 2 (t) in degrees per second). ||Ŵ (t) −Ŵξ(t)||F Figure 11 . Histories of θ(ξ(t)) = tanh 0.5+5 ξ(t) 2 and Ŵ (t)−Ŵ ξ (t) F for the command governor-based adaptive control performance depicted in Figure 10 . 
VI. Conclusion
This paper extends a recently developed command governor-based adaptive control architecture by introducing a novel modification to its weight update law that filters out the high-frequency content contained in the adaptive control response while preserving the asymptotic stability of the error dynamics. In particular, it is shown that by employing this modification the uncertain dynamical system can be operated in large domains. We further analyzed the transient and steady-state performance guarantees of this framework and proved that the controlled nonlinear uncertain dynamical system approximates a given ideal reference system both in transient time and steady-state by judiciously choosing the command governor rate. In other words, the proposed architecture achieves predictable system performance for uncertain dynamical systems operating in large domains, which addresses an unsolved problem in the adaptive control literature. A numerical example is also provided to illustrate the performance of the proposed architecture.
