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Abstract
This note describes a polynomial space proof of the Graham–Pollak theorem.
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1. Introduction
One of the earliest applications of linear algebra to prove a combinatorial statement was the
Graham–Pollak theorem. They proved that the edge set of the complete graph Kn cannot be writ-
ten as the disjoint union of n − 1 complete bipartite graphs. The original proof used Sylvester’s
law of inertia [2]. See [1,3,4] for other short proofs.
Another application of linear algebra methods has been to intersection theorems. In this class
of problems some intersection conditions are posed over a collection of sets. A bound is then
derived on the size of the collection as a function of the base set. The polynomial space method
has proved useful in many such cases. See [1] for a nice and extensive exposition.
In this note we give a proof of the Graham–Pollak theorem using the polynomial space
method. For a graph G let G¯ denote the complement and A(G) the adjacency matrix of G.
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S. Vishwanathan / Journal of Combinatorial Theory, Series A 115 (2008) 674–676 675Theorem 1. Suppose that an n-vertex graph G is obtained as the edge-disjoint union of m com-
plete bipartite graphs. Then m n − 1 − rank(A(G¯)).
Proof. Let the two partitions of each bipartite graph be labeled A or B arbitrarily. With each
vertex i we associate two sets Ai and Bi where Ai contains those bipartite graphs where vertex i
was labeled A and similarly Bi those where the label was B . Notice that for any i, j, |Ai ∩Bj |+
|Aj ∩ Bi | = 1 if the two vertices are adjacent in G and 0 otherwise. Let Si = Ai ∪ Bi .
We will define certain polynomials on the 2m variables x1, . . . , xm, y1, . . . , ym. With each
vertex associate the polynomial ψi = ∑j∈Ai xj + ∑k∈Bi yk − 1. In addition consider the m
polynomials xi + yi .
Considering these polynomials as vectors we investigate the dimension of their nullspace. To
do so consider any linear combination of these polynomials giving zero.
∑
i αiψi +
∑
p βp(xp +
yp) = 0. If we set xj = 1 for j ∈ Bi , and 0 otherwise, and yk = 1 if k ∈ Ai , and 0 otherwise then
we get the relation −αi −∑ij /∈E(G) αj +∑k∈Si βk = 0. Indeed, upon substitution, ψk evaluates
to 0 if vertex k is adjacent to vertex i and −1 otherwise. If we set xi = yi = 1 and xj = yj = 0,
j = i, we get the relation −∑i /∈Sj αj + 2βi = 0. Notice that if the αs are zero then so are the βs.
Substituting the value of β from the second equation into the first we get the following. −αi −∑
ij /∈E(G) αj + 12
∑
j∈Si
∑
j /∈Sk αk = 0. Simplifying further, −αi −
∑
ij /∈E(G) αj + 12
∑
k αk|Si ∩
S¯k| = 0. Let D denote the incidence matrix of the Sis. The rows correspond to the incidence
vectors of the sets Si . Then the above equations can be written in matrix form as follows.(
−I − A(G¯) + 1
2
[
(J − D)DT ]
)
α = 0.
Here A(G¯) denotes the adjacency matrix of the complement of G and J denotes the n×m matrix
of all 1s. Rewriting(
I + 1
2
DDT − 1
2
JDT + A(G¯)
)
α = 0.
The rank of 12JD
T is one. I is positive definite, 12DD
T is positive semidefinite and hence
their sum is positive definite and has full rank. The matrix in the above equation has rank at least
n − 1 − rank(A(G¯)). Hence the dimension of the nullspace is at most rank(A(G¯)) + 1.
Going back to the equation
∑
i αiψi +
∑
p βp(xp + yp) = 0, we note that the sum of
the dimension of the polynomials considered above and the dimension of the nullspace is
exactly m + n. The polynomials are in 2m dimensional space and hence have dimension at
most 2m. Plugging this in we get m + n  2m + rank(A(G¯)) + 1. Whence the result m 
n − 1 − rank(A(G¯)). 
We wish to note that the matrix A(G¯) can be written as the sum of a positive semidefinite
and a negative semidefinite matrix based on the signs of its eigenvalues. So in the above the-
orem, one can replace the rank(A(G¯)) term with the number of negative eigenvalues of the
matrix A(G¯).
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