Compass Search This is essentially a series of univariate searches starting at iteration k with x(k) with x 1 (k) a search is done on x 1 (k) + α to find a minimum. Call this point x(k+1). Then we move onto x 2 (k+1) to search on x 2 (k+1) + α . This continues until we search along x n (k+n-1) + α when on completion we have x(k+n) and we return to search along x 1 (k+n).
x(k)
Note that the 'Compass Search' is a sequential search along the axes. 
Methods for deciding a feasible direction
Gradient search methods -These are methods requiring evaluation of the gradient the objective function in determining the search direction d. The gradient direction at any point is the direction whose components are proportional to the 1. Steepest Descent, SD, algorithm The SD algorithm is defined by the iterative algorithm
On a quadratic optimization space the SD algorithm exhibits a well known and understood zig-zag path.
The convergence rate of the SD algorithm, when applied to a quadratic problem is depends on the ratio r=A/a of the largest eigenvalue of H to the smallest. The convergence is bounded by 
Conjugate Gradient, CG, algorithm
Definition: Given a symmetric matrix Q, two vectors d 1 , d 2 are said to be Q-orthogonal or conjugate with respect to Q if . We will abbreviate this to saying they are conjugate. The CG algorithm, when applied to a quadratic optimization, generates a sequence of search directions { d 1 , . , d k , . } that are conjugate.
It is not too difficult to show that the CG algorithm optimizes the quadratic over the expanding sub-space described by the linear variety
The CG algorithm is defined by the iterative process
Newton and Quasi-Newton algorithms
The idea behind Newton's method is that if the function f(x) is a quadratic then the iteration
is not quadratic we are not assured that the Hessian H(k) is positive definite (or indeed invertible). Also on large problems this algorithm requires we compute the inverse Hessian which can be a computational challenge.
Davidon in 1959 proposed a clever scheme, later refined by Fletcher and Powell, that generates successive approximations to the inverse Hessian. In the case where the function is quadratic the sequence converges to the true Hessian and furthermore the sequence of search directions are the same as those generated by the Conjugate Gradient algorithm.
This Quasi-Newton, QN, algorithm is described by Both CG and QN methods offer the theoretical possibility of finding the minimum of quadratic function on R n in at most n-steps. However, to achieve this requires exact scalar searches along each search direction. But for ill-conditioned systems these methods should be substantially faster than SD. Discussion 1. Gradient based methods are much faster especially when the problem is or becomes approximately quadratic. However, a mix of early searches using a direct search method and then swap to a gradient method may be a possibility.
2. To use a gradient based algorithm one should have analytical expressions for the components of the gradient. It is however, possible to use numerical approximations to the derivatives but this is at the expense of extra function evaluations and uncertainty about the accuracy of the estimates.
Things we did not explore found to be effective in non-quadratic problems, especially with large numbers of variables, i.e. large n.
