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Density Functional Theory (DFT) was used to study fundamental characteristics of
electrides. Electronic structure calculations were performed with the generalized gradient
approximation (GGA) and GGA+U ( U-“on-site” electron-electron repulsion).
Fundamental properties of Y2C were investigated in the first project. The nature of
strongly localized anionic electrons in Y2C was demonstrated using the distribution of
charge density. Magnetic properties were analyzed with magnetization density and magnetic anisotropy energies. The magnetic anisotropy of Y2C originates from anionic electrons at interlayer spaces. The predicted work functions are in good agreement with reported experimental data. We also investigated the enhancement of magnetic properties
by varying the degree of localization of anionic electrons. The exchange splitting of interstitial electrons is more prominent than that of d-orbitals of Y and exchange splitting
increases with decreasing c-axis parameter.

In the second study, fundamental properties of Gd2C are discussed. The GGA+U
method was applied for 4f states of Gd and predicted the best U value. Our model predicted Gd2C has a layered-hexagonal structure. Local density of states (LDOS) and projected density of states (PDOS) were analyzed for understanding of anionic electrons and
atoms on magnetic and electronic properties. The Curie temperatures of Gd and Gd2C
were calculated and noticed that interactions in Gd2C are influential to increase the Curie
temperature. The chemical formula can be written as [Gd2C]1.9+ · 1.9e− from charge analysis. Additionally, fundamental properties of two ionized states, Q =+1 and Q =+2 were
studied. Results indicate anionic electrons at interlayer spaces will initiate the ejecting of
electrons.
Density functional perturbation theory (DFPT) with DFT under the harmonic approximations was applied to study the structural stabilities, phase transitions and variation of
thermodynamic quantities at finite temperature of two phases of Hf2S. Phonon dispersion
curves without any imaginary frequencies are evidence for stability of two phases. The
resulting quadratic flexural phonon branch indicates Hf2S has 2D characteristics. At T= 0
K the Helmholtz free energy of anti-NbS2 structure of Hf2S lies ≈23 kJ/f.u. below that of
the higher energy phase. The critical temperature for the phase transition was estimated,
and the effect of finite temperature on thermodynamics quantities were studied.
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CHAPTER 1
INTRODUCTION

1.1

Electrides
Electrons are generally considered as subatomic particles associated with atomic

and molecular orbitals. Most of the time these electrons belong to a particular atom or
molecule. Unlike these well-defined nature of electrons, there exits some materials with
solvated or trapped electrons. Solvated electrons [22, 100] and F-centers [23] have been
observed for more than a century. Solvated electrons have been discovered when alkali
metals are dissolved in several amine and ether solvents. Figure 1.1(a) shows the generation of solvated electrons by dissolving sodium in liquid ammonia [29]. F-centers are
formed when electrons are trapped in anion vacancies. Formation of F-centers in alkali
halide salts is shown in the Figure 1.1(b) [65]. These trapped electrons spread over a
large area rather than being confined to any single atom or sharing with atoms. The other
extensive group of compounds is nearly-free electron (NFE) metals in which strong interelectron interactions can be observed [51]. Figure 1.1(c) illustrates free electrons in metals
with strongly localized atomic orbitals.
Electrides can be considered as stoichiometric F-center salts with anions which are
made of trapped electrons [21]. Large nonreducible countercations and large void spaces
are the main features of electrides [23, 25]. Electrides are a relatively unexplored new class
1

Figure 1.1 (a) Sodium in liquid ammonia [29] (b) F-center in alkali halide [53] (c) free
electrons in metals

of materials in which electrons serve as anions, resulting in a spatial distribution of electrons lying between classical ionic crystals and metals [14]. These anionic electrons are
localized within crystal voids rather than being confined to a particular atom or molecule
[14].
Electrides have unique properties due to the loosely trapped free electrons (sometimes
called cavity electrons), such as high hyperpolarisabilities, high magnetic susceptibilities,
highly variable conductivities, extremely low workfunctions, low temperature thermionic
emission, and a very strong reducing character [21]. The unique properties of electrides
are mainly determined by shape and position of trapped sites which are filled with anionic electrons [24, 37]. Cs+(18-crown-6)2 e− has nearly isolated trapped electrons while
K+(cryptand 2.2.2)e− has spin-paired electrons in near cavities [24]. The combination of
properties near metallic conductivity and weak electron binding may help significantly to

2

improve the performance of current electronic devices by solving challenging key problems, such as electron emission due to light, heat or high electric fields [24].
The first successfully synthesized electride, an organic compound was made by dissolving an alkali metal in a solution of crown ether [23]. Thermal instability and sensitivity
to air and water are the challenges to synthesis of the organic based electrides. As a consequence, these challenges provoked the searching for more stable, inorganic, electrides
as electronic materials [49]. Subsequently 12CaO·7All2O3 was discovered by Matsuishi
et al. in 2003 [67] and which was the first room temperature stable inorganic electride.
Figure 1.2 shows the progression of anionic electrons from solvated electrons to layered
electrides passing two stages of organic and inorganic electrides.

Figure 1.2 The evolution of anionic electrons from (a) solvated electrons to (b) organic
electrides to (c) inorganic electrides to (d) layered electrides [19].

Later a few other low-dimensional electrides, such as zero-dimensional (0D) C12A7:e–
[50] and one-dimensional (1D) pure silica zeolite ITQ-4 with Cs [63] were successfully
3

synthesized. The first crystalline electride, Cs+(18-crown-6)2 e− was synthesized in 1983
and the structure was determined in 1986 [27, 24]. Conductivity of 0D and 1D electrides is limited because of difficulty of delocalization of anionic electrons [14]. Potential
2D electrides, within the crystal structure database, were identified by Inoshita et al. using abinitio electronic structure calculations [48, 50]. Recently, a few compounds with
two-dimensional confined electrons have been discovered and namely dicalcium nitride
(Ca2N) [60] and diyttrium carbide [114]. Figure 1.3 depicts the layered-structure of Ca2N
with [Ca2N] layers and 2D delocalized anionic electron layers [60]. The magnetic and
electronic properties of electrides vary with the shape of the trapping sites and the size of
the open channels that connect sites [24]. However, the underlying mechanism for their
unique electronic and magnetic behavior is not fully understood. One of the main drawbacks of applicability and lack of studies of electrides is the decomposition of electrides
at low temperature due to a reduction process.
Over the past two decades the discovery of the novel 2D electride compounds led to
great research interest among both experimental and theoretical researchers. Ming. W et
al. reported first-principles investigation of new alkaline-earth based dynamically stable
2D electrides [69]. Layered electrides have impressive properties due to the spreading
of electrons as clouds in between atomic layers [18]. 2D electrides have much higher
conductivity than graphane and trapped electrons can conduct through the cloud with less
interactions with atomic layers [18]. High-throughput ab initio screening was performed
by Tada T. et al. to identify 2D electrides [97]. Furthermore another systematic study was
conducted in 2014 to search for new electrides using a crystal structure database and ab
4

Figure 1.3 Layered Ca2N as an electride. Green and pink spheres represent Ca and N
atoms, respectively [60].
5

initio electronic structure calculations [48]. Other than electronic properties of electrides,
some electrides also show extreme magnetic moments due to trapped electrons. Although
many first-principles calculations predicted several promising electrides, we have studied
only three of them.

1.2

Electronic structure calculations
The first-principles approach solves the time independent Schrödinger equation (ĤΨ =

EΨ) with many-body Hamiltonian operator (Ĥ) and many-body wave-function (Ψ) for
systems which contain N electrons. This equation can be solved with the use of many
approximations and numerical methods. The Born-Oppenheimer approximation separates
the motion of atomic nuclei and electrons. The many-electron Hamiltonian is reduced to a
one electron system after introducing an effective Hamiltonian for the ionic system. Density functional theory (DFT) is the most advanced and widely used approach in condensed
matter physics while several other methods were proposed. After establishment of DFT
in the 1960s, there was rapid improvement in structural and electronic calculations. The
Hohenberg-Kohn theorem [44] is the fundamental of DFT, and states that properties of a
many-body system can be determined completely after knowing the ground state charge
density and ground state charge density can be determined by minimizing an energy functional of the charge density. The Kohn-Sham [52] equation is the other most important
aspect, and it transforms an interacting particle system to a non-interacting particle system. Most of the available and popular programs are based on the Kohn-Sham ansatz to the
original DFT. Many-body effects are approximated by exchange-correlation functionals.
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Local (spin) density approximation (L(S)DA) [84] and the generalized gradient approximation (GGA) [58, 82] are two of the most widely used exchange-correlation functionals.
Meta GGA [99] and hybrid functionals [42] are several other functionals. L(S)DA+U and
GGA+U are some advanced inventions to encounter strongly correlated systems properly.
Density functional perturbation theory (DFPT) and time-dependent DFT (TD-DFT)
[89] are two other methods to calculate electronic structures. In this dissertation the
DFPT method is applied to the Hf2S system to investigate thermodynamic properties using
phonon characterization.
DFT based electronic structure calculations are not only used in condensed matter
physics, but also are popular in material science and quantum chemistry. DFT is presently
the most successful, and promising approach to compute the electronic structure of materials in spite of the computational complexity.
In this dissertaion work, the Vienna ab initio Simulation Package (VASP) [54], DFT
based computational package which performs ab initio calculations using pseudo-potentials
and a plane-wave basis set was employed to obtain the lowest energy optimized crystal
structures and electronic structures.

1.3

Strongly correlated systems
Some advanced methods, such as L(S)DA and GGA, have been introduced for better

description of correlation effects for strongly correlated systems. L(S)DA+U and GGA+U
are the most extensively used methods. The Coulomb parameter U and Hund’s exchange
parameter J are included in these methods.
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Strongly correlated systems include transition metals, lanthanides, and actinides. These
groups of materials contain 3d, 4d, 4f , and 5f states. L(S)DA+U and GGA+U methods
predict the correct magnetic ordering which fails in L(S)DA and GGA methods [85]. In
this dissertation, the GGA+U approach is applied for 4f electrons of Gd in Gd2C system.

1.4

Outcomes
This work is mainly focused on structural parameters, electronic structures, magnetic

properties, and thermodynamic stability of 2D electrides. First-principles predictions of
these basic properties of novel compounds have significant importance. In addition, computational investigations can be used to clarify and understand the origin of some characteristic properties within the material. We have systematically studied three systems to
investigate their fundamental properties.

1.4.1

Y2C as a two-dimensional electride

Y2C is a rare-earth carbide with anti-CdCl2 type structure [64]. It has a 2D layeredstructure with significant layer separation between [Y2C] layers. In this project we have
studied the structural, electronic, and magnetic properties of Y2C using DFT with GGA.
Y2C has unique electronic and magnetic properties due to strongly localized trapped electrons in interstitial sites. Figure 1.4, from our studies illustrates the strongly localized
character of anionic electrons in Y2C [79]. These trapped electrons are behaving as the
anions in Y2C. Y2C shows ferromagnetic ordering and it is mainly due to the strongly localized anionic electrons. Bader charge analysis was used to obtain the local charge and
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then valence states of Y and C and the number of electrons trapped in the interstitial site
was calculated using charge neutrality. In addition, the local magnetic moments of Y and
C and anionic electrons were estimated by using modified Bader analysis. Theoretically
according to the valence states of Y and C there need to be two excess electrons trapped
in the interstitial sites and then chemical formula can be expressed as [Y2+2C–2]. 2e− . In
addition to the existing magnetic moment, enhancement of magnetic properties can be
observed while changing the localization of the anionic electrons.
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Figure 1.4 Strongly localized anionic electrons in interstitial sites of Y2C.
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1.4.2

Electronic and magnetic properties of Gd2C

Ferromagnetic and ferrimagnetic materials are the most valuable materials in magnetic
technology. Iron, cobalt, nickel, and their alloys are the most commonly used ferromagnetic materials. Magnetic materials have a variety of applications in industries as well as
much interests in academic studies. Among them lanthanides (rare-earth) and their alloys
are in the top due to the overall magnetic features. Rare-earth elements have partially filled
f electron shells, and spin of these electrons can be aligned to resulting in strong magnetic
moments. Samarium-cobalt and neodymium-iron-boron (NIB) are the most common rareearth magnets. Gd has half filled 4f electrons and gives total spin angular momentum of
S =

7
7
and angular moment of L = 0, resulting in J = L + S = . 4f electrons con2
2

tribute 7 µB and polarization of conduction electrons give 0.9 - 1.0 µB to make the total
magnetic moment per atom 7.9 - 8.0 µB [59]. In addition to the strong magnetic moment,
Gd also has a high Curie temperature, high cooling power and is considered as the best
magnetocaloric material [71]. The DFT+U method was used for better estimation of the
contribution from partially filled 4f electrons in Gd [20].
Novel metal-rich carbide of Gd, Gd2C has a higher Curie temperature than Gd metal
and is the most stable carbide among Gd alloys. Gd2C has an anti-CdCl2 (space group
R3̄m) 2D layered structure with interlayer space. The main contributors to Gd2C’s magnetic properties are Gd+2 ions and trapped electrons in between [Gd2C] layers. Only a few
experiments have been done to investigate structural and magnetic properties of Gd2C.
In this project we chose to perform calculations to obtain optimized structural parameters, electronic properties, and magnetic properties of neutral Gd2C as well as different
11

charge states with Q = +1 and Q = +2. Equilibrium Gd2C has delocalized trapped
electrons at interlayer spaces and exhibits electride characteristics. In addition, Gd2C can
be expressed as [Gd2+2.3C–2.7].1.9e− using oxidation numbers combined with Bader charge
analysis results. We also found that the higher charge states were a result of expelling
anionic electrons from interlayer spaces of Gd2C and not from Gd or C.

1.4.3

Thermal stability and phase transitions of Hf2S

The trend of research interests on 2D materials improved tremendously, initiated by
the discovery of graphene [77]. The study of 2D materials is one of the most inspiring and
beneficial research areas due their numerous electronics applications. Dynamical instabilities and thermal properties are the fundamental issues for synthesizing novel materials. In
an effort to understand these, thermodynamical controversial phonon characterization can
be applied.
Motivated by recent theoretical and experimental studies on 2D Hf2S, we performed
a systemic investigation of thermal stability by using density functional perturbation theory and phonon analysis. Layered-Hf2S belongs to the space group of P 63 /mmc with
two-fold atomic positions. We found that there were two phases of Hf2S with different
stacking sequence and slightly different lattice parameters. Each of these phases of Hf2S
exhibit characteristic 2D phonon spectra with dynamically stable features. In addition to
stability simulations, we have also examined electronic structures and determined their
characteristic electride properties. Temperature dependence of thermodynamic quantities,
constant volume heat capacities and entropy were addressed.
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1.5

Outline
As part of this dissertation we mainly focused on newly found 2D electrides. Par-

ticularly, our intent is to analyze basic properties and thermodynamical stability of these
materials. The first project which is discussed in Chapter 3 focused on the optimized lattice
parameters of 2D structure, strong localization of anionic electrons in the interstitial sites,
and magnetic properties of layered Y2C. To observe the fluctuation of magnetic properties
we varied the localization of anionic electrons and noticed an enhancement of magnetic
moment while decreasing the c-axis lattice parameter. As the second project we discussed
an extension to the magnetic properties of Gd2C as thermodynamically stable Gd alloys.
Ferromagnetic magnetic ordering of Gd2C is mainly due to both Gd and trapped electrons
in interlayer space. Thermodynamical stability of two phases of Hf2S and phase transitions
of them will be discussed in Chapter 5.
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CHAPTER 2
THEORETICAL BACKGROUND

2.1

Density functional theory
Density functional theory (DFT) is one of the most successful and intended quantum

mechanical approaches to investigate electronic structure of many-body systems. Over the
past few decades it has been widely used for the investigation of not only bulk properties
of solids but also molecular properties of molecules. DFT is an ab initio method, which is
derived from the beginning and hence explicit in theory.

2.1.1

The Hamiltonian of a many-body system

The solution to the many-body Schrödinger equation describes the properties of the
atoms, molecules and solids. The many body Schrödinger equation for a system with M
nuclei and N electrons can be expressed as

~ 1 ...R
~ M , ~r1 ...~rN ) = EΨ(R
~ 1 ...R
~ M , ~r1 ...~rN ).
ĤΨ(R

(2.1)

~ 1 ...R
~ M , ~r1 ...~rN ) is the wave function for a stationary state of the system with
Here Ψ(R
nuclei and electron positions Ri and ri , respectively. Ĥ is the Hamiltonian of the system
and E is the total energy of the system. The Hamiltonian is the summation of the kinetic
energy operator T̂ and potential energy operator Ŵ . They can be written as
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M
N
X
X
h̄2 2
h̄2 2
T̂ = −
∇ −
∇ ,
2MI R~ I
2mi ~ri
i=1
I=1

Ŵ =

1 X
e2
1
+
2
|~ri − ~rj | 2
ij(i6=)

X ZI e2
ZI ZJ e2
−
.
~I − R
~J|
~ I − ~ri |
|
R
|
R
Ii
IJ(I6= J)
X

(2.2)

(2.3)

Here h̄ is the Planck’s constant divided by 2π, MI is the mass of the Ith nucleus, mi is the
mass of the electron, and e is the charge of the electron. The first term in the Equation
(2.2) is the kinetic energy of the nuclei and the second term is the kinetic energy of the
electrons. Three terms in the Equation (2.3) gives potential energy related to electronelectron Coulomb interactions, nuclei-nuclei Coulomb interactions, and nuclei-electron
Coulomb interactions, respectively.
Motion of the nuclei can be neglected due to the huge relative mass difference of nuclei
and electrons. Then the many-body wave functions depends on the degrees of freedom of
electrons only. This assumption was first proposed by Born and Oppenheimer in 1927 and
is known as the Born-Oppenheimer approximation [9]. Then the simplified Hamiltonian
is

N
X
h̄2 2
1 X
e2
Ĥ = −
∇~ri + Vext (~r) +
.
2mi
2
|~ri − ~rj |
i=1

(2.4)

ij(i6=)

Here Vext is the external potential imposed by the nuclear configurations. In principle, the
equation can be solved with some accuracy and determines the wavefunction. The cost and
difficulty of solving this equation increases exponentially with the number of electrons in
the system. Therefore, other approaches are needed for further improvement of efficiency
of the simulations.
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2.1.2

Theorems of DFT

This section briefly explain the remarkable theorems of DFT, which allow us to obtain
ground state properties of systems.

2.1.2.1

Hartree-Fock approximation

The Hartee approximation assumes the particles in the system do not interact, so that
the individual Hartree wave-function can be written as

Ψ(~ri ) = Ψ1 (~r1 )Ψ2 (~r2 )...ΨN (~rN ).

(2.5)

However, this approximation is incomplete due to lack of information about the fermionic
nature of electrons. The Hartree-Fock approximation includes the permutation symmetry
of the wavefunction and it explains the exchange interaction. This wavefunction is based
on one electron functions defined as an antisymmetric Slater determinant. The wavefunction of one electron is the solution for the following equation:

h

N
i
1
h̄2 X 2
e2 X
Ψj
Ψi Ψj (~r) = i Ψj (~r).
−
∇i + Vext (~r) + ViH (~r) Ψi (~r) −
2m i=1
2
|~r − ~r0 |
(j6=ı)

(2.6)
In Equation (2.6) the second term in the left hand side of the equation is the “exchange”
term, and describes the exchange interaction between electrons. ViH (~r) is the Hartree potential which describes the Coulomb interactions produced by the electronic density. This
method neglects more detailed correlations due to many-body interactions even though the
effects of electronic correlations are not negligible.
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2.1.2.2

Hohenberg-Kohn Theorem

DFT is based on two principle theorems explained by Hohenberg and Kohn in 1964
[44]. It proves that there is a one-to-one mapping between charge densities and external
potentials of the system.
Theorem 1: For any system of interacting particles in an external potential Vext (~r),
the potential is uniquely determined by the ground state particle density n0 (~r).
Corollary : The ground state energy and the Hamiltonian can be determined if the
ground state particle density n0 (~r) is known.
Theorem 2: The ground state particle density minimizes the energy functional E[n(~r)]
of the system for a certain external potential.
Corollary : The universal functional E[n(~r)] alone is enough to determine n0 (~r).
Then the energy of the ground state is

Z
E(n) = F (n) +

Vext (~r)n(~r)dr.

(2.7)

where F (n) is an unknown.

2.1.2.3

Kohn-Sham Ansatz

Kohn-Sham theory defined the density of a single particle and total densities of the
system as follows.

ni (~r) = |Ψ(~ri )|2 .
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(2.8)

N
X

n(~r) =

ni (~r).

(2.9)

i=1

According to the Kohn-Sham ansatz [52] the exact ground state density of the original
interacting many-particle system can be written as the ground state density of the fictitious
system of a non-interacting system.
The kinetic energy of the non-interacting many particle system can be written with the
Kohn-Sham orbital Ψi

N

h̄2 X
T [n(~r)] = −
Ψi ∇2 Ψi .
2m i=1

(2.10)

The total particle density of the auxiliary system can be expressed by the following
equation,

n(~r) =

X

Ψ∗i (~r)Ψi (~r).

(2.11)

occ

Then the total energy functional of the system can be written as:

Z
E[n(~r)] = T [n(~r)] +

1
Vext (~r)n(~r)d~r +
2

Z

n(~r)n(~r0 )
d~rd~r0 + Exc [n(~r)].
|~r − ~r0 |

(2.12)

In Equation (2.12) Exc [n(~r)] is the exchange-correlation functional which includes all
the quantum mechanical effects of the many-particle system.
The biggest issue with searching for a solution to the energy functional in this equation
is neither the kinetic energy functional nor the exchange-correlation energy are known.
Kohn-Sham equations can be used to overcome this problem.
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Single-particle equations for the Kohn-Sham system are

h

−

i
h̄2 2
∇ + Vef f (~r, n(~r)) Ψi (~r) = i Ψi (~r).
2m

(2.13)

The single-particle wave function only depends on the effective potential Vef f and
Ψi (r). The effective potential is given by,

Vef f = Vext (~r) + VH (~r) + Vxc (~r).

(2.14)

Here VH (r) and Vxc are the Hartree potential and the exchange-correlation potential as
defined by:

2

Z

VH (~r) = e

Vxc (~r) =

n(~r0 )
d~r0
|~r − ~r0 |

δExc (n(~r))
.
δn(~r)

(2.15)

(2.16)

Here Exc is the exchange-correlation energy.

2.1.3

Exchange-correlation energy

The local density approximation (LDA) is the most widely used exchange-correlation
approximation. The main assumption is that the general inhomogeneous electronic systems are locally homogeneous and uses the exchange-correlation hole corresponding to the
homogeneous electron gas. The Local Spin Density Approximation (LSDA) is a better approximation to the exchange-correlation functional since it includes spin contributions of
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electrons. The total exchange-correlation energy can be written in terms of the exchangecorrelation energy per particle of the homogeneous electron gas, xc [n(r)],

Z
Exc [n(~r)] =

n(~r)xc [n(~r)]d~r.

(2.17)

The LDA gives more reasonable results for the systems with uniform electronic density
such as bulk metals and less uniform electronic density such as ionic crystals and semiconductors. There are some other cases that LDA is unable to reproduce results. Atomic
systems, weak molecular bonds and metallic surfaces are some of them. LDA underestimates the correlation part but overestimates the exchange part, resulting in reliable results
of Exc . The biggest failure of LDA is to provide reasonable results for the binding energy due to its overbinding effect. There are many developments to improve the LDA in
practical applications of quantum mechanics to real materials.
One of the most efficient and common method of approximation to the exchangecorrelation energy functional is Generalized Gradient Approximation (GGA),

Z
Exc [n(~r), ∇n(~r)] =

n(~r)xc [n(~r), ∇n(~r)]d~r.

(2.18)

GGA is more accurate than LDA since it expands the exchange-energy correlation as
a series of density and its gradient. Some GGA functionals include empirical parameters whose values have been fitted to reproduce experimental results while others exclude
empirical parameters. Most widely used functionals without empirical parameters are
Perdew-Wang (PW91) [83] and Perdew-Burke-Ernzerhof (PBE) [81].
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Hybrid functionals are another improvement of the exchange-energy correlation functional in DFT. They include a portion of exact exchange from Hartree-Fock theory which
is called Hartree-Fock (HF) exchange. The Heyd-Scuseria-Ernzerhof (HSE03) [42, 43]
hybrid functional reduces computational complexity by separating HF exchange into short
range (SR) and long range (LR). This was first introduced in 2003 [42, 43] and can be
written as

3
1
Exc = ExHF,SR (µ) + ExP BE,SR (µ) + ExP BE,LR (µ) + EcP BE .
4
4

(2.19)

The separation of electron-electron interaction into SR and LR is for the exchange
part of the equation. The last term in the equation is the correlation which relates to PBE
density functional.
Decomposition of the Coulomb kernel is used for the separation of exchange interaction. The Coulomb kernel can be obtained as

erfc(µr) erf(µr)
1
= Sµ (r) + Lµ (r) =
+
.
r
r
r

(2.20)

Range separation is defined by r = |r − r0 | and µ. It has been proved that the optimum
range of µ is 0.2 - 0.3 Å−1 [42].
HSE03 is a semiempirical functional since the exact value of the range separation is
not really known. The hybrid functionals can compute the true total energy because they
include a nearly exact expression for the exchange components. Notice that this method
increases the computational cost significantly compared to LDA or GGA while giving
more reliable results.
21

Generally strongly correlated systems contain transition metal or rare-earth metal ions
with partially filled d or f electron orbitals. L(S)DA and GGA are unable to describe
these systems properly because they are independent of orbitals. Therefore, for proper
description of these strong-correlated systems, an orbital-dependent potential should be
used specially for d electrons and f electrons. Now there are several methods available,
which consider strong electron-electron correlations between d and f electrons. Among
them the self-interaction correction (SIC) method [96], Hartree-Fock (HF) method [66],
GW approximation [41] and LDA+U method [1] are the most commonly used methods.
Electrons are separated into two subsystems: systems with delocalized s, p which can
explained by using LDA (GGA) and systems with localized d or f in which Coulomb
interactions between d-d electrons are considered. The total energy of the system can be
written as

ELDA+U [ρσ (r), nσ ] = ELSDA [ρσ (r)] + E U [nσ ] − Edc [nσ ].

(2.21)

Here σ is the spin index, ρσ (r) is the electron density for spin-σ electrons and nσ is the
density matrix of d or f electrons. The first and second terms of the right hand side of
the equation are the standard LSDA energy functional and the electron-electron Coulomb
interaction energy respectively. The third term is used to remove double-counting of the
averaged LDA energy contribution of d or f electrons from the LDA energy. As given by
[1] the double counting term is

1
1
Edc [nσ ] = U N (N − 1) − J[N↑ (N↑ − 1) + N↓ (N↓ − 1)]
2
2
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(2.22)

where Nσ = T r(nmm0 ,σ ) and N = N↑ + N↓ . Here U and J are on site Coulomb and
on site exchange parameters respectively. These parameters could be obtained either from
ab-initio calculations or semi-empirically.
This correction can be done in different methods. One of the most widely used methods
accounts a single parameter Uef f = U − J for the Coulomb interaction instead of two
separate U and J parameters [20]. Then the energy functional is

ELSDA+U = ELSDA +

Uef f X
(nm,σ − n2m,σ )
2 σ

where Nσ is the total number of electrons and is expressed by Nσ =

(2.23)

P

m

nm,σ . nm,σ is the

occupation number of the mth d state.

2.2

Computational methods

2.2.1

Electronic structure

The previous model gives a good insight into some of the properties of a metal, such
as heat capacity, thermal conductivity, and electrical conductivity. Although, this model
is not able to predict most of the properties of solids due to large number of electrons
within the solid. The next assumption to get the full Hamiltonian of the many-electron
problem is the independent electron approximation. It assumes that all the interactions are
described by an effective potential. Translational symmetry is one of the main properties
of the effective potential (Vef f ). Periodicity of Vef f can be written as
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~ = Vef f (~r)
Vef f (~r + R)

(2.24)

by using the translational lattice vector R. Thus Bloch’s theorem for the wave function
can be expressed within the a perfect periodic potential

~ = ei~k·R~ ψk (~r).
ψk (~r + R)

(2.25)

Then the Kohn-Sham orbitals can be spanned as a linear combination of basis functions
φik (~r)

ψk (~r) =

X

ci,nk φik (~r).

(2.26)

i

These basis functions are centered on each atom while satisfying the Bloch theorem.
Pseudopotential and Plane Waves method (PPW), Augmented Plane Wave method
(APW), Full-potential Linearized Augmented Plane Wave method (FLAPW) and Projector Augmented Wave method (PAW) [7, 56] are some of the common techniques used
in DFT based electronic structure calculations to solve the Kohn-Sham equations. PAW
method is more suitable for large systems since it reduces the computational cost due to
simplicity of the combination of all electron FLAPW and pseudopotential methods. In
this work, we used the Vienna Ab initio Simulation Package (VASP) [54] together with
the PAW method for our simulations. In the PAW method, effects on core electrons from
the surrounding are assumed to be negligible. Therefore properties of the system can be
explained using valence electrons. Valence electron density can be manipulated using the
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following equation which is related to the effective potential, and the effect of the core can
be approximated.

Vef f (r, nv (r)) =

PP
Vext
(r)

Z
+

nv (r0 )
δExc
drdr0 +
.
0
|r − r |
δnv (r0 )

(2.27)

PP
is the pseudopotential. The PAW method
Here nv is the valence electron density and Vext

is one of the most effective techniques to connect systems with different atomic configurations and chemical compositions [7]. Magnetic and optical properties can be calculated
more accurately. More specific parameters which are used for simulations are included in
the corresponding sections.

2.2.2

Vibrational contribution from DFPT

Most of the time physical properties are affected by a reaction of any perturbation.
Some of them include polarisabilities, phonons, Raman intensities and infra-red absorption. These properties can be calculated within the DFT framework using an advanced
method Density Functional Perturbation Theory (DFPT) [32]. Many physical properties
of a material are derivatives of the total energy. Forces, stresses, and dipole moments
are the first derivatives of the total energy while dynamical matrix, elastic constants, and
dielectric susceptibilities are the second derivatives of the total energy.
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CHAPTER 3
LAYERED Y2C AS A TWO-DIMENSIONAL ELECTRIDE WITH STRONG
LOCALIZED ANIONIC ELECTRONS

3.1

Introduction
Over the past decades, fabrication and characterization of low dimensional materi-

als have attracted extensive interest due to their unusual characteristics and wide range of
applications with novel functionalities. One of the most stimulating branches of reduced
dimensional is the class of two-dimensional (2D) materials. After the discovery of the first
2D material, graphene about 700 2D materials have been predicted from first-principles
calculations [2]. On the other hand although transition metal nitrides have been remarkably studied in theoretically and experimentally, only a few works have been performed on
transition metal carbides (TMC). TMCs have metallic conductivity together with exceptional mechanical properties such as mechanical stability with high hardness, high elastic
modulus and thermal stabilty with high melting point [33, 78]. Additionally, TMCs have
high electrical and thermal conductivities and good corrosion resistance [106, 73]. The
combination of these remarkable characteristic properties has attracted noticeable attention and led scientists to conduct more investigations. Both bulk form and thin films of
TMCs have many attractive properties including an excellent ability to act as catalysts [78].
Catalytic activity of TMCs have long been investigated starting from 1973 and it showed
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that tungsten carbide exhibits Pt-like behavior in several chemical reactions [62]. Zheng
et al. showed that molybdenum carbide (Mo2C) is an excellent catalyst in ammonia decomposition [115]. Furthermore, Mo2C exhibited active catalytic capability for hydrogen
evolution reactions (HER), challenging to noble metal catalysts by enabling an efficient
production of hydrogen at low cost and large scale [105]. Moreover, Fe5C2 nanoparticles
exhibited intrinsic catalytic acitvity in Fischer-Tropsch synthesis (FTS) with enhanced catalytic performance compared to conventional reduced-hematite [108]. In recent years, the
searching for a possibility of using TMCs as energy storage materials for clean energy
devices has been investigated due to their outstanding electrochemical performance. The
most actively studied, new class of 2D layered carbide materials, MXenes [74, 75], has
emerged in the last decade and applications have been addressed [72].
As a consequence of these findings, layered 2D TMCs have attracted tremendous attention among the scientific community. Additionally, Y2C is a TMC as well as it has
been investigated as an electride from high-throughput ab initio screening [97] and firstprinciples calculations [114]. However, we have more focused on layered Y2C due to the
lack of attention on its structural, electronic and magnetic properties. Among them, only
a few or nothing has been reported on magnetic properties of Y2C. In the first part of this
chapter, we performed first -principles calculations to observe the variation of electronic
and magnetic properties of Y2C due to strong localized anionic electrons at interstitial site
between Y2C layers. Enhancement of magnetic ordering of Y2C by increasing the degree
of freedom of anionic electrons was studied as the second part of this chapter.
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3.2

Methodology
DFT calculations were performed using the generalized gradient approximation (GGA)

with Perdew-Burke-Ernzerhof (PBE) [81] functional and the projector augmented plane
wave (PAW) method as implemented in VASP [54]. As the first step in examining the
properties of Y2C, we determined the optimized geometry of the lattice structure. Y2C
crystal was represented by a primitive rhombohedral unit cell containing one chemical
formula, and the plane wave basis set cutoff energy was set to 520 eV. 23x23x23 sampling
of the Brillouin zone (BZ) was used. Optimized lattice structure was obtained by fully
relaxing both positions of atoms and the shape of unit cell. To test whether electronic
and magnetic properties are sensitive to the degree of localization of anionic electrons,
we have calculated the electron localization function (ELF), projected density of states
(PDOS), partial charge densities, and exchange integrals, corresponding to different c-axis
parameters of Y2C. Only the c-axis parameter was altered, to give compression and looseness from the optimized structure. An empty sphere with Wigner-Seitz radius of 1.00 Å
was used to obtain orbital decomposed band structure and PDOS on the interstitial position (X site) for all c-axis parameters. The notations for special points in the Brillouin
zone to denote the paths of energy levels in the band structure calculation are following
Figure 3.2(b). The spin-polarized ELF [Beck90] was used to study the distribution of electron pairs and the nature of bonds in Y2C, because it gives a better description of chemical
bonding by relating to the Pauli exclusion principle.
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3.3

Results

3.3.1

Structural properties

Y2C has a hexagonal layered crystal structure and the space group of R3̄m. First,
energy variation with respect to the c-axis lattice parameter was considered to obtain the
most stable spin configuration of Y2C.

Figure 3.1 Energy vs c-axis parameter for (a) non-spin (b) spin polarized configuration
of Y2C.
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Figure 3.1 shows the energy vs lattice parameter c curves generated for non-spin and
spin polarized configurations. These results demonstrate that the spin polarized configuration is the most stable structure of Y2C, as observed by experimentalists.
Figure 3.2(a) depicts the crystalline structure of a spin polarized configuration of Y2C
obtained by DFT calculations. Equilibrium a- and c- lattice parameters of Y2C are 3.615 Å
and 18.40 Å, respectively, which are close to the reported values (a = 3.617 Å and c =
17.96 Å [3]). The interstitial site is located at the body-center position of the primitive
cell between [Y2C] layers. [Y2C] layers are stacked along the c-axis with interlayer space
3.44 Å which is much larger than the layer thickness of 2.69 Å.

Figure 3.2 (a) The crystal structure of Y2C (b) reciprocal vectors with the high symmetry
points.
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3.3.2

Strong localization of anionic electrons and magnetic anisotropy

To reveal the distribution of anionic electrons and the origin of the anisotropy, the
electronic band structure including projected band structures were calculated along high
symmetry lines of the Brillouin zone and results are shown in Figure 3.3(a-d).

Figure 3.3 The total and projected band dispersion of Y2C along high symmetry lines (a)
Total band structure. Projected on (b) C (c) Y (d) X. Red and blue lines in
the figure are for majority and minority spin configurations respectively. The
Fermi level has been set to 0.00 eV.

Figure 3.3(a) shows the total band structure and Figure 3.3(b-d) display projected band
structures on C, Y, and X respectively. The bands crossing the Fermi level (EF ) and
forming narrow bands around EF are mainly due to non-atom centered orbitals located at
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X and Y atoms. Narrow bands composed of electron and hole pockets are noticeable near
the Fermi level, and implies a strong localization of carriers in Y2C. The energy splitting
of spin-up and spin-down bands is 16 meV per formula unit.

Figure 3.4 Orbital projected band structure of Y2C along high symmetry lines (a) projection on d-orbital of Y (b) projection on s-orbital of X . Red and blue lines in
the figure are for majority and minority spin configurations respectively. The
Fermi level has been set to 0.00 eV.

The orbital projected band structure plots as shown in Figure 3.4 indicate that hybridization states of d-orbitals of Y and s-orbitals of X. Orbital projections on other orbitals of Y, X and C are insignificant for the conduction region.
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Figure 3.5 Charge density, Fermi surface electron localization function (ELF), and magnetization density plots on the (11̄0)R plane (a) valance charge density (b)
partial charge density 0.025 eV to EF (c) Fermi surface in the First Brillouin
zone (d) spin-down ELF (e) spin-up ELF (f) magnetization density.

For further analysis of the strong localization of anionic electrons within interstitial
sites of Y2C, we performed more DFT calculations. The calculated valence charge density and partial charge density for the energy range from 0.025 eV to EF is given in the
Figure 3.5(a) and (b) respectively. The projection has done on the (11̄0)R plane of rhombohedral representation. According to both figures a significant amount of charges are
trapped into the site X. Furthermore, cylinder-like Fermi surfaces along the c-axis is a
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characteristic of quasi-2D materials as shown in Figure 3.5(c). Two different cylinderlike surfaces are corresponding to the lower energy bands/hole-like bands and the higher
bands/electron-like bands.
The electron localization function (ELF) was introduced by Becke and Edgecombe
[6] as an advanced descriptor to identify regions where electrons are localized within
molecules and solids. ELF is defined as

ELF =

1
.
1 + χ2σ

(3.1)

Here χσ is a dimensionless localization index calibrated with respect to the uniformdensity electron gas. χσ can be written as
χσ =

Dσ
.
Dσ0

(3.2)

1 (∇ρσ )2
4 ρσ

(3.3)

Where
Dσ = τσ −
and
2 5
3
Dσ0 = (6π 2 ) 3 ρσ3
5

(3.4)

Here Dσ0 is the kinetic energy density of a homogeneous electron gas of density ρσ with
spin σ, Dσ is the excess kinetic energy density due to Pauli repulsion and, τσ is the positive definite kinetic energy density. ELF = 1 corresponding to perfect localization and
ELF = 0.5 corresponding to the electron gas.
Later Savin et al. [90] introduced an alternative explanation to use ELF in density
functional calculations using electron density. Since then ELF has been used to analyze
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chemical bonds in both molecules and solids. Spin-up and spin-down ELF results are
shown in the Figure 3.5(d) and Figure 3.5(e) respectively. From the calculations of ELF, a
biased value of ELF for both spins is converged into the interstitial site resulting effective
ELF at X. Consequently, these results indicate that the bonds between Y, C and anionic
electrons are ionic.
Magnetization density map (MDM) as shown in the Figure 3.5(f) was used to clarify
the involvement of anionic electrons on magnetic properties of Y2C. Peanut shape regions
around X in the MDM show that the trapped electrons have a significant contribution to
the total magnetic moment of Y2C. In addition, it indicates that there is a strong localization of magnetic density around X. For further understanding of anisotropy of Y2C,
magnetic anisotropy energy (MAE) was calculated. Charge density was extracted from a
self-consistent calculation on the optimized structure and then a non-self-consistent calculations were performed with spin quantization axis oriented in the easy (001) and hard
(100) axis. MAE was calculated using these two energies and the following equation.

EMAE = E(100) − E(001)

(3.5)

where E100 is the total energy with the spin quantization axis in the hard direction and E001
is the total energy with the spin quantization axis in the easy direction. Spin configurations
are shown in the Figure 3.6 and the calculated MAE is 0.027 meV.
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Figure 3.6 Spin configurations of Y2C (a) easy axis (z-axis) (b) hard axis (x-axis).

The Bader charge analysis [98] was used to evaluate the local charge and magnetic
moment of each atom including site X. Charge analysis was carried out with reference
to the ELF. Table 3.1 shows the calculated local charge and magnetic moments of Y,
C and interstitial site X. Then charge transferred was calculated using nominal charge
and valence charge of Y and C and it was found that oxidation states are +2.311 and 2.938 respectively. The numbers in parenthesis in the Table 3.1 are the amount of charge
transferred from individual species. From charge neutrality interstitial site X has charge of
-1.685. Thus, the chemical formula can be derived using oxidation states and expressed as
[Y2+2.3C–2.9] · 1.7e− . Local magnetic moments as shown in the Table 3.1 also support to our
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claim that magnetic properties of Y2C originate due to the existence of anionic electrons
at interstitial sites.

Table 3.1 Local charge and magnetic moment of Y, C and X. Numbers in parenthesis
represent the amount of charge transferred.
Property
Charge (e)
Magnetic moment (µB )

3.3.3

Y
8.689 (-2.311)
0.028

Element
C
6.938 (2.938)
-0.016

X
1.685
0.338

Work function

We calculated the work function ΦWF for (0001)H , (1000)H , and (112̄0)H surfaces
to affirm the loosely bound character of the trapped electrons. A thin slab computational
technique based on macroscopic averages was used to determine the work function more
accurately [28]. The work function was calculated using the following equation.
ΦWF = φvac e − EF

(3.6)

Here φvac is the planar averaged electrostatic potential of the vacuum region, e is the charge
of an electron, and EF is the Fermi energy of the slab. EF was determined using the
equation
EF = EF,bulk − (φbulk − φslab )e

(3.7)

where φbulk and φslab are the planar average electrostatic potentials of the bulk and the bulk
region of the slab respectively [114].
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Figure 3.7 Plane-averaged electrostatic potentials on (a) (001) plane (b) (100) plane (c)
(110) plane

Figure 3.7(a-c) display the planar average electrostatic potentials for (0001)H , (1000)H ,
(112̄0)H surfaces and the calculated work functions are 3.73 eV, 3.35 eV, 2.82 eV respectively. The work function of Y2C is less than that of Y metal [26] which is 3.1 eV.
Therefore, this indicates a loosely bound nature of localized electrons in interstitial sites
of Y2C.
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3.3.4

Enhancement of magnetic properties

Five different structures were considered to investigate the dependency of electronic
and magnetic properties of Y2C on various c-axis parameters ranging from 18.6 Å to
17.8 Å. This range includes both compression and expansion since the optimal c-axis
parameter is 18.40 Å.

Figure 3.8 Variation of magnetization as a function of the c-axis parameter.

Remarkably, in Figure 3.8 a substantial change in the magnetization of Y2C is clearly
demonstrated, where the magnetization increases while compressing and decreases while
loosening the structure. We have already shown in the first part of this chapter that mag39

netic properties of Y2C are mainly due to the highly localized anionic electrons at the
interstitial sites. Therefore, the enhancement of magnetization is caused by the compression of trapped electrons and not from the change in the structure.

Figure 3.9 Electron localization function of (a) spin up and (b) spin down state for (11̄0)R
plane of Y2C electrides with respect to various c-axis parameters. (c) Partial
charge and (d) magnetization density map for the same plane.

To understand the origin of the enhancement of magnetization, we calculated the ELF,
partial charge density, and magnetization density of Y2C and results are shown in the Fig40

ure 3.9. Figure 3.9(a) and (b) show simulated results of spin polarized ELF distributions
for spin up and spin down respectively as a function of the lattice parameter c. It can be
noted that variation of localization of anionic electrons is insignificant. However, to interpret the improvement of magnetic properties, the radius of the localized anionic electrons
was determined from the Bader volume assigned to site X and the formula for WignerSeitz radius and results are given in the Table 3.2. Thus, we observed an increasing degree
of localization of anionic electrons while compressing of Y2C, as we expected.

Table 3.2 Bader volume and Wigner-Seitz radius of X for different c-axis values.
c (Å)
18.6
18.4
18.2
18.0
17.8

Volume (Å3 )
24.296
23.790
23.258
22.759
22.414

Radius (Å)
1.797
1.784
1.771
1.758
1.749

In order to further confirm this hypothesis, we gathered information of partial charge
density for the range of -1.00 eV to the Fermi level. The significant increase of partial
charge at site X can be observed as c decreases (Figure 3.9(c)). The above behavior also
suggests induced charges are accumulated at interstitial sites and causes an enhancement of
the magnetic nature significantly. Figure 3.9(d) shows the c-value dependence of the MDM
of Y2C. These MDM’s exhibit a gradual increase of magnetization density at interstitial
sites with a decrease of c-axis parameters from 18.6 Å to 17.8 Å without changing the
shape of the high density regions.
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Figure 3.10 Exchange splitting of (a) Y (b) X (c) C of optimized Y2C (d) X for different
c-axis parameters.

In an attempt to investigate existing and possible enhancement of the magnetization,
we sought to calculate the exchange splitting of Y2C. Hence we observed the main source
of exchange splitting in optimized Y2C is from anionic electrons and not from Y or C
as expressed in the Figure 3.10 (a)-(c). Figure 3.10(d) demonstrates the increment of the
exchange splitting of X from 0.49 eV to 0.56 eV while varying the c-axis parameter from
18.6 Å to 17.8 Å. Therefore, the exchange splitting of anionic electrons in Y2C further
confirmed the origin of magnetic properties of the electride as well as enhancement of
magnetization by varying the localization of anionic electrons.
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Y2C was predicted to have a Stoner-type ferromagnetic instability [93, 94] due to interlayer electrons rather than d electrons of Y [47, 45]. The criterion for the Stoner-type
ferromagnetic instability can be expressed as
I ∗ D(EF ) > 1

(3.8)

where I is the exchange parameter and D(EF ) is the DOS state at the Fermi level.The
exchange parameter was calculated using the following equation.

I =

Exchange splitting
.
Magnetic moment per Y atom

(3.9)

This Stoner-type ferromagnetic instability exists in optimized Y2C, as can be seen from
the Figure 3.11. Furthermore, the Stoner parameter varies drastically with deformation of
the structure as shown in the c- value dependence graph.
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Figure 3.11 Variation of the Stoner criteria as a function of the c-axis parameter.

3.4

Summary
We have systematically investigated structural and fundamental properties of the tran-

sition metal carbide, Y2C. Our calculations predict that Y2C (R3̄m) has a hexagonal layered type structure with interlayer space of ≈3.44 Å and the equilibrium lattice constants
and volume are in good agreement with experimental data. The ground state of Y2C has
ferromagnetic ordering. The existing narrow band which crosses the Fermi level is due to
the non-atom centered orbitals located at interlayer spaces and Y atoms. This is evidence
for strong localization of carriers in Y2C. Furthermore, we demonstrated the presence of
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hybridization of d-orbitals of Y and s-orbitals of trapped electrons in the interstitial site.
It appears clearly that the presence of a cylinder-like Fermi surface is an indication for a
characteristic property of quasi-2D materials. Our ELF calculations show that Y, C, and
anionic electrons make ionic bonds, which are a characteristic of an electride. MAE for
the magnetic easy axis and hard axis was calculated and it was found as 0.027 meV.
It was found that the chemical formula of neutral Y2C can be rewritten with oxidation numbers as [Y2+2.3C–2.9] · 1.7e− using Bader charge analysis results. Local magnetic
moment results depict that ferromagnetic ordering of Y2C is mainly due to strongly localized anionic electrons with a limited contribution from Y. The estimated work functions
of Y2C for the (112̄0)H surface is less than that of bulk Y, and it is another indication of
the existence of trapped electrons which are loosely bonded to the Y2C layers.
Both charge and magnetization density at the interstitial sites increase with decreasing
c-axis parameter. Furthermore, it is exhibited that electron localization functions are invariant for the considered range of c-values and hence no change in bond characteristics.
However, decreasing of the calculated Wigner-Seitz radii of anionic electrons demonstrated increasing localization with decreasing c-axis parameter. Y2C exhibits a Stonertype ferromagnetic instability and the Stoner parameter increases with shrinking c-values.
So we have shown that in layered-Y2C the enhancement of magnetic ordering of Y2C can
be achieved by increasing the localization of anionic electrons.
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CHAPTER 4
STRUCTURAL, ELECTRONIC AND MAGNETIC PROPERTIES OF
DIGADOLINIUM CARBIDE

4.1

Introduction
Magnetic materials are used in a diverse range of applications ranging from early

use of compact discs players, loud speakers, televisions to new generation use of quantum
devices. Moreover, magnetic materials play an important role in medical applications such
as implantation, cell separation, magnetic resonance imaging (MRI), and drug carriers for
some diseases. Theoretical understanding of the applications of magnetic materials has
been improved drastically due to the development of various computational techniques.
Among the variety of magnetic materials, lanthanides and their alloys are promising for a number of technological and biomedical applications. Magnetic refrigeration, a
cooling technology based on the magnetocaloric effect, is one of the most important implementations [36]. In the magnetocaloric effect the temperature of the magnetic materials
is controlled by an external magnetic field. The rare earth elements and their alloys are
favorable candidates as magnetocaloric materials due to the existence of many unpaired
electrons and hence large magnetic moments [36, 71]. Most of the rare earth alloys are
paramagnetic at room temperature. Therefore, it is hard to use them in room temperature magnetic cooling [71]. The most commonly used magnetic refrigerant material is
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Gadolinium (Gd) metal due to its high adiabatic temperature change, high Curie temperature (TC = 293 K), and impressive cooling power [15]. Magnetocrystalline anisotropy
due to crystal-field interactions should be negligibly small since its spherically symmetric
seven electron ground state (8 S7/2 ) [17]. Ferromagnetism of Gd is due to the RudermanKittel-Kasuya-Yoshida (RKKY)-type indirect exchange interactions between localized 4f
electrons [17, 57]. In fact, the theoretically calculated magnetic moment of Gd metal using Lande formula is 7.94 µB . The partially-filled 4f - electron moment polarizes the 6s
and 5d valence electrons, resulting in a measured magnetic moment per atom 7.9 – 8.0 µB
[59].
In addition, gadolinium carbide alloys have impressive results like increment of both
the Curie temperature of Gd3C up to 500 K, well above Curie temperature of gadolinium
metal and enhancement of magnetization [71]. However, some studies claimed that the
observed upper limit of the Curie temperature of Gd2C is about 350 K [91, 35]. Gd2C
has the highest magnetic ordering temperature which does not contain Fe or Co [35]. In
general, gadolinium alloys are more reactive than other magnetic materials. Nevertheless,
Gd2C is the least reactive lanthanide binary compound to moisture and air among C alloys
considered by Gschneidner et.al [35]. Additionally, Gd2C is a transition metal carbide
(TMC) with exceptional properties which are unique to TMCs as mentioned in the third
chapter in this dissertation. Although there are a few experimental studies reported, little attention focusing on theoretical simulations of electronic and magnetic properties of
metal-rich gadolinium-carbide alloys exist.
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The proper description of the strongly localized 4f states is the main challenge for
first-principles calculations. The failure to predict the correct magnetic ground state of Gd
is a closely related problem. The Hubbard correction for the on-site Coulomb repulsions
of Gd corrects the exchange splitting of spin-up and spin-down of the 4f electrons while
predicting the correct magnetic order. After that, we used first-principles calculations to investigate structural, electronic, and magnetic properties of Gd2C using the DFT+U method
[20]. The Bader charge analysis was performed with reference to the electron localization
function to obtain the local charge of individual atoms and interstitial site. Local magnetic
moments were estimated using modified Bader code which can accommodate negative
numbers. In addition to the study of neutral Gd2C, two cations (Q= +1 and Q= +2) were
obtained by removing electrons and then the variation of basic properties were discussed.

4.2

Computational Methods
The studies described in the present chapter have been performed using VASP together

with GGA-PBE potentials [54]. The DFT+U approach of Dudarev et al.[20] was applied
to Gd 4f orbitals to better match the exchange splitting. Brillouin zone calculations are
based on γ– centered Monkhorst-Pack [70] meshes, using a Methfessel-Paxton [68] with
first-order smearing with ς = 0.1 eV. An energy cut-off of 500 eV was used. Geometrical optimization was performed for bulk hexagonal close-packed (hcp) Gd by relaxing
both positions and volume using a conjugate gradient minimization method [55]. The effective U parameter for Gd 4f was chosen to match the calculated exchange splitting of
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Gd 4f electrons to the experimental value. After that we studied magnetic and electronic
properties of Gd as well.
In order to elucidate the structural, electronic and magnetic properties of Gd2C, I used
the same method as described above with the determined effective U for Gd 4f orbitals.
On-site electron-electron repulsion was not added for C. A primitive rhombohedral unit
cell with one chemical formula was used for Gd2C simulations. First structural optimization was performed as mention above with a plane-wave energy cutoff of 520 eV.
A 16 x 16 x 16 Gamma centered k-point grid was used for Brillouin zone integration
with a Methfessel-Paxton sampling scheme. A self-consistent calculation on the fully
optimized structures was performed using a tetrahedron method with Blöchl corrections.
All calculations are spin-polarized. Nominal valence charges of Gd and C are 18 and 4
electrons respectively. Local charge and magnetic moments were calculated using Bader
charge analysis for neutral and ionized states.

4.2.1

GGA+U

Although GGA is accurate in most cases, it fails to predict the correct electronic
and magnetic properties of bulk Gd due to highly localized 4f electrons. Therefore, the
L(S)DA+U method was used for a better description of highly localized 4f electrons in
Gd. The L(S)DA+U approach shifts both majority- and minority- spin away from the
Fermi level and reduces the density of states at the Fermi level to come about the correct
ferromagnetic ground state [40]. This method requires an effective U value which is equal
to the difference of the Hubbard parameter U and the exchange parameter J. The Coulomb
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interaction, U was varied with fixed J= 0.7 eV and the exchange splitting of 4f states of
Gd was calculated. A hexagonal closed packed lattice was used and obtained optimized
structures for selected U values. The exchange splitting (∆) was determined from the peak
positions of the majority- and minority- spin states of 4f electrons and then compared with
the experimental value [13]. If εk↑ and εk↓ are energies of majority- and minority- spin
electron bands respectively, then the ∆ is given by

∆ = εk↓ − εk↑ .

(4.1)

We have performed DFT calculations to investigate the structural, electronic, and magnetic characteristics of Gd2C by using the estimated Uef f for Gd. We have also examined
the origin of enhancement of the Curie temperature.

4.3

Results

4.3.1

(U -J) parameter fitting for Gd 4f electrons

The variation of exchange splitting between the 4f majority- and minority- spin is
shown in the Figure 4.1 and it shows that the exchange splitting increases linearly with
Uef f .
The horizontal dotted line in the Figure 4.1(a) represents the exchange splitting of 4f
orbitals in Gd from x– ray photoemission spectroscopy (XPS) measurement [13]. Uef f
was determined from the graph when the calculated exchange splitting matched with the
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Figure 4.1 (a)The variation of exchange splitting of Gd 4f electrons with U parameter.
The horizontal line represents experimental data [13]. (b) Exchange splitting
of Gd 4f electrons when Uef f =6.0 eV.

experimental data, and the estimated Uef f is ≈ 6.0 eV. Our estimated Uef f is in good
agreement with reported values [85, 92]. In order to improve the calculated results I fixed
U = 6.7 eV and J = 0.7 eV in all subsequent calculations including Gd2C system. Figure 4.1(b) displays the exchange splitting of 4f electrons in Gd when Uef f = 6.0 eV.
Relative to the Fermi energy the peak positions of the projected density of states (PDOS)
of minority and majority 4f states lie approximately at 2.99 eV and -8.32 eV respectively,
with negligible difference from experimental spectrum [13].
Optimized structural parameters, magnetic moments per Gd atom (M), and energy differences of ferromagnetic and antiferromagnetic configurations are given in the Table 4.1.
For comparison, the available experimental values [4] of the lattice parameters and magnetic moments are presented. The calculated energy differences between antiferromagnetic (AFM) and ferromagnetic (FM) configurations per Gd atom confirm that the favored
phase to be the FM configuration, consistent with the observed results. This result agrees
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Table 4.1 Optimized ground-state structural parameters, magnetic moments (M) and energy differences of ferromagnetic (FM) and antiferromagnetic (AFM) configurations of Gd. DFT calculations were performed with Uef f = 6.0 eV.

FM
AFM
Expt. [4]

V/atom
(Å3 )
33.52
33.26
33.05

a
(Å)
3.640
3.609
3.629±0.002

c
(Å)
5.842
5.899
5.796±0.004

c/a
1.605
1.634
1.597

M
(μB )
7.82
±7.32
7.63 ±0.01

ΔE (AFM-FM)
(meV/atom)
0
48.65
>0

with the reported theoretical calculations in which the LSDA+U has been employed [40].
The magnetic moment per Gd atom was found as 7.82 µB , which is consistent with the
estimate of magnetic moment by Shick et al.[92].
In addition to the mean-field model, if the energy difference of FM and AFM configurations is used to calculate the exchange coupling in a nearest-neighbor Heisenberg model,
we can calculate the Curie temperature using the following equation,

T MF
C = 2

∆E(AFM − FM)
3kB

(4.2)

where T MF
C is the Curie temperature, ∆E(AFM − FM) is the energy difference of AFM
and FM and kB is the Boltzmann constant. The Curie temperature of Gd was estimated
using the magnetic energy difference of ∆E(AFM − FM) = 48.6 meV/atom. Calculated
T MF
C is 377 K compared to the experimental value of 293 K [10].

4.3.2

Ground-state structural, electronic and magnetic properties of Gd2C
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Figure 4.2 The optimized crystal structure of Gd2C in a conventional hexagonal unit cell.
Purple, brown and, red spheres are Gd atoms, C atoms and interstitial sites
respectively.
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DFT predicted Gd2C has a rhombohedral anti-CdCl2 crystal structure with lattice parametres a = 3.6534 Å and c = 18.503 Å, comparable with experimental structure with lattice
parameters a = 3.6394 Å and c = 18.415 Å [71]. In this hexagonal layered structure,
there exits a [Gd2C] layer of thickness 2.692 Å along ab-plane and interlayer spacing of
3.476 Å along the c-axis. The interstitial site as denoted by “X” in the Figure 4.2 is located
between [Gd2C] layers. The a-axis lattice parameter of Gd2C is almost similar to that of
Ca2N (a = 3.6287 Å) [34] and larger than Y2C (a = 3.617 Å) [3] and the c-axis parameter
of Gd2C is smaller than Ca2N (c = 19.0921 Å) [34] and larger than Y2C (a = 17.96 Å)
[3].
A [Gd2C] layer can be considered as a positively charged slab while the space between
layers acts as the available space for trapped electrons. To confirm the availability of
confined electrons at interstitial sites and their properties, we performed spin-polarized
DFT calculations for Gd2C.

54

Figure 4.3 Electronic and magnetic properties of Gd2C. (a) Valence charge density map
(b) Electron localization function (c) Magnetization density map (d) Partial
charge density for -1.00 < E < 0.00. All projections are on the (11̄0)R plane.
Purple and brown spheres are Gd and C atoms respectively.

The valence charge density plot on the (11̄0)R plane (Figure 4.3(a)) illustrates the distribution of charges among [Gd2C] layers and sites X. Light blue areas in the plot are
evidence to confirm the availability of trapped electrons between [Gd2C] layers. Strongly
confined ELF as shown in the Figure 4.3(b) shows the ionic interactions between interstitial electrons and [Gd2C] layers. Figure 4.3(c) represents the magnetization density plot for
layered-Gd2C. According to the calculated results, magnetic properties of Gd2C is mainly
determined by Gd and trapped interstitial electrons. It is noteworthy that the peanut shapes
existing at site X’s have a strong localization.
Density of states (DOS) and projected density of states (PDOS) were considered to
examine the electronic properties of Gd2C.
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Figure 4.4 Atomic and orbital projected density of states (PDOS) of Gd2C on (a) Gd (b)
Gd-4f (c) X (d) X-s. (e) C. Here red, blue and black lines correspond to
spin-up, spin-down and non-spin polarized configurations. The Fermi level is
marked with the dotted line at 0.00 eV.

Figure 4.4(a-e) compare the PDOS for Gd, Gd-f , X, X-s and C respectively. An empty
sphere with radius 1.249 Å was used for the projection of the DOS into the interstitial
site. The exchange splitting of 4f electrons in Gd as illustrated in Figure 4.4(b) is equal to
11.37 eV, which is almost similar to that of Gd metal [13]. Another useful observation will
be drawn between C and trapped electrons. C has significantly smaller exchange splitting
between majority and minority spin quantization than trapped electrons. The exchange
splitting of X is mainly due to s-orbitals of cavity electrons.
Figure 4.5 shows the orbital projected band structures. The major contribution to the
states on the valence band is from d states of Gd with a small component from s states
of X. The orbital band structure plots of d states of Gd and s states of X are shown in
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the Figure 4.5(a) and Figure 4.5(b) respectively. The valence states from nearly -1.5 eV
up to the Fermi level are dominated by d states of Gd and strongly hybridized with the s
states of X. The band structure in the figure includes two Gd and one empty sphere at the
interstitial site.

Figure 4.5 Orbital projected band structure of Gd2C on (a) Gd-d (b) X-s. Here red and
blue lines correspond to spin-up and spin-down configurations. The Fermi
level is marked with the horizontal dotted line.

We performed the Bader charge analysis [98] to estimate the local charge on individual
atoms including interstitial sites and results are shown in the Table 4.2. Charge analysis
was conducted for valance charge densities with reference to the electron localization function. Oxidation state, the difference of existing number of electrons and nominal valence
charge are nearly +2.3 and -2.7 for Gd and C respectively. From charge neutrality, the interstitial site has a charge of 1.9 electrons. This result is consistent with the Bader analysis
value as shown in the Table 4.2 which is nearly 1.8 electrons. Therefore, the chemical
formula of Gd2C can be expressed as [Gd2+2.3C–2.7] · 1.9e− .
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The electron-electron interaction strength in Gd and Gd2C can be understood from the
comparison of carrier concentrations. In general, delocalized electrons in metals are acting
like “glue” to hold the ions together [110, 46]. Carrier concentration of Gd metal was
manipulated by considering the average valence electron density per unit cell and that of
Gd2C was estimated by using the number of confined anionic electrons obtained by Bader
analysis. The calculated carrier concentration of Gd2C (3.22 × 1022 cm−3 ) is smaller than
that of Gd (8.95 × 1022 cm−3 ). This implies that the electron-electron interaction in Gd2C
is much stronger than in metallic Gd.
The calculated magnetic exchange interaction of 71.9 meV is increasing the Curie
temperature of Gd2C to 557 K, which is much larger than the experimentally observed
values of 340 K [71] and 350 K [35]. Even though the estimated Curie temperatures
are not in good agreement with the experimental data we observed the Curie temperature
of Gd2C is larger than that of Gd metal. Experimentalists have also noticed the same
trend. Therefore, these results strongly suggest that the change in the Curie temperature is
significantly influenced by the properties of Gd2C.

4.3.3

Properties of ionized Gd2C

In addition to the properties of neutral Gd2C, local charge and magnetic moment were
calculated for different charge states and results are presented in the Table 4.2.
It can be seen that the local charge of Gd and C are almost similar to the neutral state
and only the interstitial site’s properties are varying while changing the charge state. The
local charge of interstitial site is reduced nearly by 1 and 2 after removal of an electron
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Table 4.2 Bader charge analysis results for local charge and magnetic moments (M) of
Gd2C for neutral (Q = 0) and ionized states (Q = +1 and Q = +2). Numbers
in parenthesis represent the amount of charge transferred.

Gd2C

M
per Gd
(μB )
7.743

Gd2C (Q = +1)

7.499

Gd2C (Q = +2)

7.059

Structure

Gd
Charge
(e)
15.734
(+2.266)
15.614
(+2.386)
15.780
(+2.220)

C
M
(μB )
7.471
7.413
7.102

Charge
(e)
6.704
(-2.704)
6.799
(-2.799)
6.296
(-2.296)

M
(μB )
-0.134

X
Charge
M
(e)
(μB )
1.827 0.677

-0.116

0.973

0.287

-0.086

0.143

0.000

and two electrons respectively. At the same time local magnetic moment at site X’s are
reduced significantly compared to that of neutral Gd2C.
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Figure 4.6 Magnetization density and electron localization function (ELF) plots. (a) and
(c) are magnetization density and (b) and (d) are ELF for Q= +1 and Q= +2
respectively. All projections are on the (11̄0)R plane. Purple spheres are Gd
atoms and brown spheres are C atoms.
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Further, Figure 4.6 illustrates the magnetization density and ELF plots for Q = +1
and Q = +2. Thus, we can conclude that the first removal of electrons occurs from the
confined electrons at an interstitial site and not from the [Gd2C] layer.

4.4

Summary
We investigated bulk Gd, treating the 4f states as valence states, using the DFT+U

approach. Upon comparing DFT predicted results to available experimental and previous
theoretical magnetic ordering for Gd, we conclude that the L(S)DA+U method gives the
best estimation for strongly localized Gd 4f orbitals. The most stable structure of Gd has
ferromagnetic ordering. The empirical parameter Uef f for Gd 4f orbitals was determined
by calculating exchange splitting and the estimated Uef f value is 6.0 eV. We have been
able to deduce a Uef f value which is consistence with many reported data.
Then continuing with the L(S)DA+U method, we calculated structural, electronic and
magnetic properties of layered-Gd2C in the charge state of Q= 0. Our DFT predicted
lattice structure strongly supports the available experimental data. It is found that Gd2C
could be considered as an 2D electride with trapped electrons in between [Gd2C] layers.
Furthermore, electronic calculations showed that magnetic properties of Gd2C are mainly
due to both d-orbitals of Gd and s-orbitals of trapped electrons. The strongly localized ELF
indicates the ionic bonds between interstitial electrons and [Gd2C] layers, confirming an
unique property of electrides. The chemical formula can be written as [Gd2+2.3C–2.7] · 1.9e−
using the Bader charge analysis results. The Curie temperatures were calculated within
the mean-field approximation. The calculated temperatures of bulk Gd and Gd2C exhibit
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an enhancement of the Curie temperature, which is consistent with the experimentally
observed trend. Electron-electron interactions in Gd2C are stronger than that of metallic
Gd since the carrier concentration of Gd2C is smaller than that of Gd.
Our calculations on ionized charge states of Gd2C show that despite the similarities of
the charge distribution and ELF of Gd2C layers there is strong difference in the trapped
electrons within interlayer spaces. These results clearly demonstrate that the first removal
of electrons will occur from the trapped electrons for ionized states Q= +1, and Q= +2.
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CHAPTER 5
ELECTRONIC PROPERTIES AND DYNAMICAL STABILITY OF TWO PHASES OF
DIHAFNIUM SULFIDE

5.1

Introduction
There has been increase of interest in understanding and studying of exclusive prop-

erties of two-dimensional (2D) materials. Among them graphene, boron nitride (BN),
transition metal dichalcogenides (TMDCs), and black phosphorus (BP) have attracted a
lot of attention due to their characteristic properties. Recently, more researchers have been
concerned about TMDCs including sulfides, selenides, and tellurides due to their high potential applicability. They have wide range of applications such as electronic [87, 103],
optical [111, 113], mechanical [11], chemical, and thermal [103]. Because of these impressive properties TMDCs have been examined for applications in catalysis, lubricants
[103, 31], field-effect transistors (FFTs), electronic, optoelectronic devices [109], sensing,
and energy storage[95, 38].
Tungsten sulfide (WS2) Molybdenum sulfide (MoS2) [31] and Hafnium sulfide (HfS2)
[12] with S rich compounds have been synthesized successfully and analyzed for their
properties. Research in recent decades of Hf and its compounds have attracted increasing attention due to their exclusive properties and applications in science and technology.
Beacuse of Hf’s unique properties such as a high cross-section for neutron absorption and
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high corrosion resistance, it is primarily used in the control and safety mechanisms of
nuclear reactors [61, 107]. Furthermore, Hf oxide based materials can be used as a potential alternative high-k dielectric to replace silicon oxide [104]. Hf nanomaterials have
great attraction among researchers due to their significance in low-dimensional nature and
promising applicability in the electronic industry [107]. Hf alloys are also used in medical implants and devices becasue of their biocompatibility and corrosion resistance [16].
The ability to form hydrides with high hydrogen to metal ratios at room temperature has
driven an effort to make intermetallic compounds with transition metals Fe, Co, Pd and Pt
to use them as hydrogen storage materials [5]. However,lack of availability of literature
about dihafnium sulfide (Hf2S), a nonstoichiometric compound, requires more attention.
The electronic properties of Hf2S are important to know to efficiently realize any of the
possible applications mentioned above. Therefore, the first part of this chapter focuses on
calculations of structural and electronic properties of Hf2S. The second part of the chapter
was directed toward the investigation of thermodynamic properties of (Hf2S) using phonon
characterization, since thermal properties and dynamical behaviors are the fundamental
issues of materials sciences. Over the past couple of decades, structural phase transitions in solids have been an extensively motivated area in electronic structure calculations
[80, 86]. However, these simulations have been limited to pressure-induced transitions
due to lack of understanding of dynamical effects [80]. In general, the phonon is an exact
measurement and explanation for structural and dynamical stability of compounds. Hence
phonon characterization can be used as a tool for addressing fundamental thermodynamic
problems. Harmonic vibrational frequencies determine the lattice contribution to the free
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energy. Vibrational entropies are important in situations such as high temperature stable
body-centered cubic phase of metals [80] and martensitic phase transformation (MPS’s)
in transition metal alloys [80, 88]. Phonon frequencies in every point of the Brillouin zone
can be calculated more accurately by using density functional perturbation theory (DFPT)
[32]. The phonon dispersion spectra, phonon density of states including the phonon partial density of states and total density of states and specific heat capacities of Hf2S were
studied.

5.2

Methods
To determine the optimized lattice structure of Hf2S, we used first-principles total-

energy calculations starting with two different configurations which only differ in their
stacking sequence. We performed total energy calculations using density-functional theory (DFT) combined with projector-augmented-wave (PAW) potentials as implemented
in VASP [54]. All calculations were spin polarized. For Brillouin zone integration we
used the Monkhorst-Pack [70] scheme with the Methfessel-Paxton method [68] for relaxation and the tetrahedron method [8] for static calculations. Electron exchange correlation
functionals were taken from the Perdew-BurKe-ernzerhof (PBE) parameterization of the
generalized gradient approximation (GGA) [81]. A plane-wave energy cutoff of 500 eV
was used and both volume and positions were relaxed to obtain ground states. The conjugate gradient minimization method [55] was used for geometrical optimization.
To understand the thermal properties, we performed a supercell approach within the
framework of the force-constants method for the phonon calculations. A 2 x 2 x 2 super65

cell with 48 atoms was taken for all calculations. Force constants of the supercell were
calculated in the DFPT implemented in VASP from forces on atoms with atomic finite displacements. Then the phonon frequencies, dispersion curves and density of states (DOS)
were produced from the force constants using PHONOPY [102], an open source package.

5.3

Results
Theoretical predictions for structural, electronic and thermodynamic characteristics of

layer-structured Hf2S will be discussed in this section.

5.3.1

Two phases of Hf2S

Theoretically we explored two stable phases of inorganic fullerene-like structure of
the layered Hf2S. The DFT results showed that they both have space group of P 63 /mmc
and we named them α–Hf2S and β–Hf2S. Side and top views of these two phases are shown
in the Figure 5.1.
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Figure 5.1 DFT optimized atomic structures of Hf2S (a) α–Hf2S (b) β–Hf2S . Projections
are along (100) and (001) planes as shown in the figure. Here, yellow spheres
are Hf atoms and purple spheres are S atoms.

We compared lattice parameters and energies between α– and β– phases of Hf2S. Our
simulation results identified the experimentally observed anti-NbS2 structure of Hf2S has
the lowest energy as shown in the Table 5.1 and which we named as α–Hf2S [30]. The
highest energy configuration was classified as β–Hf2S. The calculated lattice parameters
of two phases and experimental lattice parameters of α–Hf2S structure [76] are given in
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the Table 5.1. These two phases will likely possess a wide variety of properties even with
the same types of elements due to their different stacking order.

Table 5.1 Optimized lattice parameters of the α–Hf2S and β–Hf2S
Property
a (Å)
b (Å)
c (Å)
∆ E (kJ/f.u.)

5.3.2

Theoretical
α–Hf2S β–Hf2S
3.3755
3.2804
3.3755
3.2804
11.7665 12.2856
0
24

Experimental [76]
α–Hf2S
3.3736
3.3736
11.7882
-

Electronic structures

α– and β– phases of Hf2S can be further classified according to their electronic structures, which has implications for future investigations of novel 2D materials. Figure 5.2(a)
and Figure 5.2(c) show the valence charge-density distributions of the α–Hf2S and β–Hf2S
phases respectively. According to the plots, a substantial amount of electrons are trapped
within Hf2S layers with high concentrations in some points. These charges do not belong
to any atoms or bonds. For further illustration of the electron distribution the electron localization function (ELF) is plotted and given in Figure 5.2(b) and (d) for the α– and β–
phases respectively. The ELF is high in the regions between Hf2S layers where they have
high charge density as well. It is showing that the electrons are trapped and concentrated
in those sites. ELF around S atoms are the same for α– and β– phases. These findings,
reflect that the both α– and β– phases have trapped electrons at interlayer spaces, and they
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are highly localized into specific regions. These localized positions differ for α–Hf2S and
β–Hf2S. All these models and results proved that Hf2S could be an electride.

Figure 5.2 Electronic structures of Hf2S (a) charge density (b) electron localization function of α–Hf2S (c) charge density (d) electron localization function of β–Hf2S.
All plots were projected on (110) plane. Here, yellow spheres are Hf atoms
and magenta spheres are S atoms.

5.3.3

Phonon dispersion curves, phase transition and thermal properties

The calculated zero-pressure phonon-dispersion curves along high-symmetry lines of
α–Hf2S and β–Hf2S are displayed in Figure 5.3(a) and Figure 5.3(b) respectively.
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Figure 5.3 Calculated phonon dispersions, phonon DOS and projected phonon DOS of
(a) α–Hf2S (b) β–Hf2S.

The absence of any imaginary phonon frequencies in the entire Brillouin zone confirms that α–Hf2S and β–Hf2S are dynamically stable. In addition, two separate regions of
phonon bands are clearly identified from both band structures and DOS plots. The vibration frequencies of Hf atoms are lower than that of S atoms, since S atoms are much lighter
than Hf atoms. Therefore, low frequency branches are merely from Hf and high frequency
branches are solely from S. Three acoustic modes can be seen in the phonon dispersion
curves. Longitudinal acoustic, LA and transverse acoustic, TA have linear dispersion and
vibrate in-plane. The existence of a quadratic flexural phonon (ZA) branch near the Γ
point is a characteristic of two-dimensional materials. ZA phonons vibrate out-of-plane
and have lower energy than LA and TA. Phonon band widths are 2.2 THz and 2.8 THz for
α–Hf2S and β–Hf2S respectively.
The temperature dependencies of important thermodynamic quantities enable further
understanding of phonon vibrational properties of the systems. The canonical distribution
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in statistical mechanics for phonons, under the harmonic approximation, is used in order
to obtain the temperature dependence of the vibrational Helmholtz free energy (F ), the
constant-volume specific heat capacity (Cv ), and the vibrational entropy (S). The vibrational energy (E) is given by the Equation 5.1.

"
E (T ) =

X

h̄ω(qv )

qv

1
1
+
2
exp(h̄ω(qv )/kB T ) − 1

#
(5.1)

where kB is the Boltzmann constant and ω’s are normal-mode frequencies obtained from
DFPT calculations. q is the wave vector and v is the band index.
After knowing the vibrational energy of phonon Cv , F , and S can be computed by
using thermodynamic relationships as described below.
Constant-volume specific heat capacity
!
∂E
Cv (T ) =
∂T
v

=

X

kB

qv

h̄ω(qv)
kB T

!2

(5.2)
exp(h̄ω(qv)/kB T )
.
[exp(h̄ω(qv)/kB T ) − 1]2

Helmholtz free energy
F (T ) = −kB T ln Z
X
1X
=
h̄ω(qv) + kB T
ln[1 − exp[−h̄ω(qv)/kB T ].
2 qv
qv

(5.3)

where Z is the partition function from the canonical distribution.
Entropy
∂F
S (T ) = −
∂T

!

X
1 X
=
h̄ω(qv) coth[h̄ω(qv)/2kB T ] − kB
ln[2 sinh(h̄ω(qv)/2kB T )].
2T qv
qv
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(5.4)

To study the structural stability of the predicted structures, Helmholtz free energies at
finite temperatures were calculated using DFT and DFPT, and results are shown in the
Figure 5.4. With the harmonic approximation the free energies of the two phases have
been estimated using the following equation.

F (V , T ) = E0 (V ) + E (T )

(5.5)

where E0 (V ) is the static energy which can be obtained from the standard DFT calculations.

Figure 5.4 Zero-pressure Helmholtz free energy and internal energy curves for α–Hf2S
and β–Hf2S as a function of system temperature.
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The static energy of the anti-NbS2 structure of Hf2S which is the α phase lies 24 kJ/f.u.
below that of β phase,thereby confirming the most stable structure. The α phase is more
stable than the β phase by 23 kJ/f.u. after adding zero-point energy contributions to the
static energy as mentioned in Equation 5.5. Figure 5.4 displays the variation of internal
energies and free energies of the two structures as a function of temperature. The phase
with larger static energy, the β phase has smaller vibrational frequencies, as shown in
Figure 5.3(b) and it is evidence for a phase transition. The internal energies of the two
phases increase with temperature while the free energies decrease with temperature. Free
energy differences decrease quasilinearly with temperature and disappear at Tc = 3450 K.
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Figure 5.5 Dependence of thermal properties of Hf2S with temperature. Entropy (solid
line) and constant volume capacity (dotted line) α–Hf2S-black and β–Hf2S red.

Figure 5.5 shows the thermodynamic quantities, vibrational entropy (S) and constant
volume heat capacity (Cv ) as a function of temperature (T ) for α–Hf2S and β–Hf2S which
are calculated according to equations 5.2 and 5.4. It is found that the Cv curve for the α–
phase almost coincides with that of the β– phase. Heat capacities of both phases increase
rapidly in the temperature region from 0 K to 300 K and after that they increase slowly.
On the other hand, it is noted that the heat capacity curve of the α– phase is extremely
close to that of the β– phase. This implies that the effect from the vibrational contribution
on heat capacities are the same in both the α– and β– phases. In addition, constant volume
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heat capacities of both phases tend to the limit value of 74.83 Jmol-1 K-1 which is equal
to the 9R (R- universal gas constant) with the increase of temperature. According to the
Dulong–Petit law the specific heat capacity per mole of an element is 3R and there are
3 atoms per mole included in our system. Generally the Dulong–Petit law predicts more
reasonable specific heat capacities of many solids at high temperature. Therefore, our calculated heat capacities under the harmonic approximation are consistent and meaningful
with comparison to theoretical laws. To illustrate the calculated results better, the vibrational entropy for α–Hf2S and β–Hf2S are plotted in Figure 5.5 with solid lines. Our results
show that the vibrational entropy increases with the increase of temperature similar to the
constant volume heat capacity. These results also indicate that the phase transition may
occur between the α– and the β– phases as a consequence of larger entropy of the β– phase
at high temperatures.

5.4

Summary
The present theoretical calculations predict two phases of the layered structure of the

transition metal sulfide, Hf2S. It is found that the anti-NbS2 structure of Hf2S has the lowest
energy and the other phase differs only from stacking order. Equilibrium lattice parameters
of these two phases differ slightly. In addition to the study of structural parameters, we also
focused on electronic structures of these phases. Electronic properties imply the existence
of cavity electrons in interlayer spaces of both α–Hf2S and β–Hf2S, thereby directing our
focus into electrides. We have shown the usefulness of the visualized charge distribution
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and ELF to identify the bonding nature of the systems. As we noticed, the mechanism of
the spreading of these cavity electrons differs for the two phases.
The phonon dispersion and thermodynamics quantities of two phases of Hf2S were investigated using first-principles phonon calculations. Calculated phonon dispersion curves
without any imaginary frequencies confirm that the considered phases α–Hf2S and β–Hf2S
are thermodynamically stable at zero pressure. Free-energy calculations based on the
harmonic approximation show that the critical temperature for phase transition is about
3450 K.
Finite temperature thermodynamic quantities such as constant volume heat capacity,
vibrational Helmholtz free energy, and vibrational entropy were calculated from phonon
dispersion. The variation of these thermodynamic quantities with temperature of α–Hf2S
are almost similar to those of β–Hf2S.
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CHAPTER 6
CONCLUSIONS

6.1

Summary
In this dissertation, we have used first-principles calculations to study structural, elec-

tronic, magnetic and thermodynamic properties of some novel 2D electrides. General
framework of the density functional formalism have been used, together with exchangecorrelation energy within the generalized gradient approximation and plane wave pseudopotential approach.
Structural, electronic and magnetic properties of Y2C were studied using standard DFT
calculations. Predicted structural parameters of Y2C are in good agreement with available
experimental data. It has a hexagonal layered type structure with larger interlayer space
compared to the thickness of [Y2C] layers. The band crossing near the Fermi level confirmed semimetallic characteristics of Y2C with electron and hole pockets. The preferable
magnetic easy axis lies along c-axis, and it is strong evidence for anisotropic magnetism of
Y2C. Anisotropic properties of Y2C are mainly due to strongly localized anionic electrons
at interstitial sites. Strongly localized ELF plots proved that Y, C, and anionic electrons
bond ionically. The chemical formula can be expressed as [Y2+2.3C–2.9] · 1.7e− . Work
function calculations proved the loosely bound nature of anionic electrons, and results are
consistent with experimental values. This work has been published in the following jour77

nal paper together with our collaborative experimental group: Jongho Park, Kimoon Lee,
Seung Yong Lee, Chandani N. Nandadasa, Sungho Kim, Kyu Hyoung Lee, Young Hee
Lee, Hideo Hosono, Seong-Gon Kim, and Sung Wng Kim,“Strong localization of anionic
electrons at interlayer for electrical and magnetic anisotropy in two-dimensional Y2C electride”, J. Am. Chem. Soc., vol.139(2), 615 (2017). In addition to the magnetic properties
of equilibrium Y2C, enhancement of magnetic properties of Y2C has been observed while
changing the degree of localization of anionic electrons. Increment of both charge and
magnetization density at interstitial sites were observed as the c-axis parameter decreases,
while managing almost constant electron localization functions.
We applied DFT together with the GGA+U and the plane wave basis set to study
the structural, electronic and magnetic properties of equilibrium and charged states of
Gd2C. The optimized U value obtained from exchange splitting of the 4f -states of bulk
Gd is similar to previously reported values. Electronic structural calculations reveal that
ferromagnetic ordering of Gd2C is mainly due to d-orbitals of Gd2C and trapped electrons
at interlayer spaces. Enhancement of the Curie temperature was observed for Gd2C, which
is consistent with experimental observations. The chemical formula can be reported as
[Gd2+2.3C–2.7]·1.9e− with corresponding oxidation states. The carrier concentration of Gd2C
is smaller than that of Gd metal, which implies that electron-electron interactions in Gd2C
are stronger than that of Gd. Furthermore, we studied two different states by removing
electrons from the system. After Bader charge analysis, we found that the removal of
electrons appears at interlayer spaces and not from Gd or C.
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As the third project of this work we performed DFT and DFPT calculations on the
novel 2D material Hf2S to investigate electronic properties, thermodynamic stability, and
variation of thermodynamic quantities at finite temperature. We observed two phases of
Hf2S with trapped electrons at interlayer spaces and localized ELF. Specifically, we focused our calculations on thermal stability of these two phases. We discovered thermal
stability of both phases from phonon dispersion analysis. The estimated transition temperature from free energy calculations is about 3450 K. Constant volume heat capacity curves
and their values at high temperature are in good agreement with theoretical predictions.

6.2

Future directions
Future work can be directed to address some of the points which are not considered

thoroughly in this work and extended to explore other related phenomena. It would also
be possible to extend the current simulations to create electron-beam sources utilizing the
thermal field emission (TFE) [101]. Electrides have small work funtions, which is the
major requirement for TFE materials [101]. Electrides have strong electron donating capability, which can be used in ammonia synthesis as a catalyst [39]. All the projects which
are addressed in this dissertation are about electrides, and almost similar to the system discussed by Hara M. et al. [39]. It may therefore be possible to conduct further investigations
on these systems targeting analogous results discussed in the previous reports.
One of the most important future extensions of this work will involve the performance
of catalytic activity in hydrogen evolution reaction. These mechanisms might have an
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additional impact on applications of Y2C, Gd2C, and Hf2S as active catalysts in many
chemical reactions.
The current work only focuses on layered 2D systems. Future work can also aim on
MXene, a new class of 2D materials made from these TMCs similar to the work done by
Zha et.al. [112], since they have numerous practical applications.

80

REFERENCES

[1] V. I. Anisimov, A. I. Poteryaev, M. A. Korotin, A. O. Anokhin, and G. Kotliar,
“First-principles calculations of the electronic structure and spectra of strongly correlated systems: dynamical mean-field theory,” Journal of Physics: Condensed
Matter, vol. 9, no. 35, 1997, p. 7359.
[2] M. Ashton, J. Paul, S. B. Sinnott, and R. G. Hennig, “Topology-Scaling Identification of Layered Solids and Stable Exfoliated 2D Materials,” Phys. Rev. Lett., vol.
118, Mar 2017, p. 106101.
[3] M. Atoji and M. Kikuchi, “Crystal Structures of Cubic and Trigonal Yttrium
Hypocarbides; A Dimorphically Interphased SingleCrystal Study,” The Journal
of Chemical Physics, vol. 51, no. 9, 1969, pp. 3863–3872.
[4] J. R. Banister, S. Legvold, and F. H. Spedding, “Structure of Gd, Dy, and Er at Low
Temperatures,” Phys. Rev., vol. 94, Jun 1954, pp. 1140–1142.
[5] A. Baudry, P. Boyer, L. P. Ferreira, S. W. Harris, S. Miraglia, and L. Pontonnier,
“A study of muon localization and diffusion in Hf2 Co and Hf2 CoH3 ,” Journal of
Physics: Condensed Matter, vol. 4, no. 21, 1992, p. 5025.
[6] A. D. Becke and K. E. Edgecombe, “A simple measure of electron localization in
atomic and molecular systems,” The Journal of Chemical Physics, vol. 92, no. 9,
1990, pp. 5397–5403.
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