Genomic selection (GS), which uses estimated genetic potential based on genome-wide genotype data for a breeding selection, is now widely accepted as an efficient method to improve genetically complex traits. We assessed the potential of GS for increasing soluble solids content and total fruit weight of tomato. A collection of big-fruited F 1 varieties was used to construct the GS models, and the progeny from crosses was used to validate the models. The present study includes two experiments: a prediction of a parental combination that generates superior progeny and the prediction of progeny phenotypes. The GS models successfully predicted a better parent even if the phenotypic value did not vary substantially between candidates. The GS models also predicted phenotypes of progeny, although their efficiency varied depending on the parental cross combinations and the selected traits. Although further analyses are required to apply GS in an actual breeding situation, our results indicated that GS is a promising strategy for future tomato breeding design.
INTRODUCTION
Genomic selection (GS) is now widely accepted as an efficient method for improving genetically complex traits (Desta and Ortiz, 2014) . In GS, a training population, which has been phenotyped and genotyped, is used to construct a model that predicts genetic potential (genomic estimated breeding value, GEBV) of unphenotyped individuals by using genome-wide genotype data (Meuwissen et al., 2001) . In simulations, GS provided superior efficiency in terms of genetic gain per year and total cost per genetic gain by saving time, cost and the effort required for phenotypic observations (Bernardo and Yu, 2007; Heffner et al., 2010 Heffner et al., , 2011 . GS has already been implemented and shown robust success in animal breeding (Hayes et al., 2009) . In plant species, several applied studies have used GS in maize and wheat. In maize, Massman et al. (2013) compared the genetic gain in grain yield and stover-quality traits between GS and conventional marker-assisted recurrent selection, and showed that the genetic gains were larger with GS. Combs and Bernardo (2013) performed five cycles of GS and observed that the realized genetic gains in maize grain yield generally agreed with the predicted level, although the gains after the first cycle were unstable. By using GS, Beyene et al. (2015) achieved higher genetic gain in maize grain yield compared with conventional pedigree breeding. In wheat, Rutkoski et al. (2015b) reported that GS showed an almost equivalent genetic gain in disease resistance on a per-unit-time basis compared with phenotypic selection. Bassi et al. (2016) have reviewed additional studies of GS in plants.
GS efficiency is affected by the genetic architecture of the target trait, marker density, the statistical method for model construction and training population composition. Because GS models use linkage disequilibrium (LD) between a marker and quantitative trait loci to estimate the marker effect, high-density markers are preferable (Meuwissen and Goddard, 2010) . However, this may not be costeffective when the breeding population size is large and the economic benefit per selection is low. Habier et al. (2009) indicated that the loss of predictability in low-density markers was small when the markers were evenly spaced; subsequent studies have confirmed this in various crops and traits (Heffner et al., 2011; Spindel et al., 2015) . On the other hand, Cleveland et al. (2010) reported that markers selected on the basis of an additive effect size showed higher predictability compared with evenly spaced markers when the target trait was oligogenic. In practical GS, a statistical method should be selected based on empirically estimated accuracy, which is usually calculated through cross-validation. Genomic best linear unbiased prediction (GBLUP; VanRaden, 2008 ) is a popular and computationally feasible method that has performed well in many case studies (de los Campos et al., 2013) . However, Habier et al. (2007 Habier et al. ( , 2013 demonstrated that Bayesian methods are more suitable when a training population and a breeding population are genetically distant. Onogi et al. (2015) used simulated data to indicate that the choice of statistical method is especially important when the size of the training population is small, and when the target trait includes nonadditive genetic factors, nonlinear methods are more advantageous than linear methods. Nevertheless, in most empirical studies, differences between methods were often small (de los Campos et al., 2013) . The design of the training population may be the most important factor affecting GS efficiency. A training population that is genetically close to the breeding population, ideally full-sibling, increases the predictability of GS models and the selection efficiency (Habier et al., 2007) . Riedelsheimer et al. (2013) indicated that half-siblings provided more GS efficiency than more distantly related populations. In general, development of a new training population requires additional cost, time and effort. Therefore, historical populations such as breeding lines are more suitable for GS implementation in an actual breeding setting. Rutkoski et al. (2015a) empirically demonstrated the utility of historical wheat lines as a training population, although a training population of closer relatives increased predictability.
GS efficiency cannot be reliably predicted in advance without any empirical data (Bassi et al., 2016) . Therefore, GS efficiency must be carefully assessed in a practical experiment before it is applied in an actual breeding situation. Tomato (Solanum lycopersicum) is one of the world's most important crops and represents the largest production among all vegetable crops (164 million tons in 2013, FAO statistics; http://faostat.fao.org/). In 2012, the tomato genome was released (Tomato Genome Consortium, 2012) . In addition, several highdensity single-nucleotide polymorphism (SNP) marker sets have been developed for the species (Sim et al., 2012; Shirasawa et al., 2013; Yamamoto et al., 2016) . These developments facilitated the use of DNA markers for tomato breeding. In tomato, Yamamoto et al. (2016) assessed the potential of GS for yield-related traits in big-fruited varieties. Duangjit et al. (2016) analyzed the potential of GS for fruit quality-related traits by using a collection of tomato accessions that consisted of cultivated, cherry and wild-related tomato. These studies analyzed prediction accuracy of the GS models using cross-validation.
In the present study, we assessed the potential of GS to improve soluble solids content and total fruit weight in tomato. We used 96 big-fruited F 1 tomato varieties as a training population, and evaluated the predictability of the GS models in their progeny populations. Breeding strategies of tomatoes vary by breeding objective, breeding sectors and breeder preference. However, because crossing among elite lines or varieties is a common strategy in modern plant breeding programs, our choice of plant materials was suitable for our purposes. We had a small population size with few phenotypic observations because it was not feasible to observe phenotypes in hundreds of hydroponically grown lines. In addition, we used a low-density marker set of a few hundred markers for the GS model construction, which is preferable for an actual breeding program. Our study is the first to empirically assess the efficiency of GS in tomato on a realistic experimental scale.
MATERIALS AND METHODS

Plant materials and growth conditions
We used a collection of 96 big-fruited F 1 tomato varieties that is detailed in Yamamoto et al. (2016) . One plant of each variety was grown in 2011 and 2014. In addition, we developed four progeny populations derived from selected crosses between these varieties: SL10 × SL65 (n = 21), SL10 × SL75 (n = 23), SL65 × SL88 (n = 23) and SL75 × SL88 (n = 23). Progeny populations were grown in 2015. All plants were grown hydroponically with a high-wire system in a greenhouse at the National Agriculture and Food Research Organization, Institute of Vegetable and Tea Science, Tsu, Japan. Plant growth started in the first week of February and finished in July. Tomato seeds were sown on a granular soil (Nippi Engei Baido 1; Nihon Hiryo Co., Tokyo, Japan), and 20 days later, seedlings were transplanted onto rock wool slabs. A mixture of Otsuka-A nutrient solution and Otsuka-5 nutrient solution (Otsuka AgriTechno, Tokyo, Japan) was provided to the plants. The electrical conductivity level was adjusted to 0.80, 1.20, 1.60, 2.00 and 2.40 dS m − 1 in accordance with plant growth. The plants received 300 ml of water each time they were watered (six times a day, in accordance with plant growth and climate conditions). To promote fruiting, Tomato-tone (including 0.15% 4-chlorophenoxy acetic acid; Ishihara Biosciences, Tokyo, Japan) was diluted 100-fold and sprayed on each truss when the second to fifth flowers were open. Each truss was limited to six flowers to promote uniform fruit size. The plants were pinched above the fourth truss. The plants were phenotyped for soluble solids content and total fruit weight per plant (Supplementary Table S1 ). Soluble solids content, which indicates fruit sugar content, was measured in degrees Brix and obtained from the average of four fruits per plant. The phenotypic values were averaged per variety over the 2 years.
Genotyping
Total genomic DNA was isolated from the leaves of a single plant from each variety using a DNeasy Plant Mini Kit (Qiagen, Hilden, Germany). The plant material was genotyped for 337 SNP markers (Supplementary Table S2 ). These markers were selected from 16 782 previously developed markers (Yamamoto et al., 2016) based on the following criteria: (1) the selected markers were polymorphic between the four parental varieties (i.e., SL10, SL65, SL75 and SL88), and (2) the markers were distributed throughout the genome and as evenly spaced as possible. SNP genotyping was performed using a 96.96 Dynamic Array on the BioMark platform (Fluidigm, South San Francisco, CA, USA), according to the manufacturer's protocol. The data were analyzed using Fluidigm SNP genotyping analysis version 4.1.2 to obtain genotype calls. Samples were classified into three genotypes, based on SNP type normalization, using a k-means clustering algorithm. The SNP genotype data were assessed with BEAGLE version 3.3.2 (Browning and Browning, 2007) to impute missing data and estimate the most likely linkage phases of the individuals (Supplementary Table S3 ).
Heritability, population structure and LD
To calculate narrow-sense heritabilityĥ 2 of the traits, we estimated the genetic and error variance components (ŝ 2 g andŝ 2 e ) with a restricted maximum likelihood approach (Kang et al., 2008) , because the replication of phenotypic observations was insufficient to calculate these components using the standard method. For the restricted maximum likelihood approach, the phenotypic variance V was defined by the following equation:
where A is a genetic relationship matrix between individuals and I is an n × n identity matrix. In the genetic relationship matrix, the element A jk was defined as
where x ij (coded as 0, 1, 2) is the number of copies of the reference allele for the ith SNP of the jth individual, p i is the minor allele frequency for the ith SNP, and m is the total number of markers. The restricted maximum likelihood solution of Equation (1) was obtained by using the function 'mixed.solve' in the R package rrBLUP version 4.4 (Endelman, 2011) . The estimated variance components were used to calculate heritability with the following equation:
To explore genetic population structure in the varieties and the progeny population, we conducted a principal component analysis (PCA) with the R function 'prcomp'. LD between pairs of markers was evaluated using squared Pearson's correlation coefficient (r 2 ) calculated with the function 'LD' in the R package genetics version 1.3.8.1. The relationship between the degree of LD and the linkage map distance was analyzed. The linkage map positions of SNP markers were estimated from their physical positions via local polynomial regression, using the relationships reported in Shirasawa et al. (2010) . The local polynomial regression was conducted with the R function 'loess' with the default parameter settings. When the estimated distance between two successive markers became negative, it was replaced with 1.0 − 6 . The relation between LD values (r 2 ) and the linkage map distance between the corresponding markers was modeled by fitting local polynomials with the function 'locpoly' in the R package KernSmooth version 2.23.
GS models
To construct GS models based on the genotype and the phenotype data from the varieties, we tested six statistical methods. GBLUP (VanRaden, 2008) , Bayesian Lasso (BL; Park and Casella, 2008) , weighted Bayesian shrinkage regression (wBSR; Hayashi and Iwata, 2010) and Bayes C (Habier et al., 2011) are linear methods, whereas reproducing Kernel Hilbert spaces regression (RKHS; Gianola and van Kaam, 2008) and random forest (RF; Breiman, 2001 ) are nonlinear methods. GBLUP and RKHS assume the following model:
where y is a vector of phenotypes, 1 n is a vector of ones, μ is a mean, Z is a design matrix allocating records to genetic values and g is a vector of the additive genetic effects of markers. In GBLUP, the variance of g is Gs 2 g , where G is the realized additive genetic relationship matrix calculated using genotypes of SNP markers, and s 2 g is the genetic variance for this model. In RKHS, the realized genetic relationship matrix G was replaced with the Gaussian kernel matrix. GBLUP and RKHS were performed using the function 'kinship.BLUP' in the R package rrBLUP version 4.4 (Endelman, 2011) , with K.method equal to 'RR' and 'GAUSS' for GBULP and RKHS, respectively.
In the present study, BL, wBSR and Bayes C assumed the following linear regression model:
where y i is the phenotypic value, P is the number of markers, γ p is the indicator variable that takes 0 or 1, x ip is the genotype of marker p, β p is the effect of marker p and ε i is the residual. The indicator variable γ p is fixed at 1 except for wBSR. ε i is assumed to follow a normal distribution with mean = 0 and variance ¼ 1=t 2 0 . Distributions of priors for certain variables differed depending on the method. In BL, β p was assumed to follow
where t 2 p determines the magnitude of shrinkage for β p , and 1=t 2 0 is the residual variance. t 2 p was assumed to follow
where Inv-G indicates the inverse gamma distribution and λ 2 is a regularization parameter that defines the distribution of t 2 p , and assumed to follow l 2 BG j; o ð Þ ð8Þ In BL, φ and ω are the hyperparameters. In the present study, φ is fixed at 1, whereas five values of ω were tested: 0.001, 0.01, 0.1, 1 and 5. In wBSR, γ p assumed to follow
If γ p = 1, β p was assumed to follow
then the prior was
where χ − 2 indicates a scaled inverse chi-square distribution, v is the degree-offreedom and S 2 is a scale parameter. In wBSR, v, S 2 and π are the hyperparameters. In the present study, v and S 2 are fixed at 1, whereas five values of π were tested: 0.01, 0.1, 0.2, 0.5 and 1. In Bayes C, β p was assumed to follow
where p p is the indicator variable that determines whether the marker effect is included in the regression model (p p = 1) or not (p p = 0), with the prior distribution
Unlike BL and wBSR, all SNP effects have a common variance σ 2 in Bayes C. A prior distribution of σ 2 was as follows:
The sets of hyperparameters tested were the same as in wBSR. In BL, wBSR and Bayes C, a nested fivefold cross-validation was performed to determine the optimal hyperparameter value that showed the least mean square. We used VIGoR, which is based on variational Bayesian algorithms (Onogi and Iwata, 2016) . RF is an ensemble learning method that uses a combination of decision trees, each generated from a subset of SNP markers selected by bootstrap. RF was performed using the function 'randomForest' in the R package randomForest version 4.6 with default parameter settings, namely, the number of variables tried at each split m try = p/3, number of trees = 500 and minimum node size = 5. We performed 10-fold cross-validation to evaluate predictive accuracy of the GS models. We conducted 100 replicates for each trait and the same fold was used for each statistical method. The predictive accuracy was measured as Pearson's correlation coefficient between the predicted and actual phenotypic values using the R function 'cor.test'. The accuracies among the predictive methods were compared using Tukey's test with the R functions 'aov' and 'TukeyHSD' (Po0.05).
Simulation of trait segregation
We used the simulation method of Yamamoto et al. (2016) . The tomato genome in the simulation was represented by the linkage map information from Shirasawa et al. (2010) , with a bin size of 0.1 cM. The number of recombinations on each chromosome was determined using a random variable drawn from a Poisson distribution. For each chromosome, the lambda parameter of the Poisson distribution (i.e., the expected value of the random variable) was set as the length of the linkage map (in Morgans). The position of each recombination in a chromosome was sampled from a uniform distribution. To construct the genotype data of the simulated genome, the genotype of each marker was determined from the haplotype of the nearest bin in the simulated genome. To predict the trait segregation in the four progeny populations, 1000 simulated genomes were produced for each population. All simulation analyses were written and conducted in R (https://www.r-project.org/, Supplementary Method). The GEBVs and the observed phenotypic values among the populations were compared with Tukey's test, using the R functions 'aov' and 'TukeyHSD' (Po0.05).
RESULTS
F 1 tomato variety characterization
The 96 big-fruited F 1 tomato varieties were phenotyped for soluble solids content and total fruit weight ( Figure 1a) . The estimated trait heritability was 0.626 and 0.248 for soluble solids content and total fruit weight, respectively. Strong population structure can result in unstable predictability of GS models (Riedelsheimer et al., 2013) . To analyze genetic population structure in the varieties, we performed a PCA with 337 SNP markers and found no strong population structure (Figure 1b) . The extent of LD also affects predictability because GS models are designed to capture quantitative trait loci effects by using LD between markers and quantitative trait loci (Habier et al., 2007 (Habier et al., , 2013 . In the varieties, the estimated LD size based on 337 SNP markers was 16 cM (Figure 1c) .
GS model construction
The genotype and the phenotype data of the F 1 varieties were used to construct GS models (Figures 1a and b) . We tested six statistical methods and evaluated predictability by using 10-fold cross-validation (Figure 2 ). The predictability was higher for soluble solids content than total fruit weight, which corresponded well to the higher estimated heritability for soluble solids content. For soluble solids content, GBLUP and BL showed significantly higher predictability (Po0.05) compared with other methods for this trait, whereas RF showed the lowest predictability. For total fruit weight, nonlinear methods (i.e., RKHS and RF) showed significantly higher predictability (Po0.05) than linear methods, suggesting that nonadditive genetic factors contribute to the trait.
Trait segregation prediction
Parental selection for a breeding population is a critical step in a breeding design. Iwata et al. (2013) proposed a method that predicted trait segregation by using GS models and a computationally simulated breeding population, and demonstrated its efficiency with empirical data from Japanese pear. To validate the efficiency of this method in Figure 1 The 96 big-fruited F 1 tomato varieties used in the present study. Genomic selection in tomato E Yamamoto et al tomato, we designed four progeny populations to predict trait segregation: SL10 × SL65, SL10 × SL75, SL65 × SL88 and SL75 × SL88. The parental varieties were selected using the following criteria: the phenotypic values were more than the average values for at least one trait (Figure 1a) , and the selected varieties were genetically distant from each other in the PCA results (Figure 1b) . We simulated 1000 individuals for each population and calculated the GEBVs using the GS models (Figure 2) . The predicted results were compared with the observed trait segregations ('Observed' in Figure 3) . The observed phenotypic values in the progeny population were lower than in the Figure 3 Comparison between predicted and observed trait segregation in the progeny populations. Boxplots for trait segregation in soluble solids content (a) and total fruit weight (b). Predicted trait segregations were based on the genomic estimated breeding values (GEBVs) of 1000 simulated genomes. The GEBVs were calculated by using the genomic selection (GS) models based on the 96 big-fruited F 1 tomato varieties. The number of individuals for the observed trait segregation in each progeny population was 21, 23, 23 and 23 for SL10 × SL65, SL10 × SL75, SL65 × SL88 and SL75 × SL88, respectively. Labels on the y-axis of each panel indicate statistical method used for the GS model construction except for 'Observed,' which indicates the observed phenotypic distribution. GBLUP, genomic best linear unbiased prediction; BL, Bayesian Lasso; wBSR, weighted Bayesian shrinkage regression; RKHS, reproducing Kernel Hilbert spaces regression; RF, random forest. Different lowercase letters indicate significant differences with Tukey's test (Po0.05).
varieties (the training population) for both traits (Figures 1a and 3) . This may reflect differences in growing conditions between the varieties (i.e., 2011 and 2014) and the progeny population (i.e., 2015). Nevertheless, the predicted and observed trait segregations were consistent with respect to the order of mean phenotypic values in the progeny populations, with an exception (see below). SL65 and SL75 had very similar phenotypic values of soluble solids content (6.45 and 6.50 for SL65 and SL75, respectively; Figure 1a) . However, the simulation predicted that SL75 would generate progeny with a significantly higher mean phenotypic value (Po0.05) than SL65 would when crossed with SL10 or SL88 (Figure 3a) . The observed trait segregation supported this conclusion ('Observed' in Figure 3a) . For total fruit weight, linear models (i.e., GBLUP, BL, wBSR and Bayes C) predicted that SL65 × SL88 would generate progeny with a considerably higher phenotypic value compared with SL75 × SL88, whereas nonlinear models (i.e., RKHS and RF) predicted a small or insignificant difference (Figure 3b) . The observed trait segregation was similar to the result predicted by the nonlinear models ('Observed' in Figure 3b ). The estimated predictability of the GS models in cross-validation was significantly higher for the nonlinear methods than the linear methods (Figure 2) . Thus, the total fruit weight result indicated that cross-validation can effectively evaluate GS model predictability. However, for total fruit weight, the predictions were strongly inconsistent with the observations. The mean value of SL10 × SL65 was significantly higher than the other populations in the prediction, whereas it was significantly lower than SL65 × SL88 and not significantly different from other populations in the observations (Figure 3b ).
Progeny phenotype prediction
We investigated whether the GS models were efficient for predicting phenotypes in the progeny populations. All individuals in the four progeny populations were genotyped with the same 337 SNP markers used to construct the GS model. To summarize genetic relationships between the varieties and their progeny, we performed a PCA and found that the progeny were genetically distinct from each other but intermediate between their parents (Figure 4) . The GEBV was calculated for all progeny by using the GS models constructed with the original 96 varieties (Figure 2 ). The correlation coefficients between the GEBVs and the phenotypic values were comparable to the estimated predictability in the cross-validation (see Figure 2 and 'All' in Table 1 ). This indicated that cross-validation could accurately assess the estimated predictability of GS models. In addition, the correlation coefficients were comparable to the estimated heritability of the traits in the progeny population (0.599 for soluble solids content and 0.443 for total fruit weight). Thus, we confirmed that the GS models could efficiently predict phenotypes ('All' in Table 1 and Figure 5 ). We surveyed the GS model predictability for each progeny population (Supplementary Figures S1 and S2) . The genetic variation within each population was clearly lower than within the training population (i.e., all 96 varieties; Figure 4 ). Therefore, this was a challenging approach. GS model predictability differed by the parental combination and the trait (Table 1 and Supplementary Figures S1  and S2 ). For SL10 × SL75, the GS models showed predictability for both traits, whereas they were not efficient for SL65 × SL88. For SL10 × SL65, the GS models for soluble solids content showed high predictability, whereas the predictability for total fruit weight was negative. For SL75 × SL88, the GS models showed predictability for total fruit weight but not for soluble solids content (except for BL). Thus, although the GS models based on the varieties were useful for predicting progeny phenotypes, the efficiency strongly varied depending on the cross combinations and the traits.
DISCUSSION
In GS, a full-sibling training population that is genetically close to a breeding population is ideal (Habier et al., 2007; Riedelsheimer et al., 2013; Rutkoski et al., 2015a) . However, such a population is seldom available. Developing a new population for GS model construction is not usually feasible, so existing populations, such as breeding lines, are used instead for breeding projects. Therefore, we used 96 big-fruited F 1 tomato varieties, which had been characterized in a previous study (Yamamoto et al., 2016) , as a training population (Figure 1 ). It has long been recognized that there is a negative correlation between soluble solids content and total fruit weight in tomato. However, we did not observe a negative correlation in the studied varieties (r = 0.02). This may be due to low heritability of total fruit weight in the present study (see above), or to breeding selection for both soluble solids content and yield performance in the varieties we used, as suggested by Higashide et al. (2012) . Yamamoto et al. (2016) identified 16 782 DNA markers, 337 of which were used in the present study (Supplementary Table S2 ). In an actual breeding program, using fewer markers is more cost-effective. For example, the genotyping cost for the 96 varieties in the present study (n = 337) was about one-quarter of that in the previous study (n = 16 782; Yamamoto et al., 2016) . Use of fewer markers could lead to a biased evaluation of a population's genetic architecture (Heslot et al., 2013) . However, in the present study, the PCA and LD results (Figures 1b  and c) were very similar to those of the previous study (Yamamoto et al., 2016) . This indicated that the 337 selected markers showed no discernible ascertainment bias. Another difference between the present and the previous study was the cropping season. Tomato growth in the warm season (present study) is less stable compared with that in the cool season (previous study). Nevertheless, the GS models in the present study showed good predictability (Figures 2  and 5 and Table 1) .
In previous studies, potential assessment of the GS in tomato breeding was performed based on cross-validation using training data, and demonstrated that could be applicable to breeding of agronomically important traits related to fruit quality (Duangjit et al., 2016) and yield performance (Yamamoto et al., 2016) . In the present study, we assessed the potential of GS using the progenies derived from crosses between the varieties in the training population, and demonstrated that the GS models could predict phenotypes (Table 1 and Figure 5 ) and parental combinations that generated superior progeny by using the method of Iwata et al. (2013) in tomato (Figure 3 ). While these results indicated that GS is useful for designing a tomato breeding program, the GS models were not always efficient. For example, the GS models did not accurately predict soluble solids content of SL65 × SL88 (Table 1 and Supplementary Figure S1 ). For total fruit weight of SL10 × SL65, the correlations between the GEBVs and the phenotypic values were negative (Table 1 and Supplementary Figure S2) , perhaps owing to a population-specific genotype-byenvironment interaction during the different years of the experiment. If this hypothesis is true, the predicted and actual observations will converge as more individuals are assessed or phenotyped. However, a more logical explanation is that quantitative trait loci segregated differently between the training and the progeny populations, which has been reported in both theoretical and empirical studies (Riedelsheimer et al., 2013; Rutkoski et al., 2015a; Duangjit et al., 2016) . Therefore, training populations and the GS models should be updated when the genetic relationship between the training and breeding populations is dramatically changed (Rutkoski et al., 2015a; Bassi et al., 2016) . We confirmed that although the GS models were useful, careful attention is required for their use in a long-term selection process.
In the present study, it is especially notable that GS model efficiency was confirmed even though the experiment was conducted at a small scale. In horticultural crops such as tomato, growing a large number of lines requires an enormous facility and prohibitive costs. Our study indicated that GS could reduce the expenditures required for tomato breeding. Although more studies are needed to test GS in actual breeding programs, our results highlight GS as a promising strategy for future tomato breeding. 
Figure 5
Comparison between the phenotypic values and the genomic estimated breeding values (GEBV) in the progeny populations. GEBVs were calculated by using genomic selection (GS) models based on the 96 big-fruited F 1 tomato varieties. The title of each panel indicates the statistical method used for the GS model construction. GBLUP, genomic best linear unbiased prediction; BL, Bayesian Lasso; wBSR, weighted Bayesian shrinkage regression; RKHS, reproducing Kernel Hilbert spaces regression; RF, random forest.
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