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A FROBENIUS-NIRENBERG THEOREM WITH PARAMETER
XIANGHONG GONG
Abstract. The Newlander-Nirenberg theorem says that a formally integrable complex
structure is locally equivalent to the complex structure in the complex Euclidean space. We
will show two results about the Newlander-Nirenberg theorem with parameter. The first
extends the Newlander-Nirenberg theorem to a parametric version, and its proof yields a
sharp regularity result as Webster’s proof for the Newlander-Nirenberg theorem. The second
concerns a version of Nirenberg’s complex Frobenius theorem and its proof yields a result
with a mild loss of regularity.
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1. Introduction
Let D be a domain in RN and let S be a complex subbundle of T (D)⊗C. The rank of
S over C is denoted by rankC S. Assume that S is of class C
r. We say that S is formally
integrable if X, Y are C1 sections of S then the Lie bracket [X, Y ] remains a section of S; it is
CR if S+S is a complex bundle; and it is Levi-flat if both S and S+S are formally integrable.
When S is a CR vector bundle, we call rankC(S+S)−rankC S the CR dimension of S. When
S has CR dimension 0 additionally, i.e. S = S, S is the standard (real) Frobenius structure.
We first formulate a finite smoothness result analogous to a theorem of Nirenberg [28] for
the C∞ case.
Proposition 1.1. Let S be a Levi-flat CR vector bundle of class Cr with r ∈ (1,∞) in a
domain D ⊂ RN . For each p ∈ D there exist a neighborhood U of p and a diffeomorphism
F in Ca(U) for all a < r such that F∗S is spanned by
(1.1) ∂z1, . . . , ∂zn , ∂t1 , . . . ∂tM ,
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2where n is the CR dimension of S, and M + n equals rankC S, the rank of S.
Throughout the paper, y := (x, t, ξ) are the coordinates of RN = R2n×RM ×RL, while z
with zj = xj + ixn+j are the complex coordinates of R
2n. We have chosen coordinates such
that for the standard Levi-flat structure (1.1), the z space is the holomorphic leave space,
(Re z, Im z, t) space is the total leave space, and the ξ space is transversal to the total leave
space.
Let us discuss special cases of Proposition 1.1. When the S defines a real structure addi-
tionally, i.e., S = S, the result is the classical Frobenius theorem [6] (see also Hawkins [14])
and it actually holds for F ∈ Cr (see Guggenheimer [12], Narasimhan [24], F. and R. Nevan-
linna [25], and Proposition 4.2 below). When S defines a complex structure, i.e. its CR
dimension is N
2
, the result with a better regularity is the well-known Newlander-Nirenberg
theorem [26]; it is sharp with F ∈ Cr+1 when r ∈ (1,∞] \N, which is a theorem of Web-
ster [31].
We now formulate results in a parametric version. We first define Ho¨lder spaces with
parameter. Let N be the set of non-negative integers and let I = [0, 1]. For r ∈ [0,∞),
let [r] denote the largest integer ≤ r and set {r} = r − [r]. When D is bounded and
0 ≤ s ≤ r ≤ ∞, by an element in Cr,s(D) we mean a family {uλ;λ ∈ I} of functions uλ in D
having the property that if i, j ∈ N, i+ j ≤ r with j ≤ s, then ∂iy∂
j
λu
λ(y) are continuous in
D×I and have bounded C{r}(D)-norms (r <∞) as λ varies in I and bounded C{s}(I)-norms
(s < ∞) as y vary in D. We say that a family {Sλ} of CR vector bundles in D is of class
Cr,s, if each vector v ∈ Sλ0p0 extends to a vector field
aλ1(y)∂y1 + · · ·+ a
λ
N(y)∂yN , {a
λ
j } ∈ C
r,s(D).
Set Cr−,s(U) =
⋂
a<r C
a,s(U) and Cr−,s−(U) =
⋂
a<r,b<s C
a,b(U).
Let us first state a result for a family of complex structures.
Proposition 1.2. Let s ∈ N. Let D be a domain in R2n. Let {Sλ} be a family of complex
structures in D of class Cr,s with r > 1. For each p ∈ D there exist a neighborhood U of
p and a family {F λ} ∈ C1,0(U) of diffeomorphisms F λ such that each F λ∗ S
λ is spanned by
∂z1 , . . . , ∂zn. If r 6∈ N, the {F
λ} is in Cr+1,s(U) when r > s+1. If r, s are in N and r ≥ s+3,
then {F λ} ∈ C(r+1)−,s(U).
The above result for n = 1, r ∈ (0,∞) \N and s ∈ N is due to Bertrand-Gong-Rosay [3].
The main result of this paper is the following.
Theorem 1.3. Let D be a domain in RN with N ≥ 2. Let {Sλ} be a family of Levi-flat
CR vector bundles Sλ in D of class Cr,s with r > 1. Assume that Sλ have constant CR
dimension n and rank M+n. For each p ∈ D there exist a neighborhood U of p and a family
{F λ} ∈ C1,0(U) of diffeomorphisms F λ so that each F λ∗ S
λ is spanned by (1.1). Moreover, the
{F λ} satisfies the following properties :
(i) {F λ} ∈ C∞,s(U), provided r =∞, and s ∈ {0} ∪ [1,∞].
(ii) {F λ} ∈ Cr−,s(U), provided (a) r > s+ 2 ∈ N, or (b) s = 0 and r > 1.
(iii) {F λ} ∈ Cr−,s−(U), provided (a) r ≥ s+3 ≥ 4 and {r} ≥ {s} > 0, or (b) r = s > 1.
Note that Proposition 1.1 is a special case of (ii) with s = 0.
We will also study an analytic family of Frobenius structures. We will show that if a ∈
(1,∞) \N, the real analytic family {P λ} of Ca vector fields in R2, defined by
(1.2) P λ = ∂x1 + (|x2|
a + λ)∂x2,
3cannot be transformed into the span of ∂x1 by a family {F
λ} of diffeomorphisms with
∂λF
λ ∈ Ca. In contrast, Nirenberg [28] showed that an analytic family of C∞ complex struc-
tures can be transformed into the standard complex structure by an analytic family of C∞
diffeomorphisms. In [28] Nirenberg raised the question if an analytic family of C∞ complex
Frobenius structures can be transformed into the standard complex Frobenius structures by
a real analytic family of C∞ diffeomorphisms. The above example gives a negative answer to
a finite smooth version of the analogous question; see Proposition 4.6 for the proof. However,
we do not know a counter-example to Nirenberg’s original question.
The loss of derivatives in an arbitrarily small Ho¨lder exponent has also occurred in the
regularity result by Gong-Webster [11] for the local CR embedding problem, which improves
regularity results of Webster [31] and Ma-Michel [21]. However, it is unknown if such a loss
is necessary in [11] and our results. Theorem 1.3 for the C∞,∞ case is due to Nirenberg [28].
See also Treves’s book [30, pp. 296-297] for another proof when s ∈ N and r = ∞. Treves
uses a method in [28] combining with the method in Webster [31]. We will also use these
methods to prove Proposition 6.5, a weak form of Theorem 1.3.
We now mention several proofs of the Newlander-Nirenberg theorem. Nijenhuis and
Woolf [27] reduced the required smoothness in [26]. Kohn [20] gave a proof for the C∞ case
based on a solution to the ∂-Neumann problem. Ho¨rmander [17] studied the L2 regularity
of solutions of first-order differential operators defined by the complex Frobenius structures
that satisfy a convexity condition. Malgrange [22] proved the Newlander-Nirenberg theo-
rem by a reduction to partial differential equations with real analytic coefficients, for which
the quasi-linear elliptic theory applies. Newlander-Nirenberg [26] and Nijenhuis-Woolf [27]
proved a parametric version of Newlander-Nirenberg theorem. Hill-Taylor [15, 16] proved
the Newlander-Nirenberg type theorem for complex Frobenius structures of less than C1
smoothness. We note that Nirenberg’s complex Frobenius theorem has an application in
Kodaira-Spencer [19]. Furthermore, associated to the vector fields (1.1) there is a natural
complex differential D := ∂ + dt, which acts on exterior differential forms in C
n × RM
and satisfies D2 = 0. Hanges and Jocobowitz [13] proved the interior C∞ regularity of D
equations for smoothly bounded domains in Cn ×RM .
Our proofs are motivated by Webster’s methods [31,32] of homotopy formulae. The proof
of the first part of Proposition 1.2, i.e. for the case of s ∈ N and r ∈ (s + 1,∞) \ N,
relies on two ingredients. The first is the gain of one derivative in the interior estimate of
Koppelman-Leray homotopy formula and the second is a KAM rapid convergence. Both are
adapted from the work of Webster [31]. We also need improved iteration methods in Gong-
Webster [9, 11]. For the general complex Frobenius structures, we use a homotopy formula
due to Treves [30], which is a combination of the Poincare´ lemma and the Bochner-Martinelli
and Koppelman-Leray formulae. However, the estimates for this homotopy formula do not
gain any derivative; see [30] and section 5. In our proofs the chain rule is indispensable.
The chain rule requires us to take less derivatives in parameter and thus to use the spaces
Cr,s; see Remark 2.3. The space Cr,s∗ , defined in section 2, is not suitable for our proof of
Theorem 1.3 and this is illustrated by the negative results, Propositions 4.6 and 4.7, on the
real analytic family of vector fields (1.2).
The paper is organized as follows. In section 2, we describe Ho¨lder spaces and give an
initial normalization for the complex Frobenius structures. In section 3, we describe some
sharp interpolation inequalities in Ho¨lder norms. For the exposition purpose, the proofs of
these inequalities are given in the appendix. In section 4 we adapt a proof of the Frobenius
4theorem in F. and R. Nevanlinna [25] for a parametric version and we provide examples to
discuss the exact regularity of Theorem 1.3. In section 5, we recall the homotopy formula
for D by Treves [30] and adapt Webster’s interior estimates [31] for the homotopy operators
for forms depending on a parameter. In section 6 we prove Proposition 1.2. In section 7, we
derive a differential complex arising from a complex Frobenius structure and apply Treves’s
homotopy formula to describe a general rapid iteration procedure to be used in section 8. In
section 8, using a Nash-Moser smoothing technique, we prove the main result.
2. Ho¨lder spaces and an initial normalization
In this section, we discuss properties of the Ho¨lder spaces mentioned in the introduction.
The reader can find applications of these spaces in Nijenhuis and Woolf [27], Bertrand-
Gong [2], and Gong-Kim [8]. We also obtain an initial normalization of complex Frobenius
structures at a given point p.
Recall that zα = xα + ixn+α, and that y = (Re z, Im z, t, ξ) are coordinates of R
N =
R2n×RM ×RL. Let k, j be non negative integers and let α, β ∈ [0, 1). Let D be a bounded
domain in RN and I be a finite and closed interval inR. The Ck+α(D) is the standard Ho¨lder
space with norm | · |D;k+α. For a family u := {u
λ} of functions uλ in D, by u ∈ Ck+α,j+β∗ (D)
we mean that ∂my ∂
i
λu
λ(y) are continuous in D × I and have bounded Cα norms on D as λ
varies in I and bounded Cβ norms on I as y vary in D, for all m ≤ k and i ≤ j. We will
take I = [0, 1] unless specified otherwise. Throughout the paper ∂k denotes the set of partial
derivatives of order k in y ∈ RN , and BMρ denotes the ball in R
M of radius ρ centered at
the origin.
The norm on Ck+α,j+β∗ (D) is defined by
|u|D;k+α,j+β = max
0≤i≤j,ℓ≤k
{sup
λ∈I
|{∂i∂ℓλu
λ}|D;α, sup
y∈D
|{∂iy∂
I
•u
•}|I;β}.
Assuming further that k ≥ j, we define
Ck+α,j+β(D) =
j⋂
i=0
Ck−i+α,i+β∗ (D),
‖u‖D;k+α,j+β = max{|u|D;k−i+α,i+β : 0 ≤ i ≤ j}.
When the domain D is clear in the context, we abbreviate | · |D;r, | · |D;r,s, | · |D;r,s, ‖ · ‖D;r,s by
| · |r, | · |r,s, and ‖ · ‖r,s, respectively. Note that the spaces C
a,b
∗ , C
r,s are the same as Ba,b∗ ,B
r,s
in [2].
To simplify notation, let ∂α = ∂zα , ∂α = ∂zα , ∂
′
m = ∂tm , and ∂
′′
ℓ = ∂ξℓ . Throughout the
paper, repeated lower indices are summed over. The Greek letters α, β, γ have the range
1, . . . , n, and indices ℓ, ℓ′ have the range 1, . . . , L := N −M − 2n and the indices m,m′ have
the range 1, . . . ,M .
Lemma 2.1. Let r ≥ max{1, s}. Let {Sλ} ∈ Cr,s(D) be a family of CR vector bundles
in a domain D of RN with constant rank M + n and CR dimension n. For each p ∈ D,
there exists a family of affine transformations ϕλ of RN , sending p to the origin, so that the
coefficients of ϕλ are in Cs(I) in λ, while the fiber at the origin of each ϕλ∗S is spanned by
∂′m, ∂α with 1 ≤ m ≤ M , 1 ≤ α ≤ n. Consequently, near the origin of R
N , ϕλ∗S
λ has a
5unique basis
Xλm = ∂
′
m + Re(B
λ
mβ∂β) + b
λ
mℓ∂
′′
ℓ , 1 ≤ m ≤M,(2.1)
Zλα = ∂α + A
λ
αβ∂β + a
λ
αℓ∂
′′
ℓ , 1 ≤ α ≤ n,(2.2)
where aλαℓ, A
λ
αβ, B
λ
mβ are complex-valued, b
λ
mℓ are real-valued, and they vanish at the origin.
Proof. It is convenient to work with Kλ, the set of complex-valued 1-forms in RN that
annihilate Sλ. We are normalizing the linear part of Sλ at a point p. We may assume that
p = 0 and for simplicity Kλ, Sλ denote the fibers of Kλ, Sλ at the origin.
In the following, all basis are over C. Note that L = dimCK
λ ∩ Kλ. For λ near a
given value, Kλ ∩Kλ has a basis of real 1-forms ηλ1 , . . . , η
λ
L of which the coefficients are C
s
functions in λ. We can also find ωλα, 1 ≤ α ≤ n, so that {ω
λ
α, η
λ
ℓ } is a basis of K
λ. Then
{ωλα, η
λ
ℓ , ω
λ
α} is a basis of K
λ +Kλ. Finally we complete them with real forms θλ1 , . . . , θ
λ
M so
that {ωλα, η
λ
ℓ , ω
λ
α, θ
λ
m} is a basis of T
∗
0R
N ⊗C. All coefficients of the forms are of class Cs for
λ near a given value.
We cover I by intervals I1, . . . , Ik which are either open or of the forms [0, a), (b, 1] so that
Ij contains [λj−1, λj], with λ0 = 0 and λk = 1. Furthermore, in Ij there are bases
{ηλjℓ}, {η
λ
jℓ, ω
λ
jα}, {η
λ
jℓ, ω
λ
jα, ω
λ
jα, θ
λ
jm}
for Kλ ∩ Kλ, Kλ, and T ∗0R
N ⊗ C, respectively. We also assume the coefficients of these
forms are in Cs(Ij). Next, we match the bases at the end points of [λj−1, λj]. At λ = λ1, we
have
ηλ11ℓ = Aℓℓ′η
λ1
2ℓ′ , ω
λ1
1α = Bαβω
λ1
2β + bαℓη
λ1
2ℓ ,
θλ11m = cmm′θ
λ1
2m′ + Re{Cmαω
λ1
2α}+ dmℓη
λ1
2ℓ .
Let us replace θλ2m, ω
λ
2α, η
λ
2ℓ by the above linear combinations in which λ1 is replaced by the
variable λ ∈ I2. We repeat the procedure for I3, . . . , Ip successively. Thus we may assume
that at the origin of RN
η
λj
jℓ = η
λj
(j+1)ℓ, ω
λj
jα = ω
λj
(j+1)α, θ
λj
jm = θ
λj
(j+1)m.
We have obtained continuous bases that are piecewise smooth in class Cs. Using a partition
of unity for I, we find bases {ηλℓ }, {η
λ
ℓ , ω
λ
α}, {η
λ
ℓ , ω
λ
α, ω
λ
α, θ
λ
m} of (S
λ)∗ ∩ (Sλ)∗, (Sλ)∗, and
T ∗0R
N ⊗ C, respectively. Moreover, the coefficients of the bases are in Cs(I), and θλm, η
λ
ℓ
remain real-valued.
We express uniquely
ωλα = df
λ
α , θ
λ
m = dg
λ
m, η
λ
ℓ = dh
λ
ℓ ,
where fλα , g
λ
m, h
λ
ℓ are linear functions in (Re z, Im z, t, ξ). Let
ϕλ : zˆα = f
λ
α(z, t, ξ), tˆm = g
λ
m(z, t, ξ), ξˆℓ = h
λ
ℓ (z, t, ξ).
Then {ϕλ} is C∞,s near the origin, and at the origin the pull-backs of dzˆα, dtˆm via ϕ
λ are ωλα
and θλm, respectively. Using the new linear coordinates, we have found, with possible new
linear combination, bases
ωλα = A˜
λ
αβdzβ + B˜
λ
αβdzβ + C˜
λ
αm dtm + D˜
λ
αℓdξℓ,
ηλℓ = Re{a˜
λ
ℓαdzα}+ c˜
λ
ℓm dtm + d˜
λ
ℓℓ′dξℓ′.
6At the origin, (A˜λαβ) and (d˜
λ
ℓℓ′) are identity matrices and all other coefficients vanish. Near the
origin, the vector fields annihilated by the forms have a unique basis of the form (2.1)-(2.2).
The initial normalization is achieved. 
Following Webster [31], we call {Xλm, Z
λ
α} an adapted frame of S
λ. The adapted frame will
be useful to reformulate the integrability via differential forms for the dt + ∂ complex.
Another consequence of the proof of Lemma 2.1 is to identify suitable homogeneous solu-
tions for {Sλ} with the normalization of {Sλ}.
Proposition 2.2. Let D be a domain in RN and let p ∈ D. Let {Sλ} be a family of CR
vector bundles in D of class Cr,s with r ≥ max{1, s}. Suppose that Sλ have rank n + M
and CR dimension n. Let L = N − 2n −M . Suppose that for each λ0 ∈ I there are an
open interval J with λ0 ∈ J or λ0 ∈ J for λ0 = 0, 1, a neighborhood U of p, complex-
valued functions fλ = (fλ1 , . . . , f
λ
n ), and real functions h
λ = (hλ1 , . . . , h
λ
L) for λ ∈ J so that
{(fλ, hλ);λ ∈ J} are in Cr,s(U), and fλ, hλ are annihilated by sections of Sλ. Assume further
that the Jacobian matrix of (fλ, fλ, hλ) has rank 2n+L at p. Then there exist a neighborhood
V of p and {ϕλ;λ ∈ I} ∈ Cr,s(V ) such that each ϕλ is a diffeomorphism defined in V and
ϕλ∗(S
λ) is spanned by
∂1, . . . , ∂n, ∂
′
1, . . . , ∂
′
M .
Proof. Let ωλα and η
λ
ℓ be the linear forms such that at the origin of R
N , ωλα = df
λ
α and
ηλℓ = dh
λ
ℓ . By an argument similar to the proof of Lemma 2.1, we can find linear real 1-forms
θλ1 , . . . , θ
λ
M with coefficients in C
s([0, 1]) so that ωλα, ω
λ
α, θ
λ
m, η
λ
ℓ form a basis of T
∗
0R
N ⊗ C.
Note that when s ≤ r < s + 1, the coefficients of ωλα and η
λ
ℓ are C
r−1 in λ. We first find θλm
of which the coefficients are of Cr−1 in λ. Then by an approximation, we can replace them
by forms of which the coefficients are Cs in λ. Since θλm is linear, then θ
λ
m = dg
λ
m for a linear
function gλm. Define
ϕλ : z = fλ(zˆ, tˆ, ξˆ), t = gλ(zˆ, tˆ, ξˆ), ξ = hλ(zˆ, tˆ, ξˆ).
Then ϕλ∗S
λ is spanned by ∂α, ∂
′
m. 
In the definition of Cr,s spaces, Lemma 2.1, Proposition 2.2 and some propositions in the
paper, it suffices to require that r ≥ max{1, s} without the restriction of {r} ≥ {s}. In this
paper, the use of the chain rule is indispensable and thus it restricts the exponents r, s as
shown by the following.
Remark 2.3. Let U, V be bounded domains in Euclidean spaces. Suppose that there is
a constant C > 0 so that two points p, q in U can be connected by a piecewise smooth
curve of length at most C|p − q|. Suppose that Gλ map U into V . If {fλ} ∈ Cr,s(V ) and
{Gλ} ∈ Cr,s(U) then {fλ ◦Gλ} ∈ Cr,s(U), provided
(2.3) s = 0; or 1 ≤ s ≤ r and {s} ≤ {r}.
Assume that r and s satisfy (2.3). Let {Sλ} ∈ Cr,s be as in Lemma 2.1. Then the adapted
frame {Xλm, Z
λ
α} are in C
r,s. Since the coefficients Aλ, Bλ, aλ, bλ in the frame vanish at the
origin, by dilation (z, t, ξ)→ δ(z, t, ξ) we achieve
(2.4) ‖{(Aλ, Bλ, aλ, bλ)}‖B1;r,s ≤ ǫ
for a given ǫ > 0.
Throughout the rest of paper, we assume that r, s satisfy (2.3).
73. Preliminary and interpolation inequalities
The main purpose of this section is to acquaint the reader with some interpolation inequal-
ities for Ho¨lder norms on domains with the cone property; see the appendix for the definition
of the cone property. The reader is referred to Ho¨rmander [18] and Gong-Webster [10] for
the proof of these inequalities. The parametric version of those inequalities are proved in
appendix A.
If D,D1, D2 are domains of the cone property, we have
|u|D;(1−θ)a+θb ≤ Ca,b|u|
1−θ
D;a |u|
θ
D;b,
|f1|a1+b1 |f2|a2+b2 ≤ Ca,b(|f1|a1+b1+b2 |f2|a2 + |f1|a1|f2|a2+b1+b2).
See [18, Theorem A.5] and [10, Proposition A.4]. Here |fi|ai = |fi|Di;ai. Let Di be finitely
many domains of the cone property. If |ui|ai = |ui|Di;ai , then
m∏
j=1
|uj|bj+aj ≤ C
m
a,b
m∑
j=1
|uj|bj+a1+···+am
∏
i 6=j
|ui|bi .
To deal with two Ho¨lder exponents in y, λ variables, we introduce the following notation
|f |D;a,0 ⊙ |g|D′;0,b := |f |D;a,0|g|D′;0,[b] + |f |D;[a],0|g|D′;0,b,
Q∗D,D′;a,b(f, g) := |f |D;a,0 ⊙ |g|D′;0,b + |f |D;0,b ⊙ |g|D′;a,0,
|g|D′;0,b ⊙ |f |D;a,0 = |f |D;a,0 ⊙ |g|D′;0,b
QD,D′;r,s(f, g) :=
∑
0≤k≤⌊s⌋
Q∗D,D′;r−j,j+{s}(f, g), [r] ≥ [s],(3.1)
QˆD,D′;r,s(f, g) := ‖f‖D;r,s|g|D′;0,0 + |f |D;0,0‖g‖D′;r,s +QD,D′;r,s(f, g).
We will write Q∗D,D′;a,b as Q
∗
a,b, when the domains are clear from the context, and the same
abbreviation applies to Q and Qˆ. From Lemma A.1, we have
Lemma 3.1. For each i, let Di be a domain in R
ni with the cone property and let ai, bi, ri, si
be non-negative real numbers. Assume that (r1, . . . , rm, a1, . . . , am) or (s1, . . . , sm, b1, . . . , bm)
is in N2m, or at most one of (r1, s1), . . . , (rm, sm) is not in N
2. Then
m∏
i=1
|fi|Di;ri,si ≤ C
m
r,s
{∑
i
|fi|r,s
∏
ℓ 6=i
|fℓ|0,0 +
∑
i 6=j
Q∗r,s(fi, fj)
∏
ℓ 6=i,j
|fℓ|0,0
}
,
m∏
i=1
|fi|Di;ri+ai,si+bi ≤ C
m
r,s,a,b
{∑
i
|fi|ri+a,si+b
∏
l 6=i
|fℓ|rℓ,sℓ
+
∑
i 6=j
|fi|ri+a,si |fj|rj ,sj+b
∏
ℓ 6=i,j
|fℓ|rℓ,sℓ
}
.
Here a =
∑
ai, b =
∑
bi, etc.. Assume further that ri ≥ si for all i. Then
‖f1‖D1;r1,s1 · · · ‖fm‖Dm;rm,sm ≤ C
m
r,s
∑
i 6=j
Qˆr,s(fi, fj)
∏
ℓ 6=i,j
|fℓ|0,0.
Let Dρ = B
2n
ρ ×B
M
ρ ×B
L
ρ , and set ‖ · ‖ρ;r,s = ‖ · ‖Dρ;r,s. Throughout the paper s∗ = 0 for
s = 0, and s∗ = 1 for s ≥ 1. By Proposition A.10, we have
8Proposition 3.2. Let 0 < ρ < ∞, 0 < θ < 1/4 and ρj = (1 − θ)
jρ. Let F λ = I + fλ map
Dρ into R
N . Assume that f ∈ C1,0(Dρ) and
fλ(0) = 0, |{∂fλ}|ρ;0,0 ≤ θ/CN .
Then F λ : Dρ → D(1−θ)−1ρ are injective. There are G
λ = I + gλ satisfying gλ(0) = 0 and
Gλ : Dρ1 → Dρ, F
λ ◦Gλ = I on Dρ1 ,
Gλ ◦ F λ = I on Dρ2 .
Assume further that r, s satisfy (2.3), 1/4 < ρ < 2, and |f |ρ;1,s∗ ≤ 1. Then
‖g‖ρ1;r,s ≤ Cr {‖f‖ρ;r,s + ‖f‖ρ;s+1,s ⊙ ‖f‖ρ;r,s∗} ,
‖{uλ ◦ (F λ)−1}‖ρ1;r,s ≤ Cr {|u|ρ;1,s∗‖f‖ρ;r,s + ‖u‖ρ;s+1,s ⊙ ‖f‖ρ;r,s∗(3.2)
+‖u‖ρ;r,s + |u|ρ;1,0‖f‖ρ;s+1,s ⊙ ‖f‖ρ;r,s∗ + ‖u‖ρ;r,s∗ ⊙ ‖f‖ρ;s+1,s} .
By Proposition A.11, we have the following.
Proposition 3.3. Let F λi = I + f
λ
i : Di → Di+1. Assume that D1, . . . , Dm+1 have the cone
property of which C∗(Di) are independent of i (see Appendix A for notation) and
fλi (0) = 0, |fi|Di;1,s∗ ≤ 1.
Let ‖fi‖r,s = ‖fi‖Di;r,s. Suppose that r, s satisfy (2.3). Then
‖{uλ ◦ F λm ◦ · · · ◦ F
λ
1 }‖D1;r,s ≤ C
m
r {‖u‖Dm+1;r,s + |u|Dm+1;1,0
∑
i≤j
‖fi‖s+1,s ⊙ ‖fj‖r,s∗
+
∑
i
(|u|Dm+1;1,s∗‖fi‖r,s + ‖u‖s+1,s ⊙ ‖fi‖r,s∗ + ‖u‖r,s∗ ⊙ ‖fi‖s+1,s)}.
The proof of the following lemma is straightforward.
Lemma 3.4. Let 0 ≤ θ∗k ≤
1
(2+k)2
. Then
∞∏
k=0
(1− θ∗k) > 1/2.
Let ρk+1 = (1 − θ
∗
k)ρk, ρ∞ = limk→∞ ρk > 0. Suppose that Fk(Dρ) ⊂ D(1−θ∗k)−1ρ for each
ρ ∈ (0, ρk). Then Fi ◦ · · · ◦ F0(Dρ∞/2) ⊂ Dρ∞ .
4. Frobenius theorem with parameter and examples
There are several ways to prove the classical Frobenius theorems. In the literature there
seems to lack examples showing exact regularity for the various types of Frobenius theorems.
In the end of this section, we will provide some examples showing that some regularity results
in this paper are almost sharp.
First we reformulate the proof of Frobenius’s theorem in F. and R. Nevanlinna [25] for the
parametric case. The reader can compare it with the loss of derivatives in Theorem 1.3.
Definition 4.1. Let [r1] ≥ [r2] ≥ [s]. The C
r1,r2;s(U × V ) = Cr1,r2;sx,y;λ (U × V ) is the set of
functions uλ(x, y) such that ∂ix∂
j
y∂
k
λu
λ(x, y) are continuous in U × V × I and have bounded
Cr1−{r1}(U) norms for (y, λ) ∈ V × I, bounded Cr2−{r2}(V ) norms for (x, λ) ∈ U × I, and
bounded Cs−{s}(I) norms for (x, y) ∈ U × V , for k ≤ s, j + k ≤ r2, i+ j + k ≤ r1.
9In next two propositions we consider (real) Frobenius structure S, i.e. a complex Frobenius
structure S in a domain D of RN with CR dimension 0, i.e. S = S. Then M := dimC Sp is
independent of point p ∈ D and it is the rank of S.
Proposition 4.2. (Frobenius Theorem with parameter.) Let r, s satisfy (2.3). Let
S = {Sλ} be a family of (real ) Frobenius structures in a domain D of RN of class Cr,s(D).
Assume that Sλ have the constant rank M . Near each point p ∈ D, there exists a family
{Φλ} ∈ Cr,s(U) of diffeomorphisms Φλ from U onto BMδ ×B
N−M
ǫ such that Φ
λ
∗S
λ are the span
of ∂x1 , . . . , ∂xM . Furthermore, if S
λ
0 are tangent to R
M ×{0}, then we can take (Φλ)−1 : x˜ =
x, y˜ = F λ(x, y) with {F λ} ∈ Cr+1,r;,s(BMδ ×B
N−M
ǫ ), where x, y are coordinates of R
M ,RN−M ,
respectively.
We remark that for the standard Frobenius structure defined by ∂x1 , . . . , ∂xM in R
N , the
(x1, . . . , xM) space is the leaf space of the foliation, while y = (y1, . . . , yN−M) is the subspace
of RN transversal to the leaves of the foliation. In this section repeated lower indices m,m′
are summed over the range 1, . . . ,M and repeated indices ℓ, ℓ′ are summed over the range
1, . . . , N −M .
Proof. We adapt the proof in [25], which does not involve a parameter and is for integers r, s.
To recall the proof let us first assume that Sλ = S are independent of λ. By a linear change
of coordinates, we may assume that p = 0 and the tangent space of S0 is the x subspace.
Near the origin, S consists of vector fields annihilated by
(4.1) dyℓ − Aℓm dxm, 1 ≤ ℓ ≤ N −M.
Write Am = (A1m, . . . , A(N−M)m). Let dx be the differential in x variable. We seek integral
submanifolds M : Y = F (x, y) so that for a fixed y
(4.2) dxFℓ(x, y) = Aℓm(x, F (x, y)) dxm, F (0, y) = y.
Then we can verify that x˜ = x and y˜ = F (x, y) transform ∂xm into
∂
∂x˜m
+Aℓm(x˜, y˜)
∂
∂y˜ℓ
. It is
clear that for the integral manifolds, F must satisfy the equation in the radial integral
F (x, y) = TF (x, y).(4.3)
Here (TF )ℓ(x, y) = yℓ + xm
∫ 1
0
Aℓm(tx, F (tx, y)) dt.
To prove next proposition, let us consider a more general operator
(TF )ℓ(x, y) := bℓ(y) + xm
∫ 1
0
Aℓm(tx, F (tx, y)) dt(4.4)
with bℓ(0) = 0 and bℓ ∈ C
r(BMδ0 ). Let F0(x, y) = b(y) and Fn+1 = TFn(x, y). By the Picard
iteration, equations (4.3)-(4.4) admit a C1 solution F = limn→∞ Fn in Kδ,ǫ := B
M
δ × B
N−M
ǫ
for some positive ǫ and δ, provided that on Kδ0,ǫ0
|A(x, y)| < C, |∂yA(x, y)| < C.
We can verify that F satisfies (4.2). Since (4.4) is a slightly general situation, we provide
some details for the reader, using a method in [25, pp. 158-163]. The integrability condition
means that
d(Aℓm(x, y) dxm) = 0 mod span{dyℓ′ − Aℓ′m(x, y) dxm}.
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Replacing dyℓ′ by Aℓ′m′ dxm′ in the first identity after the differentiation, we obtain
∂xm′Aℓm(x, y)− ∂xmAℓm′(x, y)(4.5)
= ∂yℓ′Aℓm′(x, y)Aℓ′m(x, y)− ∂yℓ′Aℓm(x, y)Aℓ′m′(x, y).
To show that dxF (x, y) = A(x, y)dx for y = F (x, y), it suffices to verify that
(Rn)ℓm(x, y) = ∂xm(Fn)ℓ(x, y)−Aℓm(x, Fn(x, y))
tends to zero in sup-norm as n→∞. Differentiating
(Fn+1)ℓ(x, y) = bℓ(y) + xm
∫ 1
0
Aℓm(tx, Fn(tx, y)) dt,
we get
∂xm(Fn+1)ℓ(x, y) =
∫ 1
0
{
Aℓm(tx, Fn(tx, y)) + xm′t(∂xmAℓm′)(tx, Fn(tx, y))
}
dt
+ xm′
∫ 1
0
(∂Yℓ′Aℓm′)(tx, Fn(tx, y))t(∂xm(Fn)ℓ′)(tx, y) dt.
Adding 0 = Aℓm(x, Fn(x, y))−
∫ 1
0
∂t(tAℓm(tx, Fn(tx, y)) dt to the right-hand side, we get
∂xm(Fn+1)ℓ(x, y) = Aℓm(x, Fn(x, y))− xm′
∫ 1
0
t∂xm′Aℓm(tx, Fn(tx, y)) dt
− xm′
∫ 1
0
t∂Yℓ′Aℓm(tx, Fn(tx, y))∂xm′ (Fn)ℓ′(tx, y) dt
+ xm′
∫ 1
0
t(∂xmAℓm′)(tx, Fn(tx, y)) dt
+ xm′
∫ 1
0
(∂Yℓ′Aℓm′)(tx, Fn(tx, y))t(∂xm(Fn)ℓ′)(tx, y) dt.
We want to express the above in terms of Rn. By (4.5) in which Fn(x, y) substitutes for y,
we simplify the right-hand side and obtain
(Rn+1)ℓm(x, y) = xm′
∫ 1
0
∂Yℓ′Aℓm′(tx, Fn(tx, y))(Rn)ℓ′m(tx, y) dt−
xm′
∫ 1
0
∂Yℓ′Aℓm(tx, F
n(tx, y))(Rn)ℓ′m′(tx, y) dt+ Aℓm(x, Fn(x))− Aℓm(x, Fn+1(x, y)).
We have |∂yA(x, y)| < C and
|A(x, Fn+1(x, y))− A(x, Fn(x, y))| ≤ C|Fn+1(x, y)− Fn(x, y)|.
For some 0 < θ < 1, we have |Fn+1(x, y)− Fn(x, y)| ≤ Cθ
n and
|Rn+1|0 ≤ C0θ
n + θ|Rn|0, n ≥ 0.
Therefore, Rn tends to 0 in the sup norm as n→∞ and dxF (x, y) = A(x, F (x, y)) dx.
We now consider the parametric case. By the initial normalization in Lemma 2.1, we may
assume that p = 0 and all Sλ0 are tangent to the y-subspace. Thus S
λ are defined by (4.1)
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in which Am = (A1m, . . . , A(N−M)m) = A
λ
m depend on λ. Then we take F
λ
0 (x, y) = b
λ(y) and
F λn+1(x, y) = TF
λ
n (x, y). Thus
(4.6) (F λn+1)ℓ(x, y) = b
λ
ℓ (y) + xm
∫ 1
0
Aλℓm(θx, F
λ
n (tx, y)) dt.
By the Picard iteration, if |A|Kδ0,ǫ0 ;1,0 < C0, we find F
λ = limn→∞ F
λ
n with {F
λ} ∈ C1,0(Kδ,ǫ)
for some positive δ, ǫ. By a bootstrap argument by shrinking δ, ǫ a few more times and
keeping them independent of r, s, one can verify the full regularity. We briefly indicate the
argument. Let α = {r} > 0 and consider the case [r] = [s] = 1 and {s} = β ≤ α. For
1 ≤ m ≤M ,
∂xmF
λ(x, y) = xm′
∫ 1
0
t(∂yℓA
λ
m′)(tx, F
λ(tx, y))∂xmF
λ
ℓ (tx, y) dt
+ xm′
∫ 1
0
t∂xmA
λ
m′(tx, F
λ(tx, y)) dt+
∫ 1
0
Aλm(tx, F
λ(tx, y)) dt.
By another Picard iteration, we can show that ∂xmF ∈ C
α,0. One can also show that
{∂yℓF
λ} ∈ Cα,0. When s ≥ 1, we can verify that ∂λF
λ ∈ C0 and
∂λF
λ(x, y) = ∂λb
λ(y) + xm
∫ 1
0
(∂yℓA
λ
m)(tx, F
λ(tx, y))∂λF
λ
ℓ (tx, y) dt
+ xm
∫ 1
0
(∂λA
λ
m)(tx, F
λ(tx, y)) dt.
By the Picard iteration, we can verify that {∂λF
λ} ∈ C0,β∗ , using α ≥ β.
While taking derivatives one-by-one without further shrinking δ, ǫ, we can verify that
{F λ} ∈ Cr,s. 
The above proof for (4.1), (4.3) and (4.4) shows the following.
Proposition 4.3. Let {Aλ} ∈ Cr,s(BMǫ0 × B
N−M
δ0
) with Aλ being L ×M matrices satisfying
the integrability condition (4.5). Let b ∈ Cr,s(BMǫ0 ). Assume that A
λ(0) = 0 and bλ(0) = 0.
There exists {F λ} ∈ Cr+1,r;s(BMδ ×B
N−M
ǫ ) for some positive δ, ǫ satisfying F
λ(0, y) = bλ(y)
and
dxF
λ
ℓ (x, y) = A
λ
ℓm(x, F
λ(x, y)) dxm, 1 ≤ ℓ ≤ N −M.
It is interesting that the proof by F. and R. Nevanlinna produces a sharp result. Let us
demonstrate it by examples. Our first example shows that in general one cannot expect to
gain any derivatives in λ for finite smooth case.
Example 4.4. (Complex version.) Let aλ be a function that is C∞ for λ 6= 0 and is C1+α.
Suppose that aλ is independent of z and |aλ| < 1. Let F λ(z) = z + aλz. Then F λ∗ ∂z is
Zλ = ∂z + aλ∂z.
Thus Z is of class C1+α in (z, λ) ∈ C ×R. When regarding F λ(z) as a mapping F˜ (z, λ) =
(F λ(z), λ) and Zλ(z) as a vector field Z˜ in (z, λ), we still have
F˜∗∂z = Z˜.
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We want to show that there does not exist a diffeomorphism G : (z, λ)→ G(λ, z) so that G
is defined in a neighborhood of origin in C×R and of class C1+β in (z, λ) for β > α, while
G transform Z˜ into ∂z .
Suppose that such a G exists. Then G(F λ(z), λ) = H(z, λ) is holomorphic in z. Write
H(z, λ) = (h(z, λ), r(z, λ)) and G(z, λ) = (g(z, λ), s(z, λ)), where r and s are real-valued.
Since r(z, λ) is holomorphic in z and real-valued, then r(z, λ) is independent of z. Thus,
∂zh 6= 0. Set w˜ = (1− |a
λ|2)−1(z − aλz). We have
g(z + aλz, λ) = h(z, λ), g(z, λ) = h(w˜, λ).
Since h(z, λ) is holomorphic in z and is C1+α, Cauchy’s formula implies that ∂zh(z, λ) ∈ C
1+α.
Then
(4.7) ∂zg(z, λ) = (1− |a
λ|2)−1∂w˜h(w˜, λ), ∂zg(z, λ) = −(1 − |a
λ|2)−1aλ∂w˜h(w˜, λ)
are in C1+α. Since h is holomorphic in z, then∫
|z|=ǫ
zg(z + aλz, λ) dz =
∫
|z|=ǫ
zh(z, λ) dz = 0.
Let w = z + aλz. Taking λ derivative, we get
(4.8) Aλ∂λa
λ +Bλ∂λaλ = −
∫
|z|=ǫ
z∂λg(w, λ) dλ
where Aλ = ǫ2
∫
|z|=ǫ
∂wg(w, λ) dλ and B
λ =
∫
|z|=ǫ
z2∂wg(w, λ) dz. The right-hand side and
Aλ, Bλ are in Cβ. Since ∂wh(0, λ) 6= 0 and |a
λ| < 1, then (4.7) imply that |Aλ| > |Bλ|,
when ǫ is sufficiently small. Solving for ∂λa
λ, ∂λaλ from (4.8), we see that ∂λa
λ is in Cβ, a
contradiction.
The next example shows that for Frobenius structures, we cannot expect to gain deriva-
tives. This contrasts with the complex structures for which normalized transformation gain
some derivatives.
Example 4.5. (Real version.) For (x, y, z) ∈ R3, let F (x, y, z) = (x, y + a(z)x, z). Here a
is in C1+α but not in C1+β for any β > α. Then F∗∂x equals
X = ∂x + a(z)∂y .
We claim that there is no G ∈ C1+β with β > α transforming X into ∂x.
Suppose that such a G exists. Then the last two components of G ◦F (x, y, z) = S(x, y, z)
are independent of x. Let s, g be last two components of S and G, respectively. We get
s(y, z) = g(x, y + a(z)x, z).
Then s(y, z) = g(0, y, z) is also in C1+β . Since the Jacobian of S does not vanish at the
origin, then ∂yg(0) 6= (0, 0). Without loss of generality, we may assume that ∂yg1(0, 0) 6= 0.
Let u = u(x, y, z) be the C1+β solution to s1(x, y) = g1(x, u, z). Then y + a(z)x = u(x, y, z)
is in C1+β near (x, y, z) = 0, a contradiction.
As mentioned in the introduction, Nirenberg [28] asked if an analytic family of C∞ Levi-flat
CR vector bundles could be normalized by an analytic family of smooth diffeomorphisms.
Nirenberg’s question was justified by his theorem on a holomorphic family of complex struc-
tures [28]; see Proposition 6.5 below. We now provide a negative answer to the analogous
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question for the finite smoothness case. This shows a significant difference between the
analytic families of general complex Frobenius and complex structures. We recall
(4.9) P λ = ∂x + (|y|
a+1 + λ)∂y, (x, y) ∈ R
2.
Proposition 4.6. Let a ∈ (1,∞) \N. Let P λ be defined by (4.9). Then P λNλ = 0 does not
admit solutions Nλ defined in a neighborhood of the origin in R2 that satisfy
(4.10) dNλ(0) 6= 0, {Nλ} ∈ Cb,1∗ , b > a.
In particular, there does not exist a real analytic family of Cb diffeomorphisms that transform
P λ into ∂xˆ.
Proof. We may assume that a < b < [a]+1. Suppose for the sake of contradiction that there
is a family of solutions Nλ satisfying P λNλ = 0 and (4.10). We define (x, y) = ϕ(xˆ, yˆ) as
x = xˆ, y = yˆ(1− axˆyˆa)−1/a.
Note that ϕ preserves the sign of the y component and ϕ is of class Ca+1. Thus, in what
follows, we will restrict y and yˆ to be non-negative. Note that ϕ−1(x, y) = (x, y(1+axya)−1/a).
Applying the chain rule, we verify that
ϕ∗∂xˆ = P
0, (ϕ)−1∗ ∂y = Q,(4.11)
Q := (1− axˆyˆa)(a+1)/a∂yˆ.
Define Nj = (∂λ)
j |λ=0N
λ. Using P λNλ = 0, the constant and linear terms in λ on the
right side yield
P 0N0 = 0, P
0N1 = −∂yN0.
In the (xˆ, yˆ)-coordinates, the above equations become
∂xˆNˆ0 = 0, ∂xˆNˆ1 = −QNˆ0
with Nˆi = Ni ◦ ϕ ∈ C
b. Let us drop hats in Nˆi and (xˆ, yˆ). We first note that N0(x, y) is
independent of x, which is now denoted by B(y). We have B ∈ Cb. By the fundamental
theorem of calculus, we obtain
N1(x, y)−N1(0, y) = −B
′(y)u(x, y),(4.12)
u(x, y) :=
∫ x
0
(1− axya)(a+1)/a dx.(4.13)
We have u ∈ Ca. Fix a small x0 6= 0 so that u(x0, y) 6= 0. Since b > a, by B
′(y) =
(N1(x0, y)−N1(0, y))u
−1(x0, y) we obtain B
′ ∈ Ca.
Next, we show that yB′(y) has a better regularity. Differentiating (4.12), we obtain
B([a]+1)(y)u(x, y) = −B′(y)∂[a]y u(x, y) + B˜(x0, y),
with B˜ ∈ Cb−[a]. It is straightforward that y∂
[a]
y u(x, y) is C1 in y. Therefore, yB([a]+1)(y) is
in Cb−[a]. Now, the function yB′(y) is in Cb because (yB′(y))[a] = yB[a]+1 + [a]B[a](y).
Using the Taylor series of the power function, we express (4.13) as
u(x, y) = x−
a+ 1
2
x2ya + yE(x, y),
with E ∈ C2a−1. In (4.12), we substitute u by the above expansion and obtain
xB′(y)−
a+ 1
2
x2yaB′(y) = N1(0, y)−N(x, y)− (yB
′(y))E(x, y).
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The right-hand side is of class Cb
′
for b′ = min(2a − 1, b). Plugging in x = ǫ, 2ǫ in the
above identity, we get two equations for B′(y) and yaB′(y). Solving them, we conclude
that B′(y), yaB′(y) are in Cb
′
. Since dN0(x, y) 6= 0 and B(y) = N0(x, y), then B
′(0) 6= 0.
Therefore, ya is in Cb
′
, a contradiction. 
We can also prove the following result for non-homogeneous equations.
Proposition 4.7. Let P λ be defined by (4.9). Let a′ ∈ (1,∞) \N and a′ < a. Then
P λvλ = |y|a
′+1
does not admit a solution {vλ} ∈ Cb,1∗ (D) for b > a
′ and any neighborhood D of 0.
Proof. Assume for the contrary that such a solution {vλ} exists. Let (x, y) = ϕ(xˆ, yˆ) be as
in the above proof, and let vi = ∂
i
λ|λ=0v
λ and vˆi(xˆ, yˆ) = vi ◦ ϕ(xˆ, yˆ). Then P
λvλ = |y|a
′+1
implies that
P 0v0 = |y|
a′+1, P 0v1 = −∂yv0.
Let us drop hats in vˆi, xˆ, yˆ, vˆi, and restrict y ≥ 0. By (4.11), we get
∂xv0(x, y) = y
a′+1(1− axya)−(a
′+1)/a, ∂xv1(x, y) = −(1− axy
a)(a+1)/a∂yv0(x, y).
Using Taylor series of the power function in both identities, we get
v0(x, y) = A(y) + xy
a′+1 + E2a′+1(x, y),
v1(x, y) = B(y)− C(x, y)A
′(y)−
a′ + 1
2
x2ya
′
+ E2a′(x, y),
where C(x, y) = x + x2Ea(x, y), and Er ∈ C
r. We may assume that a′ < b < [a′] + 1 and
b < a. Since {vλ} ∈ Cb,1∗ and ϕ ∈ C
a+1, then vi, A, B are in C
b. Plugging in x = ǫ, 2ǫ, we can
express A′(y), ya
′
as linear combinations of Cb functions, of which the coefficients are also Cb
functions. Here we have used∣∣∣∣ (2ǫ)2 ǫ2C(2ǫ, y) C(ǫ, y)
∣∣∣∣ = 2ǫ3 + 4ǫ4Ea(ǫ, y)− 4ǫ4Ea(4ǫ, y) 6= 0
when ǫ > 0 is sufficiently small. This shows that ya
′
is of class Cb with b > a′, which is a
contradiction. 
By Proposition 4.2, the equation in Proposition 4.7 has a solution {vλ} ∈ Cr,r(D) for some
neighborhood D of the origin and r = a′ + 1, when a ≥ a′ and a′ ∈ (0,∞] \N.
5. A homotopy formula for mixed real and complex differentials
In this section, we will adapt estimates for the Koppelman-Leray homotopy formula, which
are due to Webster [31]. We will also recall a homotopy formula for the d0 + ∂ complex,
which is defined in this section. The homotopy formula for d0 + ∂ is obtained by combining
the Bochner-Martinelli, Koppelman-Leray formulae for all degrees and Poincar’e homotopy
formula, which is due to Treves [30].
Let us first recall the Bochner-Martinelli and Koppelman-Leray formulae for the ballB2nρ ⊂
Cn. The reader is refer to Webster [31] and Chen-Shaw [4] for details. For (ζ, z) ∈ Cn×Cn
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with ζ 6= z, let
ω0 =
1
2πi
(ζ − z) · dζ
|ζ − z|2
, ω1 =
1
2πi
ζ · dζ
ζ · (ζ − z)
,
Ωℓ = ωi ∧ (∂ωi)n−1, i = 0, 1;
Ω01 = ω0 ∧ ω1 ∧
∑
α+β=n−2
(∂ω0)α ∧ (∂ω1)β.
Let Ω0q , Ω
01
q be the components of Ω
0 and Ω01 of type (0, q) in z, respectively:
Ωi =
n−1∑
q=0
Ωiq, i = 0, 1; Ω
01 =
n−2∑
q=0
Ω01q .
The Koppelman lemma says that ∂ζ,zΩ
0 = 0 and ∂ζ,zΩ
01 = Ω0 − Ω1. Thus
∂ζΩ
0
q = −∂zΩ
0
q−1, Ω
0
q = Ω
1
q − ∂zΩ
0
q−1 − ∂ζΩ
01
q .
Let ϕ be a (0, q) form in C1(B2nρ ), and let f be a C
1 function. We have
ϕ = ∂Pqϕ+ Pq+1∂ϕ, q > 0; ϕ = B
1
0ϕ+ P1∂ϕ, q = 0;
Pqϕ = P
0
q ϕ− P
01
q ϕ;
P 0q ϕ(z) :=
∫
B2nρ
Ω0q−1(ζ, z) ∧ ϕ(ζ), P
01
q ϕ(z) =:
∫
∂B2nρ
Ω01q−1(ζ, z) ∧ ϕ(ζ), q > 0;
B10ϕ(z) :=
∫
∂B2nρ
Ω10(ζ, z)ϕ(ζ), q = 0.
Note that ∂zΩ
1
0(ζ, z) = 0. When n = 1, P1 = P
0
1 is the Cauchy-Green operator.
The Poincare´ lemma for a q-form φ on the ball B
M
ρ has the form
φ = d0Rqφ+Rq+1d
0φ, q > 0; φ = R1d
0φ+ φ(0), q = 0;(5.1)
Rqφ(t) :=
∫
θ∈[0,1]
H∗φ(t, θ).
Here H(t, θ) = θt for (t, θ) ∈ BMρ × [0, 1]. Note that
d(θt1) ∧ · · · ∧ d(θtq) =
∑
(−1)j−1tjθ
q−1dθ ∧ dt1 ∧ · · · d̂tj · · · ∧ dtq.
It is immediate that for q > 0
(5.2) |Rqφ|ρ;a ≤ Caρ|φ|ρ;a, φ ∈ C
a(BMρ ), a ∈ [0,∞).
Note that there is no gain in derivatives in estimates of Rq. Set Rj = 0 for j > M .
Next, we consider the complex for the exterior differential
D := dt + ∂z
for (z, t) ∈ Cn ×RM . We will also write the above as D = d0 + ∂. A differential form ϕ is
called of mixed type (0, q) if
ϕ =
q∑
i=0
[ϕ]i,
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where [ϕ]i =
∑
|I|=i,|I|+|J |=q aIJdz
I ∧ dtJ . Thus
[ϕ]i = 0, for i > n.
The D acts on a function f and a (0, q) form as follows
Df =
M∑
m=1
∂f
∂tm
dtm +
n∑
α=1
∂f
∂zα
dzα, D
∑
|I|+|J |=q
aIJdz
I ∧ dtJ =
∑
|I|+|J |=q
DaIJ ∧ dz
I ∧ dtJ .
Let Ca0,q be space of (0, q)-forms of which the coefficients are of class C
a. Then
D : C a(0,q) → C
a−1
(0,q+1).
From (d0 + ∂ + ∂)2 = 0, we get
D2 = 0, d0∂ + ∂d0 = 0.
We also have
[Dϕ]0 = d
0[ϕ]0, [Dϕ]i = d
0[ϕ]i+1 + ∂[ϕ]i, 0 < i ≤ n.
For ϕ =
∑
ϕIJdz
I ∧ dtJ =
∑
ϕ˜IJdt
J ∧ dzI on B2nρ × B
M
ρ , define
Piϕ =
∑
|I|=i
Pi(ϕIJdz
I) ∧ dtJ ,
Rq−iϕ =
∑
|J |=q−i
Rq−i(ϕ˜IJdt
J) ∧ dzI .
Thus Piϕ = Pi[ϕ]i, while Rq−iϕ = Rq−i[ϕ]i if ϕ has the (mixed) type (0, q). We have
d0Piϕ =
M∑
m=1
dtm ∧ ∂tmPi(ϕIJ ∧ dz
I) ∧ dtJ
=
M∑
m=1
(−1)i−1∂tmPi(ϕIJ ∧ dz
I) ∧ dtm ∧ dt
J .
Also ∂tmPi(ϕIJdz
I) ∧ dtm = Pi(∂tmϕIJdz
I ∧ dtm). Thus
d0Piϕ = −Pid
0ϕ i > 0; ∂Rq−iϕ = −Rq+1−i∂ϕ, i < q.(5.3)
We now derive the following homotopy formulae for D.
Lemma 5.1. Let 1 ≤ q ≤ N . Let Dρ = B
2n
ρ × B
M
ρ . Let ϕ be a mixed (0, q) form in Dρ of
class C1,0(Dρ). Then we have two homotopy formulae
ϕ = DTqϕ+ Tq+1Dϕ,(5.4)
ϕ = DT˜qϕ+ T˜q+1Dϕ,(5.5)
Tqϕ(z, t) = Pq[ϕ]q(·, 0)(z) +
∑
i<q
Rq−i[ϕ]i(z, ·)(t),(5.6)
T˜ ϕ = RqB
1
0 [ϕ]0 +
∑
i>0
Pi[ϕ]i.(5.7)
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Proof. The formula (5.7) is derived in Treves [30, VI.7.12, p. 294] for q ≤ n, while (5.6) is
stated in [30, VI.7.13, p. 294] for q ≤ m. For the convenience of the reader, we derive them
for all q.
Let us start with the integral representation of [ϕ]0 in |z| < r. Since ϕ has total degree
q, then degx[ϕ]0 = q > 0. We apply the Bochner-Martinelli formula for functions and the
Poincare´ lemma for d0 to obtain
(5.8) [ϕ]0 = B
1
0 [ϕ]0 + P1∂[ϕ]0 = (d
0RqB
1
0 [ϕ]0 +Rq+1d
0B10 [ϕ]0) + P1∂[ϕ]0.
Since ∂zB
1
0(ζ, z) = 0, we have d
0RqB
1
0 [ϕ]0 = DRqB
1
0 [ϕ]0. Combining with d
0[ϕ]0 = [Dϕ]0,
we express (5.8) as
(5.9) [ϕ]0 = DRqB
1
0 [ϕ]0 +Rq+1B
1
0 [Dϕ]0 + P1∂[ϕ]0.
Assume that j > 0. By the Koppelman-Leray formula, we obtain
(5.10) [ϕ]j = ∂Pj [ϕ]j + Pj+1∂[ϕ]j = DPj[ϕ]j − d
0Pj [ϕ]j + Pj+1∂[ϕ]j.
By (5.3) and d0[ϕ]j = [Dϕ]j − ∂[ϕ]j−1, we obtain∑
j>0
(
−d0Pj[ϕ]j + Pj+1∂[ϕ]j
)
=
∑
j>0
(
Pj [Dϕ]j − Pj∂[ϕ]j−1 + Pj+1∂[ϕ]j
)
= −P1∂[ϕ]0 +
∑
j>0
Pj[Dϕ]j .
Here we have used Pn+1 = 0. Using (5.9) and (5.10), we obtain
ϕ = DRqB
1
0 [ϕ]0 +Rq+1B
1
0 [Dϕ]0 +
∑
j>0
DPj[ϕ]j +
∑
j>0
Pj[Dϕ]j,
which gives us (5.5) and (5.7).
Suppose that ϕ has the mixed type (0, q). By the Poincare´ lemma we obtain
ϕ = [ϕ]q +
∑
i<q
(d0Rq−i[ϕ]i +Rq+1−id
0[ϕ]i) = [ϕ]q +
∑
i<q
DRq−i[ϕ]i +Rq+1−iD[ϕ]i.
Here we have used ∂Rq−i[ϕ]i = −Rq+1−i∂[ϕ]i for i < q by (5.3). We can express∑
i<q
Rq+1−iD[ϕ]i =
∑
i<q
Rq+1−i([d
0ϕ]i + [∂ϕ]i+1) = −R1[d
0ϕ]q +
∑
i<q
Rq+1−i[Dϕ]i+1,
because [∂ϕ]0 = 0. We have
[ϕ]q(z, t)− R1d
0[ϕ]q(z, ·)(t) = [ϕ]q(z, 0).
We now apply the Koppelman-Leray formula to express
[ϕ]q(·, 0) = ∂Pq[ϕ]q(·, 0) + Pq+1∂[ϕ]q(·, 0) = DPq[ϕ]q(·, 0) + Pq+1([Dϕ]q+1(·, 0)).
Combining the identities, we get (5.4) and (5.6). 
We first consider the case that N = 2n. We recall some estimates for the homotopy
formulae in Webster [31], adapting them for the parametric version. Note that P 0q ϕ are
integrals of the potential-theoretic type
L0f(x) =
∫
B2nρ
∂ξip(ξ, x)f(ξ) dV (ξ),
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where ξ = (Re ζ, Im ζ) and x = (Re z, Im z), p(ξ, x) = |ξ − x|2−2n and f is the real or
imaginary part of the coefficients of ϕ.
We first consider the case ρ = 1. The general case will be archived by a dilation. It is a
classical result that
|L0f |1;α ≤ Cα|f |1;0, 0 < α < 1.
Thus, we have
(5.11) |{L0f
λ}|1;α,α ≤ Cα|{f
λ}|1;0,α, 0 < α < 1.
Using a smooth cut-off function χ which equals 1 in a domain B2n1−θ/2. We also assume that
χ has compact support in B2n1−θ/4 and |χ|r ≤ Crθ
−r. Decompose f = f0 + f1 for f0 = χf .
Then
‖f0‖1;r,s ≤
Cr
θr
‖f‖1;r,s.
We can also write
L0f0(x) =
∫
B2n2
∂ξip(ξ, x)f0(ξ) dV (ξ).
By a classical estimate for the Ho¨lder norm (see Gilbarg-Trudinger [7, Lemmas 4.1 and 4.4]),
we obtain
|L0f0|1;r+1 ≤ |L0f0|2;r+1 ≤ Cr|f0|1;r, r ∈ (0,∞) \N,
|L0f0|1;r ≤ |L0f0|2;r ≤ Cr|f0|1;[r], r ≥ 0.
Here Cr depends on 1/{r} also. When f
λ is a family of functions on D, we decompose
fλ = fλ0 + f
λ
1 with f
λ
0 = χf
λ. By the linearity of L0, we can also estimate derivatives in λ
easily. We have
|{L0f
λ
0 }|1;r+1,s ≤
Cr
θr
|{fλ}|1;r,s, s ∈ N, r ∈ (0,∞) \N, M = 0.
In particular, combing with (5.11), we can obtain
|{L0f
λ
0 }|1;r,s ≤
Cr
θ[r]
|{fλ}|1;[r],s, s ∈ N, r ∈ [0,∞), M = 0.
Without gaining derivatives, it is straightforward that
|{L0f
λ
0 }|1;r,s ≤
Cr
θ[r]
|{fλ}|1;r,s, r, s ∈ [0,∞), M ≥ 0.
For L0f
λ
1 , we differentiate the integrand directly and obtain
|{L0f
λ
1 }|1−θ;r+1,s ≤
Cr
θr
|{fλ1 }|1;0,s ≤
Cr
θr
|{fλ}|1;0,s, s ∈ N, r ∈ (0,∞) \N, M = 0.
Here we have used, for |z| ≤ 1− θ and r 6∈ N,∫
1−θ/2<|ζ|<1
1
|ζ − z|2n+r
dV (ζ) ≤
Cr
θr
, r ∈ (0,∞) \N.
The boundary term P 01q−1ϕ in the homotopy formula is a sum of
L1f
λ(z) =
∫
∂B2n1
(ζi − zi)ζjf
λ(ζ)
|ζ − z|2(n−1−k)(ζ · (ζ − z))k+1
dS(ζ), 0 ≤ k ≤ n− 2,
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where fλ is a coefficient of ϕλ, and dS is a (n, n − 1)-form in ζ with constant coefficients.
When z ∈ B2n1 and ζ ∈ ∂B
2n
1 are close to a boundary point in ∂B
2n
1 , we may choose local
coordinates s = (s1, s
′) ∈ R2n−1 so that |ζ ·(ζ−z)| ≥ (δ+|s1|+|s|
2)/C and |ζ−z| ≥ (|s|+δ)/C
for δ = 1− |z|. Then an [r]-th order derivatives of L1f
λ is a linear combination of
LK1 (z) =
∫
∂B2n1
(ζ − z, ζ − z)KpK(ζ)f
λ(ζ)
|ζ − z|2(n−1−k+m1)(rζ · (ζ − z))k+1+m2
dS(ζ)
where |K| = m1 + 1 and [r] = m1 +m2. Let g(ζ, z) be the integrand in L
K
1 . Let ζ ∈ ∂B
2n
1 .
For |z| < 1− θ, we have
|g(ζ, z)| ≤
C|f |1;0,0
|ζ − z|2(n−k)−3+m1 |rζ · (ζ − z)|k+1+m2
≤
Cθ−[r]|f |1;0,0
|ζ − z|2(n−k)−3|rζ · (ζ − z)|k+1
≤
C ′θ−[r]|f |1;0,0
|s|2n−3(|s1|+ |s′|2)
.
Also
∫ 1
0
∫ 1
0
r2n−3
(s1+r)2n−3(s1+r2)
ds1dr < ∞. This shows that |L1|1−θ;[r],s ≤ Cθ
−[r]|f |1;0,s. For the
Ho¨lder ratio in z variables, let α = {r} > 0 and z1, z0 ∈ B
2n
1−θ. If |z1 − z0| > θ, we get
|LK1 (z1)− L
K
1 (z0)| ≤ (|L
K
1 (z1)|+ |L
K
1 (z0)|)|z1 − z0|
α/θα ≤ C|z1 − z0|
αθ−[r]−α|f |1;0,0. Assume
that |z1 − z0| ≤ θ, and let z(λ) = (1 − λ)z0 + λz1. We still have 1− |z(λ)| ≥ θ. As we just
proved, the gradient ∇g(ζ, z) in the z-variables satisfies
|∇zg(ζ, z(λ))| ≤ C
′θ−[r]−1|f |1;0,0|s|
−2n+3(|s1|+ |s
′|2)−1.
We have |z2−z1| ≤ |z1−z1|
αθ1−α. Then by the gradient estimate and integration, we obtain
|P 01q ϕ|1−θ;r+1,s ≤ Crθ
−r|ϕ|1;0,s, r 6∈ N, s ∈ N, M = 0.
Without gaining derivatives, we can also verify
|P 01q ϕ|1−θ;r,s ≤ Crθ
−[r]|ϕ|1;0,s, r, s ∈ [0,∞), M ≥ 0.
We now consider the estimates on B2nρ with ρ < C. Let z = τ(z˜) = ρz˜. Then τρ : B
2n
1 →
B2nρ . For a (0, q) form ϕq, we have
|τ ∗ρϕq|ρ′;r,s ≤ Crρ
q|ϕq|ρ′ρ;r,s, |(τ
−1
ρ )
∗ϕ˜q|ρ′;r,s ≤ Crρ
−q−r|ϕ˜q|ρ′ρ;r,s, ρ < C.
Note that τρ × τρ preserves Ω
0
q and Ω
01
q . Now we get
PB2nρ = (τ
−1
ρ )
∗PB2n1 τ
∗
ρ .
Then we have
|PB2nρ ϕq|1−θ;r+1,s ≤ Crρ
−q+1−r−1|PB2n1 τ
∗
ρϕq|1−θ;r+1,s ≤ Crρ
−rθ−r|ϕq|ρ;r,s,
|PB2nρ ϕq|1−θ;r,s ≤ Crρ
−q+1−r|PB2n1 τ
∗
ρϕq|1−θ;r,s ≤ Crρ
1−rθ−[r]|ϕq|ρ;[r],s,
where the first estimate requires s ∈ N and M = 0. In summary we have obtain, for
0 < ρ < C,
(5.12) |Pqϕ|(1−θ)ρ;r+1,s ≤ Cr(ρθ)
−r|ϕ|ρ;r,s, r 6∈ N, s ∈ N, M = 0.
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The above estimate gains one derivative in z-variables. Without the gain, we obtain for
0 < ρ < 2
(5.13) |Pqϕ|(1−θ)ρ;r,s ≤ Crρ
1−rθ−[r]|ϕ|ρ;[r],s, r, s ∈ [0,∞).
Note that the decomposition ϕ =
∑
[ϕ]j does not commute with D. Obviously, the
decomposition respects the estimates; namely
|ϕ|ρ;r,s = max
j
|[ϕ]j|ρ;r,s.
Therefore, we also have
|Tϕ|ρ;r,s ≤
∑
j
|Pj [ϕ]j|ρ;r,s + |RqB
1
0 [ϕ]0|ρ;r,s.
Combining two estimates (5.13) and (5.2), we have the following.
Proposition 5.2. Let Dρ = B
2n
ρ × B
M
ρ ⊂ C
n ×RM . Let ϕ be a differential form on Dρ of
mixed type (0, q) with 1 ≤ q ≤ n +m. Let ϕ ∈ Cr,s∗ (Dρ). We have
|Tqϕ|D(1−θ)ρ;r+1,s ≤ Cr(ρθ)
−r|ϕ|Dρ;r,s, s ∈ N, r ∈ (0,∞) \N, M = 0;
|Tqϕ|D(1−θ)ρ;r,s ≤ Crρ
1−rθ−[r]|ϕ|Dρ;r,s, r, s ∈ [0,∞), M ≥ 0.(5.14)
Assume further that Dϕ = 0. Then DTqϕ = ϕ.
By estimating in the Cr,s∗ norm on B
2n
ρ ×B
M
ρ , we have taken the advantage that the chain
rule is not used in the construction of the homotopy formula.
6. The proof for a family of complex structures
In this section, we will present our first rapid iteration proof for the special case. The
arguments do not involve the Nash-Moser smoothing methods, due to the gain of a full de-
rivative in the estimates for the Koppelman-Leray homotopy formula. However, introducing
parameter requires an additional argument to obtain rapid iteration in higher order deriva-
tives via the rapid convergence in low order derivatives. This include the C∞ case. We will
use the rapid methods from Gong-Webster [9, 11].
We will apply rapid iteration methods several times to prove our results. Therefore, it will
be convenient to prove a general statement for the rapid iteration.
Definition 6.1. Following Webster [33] we say that the sequence Lj grows (at most) linearly
if
(6.1) 0 ≤ Lj ≤ e
P (j), j ≥ 0
for some polynomial P of non-negative coefficients. We say that ej converges rapidly (to
zero), if
(6.2) 0 ≤ ej ≤ eˆ0b
κj−1, κ > 1, 0 < b < 1, j ≥ 0.
Here eˆ0 is a finite number to be adjusted.
A precise notion is that the Lj grows at most exponentially and the ej converges to 0
double exponentially. Fix a positive constant a. Obviously, if Lj grows linearly, so does L
a
j .
And eaj converges rapidly with ej.
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Lemma 6.2. Let P be a polynomial in t ∈ R of non-negative coefficients and suppose that
the sequence Lj of numbers satisfies (6.1). Assume that the numbers ej , κ, b satisfy (6.2).
(i) Let Q be a real polynomial in t ∈ R. There exists eˆ′0 > 0, which depends only on
κ, b, Q, so that if the eˆ0 in (6.2) is adjusted to satisfy eˆ0 ≤ eˆ
′
0, then the sequence ej
satisfies
ej ≤ e
−Q(j), j ≥ 0.
(Note that e0 ≤ eˆ0 by (6.2) and consequently e0 ≤ eˆ
′
0 too.)
(ii) Suppose that Mj is a sequence of non-negative numbers satisfying
Mj+1 ≤ LjMj , j ≥ 0.
Then Mj+1 ≤ M0e
P1(j) for P1(j) = P (0)+ · · ·+P (j) when j ≥ 0, where P is in (6.1).
Set P (−1) := 0. In particular, Mj grows linearly.
(iii) Suppose that aj is a sequence of non-negative numbers such that
0 ≤ aj+1 ≤ Ljejaj .
Let b1 > b
1/(κ−1) for b in (6.2). There is a constant C, depending only on eˆ0, b, b1,
and P , such that
aj ≤ Ca0b
κj
1 .
In particular aj converges to zero rapidly.
Proof. (i). Obviously, there exists j0 so that b
κj−1 < e−Q(j) for j > j0. Choose 0 < eˆ
′
0 < 1
sufficiently small so that eˆ′0b
κj−1 ≤ e−Q(j) for 0 ≤ j ≤ j0. We get (i). For (ii) it is immediate
that Mj+1 ≤M0e
P1(j). Since
1 + 2d + · · ·+ jd ≤
1
d+ 1
(j + 1)d+1
then P1(j) ≤ Q(j), j ∈ N, for a polynomial Q of degree d+ 1.
(iii) We have
aj+1 ≤ a0eˆ
j
0
j−1∏
i=0
(bκ
i−1eP (i)) ≤ a0eˆ
j
0e
P1(j−1)b
κj−1
κ−1
−j.
Since b1 > b
1/(κ−1), we can find j0 so that for j > j0,
eˆj0e
P1(j)b
κj−1
κ−1
−j < bκ
j
1 .
Take C > 1 so that the above left side is less than Cbκ
j
1 for 0 ≤ j ≤ j0. 
The following is one of main ingredients in the KAM rapid iteration procedures.
Proposition 6.3. Let Kj be a sequence of numbers satisfying
0 ≤ Kj ≤ e
P (j), j ≥ 0
where P is a polynomial of non-negative coefficients. Suppose that the sequence ai satisfies
(6.3) aj+1 ≤ Kj(a
κ
j + a
κ1
j ), aj ≥ 0, j ≥ 0.
Suppose that κ1 > κ > 1. Set C
∗
∞ = limj→+∞C
∗
j for
C∗j := exp
{
κ−1(ln 2 +K(0)) +
j∑
m=1
κ−m(ln 2 + P (m))
}
, 0 ≤ j <∞.
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If j ≥ 0 and 0 ≤ C∗j a0 ≤ 1, then
aj+1 ≤ (C
∗
j a0)
κj .(6.4)
In particular, if 0 ≤ C∗∞a0 ≤ 1, then aj+1 ≤ (C
∗
∞a0)
κj .
Proof. Note that C∗j increases with j and C
∗
j ≥ 1, while C
∗
∞ <∞ since
∞∑
m=1
κ−mmd ≤
∫ ∞
1
td
κt
dt <∞.
Suppose that 0 ≤ C∗j a0 ≤ 1. Then a0 ∈ [0, 1] and (6.3) imply that
a1 ≤ 2e
P (0)aκ0 = (C
∗
0a0)
κ.
Suppose that (6.4) is verified for j < m. This implies that am ≤ 1. By (6.3) we get
am+1 ≤ 2Kma
κ
m ≤ 2e
P (m)(C∗m−1a0)
κm = (C∗ma0)
κm,
where the last identity follows from the definition of C∗m. 
Proof of Proposition 1.2. Let us recall the proposition. We are in the special case of a family
of complex structures on Cn, defined near the origin by the adapted vector fields
Zλα = ∂α + A
λ
αβ(z)∂β , 1 ≤ α ≤ n, A
λ(0) = 0, |Aλ| < 1/C0.(6.5)
We want to find a family of transformations
F λ : zˆ = z + fλ(z), fλ(0) = 0, |∂1zf | < 1/C0
which transforms the complex structures into the standard one in Cn.
Let us assume that n ≥ 2. When n = 1 the following proof with simplifications remains
valid; see Remark 6.4 following the proof.
The vector fields (6.5) are adapted so that the integrability condition has a simple form
[Zλα, Z
λ
β
] = (ZλαA
λ
βγ
− Zλ
β
Aλαγ)∂γ = 0.(6.6)
To simplify notation, let us drop λ in Aλ, fλ, etc. We will use some abbreviations. If A,B
are differential forms, 〈A,B〉 denotes a differential form of which the coefficients are finite
sums of ab with a (resp. b) being a coefficient of A (resp. B). We will also further abbreviate
〈A,B〉 by AB sometimes. For {Aλ}, {Bλ}, the 〈A,B〉 denotes the family {〈Aλ, Bλ〉}, while
AB denotes the family {AλBλ}.
Following [31] we form the following differential forms by using the coefficients of the
adapted vector fields. With an abuse of notation, define
Aβ = Aαβdzα, 1 ≤ β ≤ n.
Then the integrability condition (6.6) takes the form
∂A = 〈A, ∂A〉.(6.7)
Let us compute the new vector fields after a change of coordinates by F . We have
F∗Zα = (δαβ + Aαγ∂γfβ)∂zˆβ + (∂αfβ + Aαβ + Aαγ∂γfβ)∂zˆβ .
The new adapted frame for F∗S still has the form
Ẑα = ∂α + Âαβ∂β
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where the new coefficients Â can be computed via
CαβẐβ = F∗Zα, Cαβ ◦ F = δαβ + Aαγ∂γfβ ,(6.8)
(CαγÂγβ) ◦ F = ∂αfβ + Aαβ + Aαγ∂γfβ .
Here A denotes (A1, . . . , An). Then F transforms {Zα} into the span of {∂β} if and only if
{Âγ} are zero, i.e.
∂f + A+ 〈A, ∂f〉 = 0.(6.9)
If Â is not zero, let us express it in terms of A. For zˆ = F (z) and Âβ = Âαβdzˆα, it is
convenient to use
Âβ ◦ F := Âαβ ◦ Fdzα.
Then the new coefficients Â are given by
(CÂ) ◦ F = ∂f + A+ 〈A, ∂f〉.(6.10)
While thinking of solving f for the non-linear equation (6.9), we use the homotopy formula
to find an approximate solution. We then iterate to solve the equation eventually. For the
approximate solution, we apply the homotopy formula as in [31]. On B2nρ , we have the
homotopy formula
ϕ = ∂P1ϕ+ P2∂ϕ.
To find approximate solutions to (6.9), we take
fβ = −P1Aβ + (P1Aβ)(0).(6.11)
By the homotopy formula, where ϕ is a component of A, and the integrability condition
(6.7) we write ∂f + A+ 〈A, ∂f〉 as P2〈A, ∂A〉+ 〈A, ∂f〉. Thus (6.10) becomes
(CÂ) ◦ F = 〈A, ∂f〉+ P2〈A, ∂A〉.(6.12)
Without achieving Â = 0, we see that Â is written as products of two small functions. Hence,
(6.11) is a good approximate solution. We now estimate Â.
Recall that
|f |D;a,0 ⊙ |g|D′;0,b := |f |D;a,0|g|D′;0,[b] + |f |D;[a],0|g|D′;0,b,
Q∗D,D′;a,b(f, g) := |f |D;a,0 ⊙ |g|D′;0,b + |g|D′;a,0 ⊙ |f |D;0,b,
QD,D′;r,s(f, g) :=
⌊s⌋∑
k=0
Q∗D,D′;r−j,j+{s}(f, g), [r] ≥ [s],
QˆD,D′;r,s(f, g) := ‖f‖D;r,s|g|D′;0,0 + |f |D;0,0‖g‖D′;r,s +QD,D′;r,s(f, g).(6.13)
By Proposition A.3 we have the product rule∥∥∥∥∥
{
m∏
i=1
fλi
}∥∥∥∥∥
a,b
.
∑
i≤m
‖fi‖a,b
∏
ℓ 6=i
|fℓ|0,0 +
∑
i<j
Qa,b(fi, fj)
∏
ℓ 6=i,j
|fℓ|0,0,(6.14)
‖
m−1∏
i=1
φi(f
λ
i )‖a,b.
∑
i<m
‖fi‖a,b
∏
ℓ 6=i
|fℓ|0,0 +
∑
i≤j
Qa,b(fi, fj)
∏
ℓ 6=i,j
|fℓ|0,0,(6.15)
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for m ≥ 2, a ≥ b, and φi are C
[a]+1 functions satisfying φi(0) = 0. Here Qa,b is defined by
(3.1) and for the rest of the paper, by A.B we mean that A ≤ CB for some constant C.
We will simply use
Qa,b(f, g). |f |a,0 ⊙ |g|0,b + |f |0,b ⊙ |g|a,0.
In particular, we have
Qa,b(f, g). |f |a,0|g|0,b + |f |0,b|g|a,0.(6.16)
Let us derive estimates before we apply the rapid iteration. We first assume that s ∈ N
and
∞ > r > s+ 1, {r} 6= 0.
Define s∗ = 0 for s = 0, and s∗ = 1 for s ≥ 1. Define
r0 = s∗ + 1 + {r}, r1 = s + 1 + {r},
ρ˜i = (1− θ)
iρ, i = 1, 2, 3.
We first use (5.12) to estimate the approximate solution f :
|f |ρ˜1;m+1+{r},s ≤ K(m+ 2)|A|ρ;m+{r},s.(6.17)
Here and in the following K(a) denotes a constant of the form
(6.18) K(a) := K(a, θ) = Caθ
−a.
For the rest of the proof, the norms of A and its derivatives are computed on B2nρ , the norms
of f for F = I + f and its derivatives are computed on the domain B2nρ1 , and the norms
of g for G := F−1 = I + g and its derivatives are computed on the domain B2nρ2 . We will
abbreviate ‖A‖a,b = ‖A‖ρ;a,b. Thus, all norms of A are on the domain B
2n
ρ .
Recall that Q̂r,s(A,A) is defined by (6.13) via the ⊙ product. We define
Q∗∗r,s(A,A) := ‖A‖r1,s|A|r,0 + ‖A‖r0,s∗‖A‖r,s,
which is more suitable to use (6.17) which gains one derivative.
We want to estimate Aˆ by its formula (6.12), which is rewritten as
(6.19) (CÂ) ◦ F = A∂f + P2(A∂A).
Let us first estimate various quadratic terms Qr,s. By (6.14) or (A.30), we have
Qρ,ρ;r−1,s(A, ∂A). Q̂r,s(A,A).Q
∗∗
r,s(A,A).
From (6.17), we deduce two estimates
|f |ρ˜1;1,s ≤ |f |ρ˜1;3/2,s ≤ K(2)‖A‖s+1,s,
|f |ρ˜1;r+1,0 ≤ K(r + 2)|A|r,0.
We use the last three inequalities to estimate the following quadratic terms:
Qρ,ρ˜1;r,s(A, ∂f). |A|r,0|f |ρ˜1;1,s + |A|0,s|f |ρ˜1;r+1,0 ≤ K(r + 2)Q
∗∗
r,s(A,A),(6.20)
Qρ˜1,ρ˜1;r,s(∂f, ∂f). |∂f |ρ˜1;r,0|f |ρ˜1;1,s ≤ K(2)K(r + 2)Q
∗∗
r,s(A,A).(6.21)
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Using the product rule (6.14) and (6.20), we verify
‖A∂f‖ρ˜1;r,s. ‖A‖r,s|∂f |ρ˜1;0,0 + |A|0,0‖∂f‖ρ˜1;r,s +Qρ,ρ˜1;r,s(A, ∂f)(6.22)
≤ K(r + 2)Q∗∗r,s(A,A),
‖A∂A‖ρ˜1;r−1,s.Q
∗∗
r,s(A,A).(6.23)
Recall that K(a) = K(a, θ) = Caθ
−a. Let
(6.24) K0(r0, θ) := K(r0 + 2, θ) ·
C2n
θ
.
To estimate the inverse of F λ = I + fλ, let us assume that
(6.25) ‖A‖ρ;r0,s∗ ≤ K
−1
0 (r0, θ).
Note that this implies that Qr0,s∗(A,A) ≤ 1/Cn. Then by (6.17) and (6.22), we have
‖f‖ρ˜1;r0+1,s∗ ≤ θ/C2n.
Thus we can use Proposition 3.2 or Lemma A.7 to estimate F and its inverse map. For
1/4 < ρ < 2, we have
F λ : B2nρ˜i → B
2n
ρ˜i−1
, i = 1, 2;
Gλ : B2nρ˜2 → B
2n
ρ˜1
, F λ ◦Gλ = I on B2nρ˜2 .
By (6.19) we get (CÂ) ◦ F = A∂f + T (A∂A). Then (6.22)-(6.23) yield
‖(CÂ) ◦ F‖ρ˜1;r,s ≤ K(r + 2)(‖A∂f‖ρ˜1;r,s + ‖A∂A‖ρ˜1;r−1,s)(6.26)
.K(r + 2)Q∗∗r,s(A,A).
By (6.8), C ◦ F = I + A∂f . By the product rule (6.15) and (6.20)-(6.22), we have
‖C−1 ◦ F − I‖ρ˜1;r,s. ‖A∂f‖ρ˜1;r,s +Qr,s(A∂f,A∂f )(6.27)
≤ K(2)K(r + 2)Q∗∗r,s(A,A).
To estimate a new quadratic term, we express (6.26)-(6.27) for a special case:
|(C−1 ◦ F − I|ρ˜1;r,0 = |(I − A∂f )
−1(A∂f )|ρ˜1;r,0(6.28)
≤ K(2)K(r + 2)|A|1,0|A|r,0,
|(CÂ) ◦ F |ρ˜1;r,0 = |A∂f + P2(A∂A)|ρ˜1;r,0(6.29)
≤ K(r + 2)|A|1,0|A|r,0.
Also, a direct estimation by (6.17) yields
|(C−1 ◦ F − I|ρ˜1;0,s = |(I − A∂f )
−1(A∂f )|ρ˜1;0,s(6.30)
≤ K2(2)|A|1,s|A|1,0,
|(CÂ) ◦ F |ρ˜1;0,s = |A∂f + P2(A∂A)|ρ˜1;0,s(6.31)
≤ K(2)|A|1,s|A|1,0.
Since |A|r0,s∗ ≤ 1 then from (6.28)-(6.31) we get a quadratic estimate
Qρ˜1,ρ˜1;r,s((C
−1 ◦ F − I), (CÂ) ◦ F ) ≤ K3(2)K(r + 2)Q∗∗r,s(A,A).
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By Â ◦ F = (CÂ) ◦ F + (C−1 ◦ F − I)(CÂ) ◦ F and the product rule (6.14), we get
‖Â ◦ F‖ρ˜1,ρ˜1;r,s ≤ K
3(2)K(r + 2)Q∗∗r,s(A,A).(6.32)
Set K1(r) = K
3(2)K(r + 2). By (6.32), we have
‖Â ◦ F‖1,s∗ ≤ K1(r0)Q
∗∗
r0,s∗
(A,A) ≤ 2K1(r0)‖A‖
2
r0,s∗
,
‖Â ◦ F‖s+1,s ≤ K1(r1)Q
∗∗
r1,s
(A,A) ≤ 2K1(r1)‖A‖r1,s∗‖A‖r1,s,
‖Â ◦ F‖r,s∗ ≤ K1(r)Q
∗∗
r,s∗(A,A) ≤ 2K1(r0)‖A‖r0,s∗‖A‖r,s∗.
By (6.17), we have ‖f‖ρ˜1,r,s ≤ K(r)‖A‖r,s. Since |f |ρ˜1;1,0 ≤ 1/CN and ‖f‖ρ˜1;0,s∗ ≤ 1, by (3.2)
we have a general estimate
‖u ◦ F−1‖ρ˜2;r,s. {‖u‖ρ;r,s + |u|ρ;1,s∗‖f‖ρ;r,s
+‖u‖s+1,s ⊙ ‖f‖r,s∗ + ‖u‖r,s∗ ⊙ ‖f‖s+1,s + |u|ρ;1,0‖f‖s+1,s ⊙ ‖f‖r,s∗} .
Applying it to u = A ◦ F , we obtain
|Â|ρ˜2;r,s. ‖Â ◦ F‖ρ˜1,ρ˜1;r,s + ‖A‖ρ;r0,s∗‖A‖ρ˜1;r,s + 2‖A‖r1,s∗‖A‖r1,s‖A‖r,s∗(6.33)
+ ‖A‖r1,s‖A‖r,s∗.
Using (6.32), from (6.33) it follows
‖Â‖ρ˜2;r,s ≤ CrK1(r)
(
Q∗∗ρ;r,s(A,A) + ‖A‖r1,s∗‖A‖r1,s‖A‖r,s∗
)
.(6.34)
Case 1. r > s+ 1 and r 6∈ N. We need to iterate the above construction and estimates to
obtain a sequence of transformation Fj so that F˜
λ
i := F
λ
i ◦ · · · ◦ F
λ
0 converges to F˜
λ
∞, while
Sλi+1 := (F˜i)∗S
λ
i , with S
λ
0 being the original structure, converges to the standard complex
structure on Cn. More precisely, the coefficients Aλi of the adapted frame of Z
λ
i tend to 0 as
i →∞. We apply Lemma 3.4 to nest the domains. Let us first defined a domain on which
the sequence is well-defined. Set for i = 0, 1, . . .
ρi =
1
2
+
1
2(i+ 1)
, ρi+1 = (1− θi)
2ρi.
Note that ρi decreases to ρ∞ = 1/2. We have for ρi/4 < ρ < 4ρi, especially for ρ0/2 < ρ < 2ρ0
(6.35) F λi : B
2n
(1−θi)ρ
→ B2nρ , G
λ
i : B
2n
(1−θi)2ρ
→ B2n(1−θi)ρ
provided (6.25) holds for Ai, i.e.
(6.36) ‖Ai‖ρi,r0,s∗ ≤ K
−1
0 (r0, θi).
By Lemma 3.4 in which 1 − θ∗k = (1 − θk)
2, we have F˜ λi : Bρ∞/2 → Bρ∞ . Furthermore, in
addition to (6.35), we express (6.34), in which Aˆ = Ai+1 and A = Ai, in a simple form
(6.37) ‖Ai+1‖ρi+1;r,s ≤ Li(‖Ai‖
2
ρi;r,s
+ ‖Ai‖
3
ρi;r,s
), Li := CrK1(r, θi).
Therefore, for the sequence Fi to be defined, we need to achieve (6.36) for i = 0, 1, 2, . . . .
Note that K0(r0, θi) and Li have linear growth as i→∞. Thus
(6.38) K0(r0, θi) + Li ≤ e
P (i)
for some polynomial P of positive coefficients. Let constant C∗∞ be defined in Proposition 6.3
in which κ = 2 and κ1 = 3. By Definition 6.1 and Lemma 6.2, there is eˆ0 > 0 so that
(C∗∞eˆ0)
κi ≤ e−P (i) ≤ K−10 (r0, θi).
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We may assume that 2C∗∞eˆ0 ≤ 1. By Proposition 6.3 in which κ = 2 and (6.37)-(6.38), if
(6.39) ‖A0‖ρ0;r,s ≤ eˆ0,
then
(6.40) ‖Ai‖ρi;r,s ≤ (C
∗
∞eˆ0)
κi , i ≥ 1.
In particular, (6.36) holds for every i. On the other hand, the initial condition (6.39) can be
achieved by dilation and initial normalization in Lemma 2.1.
We now consider the convergence of the sequence Fi◦· · ·◦F0. The mapping F
λ
i transforms
Sλi into S
λ
i+1. Thus the structure S
λ
i is defined on B
2n
ρi
. Then F˜ λi : B
2n
ρ∞/2
→ B2nρ∞ transforms
Sλ0 , restricted to B
2n
ρ∞/2
, into Sλi+1. We have
F˜ λi − F˜
λ
i−1 = f
λ
i ◦ F
λ
i−1 ◦ · · · ◦ F
λ
0 .
By Proposition 3.3, we have
‖{F˜ λi − F˜
λ
i−1}‖ρ∞/2;r+1,s ≤ C
i+1
r
{
‖fi‖r+1,s + ‖fi‖1,0
∑
k≤j<i
‖fk‖s+1,s‖fj‖r+1,s∗
+
∑
j<i
|fi|1,s∗‖fj‖r+1,s + ‖fi‖s+1,s|fj‖r+1,s∗ + ‖fi‖r+1,s∗‖fj‖s+1,s
}
≤ C i+1r K1(r)
{
‖Ai‖r,s + ‖Ai‖r0,s∗
∑
k≤j<i
‖Ak‖r1,s‖Aj‖r,s∗
+
∑
j<i
‖Ai‖r0,s∗‖Ai‖r,s + ‖Ai‖r1,s‖Aj‖r,s∗ + ‖Ai‖r,s∗‖Aj‖r1,s
}
.
Here the last inequality is obtained by (6.17). We already know the rapid convergence of
‖Ai‖ρi;r0,s∗. They are bounded from above by a constant C∗. Then we simplify the above to
obtain
‖{F˜ λi − F˜
λ
i−1}‖ρ∞/2;r+1,s ≤ C˜
i+1
r K
3(2)K(r + 2)‖Ai‖ρi;r,s.(6.41)
The rapid decay of ‖Ai‖r,s via (6.40) implies the convergence of F˜i to F˜∞ in C
r+1,s(B2nρ∞/2).
Finally, for each λ, the limit of F˜ λi is a C
1 diffeomorphism defined in B2nρ∞/2, because for the
Jacobian matrix ∂xF˜
i of x→ F˜ i(x) with x ∈ B2nρ∞/2, its operator norm satisfies
‖∂xF˜
λ
i − I‖ ≤
i∑
j=0
‖{F˜ λj − F˜
λ
j−1}‖ ρ∞2 ;r0+1,s∗ ≤
∞∑
j=0
C˜j+1r0 K
3(2)K(r0 + 2)‖Aj‖ρj ;r0,s∗.
By (6.39)-(6.40), we obtain ‖∂xF˜
λ
i − I‖ < 1/2, for a possibly smaller eˆ0. This shows that
the limit mapping F˜∞ is a diffeomorphism.
Case 2. r = ∞. We first consider the case where r = ∞ and s is finite. We first use
(6.34) for s = s∗ and r = r0 to get a rapid decay of ‖Aj‖r0,s∗. Next, we use (6.34) in which
Aˆ = Ai+1 and A = Ai a few times in a bootstrap argument. We first simplify (6.34) with
s = s∗ and r1 = r0 = 1 + s+ {r} as
|Ai+1|ρi+1;r′,s∗ ≤ Cr′K
3(2)K(r′ + 2)‖Ai‖ρi;r0,s∗‖Ai‖ρi;r′,s∗
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for any r′ > s+1 with {r′} = {r}. By Lemma 6.2 (ii), we get rapid decay of ‖Ai‖ρi;r′,s∗. We
can also simplify (6.34) as
(6.42) ‖Ai+1‖ρi+1;r′,s ≤ CrK
3(2)K(r′ + 2)‖Ai‖ρi;r′,s∗‖Ai‖ρi;r′,s.
By the rapid decay of ‖Ai‖ρi;r′,s∗ and Lemma 6.2 (ii), we obtain the rapid convergence of
‖Ai‖ρi;r′,s. By (6.41) again, we obtain the rapid convergence of ‖F˜i+1 − F˜i‖ρ∞/2;r′,s. This
shows that F˜∞ is in C
∞,s.
Next, we consider the case s =∞. Applying the argument in Case 1 to s = 1, r = 5/2, we
obtain rapid convergence of ‖F˜i+1 − F˜i‖ρ∞/2;5/2,1. Next, we use (6.42) with r
′ = s + 3/2 for
any positive integer s. By Lemma 6.2 (iii), we obtain the rapid convergence of ‖Ai‖ρi;s+3/2,s.
By (6.41), we obtain the rapid convergence of ‖F˜i+1− F˜i‖ρ∞/2;s+3/2,s for any positive integer
s. This shows that F˜∞ is in C
∞,∞.
Case 3. 3 + s ≤ r ∈ N. We first apply estimates in Case 1 to r = r1 = r0 = s +
5
2
. This
gives us a rapid convergence of ‖Ai‖ρi;s+ 52 ,s
, ‖F˜i+1 − F˜i‖ρ∞/2;s+ 72 ,s
. Fix r − 1/2 < r′ < r. We
want to show that ‖Ai‖ρi;r′,s, ‖F˜i+1 − F˜i‖ρ∞;r′+1,s converge rapidly. By (6.34) we have
|Ai+1|ρi+1;r′,s ≤ Cr′K
3(2)K(r′ + 2)‖Ai‖ρi;r1,s‖Ai‖ρi;r′,s.
Here r1 = s + 1 + {r
′} < s + 2. Since ‖Ai‖ρi;s+2,s converges rapidly, then ‖Ai+1‖ρi+1;r′,s
also converges rapidly. We verify that ‖F˜i+1 − F˜i‖ρ∞/2;r′+1,s converges rapidly, by (6.41).
Therefore, F˜∞ ∈ C
r′+1,s for any r′ < r. The proof of Proposition 1.2 is complete. 
Remark 6.4. Strictly speaking, the above proof assume that n ≥ 2. When n = 1, the
integrability condition (6.7) is vacuous. We can replace the homotopy formula by the Cauchy-
Green operator
a(z) =
−1
π
∂
∂z
∫
|ζ|<ρ
a(ζ)
ζ − z
dξdη, ζ = ξ + iη.
Thus the last term P2〈A, ∂A〉 in (6.12), which is from the integrability condition, is removed.
Therefore, the proof with possible simplifications is still valid. In one-dimensional case, one
can also employ the Picard iteration as in Bers [1], Chern [5], and Bertrand-Gong-Rosay [3]
(for a parametric version), except possibly for Case 3 where both r, s are integers. Of course,
for the non-parametric case, it is a simple fact that any C1 diffeomorphism that transforms
a complex structure of class Cr into another one of the same class belongs to Cr− when
r = 2, 3, . . . . When Cr,s substitutes Cr, the latter is however not valid for the parametric
complex structures.
We now prove the following by using an argument in Nirenberg [28] and Proposition 1.2.
Proposition 6.5. Let s ∈ N, r ∈ (s + 1,∞] \ N. Let {Sλ} ∈ Cr,s(D) be a family of
complex Frobenius structures defined by Theorem 1.3. There exists a family of {F λ} ∈ C1,0(U)
transforming the structures into the standard complex Frobenius structure in Cn×RM×RL.
Furthermore, we have
(i) {F λ} ∈ Cr,s(U) when L = 0.
(ii) {F λ} ∈ C[r]−1,s(U) when L > 0 and s = [r]− 1.
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Proof. We will use the summation convention described before Lemma 2.1. We use an
adapted frame
Xλm = ∂
′
m + Re(B
λ
mβ∂β) + b
λ
mℓ∂
′′
ℓ , 1 ≤ m ≤M,
Zλα = ∂α + A
λ
αβ∂β + a
λ
αℓ∂
′′
ℓ , 1 ≤ α ≤ n,
with Xλm = ∂
′
m and Z
λ
α = ∂α at the origin.
(i) Suppose that L = 0. Then the integrability condition on Sλ implies that
[Xλm, X
λ
m′ ] = 0, [Z
λ
α, Z
λ
β
] = 0
(see (7.2) below), while the Levi-flatness condition (7.1) is vacuous. Restricted to t = 0,
{Zλα} defines a family of complex structures. By Proposition 1.2, we can find {F
λ
0 } ∈
Cr+1,s(U ′) transforming the restricted structures into the standard complex structure in Cn.
Then {Xλm} is still in C
r,s. Applying the (real) Frobenius theorem (Proposition 4.3), we
find a unique family {F λ} ∈ Cr+1,r;st,z;λ (U) such that F
λ = F λ0 for t = 0 and F
λ transform
{Xλ1 , . . . , X
λ
m} into the standard structure in C
n ×RM . As in [28], let us show that {Zλ} is
already the standard complex structure in Cn. Indeed, we know that
Aλαβ = 0, when t = 0.
Now [Zα, Xm]
′ = 0 in (7.2) implies that ∂tA
λ
αβ(z, t) = 0. Hence Aαβ = 0.
(ii) Suppose that L > 0. We reduce it to the previous case by using the Frobenius
theorem. Recall that Sλ are Levi-flat. Applying Proposition 4.3, we find F λ0 (z, t, ξ) with
F λ0 (0, 0, ξ) = ξ so that X
λ
j F
λ
0 = Z
λ
αF
λ = ZλαF
λ
0 = 0, while {F
λ
0 } ∈ C
r+1,r;s
(z,t),ξ;λ. Let F˜
λ
0 be
defined by (zˆ, tˆ, ξˆ) = (z, t, F λ0 (z, t, ξ)). Then (z, t, ξ) = (zˆ, tˆ, Fˆ
λ
0 (zˆ, tˆ, ξˆ)) with {Fˆ
λ
0 } ∈ C
r,s.
Now {(F˜ λ0 )∗Z
λ
α, (F˜
λ
0 )∗X
λ
m}, denoted by {Ẑ
λ
α, X̂
λ
m}, has the form
X̂λm = ∂̂
′
m + Re(B
λ
mβ(zˆ, tˆ, Fˆ
λ
0 (zˆ, tˆ, ξˆ)))∂̂β), 1 ≤ m ≤M,
Ẑλα = ∂ˆα + A
λ
αβ(zˆ, tˆ, Fˆ
λ
0 (zˆ, tˆ, ξˆ))∂̂β, 1 ≤ α ≤ n.
We drop all hats. Hence, {Zλα, X
λ
m} is still in C
r,s, but its coefficients depend on ξ. Since
[r] − 1 = s, we treat ξ, λ as parameters, restrict Zλα to t = 0 and find a diffeomorphism
F˜ λ1 : (z, ξ) → (F
λ
1 (z, ξ), ξ) such that for fixed (ξ, λ) the mapping transforms {Z
λ
α} into the
standard complex structure in Cn. Here {F˜ λ1 } ∈ C
r+1,[r]−1;s
(z,t),ξ;λ . It also transforms X
λ
m to new
vector fields, denoted by X̂λm. We have
X̂m = Xmtm′∂tm′ +Xm(F
λ
1 )α∂α +Xm(F
λ
1 )α∂α.
Since Xm does not involve ∂ξℓ , then {X̂
λ
m} ∈ C
r,[r]−1;s
(z,t),ξ;λ . Again, we apply the real Frobenius
theorem to {Xλm}, treating ξ, λ as parameters, to find
F˜ λ2 : (z, t, ξ)→ (F
λ
2 (z, t, ξ), t, ξ), F
λ
2 (z, 0, ξ) = F
λ
1 (z, ξ)
with {F λ2 } ∈ C
r+1,r,[r]−1;s
t,z,ξ;λ transforming {Xˆ1, . . . , XˆM} into {∂
′
1, . . . , ∂
′
M}. We apply the argu-
ment from (i) to conclude that {F˜ λ2 } normalizes the structures. 
Roughly speaking Proposition 6.5 (ii) gives us a desired regularity result with loss of one
derivative. One of main results of this paper is to deal with the loss of derivatives. We will
also study the case when s is non integer.
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All results in this paper indicate that for a family of Levi-flat CR structures, it is important
to seek solutions that are less regularity in parameter λ. This is clearly showed by the
examples in section 4. There is however an exception, namely, for a holomorphic family of
complex structures, as shown by Nirenberg [28] for the C∞ case.
Definition 6.6. Let r ∈ (0,∞]. Let D (resp. P,Q) be a domain in Cn (resp. Cm,Rk).
We say that {uλ : λ ∈ P} is a holomorphic family of Cr (resp. Cr−) functions uλ in D if
(x, λ) → uλ(x) is continuous in D × P , uλ ∈ Cr(D) (resp. Cr−(D)) for each λ, and uλ(x) is
holomorphic in λ ∈ P for each x ∈ D. We say that {vλ,µ : λ ∈ P, µ ∈ Q} is a family of Cr
functions in D that depend holomorphically in λ and analytically in µ, if there are a domain
Q˜ in Ck with Q˜ ∩Rk = Q and a holomorphic family {v˜λ,µ : λ ∈ P, µ ∈ Q˜} of Cr (resp. Cr−)
functions v˜λ,µ in D such that v˜λ,µ = vλ,µ for µ ∈ Q.
For the finite smoothness case, we have the following analogue of Nirenberg’s theorem.
Corollary 6.7. Let D (resp. P,Q) be a domain in Cn (resp. Cm,Rk). Let Sλ,µ be a family
of complex structures in D defined by
Zλ,µα =
n∑
β=1
aλ,µ
αβ
∂
∂zβ
+ bλ,µαβ
∂
∂zβ
, 1 ≤ α ≤ n
where {aλ,µ
αβ
}, {bλ,µαβ } are families of C
r functions in D that depend holomorphic in λ ∈ P and
analytic in µ ∈ Q. Then for each (x0, λ0, µ0) ∈ D × P × Q there is a family of C
r+1 (resp.
C(r+1)−) diffeomorphisms F λ,µ in D1 that depend holomorphically in λ ∈ P1 and analytically
in µ ∈ Q1 such that F
λ,µ transform {Zλ,µ
1
, . . . , Zλ,µn } into the standard complex structure in
Cn, provided r is in (1,∞] \N (resp. {2, 3, . . . }). Here D1 × P1 ×Q1 is a neighborhood of
(x0, λ0, µ0).
Proof. By the definition, we extend aλ,µ, bλ,µ to a family of Cr functions in D0 that depend
holomorphically in (λ, µ) ∈ P0 × Q0, where D0 × P0 × Q0 is a neighborhood of (x0, λ0, µ0)
in Cn ×Cm ×Ck. The extension of the coefficients allows us to extend Zλ,µ
1
, . . . , Zλ,µn to a
complex structure defined in D0 × P0 ×Q0, when we include the vector fields
∂
∂λi
,
∂
∂µj
, 1 ≤ i ≤ m, 1 ≤ j ≤ k.
By Cauchy’s formula, we verify that (z, λ, µ) → (aλ,µ(x), bλ,µ(x)) is Cr in (z, λ, µ). Assume
first that r > 1 is not an integer. By Webster’s result on Newlander-Nirenberg theorem, we
can find a Cr+1 diffeomorphism (z, λ, µ) → (f1, . . . , fn+m+k) such that Z
λ,µ
α fℓ = 0 while fj
are holomorphic in λ, µ. Near (z0, λ0, µ0), by a linear combination we may assume that z →
(f1(z, λ0, µ0), . . . , fn(z, λ0, µ0)) is a diffeomorphism near z0. Let F
λ,µ
α = f
λ,µ
α for 1 ≤ α ≤ n.
Then F λ,µ has the desired property. When r = 2, 3, . . . , we use Proposition 1.2 instead of
Webster’s result and repeat the above argument. The proof is complete. 
7. Approximate solutions via two homotopy formulae
In this section, we prove the results for the general case. We will first set up a procedure
for our problem to apply a homotopy formula for the normalization of the complex Frobenius
stricture. We will need two known homotopy formulae. One of them due to Treves [30] is
for the complex differential D associated the flat CR structure in Cn ×Rm. Another is the
Poincare lemma for d0 + ∂ + ∂.
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We will finish the section by illustrating how the homotopy formula is used more effectively.
See also Gong-Webster [11] for the case of CR embedding, which improves Webster’s original
application of the homotopy formula for ∂b.
Recall that on Cn, we set ∂α = ∂zα and ∂α = ∂zα . On R
m, set ∂′m = ∂tm . On R
L, set
∂′′ℓ = ∂ξℓ . Let N = 2n +M + L. We will use the summation convention described before
Lemma 2.1. To normalize S near a point p, we may assume that p = 0 ∈ D ⊂ RN and
require that all changes of coordinates fix the origin. By Lemma 2.1 we first choose linear
coordinates of RN so that near 0, S is spanned by the adapted frame
Xm = ∂
′
m + 2Re(Bmβ∂β) + bmℓ∂
′′
ℓ , 1 ≤ m ≤M,
Zα = ∂α + Aαβ∂β + aαℓ∂
′′
ℓ , 1 ≤ α ≤ n.
Here Aαβ, Bmℓ, aαℓ are complex-valued functions and bmℓ are real-valued. They all vanish at
the origin. Define A = (A,B, a, b) and assume that
|(A,B, a, b)| < 1/C0.
Then Zα, Zα := Zα, and Xm are pointwise C-linearly independent. Set
Aαβ := Aαβ, Bmβ := Bmβ , aαℓ := aαℓ.
The Lie brackets of the adapted frame are
[Zα, Zβ] = (ZαAβγ − ZβAαγ)∂γ + (Zαaβℓ − Zβaαℓ)∂
′′
ℓ ,
[Xm, Xm′] = 2Re{(XmBm′γ −Xm′Bmγ)∂γ}+ (Xmbm′ℓ −Xm′bmℓ)∂
′′
ℓ ,
[Zα, Xm] = [Zα, Xm]
′ mod Zγ ,
with
[Zα, Xm]
′ := (ZαBmγ −XmAαγ − AβγZαBmβ)∂γ
+ (Zαbmℓ −Xmaαℓ − aβℓZαBmβ)∂
′′
ℓ .
To find equations for S + S to be Levi-flat, we compute Levi-forms
[Zα, Zβ] = ZαAβγ∂γ − ZβAαγ∂γ + (Zαaβℓ − Zβaαℓ)∂
′′
ℓ .
Define the matrix
R := (I −AA)−1 − I, R = (Rαβ), R = (Rαβ), U := I +R.
Let us substitute ∂α and ∂α by using
∂α = Zα −AαβZβ − aαℓ∂
′′
ℓ +RαβZβ −RαβAβγZγ
− (Rαβaβℓ − UαβAβµaµℓ)∂
′′
ℓ .
Write [Xα, Xβ] = Lℓ;αβ∂
′′
ℓ mod (Zγ, Zµ) with Levi forms (Lℓ;αβ)1≤α,β≤n being defined by
Lℓ;αβ := Zαaβℓ − Zβaαℓ + ZαAβγUγδ(Aδνaνℓ − aδℓ)(7.1)
− ZβAαγUγδ(Aδνaνℓ − aδℓ), 1 ≤ α, β ≤ n.
Then the integrability conditions are equivalent to
(7.2) [Zα, Zβ] = 0, [Xm, Xm′] = 0, [Zα, Xm]
′ = 0, Lℓ;αβ = 0.
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We now introduce some differential forms by using the adapted frame. On Cn and Rm
we introduce the following (0, 1) and 1 forms
Aβ = Aαβdzα, aℓ = aαℓdzα,
Bβ = Bmβdtm, bℓ = bmℓdtm,
Bβ = Aβ +Bβ, bℓ = aℓ + aℓ + bℓ.(7.3)
For a function f in RN , we denote by ∂f = ∂αfdzα and dtf = ∂
′
mfdtm. Recall that ∂z,ξu
stands for first-order derivatives of u in Cn ×RL.
The conditions (7.2) are equivalent to
∂A = 〈(A, a), ∂z,ξA〉, ∂a = ∂a = 〈(A, a), ∂z,ξa〉,(7.4)
dtB = 〈(B, b), ∂z,ξB〉, dtb = 〈(B, b), ∂z,ξb〉,(7.5)
∂B + dtA = 〈(A, a), ∂z,ξB〉+ 〈(B, b), ∂z,ξA〉+ 〈A, ∂z,ξB + 〈(A, a), ∂z,ξB〉,(7.6)
∂b+ dta = 〈(A, a), ∂z,ξb〉+ 〈(B, b), ∂z,ξa〉+ 〈a, ∂z,ξB〉+ 〈a(A, a), ∂z,ξB〉,(7.7)
∂a + ∂a = 2Re
{
〈A, ∂z,ξa〉+ 〈P (R(A), A, a)(A, a), ∂z,ξA〉
}
.(7.8)
Recall that d = dt + ∂z + ∂z and D = dt + ∂z. Define
(7.9) A := (B, b), dA := (DB, db).
Thus we can rewrite the above conditions as
dA = 〈ψ(A)A, ∂z,ξA〉.(7.10)
Here ψ(A) are power series in the coefficients of A,A, which are convergent for |A| < 1/C
for some constant C > 1.
We consider a transformation
H : zˆ = z + f(z, t, ξ), tˆ = t, ξˆ = ξ + g(z, t, ξ)
with f(0) = 0, g(0) = 0, |∂f(0)| < 1 and |∂g(0)| < 1. Define ∂̂α = ∂zˆα, ∂̂
′
m = ∂tˆm , and
∂̂′′ℓ = ∂ξˆℓ , etc. Then
H∗Zα = (δαβ + (Aαγ∂γ + aαℓ∂
′′
ℓ )fβ)∂̂β + (∂αfβ + Aαβ + (Aαγ∂γ + aαℓ∂
′′
ℓ )fβ)∂̂β
+ (∂αgℓ + aαℓ + (Aαγ∂γ + aαℓ′∂
′′
ℓ′)gℓ)∂ˆ
′′
ℓ ,
H∗Xm = ∂ˆ
′
m + 2Re((∂
′
mfβ +Bmβ + (2Re(Bmγ∂γ) + bmℓ∂
′′
ℓ )fβ)∂ˆβ)
+ (∂′mgℓ + bmm′ + (2Re(Bmγ∂γ) + bmℓ′∂
′′
ℓ′)gℓ)∂ˆ
′′
ℓ .
Assume that
f(0) = 0, g(0) = 0, |∂f |+ |∂g| < 1/C0.
Then the new adapted frame for H∗S is Ẑα = ∂̂α + Âαβ∂ˆβ + âαℓ∂̂
′′
ℓ and X̂
′
m = ∂̂
′
m +
2Re(B̂mβ∂̂β) + b̂mℓ∂̂
′′
ℓ . Their coefficients are determined as follows. We have
X̂m = H∗Xm, CαβẐβ = H∗Zα
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with Cαβ ◦H = δαβ + (Aαγ∂γ + aαℓ∂
′′
ℓ )fβ. Also
Cαβ ◦H = δαβ + (Aαγ∂γ + aαℓ∂
′′
ℓ )fβ,
(CαγAˆγβ) ◦H = ∂αfβ + Aαβ + (Aαγ∂γ + aαℓ∂
′′
ℓ )fβ,
(Cαγaˆγℓ) ◦H = ∂αgℓ + aαℓ + (Aαγ∂γ + aαm∂
′
m)gℓ,
Bˆmβ ◦H = ∂
′
mfβ +Bmβ + (2Re(Bmγ∂γ) + bmℓ∂
′′
ℓ )fβ,
bˆmℓ ◦H = ∂
′
mgℓ + bmℓ + (2Re(Bmγ∂γ) + bmℓ′∂
′′
ℓ′)gℓ.
By an abuse of notation, define
Âβ ◦H = Âαβ ◦Hdzα + B̂mβ ◦Hdtm,
bˆℓ ◦H = 2Re{aˆαℓ ◦Hdzα}+ bˆmℓ ◦Hdtm.
Thus, H transforms {Zγ, Xm} into the span of {∂̂δ, ∂̂
′
m′} if and only if Âβ, B̂β, aˆℓ, and bˆℓ are
zero, i.e.
Df + B + 〈(B, b), ∂z,tf〉 = 0,(7.11)
dg + b+ 〈(B, b), ∂z,tg〉 = 0.(7.12)
When Â = (B, b) is non-zero, we have, for d defined by (7.9),
(CÂ) ◦H = dh+A+ 〈A, ∂z,th〉, h := (f, g), CÂ = (CB̂, bˆ).(7.13)
As in Webster [31], we apply homotopy formulae. In our case, we apply the (approximate)
Poincare´ lemma and the Koppelman-Leray formula for forms of degree 1 and (0, 1) to find
approximate solutions to (7.11)-(7.12). We will then use the compatibility conditions (7.4)-
(7.8) and two homotopy formulae to verify that the solutions f and g are indeed good
approximate solutions to (7.11)-(7.12).
Set Dρ = B
2n
ρ × B
M
ρ × B
L
ρ . Recall that D = d
0 + ∂ is defined in Cn ×RM and d is the
standard real differential in Cn ×RM . We have homotopy formulae
ϕq = DTB2nρ ×BMρ ϕq + TB2nρ ×BMρ Dϕ(0,q), q > 0,
ψq = dRB2nρ ×BMρ ψq +RB2nρ ×BMρ dψq, q > 0.
where Tρ is defined by (5.6), and Rρ is defined by (5.1) in which R
M , Bρ are replaced by
Cn×RM , B2nρ ×B
M
ρ respectively. Define Tρ(B, b) := (TBρ×B′ρB, RBρ×B′ρb). Thus we have the
homotopy formula
A = dTρA+ TρdA.
To find approximate solutions to (7.11)-(7.12), we take
h = −TρA+ (TρA)(0).(7.14)
Note that g is real-valued, as required. By (7.10), formally, we obtain |Â|. |A|2. However,
the argument cannot be repeated infinitely many times as Aˆ in (7.13) is less smooth than A
because of no gain in derivative from the estimate of TρA.
Instead, we use a smoothing operator Sτ in (z, t, ξ) variables on Dρ, and take
H(z, t, ξ) = (z + fτ (z, t, ξ), t, ξ + gτ (z, t, ξ)),(7.15)
hτ = (fτ , gτ ) := −SτTρA+ SτTρA(0).(7.16)
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On shrinking domains Dρ1 , we have
[Sτ ,d] = 0.
As in [31], we apply the homotopy formula, a second time, to write dTρA as A−TρdA. We
obtain
A+ dhτ = A− dSτTρA = A− SτdTρA
= (I − Sτ )A+ SτTρdA.
Now equation (7.13) for Â is changed to
(CÂ) ◦H = A+ dhτ + 〈A, ∂hτ 〉 = I1 + I2 + I3(7.17)
where CÂ = (CB̂, bˆ) and
I1 = (I − Sτ )A, I2 = SτTρdA, I3 = 〈A, ∂SτTρA〉.(7.18)
We introduce
C ◦H − I = I4, I4 = 〈A, ∂SτA〉.(7.19)
Here I4,αβ = −(Aαγ∂γ +Bαℓ∂
′′
ℓ )Sτ (PρA)β. We also have
dA = 〈ψ(A)A, ∂A〉.(7.20)
Notice that all Ii have the smoothing operator Sτ . And I4 will be estimated as I3 because
they have the same form. The I1 will dictate the regularity result when we apply the iteration
method.
8. The proof for a family of complex Frobenius structures
In this section, we prove the general version of our theorem. Recall that the proofs in
section 6 rely on gaining one full derivative in the Koppelman-Leray homotopy formula.
Such a gain does not exist in the general case. Thus in an iteration procedure, we need to
apply the Nash-Moser smoothing methods. By using smoothing operators, we will also be
able to get rid of the extra one derivative required in the non-parametric variables, i.e., we
will consider complex Frobenius structures of class Cr,s requiring r ≥ s and r > 1, instead of
r > s+ 1.
Besides the more elaborated use of homotopy formula, we will also need to use the inter-
polation of Ho¨lder norms to estimate the norms for new complex Frobenius structures and
to obtain rapid convergence in higher order derivatives via the rapid convergence in lower
order derivatives. Note that the interpolation is avoided in the rapid KAM arguments in
section 6.
We first recall estimates for smoothing operator
‖Sτf‖D,b ≤ Cb−aτ
a−b‖f‖D′,a, 0 ≤ b− a <∞;(8.1)
‖f − Sτf‖D,a ≤ Ca−bτ
b−a‖f‖D′,b, 0 ≤ b− a ≤ m0.(8.2)
Here Sτ depends on m0 ∈ N. See Moser [23], where the above inequalities were stated
and proved for integers a, b. The general case of real numbers a, b was derived in [11] by
interpolation in Ho¨lder norms for domains of the cone property.
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For the Ho¨lder spaces with parameter, we will use the same smoothing operator. The
approximation is subtle and we derive it in full details. Fix a positive integer L. There
exists a smooth function ϕ in RN0 with compact support in the unit ball such that
(8.3)
∫
P (x)ψ(x) dx = P (0),
where P is a polynomial of degree at most L; see Moser [23]. The smoothing operator for
functions f with compact support is
Sτf = ψτ ∗ f, ψτ = τ
−N0ψ(τx), τ > 0.
It will be convenient to use Seeley extension operator [29] to extend {fλ : 0 ≤ t ≤ 1} to a
larger family defined for λ in a larger interval, say I˜ = [−1, 2]. Let us recall the extension.
Seeley [29] showed that there are numerical sequences {ak}
∞
k=0, {bk}
∞
k=0 so that (i) bk < 0 and
bk → −∞, (−1)
kak > 0, (ii)
∑∞
k=0 |ak| · |bk|
n <∞ for n = 0, 1, 2, . . ., (iii)
∑∞
k=0 ak(bk)
n = 1
for n = 0, 1, 2, . . .. When fλ = 0 for t ≥ 1/2, we can define the extension
(8.4) (Esf)(y) =
∞∑
k=0
akφ(bks)f
bks(y), s ≤ 0.
Here φ is a C∞ function satisfying φ(λ) = 1 for λ < 1 and φ(λ) = 0 for λ > 2. For a
differential form f , we define Ef by extending coefficients of f via E. Using a partition of
unity on [0, 1], we obtain an extension E : C0([0, 1]) → C00((−1, 2)). Applying the extension
to the parameter λ, we define function {Eλf} ∈ C0,0(D) for λ ∈ [−1, 2]. Furthermore,
|{Eλf}|r,s ≤ Cr,s|f |r,s,
where Cr,s depends on r and C
r coordinate charts mapping ∂D into the half-space, and D is
independent of λ. In our applications, D is a ball in a Euclidean space of which the radius
is bounded between two fixed positive numbers. Therefore, Cr,s depends only on r, s.
We will use two smoothing operators. The first smoothing operator is Sτ , applied to all
variables (y, λ). This is suitable for functions in Cr,s for r = s. When r > s, we will use a
partial smoothing operator Sτ , by smoothing in variables y ∈ D. Let us exam the effects of
partial smoothing operator, which is still denoted by Sτ , using (8.1)-(8.4). For real numbers
a, b and s, define
ds(a, b) = d˜s(a, b) = b− a, s ∈ N;
ds(a, b) = min(b− a, [b]− [a]), d˜s(a, b) = max(b− a, [b]− [a]), s 6∈ N.
When s is not an integer, ds(a, b) > 0 if and only if [b] > [a]. Furthermore, if {r} ≥ {s},
then
ds(a, b) > 1⇔ b > a + 1 and s ∈ N, or [b] ≥ [a] + 2.
The following is a basic property of partial smoothing operator.
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Proposition 8.1. Let D ⊂ D′ be domains in RN . Suppose that D has the cone property.
Let 0 < τ < min{1, dist(D, ∂D′)}. Then
|Sτf |D;b,s ≤ Cb−aτ
−d˜s(a,b)|f |D′;a,s, 0 ≤ a ≤ b <∞,(8.5)
|f − Sτf |D;a,s ≤ Cb−aτ
ds(a,b)|f |D′;b,s, 0 ≤ a ≤ b < a +m0,(8.6)
‖Sτf‖D;b,s ≤ Cb−aτ
−d˜s(a,b)‖f‖D′;a,s, 0 ≤ s ≤ a ≤ b <∞,(8.7)
‖f − Sτf‖D;a,s ≤ Cb−aτ
ds(a,b)‖f‖D′;b,s, 0 ≤ s ≤ a ≤ b < a+m0.(8.8)
Here Ca depends on two constants C
∗
1 , C
∗
2 in the cone property of D and bounded from above
by an upper bound of a.
Proof. It suffices to verify the inequalities for 0 ≤ a < 1 and 0 ≤ s < 1, since
ds(a, b) = ds−n(a, b) = ds(a−m, b−m), d˜s(a, b) = d˜s−n(a, b) = d˜s(a−m, b−m),
for integers m,n. Let ∂k be a derivative in y ∈ D′ of order k. Let ∂λ be the partial derivative
in parameter λ. We have ∂kSτf
λ = Sτ∂
kfλ and ∂λSτf
λ = Sτ∂λf
λ on shrinking domain
D′ × [0, 1].
(i) Recall from (8.3) that there is a smooth function χ with support in |y| < 1/2 so that
(8.9)
∫
χ(y) dy = 1,
∫
χ(y)yI dy = 0, 0 < |I| ≤ m0 + 1.
Let χτ (y) = τ
−nχ(τ−1y). We have Sτf
λ = fλ ∗ χτ . Thus ‖{Sτf
λ}‖D;a,s ≤ C‖f‖D′;a,s. We
have ∂kSτf
λ = fλ ∗ ∂kχτ . Since
τ < τ0 := min{1, dist(D, ∂D
′)},
we have
|∂k(χτ (y))| ≤ Ckτ
−k−n
∑
|I|≤k
|(∂Iχ)(τ−1y)|.
This shows that |Sτf |D;a+k,s ≤ Ckτ
−k|f |D′;a,s, which also gives us the first inequality when
a, b are an integer. For k − 1 < b < k, we write b = a+ θk and obtain
|Sτf |D;b,[s] ≤ Cb|Sτf |
1−θ
D′;a,[s]|Sτf |
θ
D′;a+k,[s] ≤ C
′
bτ
a−b|f |D′;a,[s].
When {s} > 0, we have for [b] = [a] + θ([b]− [a])∣∣∣∣∣∂[s]λ′ Sτfλ
′
− ∂
[s]
λ Sτf
λ
|λ′ − λ|{s}
∣∣∣∣∣
D;[b]
≤ Cb|Sτf |
1−θ
D′;[a],s|Sτf |
θ
D′;[a]+k,s ≤ C
′
bτ
[a]−[b]|f |D′;a,s.
(ii) Let k ≤ b < k + 1. Let y ∈ D. Let P λk (y, y
′) be the Taylor polynomial of fλ of degree
k about y so that
|∂
[s]
λ f
λ(y + y′)− ∂
[s]
λ P
λ
k (y, y
′)| ≤ Cb|f |D′;b,[s]|y
′|b, |y′| < τ0.
By (8.9),
∫
P λk (y, y
′)χ(y′) dy′ = fλ(y). We have
Sτf
λ(y) = fλ(y) +
∫
{fλ(y − τy′)− P λk (y,−τy
′)}χ(y′) dy′
= fλ(y) + Iλ(y).
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We have |fλ(y + τy′)− P λk (y, τy
′)| ≤ Cb|f |D′;b,[s]‖τy
′‖b for |τy′| < τ0. Therefore
|Iλ(y)| ≤ Cbτ
b|f |D′;b,[s]
∫
|y|<1/2
|y|b|χ(y)| dy ≤ C ′bτ
b|f |D′;b,[s].
This completes the proof of the second inequality when a = 0. For 0 < a < 1, we have∣∣∣∂[s]λ fλ − ∂[s]λ Sτfλ∣∣∣
D;a
≤ Cb
∣∣∣∂[s]λ fλ − ∂[s]λ Sτfλ∣∣∣ b−ab
D;0
∣∣∣∂[s]λ fλ − ∂[s]λ Sτfλ∣∣∣ab
D;b
≤ C ′b(τ
b|f |D′;b,[s])
b−a
b ‖f‖
a
b
D′;b,[s].
We can also estimate the Ho¨lder ratio in t as in (i). This completes the proof. 
Remark 8.2. The cone property is used only for interpolation. Thus Proposition 8.1 hold
for integral a, b without the cone property ofD. We will use (8.5) and (8.8) only for b−a = 1,
in which case d˜s(a, b) = 1.
The following is the main ingredient in the Nash-Moser iteration procedure. Another
ingredient is the interpolation inequality. As in Gong-Webster [11], it is useful to adjust the
parameters for iteration to avoid unnecessary loss of regularity.
Proposition 8.3. Let κ0, κ, d be numbers bigger than 1. Suppose that
(8.10) (κ− 1)d > 1.
Let P, P0 be polynomials of non-negative coefficients. Let Kj be a sequence of numbers
satisfying
0 ≤ Kj ≤ e
P (j)
for j ≥ 0. Let Lˆ0 ≥ 0. Suppose that κ∗, d∗ satisfy
(8.11) d > d∗κ∗, d∗ > 1, κ0 > κ∗ ≥ 1, d∗(κ− κ∗) > 1.
Let τj+1 = τ
d∗
j for j ≥ 0. There exist positive numbers aˆ0, τˆ0 in (0, 1), which depend only
on Lˆ0, κ, κ0, κ∗, d, d∗, P and P0 so that if 0 < τ0 ≤ τˆ0 then τj ≤ e
−P0(j), and furthermore if
0 ≤ L0 ≤ Lˆ0, 0 ≤ a0 ≤ aˆ0 and aj, Lj are two sequences of nonnegative numbers satisfying
aj+1 ≤ Kj(τ
d
j Lj + a
κ0
j Lj + τ
−1
j a
κ
j ), j ≥ 0,(8.12)
Lj+1 ≤ Kj(1 + τ
−1
j aj)Lj , j ≥ 0,(8.13)
then for j ≥ 0 and P1(j) = j + P (1) + · · ·+ P (j), we have
(8.14) aj ≤ τ
κ∗
j , Lj+1 ≤ L0e
P1(j).
Remark 8.4. Condition (8.10) ensures the existence of κ∗, d∗ that satisfy (8.11).
Proof. Suppose that 0 < τ0 < 1. By the definition of τj , τj = τ
dj∗
0 . By Lemma 6.2, we have
τκ∗−1j ≤ 1, τj ≤ e
−P0(j),
when τ0 ≤ τˆ0. Here τˆ0 depends on P0. Suppose that we can verify the first inequality in
(8.14). From (8.13) we also have
Lj+1 ≤ 2KjLj ≤ e
1+P (j)Lj ≤ e
P1(j)L0.
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This shows the second inequality in (8.14). For the first inequality, we get a0 ≤ τ
κ∗
0 by
requiring aˆ0 ≤ r
κ∗
0 . By (8.12) we deduce
τ−κ∗j+1 aj+1 ≤ τ
−κ∗d∗
j
{
L0e
P (j)+P1(j)(τdj + τ
κ0d∗
j ) + e
P (j)τκd∗−1j
}
.
For the three components of τj , we have d−κ∗d∗ > 0, (κ0−κ∗)d∗ > 0, and κd∗− 1−κ∗d∗ =
d∗(κ − κ∗) − 1 > 0. This shows that τ
κ−κ∗d∗
j , τ
(κ0−κ∗)d∗
j , and τ
(κ−κ∗)d∗−1
j converge to zero
rapidly. By (6.2), we have
τ−κ∗d∗j
{
L0e
P (j)+P1(j)(τdj + τ
κ0d∗
j ) + e
P (j)τκd∗−1j
}
≤ 1,
which is achieved by choosing τˆ0 that depends on κ0, κ, κ∗, d, d∗, Lˆ0, P, κ0, as well as P0
indicated early. Note that aˆ0 also depends on τˆ0. We have proved that τ
−k∗
j+1 aj+1 ≤ 1. 
Let us restate Theorem 1.3 here. We also organize the statements in the order of the
proof. Recall that r, s must satisfy (2.3).
Theorem 8.5. Let {Sλ} ∈ Cr,s be as in Theorem 1.3. Then we can find {F λ} ∈ C1,0 satisfies
the assertion in Theorem 1.3. Furthermore, we have
(i) {F λ} ∈ Cr−,s(U), provided r > s+ 2 ∈ N.
(ii) {F λ} ∈ C∞,s(U), provided r =∞, and s ∈ [1,∞].
(iii) {F λ} ∈ Cr−,s−(U), provided r ≥ s+ 3 ≥ 4 and {r} ≥ {s} > 0.
(iv) {F λ} ∈ Cr−,r−(U), provided r = s > 1.
(v) {F λ} ∈ Cr−,0(U), provided r > 1.
Proof. For the first three parts we will not apply the Nash-Moser smoothing operator to the
parameter λ. The integrability condition (8.16) already involves a derivative in x ∈ RN .
Therefore, for the iteration method to work we requires that {Sλ} ∈ Cr,s with r ≥ s+ 1.
(i) Let us recall the approximation for a change of coordinates described at the end of
section 7. Recall that A is defined by (7.9) and (7.3) for the adapted frame of S. Applying
the transformation H defined by H = I + hτ in (7.15)-(7.16), we obtain a new complex
Frobenius structure Ŝ = H∗S of which the corresponding Â has the form
(CÂ) ◦H = I1 + I2 + I3.(8.15)
Recall from (7.18) that CÂ = (CB̂, bˆ) and
I1 = (I − Sτ )A, I2 = SτTρdA, I3 = 〈A, ∂SτTρA〉.
By (7.19), the matrix C satisfies
I4 := C ◦H − I = 〈A, ∂SτTρA〉.
By (7.20), the integrability condition has the form
dA = 〈ψ(A)A, ∂A〉.(8.16)
The estimates for I4 and I3 will be identical. By (8.15), we obtain
Â ◦H = (I + I4)
−1(I1 + I2 + I3).
We first assume that
∞ > r ≥ s+ 1, {r} ≥ {s}.
In what follows, we assume that
(8.17) ‖A‖ρ;s+1,s ≤ K
−1
0 (s, θ)τ.
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Here K0(r0, θ) := 2K(r0 + 2, θ) ·
CN
θ
, which is analogous to (6.24). The factor τ is needed in
reflecting the need of applying Nash-Moser smoothing operator. We need to derive estimates
on shrinking domains. Set
ρ˜i = (1− θ)
iρ, i = 1, 2, 3.
To apply estimates for Sτ , we assume that
(8.18) 0 < τ < ρθ/C0.
By estimate (5.14) on Dρ˜1 for the homotopy formulae and estimate on Dρ˜2 for Sτ , we obtain
(8.19) |SτTρA|ρ˜2;ℓ,a ≤ K(ℓ+ 1)|A|ρ;ℓ,a.
Therefore, we have
‖I1‖ρ˜1;0,0. ‖A‖ρ;0,0, ‖Ii‖ρ˜2;0,0 ≤ K(1)‖A‖ρ;0,0‖A‖ρ;1,0, 2 ≤ i ≤ 4.
Note that |I4|ρ˜2;0,0 ≤ 1/(2N) and |Ii|ρ˜2;0,0 ≤ 1. Applying the product rule in Lemma 3.1, we
obtain
‖Â ◦H‖ρ˜2;r,s = ‖(I + I4)
−1(I1 + I2 + I3)‖ρ˜2;r,s
.
3∑
i=1
‖Ii‖ρ˜2;r,s + ‖Ii‖ρ˜2;b,s|I4|ρ˜2;0,0 + ‖Ii‖ρ˜2;0,0‖I4‖ρ˜2;r,s
+
3∑
i=1
‖Ii‖ρ˜2;0,0Qρ˜2,ρ˜2;r,s(I4, I4) +Qρ˜2,ρ˜2;r,s(Ii, I4)
.
4∑
i=1
‖Ii‖ρ˜2;r,s +Qρ˜2,ρ˜2;r,s(Ii, I4).
Recall that h = −SτTρA+ SτTρA(0). By (8.19),
(8.20) |h|ρ˜2;ℓ,a ≤ 2K(ℓ+ 1)|A|ρ;ℓ,a.
Then (8.17) and (8.20) imply
(8.21) ‖h‖ρ˜2;s+1,s ≤ θ/CN .
To simplify notation, let A˜ = Â ◦H . Write Â = A˜ ◦H−1. By (8.21) we can apply (3.2),
and by (8.20) we get from (3.2)
‖Â‖ρ˜3;r,s ≤ Cr
{
‖A˜‖ρ˜2;r,s + |A˜|ρ˜2;1,s∗‖A‖ρ˜2;r,s + ‖A˜‖ρ˜2;s+1,s‖A‖ρ˜2;r,s∗(8.22)
+‖A˜‖ρ˜2;1,0‖A‖ρ˜2;s+1,s ⊙ ‖A‖ρ˜2;r,s∗ + ‖A˜‖ρ˜2;r,s∗ ⊙ ‖A‖ρ˜2;s+1,s
}
.
We need to estimate A˜ = (I + I4)
−1(I1 + I2 + I3) by the product rule. By the properties
of the smoothing operator, we get
‖I1‖ρ˜1;ℓ,s. τ
ds(b,ℓ)‖A‖b,s, s ≤ ℓ ≤ b < ℓ+m0,(8.23)
‖I1‖ρ˜1;b,s. ‖A‖b,s, s ≤ b <∞.(8.24)
Here and in what follows, we write ‖A‖a,b = ‖A‖ρ;a,b and |A|a,b = |A|ρ;a,b for simplicity. By
(8.5) and (8.7), we have
|I4|ρ˜2;ℓ,a = |〈A, ∂SτTρA〉|ρ˜2;ℓ,a ≤ K(ℓ)τ
−1(|A|ℓ,a|A|0,0 + |A|ℓ,0|A|0,a).
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Recall that Q̂b,s(A,A) = ‖A‖b,s‖A‖0,0 +Qb,s(A,A). Since I3 has the same form as I4, then
we have verified for i = 3, 4
‖Ii‖ρ˜2;r,s ≤ K(r + 2)τ
−1(‖A‖r,s|A|0,0 + |A|r,0 ⊙ |A|0,s)
‖Ii‖ρ˜2;s+1,s ≤ K(s + 2)‖A‖s+1,s.
Here the second inequality follows from the first one and |A|s+1,s ≤ K
−1
0 (1)τ by (8.17).
The estimates for I2 need the integrality condition dA = 〈ψ(A)A, ∂A〉. By (6.15) the
latter gives us
|I2|ρ˜2;ℓ,a = |SτTρdA|ρ˜2;ℓ,a ≤ K(ℓ)τ
−1|TρdA|ρ˜1;ℓ−1,a(8.25)
≤ K(ℓ)τ−1
{
|A|ℓ−1,a|A|1,0 + |A|0,0|A|ℓ,a
+ |A|ℓ−1,0 ⊙ |A|1,a + |A|0,a ⊙ |A|ℓ,0
}
≤ K(ℓ)τ−1(|A|ℓ,a|A|0,0 + |A|ℓ,0 ⊙A|0,a), ℓ ∈ [1,∞),
|I2|ρ˜2;0,s ≤ K(1)(|A|1,s|A|0,0 + |A|0,s|A|1,0).
In particular, with ‖A‖s+1,s ≤ τ we have
‖I2‖ρ˜2;s+1,s ≤ K(s+ 1)‖A‖s+1,s.
Since [r] ≥ [s] + 1, from (8.25) we conclude
‖I2‖ρ˜2;r,s ≤ K(r)τ
−1(‖A‖r,s|A|0,0 + |A|r,0 ⊙ |A|0,s).
Since |Ii|ρ˜2;0 ≤ 1/2 and A˜ = (I + I4)
−1(I1 + I2 + I3), we have
‖A˜‖ρ˜2;r,s.
4∑
i=1
‖Ii‖ρ˜2;r,s +
4∑
i=1
(‖Ii‖ρ˜2;0,s‖I4|ρ˜2;r,0 + ‖I4‖ρ˜2;0,s‖Ii|ρ˜2;r,0)(8.26)
. ‖I1‖ρ˜2;r,s +K(r + 1)τ
−1(‖A‖r,s|A|0,0 + |A|r,0 ⊙ |A|0,s).
Using |Ii|ρ˜2;s+1,s ≤ K(s+ 2)‖A‖s+1,s and (8.24), we obtain its first consequence
‖A˜‖ρ˜2;r,s ≤ K(r + 1)‖A‖r,s.(8.27)
By (8.22), we immediately obtain
‖Â‖ρ˜3;r,s ≤ K(r + 1)‖A‖r,s.
We can also take b = s + 1 in (8.22) and use (8.27) to simplify all quadratic terms on the
right-hand side of (8.22). We conclude
‖A‖ρ˜3;s+1,s ≤ Cr‖A˜‖ρ1;s+1,s +K(s+ 2)‖A‖
2
s+1,s.
To improve it, we use (8.26) again by taking b = s+1. We now use (8.23) in which ℓ = s+1
to achieve
‖Â‖ρ˜3;s+1,s ≤ Crτ
ds(r,s+1)‖A‖r,s +K(s+ 2)τ
−1‖A‖2s+1,s.(8.28)
We have derived necessary estimates. We will use (8.28) to get rapid convergence in Cs+1,s
norms, while (8.27) is for controlling the high order derivative in linear growth. This allows
us to achieve rapid convergence for intermediate derivatives via interpolation.
Assume now that d := ds(r, s+ 1) > 1, and s is a positive integer.
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We briefly recall part of the proof of Proposition 1.2 for nesting domains. We need to
find a sequence of transformations Fj so that F˜
λ
i := F
λ
i ◦ · · · ◦ F
λ
0 converges to F˜
λ
∞, while
Sλi+1 := (F˜
λ
i )∗S
λ
i , with S
λ
0 being the original structure, converges to the standard complex
Frobenius structure in RN . Set for i = 0, 1, . . .
ρi =
1
2
+
1
2(i+ 1)
, ρi+1 = (1− θi)
3ρi.
Thus, we take 1− θ∗k = (1− θk)
3 in Lemma 3.4. Let ρ∞ = limi→∞ ρi. Recall that
Dρ = B
2n
ρ × B
M
ρ × B
L
ρ .
We have for ρ0/2 < ρ < 2ρ0
(8.29) Hi : D(1−θi)ρ → Dρ, H
−1
i : D(1−θi)2ρ → D(1−θi)ρ
provided τi satisfies (8.18), and (8.17) holds for Ai, i.e.
τi ≤ ρiθi/C0,(8.30)
‖Ai‖ρi;s+1,s ≤ K
−1
0 (s+ 2, θi)τi, K0(s+ 2, θi) :=
4K(s+ 2, θi)
(ρiθi)s+2
.(8.31)
Then (8.27) and (8.28) take the form
‖Ai+1‖ρi+1;s+1,s ≤ K(s+ 2, θi)(τ
d
i ‖Ai‖ρi;r,s + τ
−1
i ‖Ai‖
2
ρi;s+1,s
),(8.32)
‖Ai+1‖ρi+1;r,s ≤ K(r + 1, θi)‖Ai‖ρi;r,s.(8.33)
We want to apply Proposition 8.3 in which ai = ‖Ai‖ρi;s+1,s and Li = ‖Ai‖ρi;r,s. Obviously,
there are polynomials P, P0 satisfying
K(r, θi) ≤ e
P (i), K0(s+ 2, θi) ≤ e
P0(i).
Applying Proposition 8.3 to (8.32)-(8.33), we find d∗ > 1, 0 < τ0 = τˆ0 < 1 such that for
τj+1 = τ
d∗
j , we have
‖Ai‖ρi;s+1,s ≤ τ
κ∗
i ≤ K
−1
0 (s+ 2, θi)τi(8.34)
for some κ∗ > 1, provided we have
(8.35) ‖A0‖ρ0;s+1,s ≤ aˆ0.
Here aˆ0 and τˆ0 are fixed now and they depend only on the polynomials P , P0, and d. We
have achieved (8.35) in (2.4) via an initial normalization and a dilation. Therefore, we have
achieved (8.34) for all i. By (8.20), (8.33) and Lemma 6.2, we know that ‖hi‖ρi;r,s has linear
growth, i.e.
‖hi‖ρ∞;r,s ≤ e
Pr(i)
for some polynomial Pr. By (8.20) and (8.34), we have
‖hi‖ρ∞;s+1,s ≤ K(s + 2, θi)τ
κi
i .
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We know consider the convergence of h˜λi := H˜
λ
i − H˜
λ
i−1 = hi ◦ H˜
λ
i−1. We have
‖{hii ◦H
λ
i−1 ◦ · · · ◦H
λ
0 }‖ 1
2
ρ∞;r,s ≤ C
i+1
r
{
‖hi‖ρi;r,s
+|hi|ρi;1,0
∑
j≤k<i
‖hj‖ρj ;s+1,s ⊙ ‖hk‖ρk;r,s∗ + |hi|ρi;1,s∗
∑
j<i
‖hj‖ρj ;r,s
+
∑
j<i
{
‖hi‖ρi;s+1,s ⊙ ‖hj‖ρj ;r,s∗ + ‖hj‖ρj ;s+1,s ⊙ ‖hi‖ρi+1;r,s∗
}}
.
This shows that ‖h˜i‖ρ∞/2;r,s has linear growth. The above formula also holds when r = s+1.
Then we see that ‖h˜i‖ρ∞/2;s+1,s converges rapidly. We now consider intermediate Ho¨lder
estimates. Assume that s+ 1 < ℓ < r. By interpolation in x variables, we have
|h˜i|ρ∞/2;ℓ−i,i ≤ Cr|h˜i|
θ
ρ∞/2;s+1−i,i|h˜i|
1−θ
ρ∞/2;r−i,i
for positive numbers θ = r−ℓ
r−s−1
. This shows that H˜λi converges in C
ℓ,s norm for any ℓ < r.
That H˜λi converges to a C
1,0 diffeomorphism can be proved in a way similar to the proof of
Proposition 1.2.
(ii) Assume that r = ∞ > s. We first apply the above arguments to r = s + 3. This
gives us the rapid convergence of ‖h˜i‖ρi;s+1,s. We also apply the above estimates to any finite
r = s + ℓ for any integer ℓ ≥ 3. Then ‖h˜i‖ρ∞/2;r,s has linear growth. By interpolation in x
variables as before, we get rapid convergence of ‖h˜i‖ρ∞/2;[s]+ℓ−1,s for ℓ = 3, 4, . . . .
We remark that the case r = s =∞ needs to be treated differently as (8.26) is too weak
to conclude that ‖Ai‖ρ∞;r,s has linear growth as we cannot have (8.17) for all s. Therefore,
we will treat the case in (iv).
(iii) Assume that s is finite. Since
d[s](r, [s] + 1) > 1,
we can apply the above arguments in the first case to get rapid convergence of h˜i in C
r′,[s]
norm for any r′ < r. Since h˜i has linear growth in C
r,s norm. By interpolation in t variable
|h˜i|ρ∞/2;[r]−i,i+β ≤ Cr|h˜i|
1−β/{s}
ρ∞/2;[r]−i,i
|h˜i|
β/{s}
ρ∞/2;[r]−i,i+{s}
.
We obtain the rapid convergence of |h˜i|ρ∞/2;[r]−j,j+β for any β < {s}.
(iv) We consider the case with ∞ ≥ r = s > 1. We will apply smoothing operator in
all variables, including the parameter λ. This requires us to re-investigate the use of the
homotopy formula. Recall that Dρ = B
2n
ρ × B
M
ρ × B
L
ρ and ρ˜i = (1 − θ)
iρ. We will assume
that 1/4 < ρ < 4. Set |u|ρ;a = |u|Dρ;a and |A|ρ;a = |A|a.
We first assume that r is finite. We use a smoothing operator Sτ in (z, t, ξ, λ) variables on
Dρ× (−1, 2). We first apply the Seeley extension operator E in parameter λ and then Sτ to
define
hτ = (fτ , gτ ) := −SτETρA+ SτETρA(0).
On shrinking domains Dρ˜1 × [0, 1], we have
[Sτ ,d] = 0, [E,d] = 0.
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The vanishing of last commutator follows from the linearity of the Seeley extension (8.4)
which is applied in the λ variable. We obtain for 0 ≤ λ ≤ 1
A+ dhτ = A− dSτETρA = A− SτEdTρA = A− SτEA+ SτETρdA
= (I − Sτ )EA+ SτETρdA.
Here the last identity is obtained by the homotopy formula and Eλuλ = uλ for 0 ≤ λ ≤ 1.
We now express
(CÂ) ◦H = A+ dhτ + 〈A, ∂hτ 〉 = I1 + I2 + I3(8.36)
where CÂ = (CB̂, bˆ) and Ii are now given by
I1 = (I − Sτ )EA, I2 = SτETρdA, I3 = 〈A, ∂SτETρA〉,
C ◦H − I = I4, I4 = 〈A, ∂SτETρA〉.
Here I4,αβ = −(Aαγ∂γ + Bαℓ∂
′′
ℓ )SτE(TρA)β. Each Ii contains the extension and smoothing
operators. By (7.20), the integrability condition has the form
dAλ = 〈ψ(Aλ)Aλ, ∂Aλ〉, 0 ≤ λ ≤ 1.
We will use
Â ◦H = (I + I4)
−1(I1 + I2 + I3).
From (8.4), we know that the extension E does not depend on the domain Dρ. Thus we
have |Eu|r ≤ Cr|u|ρ;r, where |Eu|r is computed on R
N × (−1, 2) and Cr does not depend
on shrinking domains. Although the extension operator does not preserve the integrability
condition when λ is outside [0, 1], we still have
|EPρdA|ρ˜1;a ≤ Ca|PρdA|ρ˜1;a ≤ Ca(ρθ)
−a|〈ψ(Aλ)Aλ, ∂Aλ〉|ρ;a.
This suffices our proof. The reader is also referred to Nijenhuis and Woolf [27] where inte-
grability condition is relaxed to differential inequalities.
The rest of the proof is much simpler. We can simplify the iteration procedure. In a
simpler way we will establish the rapid convergence in the C0 norms. This will avoid loss of
regularity.
Set |A|r = |A|ρ;r. Let us start with
|I1|ρ˜2;0. τ
r|A|r, |I1|ρ˜2;r. |A|r.
Applying estimates (5.2) and (5.13) for the homotopy formulae, we get
|I2|ρ˜3;0 = |SτETρdA|ρ˜3;0 ≤ K(1)|A|1|A|0 ≤ K(1)|A|
2− 1
r
0 |A|
1
r
r ,
where the last inequality is obtained by interpolation (A.1). We also have
|I2|ρ˜3;r. τ
−1|ETρdA|ρ˜2;r−1 ≤ K(r)τ
−1(|A|1|A|r−1 + |A|r|A|0)
≤ K(r)τ−1|A|r|A|0.
By (8.5) and (8.7), we have
|DSτETρA|ρ˜3;0 ≤ |SτETρA|ρ˜3;1 ≤ Cτ
−1|ETρA|ρ˜2;0 ≤ K(0)τ
−1|A|0,
|DSτETρA|ρ˜3;r ≤ |SτETρA|ρ˜3;r+1 ≤ K(r)τ
−1|A|r.
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Thus by (A.2), we get for i = 3, 4
|Ii|ρ˜3;0 ≤ C|〈A, DSτETρA〉|ρ˜3;0 ≤ K(1)τ
−1|A|20,
|Ii|ρ˜3;r ≤ Cr|〈A, DSτETρA〉|ρ˜3;r ≤ K(r)τ
−1|A|r|A|0.
Therefore,
|(CÂ) ◦H|ρ˜3;0 ≤ K(r)
(
τ r|A|r + |A|
2− 1
r
0 |A|
1
r
r + τ
−1|A|20
)
,(8.37)
|(CÂ) ◦H|ρ˜3;r ≤ K(r)
(
|A|r + τ
−1|A|0|A|r
)
.
Assume that r > 1. We first require that |Ii|ρ˜3;0 ≤ 1/CN . Thus we assume that
(8.38) τ−1|A|0 + |A|
2− 1
r
0 |A|
1
r
r ≤ 1/(CNK(1)).
By the product rule in Lemma 3.1, (8.37), and above estimates for Ii, we get
|Â ◦H|ρ˜3;0 ≤ K(r)
(
τ r|A|r + |A|
2− 1
r
0 |A|
1
r
r + τ
−1|A|20
)
,(8.39)
|Â ◦H|ρ˜3;r ≤ K(r)(|A|r + τ
−1|A|0|A|r) ≤ 2K(r)|A|r.
Thus h = H − I satisfies
|h|ρ˜2;m = |SτTρA|ρ˜2;m ≤ K(m)|A|ρ;m.(8.40)
Interpolating again, we have |A|1 ≤ Cr|A|
1− 1
r
0 |A|
1
r
r . Assume now that
(8.41) |A|
1− 1
r
0 |A|
1
r
r ≤ K
−1
0 (1)θ/CN
with K0(1) ≥ K(1). Then |h|ρ˜2;1 ≤ θ/CN , and by (A.20) we obtain
|H−1 − I|ρ˜3;1 ≤ 2|H − I|ρ˜2;1 ≤ K(1)|A|
1− 1
r
0 |A|
1
r
r ≤ 1/2.
By (6.33) and H−1 : Dρ˜4 → Dρ˜3 , we have
(8.42) |Â|ρ˜4;r. |Â ◦H|ρ˜3;r + |Â ◦H|ρ˜3;1|h|ρ˜3;r ≤ K(r)|A|r.
By (8.39), we have
(8.43) |Â|ρ˜4;0 ≤ K(r)
(
τ r|A|r + |A|
2− 1
r
0 |A|
1
r
r + τ
−1|A|20
)
.
The rest of proof is analogous to the previous cases. We will be brief. Let
ρi =
1
2
+
1
2(i+ 1)
, ρi+1 = (1− θi)
4ρi.
Thus, we take 1− θ∗k = (1− θk)
4 in Lemma 3.4. We return to the sequence Hi which needs
to satisfy (8.29). Let Sλi be the sequence of the structures and let Ai be the adapted 1-forms
of Sλi . Suppose that (8.38) and (8.41) hold for Ai, i.e.
K0(1)τ
−1
i |Ai|ρi;0 ≤ 1/CN , |Ai|
1− 1
r
ρi;0
|Ai|
1
r
ρi;r ≤ K
−1
0 (1)θi/CN .(8.44)
Then we have by (8.42)-(8.43)
|Ai+1|ρi+1;r ≤ K(r)|Ai|ρi;r,(8.45)
|Ai+1|ρi+1;0 ≤ K(r)
(
τ ri |A|ρi;r + |Ai|
2− 1
r
ρi;0
|Ai|
1
r
ρi;r + τ
−1
i |Ai|
2
ρi;0
)
.(8.46)
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We apply Proposition 8.3 to ai := |Ai|ρi;0 and Li := |Ai|ρi;r. By (8.14) we get
(8.47) ai ≤ a
∗
i := τ
κ∗
i , Li ≤ L
∗
i := 2
iL0e
P1(i),
provided τ0 ≤ τˆ0. Here κ∗ > 1 and it depends only on r. Recall from Proposition 8.3 that
τi+1 = τ
d∗
i for some d∗ > 1. We may choose τ0 so small that (8.47) implies (8.30) and (8.44).
Therefore, using the initial normalization and dilation we first obtain (8.44) for i = 0. Then
we have (8.45)-(8.46) for i = 0. By Proposition 8.3, we have (8.47) for i = 0, 1 and hence
(8.44) for i = 0, 1. We repeat this procedure to get (8.44)-(8.46) for all i. Thus each Hi
satisfies (8.40), which now has the form
(8.48) |hi|(1−θi)2ρi;m ≤ K(m)|Ai|ρi;m, m ≤ r.
By (8.47) and interpolation, we get rapid convergence of |Ai|ρi;m for any m < r. Hence we
have rapid convergence of |h˜i|ρ∞/2;m for any m < r. This proves the result when r is finite.
When r = ∞, we apply the above argument to r = 2 to obtain the rapid convergence of
|h˜i|ρ∞/2;a for any a < 2. We still have (8.45) and (8.48) for any finite r, which are obtain via
(8.42)-(8.43). Thus, h˜i has linear growth in C
r norm for any finite r. By interpolation, we
obtain the rapid convergence of h˜i in C
m norm for any m < r.
(v) In this case, we will applying smoothing operator to the variables x ∈ RN only.
However, the argument is identical to the proof of (iv). 
Appendix A. Ho¨lder norms for functions with parameter
The main purpose of the appendix is to derive some interpolation properties for Ho¨lder
norms defined in domains depending on a parameter. The interpolation properties were
derived in Ho¨rmander [18] and Gong-Webster [10].
We say that a domain D in Rm has the cone property if the following hold: (i) Given
two points p0, p1 in D there exists a piecewise C
1 curve γ(t) in D such that γ(0) = p0 and
γ(1) = p1, |γ
′(t)| ≤ C∗|p1 − p0| for all t except finitely many values. The diameter of D
is less than C∗. (ii) For each point x ∈ D, D contains a cone V with vertex x, opening
θ > C−1∗ and height h > C
−1
∗ . We will denote by C∗(D) a constant C∗ > 1 satisfying (i) and
(ii). A constant Ca(D) may also depend on C∗(D). In our applications, we will apply the
inequalities to domains that are products of balls of which the radii are between two fixed
numbers. Therefore, C∗(D) and Ca(D) do not depend on D, which will be assumed in the
appendix.
If D is a domain of the cone property, then the norms on D satisfy
|u|D;(1−θ)a+θb ≤ Ca,b|u|
1−θ
D;a |u|
θ
D;b,(A.1)
|f1|a1+b1 |f2|a2+b2 ≤ Ca,b(|f1|a1+b1+b2 |f2|a2 + |f1|a1|f2|a2+b1+b2).
Here |fi|ai = |fi|Di;a. Throughout the appendix, we always assume that domains D,D
′, Di
have the cone property.
Let |ui|ai = |ui|Di;ai . Then we have
m∏
j=1
|uj|dj+aj ≤ C
m
a
m∑
j=1
|uj|dj+a1+···+am
∏
i 6=j
|ui|di .(A.2)
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Let f = {fλ}, g = {gλ} be two families of functions on D and D′, respectively. To deal
with two Ho¨lder exponents in x, t variables, we introduce notation
|f |D;a,0 ⊙ |g|D′;0,b := |f |D;a,0|g|D′;0,[b] + |f |D;[a],0|g|D′;0,b,
Q∗D,D′;a,b(f, g) := |f |D;a,0 ⊙ |g|D′;0,b + |f |D;0,b ⊙ |g|D′;a,0,
QD,D′;r,s(f, g) :=
⌊s⌋∑
j=0
Q∗D,D′;r−j,j+{s}(f, g), [r] ≥ [s],(A.3)
QˆD,D′;r,s(f, g) := ‖f‖D;r,s|g|D′;0,0 + |f |D;0,0‖g‖D′;r,s +QD,D′;r,s(f, g).
For simplicity, the dependence of Q,Q∗, Qˆ on domains D,D′ is not indicated when it is clear
from the context.
Throughout the paper, by A.B we mean that A ≤ CB for some constant C.
Lemma A.1. Let ri, si, ai, bi (1 ≤ i ≤ m) be non-negative real numbers. Assume that
(r1, . . . , rm, a1, . . . , am) ∈ N
2m, or (s1, . . . , sm, b1, . . . , bm) ∈ N
2m. Let Di be a domain in R
ni
with the cone property and let fi = {f
λ
i } be a family of functions on Di. Let |fi|c,d = |fi|Di;c,d.
Assume that ∞ > m ≥ 2. Then
m∏
i=1
|fi|ri,si ≤ C
m
r+s
{∑
i
|fi|r,s
∏
ℓ 6=i
|fℓ|0,0 +
∑
i 6=j
Q∗r,s(fi, fj)
∏
l 6=i,j
|fℓ|0,0
}
,(A.4)
m∏
i=1
|fi|ri+ai,si+bi ≤ C
m
r+s+a+b
{∑
i
|fi|ri+a,si+b
∏
ℓ 6=i
|fℓ|rℓ,sℓ(A.5)
+
∑
i 6=j
|fi|ri+a,si |fj|rj ,sj+b
∏
ℓ 6=i,j
|fℓ|rℓ,sℓ
}
.
Here a =
∑
ai, b =
∑
bi, etc.. Assume further that ri ≥ si and ai = bi = 0 for all i. Then
‖f1‖r1,s1 · · · ‖fm‖rm,sm ≤ C
m
r,s
∑
i 6=j
Qˆr,s(fi, fj)
∏
ℓ 6=i,j
|fℓ|0,0.(A.6)
Proof. Let ki, ji ∈ N. Let ∂
ki
xi
∂jiλifi denote a partial derivative of f
λ(x) of order ki in x and
order ji in λ, evaluated at x = xi and λ = λi. Let k =
∑
ki and j =
∑
ji.
We will prove the inequality by estimating derivatives pointwise and Ho¨lder ratios of
derivatives. We apply (A.2) for domains Di to obtain∏
|∂kixi∂
ji
λi
fi|.
∏
|∂jiλifi|ki .
∑
|∂jiλifi|k
∏
ℓ 6=i
|∂jℓλℓfℓ|0.(A.7)
Estimate each term via pointwise derivatives, we can write
(A.8) |∂jiλifi|k
∏
ℓ 6=i
|∂jℓλℓfℓ|0 = |∂
k′
xi
∂jiλifi|
∏
ℓ 6=i
|∂jℓλℓfℓ(xℓ)|
for some partial derivative ∂k
′
with order k′ ≤ k. While applying (A.2) for the domain I, we
see the last term is bounded by the right-hand side of (A.4). Thus, we have verified (A.4)
when ri, sj are integers.
47
Let βi = {ri} and ki = [ri], or βi = 0 and ki ≤ [ri]. We estimate the product of Ho¨lder
ratios ∏
βi>0
|∂kiyi ∂
ji
λi
fi − ∂
ki
xi
∂jiλifi|
|yi − xi|βi
×
∏
βi=0
|∂kixi∂
ji
λi
fi|.
∑
|∂jiλifi|r
∏
ℓ 6=i
|∂jℓλℓfℓ|0.
We estimate each term in the last sum by considering pointwise derivatives and Ho¨lder ratios.
The former can be estimated by computation similar to (A.7)-(A.8). For the Ho¨lder ratio,
applying (A.2) for I we can bound
|∂kyi∂
ji
λi
fi − ∂
k
xi
∂jiλifi|
|yi − xi|β
×
∏
ℓ 6=i
|∂jℓλℓfℓ|0
by the right-hand side of (A.4).
To verify (A.5) it suffices to consider the case with (s1, . . . , sm, b1, . . . , bm) ∈ N
2m. Further-
more, it is easy to reduce it to the case with si = 0, which we now assume. Let ki ≤ ri + ai
and ji ≤ bi. We apply (A.2) to domains Di to obtain∏
|∂kixi∂
ji
λi
fi|.
∏
ℓ|kℓ≤rℓ
|∂jℓλℓfℓ|kℓ
∑
i|ki>ri
|∂jiλifi|ki+a′
∏
ℓ|ℓ 6=i,kℓ>rℓ
|∂jℓλℓfℓ|aℓ(A.9)
with a′ =
∑
ℓ|kℓ>aℓ
(kℓ − rℓ) ≤ a. Again we estimate each term via pointwise derivative. We
can write { ∏
ℓ|kℓ≤rℓ
|∂jℓλℓfℓ|kℓ
}
|∂jiλifi|[ki+a′]
∏
ℓ|ℓ 6=i,kℓ>aℓ
|∂jℓλℓfℓ|[aℓ] = |∂
k′
xi
∂jiλifi|
∏
ℓ 6=i
|∂kℓxℓ∂
jℓ
λℓ
fℓ|.
While applying (A.2) for the domain I, we see that the last term is bounded by the right-
hand side of (A.5). For Ho¨lder ratios on the right-hand side of (A.9), let βi = {ai + r
′} and
ki = [ai + r
′], or βi = 0 and ki ≤ [ai + r
′]; and for ℓ 6= i, let βℓ = {aℓ} or βℓ = 0 and let
kℓ ≤ [aℓ]. We estimate the product of Ho¨lder ratios
∏
i|βi>0
|∂kiyi ∂
ji
λi
fi − ∂
ki
xi
∂jiλifi|
|yi − xi|βi
×
∏
i|βi=0
|∂kixi∂
ji
λi
fi|.
∑
|∂jiλifi|r
∏
ℓ 6=i
|∂jℓλℓfℓ|0.
We need to estimate each term in the last sum by considering pointwise derivatives and
Ho¨lder ratios. Applying (A.2) to Di, we can bound |∂
ji
λi
fi|[r]
∏
ℓ 6=i |∂
jℓ
λℓ
fℓ|0 by the right-hand
side of (A.5). Let β = {r} and k = [r]. Applying (A.2) to the interval I, we can bound
|∂kyi∂
ji
λi
fi − ∂
k
xi
∂jiλifi|
|yi − xi|β
×
∏
ℓ 6=i
|∂jℓλℓfℓ|0
by the right-hand side of (A.5). We have verified (A.5) and hence (A.6). 
By the product rule and Lemma A.1, we obtain the following.
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Lemma A.2. Let D be a domain in Rn with the cone property. Assume that 1 ≤ m′ < m <
∞. With all norms on D, we have
|{fλ1 · · · f
λ
m}|r,s +Q
∗
r,s
(
{
∏
i≤m′
fλi }, {
∏
i>m′
fλi }
)
≤ Cmr,s
{∑
i
|fi|r,s
∏
k 6=i
|fk|0,0 +
∑
i 6=j
Q∗r,s(fi, fj)
∏
k 6=i,j
|fk|D;0,0
}
.
Let us use Lemmas A.1 and A.2 to verify the following.
Proposition A.3. Let r, s ∈ [0,∞). Let φi be C
r+s+1 functions in [ai, bi]. Let D be as in
Lemma A.2. Let fi ∈ C
r,s
∗ (D) and f
λ
i (D) ⊂ [ai, bi]. Suppose that 0 ∈ [ai, bi] and φi(0) = 0.
Let 1 ≤ m′ < m. With all norms on D, we have
|φ1(f1)|r,s ≤ Cr,s(|f1|r,s + |f1|r,0 ⊙ |f1|0,s),(A.10)
|φ1(f1) · · ·φm(fm)|r,s +Q
∗
r,s(
∏
i≤m′
φi(fi),
∏
i>m′
φi(fi))(A.11)
≤ Cmr,s
{∑
i
|fi|r,s
∏
k 6=i
|fk|0,0 +
∑
i≤j
Q∗r,s(fi, fj)
∏
k 6=i,j
|fk|0,0
}
.
where Cr,s also depends on |φi|[ai,bi];[r]+[s]+1.
Proof. Since φi ∈ C
1 and φi(0) = 0, we get |φi(fi)|D;α,β . |fi|α,β for α, β ∈ [0, 1]. Applying
the chain rule and Lemma A.1, we get
|φi(fi)|r,s.
∑
r1+···+rm=r,s1+···+sm=b
∏
|fi|rℓ,sℓ . |fi|r,s + |fi|r,0 ⊙ |fi|0,s
with all ri, sj are integers, except for possible one. We can verify (A.11) similarly by using
Lemma A.1. 
When applying the chain rule, we need to count derivatives efficiently.
Definition A.4. Let k ≥ 1 and k ≥ j ≥ 0. Let F λ be a family of mappings from D to D′.
Let {uλ} be a family of functions on D and let {fλi }, . . . , {f
λ
m} be families of functions on
D′. Define Pk,j({u
λ ◦ F λ}; {fλ}) to be the linear space spanned by functions of the form
(A.12) {∂K0∂j0λ u
λ} ◦ F λ, {∂K0∂j0λ u
λ} ◦ F λ
∏
1≤ℓ≤l
∂Kℓ∂jℓλ f
λ
nℓ
, 1 ≤ l <∞
with
|Kℓ|+ jℓ ≥ 1, ℓ ≥ 0;
∑
ℓ≥0
jℓ ≤ j,(A.13)
|K0|+ j0 +
∑
ℓ≥1
(|Kℓ|+ jℓ − 1) ≤ k, i.e.
∑
ℓ≥0
(|Kℓ|+ jℓ − 1) < k.(A.14)
Analogously, define Pk,j({f
λ}) to be the linear space spanned by
(A.15)
∏
1≤ℓ≤l
∂Kℓ∂jℓλ f
λ
nℓ
, 1 ≤ l <∞
with |Kℓ|+ jℓ ≥ 1,
∑
jℓ ≤ j,
∑
(|Kℓ|+ jℓ − 1) < k.
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By counting efficiently, we count one less for the order of derivative ∂Kℓ∂jℓλ f
λ
nℓ
. Also the l
in (A.12) and (A.15) will have an upper bound depending on k, j.
It is easy to see that if {aλ} ∈ Pk0,j0({f
λ}) and {vλ} ∈ Pk1,j1({u
λ◦F λ}; {fλ}), with k0 ≥ 1,
k1 ≥ 1, then {a
λvλ} ∈ Pk0+k1−1,j0+j1({u
λ ◦ F λ}; {fλ}) by (A.14). We express it as
(A.16) Pk0,j0({f
λ})×Pk1,j1({u
λ ◦ F λ}; {fλ}) ⊂ Pk0+k1−1,j0+j1({u
λ ◦ F λ}; {fλ})
for k0, k1 ≥ 1. Also, if F
λ = I + fλ, then
Pk,j({u
λ ◦ F λ}; {F λ}) = Pk,j({u
λ ◦ F λ}; {fλ}).
Lemma A.5. If 1 ≤ |K|+ j ≤ k then ∂K∂jλ{u
λ ◦ F λ} ∈ Pk,j({u
λ ◦ F λ}; {F λ}).
Proof. Let y = F λ(x). Let ∂i be a derivative of order i in x. We use the chain rule. Applying
∂ or ∂λ one by one, we can verify that ∂
k−j∂jλ(u
λ ◦Gλ) is a linear combination of functions
(∂j0λ ∂
K0uλ) ◦Gλ
∏
1≤i≤m′,ji>0
∂jiλ ∂
KiGλni
∏
m′<i≤|K0|,|Ki|>0
∂KiGλni .(A.17)
Here
∑
ℓ≥0 jℓ = j, and j +
∑
ℓ≥1 |Kℓ| = k. When |K0| = 0, it is clear that (A.13)-(A.14)
hold. When |K0| > 0, we have
∑
ℓ≥0(jℓ + |Kℓ| − 1) = k − |K0| < k. Thus (A.17) is in
Pk,j({u
λ ◦ F λ}; {F λ}). 
Define
Q˜r,s(∂f, ∂g) := Qr−1,s(∂f, ∂g),
Q˜r,s(∂f, ∂˜g) := Q˜r,s(∂f, ∂g) +Qr−1,s−1(∂f, ∂λg) := Q˜r,s(∂˜g, ∂f),
Q˜r,s(∂˜f, ∂˜g) = Q˜r,s(∂f, ∂˜g) +Qr−1,s−1(∂λf, ∂g) +Qr−1,s−2(∂λf, ∂λg),
where Qr−1,s = 0 for r < s+ 1, Qr−1,s−1 = 0 for s < 1, and Qr−1,s−2 = 0 for s < 2.
Lemma A.6. Let r, s satisfy (2.3). Let D,D′ be bounded domains in Rm,Rn respectively,
which have the cone property. Let Gλ : D → D′ be of class Cr,s(D).
(i) Assume that |G|D;1,0 < 2. Then
|{uλ ◦Gλ}|D;α,0 ≤ C|u|D′;α,0, 0 ≤ α < 1,(A.18)
|{uλ ◦Gλ}|D;r,0 ≤ Cr
(
|u|D′;r,0 + |∂u|D′;0,0|∂G|D;r−1,0
)
, r ≥ 1.(A.19)
(ii) Assume that |G|D;1,0 ≤ 2 and s ≥ 1. Then
‖{uλ ◦Gλ}‖D;r,s ≤ Cr
{
‖u‖D′;r,s + Q˜D′,D;r,s(∂u, ∂˜G)
+ |u|D′;1,0
(
|G|D;r,s + Q˜D′,D′;r,s(∂˜G, ∂˜G)
)}
.
Proof. (i). Inequality (A.18) is immediate and (A.19) is in [18] and [10].
(ii). Let α = {r} and β = {s}. Let r = k + α with k ≥ 1. Let y = Gλ(x). Let ∂iuλ(y) be
a partial derivatives in y of order i. We know that ∂k−j∂jλ(u
λ ◦Gλ) ∈ Pk,j({u
λ ◦Gλ}; {Gλ}),
i.e. it is a linear combination of functions vλ(x) of the form (A.17). We can express vλ as
vλ = (∂j0λ ∂
muλ) ◦Gλ
∏
1≤i≤m′
∂jiλ ∂
ki∂λG
λ
ni
∏
m′<i≤m
∂ki∂Gλni ,
where j = j0 + · · ·+ jm′ +m
′, and by (A.14) we have j +m+
∑
ki ≤ k.
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When m = 0, it is immediate that by |G|1 < 2, we obtain |v|α,β . |u|α,j+β. Suppose that
m ≥ 1. Computing the Ho¨lder norms, we get
|v|α,β. |∂u|m−1+α,j0+β
∏
|∂λGni|ki,ji
∏
|∂Gni |ki,0
+
∑
ℓ
|∂u|j0+m−1,j0|∂λGnℓ|mℓ+α,jℓ+β
∏
i 6=ℓ,i,ℓ≤m′
|∂λGni|ki,ji
∏
i>m′
|∂Gni |ki,0
+
∑
ℓ
|∂u|j0+m−1,j0|∂Gnℓ |mℓ+α,jℓ+β
∏
i≤m′
|∂λGni|ki,ji
∏
i 6=ℓ,i,ℓ>m′
|∂Gni |ki,0.
We use Lemma A.1 and obtain
|v|α,β . |∂u|r−1,s + |u|1,0|G|r,s +Qr−1,s(∂u, ∂G) +Qr−1,s−1(∂u, ∂λG)
+ |u|1,0
{
Qr−1,s(∂G, ∂G) +Qr−1,s−1(∂G, ∂λG) +Qr−1,s−2(∂λG, ∂λG)
}
. 
Let Dρ = B
2n
ρ × B
M
ρ × B
L
ρ with N = 2n + K + L, and set | · |ρ;r,s = | · |Dρ;r,s and
Q˜ρ,ρ˜;r,s = Q˜Dρ,Dρ˜;r,s.
Lemma A.7. Let 1 ≤ r < ∞. Let 0 < ρ < ∞, 0 < θ < 1/2 and ρi = (1 − θ)
iρ. Let
F λ = I + fλ be mappings from Dρ into R
N . Assume that F ∈ C1,0(Dρ) and
fλ(0) = 0, |f |ρ;1,0 ≤ θ/CN .
(i) Then F λ are injective in Dρ. There exist unique G
λ = I + gλ satisfying
Gλ : Dρ1 → Dρ, F
λ ◦Gλ = I on Dρ1 .
Furthermore, F λ : Dρ → D(1−θ)−1ρ and G
λ ◦ F λ = I in Dρ2.
(ii) Suppose that 1/4 < ρ < 2. Assume further that F ∈ Cr,0(Dρ). Then {g
λ} ∈
Cr,0(Dρ1) and
|g|ρ1;r,0 ≤ Cr|f |ρ;r,0,(A.20)
|u ◦G|ρ1;r,0 ≤ Cr(|u|ρ;r,0 + |u|ρ;1,0|f |ρ;r,0).
(iii) Suppose that 1/4 < ρ < 2. Assume further that r, s satisfy (2.3) with s ≥ 1,
|f |ρ;1 < C, and f ∈ C
r,s(Dρ). Then for u ∈ C
r,s(Dρ)
‖g‖ρ1;r,s ≤ Cr(‖f‖ρ;r,s + Q˜ρ,ρ;r,s(∂f, ∂˜f) + |f |ρ;1,0Q˜ρ,ρ;r,s(∂˜f, ∂˜f)),(A.21)
‖uλ ◦Gλ‖ρ1;r,s ≤ Cr(‖u‖ρ;r,s + Q˜ρ,ρ1;r,s(∂u, ∂˜f) + |u|ρ;1,0Q˜ρ,ρ;r,s(∂˜f, ∂˜f)).(A.22)
Proof. We may reduce the proof to ρ = 1 by using dilations x → ρ−1F λ(ρx) and x →
ρ−1Gλ(ρx). The proof of (i) can be obtained easily by applying the contraction mapping
theorem to
gλ(x) = −fλ(x+ gλ(x)).
(ii) is a special case of (iii). Thus, let us verify (iii). Assume that r > 1. Differentiating
the above identity, we separate terms of the highest order derivatives of gλ from the rest to
get identities
(∂K∂jλ)g
λ
l +
∑
m
(∂ymf
λ
l ) ◦G
λ(∂K∂jλ)g
λ
m = E
λ
lKj.
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Here EλlKj are the linear combinations of the functions in P|K|+j,j({f
λ ◦ Gλ}, {gλ}) of the
form
(∂K0∂j0λ )f
λ
l , v
λ := (∂M0∂j0λ f
λ
l ) ◦G
λ
∏
1≤ℓ≤m
∂Mℓ∂jℓλ g
λ
nℓ
(A.23)
with m ≤ |M0|, |Mℓ|+ jℓ ≥ 1, and
∑
jℓ ≤ j. Furthermore,
|Mℓ|+ jℓ < |K|+ j, ℓ > 0;
∑
ℓ≥0
(|Mℓ|+ jℓ − 1) < |K|+ j.(A.24)
We now verify that ∂K∂jλg
λ is a finite sum of
(A.25) hλKj := {A(∂f)∂
K1∂j1λ fn1 · · ·∂
Km∂jmλ fnm} ◦G
λ,
where A(∂1f) is a polynomial in (det(∂fλ))−1 and ∂fλ. Moreover, ji ≥ 1 or |Ki| + ji ≥ 2,
and
(A.26)
∑
ℓ≥0
(|Kℓ|+ jℓ − 1) < |K|+ j,
∑
jℓ ≤ j.
The assertion is trivial when |K|+ j = 1. Assume that it holds for |K|+ j < N . By (A.16),
we can see that the {vλ} in (A.23) has the form (A.25). This shows that vλ is of the form
(A.25) and (A.26). The claim has been verified.
The estimation of |{hλKj}|{r},{s} is the same as in the proof of Lemma A.6. Indeed, when
|M0| = 0, |{h
λ
Kj}|{r},{s}. ‖f‖r,s for |K|+ j ≤ [r] and j ≤ [s]. When |M0| > 0,
|{hλKj}|{r},{s}. Q˜r,s(∂f, ∂˜f) + |f |1,0Q˜r,s(∂˜f, ∂˜f).
This verifies (A.21).
To verify (A.22), as in (A.23)-(A.24) we note that ∂k∂jλ(u
λ◦Gλ(x)) is a linear combination
of functions in Pk+j,j({u
λ ◦Gλ}; {Gλ}) of the form
v˜λ = (∂M0∂j0λ u
λ) ◦Gλ
∏
1≤ℓ≤m
∂Mℓ∂jℓλ g
λ
nℓ
(A.27)
with m ≤ |M0|, |Mℓ|+ jℓ ≥ 1,
∑
jℓ ≤ j, and
|Mℓ|+ jℓ < k + j, ℓ > 0;
∑
ℓ≥0
(|Mℓ|+ jℓ − 1) ≤ k + j − 1.(A.28)
Expressing ∂K∂jλg
λ via linear combinations in (A.25) satisfying (A.26) and applying them
to ∂Mℓ∂jℓλ g
λ in (A.27), we conclude that v˜λ and hence ∂K∂jλg
λ is a linear combination of
h˜λKj :=
A(∂f)∂M0∂j0λ uλ ∏
1≤ℓ≤|M0|
∏
i≤nℓ
∂Mℓ0 ∂
jℓ
λ fniℓ
 ◦Gλ
where Mℓ, jℓ still satisfy (A.28). When |M0| = 0, we actually have h˜
λ
Kj = (∂
j
λu
λ) ◦ Gλ. It is
straightforward that |h˜Kj|α,β . |u|r,s. When |M0| > 0, the estimate for |h˜Kj|α,β is obtained
analogous to that of hKj. 
We will also need to deal with sequences of compositions.
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Proposition A.8. Let Dm be a sequence of domains in R
d satisfying the cone property of
which the constants C∗(Dm) > 1 are bounded. Assume that Dm ⊂ D∞ and D∞ also has the
cone property. Let F λm = I + f
λ
m : Dm → Dm+1 for m = 1, . . . . Suppose that
fλi (0) = 0, |fi|Di;1,0 ≤ 1.
Assume that r ≥ s ≥ 1 and {r} ≥ {s}. Then
‖{uλ ◦ F λℓ ◦ · · · ◦ F
λ
1 }‖D1;r,s ≤ C
ℓ
r
{
‖u‖D∞;r,s +
∑
Q˜r,s(∂u, ∂˜fm)
+|u|D∞;1,0
(∑
‖fm‖Dm;r,s +
∑
i≤j
Q˜r,s(∂˜fi, ∂˜fj)
)}
.
Proof. We first derive the factor Cℓr in the inequality. Let G
λ
i = F
λ
i ◦ · · · ◦ F
λ
1 . Let h
λ
ℓ,k be a
k-th order derivative of uλ ◦Gλℓ . We express h
λ
ℓ,k as a sum of terms of the form
hλ2 := h˜
λ
2{(∂
j0
λ ∂
k0uλ) ◦Gλℓ }
∏
1≤i≤T ′
∂jiλ ∂
ki∂λF
λ
ni
∏
T ′<i≤T
∂ki∂F λni .(A.29)
Here
∑
ki+
∑
ji ≤ k−1, T
′+
∑
ji ≤ j, and h˜
λ
2 is 1 or a product of first-order derivatives of
F λi in x, which may be repeated. Let Tℓ,k be the maximum number of derivative functions of
uλ, F λℓ , . . . , F
λ
1 that appear in (A.29). We have Tℓ,0 = 0 and Tℓ,1 = ℓ + 1. By the chain rule,
Tℓ,k ≤ Tℓ,k−1+ ℓ ≤ kℓ+1. Let Nℓ,k be the maximum number of terms (A.29) that are needed
to express hλℓ,k as a sum of the monomials (A.29). Note that u
λ(x), F λi (x) are functions in
d+ 1 variables. By the chain rule Nℓ,1 ≤ (d+ 1)
ℓ. By the product and chain rules,
Nℓ,k ≤ Nℓ,k−1Tℓ,k−1(d+ 1)
ℓ ≤ (kℓ+ 1)(d+ 1)ℓNℓ,k−1 < C
ℓ
k.
For a fixed i, the first-order derivatives of F λi in x cannot repeated more than k times in
hλ2 . Thus, we have
|h˜λ2(x)| ≤ (1 + |f1|1,0)
k · · · (1 + |fℓ|1,0)
k < 2ℓk.
Also the T in (A.29) is less than k. By Lemma A.2, we have
|h2|α,β ≤ Nk+12
ℓk
{
‖u‖r,s +
∑
Qr,s(u, fi) + |u|1,0
(∑
|fi|r,s +
∑
Qr,s(fi, fj)
)}
.
Here Nk+1 arises from the number of terms when computing the Ho¨lder norms after k
derivatives. 
Next, we consolidate the expressions such as Q˜r,s(∂f, ∂˜g) in Lemma A.7 and Proposi-
tion A.8 by a simpler expression Qr,s(f, g), defined by (A.3), and the new expression
Q′r,s(f, g) := Qr,s(f, g) +
[s]∑
j=1
Q∗r−j+1,j+{s}(f, g), s ≥ 1.
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Lemma A.9. Let f ∈ Cr,s(D), g ∈ Cr,s(D′) with D,D′ having the cone property. Then
Qr−1,s(∂f, g) ≤ CrQˆr,s(f, g), Qr−1,s−1(∂λf, g) ≤ CrQˆr,s(f, g),(A.30)
Qr−1,s(∂f, ∂g) ≤ Cr
{
|f |1,{s} ⊙ ‖g‖r,0 + |f |1,0‖g‖r,s(A.31)
+|g|1,{s} ⊙ |f |r,0 + |g|1,0|f |r,s +Q
′
r,s(f, g)
}
,
Qr−1,s−1(∂f, ∂λg) ≤ Cr
{
|f |1,{s} ⊙ |g|r−1,1 +Q
′
r,s(f, g)
}
, 1 ≤ s < 2 ≤ r,(A.32)
Qr−1,s−1(∂f, ∂λg) ≤ Cr
{
|f |1,{s} ⊙ |g|r−1,1 + |f |0,1‖g‖r,s−1(A.33)
+ |g|0,1‖f‖r,s−1 +Q
′
r,s(f, g)
}
, s ≥ 1,
Qr−1,s−2(∂λf, ∂λg) ≤ Cr {|f |0,1‖g‖r,s−1 + |g|0,1‖f‖r,s−1(A.34)
+|f |{r},s|g|0,0 + |g|{r},s|f |0,0 +Q
′
r,s(f, g)
}
.
Here the norms of f (resp. g) and its derivatives are in D (resp. D′).
Proof. We verify the first inequality in (A.30) by |∂f |r−1−j,0 ⊙ |g|0,j+{s} ≤ Qr,s(f, g) and
|∂f |0,j+{s} ⊙ |g|r−1−j,0. |f |0,j+{s} ⊙ |g|r−j,0 + |f |r−j,j+{s}|g|0,0. Qˆr,s(f, g).
Here the first inequality follows from (A.5). The second inequality in (A.30) follows from
|g|r−1−j,0|∂λf |0,j+{s} ≤ Qr,s(f, g) and
|g|0,j+{s}|∂λf |r−1−j,0. |g|0,j+1+{s}|f |r−1−j,0 + |g|0,0|f |r−1−j,j+1+{s}. Qˆr,s(f, g).
We verify (A.31), by |∂f |r−1,0 ⊙ |∂g|0,{s} ≤ |f |r,0 ⊙ |g|1,{s} and for j > 0
|∂f |r−1−j,0 ⊙ |∂g|0,j+{s} ≤ |∂f |r−j,0 ⊙ |g|0,j+{s} + |∂f |0,0|g|r−j,j+{s}.
Inequality(A.32) follows from |∂f |r−j−1,0⊙|∂tg|0,j+{s} ≤ Q
′
r,s(f, g) and |∂f |0,{s}⊙|∂tg|r−1,0 ≤
|f |1,{s} ⊙ |g|r−1,1. For (A.33), we need to verify extra terms. Suppose 0 < j < [s]. Then
|∂f |0,j+{s} ⊙ |∂tg|r−j−1,0. |f |0,j+{s} ⊙ |∂tg|r−j,0 + |f |r−j,j+{s}|g|0,1
and |f |0,j+{s} ⊙ |∂tg|r−j,0. |f |0,j+1+{s} ⊙ |g|r−j,0 + |f |0,1|g|r−j,j+{s}.
We verify (A.34) by |∂tf |{r},0 ⊙ |∂tg|0,j+{s}. |f |{r},0 ⊙ |g|0,s + |f |{r},s|g|0,0 and
|∂∂tf |r−j−2,0 ⊙ |∂tg|0,j+{s}. |∂f |r−j−2,0 ⊙ |g|0,j+2+{s} + ‖f‖r,s−1|g|0,1. 
We now state simple version of the above inequalities, which suffices applications in this pa-
per. The next two propositions are immediate consequences of Lemma A.7, Proposition A.8,
Lemma A.9, and the following crude estimate
Q˜r,s(∂˜f, ∂˜g) ≤ C(|f |1,s∗‖g‖r,s + |g|1,s∗‖f‖r,s
+‖f‖s+1,s ⊙ ‖g‖r,s∗ + ‖g‖s+1,s ⊙ ‖f‖r,s∗).
Proposition A.10. Let s∗ = 0 for s = 0 and s∗ = 1 for s ≥ 1. Let F
λ = I + fλ and
(F λ)−1 = I + gλ be as in Lemma A.7. Assume that
fλ(0) = 0, |f |1,0 ≤ θ/CN , |f |1,s∗ < 1.
Let ρ1 = (1− θ)ρ with 1/4 < ρ < 2 and 0 < θ < 1/2. Then
‖g‖ρ1;r,s ≤ Cr {‖f‖ρ;r,s + ‖f‖s+1,s ⊙ ‖f‖r,s∗} ,
‖{uλ ◦ (F λ)−1}‖ρ1;r,s ≤ Cr {‖u‖ρ;r,s + |u|ρ;1,s∗‖f‖ρ;r,s
+‖u‖s+1,s ⊙ ‖f‖r,s∗ + ‖u‖r,s∗ ⊙ ‖f‖s+1,s + |u|ρ;1,0‖f‖s+1,s ⊙ ‖f‖r,s∗} .
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Proposition A.11. Let r, s, s∗ be as in Proposition A.10. Let F
λ
i = I + f
λ
i map Di into
Di+1, where Dℓ are as in Proposition A.8. Assume that f
λ
i (0) = 0 and |fi|1,s∗ ≤ 1. Then
‖{uλ ◦ F λm ◦ · · · ◦ F
λ
1 }‖D1;r,s ≤ C
m
r
{
‖u‖r,s + ‖u‖1,0
∑
i≤j
‖fi‖s+1,s ⊙ ‖fj‖r,s∗
+
∑
i
|u|1,s∗‖fi‖r,s + ‖u‖s+1,s ⊙ ‖fi‖r,s∗ + ‖u‖r,s∗ ⊙ ‖fi‖s+1,s
}
,
where ‖fi‖a,b = ‖fi‖Di;a,b and ‖u‖a,b = ‖u‖Dm+1;a,b.
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