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Abst ract - - I t  is proved that the radon transform R is an isomorphism between X := L2(Ba) 
and Y := He(Za), where Ba is the bali of radius a centered at the origin in R'~,n > 2, and Za := 
S n-1 x [-a,a], S ~-1 is the unit sphere in R n, and He(Za) is the space of even functions g(a,p) 
which vanish at p = =t=a, satisfy the moment conditions, and have finite norm 
,~-1 oo ]Fgl (1 + A2) (n-D/2 dAdot := [g[ < oo. 
Keywords - -Radon transform, Isomorphism, Range of the radon transform. 
1. INTRODUCTION 
Let B~ := {x : Ix t < a}, x c R n, X := L2(Ba). For f E C~(Ba) ,  define the radon transform R: 
](a,p) := R f  :-- f f (x )5 (p -  a .  x)dx, (1) 
JR n 
where 6 is the delta-function, p is a real number, a E ,9 n-l, S n-1 is the unit sphere in R n. It is 
well known that R maps the Schwartz space S(R n) isomorphically onto Se(Z), Z = S n-1 x R. 
Here, Se (Z) is the space of C °O (Z) even functions: g(a, p) = g( -a ,  -p) ,  which satisfy the moment 
condit ions (M condit ions) 
/; g(a,p)pmdp = 7)m(a), m = 0, 1, 2 , . . . ,  (2) 
O0 
where 7~m(a) are homogeneous polynomials of a = (a l ,a2 , . . . ,an)  of degree m. E lements of 
S (Z)  are functions, rapid ly decaying together with all their derivatives: 
ID'ng(a,p)l <_ CrnN(1 +p2) -N  for all m > 0 and all N > 0. (3) 
By D m, an arb i t rary  derivative of order m is meant,  and CrnN > 0 are constants.  The basic 
range theorem [1] says: R is a bi jection of S(R  n) onto Se(Z) ,  so that  for any g c Se(Z), there is 
an f E S (R  n) such that  Rf  = g, and both R and R -1 are continuous l inear maps. 
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In [2,3], the range of R and R* were studied on various paces of distributions and test functions. 
It was found that R : D(R n) --* D(Z) has no continuous inverse, that R : $'(R n) ---* $'(Z) has 
continuous inverse and is an isomorphism, R* : $(Z) --* $(]I(n) is surjective. Here, 73, E are the 
standard Schwartz's paces of test functions, 7:) ~, S t the corresponding spaces of distributions. 
In [2, p. 188, Proposition 1.2c], it is claimed that R* : C~(Z) --~ C~(Rn) .  This is wrong. If 
g = g(a,p) E C~(Z) and g(a,p) > O, g(a,p) ~ O, then R*g ~ CIx[  -1  as Ix I ---4 (:x), C = const. 
0. Thus, R*g is not compactly supported. 
It seems that there are no isomorphism theorems for R defined on the spaces of functions with 
compact support. In this paper, R is defined on L2(B~), its range is a Banach space Y, described 
constructively, and it is proved that R is an isomorphism between X := L2(B~,) and Y := He(Za). 
Here, the Banach space He(Za) consists of all even functions defined on S n-1 × I-a, a], such that 
/? ) Ig[: da dA (1 + )k2) (n - l ) /2  IFg[ 2 1/2 = < c~, g(a, +a) = 0; 
n- -1  CX) (4) /? Fg : = g(ct, p) exp(ipA)dp, 
O0 
and g satisfies conditions (2). The g(c~,p) is understood as the element of L2(S n-l) depending 
on the parameter p. If Igl < ~,  then g(a,p) is well defined at any Po c [-a,a] and g(a,po) c 
L2(S'~-I). Thus, g(a, +a) = 0 makes sense. Given any such g, there exists a unique f E L2(B~) 
such that Rf  = g. This f can be constructed by the formula f = R-lg, and R -1 has an explicit 
representation, the same as in the known inversion formula for the Schwartz space Se(Z). Let 
us define the radon transform on L2(Bx). Note that formula (1) requires that f be continuous, 
and therefore, one needs to define R on the functions which are not continuous, for example, on 
the functions belonging to L2(Ba). Our definition of R is this: we define first R on C~(B~) 
by formula (1) and then prove that a so-defined linear operator is closable. Furthermore, we 
prove that its closure, denoted also R, is defined on all of X := L2(B~) and maps X onto Y 
isomorphically (that is, R is linear injective and surjective). By Banach's theorem, R and R -1 
are both continuous (since they are linear closed operators defined on all of the space X and Y, 
respectively). The reader easily checks that Y is a Hilbert space and, of course, X is a Hilbert 
space. Let us formulate the basic result. 
THEOREM 1. The operator R : X ~ Y is an isomorphism between X and Y. 
From the duality theory [4], it follows that the adjoint operator R*, called also the back- 
projection, is an isomorphism between the dual space Y* and X. The dual to Y space Y* is 
defined to be the space of distributions corresponding to the test functions in Y. In other words, 
it is the space of continuous linear functionals with respect o the parity defined by the L2(Za) 
inner product. 
Unfortunately, a constructive description of Y* is not known due to the presence of the moment 
conditions which defined Y. In Section 2, proofs are given. 
. 
This section is divided into 
closable in Le(Ba), its closure 
correctly solvable. This means 
PROOF OF  THEOREM 1 
three parts. In Part 1, we prove that R defined on C~(Ba) is 
R is defined on L2(Ba) and maps X := L2(Ba) into Y, and R is 
that 
II nf  IIY  C I[ f IIx, Vf • X, (5) 
where C > 0 is a constant independent of f .  
In Part 2, Theorem 1 is proved. 
In Part 3, a statement about the adjoint operator R* is made. This statement unfortunately 
is less explicit than a similar statement for R. The reason is simple: we do not know the explicit 
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description of Y*. The difficulty is caused by the moment conditions which are a part of the 
definition of Y. If Y would be defined without these conditions, Y* could be characterized 
explicitly. 
Par t  1 
Define R on C~°(B,~) by formula (1). Let us prove that R is closable in X := L2(Ba). This 
means that {fn E C~ °, fn -~ O, Rfn ~ g} implies g = 0. The above claim follows from the known 
estimate 
Clllfll ~ tRf[ ~ C2llfll, v f  e C~(Ba), (6) 
where [If I[ -- Ilfllx, IRf[ -- [IRfllY, C1 and C2 are positive constants independent of f.  Moreover, 
{ 4(~a)~ }1/2 
C1 = v/2(27r) n/2, C2 = 2 (n+l)/4 (27r) n + n[r(n/2)12 . (7) 
One can find estimate (6) in [5, p. 42], where the proof is more complicated than ours and the 
specific values (7) of the estimation constants are not given. We prove (6) at the end of this 
section and proceed now with the proof of the closability of R. Suppose that fn C Cg°(Ba), 
llf,~H --* 0 and IRfn - gl ~ O. Then, the right inequality (6) implies that IRfnl --~ O, so that 
g = 0 and R is closable. Since C~°(B~) is dense in L2(Ba), the closure of R, which we denote 
also R, is defined on all of X := L2(B,). 
Let us prove (6). Define 
](~) := .~  exp(ix. ~)f(x) dx. (S) 
If f E C~(Ba), then F]  = ], as follows immediately from (1) (and is well known as the Fourier 
slice theorem). Parseval's equation yields 
/0 IIf[[ 2 -- (2rr)-~[I](~)[[ 2 = (2~r) -~ dc~ dAA'~-X[Ffi[ 2
-< (27r)-'~2 .-1 da oo dA(1 + A2) (n-1)/2 F]  2 = (27r)-n2 IRf[2" 
Thus, the left inequality (6) is proved. We have used the fact that F]  is an even function since 
] is even. Let us prove the right inequality (6). 
II]l[ 2 = 2 da dA (1 + A2) <n-1)/2 IFjI 2 
n-1  
/; ) + dA (1 + A2) (n-l)/2 [F][ 2 := 2(I1 + h) .  (9) 
If A _> 1, then (1 + A2) (~-1)/2 <_ 2(n-1)/2A'~-I, and I2 <_ 2<~-1)/211]1[~=(R~). If 0 _< A <_ 1, then 
(1 + A2) (n-1)/2 _< 2 (n-1)/2, and 
I1 < 2(n-1)/2[S'~-11 max I]12 < 2(n-1)/21sn-11 Ifldx 
- -  0<A<l  - -  
_< 2(~-l)/2lS~-xl IB~I 2 I[ZIIL2(B,,). (10) 
Here, IS'~-11 is the area of the unit sphere in R n and [B~ I = a~lBll is the volume of the ball of 
radius a. Collecting the estimates yields 
I[]112 < C~llfl[ 2, 
where C2 is given in (7). Estimates (6) are proved. 
COROLLARY 1. The range of R is closed in Y. 
Corollary 1 follows immediately from the left inequality (6). 
COROLLARY 2. The null-space of R is trivial: A/'(R) = {0}, where AF(R) is the null-space of R. 
Id4k $ :1 -C  
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Par t  2 
The basic result of this section is the following lemma. 
LEMMA 1. The operator R : X --* Y is surjectiue. 
From Lemma 1 and the corollaries, it follows that R : X --~ Y is a linear continuous bijection of 
X onto Y, i.e., an isomorphism of X onto Y. This is the conclusion of Theorem 1. 
PROOF OF LEMMA 1. Let g(a,p) E Y. We want to construct an f E L2(Ba), such that ] = g. 
The idea of the proof is as follows: we define f by an inversion formula and then prove that: 
(1) f E X, i.e., f(x) = 0 for Ix[ > a and f E L2(B~/; and 
(2) ]=  g(~,p)  
We give the proof for n -- 2 and n = 3. The proof for even (respectively, odd) n is similar to the 
proof for n = 2 (respectively, n = 3). 
Let n = 3. Define 
f(x) := CA ~ g(a,a, x)da = CAR*g, ~ = 1 
2 87r 2" 
Here A is the Laplacian. Taking the Fourier transform of f yields (see [6]) 
1 
(2~)3](~) = -2~m (~, I~1), ~ = I~1~, ~ c s ~-*, 
where m(a,A)  = 1 '~ f~_ag(a,p) exp(ipA)dp = 2F--~. We claim that f(~) is an entire function of 
exponential type < a. This claim and the PWS (Paley-Wiener-Schwartz) Theorem imply that 
f = 0 for Ix[ > a. Let us prove our claim. Indeed, 
1 ~a 
m(~, I~51) = ~ J-/o 
C~im[~[m 1~ i m l m~oim 
g(a,p) ~ m! pmdp = ~ ~.iPm(I ~ la l  = ~ ~..Pm(~). (111 
m=O n'J,=O " = " 
Here, the moment condition (2) was used. Note that 
17:'m(e511 <~ c(g)a'~l~l '~, f 
a 
c(g) := sups  [g(~,p)idP. (12) 
J -a  
Therefore, 
oo  
I](511 < const. ~ (alSllm m-------~-- const, exp(a[~[). (13) 
rn~0 
Thus, ] ( ( )  is an entire function of exponential type _< a. Therefore, f = 0 for Ixt > a by the 
PWS theorem. 
Let us prove that f E L2(Ba). By the assumption, g E Y. Thus, 
II s II := (2~)-' II ] t1'= (2~1' f0 ~ ~ '  [ d.4d'lm(., ~)? 
J S 2 
< const. Im(a, A)12(1 + A2)dAda < eo. 
2 CO 
(141 
Therefore, f E L2(Ba) as claimed. 
i - _  2~ F -  I Let us prove that ] = g(~,p). One has ~-~7~f - -~-# y = -~-~-~Fg, so ] = Fg. On the other 
hand, ] = F ]  (by the Fourier slice theorem 1. Thus, F ]  = Fg, and, by the injectivity of F, it 
follows that f = g. The proof is complete for n = 3 and a similar proof holds for any odd n. 
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Let n -- 2. Define 
l fs Og f (x )  := ~ de gp := 
1 oo~.X-p  -~p" 
(15) 
Again, we prove that  f • X and ] = g(~,p) .  Equat ion (15) is equivalent (see [7]) to the 
equat ion f (x )  = ~- lFg .  Thus, ~f  = Fg. As in the case n = 3, one proves, using the moment  
condit ion (2), that  Fg  is an entire function of ~ = ~]~] of exponential  type < a, and ]] ] ]]< oo, 
so that  by PWS theorem, f • X.  Since F]  = .~f  = Fg, and F is injective, one concludes that  
f -- g. This  proves Lemma 1 for n = 2. The proof is similar for any even n. The lemma is 
proved. | 
Theorem 1 is proved. II 
Par t  3 
It  is known [4, p. 12] that  if a l inear operator  A : X --~ Y is correctly solvable, i.e., c]]f][ < 
liAr[[ V f  • D(A) ,  then the adjoint operator  A* : Y* --~ X*, is surjective. In our case, X is a 
Hi lbert  space, so that  X* = X,  and Y* is the space of l inear continuous functionals on Y. 
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