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A STRENGTHENED DATA PROCESSING INEQUALITY FOR THE
BELAVKIN-STASZEWSKI RELATIVE ENTROPY
ANDREAS BLUHM AND A´NGELA CAPEL
Abstract. In this work, we provide a strengthening of the data processing inequality for the
relative entropy introduced by Belavkin and Staszewski (BS-entropy). This extends previous results
by Carlen and Vershynina for the relative entropy and other standard f -divergences. To this end,
we provide two new equivalent conditions for the equality case of the data processing inequality
for the BS-entropy. Subsequently, we extend our result to a larger class of maximal f -divergences.
Here, we first focus on quantum channels which are conditional expectations onto subalgebras and
use the Stinespring dilation to lift our results to arbitrary quantum channels.
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1. Introduction
Quantum f -divergences are important in quantum information theory, because they can be
used to quantify the similarity of quantum states. Therefore, they fulfill fundamental properties
such as data processing, since the distinguishabilty of quantum states cannot increase under the
application of a quantum channel. The most important such f -divergence is the relative entropy
which is defined as
D(σ‖ρ) := tr[σ(log σ − log ρ)]
for positive definite quantum states ρ, σ. The relative entropy is one example of the so-called
standard f -divergences [HM17, Section 3.2], which are defined as
Sf (σ‖ρ) = tr
[
ρ1/2f(LσRρ−1)(ρ
1/2)
]
for an operator convex function f : (0,∞) → R. Here, LA and RA denote the left and right
multiplication by the matrix A, respectively. The relative entropy arises by letting f(x) = x log x.
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This is, however, not the only way to generalize the classical f -divergences introduced in [AS66,
Csi67]. The maximal f -divergences are defined as
Sˆf (σ‖ρ) = tr
[
ρf(ρ−1/2σρ−1/2)
]
for an operator convex function f : (0,∞) → R and were defined in [PR98]. They were recently
studied in [Mat18] where also the name was introduced (see also [HM17, Section 3.3] and references
therein). For f(x) = x log x, we obtain after a short computation the relative entropy introduced
by Belavkin and Staszewski in [BS82], which we will call BS-entropy for short:
SˆBS(σ‖ρ) := − tr
[
σ log
(
σ−1/2ρσ−1/2
)]
.
It is known that both the standard and maximal f -divergences satisfy data processing, i.e.
they decrease under the application of quantum channels (completely positive trace-preserving
maps). The study of conditions for equality in the data processing inequality for the relative
entropy, i.e. for which ρ, σ we have D(σ‖ρ) = D(Φ(σ)‖Φ(ρ)) for some fixed quantum channel
Φ, has led to the discovery of quantum Markov states [HJPW04]. In particular, the relative
entropy is preserved if and only if ρ and σ can be recovered by the Petz recovery map RσΦ(X) =
σ1/2Φ∗(Φ(σ)−1/2XΦ(σ)−1/2)σ1/2, i.e. σ = RσΦ(Φ(σ)) and ρ = RσΦ(Φ(ρ)) [Pet03]. This is true for
all standard f -divergences for which f is “complicated enough”. We refer the reader to [HM17,
Theorem 3.18] for a list of equivalent conditions. For Φ = E and E the trace-preserving conditional
expectation onto a unital matrix subalgebra N of B(H), [CV17] shows that the equality condition
is stable in the sense that
(1) D(σ‖ρ)−D(σN ‖ρN ) ≥
(π
8
)4 ‖LρRσ−1‖−2∞ ‖RσΦ(ρN )− ρ‖41.
Here, we have written σN := E(σ) and ρN := E(ρ). This can also be interpreted as a strengthening
of the data processing inequality. Subsequent work has generalized the above result to more general
standard f -divergences [CV18] and Holevo’s just-as-good fidelity [Wil18].
The difference of relative entropies that appears on the left hand side of Equation (1) has been
studied intensively in the context of quantum information and quantum thermodynamics [FR18,
FBB18]. Moreover, for E a partial trace, it has been characterized as a conditional relative entropy
in [CLPG18]. Equation (1) is the first strengthening of the data processing inequality for the
relative entropy in terms of the “distance” between a state and its recovery by the Petz map,
although there have been many other results with a similar spirit in the last years, see e.g [FR15,
BBH17, SBT17, SR17, JRS+18].
Our work gives analogous results to the ones in [CV17, CV18] for maximal f -divergences. For
these, preservation of the maximal f -divergence, i.e. Sˆf (Φ(σ)‖Φ(ρ)) = Sˆf (σ‖ρ), is not equivalent
to σ, ρ being recoverable in the sense of Petz, although the latter implies the former. Equivalent
conditions to the preservation of a maximal f -divergence for the case in which Φ is a completely
positive trace-preserving map are given in [HM17, Theorem 3.34]. In our work, we prove two other
equivalent conditions, which we use to prove a strengthened data processing inequality for some
maximal f -divergences and in particular for the BS-entropy.
This manuscript is structured as follows: In Section 2, we list the main results of the present
article. Important results on standard and maximal f -divergences are reviewed in Section 3. In
Section 4, we provide two new conditions which are equivalent to the preservation of the BS-entropy
under a quantum channel. We use this result in Section 5 to prove our strengthened data processing
inequality for the BS-entropy under a conditional expectation, which we subsequently generalize
to other maximal f -divergences in Section 6. Finally, in Section 7, we extend this result to general
quantum channels.
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2. Main results
In this section, we state the main results of this work. All quantum systems appearing will be
finite dimensional. Let σ, ρ be two positive definite quantum states on a matrix algebraM. We use
the abbreviations Γ := σ−1/2ρσ−1/2 and ΓT := σ
−1/2
T ρT σ
−1/2
T , where N is another matrix algebra,
T :M→N is a completely positive trace-preserving map and ρT := T (ρ), σT := T (σ). Our first
result consists of two conditions which are equivalent to the preservation of the BS-entropy under
T . It follows from Theorem 4.2 together with Proposition 4.5 and Theorem 7.1.
Theorem 2.1. Let M and N be two matrix algebras and let σ > 0, ρ > 0 be two quantum states
on M. Let T : M → N be a completely positive trace-preserving map and let V be the isometry
associated to the Stinespring dilation (Theorem 3.10) of T . Then, the following are equivalent:
(1) SˆBS(σ‖ρ) = SˆBS(σT ‖ρT )
(2) σ−1ρ = T ∗ (σ−1T ρT )
(3) V σ1/2 V ∗
(
σ
−1/2
T Γ
1/2
T σ
1/2
T ⊗ I
)
= V Γ1/2 σ1/2 V ∗.
The above theorem is motivated by the treatment in [Pet03] for the relative entropy and proceeds
along similar lines. This result allows us to prove a strengthened data processing inequality for the
BS-entropy, building on the work in [CV17] for conditional expectations and subsequently lifting
it to general quantum channels using Stinespring’s dilation theorem:
Theorem 2.2. Let M and N be two matrix algebras and let T :M→N be a completely positive
trace-preserving map. Let σ, ρ be two quantum states on M such that they have equal support.
Then,
(2) SˆBS(σ‖ρ) − SˆBS(σT ‖ρT ) ≥
(π
8
)4
‖Γ‖−4∞
∥∥σ−1T ∥∥−2∞ ∥∥σ T ∗ (σ−1T ρT )− ρ∥∥42.
Theorem 2.1 shows that the right hand side of Equation (2) plays the same role as the trace
distance between ρ and the state obtained from the recovery map in Equation (1). The result for
conditional expectations appears as Corollary 5.5 in the main text and follows from the sharper
lower bound in Theorem 5.3. These results are subsequently lifted to general quantum channels in
Theorem 7.1.
In the rest of the work, we extend the result from the BS-entropy to more general maximal
f -divergences. This is similar to the work undertaken in [CV18]. We consider operator convex
functions f : (0,∞) → R whose transpose f˜(x) := xf(1/x) is operator monotone decreasing.
Moreover, we assume that the measure µ−f˜ of −f˜ is absolutely continuous with respect to Lebesgue
measure and that there are C > 0, α ≥ 0 such that for every T ≥ 1, the Radon-Nikody´m derivative
is lower bounded by
dµ−f˜ (t)
dt
≥ (CT 2α)−1
almost everywhere (with respect to Lebesgue measure) for all t ∈ [1/T, T ]. Furthermore, we assume
that our states σ > 0 , ρ > 0 are not too far from fulfilling the data processing inequality with
respect to E , i.e.
(3)
(
(2α+ 1)
√
C
4
(Sˆf (σ‖ρ)− Sˆf (σN ‖ρN ))1/2
1 + ‖Γ‖∞
) 1
1+α
≤ 1.
Theorem 2.3. Let M and N be two matrix algebras and let T :M→N be a completely positive
trace-preserving map. Let σ, ρ be two quantum states on M such that they have equal support and
let f : (0,∞)→ R be an operator convex function with transpose f˜ . We assume that f˜ is operator
monotone decreasing and such that the measure µ−f˜ that appears in Theorem 3.2 is absolutely
continuous with respect to Lebesgue measure. Moreover, we assume that for every T ≥ 1, there
4 ANDREAS BLUHM AND A´NGELA CAPEL
exist constants α ≥ 0, C > 0 satisfying dµ−f˜ (t)/dt ≥ (CT 2α)−1 for all t ∈ [1/T, T ] and such that
Equation (3) holds. Then, there is a constant Lα > 0 such that
Sˆf (σ‖ρ)− Sˆf (σT ‖ρT ) ≥ Lα
C
(1 + ‖Γ‖∞)−(4α+2) ‖Γ‖−(2α+2)∞
∥∥σ−1T ∥∥−(2α+2)∞ ∥∥ρ− σ T ∗ (σ−1T ρT )∥∥4(α+1)2 .
For conditional expectations, the above result appears as Corollary 6.2 in the main text and
follows from the sharper lower bound in Theorem 6.1. The extension to general quantum channels
appears as Theorem 7.3.
3. Preliminaries
3.1. Notation. Throughout the paper, we will denote by H a finite-dimensional Hilbert space, by
B(H) the algebra of bounded linear operators on it (whose elements we will write using capital
latin letters). We will further use greek letters for the density matrices, or states, whose set we
write as
D(H) := {ρ ∈ B(H) : ρ ≥ 0, tr[ρ] = 1}.
A matrix algebra is a unital subalgebra of B(H) which is closed under taking adjoints. We will
write ρ > 0 for matrices which are positive definite, denote by ρ−1 the inverse of ρ, and we will
assume that all the density matrices that appear in all sections but Section 7 have full rank. By
ρ0, we will denote the support of ρ. Moreover, we will denote by I the identity matrix, which we
sometimes omit for readability.
LetM, N be two matrix algebras. We call a linear map T :M→N positive if it maps positive
semidefinite matrices to positive semidefinite matrices. Moreover, T is said to be n-positive if
T ⊗ Idn :M⊗Mn → N ⊗Mn is positive, whereMn is the space of complex n× n matrices, and
completely positive if T is n-positive for every n ∈ N. We further say that T is trace preserving
if tr[T (A)] = tr[A] for all A ∈ M. Finally, a trace-preserving completely positive map is called a
quantum channel (a general reference for quantum channels is [Wat18]). Given a quantum channel
T :M→N , we write σT := T (σ) and ρT := T (ρ) for all density matrices σ, ρ ∈ M.
Now letN be a unital matrix subalgebra ofM. We will often consider the unique trace-preserving
conditional expectation onto this subalgebra, and denote it by E :M→N . Given two matrices σ,
ρ ∈ M, we write σN := E(σ) and ρN := E(ρ) . In a slight abuse of notation, we will identify LA,
the left multiplication operator by A on M, with A for A ∈M.
In this paper, we will make use of Schatten p-norms, which are defined for every p ≥ 1 as
‖A‖p := tr[|A|p]1/p for A ∈ B(H).
In the limit, the ∞-norm can be seen to correspond to the operator norm. We will always consider
B(H) equipped with the Hilbert-Schmidt inner product, i.e.,
〈A,B〉HS := tr[A∗B] for A,B ∈ B(H),
where A∗ represents the adjoint of A. We will on most occasions omit the subscript of the inner
product. Finally, we will often write Γ := σ−1/2ρσ−1/2, ΓN := σ
−1/2
N ρNσ
−1/2
N for conditional
expectations and ΓT := σ
−1/2
T ρT σ
−1/2
T for quantum channels in general.
3.2. Operator convex functions and conditional expectations. Now we will introduce some
results concerning operator convex functions and conditional expectations that we use in this man-
uscript. We refer the reader to [Bha97, Section V] for further information on the topic of operator
convex functions. Before introducing operator convex functions, let us first consider operator mono-
tone functions.
Definition 3.1 (Operator monotone). Let I ⊆ R be an interval and f : I → R. If for all finite-
dimensional Hilbert spaces H
f(A) ≤ f(B)
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for all Hermitian A, B ∈ B(H) with spectrum contained in I and such that A ≤ B, then f is
operator monotone. We call f operator monotone decreasing if −f is operator monotone.
These functions possess a canonical form:
Theorem 3.2 ([Bha97, Equation V.49]). A function f on (0,∞) is operator monotone if and only
if it has a representation of the form
f(λ) = α+ βλ+
∫ ∞
0
(
t
1 + t2
− 1
λ+ t
)
dµf (t),
where α ∈ R, β ≥ 0 and µf is a positive measure on (0,∞) such that∫ ∞
0
1
1 + t2
dµf (t) <∞.
Operator monotone functions are intimately connected to operator convex functions.
Definition 3.3 (Operator convex). Let I ⊆ R be an interval and f : I → R. If
f(λA+ (1− λ)B) ≤ λf(A) + (1− λ)f(B)
for all Hermitian A, B ∈ B(H) with spectrum contained in I, all λ ∈ [0, 1], and for all finite-
dimensional Hilbert spaces H, then f is operator convex. We call f operator concave if −f is
operator convex.
One connection of this kind is given by the following theorem:
Theorem 3.4 ([HP14, Theorem 4.43]). Let f be a continuous function mapping (0,∞) onto itself.
Then, f is operator monotone if and only if it is operator concave.
For further connections between operator monotone functions and operator convex functions, we
refer to [Bha97, Section V]. Another way to find new operator convex functions is to consider their
transpose.
Proposition 3.5 ([HM17, Proposition A.1]). Let f : (0,∞) → R and let f˜(x) = xf(1/x) for all
x ∈ (0,∞). Then, f is operator convex if and only if f˜ is operator convex. f˜ is called the transpose
of f .
In the next theorem, we collect several equivalent characterizations of operator convexity. The
statements come from [HP03, Theorem 2.1] and [Bha97, Exercise V.2.2].
Theorem 3.6 (Jensen’s operator inequality). For a continuous function f defined on an interval
I, the following conditions are equivalent:
(1) f is operator convex on I.
(2) For each natural number n, we have the inequality
f
(
n∑
i=1
A∗iXiAi
)
≤
n∑
i=1
A∗i f(Xi)Ai
for every n-tuple (X1, . . . ,Xn) of bounded, self-adjoint operators on an arbitrary Hilbert
space H with spectra contained in I and every n-tuple (A1, . . . , An) of operators on H with∑n
k=1A
∗
kAk = 1.
(3) f(V ∗XV ) ≤ V ∗f(X)V for every Hermitian operator (on a Hilbert space H) with spectrum
in I and every isometry V from any Hilbert space into H.
Remark 3.7. Let I ⊆ R be an interval, f : I → R be a continuous operator convex function, M
be a matrix algebra, and Φ : M →M a unital completely positive map. Then, Jensen’s operator
inequality in particular implies that f(Φ(X)) ≤ Φ(f(X)) for any Hermitian X ∈ M with spectrum
contained in I. This follows from the fact that any completely positive map possesses a Kraus
decomposition.
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We now turn to conditional expectations.
Proposition 3.8 ([OP93, Proposition 1.12]). Let M be a matrix algebra with unital matrix subal-
gebra N . Then, there exists a unique linear mapping E :M→N such that
(1) E is a positive map,
(2) E(B) = B for all B ∈ N ,
(3) E(AB) = E(A)B for all A ∈ M and all B ∈ N ,
(4) E is trace preserving.
A map fulfilling (1)-(3) is called a conditional expectation.
It can be shown that conditional expectations are completely positive [Ben09, Proposition 5.2.2].
Moreover, they are selfadjoint with respect to the Hilbert-Schmidt inner product. The following
proposition shows that unital positive maps preserve positive definiteness. In particular, this holds
for conditional expectations.
Proposition 3.9. LetM, N be two matrix algebras. Moreover, let T :M→N be a unital positive
map. Then, for ρ ∈ M, ρ > 0, it holds that T (ρ) > 0.
Proof. Since T is a positive map, it holds that T (ρ) ≥ 0. Assume that T (ρ) is not positive definite.
Then, there is a non-zero ψ ∈ H such that tr[ψψ∗T (ρ)] = 0. However,
tr[ψψ∗T (ρ)] = tr[T ∗(ψψ∗)ρ].
Since T ∗ is also a positive map, T ∗(ψψ∗) ≥ 0. Furthermore, T ∗(ψψ∗) 6= 0, as T ∗ is trace preserving
since T is unital. Hence, tr[T ∗(ψψ∗)ρ] > 0, which is a contradiction. 
A standard result for completely positive maps which we will use in Section 7 is the existence
of a Stinespring dilation (see e.g. [Wat18, Theorem 2.22]). It allows us to write a general quantum
channel as the action of a conditional expectation trV [·]/s ⊗ I and an isometry V .
Theorem 3.10 (Stinespring’s dilation theorem). LetM⊆ B(H), N ⊆ B(K) be two matrix algebras
with Hilbert spaces H, K, and let T : M→ N be a quantum channel. Then, there exist a Hilbert
space V and an isometry V : H →֒ K ⊗ V such that
T (ω) = trV [V ωV ∗]
for all states ω on M. Here, trV is the partial trace over the second system V.
3.3. Standard f -divergences. In this subsection, we recall some definitions and basic proper-
ties concerning standard f -divergences. The main reference for them, as well as for maximal
f -divergences is [HM17]. The latter are introduced in the next subsection. We focus on states with
full rank and refer the reader to [HM17] for a more general treatment.
Definition 3.11 ([HM17, Definition 3.1]). Let f : (0,∞)→ R be an operator convex function and
σ > 0, ρ > 0 be two unnormalized states on a matrix algebra M. Then,
Sf (σ‖ρ) = tr
[
ρ1/2f(LσRρ−1)ρ
1/2
]
is the standard f -divergence. This definition can be extended to general states σ, ρ as
Sf (σ‖ρ) := lim
εց0
Sf (σ + εI‖ρ+ εI).
We obtain the same standard f -divergence if we exchange ρ and σ and consider the transpose of
f instead.
Proposition 3.12 ([HM17, Proposition 3.7]). Let f : (0,∞) → R be an operator convex function
with transpose f˜ and σ > 0, ρ > 0 be two states on a matrix algebra M. Then, Sf (σ‖ρ) = Sf˜ (ρ‖σ).
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As we can see below, the main examples of standard f -divergences are directly connected to the
well-known Umegaki relative entropy and standard Re´nyi divergences.
Example 3.13 ([HM17, Example 3.5]). Let f(x) = s(α)xα for some α ∈ (0,∞), where s(α) := −1
for 0 < α < 1 and s(α) := 1 for α ≥ 1. Then,
Sf (σ‖ρ) = s(α) tr
[
σαρ1−α
]
.
These quantities can be used to define the standard Re´nyi divergences.
Example 3.14 ([HM17, Example 3.5]). Let f(x) = x log x. Then,
Sf (σ‖ρ) = tr[σ(log σ − log ρ)]
defines the standard (Umegaki) relative entropy, usually denoted by D(σ‖ρ).
Standard f -divergences extend the usual quantum relative entropy in more than one sense, since
they share many of the properties that characterize the former, such as continuity (with respect to
the first variable) or joint convexity. Indeed, one of the main features of this family of quantities is
the data processing inequality.
Proposition 3.15 (Data processing, [HM17, Proposition 3.12]). Let Φ : M → B be a trace-
preserving map between matrix algebras M and B such that its dual map is a 2-positive trace-
preserving map. Then, for every two states σ > 0, ρ > 0 on M and every operator convex function
f : (0,∞)→ R,
(4) Sf (Φ(σ)‖Φ(ρ)) ≤ Sf (σ‖ρ).
The above proposition in particular holds for quantum channels. Let us now define the following
map [HM17, Equation (3.19)] for Φ as in Proposition 3.15:
RρΦ(X) := ρ1/2Φ∗
(
Φ(ρ)−1/2(X)Φ(ρ)−1/2
)
ρ1/2 ∀X ∈ B.
This is the Petz recovery map for Φ with respect to ρ. In the following, we will assume that Φ
preserves invertibility, as this will be the case in the situations addressed in this paper.
A natural question is to ask for conditions for when the data processing inequality (4) holds with
equality. Theorem 3.18 of [HM17] gives a list of equivalent conditions, from which we only state
some:
Theorem 3.16 ([HM17, Theorem 3.18]). Let σ > 0, ρ > 0 be two states on a matrix algebra M
and let Φ :M→ B be a 2-positive trace-preserving linear map, where B is again a matrix algebra.
Then, the following are equivalent:
(1) There exists a trace-preserving map Ψ : B →M such that Ψ(Φ(ρ)) = ρ and Ψ(Φ(σ)) = σ.
(2) Sf (Φ(σ)‖Φ(ρ)) = Sf (σ‖ρ) for some operator convex function on (0,∞) such that f(0+) <
∞ and
|supp µf | ≥ |spec(LσRρ−1) ∪ spec(LΦ(σ)RΦ(ρ)−1)|,
with µf the measure appearing in [HMPB11, Theorem 8.1].
(3) Sf (Φ(σ)‖Φ(ρ)) = Sf (σ‖ρ) for all operator convex f on [0,∞).
(4) RρΦ(Φ(σ)) = σ.
In particular, point (1) of Theorem 3.16 is symmetric in σ and ρ such that we obtain the following
result, which was previously proven by Petz [Pet03].
Corollary 3.17. Let σ > 0, ρ > 0 be two states on a matrix algebra M and let Φ : M→ B be a
2-positive trace-preserving linear map, where B is a matrix algebra. Then,
D(σ‖ρ) = D(Φ(σ)‖Φ(ρ))⇔ σ = RρΦ ◦ Φ(σ).
Moreover,
σ = RρΦ ◦Φ(σ)⇔ ρ = RσΦ ◦ Φ(ρ).
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3.4. Maximal f -divergences. In this subsection, we introduce maximal f -divergences and present
some of their most basic properties. We also compare them to the aforementioned standard f -
divergences. Again, we focus on states with full rank and refer the reader to [HM17] for the general
case.
Definition 3.18 ([HM17, Definition 3.21]). Let f : (0,∞)→ R be an operator convex function and
σ > 0, ρ > 0 be two states unnormalized on a matrix algebra M. Then,
Sˆf (σ‖ρ) = tr
[
ρ1/2f(ρ−1/2σρ−1/2)ρ1/2
]
is the maximal f -divergence. This definition can be extended to not necessarily full-rank states σ, ρ
as
Sˆf (σ‖ρ) := lim
εց0
Sˆf (σ + εI‖ρ+ εI).
Again, the maximal f -divergences are identical if we exchange the states and replace f by its
transpose.
Proposition 3.19 ([HM17, Proposition 3.27]). Let f : (0,∞)→ R be an operator convex function
with transpose f˜ and σ > 0, ρ > 0 be two states on a matrix algebra M. Then, Sˆf (σ‖ρ) = Sˆf˜ (ρ‖σ).
The main example of a maximal f -divergence is the so-called BS-entropy, introduced by Belavkin
and Staszewski in [BS82].
Example 3.20 ([HM17, Example 4.4]). Let f(x) = x log x. Then,
Sˆf (σ‖ρ) = tr
[
ρ1/2σρ−1/2 log
(
ρ−1/2σρ−1/2
)]
= tr
[
σ log
(
σ1/2ρ−1σ1/2
)]
is the Belavkin-Staszewski relative entropy (BS-entropy).
Throughout this manuscript, we will use SˆBS(·‖·) to denote the BS-entropy. However, it is
common to find in the literature the notation DBS(·‖·) for this quantity.
Remarkably, this family of f -divergences also satisfies a data processing inequality, which makes
them interesting quantities for information processing.
Proposition 3.21 (Data processing, [HM17, Corollary 3.31]). Let σ > 0, ρ > 0 be two states on a
matrix algebra M and Φ : M→ B be a trace-preserving positive linear map, where B is a matrix
algebra. Then,
Sˆf (Φ(σ)‖Φ(ρ)) ≤ Sˆf (σ‖ρ).
As in the case of standard f -divergences, a natural question that arises is to characterize the
states for which equality is fulfilled in the previous inequality. Some equivalent conditions for
equality are collected in the following result, extracted from the larger list that appears in Theorem
3.34 of [HM17].
Theorem 3.22 ([HM17, Theorem 3.34]). Let σ > 0, ρ > 0 be two states on a matrix algebra M
and Φ : M→ B be a trace-preserving positive linear map, where B is a matrix algebra. Then the
following are equivalent:
(1) Sˆf (Φ(σ)‖Φ(ρ)) = Sˆf (σ‖ρ) for some non-linear operator convex function f on [0,∞).
(2) Sˆf (Φ(σ)‖Φ(ρ)) = Sˆf (σ‖ρ) for all operator convex functions f on [0,∞).
(3) tr
[
Φ(σ)2Φ(ρ)−1
]
= tr
[
σ2ρ−1
]
.
Remark 3.23. The function in point (3) of the above theorem is Sf (σ‖ρ) = Sˆf (σ‖ρ) for f(x) = x2.
Indeed, it is true that if f is a polynomial of degree at most 2, the maximal and the standard f -
divergences coincide.
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Another natural question that arises is whether the conditions listed above are equivalent to
those of equality in the data processing inequality for standard f -divergences that appeared in
Theorem 3.16. We will later see that this is not the case in general. The following result shows
how standard and maximal f -divergences are related for the same operator convex function f .
Proposition 3.24 ([HM17, Proposition 4.1]). For every two states σ > 0, ρ > 0 on a matrix
algebra M and every operator convex function f : (0,∞)→ R,
(5) Sf (σ‖ρ) ≤ Sˆf (σ‖ρ).
Remark 3.25. When σ and ρ commute, given an operator convex function f the maximal f -
divergence coincides with the standard f -divergence, and both of them coincide with the classical
ones introduced in [AS66, Csi67]. In fact, the inequality (5) is strict for states which do not com-
mute, provided f is “complicated enough” ([HM17, Theorem 4.3]). For qubits, this is the case for
any function f which is not a polynomial ([HM17, Proposition 4.7]).
Remark 3.26. Recoverability easily implies Sˆf (Φ(σ)‖Φ(ρ)) = Sˆf (σ‖ρ) .The fact that the left hand
side is smaller than or equal to the right hand side follows from the data processing inequality. For
the other inequality, we can consider f(x) = x2. Then, Sˆf (σ‖ρ) = tr
[
σ2ρ−1
]
. By assumption,
σ = ρ1/2Φ∗(Φ(ρ)−1/2Φ(σ)Φ(ρ)−1/2)ρ1/2
and
tr
[
σ2ρ−1
]
= tr
[
ρ(Φ∗(Φ(ρ)−1/2Φ(σ)Φ(ρ)−1/2))2
]
≤ tr
[
Φ(ρ)(Φ(ρ)−1/2Φ(σ)Φ(ρ)−1/2)2
]
= tr
[
Φ(σ)2Φ(ρ)−1
]
The second line is from Jensen’s operator inequality (Theorem 3.6).
Remark 3.27. In general, preservation of maximal f -divergences does not imply recoverability by
means of the Petz recovery map. However, for unital qubit channels, it does [HM17, Proposition
4.10]. This does not contradict Remark 3.25, since Φ can still preserve both maximal and standard
f -divergences, even if their value is not the same.
4. A condition for equality
Theorem 3.34 of [HM17] lists several equivalent conditions for the preservation of maximal f -
divergences under a quantum channel. We will prove two other equivalent conditions, inspired by
[Pet03]. We need the following technical proposition in the proof of the main result of this section.
Proposition 4.1. Let M be two matrix algebras. We consider two quantum states σ > 0 and
ρ > 0 on M and a completely positive trace-preserving map T :M→N such that σT , ρT > 0. Let
U : N →M be given by U(X) = σ1/2 T ∗
(
σ
−1/2
T X
)
for all X ∈ N . Then, U∗(Y ) = σ−1/2T T (σ1/2Y )
for every Y ∈ M and
U∗ΓU ≤ ΓT ,
Moreover, U∗U ≤ Id. If N is a unital subalgebra of M and T = E, where E is the conditional
expectation onto N , we can extend U to an operator on M and it holds that U∗U = E.
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Proof. The form of U∗ follows from direct computation. Let X ∈ N . Then,
〈X,U∗ΓU(X)〉 = 〈U(X),ΓU(X)〉
= 〈σ1/2 T ∗
(
σ
−1/2
T X
)
, σ−1/2ρ T ∗
(
σ
−1/2
T X
)
〉
= tr
[
ρ T ∗
(
σ
−1/2
T X
)
T ∗
(
X∗σ
−1/2
T
)]
≤ tr
[
ρ T ∗
(
σ
−1/2
T XX
∗σ
−1/2
T
)]
= 〈X,ΓTX〉.
The fourth line follows by the Schwarz inequality. Hence, U∗ΓU ≤ ΓN . A similar calculation yields
〈X,U∗U(X)〉 = 〈U(X), U(X)〉
= 〈σ1/2 T ∗
(
σ
−1/2
T X
)
, σ1/2 T ∗
(
σ
−1/2
T X
)
〉
= tr
[
σ T ∗
(
σ
−1/2
T X
)
T ∗
(
X∗σ
−1/2
T
)]
≤ tr
[
σ T ∗
(
σ
−1/2
T XX
∗σ
−1/2
T
)]
= 〈X,X〉.
This implies U∗U ≤ Id. In the case where T is a conditional expectation, we can write U(X) =
σ1/2 σ
−1/2
N E(X) for all X ∈ M. The equation U∗U = E then follows from a similar calculation to
the one above and the fact that E is trace preserving. 
Now we can state and prove the new equivalent condition for equality between BS-entropies
under the application of a quantum channel.
Theorem 4.2. Let M, N be two matrix algebras and T :M→N be a completely positive trace-
preserving map. Let σ > 0, ρ > 0 be two quantum states on M such that T (σ) > 0, T (ρ) > 0.
Then
(6) SˆBS(σ‖ρ) = SˆBS(σT ||ρT )
if and only if
(7) T ∗ (σ−1T ρT ) = σ−1ρ.
Proof. The proof follows the proof of [Pet03, Theorem 3.1]. Let U : N → M be defined as
U(X) = σ1/2 T ∗
(
σ
−1/2
T X
)
for all X ∈ N . Using the integral representation of the operator
monotone function log(x),
log x =
∫ ∞
0
(
1
1 + t
− 1
t+ x
)
dt,
we infer below that Equation (6) is equivalent to
(8)
〈
σ
1/2
T , U
∗
(
(Γ + t)−1 − (t+ 1)−1I)Uσ1/2T 〉 = 〈σ1/2T , ((ΓT + t)−1 − (t+ 1)−1I)σ1/2T 〉 .
Indeed, we know that ΓT ≥ U∗ΓU and U∗U ≤ Id (see Proposition 4.1). Let ft(x) = (t+x)−1− t−1
for fixed t ≥ 0. Since x 7→ x−1 is operator monotone decreasing and operator convex on (0,∞), the
same property holds for ft(x) on [0,∞) for t > 0. Hence,
(U∗ΓU + t)−1 − t−1I ≥ (ΓT + t)−1 − t−1I.
Moreover, ft(x) ≤ 0 for every x ≥ 0. Using [Bha97, Theorem V.2.3] and the fact that U is a
contraction, it holds that
U∗
(
(Γ + t)−1 − t−1I)U ≥ (U∗ΓU + t)−1 − t−1I,
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and thus,
(9) U∗
(
(Γ + t)−1 − t−1I)U ≥ (ΓT + t)−1 − t−1I.
Hence, since U(σ
1/2
T ) = σ
1/2,
SˆBS(σ‖ρ)− SˆBS(σT ‖ρT ) =
∫ ∞
0
〈
σ1/2,
(
(Γ + t)−1 − (t+ 1)−1I)σ1/2〉 dt
−
∫ ∞
0
〈
σ
1/2
T ,
(
(ΓT + t)
−1 − (t+ 1)−1I)σ1/2T 〉 dt
=
∫ ∞
0
〈
σ
1/2
T ,
(
U∗(Γ + t)−1U − (ΓT + t)−1
)
σ
1/2
T
〉
dt
≥ 0,
where the last inequality follows from Equation (9). Moreover, since for every t > 0 the infinitesimal
term at time t inside the integral is always non-negative, the difference of BS-entropies vanishes if
and only if every infinitesimal term does. Therefore, Equation (6) is equivalent to Equation (8),
and they both imply
U∗(Γ + t)−1σ1/2 = (ΓT + t)
−1σ
1/2
T
for all t > 0. Differentiating with respect to t gives
U∗(Γ + t)−2σ1/2 = (ΓT + t)
−2σ
1/2
T .
It follows that ∥∥∥U∗(Γ + t)−1σ1/2∥∥∥2
2
=
〈
σ
1/2
T , (ΓT + t)
−2σ
1/2
T
〉
=
〈
σ
1/2
T , U
∗(Γ + t)−2σ1/2
〉
=
∥∥∥(Γ + t)−1σ1/2∥∥∥2
2
.
We have shown 〈A,UU∗A〉 = 〈A,A〉 for some A ∈ M and we know UU∗ ≤ Id since ‖U‖∞ = ‖U∗‖∞,
thus we infer UU∗A = A. Therefore, we have arrived at
U(ΓT + t)
−1σ
1/2
T = UU
∗(Γ + t)−1σ1/2 = (Γ + t)−1σ1/2
Differentiating again with respect to t, it follows that
U(ΓT + t)
−nσ
1/2
T = (Γ + t)
−nσ1/2
for all n ∈ N and hence also
Uf(ΓT )σ
1/2
T = f(Γ)σ
1/2
for all continuous functions f by the Stone-Weierstrass theorem. For f(x) = x, we obtain
σ1/2T ∗ (σ−1T ρT ) = σ−1/2ρ.
This proves the first implication. The reverse implication follows from
tr
[
ρ2T σ
−1
T
]
= tr
[
ρ T ∗(ρT σ−1T )
]
= tr
[
ρ2 σ−1
]
and the fact that
tr
[
ρ2T σ
−1
T
]
= tr
[
ρ2 σ−1
]⇔ tr[σ2T ρ−1T ] = tr[σ2 ρ−1]
by Theorem 3.22 for f(x) = x1/2, f˜ = f(x). 
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Remark 4.3. Note that Equation (7) can be rephrased as a recovery condition for ρ from σ under
the application of a quantum channel:
ρ = σ T ∗ (σ−1T ρT ) ,
as well as exchanging the roles of ρ and σ.
Remark 4.4. In the particular case in which the map is a trace-preserving conditional expectation
E onto a unital matrix subalgebra N of M, Theorem 4.2 can be written as follows:
SˆBS(σ||ρ) = SˆBS(σN ||ρN )
if and only if
σ−1N ρN = σ
−1ρ.
Here, we have assumed σ > 0, ρ > 0. In this case, the recovery condition for ρ from σ under the
application of a conditional expectation is stated as follows:
ρ = σσ−1N ρN .
We can further see that, for quantum channels, the condition appearing in Equation (6) is implied
by another one involving Γ and ΓT which will appear in the main result of Section 7.
Proposition 4.5. Let M be a matrix algebra and let σ > 0, ρ > 0 be two states on it. Let N be
another matrix algebra and let T :M→N be a quantum channel. Let V be the isometry associated
to a Stinespring dilation (Theorem 3.10) of T . If the following expression holds
(10) V σ1/2 V ∗
(
σ
−1/2
T Γ
1/2
T σ
1/2
T ⊗ I
)
= V Γ1/2 σ1/2 V ∗,
then
σ−1ρ = T ∗ (σ−1T ρT ) .
Proof. Using Equation (10), and abbreviating Θ := σ
−1/2
T Γ
1/2
T σ
1/2
T ⊗ I, we can see that
V Γσ1/2 V ∗ = V Γ1/2 V ∗ V Γ1/2 σ1/2 V ∗
= V Γ1/2 V ∗ V σ1/2 V ∗Θ
= V Γ1/2 σ1/2 V ∗Θ
= V σ1/2 V ∗Θ2.
Now, note that
Θ2 = σ−1T ρT ⊗ I.
Hence, multiplying the expression above by V ∗(·)V and using T ∗(X) = V ∗(X⊗I)V for all X ∈ N ,
we get
Γσ1/2 = σ1/2V ∗
(
σ−1T ρT ⊗ I
)
V
= σ1/2T ∗ (σ−1T ρT ) ,
which is equivalent to
σ−1ρ = T ∗ (σ−1T ρT ) .

Remark 4.6. The converse implication is also true, although we cannot prove it directly here.
However, it can be obtained as a consequence of Theorem 7.1. Note also that multiplying directly
Equation (10) by V ∗(·)V , we get the following expression:
σ1/2 V ∗
(
σ
−1/2
T ΓT σ
1/2
T ⊗ I
)
V = Γ1/2 σ1/2,
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which can be rewritten as
σ1/2 T ∗
(
σ
−1/2
T Γ
1/2
T σ
1/2
T
)
= Γ1/2 σ1/2.
For conditional expectations, this condition can be actually seen to be equivalent to Equation (6).
Proposition 4.7. Let M be a matrix algebra, N be a unital matrix subalgebra, and E : M→ N
be the unique trace-preserving conditional expectation onto N . Let σ > 0, ρ > 0 and define
σN := E(σ), ρN := E(ρ). Then,
(11) ρ = σσ−1N ρN
is equivalent to
(12) σ1/2σ
−1/2
N Γ
1/2
N σ
1/2
N = Γ
1/2σ1/2.
Proof. Recalling the explicit expressions for Γ and ΓN , Equation (11) can be seen to be equivalent
to
σ1/2σ
−1/2
N ΓN = Γσ
1/2σ
−1/2
N ,
and iterating n times, we get
σ1/2σ
−1/2
N Γ
n
N = Γ
nσ1/2σ
−1/2
N .
By the Weierstrass theorem, this implies
σ1/2σ
−1/2
N f(ΓN ) = f(Γ)σ
1/2σ
−1/2
N ,
for every continuous function f , and, in particular, for f(x) = x1/2, we have
(13) σ1/2σ
−1/2
N Γ
1/2
N = Γ
1/2σ1/2σ
−1/2
N .
This concludes (11) =⇒ (12). The converse implication follows from Equation (13), iterating it
twice. 
Equation (5) will appear in the main result of Section 5. As a direct consequence of Theorem
4.2 for conditional expectations and Proposition 4.7, we have the following result.
Corollary 4.8. Under the conditions of the proposition above, the following facts are equivalent:
(1) SˆBS(σ‖ρ) = SˆBS(σN ‖ρN ).
(2) ρ = σσ−1N ρN .
(3) σ1/2σ
−1/2
N Γ
1/2
N σ
1/2
N = Γ
1/2σ1/2.
Let us denote the aformentioned asymmetric recovery map, which we will call BS recovery
condition throughout the rest of the paper, by
BσT (·) := σT ∗
(
σ−1T (·)
)
.
Note that, although BσT is trace-preserving, it is not completely positive in general. Moreover,
analogously to Theorem 3.17, Theorem 4.2 can be restated as
(14) SˆBS(σ‖ρ) = SˆBS(σT ‖ρT )⇔ ρ = BσT ◦ T (ρ).
Remark 4.9. Note that, analogously to the case for the relative entropy, from Remark 4.3 and
Equation (14) we can deduce
SˆBS(σ‖ρ) = SˆBS(σT ‖ρT )⇔ ρ = BσT ◦ T (ρ)
⇔ σ = BρT ◦ T (σ)
⇔ SˆBS(ρ‖σ) = SˆBS(ρT ‖σT ).
Here, the second equivalence follows from Theorem 3.22 and the fact that f˜(x) = f(x) for f(x) =
x1/2.
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Now, a natural question is whether σ can be recovered in the sense of Petz in the same cases that
it can be recovered in the sense of the BS-entropy, and thus, whether the conditions of equality
for the relative entropy coincide with those of equality for the BS-entropy. This can be answered
negatively in general, although one implication always holds.
Indeed, from [Pet03, Theorem 2], we can see that D(σ‖ρ) = D(σT ‖ρT ) is equivalent to
T ∗ (σitT ρ−itT ) = σitρ−it for every t ∈ R,
and by analytic continuation, it implies
T ∗ (σzT ρ−zT ) = σzρ−z for every z ∈ C.
In particular,
D(σ‖ρ) = D(σT ‖ρT ) =⇒ T ∗
(
σ−1T ρT
)
= σ−1ρ,
obtaining the following well-known result:
Corollary 4.10. Let σ, ρ > 0 be states on M and such that σT , ρT > 0 for T : M → N a
quantum channel. Then,
D(σ‖ρ) = D(σT ‖ρT ) =⇒ SˆBS(σ‖ρ) = SˆBS(σT ‖ρT ).
Equivalently,
σ = RρT ◦ T (σ) =⇒ σ = BρT ◦ T (σ).
The converse implications are false in general. Indeed, [JPP09, Example 2.2] and [HM17, Ex-
ample 4.8] constitute examples of states for which there is equality between BS-entropies but one
state cannot be recovered from the other using the Petz recovery map.
5. Strengthened data processing inequality for the BS-entropy
The well-known data processing inequality for the partial trace, whose extension for standard
f -divergences is Proposition 3.15, finds its analogue for maximal f -divergences in Proposition 3.21.
In the main result of this section, inspired by [CV17], we will prove a strengthened lower bound for
the data processing inequality for the BS-entropy when the map considered is a trace-preserving
conditional expectation onto a unital matrix subalgebra N of M. We will present an extension of
this result to general quantum channels in Section 7. Before we start, we introduce some important
tools.
Lemma 5.1. Let M be a matrix algebra with unital subalgebra N . Let σ > 0, ρ > 0 be two
quantum states on M and consider E :M→N the unique trace-preserving conditional expectation
onto this subalgebra. Consider U :M→M defined as in Proposition 4.1. Then〈
σ
1/2
N ,
(
U∗(Γ + t)−1U − (ΓN + t)−1
)
σ
1/2
N
〉
≥ t
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥2
2
,
for every t > 0.
Proof. By virtue of [CV17, Lemma 2.1], we know that〈
σ
1/2
N , U
∗(Γ + t)−1Uσ
1/2
N
〉
=
〈
σ
1/2
N , (ΓN + t)
−1σ
1/2
N
〉
+ 〈wt, (Γ + t)wt〉 ,
for
wt := U(ΓN + t)
−1σ
1/2
N − (Γ + t)−1Uσ1/2N .
Hence, taking into account that
〈wt, (Γ + t)wt〉 ≥ t‖wt‖22,
we get 〈
σ
1/2
N ,
(
U∗(Γ + t)−1U − (ΓN + t)−1
)
σ
1/2
N
〉
≥ t
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥2
2
.
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
We need another tool before we can prove the main result of this section.
Proposition 5.2. Consider two quantum states ρ, σ > 0 on M and their expectations ρN and σN
on N ⊂M. Define Γ = σ−1/2ρσ−1/2 and ΓN = σ−1/2N ρNσ−1/2N . Then,
‖ΓN ‖∞ ≤ ‖Γ‖∞.
Proof. Let us introduce the norm ‖A‖∞,A for A some unital subalgebra of B(H) and A : A → B(H)
a linear map. The norm is defined as
‖A‖∞,A := sup
B∈A
‖A(B)‖2
‖B‖2 .
We note that N and M form a Hilbert space with the Hilbert-Schmidt norm and the bounded
operators on this Hilbert space form a C∗-algebra with the above norms (for A = M and N ,
respectively). Furthermore,
‖ΓN ‖∞,M = ‖ΓN ‖∞,N = ‖σ−1/2N ρNσ−1/2N ‖∞,
since
‖ΓN ‖∞,M ≤ sup
B∈M
‖σ−1/2N ρNσ−1/2N ‖∞‖B‖2
‖B‖2
and
‖ΓN ‖∞,N ≥ ‖σ
−1/2
N ρNσ
−1/2
N P‖2
‖P‖2
= ‖σ−1/2N ρNσ−1/2N ‖∞,
where P is the projection on the eigenspace of the largest eigenvalue of σ
−1/2
N ρNσ
−1/2
N . As N is a
von Neumann algebra, it holds that P ∈ N (see [BR79, Section 2.4.2]). Proposition 4.1 shows that
ΓN = U
∗ΓU on (N , 〈·, ·〉HS). Thus,
‖σ−1/2N ρNσ−1/2N ‖∞ = ‖ΓN ‖∞,N
= ‖U∗ΓU‖∞,N
≤ ‖U‖2∞,M‖Γ‖∞,M
≤ ‖Γ‖∞.
The last line follows, since U∗U = E , E ≤ Id and therefore ‖U(B)‖22 ≤ 〈B, E(B)〉 ≤ ‖B‖22 for all
B ∈ M. 
The main result of this section reads as follows.
Theorem 5.3. Let M be a matrix algebra with unital subalgebra N . Let E : M → N be the
trace-preserving conditional expectation onto this subalgebra. Let σ > 0, ρ > 0 be two quantum
states on M. Then
(15) SˆBS(σ‖ρ) − SˆBS(σN ‖ρN ) ≥
(π
4
)4 ‖Γ‖−2∞ ∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥4
2
.
Proof. The first part of the proof follows the first part of the one of Theorem 4.2. Consider
U : M → M as defined in Proposition 4.1. Then, the following inequality holds as operators on
(N , 〈·, ·〉HS)
U∗
(
(Γ + t)−1 − (t+ 1)−1I)U ≥ (ΓN + t)−1 − (t+ 1)−1I.
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Therefore,
SˆBS(σ‖ρ) =
∫ ∞
0
〈
σ
1/2
N , U
∗
(
(Γ + t)−1 − (t+ 1)−1I)Uσ1/2N 〉dt
≥
∫ ∞
0
〈
σ
1/2
N ,
(
(ΓN + t)
−1 − (t+ 1)−1I)σ1/2N 〉 dt
= SˆBS(σN ‖ρN ).
Consider the infinitesimal expressions in the previous integrals. Hence, given 0 < T <∞, following
the proof of [CV17, Theorem 1.7] and by virtue of the Cauchy-Schwarz inequality
SˆBS(σ‖ρ) − SˆBS(σN ‖ρN ) ≥
∫ T
0
〈
σ
1/2
N ,
(
U∗(Γ + t)−1U − (ΓN + t)−1
)
σ
1/2
N
〉
dt
≥
∫ T
0
t
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥2
2
dt
≥ 1
T
(∫ T
0
t1/2
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥
2
dt
)2
.
Here, we have used Lemma 5.1 in the second line. Let us study the expression appearing in the last
integral. For that, recall the integral representation of the operator monotone square root function,
x1/2 =
1
π
∫ ∞
0
t1/2
(
1
t
− 1
t+ x
)
dt,
which clearly yields
UΓ
1/2
N σ
1/2
N − Γ1/2Uσ1/2N =
1
π
∫ ∞
0
t1/2
(
(Γ + t)−1U − U(ΓN + t)−1
)
σ
1/2
N dt.
The left hand side can be simplified as
UΓ
1/2
N σ
1/2
N − Γ1/2Uσ1/2N = σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2,
and thus∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
=
1
π
∥∥∥∥
∫ ∞
0
t1/2
(
U(ΓN + t)
−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2
≤ 1
π
∫ T
0
t1/2
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥
2
dt
+
1
π
∥∥∥∥
∫ ∞
T
t1/2
(
U(ΓN + t)
−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2
for any 0 < T <∞. We present now an upper bound for the last term on the right hand side. As
shown in the proof of [CV17, Theorem 1.7],∥∥∥∥
∫ ∞
T
t1/2
(
U(ΓN + t)
−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2
≤
∥∥∥∥
∫ ∞
T
t1/2
(
U(ΓN + t)
−1 − t−1U)σ1/2N dt
∥∥∥∥
2
+
∥∥∥∥
∫ ∞
T
t1/2
(
Ut−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2
Moreover, we have ∫ ∞
T
t1/2
(
t−1I − (ΓN + t)−1
)
dt ≤ 2‖ΓN‖∞
T 1/2
I
and ∫ ∞
T
t1/2
(
t−1I − (Γ + t)−1) dt ≤ 2‖Γ‖∞
T 1/2
I.
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Thus, ∥∥∥∥
∫ ∞
T
t1/2
(
U(ΓN + t)
−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2
≤ 4‖Γ‖∞
T 1/2
,
since U∗U ≤ Id by Proposition 4.1,
∥∥∥σ1/2N ∥∥∥
2
= 1, and ‖ΓN‖∞ ≤ ‖Γ‖∞ by Proposition 5.2. There-
fore, ∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
≤ 1
π
T 1/2
(
SˆBS(σ‖ρ)− SˆBS(σN ‖ρN )
)1/2
+
4‖Γ‖∞
πT 1/2
.
Optimizing this expression with respect to T , we find the optimal bound∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
≤ 4‖Γ‖
1/2
∞
π
(
SˆBS(σ‖ρ) − SˆBS(σN ‖ρN )
)1/4
.
Finally, rearranging the terms, we obtain Equation (15). 
We have obtained a lower bound for the difference of BS-entropies in terms of one expression
that already appeared in the previous section, in Corollary 4.8. Furthermore, we can find another
lower bound for it with an expression that provides a measure of the recoverability of ρ in terms of
the relation found in Theorem 4.2.
Lemma 5.4. Let M be a matrix algebra with unital subalgebra N . Let E :M→ N be the trace-
preserving conditional expectation onto this subalgebra. Let ρ > 0, σ > 0 be two quantum states on
M. Then, ∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
≥ 1
2
‖Γ‖−1/2∞
∥∥σ−1∥∥−1/2
∞
∥∥σσ−1N ρN − ρ∥∥2.
Proof. Let us define
A := σ1/2σ
−1/2
N Γ
1/2
N σ
1/2
N − Γ1/2σ1/2.
It holds that
∥∥∥σ−1/2N ∥∥∥
∞
≤ ∥∥σ−1∥∥1/2
∞
by Jensen’s operator inequality and the Russo-Dye theorem.
Using the facts that
∥∥σ1/2∥∥
2
=
∥∥∥σ1/2N ∥∥∥
2
= 1, on the one side we have∥∥∥σ1/2σ−1/2N ΓN − Γσ1/2σ−1/2N ∥∥∥
2
=
=
∥∥∥σ1/2σ−1/2N ΓN − Γ1/2σ1/2σ−1/2N Γ1/2N + Γ1/2σ1/2σ−1/2N Γ1/2N − Γσ1/2σ−1/2N ∥∥∥
2
≤
∥∥∥σ1/2σ−1/2N ΓN − Γ1/2σ1/2σ−1/2N Γ1/2N ∥∥∥
2
+
∥∥∥Γ1/2σ1/2σ−1/2N Γ1/2N − Γσ1/2σ−1/2N ∥∥∥
2
≤ ‖A‖2
∥∥∥σ−1/2N ∥∥∥
∞
(∥∥∥Γ1/2N ∥∥∥
∞
+
∥∥∥Γ1/2∥∥∥
∞
)
≤ 2‖A‖2
∥∥σ−1∥∥1/2
∞
‖Γ‖1/2∞ ,
where we have used Ho¨lder’s inequality and Proposition 5.2. On the other side, we get∥∥∥σ1/2σ−1/2N ΓN − Γσ1/2σ−1/2N ∥∥∥
2
=
∥∥∥σ1/2σ−1N ρNσ−1/2N − σ−1/2ρσ−1/2N ∥∥∥
2
≥ ∥∥σσ−1N ρN − ρ∥∥2.
Therefore, ∥∥σσ−1N ρN − ρ∥∥2 ≤ 2‖Γ‖1/2∞ ∥∥σ−1∥∥1/2∞ ∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥2.

Notice that
∥∥σ−1∥∥
∞
is nothing but the inverse of the minimum eigenvalue of σ. Finally, as a
consequence of Theorem 5.3 and Lemma 5.4, we get the following corollary.
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Corollary 5.5. Let M be a matrix algebra with unital subalgebra N . Let E : M → N be the
trace-preserving conditional expectation onto this subalgebra. Let σ > 0, ρ > 0 be two quantum
states on M. Then,
(16) SˆBS(σ‖ρ) − SˆBS(σN ‖ρN ) ≥
(π
8
)4 ‖Γ‖−4∞ ∥∥σ−1∥∥−2∞ ∥∥ρ− σσ−1N ρN∥∥42.
Remark 5.6. This result, in particular, constitutes another proof for the implication
SˆBS(σ‖ρ) = SˆBS(σN ‖ρN ) =⇒ ρ = σσ−1N ρN ,
from Theorem 4.2. Indeed, we can deduce from the proof of this corollary the implications (1) =⇒
(3) =⇒ (2) in Corollary 4.8.
6. On the data processing inequality for maximal f -divergences
In this section, we consider a more general setting than in the previous ones and, following the
lines of [CV18], we provide a strengthened data processing inequality for maximal f -divergences.
We consider operator convex functions f : (0,∞) → R whose transpose f˜ is operator monotone
decreasing. The transpose is operator convex by Proposition 3.5 and it is also monotone decreasing
if f maps (0,∞) to itself by Theorem 3.4. Since the functions we consider here belong to a more
general framework, we have to further assume the latter, although the aforementioned theorem
shows that it is a reasonable assumption.
Moreover, we demand that the measure µ−f˜ of the transpose with negative sign is absolutely
continuous with respect to Lebesgue measure and assume that there are C > 0, α ≥ 0 such that
for every T ≥ 1, the Radon-Nikody´m derivative satisfies
dµ−f˜ (t)
dt
≥ (CT 2α)−1
almost everywhere (with respect to Lebesgue measure) for all t ∈ [1/T, T ]. Moreover, we impose
the condition that our states σ, ρ > 0 are such that
(17)
(
(2α+ 1)
√
C
4
(Sˆf (σ‖ρ)− Sˆf (σN ‖ρN ))1/2
1 + ‖Γ‖∞
) 1
1+α
≤ 1.
The main result of this section is the following:
Theorem 6.1. Let M be a matrix algebra with unital subalgebra N . Let E : M → N be the
trace-preserving conditional expectation onto this subalgebra. Let σ > 0, ρ > 0 be two quantum
states on M and let f : (0,∞) → R be an operator convex function with transpose f˜ . We assume
that f˜ is operator monotone decreasing and such that the measure µ−f˜ that appears in Theorem
3.2 is absolutely continuous with respect to Lebesgue measure. Moreover, we assume that for every
T ≥ 1, there exist constants α ≥ 0, C > 0 satisfying dµ−f˜ (t)/dt ≥ (CT 2α)−1 for all t ∈ [1/T, T ]
and such that Equation (17) holds. Then, there is a constant Kα > 0 such that
(18) Sˆf (σ‖ρ) − Sˆf (σN ‖ρN ) ≥ Kα
C
(1 + ‖Γ‖∞)−(4α+2)
∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥4(α+1)
2
.
Proof. Recall that, given an operator convex function f with transpose f˜ ,
Sˆf (σ‖ρ) = Sˆf˜ (ρ‖σ) = tr
[
σ1/2f˜(Γ)σ1/2
]
by Proposition 3.19. By assumption, f˜ is operator monotone decreasing. Thus, by virtue of
Theorem 3.2, −f˜ can be written as
−f˜(λ) = α+ βλ+
∫ ∞
0
(
t
t2 + 1
− 1
t+ λ
)
dµ−f˜ (t),
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with α ∈ R, β ≥ 0 and µ−f˜ a positive measure on (0,∞) such that∫ ∞
0
1
t2 + 1
dµ−f˜(t) <∞.
Hence, it is clear that
Sˆf (σ‖ρ) =
〈
σ1/2, f˜(Γ)σ1/2
〉
=
〈
σ1/2,
(
−α− βΓ +
∫ ∞
0
(
(Γ + t)−1 − t
t2 + 1
I
)
dµ−f˜(t)
)
σ1/2
〉
= −α− β +
∫ ∞
0
〈
σ1/2,
(
(Γ + t)−1 − t
t2 + 1
I
)
σ1/2
〉
dµ−f˜(t)
≥ −α− β +
∫ ∞
0
〈
σ
1/2
N ,
(
(ΓN + t)
−1 − t
t2 + 1
I
)
σ
1/2
N
〉
dµ−f˜(t)
= Sˆf (σN ‖ρN ),
where the inequality in the fourth line follows from Proposition 4.1 and Jensen’s operator inequality
(point (3) in Theorem 3.6). Notice that the difference of maximal f -divergences is given by
Sˆf (σ‖ρ) − Sˆf (σN ‖ρN ) =
∫ ∞
0
(〈
σ1/2, (Γ + t)−1σ1/2
〉
−
〈
σ
−1/2
N , (ΓN + t)
−1σ
1/2
N
〉)
dµ−f˜(t),
and, recalling that Uσ
1/2
N = σ
1/2, the difference between the infinitesimal terms in the integrals was
studied in Lemma 5.1, obtaining〈
σ
1/2
N ,
(
U∗(Γ + t)−1U − (ΓN + t)−1
)
σ
1/2
N
〉
≥ t
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥2
2
,
Following the proof of Theorem 5.3, we infer that∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
=
1
π
∥∥∥∥
∫ ∞
0
t1/2
(
U(ΓN + t)
−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2
,
and we can now split the right hand side into three parts (contrary to the proof of Theorem 5.3,
where we only split it in two):∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
≤ 1
π
∫ 1/T
0
t1/2
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥
2
dt︸ ︷︷ ︸
(∗1)
+
1
π
∫ T
1/T
t1/2
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥
2
dt︸ ︷︷ ︸
(∗2)
+
1
π
∥∥∥∥
∫ ∞
T
t1/2
(
U(ΓN + t)
−1 − (Γ + t)−1U)σ1/2N dt
∥∥∥∥
2︸ ︷︷ ︸
(∗3)
.
Here, we assume that T ≥ 1. Let us study each one of these terms separately: For the first one, we
have
(∗1) ≤ 2
π
∫ 1/T
0
t−1/2dt =
4
πT 1/2
,
since ∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥
2
≤ 2t−1.
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The last term is bounded using the same reasoning as in the proof of Theorem 5.3. Thus, we have
(∗3) ≤ 4‖Γ‖∞
πT 1/2
.
The second term, however, introduces something that had not appeared on the main result of the
previous section. Indeed, by the Cauchy-Schwarz inequality, we have
(∗2) ≤ 1
π
(
T − 1
T
)1/2(∫ T
1/T
t
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥2
2
dt
)1/2
≤ T
1/2
π
√
CTα
(∫ T
1/T
t
∥∥∥(U(ΓN + t)−1 − (Γ + t)−1U)σ1/2N ∥∥∥2
2
dµ−f˜(t)
)1/2
≤ T
1/2
π
√
CTα
(
Sˆf (σ‖ρ)− Sˆf (σN ‖ρN )
)1/2
.
Let us assume that Sˆf (σ‖ρ) − Sˆf (σN ‖ρN ) > 0. Considering the three bounds together and opti-
mizing over T , we find that the minimum is achieved for
T =
(
4
(2α+ 1)
√
C
1 + ‖Γ‖∞
(Sˆf (σ‖ρ)− Sˆf (σN ‖ρN ))1/2
) 1
1+α
.
We note that indeed T ≥ 1 by Equation (17). Inserting the optimal T , we obtain
∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥
2
≤ (Kα)−
1
4(α+1) (1 + ‖Γ‖∞)
2α+1
2α+2 C
1
4(α+1)
(
Sˆf (σ‖ρ) − Sˆf (σN ‖ρN )
) 1
4(α+1)
,
and rearranging the terms, we get Equation (18). Here,
Kα =
(
2α+ 1
2α+ 2
)4(α+1)
(2α+ 1)−24−(4α+2)π4(α+1).
This bound is also valid for Sˆf (σ‖ρ) − Sˆf (σN ‖ρN ) = 0, since in this case we can make the upper
bound arbitrarily small by choosing T arbitrarily large. 
Lemma 5.4 can also be used to get another bound for the difference of maximal f -divergences in
terms of the BS recovery map applied to ρ.
Corollary 6.2. Let M be a matrix algebra with unital subalgebra N . Let E : M → N be the
trace-preserving conditional expectation onto this subalgebra. Let σ > 0, ρ > 0 be two quantum
states on M and let f : (0,∞) → R be an operator convex function with transpose f˜ . We assume
that f˜ is operator monotone decreasing and such that the measure µ−f˜ that appears in Theorem
3.2 is absolutely continuous with respect to Lebesgue measure. Moreover, we assume that for every
T ≥ 1, there exist constants α ≥ 0, C > 0 satisfying dµ−f˜ (t)/dt ≥ (CT 2α)−1 for all t ∈ [1/T, T ]
and such that Equation (17) holds. Then, there is a constant Lα > 0 such that
Sˆf (σ‖ρ)− Sˆf (σN ‖ρN ) ≥ Lα
C
(1 + ‖Γ‖∞)−(4α+2) ‖Γ‖−(2α+2)∞
∥∥σ−1∥∥−(2α+2)
∞
∥∥ρ− σσ−1N ρN∥∥4(α+1)2 .
As a consequence of Theorem 6.1, we get the following strengthening of the data processing in-
equality for maximal f -divergences for particular operator convex functions. The first one concerns
the BS-entropy. In this case, f(x) = x log x, f˜(x) = − log x, α = 0 and C = 1.
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Corollary 6.3. Let M be a matrix algebra with unital subalgebra N . Let E : M → N be the
trace-preserving conditional expectation onto this subalgebra. Let σ > 0, ρ > 0 be two quantum
states on M such that SˆBS(σ‖ρ) − SˆBS(σN ‖ρN ) ≤ 4(‖Γ‖∞ + 1). Then,
(19) SˆBS(σ‖ρ)− SˆBS(σN ‖ρN ) ≥
(π
8
)4
(1 + ‖Γ‖∞)−2 ‖Γ‖−2∞
∥∥σ−1∥∥−2
∞
∥∥ρ− σσ−1N ρN∥∥42.
Notice that Equation (19) is a bit less tight than Equation (16), although the results are com-
parable. The next corollary deals with the data processing inequality of maximal f -divergences
associated to power functions.
Corollary 6.4. Let M be a matrix algebra with unital subalgebra N . Let E : M → N be the
trace-preserving conditional expectation onto this subalgebra. Let σ > 0, ρ > 0 be two quantum
states on M and take fβ(x) = −x1−β, for 0 < β < 1. Then, C = pisinpiβ , α = β/2 and if Equation
(17) holds, we have:
Sˆfβ(σ‖ρ)−Sˆfβ (σN ‖ρN ) ≥ Lβ/2
sinπβ
π
(1 + ‖Γ‖∞)−2(β+1) ‖Γ‖−(β+2)∞
∥∥σ−1∥∥−(β+2)
∞
∥∥ρ− σσ−1N ρN∥∥2β+42 .
Proof. This follows straight from the facts f˜(x) = −xβ and that [CV18, Example 3]
dµfβ(t) =
sinπβ
π
tβdt.
An application of Theorem 6.1 and Lemma 5.4 yields
Lβ/2 =
1
4
(
β + 1
β + 2
)2β+4
(β + 1)−28−2(β+1)π2β+4.

7. Extension of the previous results to general quantum channels
The purpose of this section is to present an extension of the main results obtained in Sections
5 and 6 to general quantum channels. To this end, we will adopt the following strategy: First, we
will see that our results extend to states which are not full rank. Then, we will use a Stinespring
dilation to lift our results to arbitrary quantum channels. In this case, the theorem corresponding
to the main result of Section 5 reads as follows:
Theorem 7.1. Let M and N be two matrix algebras and let T :M→N be a completely positive
trace-preserving map with V the isometry from a Stinespring dilation of T (Theorem 3.10). Let σ,
ρ be two quantum states on M such that ρ0 = σ0. Then
(20) SˆBS(σ‖ρ) − SˆBS(σT ‖ρT ) ≥
(π
4
)4 ‖Γ‖−2∞ ∥∥∥V σ1/2V ∗σ−1/2T Γ1/2T σ1/2T ⊗ I − V Γ1/2σ1/2V ∗∥∥∥4
2
.
Here, σ−1 and σ−1T are the Moore-Penrose inverses if the states are not invertible. Moreover, we
have
SˆBS(σ‖ρ) − SˆBS(σT ‖ρT ) ≥
(π
8
)4 ‖Γ‖−4∞ ∥∥σ−1T ∥∥−2∞ ∥∥σT ∗ (σ−1T ρT )− ρ∥∥42.
Proof. Let us first justify that the quantities that appear in Equation (20) are well-defined for
non full-rank states for the case in which the map considered is a trace-preserving conditional
expectation. Let us recall that the BS-entropy for non full-rank states σ, ρ is given by
SˆBS(σ‖ρ) = lim
εց0
SˆBS(σ + εI‖ρ+ εI).
By virtue of Douglas’ lemma [Dou66, Theorem 1] ρ0 = σ0 implies T (ρ)0 = T (σ)0 for every positive
map T . Hence, it follows from [HM17, Proposition 3.29] that the left-hand side of Equation (20)
22 ANDREAS BLUHM AND A´NGELA CAPEL
is also finite for non full-rank states. Furthermore, given a, b > 0 and σ > 0, ρ > 0, we can easily
see that
SˆBS(aσ‖bρ) = aSˆBS(σ‖ρ) + a log
(a
b
)
.
Given a conditional expectation E :M→N , we define
σε :=
σ + εI
1 + εd
, ρε :=
ρ+ εI
1 + εd
, σνN :=
σN + νI
1 + νd
, ρνN :=
ρN + νI
1 + νd
.
Here, we have assumed that the identity in M has trace d ∈ N. By the above, we have
SˆBS(σ‖ρ)− SˆBS(σN ‖ρN ) = lim
εց0
SˆBS(σ + εI‖ρ+ εI)− lim
νց0
SˆBS(σN + νI‖ρN + νI)
= lim
εց0
lim
νց0
[
(1 + dε)SˆBS(σ
ε‖ρε)− (1 + dν)SˆBS(σνN ‖ρνN )
]
,
where we can choose ε = ν in particular. For σε, ρε, Equation (15) reads as
SˆBS(σ
ε‖ρε)− SˆBS(σεN ‖ρεN ) ≥
(π
4
)4
‖Γε‖−2∞
∥∥∥(σε)1/2 (σεN )−1/2 (ΓεN )1/2 (σεN )1/2 − (Γε)1/2 (σε)1/2∥∥∥4
2
,
where Γε := (σε)−1/2 ρε (σε)−1/2 and ΓεN := (σ
ε
N )
−1/2 ρεN (σ
ε
N )
−1/2. The only thing left to do is
to write the right-hand side of the expression above in terms of σ and ρ. However, expanding σε
and ρε in the right basis, if we write P = σ0, one can show that Γε converges to ΓP ⊕ I, where
ΓP = (σ|P )−1/2 ρ|P (σ|P )−1/2 and we identify P with the subspace it projects onto. Moreover, we
can see using the spectral decomposition of σ that ‖ΓP ‖∞ ≥ 1, such that
‖ΓP ⊕ I‖∞ = ‖ΓP ‖∞
and
lim
εց0
(Γε)1/2 = Γ
1/2
P ⊕ I.
Similar considerations lead to
(21) SˆBS(σ‖ρ) − SˆBS(σN ‖ρN ) ≥
(π
4
)4 ‖Γ‖−2∞ ∥∥∥σ1/2σ−1/2N Γ1/2N σ1/2N − Γ1/2σ1/2∥∥∥4
2
,
where the states σ and ρ are not necessarily full-rank anymore, and thus the inverses are now Moore-
Penrose inverses. Now, following the steps of [Wil18], we are in position to apply Stinespring’s
dilation theorem (Theorem 3.10).
Given ω and τ states on M such that ω0 = τ0, let us define
σ := V ωV ∗,
ρ := V τV ∗.
Then, it is clear that E(σ) = T (ω)⊗ I/s and E(ρ) = T (τ)⊗ I/s for E = trV [·]⊗ I/s and dimV = s.
Since E is a conditional expectation, the Inequality (21) holds for it and σ and ρ defined as above,
yielding:
SˆBS(ω‖τ)− SˆBS(T (ω)‖T (τ)) ≥
(π
4
)4 ‖Γ‖−2∞ ∥∥∥V ω1/2V ∗ω−1/2T Γ1/2T ω1/2T ⊗ I − V Γ1/2ω1/2V ∗∥∥∥4
2
,
where here we define Γ := ω−1/2τω−1/2 and ΓT := ω
−1/2
T τT ω
−1/2
T for ωT := T (ω) and τT := T (ω),
since
SˆBS(σ‖ρ) = SˆBS(ω‖τ),
SˆBS(E(σ)‖E(ρ)) = SˆBS(T (ω)‖T (τ)),
for the terms in the left-hand side. Moreover,∥∥∥σ−1/2ρσ−1/2∥∥∥
∞
=
∥∥∥V ω−1/2V ∗V τV ∗V ω−1/2V ∗∥∥∥
∞
= ‖Γ‖∞
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and∥∥∥∥σ1/2E(σ)−1/2 (E(σ)−1/2E(ρ)E(σ)−1/2)1/2 E(σ)1/2 − (σ−1/2ρσ−1/2)1/2 σ1/2
∥∥∥∥
2
=
∥∥∥∥V ω1/2V ∗ω−1/2T (ω−1/2T τT ω−1/2T )1/2 ω1/2T ⊗ I − V (ω−1/2τω−1/2)1/2 ω1/2V ∗
∥∥∥∥
2
.
for the terms in the right hand-side, where we have only used the fact that V is an isometry. The
second assertion follows from minor adjustments to the proof of Lemma 5.4. 
Before we can continue, we need to prove that we obtain Sˆf (σ||ρ) for non-invertible σ, ρ from a
limit of states.
Proposition 7.2. Let M ⊆ B(H) be a matrix algebra for a Hilbert space H of dimension d and
let σ, ρ be states on M such that ρ0 = σ0. Then,
Sˆf (σ||ρ) = lim
εց0
Sˆf ((σ + εI)/(1 + dε)||(ρ + εI)/(1 + dε))
for every operator convex function f : (0,∞)→ R.
Proof. Proposition 3.29 of [HM17] asserts that Sˆf (σ||ρ) is finite. Let
Pf (A,B) := B
1/2f(B−1/2AB−1/2)B1/2
for positive definite A, B ∈ B(H). This is the non-commutative perspective function defined in
[HM17, Equation 2.7]. Corollary 3.28 of [HM17] shows that for states such that ρ0 = σ0
Sˆf (σ||ρ) = lim
n→∞
Sˆf (σ +Kn||ρ+Kn),
where Kn ∈ B(H) is any sequence with Kn → 0 such that Kn ≥ 0 and σ + Kn, ρ + Kn > 0 for
every n ∈ N. Thus, in particular we can choose Kn = εnI/(1 + εnd) and εn → 0. 
Using the same ideas that appear in the proof of the previous result together with Proposition 7.2,
we can also obtain from Theorem 6.1 the following analogous result for general quantum channels.
Theorem 7.3. Let M and N be two matrix algebras and let T :M→N be a completely positive
trace-preserving map with V the isometry from its Stinespring dilation (Theorem 3.10). Let σ, ρ
be two quantum states on M such that ρ0 = σ0 and let f : (0,∞) → R be an operator convex
function with transpose f˜ . We assume that f˜ is operator monotone decreasing and such that
the measure µ−f˜ that appears in Theorem 3.2 is absolutely continuous with respect to Lebesgue
measure. Moreover, we assume that for every T ≥ 1, there exist constants α ≥ 0, C > 0 satisfying
dµ−f˜ (t)/dt ≥ (CT 2α)−1 for all t ∈ [1/T, T ] and such that Equation (17) holds. Then, there is a
constant Kα > 0 such that
Sˆf (σ‖ρ)−Sˆf (σT ‖ρT ) ≥ Kα
C
(1 + ‖Γ‖∞)−(4α+2)
∥∥∥V σ1/2V ∗σ−1/2T Γ1/2T σ1/2T ⊗ I − V Γ1/2σ1/2V ∗∥∥∥4(α+1)
2
.
Furthermore, there is another constant Lα > 0 such that
Sˆf (σ‖ρ)− Sˆf (σT ‖ρT ) ≥ Lα
C
(1 + ‖Γ‖∞)−(4α+2) ‖Γ‖−(2α+2)∞
∥∥σ−1T ∥∥−(2α+2)∞ ∥∥ρ− σ T ∗ (σ−1T ρT )∥∥4(α+1)2 .
Here, we consider again Moore-Penrose inverses if the states are not invertible.
Remark 7.4. Notice that the procedure followed to extend Theorems 5.3 and 6.1 to Theorems 7.1
and 7.3, respectively, consists of two main ingredients: The extension of our previous results to
not necessarily full-rank states followed by Stinespring’s dilation theorem. Analogously to what we
have done in this section, this procedure can be also applied to the setting presented in [CV17] and
[CV18] to extend the main results therein to general quantum channels. In particular, Equation (1)
holds for general quantum channels.
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