The Lugiato-Lefever equation is a damped and driven version of the well-known nonlinear Schrödinger equation. It is a mathematical model describing complex phenomena in dissipative and nonlinear optical cavities. Within the last two decades, the equation has gained a wide attention as it becomes the basic model describing optical frequency combs. Recent works derive the Lugiato-Lefever equation from a class of damped driven φ 4 equations closed to resonance. In this paper, we provide a justification of the envelope approximation. From the analysis point of view, the result is novel and non-trivial as the drive yields a perturbation term that is not square integrable. The main approach proposed in this work is to decompose the solutions into a combination of the background and the integrable component. This paper is the first part of a two-manuscript series.
Introduction
The Lugiato-Lefever equation is given by [1] iA τ = −A ξξ − iα 2 A − 3λ 2ω |A| 2 A + F, ξ ∈ R, τ ≥ 0, (1.1) which is nothing else but a damped driven nonlinear Schrödinger equation. It models spatiotemporal pattern formation in dissipative, diffractive and nonlinear optical cavities submitted to a continuous laser pump. The same model was shown rather immediately to also appear in dispersive optical ring cavities [2] . Lugiato-Lefever equation has raised a wide interest particularly following its recent succesful experimental application in the study of broadband microresonator-based optical frequency combs [3, 4] , that has opened applicative avenues (see [5, 6] for reviews on the subject). Recently Ferré et al. [7] showed that the dynamics of the Lugiato-Lefever equation can also be obtained from a driven dissipative sine-Gordon model. The former equation is a single envelope approximation, i.e., modulation equation, of the latter. Even in the region far from the conservative limit, where the approximation is expectedly no longer valid, they were reported to still exhibit qualitatively similar dynamical behaviors.
Herein, instead of the sine-Gordon equation, we consider a nonlinear damped driven φ 4 model u tt + ǫ 2 αu t − βu xx + γu − λu 3 = ǫ 3 h e iΩt + e −iΩt ,
where α, β, γ > 0 and ǫ is a small positive parameter. The nonlinearity is considered to be 'softening', i.e., λ < 0. The 'hardening' case λ > 0 will be discussed in the second part of this paper series, whose results can be extended to the sine-Gordon equation.
Introducing the slow time and space τ and ξ defined as τ = ǫ 2 t and ξ = ǫ 2ω 3 γβ (x − vt), where v = dω/dk = βk/ω is a group velocity of the linear traveling wave and k and ω are satisfying dispersion relation ω 2 = βk 2 + γ, we define the slowly modulated ansatz function as
The modulation amplitude A is a complex valued function satisfying Eq. (1.1), where
e −i(κξ−ντ ) with κ = k/ǫ and Ω = γ/ω − ǫ 2 ν. Inserting the ansatz function (1.3) into (1.2), we get the residual terms
The same modulation equation has been derived in early reports, e.g., in [8, 9, 10 ] to describe matters driven by an external ac field. Analytical studies of various solutions of the damped, driven continuous nonlinear Schrödinger equation have also been reported in [11, 12] . Nevertheless, despite the long history of the problem, a rigorous justification of the approximation is interestingly still lacking. The main challange is due to the external drive F that is not integrable. Our work presented in this paper is to provide an answer to the missing piece.
An early work justifying the modulation equation without damping and drive was due to [13, 14] . The presence of external drives would not bring any problem should one consider nonlinear systems that correspond to a parabolic linear operator [13, 15, 16, 17, 18] . In the context of Eq. (1.2), this corresponds to α → ∞, in which case the modulation equation would be a Ginzburg-Landau-type equation, i.e., there is no factor i on the left hand side of (1.1).
Recently we consider the reduction of a Klein-Gordon equation with external damping and drive into a damped driven discrete nonlinear Schrödinger equation [19] . To overcome the nonintegrability of the solutions, we worked in a periodic domain. The present report extends our result in [19] by proposing a method that works also in L 2 (R). This paper is organized as follows. To provide a rigorous proof justifying the modulation equation, we formulate our method in Section 2 by decomposing the solutions into the background and particular parts. Using a small-amplitude appeoximation, we derive the Lugiato-Lefever equation from Section 3 presents the local and global existence of homogeneous solutions of the amplitude equation. The main result on the error bound of the approximation as time evolves is presented in Section 4.
Solution decomposition
Since the external drive term F (τ, ξ) is not integrable in the spatial variable, i.e., F (τ, ξ) / ∈ L p (R) for any integer 1 ≤ p < ∞, in general A(τ, ξ) is also not integrable. Let A p (τ, ξ) be a particular solution of equation (1.1) which can be written as
where R is a complex constant such that
and |R| 2 satisfies cubic equation,
Since λ < 0, the cubic equation has only one real solution. Furthermore, we have
To handle the non-integrability condition we can work on T, rather than on R (see [19] where a similar problem was considered in the discrete case). In this paper, we propose a different approach by introducing the decomposition,
where φ(τ, ξ) is the integrable term and η(ξ) = Re −iκξ . The initial condition for our system is
with ϕ ∈ H k (R). Here, the space H k (R) with k is a nonnegative integer denotes the Sobolev space with norm defined as
and
The differential equation for φ is given by,
where the nonlinearity term is given by,
Using (2.5), we have the initial condition φ(0, ·) = ϕ.
Local and Global Existence of the inhomogeneous Nonlinear Schrödinger equation
In this section, we prove the local and global existence for the inhomogeneous part of the nonlinear Schrödinger equation. For an excellent review, an interested reader can further consult, for example, [20, 21] . The local existence is stated in the following theorem.
, there exists a positive constant τ m depending on the initial data and k such that the differential equation (2.8) 
Proof. We prove the theorem in three steps.
Step 1. Local existence. Using Duhamel's formula, we can write the solution of the differential equation (2.8) as
where U(τ ) is one dimensional free Schrödinger time evolution operator. Define
be a Banach space equipped with norm,
For φ ∈ H k (R), we define a nonlinear operator
We want to prove that the operator K is a contraction mapping on B. Using the fact that the free Schrödinger operator U(τ ) is a linear operator and unitary on H k (R), we have
for any φ ∈ H k (R), thus we get
Note that,
Since H k (R) is an algebra for k > 1/2, thus for τ ∈ [0,τ ) we get
Assuming that φ 0 H k (R) < δ/2, hence we have,
If we pick,τ
Note we have the following inequalities,
Thus, for τ ∈ [0,τ ] we get
Hence, we have
If we pick,
15) then the nonlinear operator K is a contraction mapping in B. Therefore by Banach fixed point theorem, there exist a fixed point of K which is a solution of (3.2), hence of (2.8).
Step 2. Uniqueness Let φ,φ ∈ C [0,τ ), H k (R) are solutions of (2.8) with the same initial condition ϕ ∈ H k (R). Let η =φ − φ. By Duhamel's formula, we have
(3.16) Taking norm in H k (R) and using the property of the nonlinear term as in the local existence proof, we get
By Gronwall's inequality, we conclude that η(τ ) H k (R) = 0 for all τ ∈ [0,τ ), hence φ ′ = φ. Step 3. Maximal solution. We can construct the maximal solution by repeating the step 1 with the initial condition φ(τ −τ 0 ) for some 0 < τ 0 <τ and using the uniqueness condition to glue the solutions. Clearly, if τ m = +∞, then we have a global solution and if
Finally, we will show that if
Using Duhamel's formula using the property of the nonlinear term as in the local existence proof, we get
Applying Gronwall's inequality, then for τ ∈ [0, τ m ), we have
which contradicts with the blow up of
Due to the type of nonlinearity and presence of the damping term, differential equation (2.8) does not possess any conserved quantities. However, we can define the energy function associated to equation (2.8) as
Since λ < 0, then E is non-negative. It is worth mentioning that if α = 0 (no damping term), then this energy function E is conserved. Furthermore, we still can use this energy function to prove the global existence in H 1 (R) for small initial energy and prove that the solution is in fact possess more regularity and prove the global existence on H k (R). Now, we prove the following lemma about energy estimate Lemma 1. Let φ be a solution of differential equation (2.8) with initial data ϕ ∈ H 1 (R) such that E 0 = E[ϕ] ≤ δ with δ is a positive real constant. There exist a positive real constant δ 0 such that for every 0 < δ < δ 0 we have the following estimate,
where K is a real positive constant depending on the initial data.
Proof. First, we multiply equation (2.8) with −φ τ − α 2φ
, integrate over the spatial variable ξ and keep the real part. Then, we get
Since α > 0, using Cauchy-Schwartz we get
Using the one dimensional Gagliardo-Nirenberg-Sobolev inequality, 3|λ| 4ω φ
and Young inequality, ab ≤ p a
for a, b > 0 and p ∈ (0, 1), we get 3|λ| 4ω φ
Integrating this inequality, we get
(3.28) Pick δ 0 = 4/C 2 , then we have the desired inequality (3.21).
Now, we prove the global existence in the following theorem.
with δ is a positive real constant. There exists a positive real constant δ 0 such that for every 0 < δ < δ 0 , the differential equation (2.8) admits a unique global solution φ which belongs to
Proof. First consider the case of k = 1. Pick δ 0 as in the previous theorem, then the global existence is directly follow from (3.21). Thus, we have
Now consider the case of k > 1. In Theorem 1, we already construct a unique local maximal solution such that,
We need to prove that τ k m = +∞. Consider τ 0 < +∞, then we have
Applying the blow up alternative in the local existence theorem, we deduce that τ k m > τ 0 . Since τ 0 is arbitrary, then we conclude τ k m = +∞ and the proof is finished.
Main Result
Before we state the main result, we will prove a lemma about the bound of the leading approximation function and the residual function.
Lemma 2. For every A(0) = ϕ + η, where ϕ ∈ H k (R) with integer k > 4 such that E[ϕ] is small, then there exists a positive real constant C X and C R that depend on
for all t ∈ [0, +∞). Furthermore, we also have
, then using decomposition (2.4) and the fact that
Since L ∞ (R) is Banach algebra with respect to pointwise multiplication, then we can
Thus, using decomposition (2.4), we have estimate for the first derivative of A with respect to τ and conclude that
hence proved the first inequality. The residual terms consist of power of A and higher derivative of A up to second order (both time and space). Since k > 4, then using Sobolev embedding and equation (2.8), we get the bound for second derivative of φ with respect to both space and time. Then, using (2.4), we proved the second inequality.
For the second part of the theorem, note that A p (τ, ξ) is smooth and bounded function. Since φ(τ ) ∈ H k (R) and φ τ (τ ) ∈ H k−2 (R) and k > 4, then by Sobolev embedding we have
, for k > m + 1, hence we proved the theorem.
We define the error term by writing ǫ 2 y(t) = u(t) + X(t), with X(t) is a leading approximation term and u(t) is the exact solution of our original equation. The evolution equation for the error term is given by
Since we expect ǫ is small, then we assume that γ >
We assume that
Banach algebra property of L ∞ (R) enables us to bound the nonlinear term for each D > 0 and for all y L ∞ (R) ≤ D and then we have
where we already used the fact that e −αt ≤ 1 for t ≥ 0. If ǫ > 0 is sufficiently small, i.e. ǫ ∈ (0, ǫ 0 ) with ǫ 0 is a positive real constant, then for each D > 0 and for every y(t) L ∞ (R) ≤ D, we can find a positive real constant M independent of ǫ such that,
Thus, as long as we have y(t) 
