This paper studies combinatorial auctions with budget-constrained bidders from a mechanism design perspective. I search for mechanisms that are incentive compatible, individually rational, symmetric, nonwasteful and non-bossy. First focusing on the greedy domain, in which any increase in a bidder's valuation always exceeds his budget, I derive the unique mechanism, called the Iterative Second Price Auction. For the general domain, however, no such mechanism exists.
bundle. The similarity between ISPA and the ordinary second price auction and the manner in which budget in the former plays the role of valuation in the latter are striking.
The characterization for the greedy domain combines the five criteria and uses induction to infer the outcome at one preference profile from the outcome at another preference profile. Incentive compatibility requires that, if the outcome at a profile is known, then the outcomes at another profile must be such that bidders do not deviate from the first profile to the second and vice versa. This allows me to determine the outcome for different profiles involving the same number of bidders and goods. To determine the outcome for profiles involving more bidders and more goods, I proceed in two steps. In the first step, new bidders are added to the profile and non-bossiness is invoked to pin down the outcome. In the second step, new goods are added and non-wastefulness is applied to determine which bidders would win these goods. Finally, induction establishes that the outcome rule must apply for all profiles, regardless of the number of bidders or goods.
Moving beyond the greedy domain to the general domain where the valuation of a bundle to a bidder, though positive, might be less than the bidder's budget, I show a negative result: there is no mechanism satisfying the five criteria for the general domain. This impossibility implies that if the five criteria must be satisfied, the auctioneer should look for ways to eliminate budget constraints (through financing schemes, for example). If budget constraints are unavoidable, one or more criteria must be relaxed or randomized mechanisms must be used.
The paper is organized as follows. Section 2 describes the environment and the five criteria. Section 3 defines the greedy domain and proves the uniqueness of ISPA for the greedy domain. The impossibility result is shown in section 4. Section 5 concludes and suggests directions for future research.
Preliminaries

The environment
There is a set of indivisible goods G belonging to a seller S to be allocated among the bidders in the set I. A generic good is denoted by g, a generic bidder by i. A bundle of goods is a subset of G. A feasible allocation x = (x 1 , x 2 , ..., x I ) specifies that the bundle x i is allocated to bidder i and satisfies x i ∩ x j = / 0 for all i = j. Let X be the set of feasible allocations, and 2 G be the power set of G, i.e., the set of all subsets of G.
A bidder i's valuation over the bundles are summarized by a function u i : 2 G → R + that maps each bundle to a non-negative real number. The valuation from the empty bundle is zero, i.e. u i ( / 0) = 0 for all i. I assume each bidder only cares about his own bundle and write u i (x) to mean u i (x i ), so for allocations x and y, x i = y i implies u i (x) = u i (y). A bidder i also has a budget b i ∈ R + . Given a budget b i , bidder i cannot make a payment greater than b i , regardless of the bundle he gets. Bidder i's characteristics are summarized by (u i , b i ). A profile (u, b) = (u i , b i ) i∈I summarizes the characteristics of all bidders. Let U × B denote the set of profiles.
Let P = {p : p = (p i ) i∈I ∈ R I + } be the set of payment vectors. An outcome is a pair (x, p) ∈ X × P that specifies that bidder i gets bundle x i at the price p i . Given an outcome (x, p), the payoff for bidder i with characteristics (u i , b i ) is given by
When i can afford payment p i , then his payoff takes the usual quasilinear form. However, when he cannot afford payment, his payoff is negative infinity -his budget constraint cannot be violated.
The seller's valuation is assumed to be identically zero. The payoff for the seller is the total payment v S (x, p) = ∑ i∈I p i . Set notation will be used heavily from now on, so to avoid confusion I clarify my notation here. The number of elements in a set S is denoted by |S |; y ⊆ x means that y is a subset of x; y ⊂ x means that y is a proper subset of x, i.e., y ⊆ x and y = x. The union of two bundles x and y is denoted by x + y. The set of goods in x but not in y is denoted by x − y.
Mechanisms
By the revelation principle, I can restrict attention to direct mechanisms. A direct mechanism elicits valuations and budgets from the bidders and then maps each profile to an outcome using a function ψ : U × B → X × P. Note that I am considering deterministic mechanisms. In a direct mechanism, each bidder's strategy space is the space of his valuation and budget. It will be notationally convenient to split the outcome mapping ψ into two parts: the mapping to allocations ψ a : U × B → X and the mapping to payments ψ p : U × B → P. Bidder i's allocation and payment at profile (u, b) shall be referred to as ψ a i (u, b) and ψ p i (u, b) respectively. I denote by ψ a S (u, b) the set of goods not allocated to any bidder (and thus allocated to the seller).
I focus on mechanisms that satisfy five criteria: incentive compatibility, individual rationality, symmetry, non-wastefulness and non-bossiness. A mechanism is individually rational if each bidder's payoff is non-negative. This property ensures that bidders will weakly gain from participating in the mechanism. Mechanisms that are not individually rational may deter bidders from entry.
Definition 1. An mechanism ψ(·) is individually rational (IR) if for any profile (u, b), v i (ψ(u, b)) ≥ 0 for all i.
A mechanism is incentive compatible if it is in the interest of each bidder i to report his valuations and budget truthfully, regardless of the reports of other bidders. An incentive compatible mechanism makes it easy for the bidders to play in the elicitation stage: just report truthfully. The presence of budget constraints, however, means that at certain profiles of valuation and budget where tie-breaking is unavoidable, truthful reporting is no longer optimal. For example, consider the simple case where there are two agents and one good. A natural candidate mechanism is the second price auction, where each bidder bids his maximum willingness and ability to pay for the good. This mechanism is incentive compatible for generic valuations and budgets, but is not when the budgets are equal since in that case an agent will want to over-state his budget by a bit and win. So a mechanism is required to be incentive compatible only at generic profiles of valuations and budget. Formally, a profile is generic if no two bidders have the same budgets.
In the following, u −i and b −i denote the valuations and budget profile, respectively, of bidders other than i.
Definition 3. An mechanism ψ(·) is incentive compatible (IC) if at any generic profile (u, b), for any i ∈ I,
The notion of incentive compatibility used here is ex-post. Though relatively restrictive, this notion allows for tractability in the analysis. One can alternatively posit ex-ante or interim incentive compatibility as a criterion. However, doing so requires assuming a prior on the distribution of valuations and budgets. The multidimensionality of such a distribution also makes it difficult to analyze.
While incentive compatibility imposes certain restrictions on the outcome for a bidder i when he changes his report, it imposes no restrictions on his outcome when other bidders change their reports. For example, a bidder can change his report and thereby changing the allocation for other bidders while maintaining his own outcome. The bidder who can change the allocation of others without changing his own allocation is called bossy. A mechanism is non-bossy if no losing bidders are bossy.
Definition 4. A mechanism ψ(·) is non-bossy if for any bidder i,
Symmetry requires that, roughly speaking, it is the valuation and budget of a bidder, not his identity, that matter to the mechanism. It means that if two bidders swapped their reports, then the mechanism should swap their allocations and payments. Of course, in cases where tie-breaking is inevitable, the bidders' identities can be used to break ties. Symmetry is therefore only required for generic profiles.
whenever all of the following hold
Definition 6. A mechanism ψ(·) is non-wasteful if at any profile (u, b)
Non-wastefulness is quite simple intuitively: a non-wasteful mechanism does not waste any good. The first part of the definition serves to prevent the mechanism designer from not allocating any good to any bidder. It says that the seller keeps a good only if the good yields zero marginal valuation to every bidder. The second part prevents the mechanism designer from allocating goods indiscrimately among bidders. It says that if a good is allocated to some bidder, it must be that the marginal valuation of that good to that bidder is not zero. Loosely speaking, non-wastefulness requires that goods are allocated to bidders to create value if possible. However, it is silent on the magnitude of the value so created. In particular, it does not require that the value created is maximized. In other words, non-wastefulness can be thought of as a very weak notion of efficiency.
Characterization for the greedy domain
The greedy domain
Informally, in the greedy domain a bidder has valuation and budget such that if any two bundles give him different valuations, then the magnitude of the difference is larger than his budget. In other words, a greedy bidder is always willing to pay his entire budget to win a bundle or switch to another bundle, as long as doing so increases his valuation.
Before I describe the greedy domain formally, it will be convenient to first define the maximally relevant bundle. Loosely speaking, a maximally relevant bundle from a bundle g is the smallest bundle that maximizes valuation, where smallest is measured in terms of set inclusion. In other words, it is the bundle that achieves as much valuation as the entire bundle g but does not contain goods yielding zero marginal valuation. Table 1: Illustration of maximally relevant bundle   Bundles  Budget  1 2 3 12 13 23 123  Valuation 0 0 2 3  2  4  4 0.5
Definition 7. The maximally relevant bundle V i (·) for a given valuation function u i is a correspondence
I refer to V i (g) as bidder i's maximally relevant bundle(s) from g. For example, V i (G) refers to the maximally relevant bundle from the entire set of goods G. Note that if u i (g) = 0 then V i (g) = / 0. When there is no potential for confusion, I write V i to refer to the set of all non-empty maximally relevant bundles, i.e.,
Note that non-wastefulness requires that bidder i's allocation x i must either be empty or in i's value set.
For an illustration, suppose that there are 3 goods labeled 1,2,3 and bidder i has valuation as shown in table 1. Then V i ({1, 2, 3}) = {{2, 3}} because the bundle {2, 3} yields as much valuation as the bundle {1, 2, 3} and good 1 brings no marginal valuation to the bundle {2, 3}. Similarly, V i ({1, 3}) = {{3}} and V i ({1}) = / 0. The bidder's value set is V i = {{3}, {1, 2}, {2, 3}}. In general, there is no guarantee that the maximally relevant bundle is unique. In table 1, if u i ({1, 3}) were 4 instead of 2, then V i ({1, 2, 3}) = {{1, 3}, {2, 3}}, i.e., there are 2 maximally relevant bundles from the set of all 3 goods. 
An bidder is called greedy if two conditions are satisfied. First, the difference in valuation between any two bundles, if positive, is greater than his budget. Second, his maximally relevant bundle from any given set is always unique. The first condition is crucial and provides greediness the bite that I need for my analysis. The second condition serves to ensure that the best bundle for a bidder from any given set of good is unique. For now, the reader can think of this as an assumption on the valuation function. I will discuss a relaxation of this assumption in a later section.
For example, the bidder with valuation and budget in table 1 is greedy, because any increase in his valuation going from one bundle to another is more than his budget. If his budget were 1.5, however, he would not be a greedy bidder. Another simple example of greediness is that of additive valuation where the marginal valuation of each good exceeds budget. However, greediness allows for much more general valuations.
A profile is greedy if each bidder either is greedy or has zero valuation for all bundles. Non-wastefulness implies that, for any greedy profile (u, b) a bidder i is either losing or winning a bundle x i ∈ V i . It will be useful to note that V i (G) is the highest-valuation maximally relevant bundle -the best outcome for a bidder i always involves winning V i (G).
The greedy domain can be thought of as somewhat opposite of the quasilinear domain. In the latter, the valuation of any bundle can never exceed budget -budget is essentially infinite. Therefore, for any bundle there is always a price at which the bidder is indifferent between getting the bundle and not. The gain from manipulation may be ambiguous for a bidder since he might win more goods, but pay higher prices. In the greedy domain, however, any increase in valuation always exceed the bidder's budget, so there is no price at which the bidder is indifferent between getting additional valuation and not. Therefore, manipulations that enable the bidder to achieve higher valuation are always profitable because each increase in valuation is worth more than the auctioneer can charge him. For this reason, it matters more which bundles are maximally relevant and less how much valuation the bundles yield. The analysis will henceforth hinge more on the manipulation of value sets and less on valuation functions. Greediness allows for a kind of separation between allocation and payment and thereby greatly simplify the analysis of incentives.
Let φ (·) be a mechanism that is incentive compatible, individually rational, symmetric, non-wasteful and non-bossy for the greedy domain, assuming that such a mechanism exists. I now completely characterize φ (·). For the rest of this section, genericity and greediness are assumed.
Preliminary results
Much of the earlier analysis focuses on the allocation part of the mechanism. The following lemmas state that, if at a profile an allocation is chosen, then at some other profile where a bidder's valuation or budget has changed, some certain allocation has to be chosen. Since in the greedy domain, a bidder's characteristic is captured by his budget and value set , much of the results will pertain to the change in allocation (if any) when either budget or value set is changed.
The notion of an available outcome will be very useful. An outcome is available to a bidder i at a report of other bidders if there is some report by bidder i for which the mechanism outputs the outcome.
The notion of availability is useful in the following way: if an outcome is available to bidder i, then given any report (u i , b i ) by bidder i, the mechanism must make sure that bidder i's payoff, valued at the report (u i , b i ), is at least as much as the payoff from the available outcome, also valued at the report (u i , b i ). Lemma 1 captures this direct consequence of incentive compatibility.
A corollary of lemma 1 is that if a bundle containing V i (G) is available and affordable to bidder i, then bidder i must win V i (G).
and is available to i, greediness implies that the only way to satisfy
One implication of corollary 1 is that if a bidder is winning some bundle, then by declaring that bundle to be his only maximally relevant bundle, he must still win the bundle.
While corollary 2 describes what happens when a winning bidder "shrinks" his value set, lemma 2 describes what happens when a winning bidder "expands" his value set. If a bidder is winning some bundle, then by expanding his value set he must still be winning.
Note that lemma 2 does not say that the bidder still wins the same bundle; he can win a different bundle.
So bidder i must be winning.
Lemma 2 directly implies that if a bidder is losing, then by shrinking his value set he must not become winning.
The next lemma states that if a bidder is losing at two reports corresponding to two value sets, then reporting a value set that "combines" the two original value sets will not make him a winning bidder. Lemma 4. Suppose V i and V i are the value sets associated with valuations u i and u i , and that
Consider a value setV i such that for all z ∈V i , either z = x or z = y or z = x ∪ y for some x ∈ V i and y ∈ V i . For allû i with value setV i ,
, so i must be winning, contradicting the assumption. Similarly, in case (2), i must be winning at the report (u i , b i ), also contradicting the assumption.
For bundles x and y, define the marginal valuation of x at y for bidder i as MV i (x, y) = u i (x + y) − u i (y).
A bundle x 0 is said to be worthless to bidder i if the marginal valuation of x 0 is always zero to bidder i, i.e., MV i (x 0 , y) = 0 for all y. A bundle x 0 is called worthless if it is worthless to all bidders. The following lemma states that a bidder can win through manipulation, in addition to what he is already winning, a bundle that is worthless.
Though non-wastefulness ensures that bundle x 0 must be assigned to bidder i, it is not obvious that bidder i wins x i as well. The intuition is that bidder i can report a very high valuation for x i and a relatively low valuation for x 0 (while still being greedy). The high valuation and availability of x i guarantees that bidder i wins at least x i , and non-wastefulness guarantees that he wins x 0 as well.
. This construction means that bidder i is greedy to get x i and x 0 , and that bidder i strictly prefers winning x i over x 0 even if he has to pay his entire budget to get x i . By availability of (x i , p i ) and construction of valuationũ
. So bidder i must be winning, and he must win more than just x 0 . He cannot win just x i because non-wastefulness requires that x 0 be given to bidder i. Given that his value set isṼ i = {x i , x o , x i +x 0 }, he must win x i + x 0 . Suppose that he has to pay p 0 ≤ b i . Then the outcome (
The results so far pertain mostly to value sets. The following lemmas relate to budgets. Lemma 6 says that a winning bidder can not become a losing bidder by increasing his budget. This is intuitive, since increasing one's budget increases purchasing power and should not affect payoff negatively. Consequently, a losing bidder cannot become winning by lowering his budget.
PROOF. For the first part of the lemma, suppose that
So bidder i must still be winning. The second part of the lemma is a direct consequence of the first.
The final lemma, lemma 7, says that if a lower budget bidder j is winning a bundle that is valued by a higher budget bidder i, then bidder i must also be winning. The intuition is simple: if bidder i is not winning any bundle, he can, by virtue of his budget being higher, "pretend" to be bidder j and win j's current bundle, thereby improving his payoff. This would violate IC. Note that the ability to pretend budget-wise is not symmetric: a lower budget bidder cannot always pretend to be a higher budget bidder if by doing so he will have to make payments exceeding his actual budget. One can think of this result as a kind of budget dominance.
PROOF. See appendix.
The proof is by contradiction. Starting from a proposed allocation that violates lemma 7, I show that certain allocations must hold at other profiles and eventually show that symmetry is violated. The formal proof is in the appendix, though the main idea may be illustrated using a "transition" table. In the tables, bidders are shown as rows, and goods are shown as columns. A box filled with the times sign × or the check mark in row i and column g means g ∈ V i , and the absence of a box means g / ∈ V i . For ease of illustration, the tables do not show all elements in the value set -it is implicit henceforth, and unless stated otherwise, that whenever table illustrations are used, unions bundles in the value set are also in the value set. For example, the bundle consisting a × and a is in the value set. The reader can think of the valuation function as additive (but valuation function can take more general forms). A box filled with a check mark means g is allocated to i. For example, the table under "Profile 1" in table 2 shows an allocation with 3 goods and 3 bidders where each bidder's value set contains all bundles. Allocation-wise, bidder 1 gets goods 1 and 2, while bidder 2 gets goods 3, and bidder 2 is losing.
The proof can now be illustrated with table 2. Starting from a candidate allocation in profile 1 that violates lemma 7, I conclude what allocation must hold as certain changes in value set and budget are made sequentially, invoking the results established above. The violation of symmetry can be seen by comparing the allocations of profile 3 and profile 5.
Main results
The problem of allocating G to I can be daunting if each bidder's allocation is dependent on other bidders'. Fortunately, non-wastefulness allows me to group bidders and goods into groups where bidders in a group only care about goods in the same group and these goods are valuable to these bidders only. Such a group is called an isolated group. Formally, Definition 10. Given a profile (u, b) with value sets V I = (V i ) i∈I , (I , G ,V I ) is called an isolated group if I ⊆ I is a set of bidders and G ⊆ G is a set of goods such that
• For all goods g / ∈ G , for all bidders i ∈ I , for all bundles y, MV i (g, y) = 0.
• For all bidders j / ∈ I , for all goods g ∈ G , for all bundles y, MV j (g, y) = 0.
Basically, a group of bidders I and goods G is isolated if the bidders in I value only the goods in G , and that the goods in G are valued only by the bidders in I . As far as the bidders in I are concerned, goods outside G are irrelevant; as far as the bidders outside I are concerned, goods inside G are irrelevant. It is convenient to analyze isolated groups because, by non-wastefulness, goods within an isolated group can only be allocated to bidders in the same isolated group. In this sense, one can break down the problem of assigning G to I to the problem assigning goods to bidders in isolated groups. I will often simplify notation and write (I , G ,V ) to mean (I , G ,V I ). Note that, by definition, the "grand coalition group" (I, G,V ) is an isolated group. Perhaps the simplest structure for an isolated group is the rectangular structure, defined as follows.
In an isolated rectangular group (I , G ,V ), for each bidder in I , his value set consists of all combinations of goods in G . The name "rectangular" comes from the shape of the value set when represented graphically, such as profile 1 in table 2 for a set of 3 bidders and 3 goods. The first main result states that a rectangular isolated group, the bidder with the highest budget wins all the relevant goods.
PROOF. See appendix for a formal proof. Here I sketch out the main steps. The proof uses induction on "triangular" profiles. A triangular profile is formally defined in the appendix, but for the time being the reader can get a sense of what "triangular" means by looking at the triangular profile in table 3, as well as profile 1 in table 5. These profiles "look" like triangles, in the sense that the sets of individual goods in the respective value sets shrink by one good or "cascade" down the rows. Note that although profile 2 in table 5 does not look like a triangular, rearranging the good 2 and good 3 will make it triangular. I first show that for any isolated group of triangular shape with 2 bidders and 2 goods, the highest budget bidder wins all goods in the group. I then proceed to show that triangular profiles can be "expanded" to obtain profiles of larger triangular shapes at which the highest budget bidder still wins all goods in the group. The same process of expansion can be used to fill out the triangle shape to arrive at a square shape, all the while maintaining the allocation where the highest budget bidder wins all the goods in the group. The rectangular shape can then be obtained by removing goods or bidders, as appropriate, from the group.
From now on I label bidders in the isolated group in decreasing order of their budget, so that b 1 > b 2 > ... I begin with the base case of the triangle of size 2. Consider the isolated group in table 3 in which bidder 1 has the higher budget.
Step 1: Consider what happens if both bidders value only g 1 . Because of non-wastefulness, g 1 must be allocated to either bidder 1 or bidder 2. By lemma 7, if bidder 2 wins then bidder 1 must win as well, but this is not possible. Therefore bidder 1 wins g 1 .
Step 2: Back to the triangle. By step 1 and lemma 5, bidder 1 wins g 1 + g 2 . Therefore, φ a 1 (u, b) = V 1 (G). This result is captured by table 4. 
Now I illustrate how a triangle can be "expanded" to obtain a larger triangle. For concreteness and ease of illustration, I use the inductive hypothesis for a specific group size: at any isolated group with triangular shape of size 3, bidder 1 wins all goods in the group. The insight is that two such groups can be "superimposed" to arrive at the allocation of a group which is essentially a triangle to which a box has been added. Consider the profiles in table 5. Profile 1 and profile 2 are both triangular, and so by the inductive hypothesis bidder 1 wins all the goods. Lemma 4 implies then that when bidder 2 "combines" his value sets so that the group has the shape shown in profile 3, bidder 2 is still losing. By non-bossiness, bidder 1 still wins all goods in profile 3.
I can use the same superimposition technique to add a good to bidder 3's value set and preserve the allocation. Schematically, superimposition allows me to have the allocation shown in table 6. Note that the newly added boxes have the "+" sign, + .
Next, consider a bidder 4 who does not value any good and must therefore be losing. Suppose I change bidder 4's valuation and budget such that he values good g 1 and his budget is the smallest, i.e., b 4 < b 3 . By lemma 7, if bidder 4 is winning g 1 , then bidders 1, 2, 3 must be winning since g 1 is in each bidder's value set and these bidders dominate bidder 4 budget-wise. However, there are then only 3 goods for 4 winning bidders, an impossibility. Therefore, bidder 4 is still losing. Non-bossiness then implies that bidder 1 still wins all the goods. The argument is summarized by table 7.
Finally, to obtain a triangle, I modify bidder 1's value set so that his maximally relevant bundle V 1 (G) contains all 3 goods and an additional good g 4 . By lemma 5, bidder 1 wins all 4 goods. See table 8.
I have shown, albeit informally, that triangular profiles can be expanded yet preserve the particular allocation in which the highest budget bidder wins all goods in the isolated group. Since this allocation rule is true for triangles of size 2, induction can be use to establish that this allocation rule is true for triangles of all sizes.
It is easy to see that the superimposition technique can be use to fill out a triangular group to obtain a "square" group. Non-bossiness then guarantees that adding or removing losing bidders from a square group to arrive at a rectangular group does not change the allocation. Therefore, for any isolated rectangular group, the highest budget bidder wins all goods in the group.
The result that the bidder with the highest budget in an isolated group wins all the goods is not limited to rectangular groups. In fact, for any isolated group, the bidder with the highest budget wins his maximally relevant bundle from the group's set of goods. Table 6 : Adding good to value set Table 7 : Adding a losing bidder 
First consider a hypothetical group (I , G ,V ) where bidders' budgets are unchanged, i.e., b i = b i for all i, but their value setsV I are such that for all i,V i = G . Then (I , G ,V ) is an isolated rectangular group. By theorem 1, the bidder with the highest budget, labeled bidder 1, wins all the goods. Now consider the change in value set for a bidder j = 1 fromV j to V j . If bidder j wins any good in G with value set V j , then when his value set isV j he has a profitable deviation: report V j instead. Because this violates IC, bidder j must still be losing when his reported value set is V j . Non-bossiness implies that bidder 1 still wins all the goods after this change. By this reasoning, the allocation is preserved if I apply the change fromV j to V j for each bidder j = 1 sequentially, bidder by bidder. Hence, when value sets are V j for j = 1 andV 1 for bidder 1, bidder 1 wins all the goods. Suppose he pays p 1 ≤ b 1 . Now, change bidder i's value set fromV 1 to V 1 . Because the outcome (G , p 1 ) is available to bidder 1, corollary 1 implies that bidder 1 wins V 1 (G ).
Theorem 2 states that for any isolated group the bidder i with the highest budget wins all goods in his value set. One can of course apply this result to the "grand coalition group" (I, G,V ). If the maximally relevant bundle from G for bidder i contains all goods, then the allocation part of the problem is done. However, if there are goods outside this bundle, then by non-wastefulness these goods must not be allocated to this bidder and must instead be allocated to other bidders or the seller. This problem is not as daunting as might at first seems, since it can be thought of as a smaller instance of the original allocation problem: allocate goods in the set G = G − V i (G) to bidders in the set I = I − i. Because V i (G) has been allocated to bidder i, the remaining bidders and the remaining goods are effectively isolated. An idea similar to theorem 2 can then be used for the remaining bidders and goods to argue that the bidder with the highest budget among the remaining bidders, say bidder j, wins V j (G ), his maximally relevant bundle from G . This reasoning can be applied again and again until all goods are allocated. I summarize the result in the following theorem. From now on, I consider the seller as a bidder with zero valuation and zero budget. Let i be the bidder with the highest budget, i.e., b i = max j∈I b j .
Remove V i (G ) and i from G and I respectively.
•
Step 2: Repeat Step 1 until the procedure is terminated.
The procedure in theorem 3 essentially determines allocation for the bidders in decreasing order of their budgets. The bidder with the highest budget goes first and gets the maximally relevant bundle from G. The bidder with the next highest budget goes next and gets the maximally relevant bundle from the remaining goods, and so on until all bidders have taken their turn or there are no more goods remaining. Note that a bidder with a relatively high budget may get the empty bundle if, when it is his turn, the remaining goods are all worthless to him. Also, the seller has zero budget and goes last, so he would keep all goods left over when all bidders have taken their turns.
The procedure in theorem 3 is said to reach bidder i when it is bidder i's turn to get his goods. It is obvious that if bidder i has budget higher than bidder j, then the procedure reaches bidder i before bidder j. The order in which bidders are reached by the procedure is referred to as the order of allocation.
PROOF. The first iteration of step 1 is established by applying theorem 2 to the isolated group (I, G,V ). I now show the second iteration of step 1. Let G and I be the remaining goods and bidders after the first iteration. Label the bidder with the highest budget in I bidder 1. Consider 2 cases: V 1 (G ) = / 0 and V 1 (G ) = / 0. In the case where V 1 (G ) = / 0, none of the bundles from G is valuable to bidder 1, so by non-wastefulness bidder 1 must get the empty bundle.
In the case where V 1 (G ) = / 0, consider the value setsV I such that (I , G ,V ) is an isolated rectangular group. By theorem 2, bidder 1 winsV 1 (G ) = G . Now consider the change in value set for a bidder i ∈ I , i = 1 fromV i to V i . Because the first iteration of step 1 is true, only the goods in G are available to i, so he can only win goods in G . If he wins some good in G , then when his value set isV i he has a profitable deviation: report V i instead. Because this violates IC, bidder i must still be losing when his reported value set is V i . Non-bossiness implies that bidder 1 still wins all the goods in G after this change. By this reasoning, the allocation φ a 1 = G is preserved if I apply the change fromV i to V i for each bidder i ∈ I , i = 1, sequentially bidder by bidder. Hence, when value sets are V i for i ∈ I , i = 1 andV 1 for bidder 1, bidder 1 wins all the goods in G .
Finally, consider the allocation when value sets are (V i ) i∈I . Because the first iteration of step 1 is true, bidder 1 can only win goods in G . If bidder 1 does not win a bundle containing V 1 (G ) then he has a profitable deviation: report value setV 1 instead. By the previous paragraph, such a report will win him all the goods in G which is always profitable by greediness. Therefore, bidder 1 wins a bundle containing V 1 (G ). By non-wastefulness, he wins exactly V 1 (G ).
Other iterations of step 1 can be established using the same argument above.
While theorem 3 completely pins down the allocation, it is silent on the payments. As can be expected, the payments are used to keep the bidders honest about their budgets. The intuition can be obtained from the case of isolated rectangular groups. In such a group, the bidder with the highest budget wins all goods. If he reports his budget to be anything less than the second highest budget, then he no longer has the highest budget and is therefore losing. Therefore he must pay the second highest budget. In general, a bidder i winning the bundle x i pays the highest budget among the bidders who would win, in bidder i's absence, a bundle overlapping x i . In a sense, bidder i is paying for the highest "externality" that his participation imposes on other bidders. • Step 1: Compute φ a (u −i , b −i ), the allocation for the profile where bidder i is excluded, using the procedure in theorem 3.
• Step 2:
be the set of bidders whose hypothetical allocation in the absence of bidder i overlap with i's allocation. Let p i = max k∈J b k be the highest budget among such bidders.
• Step 3: Bidder i's payment is φ
PROOF. The allocation rule φ a (u, b) is given by theorem 3. The payment rule shall be shown using the allocation rule. I show that if φ p i (u, b) = p i for bidder i then there is profitable deviation for bidder i. Label bidders at profile (u, b) in decreasing order of budget and suppose the bidder with budget p i is bidder k, i.e, b k = p i . The order of allocation is then (1, 2, ..., i − 1, i, i + 1, ..., k − 1, k, k + 1, ...) . Denote by G j the set of goods remaining when the allocation procedure reaches a bidder j. For the profile (u −i , b −i ) where i is excluded, the order of allocation is (1, 2, ..., i − 1, i + 1, ..., k − 1, k, k + 1, ...) . Denote byĜ j the set of goods remaining when the allocation procedure, implemented without bidder i, reaches bidder j. By definition of the allocation procedure,
, and by definition of k,
for small ε > 0 so that the order of allocation at the profile (u, b −i ,b i ) would be (1, 2, ..., i − 1, i + 1, ..., k − 1, i, k, k + 1, ...), i.e., bidder i would be immediately before bidder k. When the allocation procedure reaches bidder i, the set of remaining goods must beĜ k . Because V j (Ĝ j ) ∩ V i (G i ) = / 0 for all j < k, the set V i (G i ) is still available, so i wins at least V i (G i ). Individual rationality means that i does not pay more thanb i , so reportingb i can win i the same bundle at a lower price and is therefore a profitable deviation.
Suppose
Consider a valuation reportû i with value setV i = {V i (G i )} and a budget report
for some ε > 0 so that the order of allocation is now (1, 2, ..., i − 1, i + 1, ..., k − 1, k, i, k + 1, ...) i.e., bidder i would be immediately after bidder k. At this report, bidder i must still win V i (G i ) because otherwise, a bidder with value setV i and budgetb i has a profitable deviation: report V i and b i instead. But then the allocation of bidder i at this profile (u −i ,û i , b −i ,b i ) contradicts the allocation rule. Given the order of allocation, at bidder k's turn, the setĜ k is available, so k wins
The intuition is that if bidder i has to pay more than b k , he can misreport his budget to be arbitrarily close to but higher than b k . The allocation rule ensures that he still gets the same bundle as before. If a bidder i has to pay less than b k , he would still win the same bundle if he reported a budget less than b k , but that would contradict the allocation rule.
The procedure to produce allocation and payment in theorem 4 is referred to as the Iterative Second Price Auction (ISPA). As an illustration, consider the profile in table 9. A bundle in a bidder's value set are represented by a rectangle × or stretching over the goods contained in the bundle. The ISPA procedure leads to allocation marked by rectangles . For example, bidder 1 has the highest budget, so he gets his maximally relevant bundle {g 1 , g 2 }. Next, bidder 2 gets {g 5 }, the only relevant bundle out of the remaining goods. Next, bidder 3 gets his maximally relevant bundle out of the remaining goods, {g 3 , g 4 }. Bidders 4 and 5 are losing bidders. To calculate payment for bidder 1, consider what would happen if bidder 1 were absent. Bidder 2 would win {g 2 , g 3 , g 5 } and bidder 4 would win g 1 . Because bidder 1's allocation is causing externality on bidder 2 and bidder 4, and bidder 2 has higher budget than bidder 4, bidder 1 pays bidder 2's budget, which is 7. Other bidders' payments are similarly determined.
Theorem 4 states that ISPA is "necessary" for any mechanism that is incentive compatible, individually rational, symmetric, non-bossy and non-wasteful -any other outcome rule would lead to violation of some of the criteria. The question remains whether ISPA is "sufficient," i.e., whether it satisfies all five criteria. The answer is in the affirmative. Before I proceed to state and prove the result, it is necessary to note that ISPA can determine the outcome for the greedy and generic domain only. Incentive compatibility requires that no bidder is strictly better off by misreporting, even if that misreport creates a profile that is nongeneric. ISPA is, however, completely silent on the outcome at generic profiles. Fortunately, it is easy to attain incentive compatibility once ISPA is augmented with a tie-breaking rule that enables it to handle nongeneric profiles. A tie-breaking rule is an exogenous deterministic indexing of the bidders that determines, in conjuction with the magnitudes of budgets, the order of allocation. Augmented ISPA is ISPA with the additional provision that if at any step in the ISPA procedures there are two or more bidders with the highest budget among the remaining bidders, then the order of allocation is determined by the exogenous indices of the bidders, in increasing order, i.e., the bidder with the lower index goes first.
Theorem 5. Augmented ISPA is incentive compatible, individually rational, symmetric, non-wasteful and non-bossy.
PROOF. It is easy to see that augmented ISPA is individually rational, symmetric and non-wasteful and non-bossy. I now prove incentive compatibility by showing that there is no profitable deviation from any generic profile. I write ϕ a i (·) and ϕ 1, 2, . .., i − 1, i, i + 1, ..., k − 1, k, k + 1, ...). Denote by G j the set of goods remaining when the allocation procedure reaches a bidder j. By ISPA allocation procedure, ϕ a j (u, b) = V j (G j ). For the profile (u −i , b −i ) where bidder i is excluded, the order of allocation is (1, 2, ..., i − 1, i + 1, ..., k − 1, k, k + 1, ...). Denote byĜ j the set of goods remaining when the allocation procedure, implemented without bidder i, reaches bidder j. By ISPA allocation procedure,
. Note that for bidders h < i, their available sets and allocation are unaffected by bidder i's presence, i.e., G h =Ĝ h and so
Consider any budget reportb i by bidder i. If theb i is such that the order of allocation, taking into account the tie-breaking rule, is unchanged, then when the procedure reaches bidder i, the set G i is still available. By greediness, it is optimal, conditional on the reportb i , for i to win V i (G i ). Given that i is winning V i (G i ), the payment must be b k . This outcome for bidder i is the same as the outcome arising from truthful reporting.
Suppose the reportb i is such that i's turn, taking into account the tie-breaking rule, is shifted up, i.e., the order of allocation is changed to, say, (1, 2, ..
When it is i's turn, the set G j is available. If i's valuation reportû i is such that i wins some good from V j (G j ), which is also j's allocation with i excluded ϕ a
Because i is causing externality on j, i must pay at least b j , which exceeds i's actual budget b i . So any good in V j (G j ) is unaffordable to i. Similarly, any good in V h (G h ) is unaffordable to i for any h < i. Therefore, though the set G j is available to i, only goods from the set
Greediness implies that it is optimal, conditional on the reportb i , for i to win V i (G i ). The price must then be b k . This outcome is again the same as the outcome resulting from truthful reporting.
Suppose the reportb i is such that i's turn, taking into account the tie-breaking rule, is shifted down to between i + 1 and k, i.e., the order of allocation is now, say, (1, 2, ..., i − 1, i + 1, ..., j − 1, i, j, j + 1, .., k, k + 1, ...) then the set of goods available to i isĜ j . By definition of ISPA,Ĝ j ⊆Ĝ j−1 ⊆ ... ⊆Ĝ i+1 . However,
0 for all h < k, when it is i's turn the set V i (G i ) is still available. Greediness implies that i's optimal strategy, conditional on the reportb i , is to win V i (G i ), which will cost him b k . Therefore, this report cannot profit bidder i.
Finally, suppose thatb i is such that i's turn, taking into account the tie-breaking rule, is shifted down to after k, i.e., the order of allocation is (1, 2, ...i − 1, i + 1, ..., k − 1, k, k + 1, ..., j − 1, i, j, ...) . The set of goods available to i is nowĜ j , which is a strict subset ofĜ i+1 (because bidder k wins V k (Ĝ k ) = / 0), which is the same as G i . But because k has his turn before i and has taken V k (Ĝ k ) which overlaps with V i (G i ), the bundle V i (G i ) is no longer available. Therefore, i can only win
, so bidder i must be worse off compared to truthful reporting. Table 9 can provide some intuition for the incentive compatibility of ISPA and also illustrates the role of greediness. Suppose bidder 1 reports his budget as 6.9 instead of 10. In such deviation, bidder 1 would win g 1 and pay 4. So, his payoff from the deviation is u({1}) − 4, whereas it was u({1, 2}) − 7 in the original allocation. Since bidder 1 is greedy, u({1, 2}) − u({1}) > 10, and so u({1, 2}) − 7 > u({1}) − 4. Therefore, this misreport does not benefit bidder 1.
A few remarks are in order. Recall that there are two conditions for greediness. The first requires the maximally relevant bundle from any set of goods to be unique, and the second requires any increase in valuation to exceed budget. It is worth noting that ISPA can also accommodate preferences that satisfy the second condition but not the first. For such preferences, uniqueness of the maximally relevant bundle can be artificially satisfied through the use of an exogenous tie-breaking rule. For example, one could index all the goods, create a lexicographic order over the bundles based on the index and pick the maximally relevant bundle that is lexicographically smallest. With such a tie-breaking rule, these preferences become effectively greedy, and ISPA can satisfy the five criteria.
It is of interest whether the results for the greedy domain hold if a standard definition of non-bossiness is used. In the standard definition, if a bidder's report does not change his own allocation, then it cannot change other bidders' allocation, regardless of whether the bidder is winning or losing. Since the standard definition is stronger than my definition, the "necessity" of ISPA (theorem 4) still holds. To show that ISPA indeed satisfies the standard notion of non-bossiness (theorem 5), I need to show that if bidder i's report does not change his own allocation, then it does not change any of the other bidders' allocations either. But this is obvious. If bidder i's allocation is unchanged, then the set of goods collectively available to the other bidders is also unchanged. The order of allocation for the other bidders is unchanged as well because their budgets have not changed. So the set of goods available to a bidder as augmented ISPA reaches that bidder is unchanged. Therefore, the allocation of the other bidders must be unchanged.
There are many possible tie-breaking rules, so there are correspondingly many possible augmented ISPA mechanisms. However, the outcome of all of these mechanisms agree on the domain of greedy generic profiles, as shown by theorem 4. In this sense, one can think of ISPA as the unique mechanism satisfying the five criteria in the greedy generic domain. The problem for the greedy domain is now effectively solved. The allocation rule is remarkably simple, though this simplicity is a consequence of the greediness of the bidders. Given the allocation rule, the principle of having a bidder pay for his externality leads to the payment rule that provides the right incentives for truthful reporting. The characterization of mechanisms satisfying the five criteria is completed: there exists only one such mechanism on generic profiles, and its outcome is given by ISPA.
Impossibility result for the general domain
Given the positive result for the greedy domain, one might hope that there exists a mechanism satisfying the five criteria for the general domain as well. Unfortunately, no such mechanism exists. Before I state and prove the impossibility result, I need two lemmas which state that, given the results on the greedy domain, certain things must hold in the general domain.
Let Φ(·) be a mechanism that is incentive compatible, individually rational, symmetric, non-wasteful and non-bossy for the general domain, assuming that such a mechanism exists. The payoff of the highest bidder, bidder 1, must be at least what he would get from getting the grand bundle G at the price equal to the second highest budget. This is because the option of winning G at the second highest budget is always available to bidder 1: bidder 1 can pretend to be greedy. 
PROOF. Consider the profile (û −1 ,û 1 , b −1 ,b 1 ) where bidders are all greedy with value sets (V i ) i∈I such that (I, G,V ) is a isolated rectangular group. Budgets of all bidders other than bidder 1 are the same as profile (u, b) . Bidder 1's budget isb 1 = b 2 + ε for some small ε > 0. By theorem 1, bidder 1 wins G and all other bidders are losing. Now consider the change fromû j to u j for a bidder j = 1. Bidder j must remaining losing, otherwise when j's valuation isû j he has a profitable deviation: report u j instead. Non-bossiness means that bidder 1 still wins G. This reasoning allows me to change valuation reports of all bidders j = 1, bidder by bidder, fromû j to u j without changing the allocation of bidder 1. So at the profile (u −1 ,û 1 , b −1 ,b 1 ) bidder 1 wins G. Individual rationality implies that he pays at mostb 1 , which can be set arbitrarily close to b 2 .
Since the outcome (G, b 2 ) is available to bidder 1, his payoff is bounded below by v 1 (G, b 2 ).
It has been established that if all bidders are greedy and the bidder wins the highest budget wins all the goods in G, then he must pay the second highest budget. This is also true if the highest budget bidder is not greedy: if he wins all goods he must pay the second highest budget.
Lemma 9. Let (u, b) be given such that bidder 1 has the highest budget, and that all other bidders are greedy. Let b 2 = max i∈I−1 b i be the second highest budget.
PROOF. Consider the profile (u −1 ,û 1 , b) where all bidders, including bidder 1, are greedy, and that V 1 (G) = G. By theorem 4, the outcome must coincide with ISPA outcome, in which bidder 1 wins G at price b 2 . Suppose that at the profile (u, b), bidder 1 wins G but at a price lower than b 2 . Then when bidder 1's valuation isû 1 he has a profitable deviation: report u 1 instead. If at profile (u, b) bidder 1 wins G at a price higher than b 2 then bidder 1 has a profitable deviation: reportû 1 instead.
Therefore, if bidder 1 wins G, he must pay the second highest budget b 2 , even if he is not greedy.
Theorem 6. For the general domain there is no mechanism that is incentive compatible, individually rational, symmetric, non-wasteful and non-bossy.
PROOF. Suppose in negation that Φ(·) is a mechanism that is incentive compatible, individually rational, symmetric, non-wasteful and non-bossy for the general domain. This proof makes use of tables to illustrate a counter-example, by showing that certain allocations and payments must happen at certain profiles and thereby arriving at a contradiction. For example, the table under "Profile 1" in Table 10 shows a profile with two bidders, bidder 1 and bidder 2, and 2 goods, A and B, the bidders' valuations and budgets (b). The allocation is indicated by having a box around the number representing a bidder's valuation for the allocated bundle. Payment (p) and payoff (v) are listed to the right. The table shows that bidder 1 has budget of 7 and wins the bundle {A, B}, which is worth 13 to him, at the price of 3. Note that payments or payoffs are omitted from the tables when not necessary for the proof. Consider profile 1 in Table 10 . By lemma 8, bidder 1's payoff is at least 13 − 3 = 10, so he must win either {A} or {A, B}. If he wins {A}, then because {A} yields valuation of 12 his payment is at most 2. Incentive compatibility guarantees that he must still be winning if he reports a budget of 2. In other words, bidder 1 in profile 2 must be winning (otherwise bidder 1 in profile 2 can profitably deviate to profile 1). However, at profile 2, lemma 8 implies that bidder 2's payoff is at least 14 − 2 = 12, dictating that bidder 2 wins {A, B} and bidder 1 wins nothing -a contradiction. Therefore, at profile 1 bidder 1 must win {A, B}, and, by lemma 9 and greediness of bidder 2, pay 3. This outcome is indicated in the table.
Similar reasoning applies to profile 3. By lemma 8, bidder 1's payoff is at least 13 − 3 = 10, so bidder 1 wins either {A} or {A, B}. If bidder 1 wins {A, B}, then because bidder 2 is greedy, by lemma 9, bidder 1 has to pay 3 and get a payoff of 10. Consider the deviation by bidder 1 to profile 4. Because profile 4 is a greedy profile, the outcome is determined by ISPA, as shown in the table. Note that bidder 1 wins {A} and pays nothing, getting a payoff of 12, an improvement over truthful reporting, violating incentive compatibility. Therefore, at profile 3, bidder 1 wins {A} and, by non-wastefulness, bidder 2 wins {B}. Now consider profile 1 and profile 3. Given the outcome at these profiles, bidder 2 at profile 1 can profitably deviate to profile 3 and win {B} for the price of at most 3, violating incentive compatibility.
Since at profile 1 there is incentive to misreport, Φ(·) is not incentive compatible.
Though there may be many reasons why no mechanism exists for the general domain, one can get some intuition from the ISPA mechanism for the greedy domain, as well as the generalized Vickrey-ClarkesGroves (VCG) mechanism for the domain where bidders are not budget-constrained. In both mechanisms (applied in their respective domains), each bidder essentially faces a personalized price for each bundle which comes from the externality he causes on other bidders by taking that bundle. More importantly, the prices align incentives in these environments, in the sense that given these prices the bidders' optimal bundles do not overlap with one another. In other words, there is no incentive to manipulate prices. Such prices can, in theory, be constructed for the general domain using the externality principle as well. However, when these prices are such that the bidders' choices are not congruent, a bidder can have incentive to manipulate these prices. Because prices facing a bidder i are determined by other bidders, they are exogenous to bidder i and cannot be manipulated by bidder i. However, bidder i can manipulate prices facing other bidders, thus inducing them to choose different bundles. The manipulation by bidder 2 in profile 1 in the counter example can be thought of as effectively reducing the price for bidder 1 of good A, thereby inducing bidder 1 to "choose" {A} instead of {A, B}.
Conclusion
In this paper I consider the problem of combinatorial auction where bidders have budget constraints . I look for deterministic mechanisms satisfying five criteria: incentive compatibility, individual rationality, symmetry, non-wastefulness and non-bossiness. I show that for the greedy domain, one unique mechanism exists: the Iterative Second Price Auction. However, for the general domain, there is no such mechanism.
The negative result for the general domain has several implications. If the five criteria must be met, the auctioneer has to find a way to eliminate budget constraints of the bidders, through financing schemes or other means. If budget constraints are a unavoidable, then some criteria must be relaxed. For example, ex-post incentive compatibility is a particularly strong requirement -it could be relaxed to either ex-ante or interim incentive compatibility. However, the analysis of mechanisms that are ex-ante or interim incentive compatible is in general complicated by the multi-dimensionality of the distribution of types. There are wasteful mechanisms that have good incentive properties and can accommodate budget constraints, such as the Deferred Acceptance Auction by Segal and Milgrom (2014) . Non-bossiness can also be relaxed. From a practical point of view, allowing losing bidders to change the allocation of winning bidders while staying losing may seem strange for auction participants, but the larger space of such mechanisms may contain auction formats that are theoretically interesting.
Another approach is to look for randomized mechanisms. In a randomized mechanism, the outcome for each bidder can be a probability distribution over deterministic outcomes. Randomized mechanisms have been used in algorithmic mechanism design (Dughmi and Vondrak, 2011) and it would be interesting to see if they can accommodate budget constraints. 
Profile 2 (4,4,4,0)-shape
In a (n, g, s, k)-shape group, value sets bases of the first s bidders (indexed by budget size, in decreasing order) contain all individual goods, and but they start to "cascade" from bidder s: each bidder's value set basis contains all but one good from the previous bidder's value set basis. There is an exception at bidder k, where the bidder k + 1's value set basis contains all but two goods from bidder k's value set basis. Table 11 show profiles where × indicate that a good is in a bidder's value set basis. For example, a (4, 3, 2, 3)-shape group is shown in profile 1. When k = 0, the decrease in size of value set basis is at most one. The profile 2 illustrates a "square" (4, 4, 4, 0)-shape group, and profile 3 represents a "triangular" (4, 4, 1, 0)-shape group.
I first show that at any "triangular" profile of shape (n, n, 1, 0), φ a 1 = V 1 (G). This is done through induction from the smallest triangular profile of shape (2, 2, 1, 0). Once this induction is done, I proceed to "fill out" the triangular profile to obtain the shape of a square. The base case of the shape (2, 2, 1, 0) has been done in the main text. The inductive hypothesis is that the highest-budget bidder in the group wins all the goods. I shall refer to the highest bidder as bidder 1, and his allocation simply as φ a 1 . Note that for a bidder i whose value set V i is covered by V b i , V i (G) = V b i . The inductive hypothesis: Let n be given. At any (n, n, 1, 0)-shape group (I, G,V ), φ a 1 = G. I now proceed to show that at any (n + 1, n + 1, 1, 0)-shape group (I, G,V ), φ a 1 = G. Unless stated otherwise, the inductive hypothesis is always assumed in this section. Much of the proof is based on induction on the third and forth shape argument, i.e., s and k. The essence of the argument is very much the idea of superimposing shapes to obtain new shapes while preserving the allocation rule.
I first define the notion of reducibility: a shape is reducible to another shape if two groups of the latter shape can be superimposed to form the former shape. Definition 14. (n, g, s , k ) is reducible to (n, g, s, k) if for any group (I, G,V ) of shape (n, g, s , k ) there is a bidder i = 1 and there are two goods g 1 , g 2 ∈ V b i such that • The group (I, G,V ) with value set basesV b i = V b i − g 1 andV b j = V b j for all j ∈ I, j = i, is (n, g, s, k)-shape, and
• The group (I, G,Ṽ ) with value set basesṼ b i = V b i − g 2 andṼ b j = V b j for all j ∈ I, j = i, is (n, g, s, k)-shape.
Basically, (n, g, s , k ) is reducible to (n, g, s, k) if for any (n, g, s , k )-shape group there are at least two ways of removing a good from the value set basis of a bidder i = 1 to attain the shape (n, g, s, k). For example, in table 12, the shape in profile 1 is reducible to the shape in profile 2 by removing either of the boxes with the minus sign, -. The shape in profile 2 is in turn reducible to the shape in profile 3 by removing either of the boxes with the minus sign. If (n, g, s , k ) is reducible to (n, g, s, k) then (n, g, s, k) is said to be expandable to (n, g, s , k ). (n, g, s 1 , k 1 ) is said to be chain-expandable to (n, g, s m , k m ) if there is a sequence of shapes (n, g, s t , k t ) t=1,...,m such that for all t < m, (n, g, s t , k t ) is expandable to (n, g, s t+1 , k t+1 ). The idea of superimposition is that it is possible to track allocation as one shape is expanded into another. Remark 1. Suppose for any (n, g, s, k)-shape group (I, G,V ), φ a 1 = G. Then for any group (I, G,V ) with shape (n, g, s , k ) such that (n, g, s, k) is chain-expandable to (n, g, s , k ), φ a 1 = G.
PROOF. Suppose (n, g, s, k) is chain-expandable to (n, g, s , k ). Consider the first two shapes in the chain, (n, g, s, k) and (n, g,s,k). By definition of reducibility, for any (n, g,s,k)-shape group (I, G,V ) there is a bidder i = 1 and two Remark 6 shows that a triangle shape can be expanded to a square shape while preserving the allocation rule that all goods are given to the bidder with the highest budget. I now show that a triangle shape can also be expanded to a larger triangle.
Remark 7. For any (n + 1, n + 1, 1, 0)-shape group (I, G,V ), φ a 1 = G.
PROOF. Because (n, n, 1, 0) is expandable to (n, n, 2, 0), for any (n, n, 2, 0)-shape group (I 1 , G 1 ,V 1 ), φ a 1 = G 1 . Consider a (n + 1, n, 2, 0)-shape group (I 2 , G 2 ,V 2 ). Suppose bidder n + 1 is winning some bundle x n+1 ∈ V 2 n+1 . By construction, V 2 n+1 ⊆ V 2 n ⊆ ... ⊆ V 2 1 , so by lemma 7, all n + 1 bidders must be winning. There are however only n goods, so this cannot hold.
Therefore bidder n + 1 is losing. If this bidder reports valuation of zero for all bundles, then non-wastefulness he is still losing and by non-bossiness he does not change the allocation of other bidders. In particular, allocation for bidder 1 must not be changed. However, with such a report the remaining bidders and the goods constitute a (n, n, 2, 0)-shape group for which bidder 1 wins all the goods. Therefore for the original (n + 1, n, 2, 0)-shape group (I 2 , G 2 ,V 2 ), bidder 1 must still win all the goods, i.e., φ a 1 = G 2 . Now consider a group (I, G,V ) of (n + 1, n + 1, 1, 0)-shape. Let g n+1 = V b 1 −V b 2 be the good valued only by bidder 1. If bidder 1 reportsV 1 = V 2 then the bidders and the goods constitute a (n + 1, n, 2, 0)-shape group (I, G − g n+1 ,V ), at which, by the above, bidder 1 wins G − g n+1 . The good g n+1 is now worthless to all bidders, so when bidder 1 reports V 1 , by lemma 5, bidder 1 must win G − g n+1 + g n+1 . So bidder 1 wins all the goods in G.
I have shown that, given the inductive hypothesis that the highest-budget bidder wins all goods for any (n, n, 1, 0)-shape group, the same allocation rule holds for any (n + 1, n + 1, 1, 0)-shape group and any (n, n, n, 0)-shape group. By induction and the fact that the allocation rule holds for the base case of shape (2, 2, 1, 0), the allocation rule holds true for any (n, n, 1, 0)-shape and any (n, n, n, 0)-shape for any n. This is summarized by the following remark.
Remark 8. Let n be any natural number. For any (n, n, 1, 0)-shape group (I, G,V ), φ a 1 = G. For any (n, n, n, 0)-shape group (I, G,V ), φ a 1 = G.
It it straightforward to extend the allocation rule to rectangular shape groups by adding or removing losing bidders.
Remark 9. For any n, g, for any (n, g, n, 0)-shape group (I, G,V ), φ a 1 = G.
PROOF. There are 3 cases: n = g, n > g and n < g. For the case n = g, one can apply claim 8. Consider the case n > g. Consider bidder k where g + 1 ≤ k ≤ n. If bidder k is winning, then by the structure of value sets and lemma 7, for any i < k, bidder i is winning. This means there are at least g + 1 winning bidders but there are only g goods, an impossibility. Hence bidder k must be losing.
Consider bidder n. By the above, bidder n is losing, so changing bidder n's valuation for all bundles to zero keeps bidder n losing and by non-bossiness does not change the allocation of other bidders. Repeat the above for bidder n − 1, and then bidder n − 2 and so on until all bidders labeled from g + 1 to n have zero valuation for all bundles. The remaining bidders and the goods now constitute a (g, g, g, 0)-shape group for which, by remark 8, bidder 1 wins all the goods. Non-bossiness implies that before the changes, φ a 1 = G. For the case where n < g, first consider a (g, g, g, 0)-shape group. For this group, by claim 8, φ a 1 = G, so for all i = 1, φ a i = / 0. For i ≥ n, changing bidder i's valuation for all bundles to zero keeps bidder i losing and by non-bossiness preserves the allocation φ a 1 = G. Doing this iteratively for all such bidders lead to a (n, g, n, 0)-shape group. Since any (n, g, n, 0)-shape group can be arrived at in this manner, it must be that for any (n, g, n, 0)-shape group, φ a 1 = G.
Noting that any isolated rectangular group must take the shape of (n, g, n, 0) for some n and g establishes the result that for any isolated rectangular group, the highest bidder wins all the goods in the group.
