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Homogenization of linear transport equations in a stationary
ergodi setting
Anne-Laure Dalibard
∗
Abstrat
We study the homogenization of a linear kineti equation whih models the evolution of the
density of harged partiles submitted to a highly osillating eletri eld. The eletri eld and the
initial density are assumed to be random and stationary. We identify the asymptoti mirosopi
and marosopi proles of the density, and we derive formulas for these proles when the spae
dimension is equal to one.
1 Introdution
This note is onerned with the homogenization of a linear transport equation in a stationary ergodi
setting. The equation studied here desribes the evolution of the density of harged partiles in a rapidly
osillating random eletri potential. This equation an be derived by passing to the semi-lassial limit
in the Shrödinger equation (see [9℄, [11℄, and the presentation in [7℄). Our work generalizes a result of
E. Frénod and K. Hamdahe (see [7℄) whih was obtained in a periodi setting. The strategy of proof we
have hosen here is dierent from the one of [7℄, and allows us to retrieve some of the results in [7℄ in a
rather simple and expliit fashion.
Let us mention a few related works on the homogenization of linear transport equations; we emphasize
that this list is by no means exhaustive. In [1℄, Y. Amirat, K. Hamdahe and A. Ziani study the
homogenization of a linear transport equation in a periodi setting and give an appliation to a model
desribing a multidimensional misible ow in a porous media. In [3℄ (see also [8℄), Laurent Dumas and
François Golse fous on the homogenization of linear transport equations with absorption and sattering
terms, in periodi and stationary ergodi settings. And in [4℄, Weinan E derives strong onvergene
results for the homogenization of linear and nonlinear transport equations with osillatory inompressible
veloity elds in a periodi setting.
Let us now present the ontext we will be working in : let (Ω,F , P ) be a probability spae, and let
(τx)x∈RN be a group transformation ating on Ω. We assume that τx preserves the probability measure
P for all x ∈ RN , and the group transformation is ergodi, whih means
∀A ∈ F , (τxA = A ∀x ∈ RN ⇒ P (A) = 0 or 1) .
The periodi setting an be embedded the stationary ergodi setting (see [13℄). We will denote by E[·]
the expetation with respet to the probability measure P ; in the periodi ase, we will write 〈f〉 rather
than E[f ] to refer to the average of f over one period.
We onsider a potential funtion u = u(y, ω) ∈ L∞(RN × Ω) whih is assumed to be stationary, i.e.
u(y + z, ω) = u(y, τzω) ∀(y, z, ω) ∈ RN × RN × Ω
Moreover, we assume that 0 ≤ u(y, ω) ≤ u
max
= supu for all y ∈ RN , ω ∈ Ω, and u(·, ω) ∈ W 2,∞
lo
(RN )
for almost every ω ∈ Ω, so that ∇yu (y, ω) is well-dened and loally Lipshitz ontinuous with respet
to its y variable.
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Let f ε = f ε(t, x, ξ, ω), (t ≥ 0, x ∈ RN , ξ ∈ RN , ω ∈ Ω) be the solution of the transport equation{
∂tf
ε(t, x, ξ, ω) + ξ · ∇xf ε(t, x, ξ, ω)− 1ε∇yu
(
x
ε , ω
) · ∇ξf ε(t, x, ξ, ω) = 0,
f ε(t = 0, x, ξ, ω) = f0
(
x, xε , ξ, ω
)
.
(1)
Here, we assume that the initial data f0 = f0(x, y, ξ, ω) belongs to L
1
lo
(RNx ×RNξ , L∞(RNy ×Ω)) and
is stationary in y, i.e.
f0(x, y + z, ξ, ω) = f0(x, y, ξ, τzω) for all (x, y, z, ξ, ω) ∈ R4N × Ω.
It is well-known from the lassial theory of linear transport equations that for every ω ∈ Ω, there
exists a unique solution f ε of (1) in L∞
lo
((0,∞), L1
lo
(RNx ×RNξ )). The goal of this paper is to study the
asymptoti behavior of f ε as ε→ 0. Thus, following [7℄, we dene the onstraint spae K :
Denition 1.1. Let
ξ · ∇yf(y, ξ, ω)−∇yu(y, ω) · ∇ξf(y, ξ, ω) = 0 (2)
be the onstraint equation, and let
K := {f ∈ L1
lo
(RNξ × RNy , L1(Ω)); f satises (2) in D′(RNy × RNξ ) a.s. in ω}.
We also dene the projetion P onto the onstraint spae K, haraterised by P (f) ∈ K for f ∈
L1
lo
(RNξ × RNy , L1(Ω)) stationary, and∫
RN×Ω
(P (f)− f)(y, ξ, ω) g(y, ξ, ω) dξ dP (ω) = 0 for a.e. y ∈ RN
for all stationary funtions g ∈ L∞(RNy × RNξ × Ω) ∩K, with ompat support in ξ.
(A more preise denition of the projetion P will be given in the seond setion).
Finally, we dene K
⊥
as
K
⊥ := {f ∈ L1
lo
(RNξ × RNy , L1(Ω)); ∃g ∈ L1lo(RNξ × RNy , L1(Ω)), f = P (g)− g}.
Remark 1.1. Let us indiate that the onstraint equation an easily be derived thanks to a formal two-
sale Ansatz : indeed, assume that
f ε(t, x, ξ, ω) ≈ f
(
t, x,
x
ε
, ξ, ω
)
as ε→ 0;
inserting this asymptoti expansion in equation (1), we see that f neessarily satises the onstraint
equation (2).
Remark 1.2. Let f, g ∈ L∞(RNy , L2(RNξ ×Ω)) be stationary, and assume that f ∈ K and g ∈ K⊥. Then
for a.e. y ∈ RN , ∫
RN×Ω
f(y, ξ, ω)g(y, ξ, ω) dξ dP (ω) = 0.
This is a haraterization of K
⊥
for the lass of stationary funtions in L∞(RNy , L
2(RNξ × Ω)).
Here, we provide another proof for the result of E. Frénod and K. Hamdahe in [7℄ in the non-
perturbed ase. Our proof is based on the use of the ergodi theorem, and gives a more onrete insight
of the projetion P and of the mirosopi behavior of the sequene fε. Moreover, it allows us to retrieve
the expliit formulas of the integrable ase.
The rst result we prove in this paper is the following
Theorem 1. Let f0 ∈ L1
lo
(RNx × RNξ × RNy ;L1(Ω)) stationary.
Let f ε = f ε(t, x, ξ, ω) be the solution of (1). Then for all ε > 0, there exist f = f(t, x, y, ξ, ω) and
g = g(t, x; τ, y, ξ, ω), both stationary in y, and a sequene {rε(t, x, ξ, ω)}ε>0 suh that
f ε(t, x, ξ, ω) = f
(
t, x,
x
ε
, ξ, ω
)
+ g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
+ rε(t, x, ξ, ω)
and :
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• ||rε||L1
lo
((0,∞)×RNx ×RNξ ,L1(Ω)) → 0 as ε→ 0;
• f ∈ L∞
lo
((0,∞);L1
lo
(RNx × RNξ × RNy ;L1(Ω))), and f(t, x) ∈ K for a.e. t ≥ 0, x ∈ RN ;
• For all T > 0, for all ompat K ⊂ RNx × RNξ × RNy ,
sup
0≤t≤T,0≤τ≤T
||g||L1(K×Ω) <∞.
Moreover, g(t, x; τ, ·) ∈ K⊥ for a.e. (t, x, τ) ∈ (0,∞)× RN × (0,∞);
• Mirosopi evolution equation for g : for a.e. t, x ∈ (0,∞)× RN , g(t, x; ·) is a solution of
∂g
∂τ
+ ξ · ∇yg −∇yu · ∇ξg = 0. (3)
Moreover, for all T > 0∣∣∣∣∣
∣∣∣∣∣
∫ T
0
g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
dt
∣∣∣∣∣
∣∣∣∣∣
L1
lo
(RNx ×RNξ ,L1(Ω))
→ 0 as ε→ 0.
• Marosopi evolution equation : f and g satisfy
∂t
(
f
g
)
+ ξ♯(y, ξ, ω) · ∇x
(
f
g
)
= 0, (4)
where
ξ♯(y, ξ, ω) := P (ξ)(y, ξ, ω);
• Initial data :
f(t = 0, x, y, ξ, ω) = P (f0)(x, y, ξ, ω),
g(t = 0, x; τ = 0, y, ξ, ω) = [f0 − P (f0)] (x, y, ξ, ω).
Before going any further, we wish to make a few omments on the above results. First, let us stress
that it is not obvious that the funtion g is well-dened : indeed, let S(t) (t ≥ 0) denote the semi-group
assoiated to the marosopi evolution equation (4), and let T (τ) (τ ≥ 0) be the semi-group assoiated
to the mirosopi evolution equation (3). Then g is well dened if and only if, for all stationary funtion
g0 = g0(x, y, ξ, ω), for all t, τ ≥ 0,
T (τ) [S(t)g0] = S(t) [T (τ)g0] .
This identity follows from the fat that the speed ξ♯(y, ξ, ω) appearing in equation (4) is a stationary
solution of (3) by denition of the projetion P , and is thus invariant by the semi-group T (τ).
Next, let us explain briey the meaning of theorem 1. The idea is the following : write f0 as
f0 = f0‖ + f0⊥, with f0‖(x, ·) ∈ K and f0⊥(x, ·) ∈ K⊥ a.e. Then f ε an be written as f ε‖ + f ε⊥, where
f ε‖ (resp. f
ε
⊥) is the solution of equation (1) with initial data f0‖
(
x, xε , ξ, ω
)
(resp. f0⊥
(
x, xε , ξ, ω
)
).
Theorem 1 states that
f ε‖ − f
(
t, x,
x
ε
, ξ, ω
)
→ 0
strongly in L1
lo
norm. In partiular, there are no mirosopi osillations in time in this part of f ε. We
wish to emphasize that this result appears to us to be new.
We now fous on the other part, namely f ε⊥. An easy onsequene of the theorem is∫ T
0
f ε⊥(t, x, ξ, ω) dt→ 0
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in L∞
lo
(RNx ;L
1
lo
(RNξ ;L
1(Ω))) and for all T > 0. However, it would be wrong to think that f ε⊥ vanishes
in L1
lo
((0,∞)× RNx × RNξ , L1(Ω)), for instane. Indeed
f ε⊥(t, x, ξ, ω) ≈ g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
in L1
lo
, and
||g(t = 0, x; τ, y)||L1(RN
ξ
×Ω) = ||f0⊥(x, y)||L1(RN
ξ
×Ω)
as soon as f0⊥(x, y) ∈ L1(RNξ × Ω) for almost every x, y. Consequently, if f0⊥ 6= 0, then for all T > 0
and for all ompat K ⊂ RN , there exists a onstant C > 0 depending only on K, ||f0⊥||L1
lo
, and T suh
that ∫ T
0
∣∣∣∣
∣∣∣∣g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)∣∣∣∣
∣∣∣∣
L1(K×RN
ξ
×Ω)
dt ≥ C.
Hene f ε⊥ does not vanish strongly in general. In other words, there are fast osillations in time, due to
the ill-preparedness of the initial data (i.e. f0(x, ·) /∈ K), but these osillations do not anel out as ε
vanishes.
Let us now explain briey here how our strategy of proof diers from the one of E. Frénod and K.
Hamdahe. The key of our analysis lies in the study of the behavior as ε→ 0 of the Hamiltonian system

Y˙ ε(t, x, ξ, ω) = −Ξε(t, x, ξ, ω), t > 0
Ξ˙ε(t, y, ξ, ω) = 1ε∇yu(Y ε(t, x, ξ, ω), ω), t > 0
Y ε(t = 0, x, ξ, ω) = x, Ξε(t = 0, x, ξ, ω) = ξ, (x, ξ, ω) ∈ R2N × Ω.
Indeed,
f ε(t, x, ξ, ω) = f0
(
Y ε(t, x, ξ, ω),
Y ε(t, x, ξ, ω)
ε
,Ξε(t, y, ξ, ω), ω
)
,
so that we an dedue the asymptoti behavior of fε from the one of (Y ε,Ξε). And it is easily heked
that
Y ε(t, x, ξ, ω) = εY
(
t
ε ,
x
ε , ξ, ω
)
Ξε(t, y, ξ, ω) = Ξ
(
t
ε ,
x
ε , ξ, ω
)
,
where (Y,Ξ) is the solution of the system

Y˙ (t, y, ξ, ω) = −Ξ(t, y, ξ, ω), t > 0
Ξ˙(t, y, ξ, ω) = ∇yu(Y (t, y, ξ, ω), ω), t > 0
Y (t = 0, y, ξ, ω) = y, Ξ(t = 0, y, ξ, ω) = ξ, (y, ξ, ω) ∈ R2N × Ω.
(5)
Hene, in order to study the limit of f ε as ε → 0, we have to investigate the long time behavior of the
system (Y,Ξ), and this will be ahieved with the help of the ergodi theorem in the seond setion.
In the ase when N = 1, we an give expliit formulas for ξ♯(y, ξ, ω); the proof of this formula in the
stationary ergodi ase is strongly linked to methods from the Aubry-Mather theory (see [5℄, [6℄, [12℄),
and thus also to the homogenization of Hamilton-Jaobi equations. Let us rst reall the denition of
the homogenized Hamiltonian H¯ (see [10℄)
H¯(p) = u
max
+
1
2


0 if |p| < E
[√
2(u
max
− u)
]
λ if |p| ≥ E
[√
2(u
max
− u)
]
, where |p| = E
[√
2(u
max
− u) + λ
]
Proposition 1.1. Assume that N = 1.
Let (y, ξ, ω) ∈ R × R × Ω suh that H(y, ξ, ω) > u
max
. Assume that for all Q ∈ R, for all ω ∈ Ω,
there exists a Lipshitz ontinuous funtion v(·, ω), visosity solution of
H(y,Q+∇yv(y, ω), ω) = H¯(Q)
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suh that
v(y, ω)
1 + |y| → 0 as |y| → ∞ (6)
a.s. in ω.
Let P = P (y, ξ, ω) ∈ R suh that H¯(P ) = H(y, ξ, ω) and sgn(P ) = sgn(ξ). Then
ξ♯(y, ξ, ω) = H¯ ′(P )
Moreover, if L is the dual funtion of H, i.e.
L(y, p, ω) = sup
ξ∈R
(pξ −H(y, ξ ω)) = 1
2
|p|2 − u(y, ω),
and L¯ is the homogenized Lagrangian, then
P (L)(y, ξ, ω) = L¯(ξ♯(y, ξ, ω).)
In the periodi ase, we will give another proof of the above result; the strategy hosen in that ase
is inspired from tehniques and alulations in lassial mehanis. It also allows to give a formula for
ξ♯ for low energies in the periodi setting only:
Proposition 1.2. Assume that N = 1 and that the environment is periodi.
Let (y, ξ) ∈ R2 suh that H(y, ξ) < u
max
. Then ξ♯(y, ξ) = 0.
The organisation of this note is the following : in the seond setion, we derive some preliminary
results on the long-time behavior of the system (Y,Ξ) thanks to the ergodi theorem. Those will be
useful in the proof of theorem 1, to whih is devoted the third setion. Eventually, the fourth and last
setion is onerned with results in the integrable ase, both in the periodi and the stationary ergodi
settings.
2 Preliminaries
This setion is largely devoted to the study of the long-time behavior of the Hamiltonian system (Y,Ξ)
dened by (5). First, notie that the Hamiltonian H(y, ξ, ω) := 12 |ξ|2 + u(y, ω) is onstant along the
urves of the system (Y,Ξ), and if f ∈ L∞(Ω, C1(RNy × RNξ )) is stationary, then
f ∈ K ⇐⇒ f (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) = f(y, ξ, ω) ∀(y, ξ, ω) ∈ RN × RN × Ω.
Indeed, for all f ∈ L∞(Ω, C1(RNy × RNξ )), we have
∂
∂t
f (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) = {H, f} (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) ,
where {H, f} denotes the Poisson braket of f and H , i.e.
{H, f} (y, ξ, ω) = ξ · ∇yf(y, ξ, ω)−∇yu(y, ξ, ω) · ∇ξf(y, ξ, ω).
Let us mention an easily heked property of the trajetories (Y,Ξ) whih will be used extensively in
the rest of the artile : for all (y, z, ξ) ∈ R3N , for all ω ∈ Ω, t ≥ 0,
Y (t, y, ξ, τzω) + z = Y (t, y + z, ξ, ω),
Ξ(t, y, ξ, τzω) = Ξ(t, y + z, ξ, ω). (7)
In the periodi ase, this invariane entails that the hamiltonian system (Y,Ξ) an be onsidered as a
dynamial system on the N dimensional torus [0, 2pi)N . In this periodi setting, it is somewhat natural
to introdue the semi-group of transformations (Tt)t≥0 on [0, 2pi)N × RN given by
Tt(y, ξ) = (Y (t, y, ξ),Ξ(t, y, ξ)), y ∈ [0, 2pi)N , ξ ∈ RN .
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Aording to Liouville's theorem, this semi-group preserves the Lebesgue measure on [0, 2pi)N × RN ;
moreover, we an onstrut a family of nite invariant measures on [0, 2pi)N ×RN by setting mc(y, ξ) =
1H(y,ξ)≤c dy dξ for c > 0 (remember that the Hamiltonian is onstant along the hamiltonian urves).
This onstrution is the root of the ergodi theorem (see orollary 2.1), and thus of the study of the
long-time behavior of the system (Y,Ξ).
In the stationary ergodi setting, this onstrution an be generalized as follows : we dene the
transformation Tt : R
N
ξ × Ω→ RNξ × Ω by
Tt(ξ, ω) =
(
Ξ(t, 0, ξ, ω), τY (t,0,ξ,ω)ω
)
together with the family of measures
µc := 1H(ξ,ω)≤c dξ dP (ω)
where H(ξ, ω) := 12 |ξ|2 + u(0, ω). It is obvious that for all c ∈ (0,∞), µc is a nite measure on RNξ × Ω.
Notie that the good generalization to the stationary ergodi setting of the semi-group (Tt) is a semi-
group whih ats on R
N
ξ × Ω rather than RNy × RNξ . Thanks to the group of transformations (τx)x∈RN ,
the transformations in Ω an result in transformations in RNy , but the denition hosen here allows us
to dene a family of nite invariant measures, whereas suh a onstrution is rather diult if one tries
to dene a semi-group ating on R
N
y × RNξ . This will be fundamental in the rest of the proof.
Lemma 2.1. (Tt)t≥0 is a semi-group on RNξ × Ω and preserves the family of measures µc.
Proof. Let us rst prove the semi-group property : let t, s ∈ [0,∞), and (ξ, ω) ∈ RN × Ω; then
Tt ◦ Ts(ξ, ω) = Tt
(
Ξ(s, 0, ξ, ω), τY (s,0,ξ,ω)ω
)
=
(
Ξ(t, 0,Ξ(s, 0, ξ, ω), τY (s,0,ξ,ω)ω), ω
′)
and using the properties (7) we dedue
Ξ(t, 0,Ξ(s, 0, ξ, ω), τY (s,0,ξ,ω)ω) = Ξ(t, Y (s, 0, ξ, ω),Ξ(s, 0, ξ, ω), ω),
= Ξ(t+ s, 0, ξ, ω)
and
ω′ = τY (t,0,Ξ(s,0,ξ,ω),τY (s,0,ξ,ω)ω)τY (s,0,ξ,ω)ω
= τY (t,0,Ξ(s,0,ξ,ω),τY (s,0,ξ,ω)ω)+Y (s,0,ξ,ω)ω
= τY (t,Y (s,0,ξ,ω),Ξ(s,0,ξ,ω),ω)ω
= τY (t+s,0,ξ,ω)ω
Thus
Tt ◦ Ts(ξ, ω) =
(
Ξ(t+ s, 0, ξ, ω), τY (t+s,0,ξ,ω)ω
)
= Tt+s(ξ, ω).
Sine it is obvious that T0 = Id, (Tt)t≥0 is a semi-group on RN × Ω.
We now have to hek the invariane property; let F ∈ L1(RN ×Ω;µc) arbitrary. We set f(y, ξ, ω) :=
F (ξ, τyω) for (y, ξ, ω) ∈ RNy × RNξ × Ω, and we ompute∫
RN×Ω
F (Tt(ξ, ω)) dµc(ξ, ω) = E
[∫
RN
f(Y (t, 0, ξ, ω),Ξ(t, 0, ξ, ω), ω)1H(Y (t,0,ξ,ω),Ξ(t,0,ξ,ω),ω)≤c dξ
]
Sine the probability measure P is invariant by the group of transformation τy , and
f(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) = f(Y (t, 0, ξ, τyω),Ξ(t, 0, ξ, τyω), τyω),
we have, for all y ∈ RN
E
[
f(Y (t, 0, ξ, ω),Ξ(t, 0, ξ, ω), ω)1H(Y (t,0,ξ,ω),Ξ(t,0,ξ,ω),ω)≤c
]
=
= E
[
f(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω)1H(Y (t,y,ξ,ω),Ξ(t,y,ξ,ω),ω)≤c
]
.
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Take an arbitrary funtion φ ∈ L1(RNy ), and write∫
RN×Ω
F (Tt(ξ, ω)) dµc(ξ, ω)
= E
[∫
R2N
dy dξφ(y)f(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω)1H(Y (t,y,ξ,ω),Ξ(t,y,ξ,ω),ω)≤c
]
We hange variables in the integral in (y, ξ) by setting (x, v) = (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω)); aording to
Liouville's theorem, the jaobian of this hange of variables is equal to 1, and
(x, v) = (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω)) ⇐⇒ (y, ξ) = (X(t, x, v, ω), V (t, x, v, ω)),
where (X,V ) is a solution of the Hamiltonian system

X˙ = V,
V˙ = −∇u(X,ω),
(X,V )(t = 0, x, v) = (x, v).
Observe that in the present ase, we have simply
X(t, x, v, ω) = Y (t, x,−v, ω),
so that (X,V ) satises relations (7).
Hene ∫
R2N
dy dξφ(y)f(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω)1H(Y (t,y,ξ,ω),Ξ(t,y,ξ,ω),ω)≤c
=
∫
R2N
dx dvφ(X(t, x, v, ω))f(x, v, ω)1H(x,v,ω)≤c
=
∫
R2N
dx dvφ(X(t, 0, v, τxω) + x)F (v, τxω)1H(v,τxω)≤c
so that ∫
RN×Ω
F (Tt(ξ, ω)) dµc(ξ, ω)
= E
[∫
R2N
dx dvφ(X(t, 0, v, τxω) + x)F (v, τxω)1H(v,τxω)≤c
]
= E
[∫
R2N
dx dvφ(X(t, 0, v, ω) + x)F (v, ω)1H(v,ω)≤c
]
= E
[∫
RN
dv
(∫
RN
φ(X(t, 0, v, ω) + x) dx
)
F (v, ω)1H(v,ω)≤c
]
= E
[∫
RN
dvF (v, ω)1H(v,ω)≤c
]
=
∫
RN×Ω
F dµc
sine the integral of φ is equal to 1.
The following orollary is an immediate onsequene of Birkho's ergodi theorem:
Corollary 2.1. Let F ∈ L1(RN × Ω;µc). There exists a funtion F¯ ∈ L1(RN × Ω;µc) suh that as
T →∞,
1
T
∫ T
0
F (Tt(ξ, ω)) dt→ F¯ (ξ, ω)
a.e. on R
N × Ω and in L1(µc). Moreover, F¯ is invariant by Tt for all t > 0, and∫
RN×Ω
F dµc =
∫
RN×Ω
F¯ dµc. (8)
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Additionally, if f¯ = f¯(y, ξ, ω) is the stationary funtion assoiated to F¯ , that is, f¯(y, ξ, ω) = F¯ (ξ, τyω),
then f¯ is invariant by the hamiltonian ow (Y,Ξ); preisely, for all (y, ξ, ω) ∈ R2N × Ω, t > 0
f¯(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) = f¯(y, ξ, ω).
Proof. We only have to prove the invariane of f¯ by the Hamiltonian ow; rst, for y = 0, we have
f¯(Y (t, 0, ξ, ω),Ξ(t, 0, ξ, ω), ω) = F¯ (Ξ(t, 0, ξ, ω), τY (t,0,ξ,ω)ω) = F¯ (Tt(ξ, ω))
= F¯ (ξ, ω) = f¯(0, ξ, ω)
and the property is proved when y = 0.
For y ∈ RN arbitrary,
f¯(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) = f¯(Y (t, 0, ξ, τyω) + y,Ξ(t, 0, ξ, τyω), ω)
= f¯(Y (t, 0, ξ, τyω),Ξ(t, 0, ξ, τyω), τyω)
= f¯(0, ξ, τyω) = f¯(y, ξ, ω)
aording to the result in the ase y = 0.
Remark 2.1. We mention here an important but easy onsequene of the relations (7) and the invariane
of the measure P w.r.t. τy, y ∈ RN : for any stationary funtion f = f(y, ξ, ω) = F (ξ, τyω), F ∈
L∞(RN × Ω), we have
E[f(Y (t, y, ξ, ·),Ξ(t, y, ξ, ·), ·)] = E[F (Tt(ξ, ·))]
for all t > 0, y, ξ ∈ RN ; in partiular, the left-hand side of the above equality does not depend on y.
This property was used in the proof of lemma 2.1
Remark 2.2. Let us preise a little what happens when the funtion F ∈ L1
lo
(RNξ , L
1(Ω)). In that ase,
F ∈ L1(RNξ ×Ω;µc) for all c > 0. Consequently, for any c > 0, we an dene the funtion F¯c assoiated
to F by orollary 2.1.
It is then easily proved that for any 0 < c < c′, F¯c = F¯c′ , µc-almost everywhere. Setting An =
{(ξ, ω) ∈ Suppµn; F¯n(y, ξ) 6= F¯n+1(y, ξ)}, and A = ∪∞n=0An, we see that µc(A) = 0 for all c > 0.
Moreover, for all (ξ, ω) ∈ RN × Ω \ A, for all integers k, l suh that (ξ, ω) ∈ Suppµk ∩ Suppµl, we have
F¯k(ξ, ω) = F¯l(ξ, ω). We an thus dene a funtion F¯ (ξ, ω) on R
N × Ω \A by
F¯ (ξ, ω) = F¯n(ξ, ω) for any n ∈ N suh that (ξ, ω) ∈ Suppµn
We then now that
1
T
∫ T
0
F (Tt(ξ, ω)) dt→ F¯ (ξ, ω) (9)
as T → ∞, and the onvergene holds in L1(µc) for all c > 0, and µn almost everywhere for n ∈ N.
Eventually, setting
B := {(ξ, ω) ∈ RN × Ω \A; 1
T
∫ T
0
F (Tt(ξ, ω)) dt does not onverge towards F¯ (ξ, ω)}
it is easily proved that µc(B) = 0 for all c > 0 (the equality is true for c ∈ N, and is then dedued for
c > 0 arbitrary beause the family of measures (µc) is inreasing in c).
Eventually, we have found a funtion F¯ ∈ L1
lo
(RN , L1(Ω)), independent of c, suh that (9) holds in
L1(µc) and µc-almost everywhere for all c > 0.
Remark 2.3. The onstrution above allows us to make more preise what we mean by projetion P :
let f = f(y, ξ, ω) be a stationary funtion, f ∈ L∞(RNy , L1
lo
(RNξ , L
1(Ω))), and set F (ξ, ω) = f(0, ξ, ω) ∈
8
L1
lo
(RNξ , L
1(Ω)). We an then assoiate to F a funtion F¯ ∈ L1
lo
(RNξ , L
1(Ω)) suh that (9) holds in
L1(µc) for all c (see remark 2.2). We set
P (f)(y, ξ, ω) := F¯ (ξ, τyω).
It follows from orollary 2.1 that P (f) is invariant by the hamiltonian ow (5), and thus satises the
onstraint equation. From now on, we take this denition for the projetion P , instead of the one given
in the introdution. Notie that, for all y ∈ RN and µc-almost everywhere,
P (f)(y, ξ, ω) = lim
T→∞
1
T
∫ T
0
F (Tt(ξ, τyω)) dt
= lim
T→∞
1
T
∫ T
0
f (Y (t, 0, ξ, τyω),Ξ(t, 0, ξ, τyω), τyω) dt
= lim
T→∞
1
T
∫ T
0
f (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) dt
And we also give a more preise denition of ξ♯(y, ξ, ω) : let
ξˆ :
R
N × Ω → RN
(ξ, ω) 7→ ξ .
Then
ξ♯(y, ξ, ω) = P (ξˆ)(y, ξ, ω) = lim
T→∞
1
T
∫ T
0
Ξ(t, y, ξ, ω) dt
a.e. and in L1(µc) for all 0 < c <∞.
Eventually, we mention here a property that will be used in the proof of the theorem; with the same
notations as above, let
φ(τ, y, ξ, ω) = F (Tτ (ξ, τyω)) .
Then φ is a solution of the evolution equation
∂τφ+ ξ · ∇yφ−∇yu · ∇ξφ = 0,
with initial data φ(τ = 0, y, ξ, ω) = f(y, ξ, ω) = F (ξ, τyω).
3 The general N-dimensional ase
This setion is devoted to the proof of theorem 1. The proof is divided in three steps : rst, we study
the ase of an initial data whih does not depend on x, then the ase when the initial data only depends
on x (and not on y, ξ, ω), and eventually, we treat the general ase.
3.1 First ase : f0 does not depend on x
Here, we assume that f0 = f0(y, ξ, ω) ∈ L1
lo
(RNξ ;L
∞(RNy × Ω). Reall that f0 is stationary, i.e. f0(y +
z, ξ, ω) = f0(y, ξ, τzω) a.s. in ω, for all (y, z, ξ) ∈ R3N . In the rest of the subsetion, we set
F0(ξ, ω) := f0(0, ξ, ω)
and
F¯0(ξ, ω) := lim
T→∞
1
T
∫ T
0
F (Tt(ξ, ω)) dt, f¯0(y, ξ, ω) = F¯0(ξ, τyω).
Notie that F ∈ L1
lo
(RNξ ;L
∞(Ω)), and thus F ∈ L1(RN × Ω;µc) for all c > 0.
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In that ase,
f ε(t, x, ξ, ω) = f0
(
Y
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)
= f0
(
Y
(
t
ε
, 0, ξ, τx
ε
ω
)
,Ξ
(
t
ε
, 0, ξ, τx
ε
ω
)
, τx
ε
ω
)
= F0
(
T t
ε
(
ξ, τx
ε
ω
))
= f¯0
(x
ε
, ξ, ω
)
+
{
F0
(
T t
ε
(
ξ, τx
ε
ω
))− F¯0 (ξ, τx
ε
ω
)}
In aordane with theorem 1, we set
g(τ, y, ξ, ω) =
(
F0 − F¯0
)
(Tτ (ξ, τyω)) ,
and rε = 0. Then g satises the mirosopi evolution equation (3) thanks to the remark at the end
of the preeding setion. Moreover, g(τ) ∈ K⊥ by denition of K⊥ and beause P (F0 (Tτ (ξ, τyω))) =
F¯0(ξ, τyω).
It only remains to hek that ∫ T
0
g
(
t
ε
,
x
ε
, ξ, ω
)
dt→ 0 as ε→ 0
in L1
lo
(RNx , L
1(RN × Ω, µc)) for all T > 0 and c > 0.
The invariane of the measure P with respet to the group of transformations (τx)x∈RN (see remark
2.1) entails that∫
Ω×RN
ξ
∣∣∣∣∣ 1T
ε
∫ T
ε
0
f0
(
Y
(
t,
x
ε
, ξ, ω
)
,Ξ
(
t,
x
ε
, ξ, ω
)
, ω
)
dt− f¯0
(x
ε
, ξ, ω
)∣∣∣∣∣ dµc(ξ, ω)
=
∫
Ω×RN
ξ
∣∣∣∣∣ 1T
ε
∫ T
ε
0
F0 (Tt(ξ, ω)) dt− F¯0 (ξ, ω)
∣∣∣∣∣ dµc(ξ, ω)
and the term above goes to 0 as ε→ 0 aording to orollary 2.1 and is independent of x ∈ RN . There
remains to hek that f¯0 = P (f0). This follows diretly from remark 2.3. Thus theorem 1 is proved in
the ase when f0 does not depend on the marosopi variable x.
The following remark will prove to be useful when treating the general ase :
Remark 3.1. If f0 ∈ L∞, then for any funtion a ∈ L∞((0,∞) × RNy × RNξ × Ω), stationary in y, we
have ∫ T
0
a
(
t,
x
ε
, ξ, ω
)
g
(
t
ε
,
x
ε
, ξ, ω
)
dt→ 0 as ε→ 0
in L1
lo
(RNx , L
1(RN × Ω, µc)) for all T > 0 and c > 0.
Indeed, prove the property rst for a = a1(t)a2(y, ξ, ω), with a1, a2 ∈ L∞. For a arbitrary, take a
sequene aδ with δ > 0, onverging to a in L
1
lo
, and suh that
aδ =
nδ∑
k=0
aδ1(t)a
δ
2(y, ξ, ω).
with aδ1, a
δ
2 in L
∞
. The property is known for aδ, and it is thus easily dedued for a.
3.2 Seond ase : f0 = f0(x)
Unlike the preeding subsetion, we now fous on the ase when f0 only depends on the marosopi
variable x. In order to simplify the analysis, we assume that f0 ∈ W 1,∞(RNx ) (the ase when f0 is not
smooth in x will be treated in the next subsetion). In that ase,
f ε(t, x, ξ, ω) = f0
(
εY
(
t
ε
,
x
ε
, ξ, ω
))
.
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Hene we have to investigate the behavior as ε→ 0 of
εY
(
t
ε
,
x
ε
, ξ, ω
)
.
We prove the following
Lemma 3.1. Let T > 0 arbitrary. As ε vanishes,
εY
(
t
ε
,
x
ε
, ξ, ω
)
− x+ tξ♯
(x
ε
, ξ, ω
)
→ 0
in L∞((0, T )× RNx ;L1(RNξ × Ω, µc)).
Proof. Let us write, for t > 0
εY
(
t
ε
,
x
ε
, ξ, ω
)
− x+ tξ♯
(x
ε
, ξ, ω
)
= ε
∫ t
ε
0
Y˙
(
s,
x
ε
, ξ, ω
)
ds+ tξ♯
(x
ε
, ξ, ω
)
= −tε
t
∫ t
ε
0
Ξ
(
s,
x
ε
, ξ, ω
)
ds+ tξ♯
(x
ε
, ξ, ω
)
= −t
{
ε
t
∫ t
ε
0
ξˆ
(
Ts(ξ, τx
ε
ω)
)
ds− ξ♯
(x
ε
, ξ, ω
)}
Let 0 < α < T arbitrary. For α ≤ t ≤ T , we have∫
R
N
ξ
×Ω
∣∣∣∣εY
(
t
ε
,
x
ε
, ξ, ω
)
− x+ tξ♯
(x
ε
, ξ, ω
)∣∣∣∣ dµc(ξ, ω)
= t
∫
R
N
ξ
×Ω
∣∣∣∣∣εt
∫ t
ε
0
ξˆ (Ts(ξ, ω)) ds− ξ♯ (0, ξ, ω)
∣∣∣∣∣ dµc(ξ, ω)
≤ T sup
τ≥α
ε
∣∣∣∣
∣∣∣∣1τ
∫ τ
0
ξˆ (Ts(ξ, ω)) ds− ξ♯ (0, ξ, ω)
∣∣∣∣
∣∣∣∣
L1(RN×Ω,µc)
and the upper-bound vanishes as ε → 0 for any α > 0 thanks to orollary 2.1. Notie that the upper-
bound does not depend on x, hene the onvergene holds in L∞(RNx ;L
1(µc)).
We now have to investigate what happens when t is lose to 0; notie that
sup
x∈RN
||ξ♯
(x
ε
, ξ, ω
)
||L1(RN×Ω,µc) ≤ C0
where the onstant C0 only depends on N and c. Similarly, for all t ≥ 0,
sup
x∈RN
∣∣∣∣∣∣ξˆ (Ts(ξ, τx
ε
)
)∣∣∣∣∣∣
L1(RN×Ω,µc)
≤ C0.
Hene, if 0 ≤ t ≤ α, we have
sup
x∈RN
∫
R
N
ξ
×Ω
∣∣∣∣εY
(
t
ε
,
x
ε
, ξ, ω
)
− x+ ξ♯
(x
ε
, ξ, ω
)∣∣∣∣ dµc(ξ, ω) ≤ 2αC0.
Eventually,∣∣∣∣
∣∣∣∣εY
(
t
ε
,
x
ε
, ξ, ω
)
− x+ tξ♯
(x
ε
, ξ, ω
)∣∣∣∣
∣∣∣∣
L∞((0,T )×RN ;L1(µc))
≤
≤ inf
0<α<T
{
2C0α+ T sup
τ≥α
ε
∣∣∣∣
∣∣∣∣1τ
∫ τ
0
ξˆ (Ts(ξ, ω)) ds− ξ♯ (0, ξ, ω)
∣∣∣∣
∣∣∣∣
L1(µc)
}
and the lemma is proved.
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We easily dedue that theorem 1 is true when f0 ∈ W 1,∞(RN ) with
f(t, x, y, ξ, ω) := f0(x− tξ♯(y, ξ, ω)), g = 0,
rε(t, x, ξ, ω) := f ε(t, x, ξ, ω)− f
(
t, x,
x
ε
, ξ, ω
)
and it is easily heked that f satises P (f) = f , f(t = 0) = P (f0) = f0 (sine f0 is independent of y
and ξ), and that f is a solution of the evolution equation (4).
3.3 Third ase : f0 arbitrary
We now takle the ase of an arbitrary stationary funtion f0 ∈ L1
lo
(RNx ×RNξ , L∞(RNy ×Ω)). We begin
with the ase when
f0(x, y, ξ, ω) = a(x)b(y, ξ, ω),
with a ∈W 1,∞(RN ) and b ∈ L1
lo
(RNξ , L
∞(RNy ×Ω))∩L∞(RNy ×RNξ ×Ω), b stationary. This ase follows
diretly from the two rst subsetions. Indeed, let
f(t, x, y, ξ, ω) = a(x− tξ♯(y, ξ, ω)) P (b)(y, ξ, ω),
and
g(t, x; τ, y, ξ, ω) = a(x− tξ♯(y, ξ, ω)) (b− P (b)) (Tτ (y, ξ, ω)).
It is already known that f and g satisfy (4), that f(t, x, ·) ∈ K, and that g satises (3) thanks to the
preeding subsetions and the fat that ξ♯(y, ξ, ω) is invariant by the Hamiltonian ow (Y,Ξ). Notie
that it is apital here that the oeient ξ♯(y, ξ, ω) in the transport equation (4) belongs to K.
There remains to hek that g(t, x; τ, ·) ∈ K⊥, that the remainder rε goes to 0 strongly in L1
lo
and that
g(t, x; t/ε, x/ε, ξ, ω) goes weakly to 0 in the sense of theorem 1. First, notie that a(x− tξ♯(y, ξ, ω)) ∈ K
and (b− P (b)) (Tτ (y, ξ, ω) ∈ K⊥. Thus, a(x − tξ♯)P (b) = P (a(x − tξ♯)b) almost everywhere (beause
a(x− tξ♯(0, ξ, ω)) is invariant by the semi-group Tτ ), and onsequently
g(t, x; τ, y, ξ, ω) =
[
a(x− tξ♯)b− P (a(x− tξ♯)b)] (Tτ (ξ, τyω)).
Hene g(t, x; τ) ∈ K⊥ a.e.
Then, setting
rε(t, x, ξ, ω) = f ε(t, x, ξ, ω)− f
(
t, x,
x
ε
, ξ, ω
)
− g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
,
we have to prove that rε goes to 0 strongly in L1
lo
. We ompute the dierene
f ε(t, x, ξ, ω)− f
(
t, x,
x
ε
, ξ, ω
)
− g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
= a
(
εY
(
t
ε
,
x
ε
, ξ, ω
))
b
(
Y
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)
−a
(
x− tξ♯
(x
ε
, ξ, ω
))
P (b)
(x
ε
, ξ, ω
)
−a
(
x− tξ♯
(x
ε
, ξ, ω
))
[b− P (b)]
(
Y
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)
=
[
a
(
εY
(
t
ε
,
x
ε
, ξ, ω
))
− a
(
x− tξ♯
(x
ε
, ξ, ω
))]
b
(
Y
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)
The right-hand side of the above equality is bounded by
||a||W 1,∞ ||b||L∞
∣∣∣∣εY
(
t
ε
,
x
ε
, ξ, ω
)
− x+ tξ♯
(x
ε
, ξ, ω
)∣∣∣∣
and thus onverges to 0 as ε→ 0 in L∞((0, T )×RNx ;L1(RNξ ×Ω, µc))) aording to the seond subsetion.
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Moreover, it is easily proved that as ε→ 0,
∫ T
0
g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
dt→ 0
strongly in L1
lo
(RNx × RNξ , L1(Ω)) thanks to remark 3.1. Hene theorem 1 is proved in that ase.
Now, let f0 ∈ L1
lo
(RNx × RNξ , L∞(RNy × Ω)) arbitrary, and set F0(x, ξ, ω) := f0(x, 0, ξ, ω). Take a
sequene of funtions Fn ∈ L1(RNx × RNξ × Ω) suh that
• Fn → F0 as n→∞ in L1
lo
(RNx × RNξ × Ω);
• For all n ∈ N, there exist funtions ank ∈ L1 ∩W 1,∞(RN ), bnk ∈ L1 ∩ L∞(RNξ ×Ω), 1 ≤ k ≤ n suh
that
Fn(x, ξ, ω) =
n∑
k=1
ank (x) b
n
k (ξ, ω) a.e.
Let f εn be the solution of (1) with initial data Fn
(
x, ξ, τx
ε
ω
)
, and let fn = fn(t, x, y, ξ, ω), gn =
gn(t, x; τ, y, ξ, ω) be the funtions assoiated to f
ε
n by theorem 1 for all n.
Let f(t, x, y, ξ, ω), g(t, x; τ, y, ξ, ω) be the solutions of the system
P (f) = f, P (g) = 0,
∂t
(
f
g
)
+ ξ♯(y, ξ, ω) · ∇x
(
f
g
)
= 0,
∂τg + ξ · ∇yg −∇yu(y, ω) · ∇ξg = 0,
f(t = 0) = P (f0), g(t = 0, x; τ = 0, y, ξ, ω) = [f0 − P (f0)] (x, y, ξ, ω).
We have already proved that fn, gn satisfy the above system. We denote by F¯0, F¯n, the funtions
assoiated to F0, Fn respetively by orollary 2.1, so that P (f0)(x, y, ξ, ω) = F¯0(x, ξ, τyω), and fn(t =
0, x, y, ξ, ω) = F¯n(x, ξ, τyω), gn(t = 0, x, τ = 0, y, ξ, ω) = (Fn − F¯n)(x, ξ, τyω).
We use the following lemma, of whih we postpone the proof :
Lemma 3.2. Let gε be a solution of (1) with initial data g0
(
x, xε , ξ, ω
)
, and g0 ∈ L1
lo
(RNx ×RNξ , L∞(RNy ×
Ω)) stationary. Then for all R,R′, T > 0, for all t ∈ [0, T ],∫
x∈BR, ξ∈BR′
|gε(t, x, ξ, ω)| dx dξ ≤ ||g0||L1(KT,R,R′ ,L∞(RNy ×Ω))
where
KT,R,R′ =
{
(x, ξ) ∈ RN × RN , |x| ≤ R+ T
√
R′2 + 2u
max
, |ξ| ≤
√
R′2 + 2u
max
}
.
Similarly, if g is a solution of (4) with initial data g0 ∈ L1
lo
(RNx × RNξ , L∞(RNy × Ω)), then∫
x≤R
|g(t, x, y, ξ, ω)| dx ≤
∫
x≤R+T
√
ξ2+2u
max
|g0(x, y, ξ, ω)| dx
Consequently, with CR,T,ξ := {x ∈ RN , |x| ≤ R+ T
√
ξ2 + 2u
max
}, we have
||f(t, ·, y, ξ, ω)− fn(t, ·, y, ξ, ω)||L1(BR) ≤
∣∣∣∣F¯0(·, ξ, τyω)− F¯n(·, ξ, τyω)∣∣∣∣L1(CR,T,ξ)
≤
∣∣∣∣∣∣|F0 − Fn|(·, ξ, τyω)∣∣∣∣∣∣
L1(CR,T,ξ)
||f(t, x, y, ξ, ω)− fn(t, x, y, ξ, ω)||L1(BR×RNξ ×Ω,dx dµc(ξ,ω)) ≤
∣∣∣∣∣∣|F0 − Fn|(x, ξ, ω)∣∣∣∣∣∣
L1(CR,T,
√
2c×RNξ ×Ω,dxdµc(ξ,ω))
≤ ||F0 − Fn(x, ξ, ω)||L1(CR,T,√2c×RNξ ×Ω,dxdµc(ξ,ω)) .
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In the last inequality, we have used property (8).
And similarly,
||f ε(t, x, ξ, ω)− f εn(t, x, ξ, ω)||L1(BR×BR′×Ω) ≤ ||F0 − Fn||L1(KT,R,R′ ,L∞(Ω)) ,
||g(t, x; τ, y, ξ, ω)− gn(t, x; τ, y, ξ, ω)||L1(BR×RNξ ×Ω,dx dµc(ξ,ω)) ≤ 2 ||F0 − Fn(x, ξ, ω)||L1(CR,T,√2c×RNξ ×Ω,dxdµc(ξ,ω)) .
The above inequalities are true for all t ∈ [0, T ] and for all τ ≥ 0.
Set
rε(t, x, ξ, ω) := f ε(t, x, ξ, ω)− f
(
t, x,
x
ε
, ξ, ω
)
− g
(
t, x;
t
ε
,
x
ε
, ξ, ω
)
.
Then for all t ∈ [0, T ], for all n ∈ N, setting c = 12R′2 + umax,
||rε(t)||L1(BR×BR′×Ω) ≤ ||f ε(t)− f εn(t)||L1(BR×BR′×Ω)
+||f(t)− fn(t)||L∞(RNy ;L1(BRx×RNξ ×Ω,dx dµc(ξ,ω)))
+||g(t)− gn(t)||L∞((0,∞)τ×RNy ;)L1(BR×RNξ ×Ω,dx dµc(ξ,ω))
+||rεn(t)||L1(BR×BR′×Ω)
≤ 4 ||F0 − Fn||L1(CR,T,√2c×RNξ ×Ω,dxdµc(ξ,ω)) + ||r
ε
n(t)||L1(BR×BR′×Ω)
Thus rε → 0 as ε→ 0 in L∞([0,∞);L1
lo
(RNx × RNξ ;L1(Ω)).
There only remains to hek that
∫ T
0 g(t, x; t/ε, x/e, ξ, ω) dt goes strongly to 0 in L
1
lo
norm as ε
vanishes; this result follows immediately from the same property for gn and the above inequalities.
Therefore, we skip its proof.
Proof of Lemma 3.2. First, let us reall that
f ε(t, x, ξ, ω) = f0
(
εY
(
t
ε
,
x
ε
, ξ, ω
)
, Y
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)
,
and the Jaobian of the hange of variables
(x, ξ)→
(
εY
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)
is equal to 1.
On the other hand, sine
1
2
|Ξ(t, y, ξ, ω)|2 + u (Y (t, y, ξ, ω)) = 1
2
|ξ|2 + u(y, ω)
we have
|Ξ(t, y, ξ, ω)| ≤
√
|ξ|2 + 2u(y, ω) ≤
√
|ξ|2 + 2u
max
and ∣∣∣∣εY
(
t
ε
,
x
ε
, ξ, ω
)
− x
∣∣∣∣ ≤ t√|ξ|2 + 2umax.
Thus ∫
x∈BR, ξ∈BR′
|f ε(t, x, ξ, ω)| dx dξ
=
∫
x∈BR, ξ∈BR′
∣∣∣∣f0
(
εY
(
t
ε
,
x
ε
, ξ, ω
)
, Y
(
t
ε
,
x
ε
, ξ, ω
)
,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)∣∣∣∣ dx dξ
≤
∫
x∈BR, ξ∈BR′
sup
y∈RN
∣∣∣∣f0
(
εY
(
t
ε
,
x
ε
, ξ, ω
)
, y,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)∣∣∣∣ dx dξ
≤
∫
RN×RN
1(εY ( tε ,
x
ε
,ξ,ω),Ξ( tε ,
x
ε
,ξ,ω))∈KT,R,R′ sup
y∈RN
∣∣∣∣f0
(
εY
(
t
ε
,
x
ε
, ξ, ω
)
, y,Ξ
(
t
ε
,
x
ε
, ξ, ω
)
, ω
)∣∣∣∣ dx dξ
=
∫
KT,R,R′
sup
y∈RN
|f0 (x, y, ξ, ω)| dx dξ
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The proof of the other inequality goes along the same lines.
4 The integrable ase
In this setion, we treat independently the periodi and the stationary ergodi ase. Indeed, some results
of the periodi ase are no longer true in the stationary ergodi setting, and the results whih do remain
valid are not proved with the same tools.
Let us make preise what we mean about integrable ase : in the periodi ase, we take a funtion
u(y) whih has the form
u(y) =
N∑
i=1
ui(yi), (10)
where eah funtion ui is periodi with period 1 (1 ≤ i ≤ N). The Hamiltonian H(y, ξ) an be written
H(y, ξ) =
1
2
|ξ|2 + u(y) =
N∑
i=1
Hi(yi, ξ)
where Hi(yi, ξ) =
1
2 |ξi|2 + ui(yi) (1 ≤ i ≤ N). And the Hamiltonian system (5) beomes

Y˙i = −Ξi,
Ξ˙i = u
′
i(Yi),
Yi(t = 0) = yi, Ξi(t = 0) = ξi.
(11)
Thus it is enough to investigate the behavior of eah one-dimensional Hamiltonian system (11) individ-
ually, and for most alulations, we an assume without loss of generality that N = 1, and we drop all
indies i. However, for the alulation of the projetion P , a more thorough disussion will be needed,
and we will ome bak to the ase when N > 1 in the orresponding paragraph.
In the stationary ergodi setting, expression (10) an be transposed in the following way : assume
that Ω = ΠNi=1Ωi, where eah Ωi is a probability spae, and assume that for 1 ≤ i ≤ N , an ergodi group
transformation, denoted by (τi,y)y∈R, ats on eah Ωi.
Then for ω = (ω1, · · · , ωN ) ∈ Ω, and y = (y1, · · · , yN) ∈ RN , we set τyω := (τ1,y1ω1, · · · , τN,yNωN ).
And we assume that the funtion u an be written
u(y, ω) =
N∑
i=1
Ui (τi,yiωi) ,
where Ui ∈ L∞(Ωi) for all 1 ≤ i ≤ N . The same remarks as in the periodi ase an be made, and thus
we will only onsider the ase N = 1; note that in the stationary ergodi ase, we are unable to ompute
the projetion P when N > 1.
4.1 Periodi setting
The goal of this subsetion is to give another proof of the results of K. Hamdahe and E. Frénod in [7℄,
based on the study of the system

Y˙ = −Ξ,
Ξ˙ = u′(Y ),
Y (t = 0) = y, Ξ = ξ, y ∈ R, ξ ∈ R.
(12)
The Hamiltonian H(y, ξ) = 12 |ξ|2 + u(y) is onstant along the trajetories of the system (12), so that
1
2
|Ξ(t, yξ)|2 + u(Y (t, y, ξ)) = H(y, ξ).
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We now x y, ξ ∈ RN . Without any loss of generality, we assume y ∈ [− 12 , 12 ), and we set E :=
H(y, ξ). The above equation desribes the movement of a single partile in a periodi potential u, with
0 ≤ u ≤ u
max
. It is well-known that there are two kinds of behavior, depending on the value of the energy
E : if E < u
max
, the partile is trapped in a well of potential around y, and Y (t) remains bounded as
t → ∞. In that ase, the trajetories in the phase spae are losed urves. If E > u
max
, the trajetory
of the partile is unonstrained and |Y (t)| → ∞ as t → ∞. We study more preisely these two ases
and their onsequenes on the expression of the projetion P in the following; we refer for instane to
[2℄ for further alulations and results about Hamiltonian dynamis and ordinary dierential equations
in general.
4.1.1 Expression of ξ♯(y, ξ)
We begin with the ase when H(y, ξ) < u
max
. In that ase, u(y) ≤ H(y, ξ) < u
max
. By ontinuity of
the potential u, there exists y− < y and y+ > y suh that H(y, ξ) < u(y±) < umax, and the periodiity
of u allows us to hoose y± suh that |y+ − y−| < 1. Then y− < Y (t, y, ξ) < y+ for all t ≥ 0. Indeed,
assume that there exists t > 0 suh that Y (t, y, ξ) ≥ y+ > y = Y (t = 0, y, ξ). Sine the trajetory Y is
ontinuous in time, there exists 0 < t0 ≤ t suh that Y (t = t0, y, ξ) = y+, whih is absurd sine
H(Y (t = t0, y, ξ),Ξ(t = t0, y, ξ)) = H(y, ξ) ≥ u(Y (t = t0, y, ξ)) > H(y, ξ).
Thus Y (t, y, ξ) is bounded. Sine
ξ♯(y, ξ) = lim
T→∞
1
T
∫ T
0
Ξ(t, y, ξ) dt = − lim
T→∞
1
T
∫ T
0
Y˙ (t, y, ξ) dt = lim
T→∞
y − Y (T, y, ξ)
T
we dedue that ξ♯(y, ξ) = 0 for all y, ξ suh that H(y, ξ) < u
max
.
We now study the ase H(y, ξ) > u
max
. Sine
|Y˙ (t, y, ξ)|2 = 2 (H(y, ξ)− u(Y (t, y, ξ))) ≥ 2(H(y, ξ)− u
max
) > 0
Y˙ does not vanish for t ≥ 0. Consequently,
Ξ(t, y, ξ) = −Y˙ (t, y, ξ) = sgn(ξ)
√
2 (H(y, ξ)− u(Y (t, y, ξ))),
and sine |Y (t, y, ξ) − y| ≥ √2 (H(y, ξ)− u
max
)t, |Y (t)| → ∞ as t → ∞. We immediately dedue that
Ξ(t, y, ξ) is periodi in time: indeed, there exists t0 > 0 suh that
Y (t0, y, ξ) = y − sgn(ξ).
And
Ξ(t = t0, y, ξ) = sgn(ξ)
√
2 (H(y, ξ)− u(Y (t0, y, ξ))) = sgn(ξ)
√
2 (H(y, ξ)− u(y)) = ξ = Ξ(t = 0, y, ξ),
so that for s ≥ 0,
Y (t0 + s, y, ξ) = Y (s, y, ξ)− sgn(ξ),
Ξ(t0 + s, y, ξ) = Ξ(s, yξ),
and Ξ is periodi with period t0.
Consequently,
ξ♯(y, ξ) = lim
T→∞
1
T
∫ T
0
Ξ(t, y, ξ) dt =
1
t0
∫ t0
0
Ξ(t, y, ξ) dt.
But ∫ t0
0
Ξ(t, y, ξ) dt = −
∫ t0
0
Y˙ (t, y, ξ) dt
= − (Y (t0, y, ξ)− y)
= sgn(ξ).
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Thus we only have to ompute t0. With this aim in view, we use the hange of variables s = Y (t), with
Jaobian ds = Y˙ dt (reall that Y˙ (t, y, ξ) = −sgn(ξ)√2 (H(y, ξ)− u(Y (t, y, ξ))) ), in the formula
t0 =
∫ t0
0
dt
=
∫ Y (t0)
Y (t=0)
1
−sgn(ξ)√2 (H(y, ξ)− u(s))ds
= −sgn(ξ)
∫ y−sgn(ξ)
y
1√
2 (H(y, ξ)− u(s))ds
=
∫ 1
0
1√
2 (H(y, ξ)− u(s))ds
Eventually, we dedue
ξ♯(y, ξ) = sgn(ξ)ϕ(H(y, ξ)),
where
ϕ(E) =
√
21E>umax
1〈
1√
(E−u(s))
〉
We lose this paragraph with a alulation whih allows us to express ξ♯ in terms of the homogenized
Hamiltonian H¯ . The result we will obtain will be justied in more abstrat and theoretial terms in the
last subsetion, using arguments similar to those of the theory of Aubry-Mather.
First, let us reall the expression of the homogenized Hamiltonian H¯ (see [10℄) : we have
H(y, ξ) =
1
2
|ξ|2 + u(y), with inf u = 0, supu = u
max
,
and thus
H¯(p) = u
max
+
1
2


0 if p <
〈√
2(u
max
− u)
〉
λ if |p| ≥
〈√
2(u
max
− u)
〉
, where |p| =
〈√
2(u
max
− u) + λ
〉
In other words, setting
θ :
[0,∞) → [0,∞)
λ 7→
〈√
2(u
max
− u) + λ
〉
we have
H¯(p) = u
max
+
1
2
1|p|≥θ(0)θ−1(|p|).
Hene,
H¯ ′(p) = sgn(p)
1
2
1|p|≥θ(0)
1
θ′ (θ−1(|p|)) ;
and
θ′(λ) =
1
2
〈
1√
2(u
max
− u) + λ
〉
,
θ−1(|p|) = 2 (H¯(p)− u
max
) ∀|p| ≥ θ(0),
|p| > θ(0) ⇐⇒ H¯(p) > umax ∀p.
Gathering all the terms, we are led to
H¯ ′(p) = sgn(p)
√
21H¯(p)>umax
1〈
1√
H¯(p)−u
〉
= sgn(p)ϕ
(
H¯(p)
)
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Thus, the nal expression is
ξ♯(y, ξ) = H¯ ′(p),
where p is suh that
H¯(p) = H(y, ξ) ∨ umax, sgn(p) = sgn(ξ).
4.1.2 Expression of the projetion P
We also mention here how to nd a general expression of the projetion P in the speial ase N = 1,
and we explain how to generalize this expression in some partiular ases when N > 1. Reall that if
f = f(y, ξ) ∈ L1
lo
(RNy × RNξ ) is periodi in y, then
P (f)(y, ξ) = lim
T→∞
1
T
∫ T
0
f(Y (t, y, ξ),Ξ(t, y, ξ)) dt
and the limit holds almost everywhere and in L1([0, 1)× RN ,mc), with dmc(y, ξ) = 1H(y,ξ)≤c dy dξ.
We begin with the ase H(y, ξ) > umax. We have seen in the previous paragraph that there exists
t0 > 0, whih depends only on H(y, ξ) suh that for all t > 0, for all k ∈ N
Y (t+ kt0, y, ξ) = Y (t, y, ξ)− ksgn(ξ), Ξ(t+ kt0, y, ξ) = Ξ(t, y, ξ).
Thus f(Y (t),Ξ(t)) is periodi in time with period t0, and
P (f)(y, ξ) =
1
t0
∫ t0
0
f(Y (t, y, ξ),Ξ(t, y, ξ)) dt.
We use one again the hange of variables s = Y (t), so that∫ t0
0
f(Y (t, y, ξ),Ξ(t, y, ξ)) dt
=
∫ y−sgn(ξ)
y
f(s, sgn(ξ)
√
2 (H(y, ξ)− u(s))) 1−sgn(ξ)√2 (H(y, ξ)− u(s)) ds
=
〈
f
(
·, sgn(ξ)
√
2 (H(y, ξ)− u(·))
) 1√
2 (H(y, ξ)− u(·))
〉
.
And eventually,
P (f)(y, ξ) = f¯(sgn(ξ), H(y, ξ)) (13)
with
f¯(η, E) :=
〈
f
(
·, η√2 (E − u(·)) ) 1√
(E−u(·))
〉
〈
1√
(E−u)
〉 η = ±1, E > u
max
We now fous on the ase 0 < E < u
max
. In order to simplify the analysis we assume that E /∈
{u(y) ;u has a loal extremum at y} (this set is nite or ountable), and that
∀y ∈ R, u′(y) = 0⇒ u has a loal extremum at y.
In that ase, it an be easily proved that Y (t, y, ξ) is periodi in t; this follows diretly from the fat
that the trajetory in the phase spae is losed (see [2℄). Indeed, pushing a little further the analysis of
the previous paragraph, we onstrut z± suh that
|z+ − z−| < 2pi, z− < z+,
u(z±) = E ,
z− ≤ y ≤ z+,
u(z) < E ∀z ∈ (z−, z+).
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Then the partile starting from y with initial speed −ξ reahes either z+ or z− in nite time; the speed
of the partile is 0 at that moment sine
|Y˙ |2 = 2(E − u(Y )),
but its aeleration is −u′(z±) 6= 0, so the partile turns around and goes bak in the reverse diretion.
It then reahes the other extremity of the interval (z−, z+) in nite time, and the same phenomena
ours. Hene after a nite time t0, the partile is bak at its starting point y with the same speed −ξ.
Consequently, the movement of the partile is periodi in time with period t0. Thus, we have
P (f)(y, ξ) =
1
t0
∫ t1+t0
t1
f(Y (t, y, ξ),Ξ(t, y, ξ)) dt,
where t1 ≥ 0 is arbitrary. It is onvenient to hoose for t1 the rst time when the partile hits z−. In
that ase, it is easily seen that t0 is twie the time it takes to the partile to go from z− to z+, so that
t0
2
=
∫ t1+t0/2
t1
dt =
∫ z+
z−
1√
2 (E − u(s))ds =
〈
1u<E
1√
2 (E − u)
〉
and ∫ t1+ t02
t1
f(Y (t, y, ξ),Ξ(t, y, ξ)) dt =
〈
1u<Ef(s,− 1√
2 (E − u) )
1√
2 (E − u)
〉
,
∫ t1+t0
t1+
t0
2
f(Y (t, y, ξ),Ξ(t, y, ξ)) dt =
〈
1u<Ef(s,
1√
2 (E − u))
1√
2 (E − u)
〉
.
Gathering all the terms, we are led to
P (f)(y, ξ) =
〈
1u<E
[
f
(
·, 1√
2(E−u)
)
+ f
(
·,− 1√
2(E−u)
)]
1√
(E−u)
〉
2
〈
1u<E 1√
(E−u)
〉
(14)
Expressions (13) and (14) are ompatible with the ones in [7℄.
Let us now ome bak to the ase whenN > 1, and take a funtion ϕ(y, ξ) = ϕ1(y1, ξ1) · · ·ϕN (yN , ξN ),
where eah ϕi is periodi with period 1. We want to ompute the limit
1
T
∫ T
0
ϕ1(Y1(t, y1, ξ1),Ξ1(t, y1, ξ1)) · · ·ϕN (YN (t, yN , ξN ),ΞN (t, yN , ξN )) dt.
In general, knowing the behavior of eah trajetory (Yi,Ξi) independently is not enough to ompute suh
a produt. However, here, we reall that eah funtion ϕi(Yi(t, yi, ξi),Ξi(t, yi, ξi)) (1 ≤ i ≤ N) is periodi
in time. The period depends only on Hi(yi, ξi) and on the funtion ui. More preisely, setting
Ti(E) :=
√
2
∫ 1
0
1ui(z)<E
1√E − ui(z) dz ∀E > 0, E 6= umax,
ϕi(Yi(t, yi, ξi),Ξi(t, yi, ξi)) is periodi in time with period Ti(Hi(yi, ξi)).
We an thus use the following result :
Lemma 4.1. Let f1, · · · , fN ∈ L∞(R) suh that fi is periodi with period θi, and set 〈fi〉 = 1θi
∫ θi
0 fi.
Assume that
k1
θ1
+ · · ·+ kN
θN
6= 0 ∀(k1, · · · , kN ) ∈ ZN \ {0}. (15)
Then as T →∞,
1
T
∫ T
0
f1(t) · · · fN (t) dt→ 〈f1〉 · · · 〈fN〉 .
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Sketh of proof. By density, it is enough to prove the lemma for f1, ·, fN ∈ C∞(R). Write fi as a Fourier
series (the series onverges thanks to the regularity assumption), and use the fat that for all α 6= 0,
1
T
∫ T
0
eiαt dt→ 0 as T →∞.
In the present setting, we dedue the following result :
Proposition 4.1. Let ϕ : (y, ξ) 7→ ϕ1(y1, ξ1) · · ·ϕN (yN , ξN ), where ϕi ∈ L∞
per
(Ry × Rξ).
Let (y, ξ) ∈ [0, 1)N × RN , and let θi = θi(yi, ξi) = Ti(Hi(yi, ξi)) for 1 ≤ i ≤ N . Assume that
(θ1, · · · , θN ) satisfy ondition (15). Then
P (ϕ)(y, ξ) = P1(ϕ1)(y1, ξ1) · · ·PN (ϕN )(yN , ξN ) (16)
where eah Pi is the projetion in dimension 1 with potential ui, given by expressions (13) and (14).
In partiular, when the set
{(y, ξ) ∈ [0, 1]N × RN ; (θ1(y1, ξ1), · · · , θN (yN , ξN )) satisfy ondition (15)}
has zero Lebesgue measure, equality (16) holds almost everywhere. It an then be generalized to arbitrary
funtions ϕ ∈ L∞
per
(RN ×RN) (always by linearity and density). The orret expression of the projetion
P is then
P = P1 ◦ P2 ◦ · · · ◦ PN , (17)
where eah projetion Pi ats on the variables (yi, ξi) only. Notie that all projetions Pi thus ommute
with one another; hene the order in whih they are taken is unimportant.
We wish to emphasize that on the open set {(y, ξ) ∈ R2N , ∀i ∈ {1, · · · , N} Hi(yi, ξi) > max ui}, the
expression (17) is true. Indeed, the funtion Ti is stritly dereasing on (maxui,+∞), and thus the set
{(E1, · · · , EN ) ∈ RN ; Ei > maxui and ∃k ∈ ZN \ {0}, k1/T1(E1) + · · ·+ kN/TN(EN ) = 0}
is ountable. As a onsequene, the set
{(y, ξ) ∈ R2N , Hi(yi, ξi) > max ui ∀i and (θ1(y1, ξ1), · · · , θN (yN , ξN )) satisfy ondition (15)}
has zero Lebesgue measure.
However, let us mention here that in general, ondition (15) annot be relaxed : indeed, assume for
instane that ui = uj := u for i 6= j and assume that the funtion u is suh that
∃y0 > 0, u(y) = y2 for |y| < y0,
and u(y) > y20 if y ∈ [− 12 , 12 ] \ [−y0, y0].
Then if |E| ≤ √y0, we have
T (E) =
∫ √E
−√E
1√
E − y2 dy = 2
∫ 1
0
1√
1− z2 dz =: T0
Thus, if Hi(yi, ξi) ≤ √y0, then (Yi,Ξi)(t, yi, ξi) is periodi with period T0. Notie that T0 does not
depend on the energy Hi(yi, ξi)
In that ase, the funtion ϕ(Y (t),Ξ(t)) is also periodi with period T0. Thus we have to ompute the
limit of
1
T
∫ T
0
f1(t) · · · fN (t) dt
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as T →∞, where the fi are arbitrary funtions with period T0. It is then easily proved that
1
T
∫ T
0
f1(t) · · · fN (t) dt→
∑
k ∈ ZN ,
k1 + · · ·+ kN = 0
a1,k1 · · · aN,kN (18)
where
aj,l =
1
T0
∫ T0
0
fj(t)e
− 2ilpit
T0 dt, 1 ≤ j ≤ N, l ∈ Z.
In general, the right-hand side of (18) diers from a1,0 · · · aN,0, and thus
P 6= P1 ◦ · · · ◦ PN
for (y, ξ) in a neighbourhood of the origin.
4.2 Stationary ergodi setting
In the stationary ergodi setting, some of the expressions or properties above are no longer true. The
most signiant dierene ours when the energy H(y, ξ) < u
max
; indeed, in that ase the partile is
not neessarily trapped, depending on the prole of the potential u. Hene, in the rest of the subsetion,
we fous on the ase H(y, ξ) > u
max
. In that ase, the movement of the partile is unbounded and has
many similarities with the periodi ase. In partiular, the partile sees all the potential during its
evolution, and this will be fundamental in the use of the ergodi theorem.
4.2.1 Expression of ξ♯(y, ξ, ω)
This paragraph is devoted to the proof of proposition 1.1 in the stationary ergodi setting. We refer for
instane to [12℄ for onditions on the existene of orretors for all P ∈ R in the ase of a general oerive
hamiltonian. In the present ase, there exist orretors if
{y ∈ R; u(y, ω) = u
max
} 6= ∅
a.s. in ω ∈ Ω.
Remark 4.1. We wish to point out that the expressions in the periodi and in the stationary ergodi ase
when H(y, ξ, ω) > u
max
are exatly the same (ompare proposition 1.1 and the end of paragraph 4.1.1).
This expression, and more preisely, the equality ξ♯ = H¯ ′(P ) for some P , is in fat strongly linked to
Aubry-Mather theory. Indeed,
ξ♯(y, ξ, ω) = lim
T→∞
1
T
∫ T
0
Ξ(t, y, ξ, ω) dt = − lim
T→∞
Y (T, y, ξ, ω)− y
T
,
and ξ♯(y, ξ, ω) is thus (up to a multipliation by −1) the rotation number assoiated to the Hamiltonian
ow starting at (y, ξ). The interested reader should ompare our proposition 1.1 to lemma 2.8 in [5℄ or
theorem 4.1 in [6℄, and our proof to the ones in these artiles. We refer to [5, 6℄ for further referenes
to Aubry-Mather theory and its appliations to partial dierential equations.
Proof of proposition 1.1. In all the proof, we x y, ξ, ω suh that H(y, ξ, ω) > u
max
, and we set P =
P (y, ξ, ω). Let Q ∈ R be arbitrary, and let v be a orretor, i.e.
H(y,Q+∇yv(y, ω), ω) = H¯(Q).
Then aording to the theory of visosity solutions, for all (y, ξ, ω) ∈ R× R× Ω, for all T > 0,
v(y, ω) ≤ v(Y (T, y, ξ, ω)) +
∫ T
0
L(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) dt+Q [Y (T, y, ξ, ω)− y] + H¯(Q)T. (19)
21
Hene
1
T
∫ T
0
L(Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) dt ≥ v(y)− v(Y (T, y, ξ, ω))
T
−QY (T, y, ξ, ω)− y
T
− H¯(Q)T (20)
and
1
2
|Y˙ (t, y, ξ, ω)| = H(y, ξ, ω)− u ≥ H(y, ξ, ω)− u
max
> 0 ∀t > 0.
Thus there exist onstants α, β > 0 depending only on H(y, ξ, ω) and u
max
, suh that
0 < α ≤
∣∣∣∣Y (T, y, ξ, ω)− yT
∣∣∣∣ ≤ β ∀T > 0.
Consequently, Y (T )→∞ as T →∞ and
v(y)− v(Y (T, y, ξ, ω))
T
=
v(y)− v(Y (T, y, ξ, ω))
Y (T, y, ξ, ω)− y
Y (T, y, ξ, ω)− y
T
→ 0 as T →∞.
(remember (6)).
On the other hand, as T →∞,
Y (T, y, ξ, ω)− y
T
= − 1
T
∫ T
0
Ξ(t, y, ξ, ω) dt→ −ξ♯(y, ξ, ω).
Hene, passing to the limit in (20), we derive
P (L)(y, ξ, ω) ≥ Qξ♯(y, ξ, ω)− H¯(Q) ∀Q ∈ R. (21)
Thus
P (L)(y, ξ, ω) ≥ L¯ (ξ♯(y, ξ, ω)) . (22)
In order to prove the proposition, we have to nd a speial Q0 ∈ R suh that equality holds in (19).
This will entail that
P (L)(y, ξ, ω) = sup
Q∈R
(
Qξ♯(y, ξ, ω)− H¯(Q)) = L¯ (ξ♯(y, ξ, ω)) ,
and the sup is obtained for ξ♯(y, ξ, ω) = H¯ ′(Q0).
Let us thus prove that with Q = P = P (y, ξ, ω), equality holds in (19).
First, notie that
v(y, ω) := sgn(P )
∫ y
0
√
2(H¯(P )− u(z, ω)) dz − Py
is a visosity solution of
H(y, P +∇yv, ω) = H¯(P ),
and as y →∞
1
y
∫ y
0
√
2(H¯(P )− u(z, ω)) dz → E
[√
2(H¯(P )− U)
]
.
By denition of H¯ ,
E
[√
2(H¯(P )− U)
]
= |P |;
onsequently,
1
1 + |y|
(
sgn(P )
∫ y
0
√
2(H¯(P )− u(z, ω)) dz − Py
)
→ 0
as y → ∞, a.s. in ω. Thus v satises (6), and v ∈ L∞(Ω; C1(RN )). Thus the method of harateristis,
for instane, an be used to prove that equality holds in (19), with (y, ξ) replaed by any ouple (y′, ξ′) =
(y′, P +∇yv(y′, ω)). We have to prove that we an take (y′, ξ′) = (y, ξ). First, notie that
∇yv(y′, ω) = sgn(P )
√
2(H¯(P )− u(y′, ω))− P,
and thus sgn (P +∇yv(y′, ω)) = sgn(ξ′) = sgn(P ) = sgn(ξ). Hene, take y′ = y. Then |ξ|2 = |ξ′|2
beause H(y, ξ) = H¯(P ) = H(y, ξ′) by denition of ξ′. Thus ξ = ξ′, and equality holds in (19).
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4.3 Expression of the projetion P
The same method as in the periodi ase an be used in order to nd the expression of the projetion P
when H(y, ξ, ω) =: E > u
max
; indeed, in that ase, remember that
P (f)(y, ξ, ω) = lim
T→∞
1
T
∫ T
0
f (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) dt
and we an use the hange of variables
dt =
1
Y˙
dY =
1
−sgn(ξ)√2(E − u(Y, ω)) dY
in order to obtain ∫ T
0
f (Y (t, y, ξ, ω),Ξ(t, y, ξ, ω), ω) dt
=
∫ Y (T,y,ξ,ω)
y
f
(
z, sgn(ξ)
√
2(E − u(z, ω)), ω
) 1
−sgn(ξ)√2(E − u(z, ω)) dz.
Sine the group transformation (τx) is ergodi, and Y (T )→∞ as T →∞, for all E > umax,
1
Y (T )− y
∫ Y (T,y,ξ,ω)
y
f
(
z, sgn(ξ)
√
2(E − u(z, ω)), ω
) 1
−sgn(ξ)√2(E − u(z, ω)) dz →
→ E
[
F
(
sgn(ξ)
√
2(E − u(0, ω)), ω
) 1
−sgn(ξ)√2(E − u(0, ω))
]
Thus, we obtain
P (f)(y, ξ, ω) = ξ♯(y, ξ, ω)f¯(sgn(ξ), H(y, ξ, ω)),
where
f¯(η, E) = E
[
F
(
η
√
2(E − u(0, ω)), ω
) 1
η
√
2(E − u(0, ω))
]
.
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