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Topological insulator quantum wells with induced attractive interactions between electrons are
candidate systems for the realization of novel vortex lattice states, and incompressible quantum
vortex liquids with fractional excitations. These phases depend on the formation of low-energy
spin-triplet Cooper pairs in the quantum well, under the combined influence of the superconducting
proximity effect and Rashba spin-orbit coupling. We analyze, using the Landau-Ginzburg frame-
work, the competition between different pairing channels stimulated by the proximity effect and
argue that correlated phases of triplets are likely accessible by tuning the gate voltage. We pertur-
batively calculate the triplet pairing instability and show that it occurs at finite momenta. This
yields a spatially inhomogeneous superconducting state, which is likely a vortex lattice of spin su-
percurrents. We discuss the phase diagram of topological insulator quantum wells tunable by the
gate voltage.
I. INTRODUCTION
All topological insulator (TI) materials discovered so
far are band-insulators1–7. They have gapless states
at their boundaries2 in common with integer quantum
Hall systems, but respect the time-reversal (TR) sym-
metry. As in any band-insulator, their bulk excitations
are conventional electron and hole quasiparticles. Since
the Rashba spin-orbit coupling in TIs can be viewed
as a source of an effective SU(2) magnetic field for
electrons8–10, it is natural to ask whether other observed
behaviors of electrons in magnetic fields could be repli-
cated with the TR symmetry in TIs. Especially interest-
ing possibilities to look for are the TR-invariant incom-
pressible quantum liquids similar to fractional quantum
Hall states11–18, but with potentially novel kinds of SU(2)
dynamics that could be applied in quantum computing10.
There are very few practical proposals and ideas for the
realization of such states19–22.
Here we investigate certain important aspects of one of
these proposals, which is based on the heterostructure de-
vice shown in the Fig.1. This device features a TI quan-
tum well placed in proximity to a conventional supercon-
ductor (SC). It has been suggested that such a system
could be designed to host novel TR-invariant incompress-
ible quantum liquids with fractional excitations23. The
path to possible fractionalization here involves the for-
mation of low-energy spin-triplet Cooper pairs in the TI,
and the accessibility of a tunable quantum phase transi-
tion between their superconducting and insulating states.
The Rashba spin-orbit coupling can turn the supercon-
ductor of spinful triplets into a vortex lattice state23. The
correlated insulating states, obtained by the quantum
melting of this vortex lattice, are candidates for novel
fractional TIs with non-Abelian statistics10,23.
A rather simplified picture of triplet superconductivity
in the TI quantum well is the following. Phonons of the
proximate SC material mediate weak attractive interac-
tions between the TI’s electrons. This can in principle
FIG. 1: The heterostructure device that could host fractional
TR-invariant quantum states23. A topological insulator (TI)
quantum well is sandwiched between a conventional supercon-
ductor (SC) and a conventional insulator (I). The gate (G)
voltage can be used to control the state of the TI, and the
topological properties of the TI can be probed via a Hall-bar
setup of leads (L).
create Cooper pairs in various channels inside the TI.
Singlet pairs are favored in typical situations, but the
TI quantum well gives triplets a special boost. First of
all, the triplets in question are formed by two nearby
electrons that come from the opposite surfaces of the
quantum well. The electrons’ surface degree of freedom
(not a quantum number) allows the existence of “inter-
orbital” triplets whose size is comparable to that of sin-
glets without violating the Pauli exclusion principle. Sec-
ond, and more important, the spinful triplets experience
the Rashba spin-orbit coupling in the TI. Consequently,
their energy can be lowered in proportion to the momen-
tum they carry, as long as their spin has the proper ori-
entation. The only fundamental limit to such an energy
gain is set by the momentum cut-off related to the crys-
talline structure of the material. Certain triplet modes
can be made to condense, before or after singlets abun-
dantly condense. The gate voltage applied in the device
from Fig.1 can be used to control the chemical potential
in the TI, and thus drive the condensation of triplets.
2The purpose of this paper is to verify the above picture
of triplet superconductivity by a simple model calcula-
tion, and thus support the proposed route to fractional
TIs of Cooper pairs23. We will employ field theory meth-
ods to argue that gated TI quantum wells can be used
to condense triplets. Then we will focus on the triplet
pairing instability and elucidate its character. One of
our main results is that triplets condense at finite mo-
menta into a superconducting state that carries “heli-
cal” spin-currents and naturally leads to the formation
of a vortex lattice in equilibrium. Our present analy-
sis is phenomenological and provides a proof of principle
rather than a microscopic evidence of feasibility in realis-
tic heterostructures. The latter has been discussed in the
Ref.23, together with the mechanism for obtaining frac-
tionalized quantum liquids. The prospects for fractional
TIs are only a motivation for the present study.
The physics pursued here should be distinguished from
that of “topological superconductors” which can harbor
Majorana quasiparticles. The latter can be obtained by
the superconducting proximity effect on the surface of a
bulk TI24–38. In contrast, we consider TI quantum wells,
where the surface hybridization ensures a bandgap in
the TI’s electronic spectrum39–44. The induced attrac-
tive interactions among the TI’s insulating electrons can
stabilize correlated superconducting as well as insulat-
ing states of low-energy triplet Cooper pairs45,46. The
phase transition between these states can be driven by
the gate voltage. This would allow experimental access
to the anticipated fractional insulators.
The expected triplet superconductivity in TI quan-
tum wells may have certain similarities with the super-
fluid 3He-B, despite different dimensionality. Our sys-
tem could naturally host abundant topological defects
of spin supercurrents, which have been studied both
theoretically47–49 and experimentally50 in 3He-B.
We start our analysis in the section II with an out-
line of the rich proximity effect physics in TI quantum
wells. This will provide a justification for the model we
use in calculations. The following section III considers
the competition between singlet and triplet pairing in
the TI. There we argue, using the Landau-Ginzburg ap-
proach, that triplet superconductivity can be obtained
as a matter of principle in TI quantum well heterostruc-
tures, with or without a coexisting singlet superconduc-
tivity. The technical section IV shows by perturbation
theory that the triplet pairing instability occurs at finite
momenta. Readers not interested in detailed calculations
can skip this section and go directly to the section V that
discusses the phase diagram of triplets. There we explain
why the triplet condensation likely yields a TR-invariant
vortex lattice state, and mention its connection to the
anticipated fractional TI states. Finally, we discuss some
limitations of our approach and summarize conclusions
in the section VI.
II. PROXIMITY EFFECT IN TOPOLOGICAL
INSULATOR QUANTUM WELLS
An isolated TI quantum well made from a material
such as Bi2Se3 or Bi2Te3 can be modeled by the second-
quantized Hamiltonian
H0 = ψ
†
[
v zˆ(S× p)τz +∆τx − µ
]
ψ , (1)
where S = 12σ is the spin operator (~ = 1). The Pauli
matrices σa and τa (a ∈ {x, y, z}) act in the spin and
“orbital” spaces respectively. The spinor field operator
ψ has four components ψτσ that correspond to the TI’s
low-energy degrees of freedom: two spin states labeled
by the eigenvalue σ = ±1 of σz , and two “orbital” states
labeled by the eigenvalue τ = ±1 of τz . The orbital index
is equivalent to the top/bottom surface of the quantum
well. This minimal model derives its dynamics only from
the Rashba spin-orbit coupling of strength v. A more
realistic model includes kinetic energy, and can be con-
veniently written as23
H ′0 = ψ
†
[
(p− τzA)2
2m
+∆τx − µ
]
ψ , (2)
using a static external SU(2) gauge field
A = −mv(zˆ× S) (3)
to represent the Rashba spin-orbit coupling. Note that
the electron’s orbital index τz plays the role of an SU(2)
charge in this gauge-theory representation. The two TI’s
surfaces are close enough (a few quintuple layers apart)
to hybridize via the tunneling term ∆ 6= 0. The chemical
potential µ inside the quantum well can be tuned by ap-
plying the gate voltage in the device from the Fig.1. The
TI quantum well is a band-insulator if µ lies within its
bandgap created by the surface hybridization ∆. Note
that H0 applied to a thick TI slab (∆ = 0) would cap-
ture its topologically protected surface states, but the
tunability of µ by a gate voltage (and the physics we
discuss below) would be lost.
The dynamics of electrons in the TI quantum well is
modified by their proximity to the SC material in the
Fig.1. First of all, the SC material presents explicit U(1)
symmetry breaking to the TI’s electrons. This results in
the conventional proximity effect, the leakage of the sin-
glet superconducting order parameter from the SC into
the TI. The effective action of the TI acquires pairing
terms ∆∗s,ττ ′ψτ↑ψτ ′↓+h.c. that explicitly break the U(1)
symmetry. Secondly, two-body interactions among the
TI’s electrons become renormalized. Any charge-carrying
excitation in the quantum well can displace the SC’s
atoms near the interface, and thus attractively interact
with another TI’s excitation via emission and absorption
of the SC’s phonons. The Coulomb origin of this interac-
tion makes it spin-independent, and its range is short due
to screening that takes place in the SC. Virtual Cooper
3pair tunneling from the SC into the TI dynamically gen-
erates additional short-range pairing forces in the TI. A
careful study of all these interactions shows that their
strength can be sufficient to overcome Coulomb forces
and cause pairing in the TI at experimentally accessible
temperatures, independently of the conventional proxim-
ity effect51. This only requires choosing a superconductor
for the heterostructure design whose critical temperature
is sufficiently large (such as MgB2 or perhaps even Nb).
The conventional proximity effect is very significant at
a SC interface with a bulk three-dimensional TI. The TI’s
surface in that case has topologically protected modes,
which are gapless and thus strongly affected by the ex-
plicit pairing energy scale ∆s. This yields interesting
surface superconductivity capable of hosting Majorana
modes bound to topological defects24. However, the anal-
ogous effect can be very weak in our TI quantum well
system. Typical surface hybridization gaps can be of the
order of ∆ ∼ 100 meV, which is much larger than the
typical pairing scale ∆s ∼ 1 meV in the best conventional
superconductors. Therefore, the explicit U(1) symmetry
breaking is only a very weak perturbation that by itself
produces a negligible order parameter in the TI if the
chemical potential sits deep within the bandgap.
Significant pairing in the TI quantum well can oc-
cur only when the chemical potential is brought close
to the conduction or valence band of its electronic spec-
trum. However, this makes interaction effects important
as well. Without having a faithful microscopic model of
the heterostructure, we cannot sensibly compare the rel-
ative strengths of the conventional proximity effect and
induced interactions. Hence, we must keep our analysis
qualitative and very general. The best way to accom-
plish that goal is to represent all of the above effects
in the Landau-Ginzburg theory of the TI quantum well,
and then explore different possibilities for the ground
state. Using this approach, we will find that the gen-
erated attractive interactions have a significant impact
on the triplet pairing sector.
Being attractive and largely spin-independent, the in-
duced interactions among the TI’s electrons can in princi-
ple create Cooper pairs in various channels. Singlet chan-
nels are also helped by the conventional proximity effect.
The available TI’s electronic degrees of freedom give rise
to the following low-energy pairing channels (represented
by Cooper pair field operators):
• intra-orbital singlets: φτ = 1√2ǫαβψταψτβ ,
• inter-orbital singlets: φ0 = 1√2ǫαβψ+αψ−β ,
• “spinful” triplets: ησ = ψ+σψ−σ ,
• symmetric triplets: η0 = 1√2 (ψ+↑ψ−↓ + ψ+↓ψ−↑) .
In all cases, the coordinate dependence of the paired elec-
tron wavefunction is s-wave-like, allowing the two elec-
trons to overlap and take advantage of the short-range
interactions. The Pauli exclusion principle is satisfied
either by the electrons’ spin (σ) or “orbital” (τ) de-
gree of freedom. There are three kinds of singlet pairs
φ−, φ0, φ+, and three kinds of inter-orbital triplet pairs
η−, η0, η+. The states ηm correspond to the three possi-
ble valuesm ∈ {−1, 0, 1} of the triplet Sz spin projection.
Note that these channels are not the same as the paired
eigenmodes that could exist in our system.
A pairing channel is important for the low-energy dy-
namics if it admits long-lived gapped bosonic excitations,
or becomes condensed. All such channels should be in-
cluded in the Landau-Ginzburg theory of the TI quan-
tum well. Fermionic excitations can also be included in
the theory, but this is unnecessary if they linger only at
high energies. Our specific interest here are the super-
conducting phase transitions out of the TI’s insulating
state. We will drive such transitions by manipulating the
chemical potential µ that initially sits deep inside the TI’s
bandgap. Even as µ is tuned toward an electron band via
the gate voltage, fermionic excitations remain gapped all
the way until the superconducting transition. This will
justify our initial treatment of electrons as high-energy
excitations, and the ensuing Landau-Ginzburg descrip-
tion of the low-energy Cooper pair dynamics.
Bosonic Cooper pair excitations are made possible at
low energies by the two-dimensional geometry of the TI
quantum well. It is known that any amount of short-
range attractive interactions between two isolated non-
relativistic particles always produces a bound state in
two dimensions52. Therefore, the TI’s Cooper pairs can
be genuine two-body bound states (the analogous bound
states are not possible in three-dimensional supercon-
ductors for realistic interaction strengths). Bringing the
chemical potential about a binding energy away from
the electronic conduction or valence band will generally
condense these Cooper pairs. Fermions remain gapped
“high-energy” excitations across this transition. Note
that the binding energy cannot be larger than the SC’s
pairing gap. The TI’s Cooper pairs, therefore, live at
energies within the SC’s gap and their two-dimensional
dynamics near the transition is not jeopardized by the
presence of higher energy extended states in the SC.
The character of the lowest-energy Cooper pairs that
condense first depends on their spin. Singlets have the
lowest energy at zero momentum, and become unstable
to decay beyond some finite momentum when their en-
ergy per electron penetrates a fermionic band. Triplets
are more complicated. We will find that one triplet mode
becomes enhanced by the Rashba spin-orbit coupling and
exhibits an inverted behavior, having the lowest energy
at largest momenta. By its nature, this triplet mode is
very competitive with singlets.
III. SINGLET VS. TRIPLET
SUPERCONDUCTIVITY INSIDE THE TI
This section explores the competition between singlets
and triplets. Our goal is to argue that triplet supercon-
4ductivity is very likely accessible in the device of Fig.1
merely by tuning the gate voltage at low temperatures.
To that end, let us consider the general imaginary-time
Landau-Ginzburg action of stable low-energy Cooper
pairs in the regime where they dominate the dynamics.
This action describes only the TI quantum well. It can
be readily constructed from the symmetry considerations
alone, without knowing the particular values of its vari-
ous coupling constants23:
Seff =
∫
dt˜ d2r
{
φ∗∂0φ+Ks |∇φ|2 + ts|φ|2 (4)
− ∆∗sφ−∆sφ∗
+ η†∂0η +Kt
[
(∇− iA) η
]†[
(∇− iA) η
]
+ ttη
†η
+ Us|φ|4 + Ut(η†η)2 + t′s|φ|2η†η
}
+ Snm + Sp
The idealized minimal TI model (2) has a formal spin
SU(2) gauge symmetry, which is merely a mathematical
tool to express the Rashba spin-orbit coupling. Neverthe-
less, if no perturbation violated this symmetry (Sp = 0),
it would have to survive in the above Landau-Ginzburg
action as written. Triplet Cooper pairs carry spin, so
they must couple to the static external gauge field (3)
expressed in the spin S = 1 representation. The SU(2)
generators Sa involved in (3) are to be interpreted now
as the 3× 3 matrices of spin projections:
Sx =
1√
2
 0 1 01 0 1
0 1 0
 , Sy = 1√
2
 0 −i 0i 0 −i
0 i 0

Sz =
 1 0 00 0 0
0 0 −1
 . (5)
instead of the 2 × 2 Pauli matrices halved. We will re-
discover this by a concrete calculation in the section IV.
In plain language, triplets experience the Rashba spin-
orbit coupling. The Snm part of the action contains non-
minimal TR-invariant couplings between the matter and
gauge fields:
Snm =
∫
dt˜ d2r
[(
a1 + a2|φ|2
)
η†Φ20η (6)
+ b1(η
†Φ0η)2 + b2(η†Φ20η)
2
]
.
Here, Φ0 is the SU(2) “magnetic” flux matrix of the gauge
field (3):
Φ0 = ǫ
0µν
(
∂µAν − iAµAν
)
∝ Sz . (7)
All perturbations that violate the SU(2) symmetry are
collected in the Sp part of the action and will be neglected
in our formal analysis. We will discuss important aspects
of their effect in the section VI.
For simplicity, we keep track of only the lowest-energy
singlet mode φ in (4), which is a certain linear combina-
tion of the three singlet channels introduced in the previ-
ous section. Triplet modes are combined into the spinor
η = (η+, η0, η−). The “stiffness” couplings Ks, Kt, gap
scales ts, tt, and interactions Us, Ut, t
′
s are phenomeno-
logical parameters. The conventional superconducting
proximity effect allows the charge U(1) symmetry viola-
tion via ∆s 6= 0.
Let us now imagine that the TI quantum well is ini-
tially in its band-insulating state. We will gradually
change the gate voltage to drive the TI into a supercon-
ducting state. A fraction Vg of the gate voltage, deter-
mined by the heterostructure geometry, will be applied
across the quantum well. It directly controls all chemical
potential couplings, because all fields carry the charge 2e:
ts = ts0 − 2eVg , tt = tt0 − 2eVg . (8)
Since we do not know the values of ts0 and tt0, we cannot
a priori tell whether singlets or triplets will condense first
as we manipulate the gate voltage.
Triplets are typically inferior to singlets in condensed
matter systems. However, the spin-orbit coupling in TIs
gives them a special advantage. It creates two helical
triplet modes whose spin is perpendicular to their mo-
mentum, analogous to the Dirac electron modes in band-
insulating TIs. Since the Rashba spin-orbit coupling acts
as a momentum-dependent “Zeeman effect”, one helical
mode has energy that decreases with its momentum q:
Et(q) = tt +∆tt − v′q +O(q2) , (9)
where v′ = 2mvKt, and ∆tt = 12Ktmv
2 arises from the
“diamagnetic” term Ktη
†A2η in (4). We will derive (9)
by an explicit calculation in the section IV, which em-
ploys a more microscopic model to determine some re-
lationships between various couplings in (4). A helical
triplet condensate forms at momenta q ≥ qmin where
Et(q) ≤ 0, provided that such momenta lie below the cut-
off momentum Λ set by the crystalline lattice. The other
helical mode’s energyE′t(q) = tt+∆tt+v
′q increases with
momentum, so it belongs to the uninteresting high energy
spectrum. Even a naturally large triplet gap scale tt is
not likely to jeopardize the helical condensate because Λ
is large. In contrast, singlets can condense only at the
zero momentum provided that their gap ts is closed by
tuning the gate voltage. We will neglect here the non-
tunable and unavoidable singlet condensation caused by
the direct order parameter coupling ∆s; it is made small
by the TI’s hybridization bandgap.
We are ultimately interested in triplets, but let us con-
sider the worst case scenario. Suppose that singlets con-
dense first from an insulating state of the TI, at some
gate voltage that makes ts < 0 < Et(q) for all q < Λ.
The singlet order parameter can be estimated from the
mean-field approximation
|φ|2 = |ts|
2Us
. (10)
A further increase of the gate voltage only increases |φ|2,
and tends to screen out the triplets via the singlet-triplet
5repulsive interaction t′s > 0. The actual energy of helical
triplets is:
Eefft (q) = tt0 +∆tt − 2eVg + t′s|φ|2 − v′q (11)
= tt0 +∆tt − 2eVg + t
′
s
2Us
|ts0 − 2eVg| − v′q .
If t′s/2Us < 1, then a further increase of the gate voltage
will eventually make Eefft (q) < 0 at large q and hence
condense the triplets. This condition is likely satisfied
in realistic systems owing to the Pauli exclusion among
the electron constituents of Cooper pairs. Two singlet
pairs have their electrons in exactly the same quantum
states and hence repel each other relatively strongly at
short distances (Us), when their wavefunctions begin to
overlap. The repulsion t′s between a singlet and a triplet
pair is weaker than Us, because triplet’s electrons are in
different quantum states than the singlet’s electrons, and
cause less frustration via the Pauli exclusion in wavefunc-
tion overlaps.
Therefore, triplets can be likely condensed even in
the presence of a pre-formed singlet condensate in the
TI. Note that the electrons needed for the new triplet
Cooper pairs are simply supplied by the nearby SC ma-
terial. Similarly, if triplets were to condense first, sin-
glets could condense later at a larger Vg. Coulomb inter-
actions are not an obstacle for the simultaneous singlet
and triplet condensation because the gate cannot be ef-
ficiently screened in a very thin quantum well.
Given that some triplets get an energy boost from the
Rashba spin-orbit coupling, which we will analyze in the
section IV, it is not inconceivable that they could con-
dense first, out of the TI’s band-insulating instead of
the singlet-superconducting state (we are neglecting ∆s).
The formal appearance of (9) should not be taken as a
sign that triplets might have a too large energy tt0+∆tt
at zero momentum to ever condense. The equation (9) is
appropriate for the particular formulation of the Landau-
Ginzburg theory (4), but the net value of tt0 + ∆tt is
determined by very similar microscopic processes as the
analogous “chemical potential” ts of singlets. The con-
densation of triplets in the absence of a singlet conden-
sate would be ideal for the purposes of their experimental
detection because some aspects of their charge dynamics
could be measured, such as conductivities. If instead
singlets condensed first, they would mask the charge dy-
namics of triplets. Nevertheless, singlets cannot screen
spin, so the non-trivial spin dynamics of triplets is still
measurable.
IV. THE TRIPLET PAIRING INSTABILITY
The following discussion focuses on the dynamics of
triplet Cooper pairs. We will assume for simplicity that
singlets are not condensed and explore the mechanism
and conditions for triplet condensation. We will per-
turbatively calculate the zero-temperature triplet pair-
ing susceptibility in a band-insulating TI quantum well,
treating the proximity-induced attractive interactions,
quantum well band-gap and gate voltage as tunable pa-
rameters. We will show that there are realistic cir-
cumstances in which triplets undergo an unconventional
superconducting transition by condensing at finite mo-
menta, while fermionic excitations remain gapped.
The strategy is to calculate the Cooper pair Green’s
function in a band-insulating state, and determine from
it the poles of the spin-orbit-coupled triplet modes. If real
poles (mode energies) exist well below the fermion exci-
tation gap, they dominate the low-energy dynamics. We
will indeed discover condensation instabilities in which a
real pole crosses zero energy at some momentum, while
the fermion gap remains finite and keeps quasiparticles
in the high-energy spectrum. If this instability occurred
at zero momentum, the ensuing second-order transitions
would belong to the bosonic mean-field or XY universal-
ity class depending on how the parameters are tuned45,46.
However, the finite-momentum instability is more com-
plicated. Our perturbation theory will still see the transi-
tion as a second order one, but we will argue that certain
non-perturbative effects are important and likely turn
the transition into a first-order one. The expected triplet
superconducting state is actually a vortex lattice rather
than a uniform condensate.
Since our working assumption is that the ground-state
is a band-insulator, all modes are gapped and the role of
their quantum fluctuations is merely to renormalize the
values of various parameters in the theory, such as the
characteristic spin-orbit velocity v, electron band-gap ∆,
chemical potential µ, and the short-range interaction cou-
plings. No qualitative changes of the coherent parts of
various propagators can occur until a phase transition is
encountered. Consequently, we can use a simple one-loop
perturbative calculation to determine the qualitative de-
pendence of the Cooper pair propagator on the momen-
tum, frequency, and the renormalized parameters. This
is enough to reveal if or when the bosonic modes exist be-
low the fermion excitation gap. The effects of (perturba-
tive) fluctuations are qualitatively included at all orders
of perturbation theory because we use the full renormal-
ized propagators and vertices in calculations, neglecting
only their incoherent parts.
Even though we analyze the triplet condensation in-
stability of a band-insulating state, we note that our
main conclusions are qualitatively valid for the analo-
gous triplet instability in the presence of a pre-formed
singlet condensate. In the latter case, we would only
have to replace gapped electron excitations with gapped
Bogoliubov quasiparticles of the singlet superconductor
in calculations. The two types of fermionic excitations
have the same essential properties, and yield qualitatively
similar pairing susceptibilities for triplets.
The triplet pairing instability can be captured by the
6effective action of the TI’s electrons ψτσ:
S =
∫
dt˜ d2r
[
ψ†
(
∂
∂t˜
+ v zˆ(S× p)τz +∆τx − µ
)
ψ
+
∑
σ
(
V |ησ|2 + ησψ†+σψ†−σ + h.c.
)
+V ′|η0|2 + η0
ψ†+↑ψ
†
−↓ + ψ
†
+↓ψ
†
−↑√
2
+ h.c.
]
. (12)
We have eliminated all but the triplet interaction chan-
nels in favor of the renormalized couplings in this the-
ory, and treat the electron dynamics as being relativistic
at µ = 0 to a first approximation. The non-interacting
spin-orbit Hamiltonian (1) in the first line has eigenstates
|pσ˜s˜〉 labeled by the following quantum numbers: mo-
mentum p, “helical” spin σ˜ (the eigenvalue of the opera-
tor σ˜z = (zˆ× pˆ)σ, where σ are spin Pauli matrices), and
the band-index s˜ = ±1. The energy levels
Es˜(p) = s˜ǫ(p)− µ , ǫ(p) =
√
1
4
|p|2v2 +∆2 (13)
have no helical spin dependence owing to the existence
of the orbital degree of freedom. The eigenstates can
be obtained in a straight-forward fashion as superposi-
tions of the pure orbital and spin σz eigenstates |pστ〉.
However, we need the inverted relationship in order to
express the spin/orbital field operators ψτσ in terms of
the eigenstate field operators ψ˜s˜σ˜. We will derive it from
the relationship between the σz and σ˜z eigenstates for a
given momentum p:
|σ˜〉 = 1√
2
(
e−i
ϕ
2 | ↑〉+ σ˜eiϕ2 | ↓〉
)
(14)
|σ〉 = 1√
2
eiσ
ϕ
2
(
|↑˜〉+ σ|↓˜〉
)
ϕ(p) = arg(−py + ipx) ,
and the relationship between the pure orbital states |τ〉
and band-eigenstates |s˜〉 for any given p and σ˜:
|+˜〉 = Aσ˜|+〉+Bσ˜|−〉 , |−˜〉 = Bσ˜|+〉 −Aσ˜|−〉
|+〉 = Aσ˜|+˜〉+Bσ˜|−˜〉 , |−〉 = Bσ˜|+˜〉 −Aσ˜|−˜〉 (15)
All states are normalized, and the coefficients Aσ˜ and Bσ˜
are:
Aσ˜=
∆√
2ǫ(p)[ǫ(p) + σ˜ pv2 ]
, Bσ˜=
ǫ(p) + σ˜ pv2√
2ǫ(p)[ǫ(p) + σ˜ pv2 ]
(16)
They have the following properties:
A2σ˜ +B
2
σ˜ = 1 (17)
A↑˜B↑˜ + σσ
′A↓˜B↓˜ =
∆
ǫ(p)
δσσ′
A2↑˜ + σσ
′A2↓˜ = δσσ′ −
pv
2ǫ(p)
δσ,−σ′
B2↑˜ + σσ
′B2↓˜ = δσσ′ +
pv
2ǫ(p)
δσ,−σ′ .
FIG. 2: The triplet-channel pairing Feynman diagram. The
solid lines represent the electron propagators (18). The spin-
orbit coupling does not conserve spin, so the incoming σ and
outgoing σ′ Cooper pair spins can be different.
The Fourier transform of the bare electron Green’s
function 〈Tt˜ψ˜s˜σ˜(0)ψ˜†s˜′σ˜′(r, t˜)〉 constructed from the eigen-
state field operators is:
Gs˜(p, ω) =
1
iω + µ− s˜ǫ(p) (18)
in imaginary time (ω is the Matsubara frequency). Since
the triplet Cooper pair fields ησ are coupled to the
spin/orbital field operators ψτσ, we need the relation-
ship between them and the eigenstate operators in order
to obtain the vertex functions that appear in the pairing
susceptibility Feynman diagram. Using (14) and (15) we
find:
ψ+σ=
1√
2
eiσ
ϕ
2
[
A↑˜ψ˜+˜↑˜ +B↑˜ψ˜−˜↑˜ + σ
(
A↓˜ψ˜+˜↓˜ +B↓˜ψ˜−˜↓˜
)]
ψ−σ=
1√
2
eiσ
ϕ
2
[
B↑˜ψ˜+˜↑˜ −A↑˜ψ˜−˜↑˜ + σ
(
B↓˜ψ˜+˜↓˜ −A↓˜ψ˜−˜↓˜
)]
(19)
The inverse pairing susceptibility Πσσ′ (qµ) of inter-
orbital triplets ησ is obtained from the Feynman diagram
in the Fig.2:
Πσσ′ (qµ) =
∫
d3pµ
(2π)3
[
〈Tt˜ ψ+σψ†+σ′〉p+µ 〈Tt˜ ψ−σψ
†
−σ′〉p−µ
−〈Tt˜ ψ+σψ†−σ′〉p+µ 〈Tt˜ ψ−σψ
†
+σ′〉p−µ
]
+ V δσσ′ (20)
where the noted field-operator contractions are calcu-
lated at the indicated internal momenta
p±µ = ±pµ +
qµ
2
, (21)
and pµ = (p, ω), qµ = (q,Ω). Substituting (19) and using
7(17) we obtain:
Πσ,σ(qµ) = V +
1
2
∫
d3pµ
(2π)3
{
(22)(
1− ∆
2
ǫ(p−)ǫ(p+)
)[
G
+˜
(p−µ )G+˜(p
+
µ ) +G−˜(p
−
µ )G−˜(p
+
µ )
]
+(
1 +
∆2
ǫ(p−)ǫ(p+)
)[
G−˜(p
−
µ )G+˜(p
+
µ ) +G+˜(p
−
µ )G−˜(p
+
µ )
]}
Πσ,−σ(qµ) =
eiσ[ϕ(p
−)+ϕ(p+)]
2
∫
d3pµ
(2π)3
{
− v
2|p−||p+|
4ǫ(p−)ǫ(p+)
[
G
+˜
(p−µ )G+˜(p
+
µ ) +G−˜(p
−
µ )G−˜(p
+
µ )
]
+
v2|p−||p+|
4ǫ(p−)ǫ(p+)
[
G−˜(p
−
µ )G+˜(p
+
µ ) +G+˜(p
−
µ )G−˜(p
+
µ )
]}
These expressions contain the Matsubara frequency inte-
grals of the Green’s function products:∫
dω
2π
1
i
(
Ω
2 − ω
)
+ µ− s˜ǫ(p−)
1
i
(
Ω
2 + ω
)
+ µ− s˜′ǫ(p+)
=
f
(
s˜ǫ(p−)− µ
)
− f
(
−s˜′ǫ(p+) + µ
)
−iΩ+ s˜ǫ(p−) + s˜′ǫ(p+)− 2µ
T→0−−−→ − δs˜s˜′
ǫ(p−) + ǫ(p+)− s˜(2µ+ iΩ) . (23)
The Fermi distribution functions f(ǫ) = [1 + eβǫ]−1 at
zero temperature T = β−1 → 0 yield a finite numera-
tor in the result only when the two electron propagators
carry energies of the same sign, s˜ = s˜′ (note that the
chemical potential µ lies inside the bandgap). This sim-
plifies the calculations considerably, as only the first half
of both expressions in (22) matters at T = 0. In order to
obtain Πσ,−σ we also need:
ei[ϕ(p
−)+ϕ(p+)] =
ei2ϕ(q)
|p−||p+|
[∣∣∣q
2
∣∣∣2 − |p|2ei2θ] , (24)
where θ is the angle between the vectors q and p. The
term involving θ integrates out to zero in (22) because
the rest of the expression is invariant under p → −p.
We finally perform analytic continuation iΩ → Ω + i0+
in order to eventually interpret the pole frequency Ω as
mode energy, and obtain simplified formulas:
Πσ,σ(qµ) = V −
∫
d2p
(2π)2
(
1− ∆
2
ǫ(p−)ǫ(p+)
)
W (p±)
Πσ,−σ(qµ) = ei2σϕ(q)
∫
d2p
(2π)2
|q|2v2
16 ǫ(p−)ǫ(p+)
W (p±)
W (p±) =
ǫ(p−) + ǫ(p+)
[ǫ(p−) + ǫ(p+)]2 − (2µ+Ω)2
ϕ(q) = arg(−qy + iqx) , (25)
As before, p± = ±p + 12q, and the angle ϕ(q) corre-
sponds to the direction of zˆ × q. The above integral in
Πσσ(qµ) is ultra-violet divergent and has to be regular-
ized. We may simply subtract from it the divergent part
Πregσσ , which is calculated from the unregulated integral
at q = 0, Ω = 0 by setting µ = ∆ = 0. This way we
eliminate the contribution of unphysical vacuum fluctua-
tions at arbitrarily short length-scales, an artifact of the
continuum limit. We must keep v finite, however, since it
defines the electron spectrum at all energy scales in the
present relativistic theory. This procedure yields
Πregσσ′ = −δσσ′
∫
d2p
(2π)2
1
pv
= − Λ
2πv
δσσ′ , (26)
where Λ is an explicitly introduced momentum cut-off.
By the same approach we can obtain the inverse pair-
ing susceptibility in the symmetric triplet channel η0:
Π0,0(qµ) = V
′−
∫
d2p
(2π)2
(
1−
v2
4 |p−||p+|+∆2
ǫ(p−)ǫ(p+)
)
W (p±)
(27)
which requires no regularization. All quadratic couplings
between η± and η0 are found to be zero.
The imaginary parts of the expressions (25) and (27)
can be calculated analytically by adding an infinitesi-
mal imaginary part i0+ to the real frequency Ω. The
real parts of (25) and (27) can then be deduced in
principle by applying the Kramers-Kronig relations, but
this is severely complicated by the presence of terms in
Im{Πσσ′} that do not vanish at |Ω| → ∞. We instead
carry out all subsequent analysis by the simpler numeri-
cal evaluation.
The relativistic nature of the Cooper pair spectrum
is already evident from (25). There are Cooper pairs
of particles and pairs of holes, which are energetically
equivalent when the electron spectrum has particle-hole
symmetry (µ = 0). Also, the factor ei2σϕ(q) in Πσ,−σ(qµ)
reveals that the triplet pairs are spin-orbit-coupled and
have a twice larger spin-orbit SU(2) charge than elec-
trons. The effective action for triplets takes the form:
Sη =
∫
d3qµ
(2π)3
[
η†Π η + · · ·
]
, (28)
where η = (η+, η0, η−) is the spinor of triplet Cooper pair
fields and
Π =
 Π++ 0 Π−+0 Π00 0
Π+− 0 Π−−
 . (29)
Note that Π++(qµ) = Π−−(qµ) and Π−+(qµ) = Π
∗
+−(qµ).
Diagonalizing this matrix reveals three modes: the helical
triplets η˜±, whose quadratic coupling is:
Π˜±(qµ) = Πσ,σ(qµ)± |Πσ,−σ(qµ)| , (30)
and the symmetric triplet η0 whose quadratic coupling is
(27). Expanding Πσσ′ and Π00 to the quadratic order in
8the Cooper pair’s frequency and momentum reveals:
Π = A−B(Ω + 2µ)2 + c
[
zˆ(q× S)
]2
+Dq2 + · · · , (31)
where lowercase a, b, c . . . denote real constants, and up-
percase A = a′ + a′′Φ20, B = b
′ + b′′Φ20, D = d
′ + d′′Φ20
denote matrices involving the Yang-Mills magnetic flux
(7). The spin operator S components in the above equa-
tion are given by (5). Therefore, our perturbative calcu-
lation reveals the Rashba spin-orbit coupling for triplets.
The dispersions of the spin-orbit coupled particle and an-
tiparticle modes are merged into
Π ∝
[
Ω+ 2µ− v′zˆ(q× S)
][
−Ω− 2µ− v′zˆ(q× S)
]
+ · · ·
If we wished to extract the dynamics of only the particle
or only the hole modes, the ensuing action would quali-
tatively look like (4). Note that our present calculation
does not feature the SU(2) gauge symmetry. We broke it
explicitly in (12) to simplify calculations, so independent
terms such as D are allowed in (31).
Let us now analyze the triplet spectrum. The absence
of a solution to Π˜±(qµ) = 0 in (30) would indicate that
a coherent helical bosonic mode does not exist, while
Π˜±(qµ) < 0 at Ω = 0 indicates pairing instability. We
will numerically analyze the mode dispersions by express-
ing Π˜±(qµ) in the scaling form:
Π˜±(qµ) = V F±
(
Ω+ 2µ
V v2
,
q
V v
;
∆
V v2
)
. (32)
The interaction parameter V has the dimensions of mass
in d = 2, and is normally positive and inversely propor-
tional to the strength of triplet-channel attractive inter-
actions induced by the proximity effect. By applying a
gate voltage, V can be turned negative. Recall that the
functional form (32) that we obtain from the one-loop
approximation is accurate to all orders of perturbation
theory when expressed in terms of the renormalized pa-
rameters (because the ground state is fully gapped).
We will not make reference to particle versus hole char-
acter of the Cooper pairs in the following discussion, but
rather exploit the symmetry under Ω+2µ→ −(Ω+2µ).
If both helical modes η˜± were coherent, they would have
the same and positive energy at zero momentum, but
the energy of η˜+ would increase, while the energy of η˜−
would decrease with momentum. The zero-momentum
energy gap is often high enough to lie in the unpaired
electron continuum, and then the η˜+ is never coherent
while η˜− becomes coherent only at sufficiently large mo-
menta. But generally, even if both modes exist, only η˜−
is a candidate for condensation, and generally only at
sufficiently large momenta where its energy approaches
zero. The Figures 3 and 4 show the η˜− energy disper-
sion Ω−(q) obtained from Π˜−(q,Ω) = 0. The smallest
momentum at which condensation occurs is qmin, where
Ω−(qmin) = 0. However, the modes at larger momenta
are also unstable, because Π˜−(q, 0) < 0 at q > qmin. This
(a)
(b)
FIG. 3: Energy dispersions Ω−(q) of the critical helical
triplet mode, parametrized by the rescaled inverse interac-
tion strength V v2/2∆ at a fixed bandgap ∆ in (a), and by
4∆/V v2 at a fixed V in (b). Unshaded regions indicate the
continuum of unpaired electron states where Im(Π˜−) 6= 0. In-
creasing q and following a contour eventually brings a finite
mode energy to zero at some q = qmin where condensation
can occur. All modes beyond q > qmin are condensed as well
because Π˜−(q, 0) is negative. This massive instability shows
that the triplets tend to condense at finite momenta, where
their modes are rotationally degenerate. Only if qmin > Λ,
the momentum cut-off, the modes that would condense do
not exist and the insulating state remains a band-insulator.
Note that qmin grows by increasing the bandgap or decreasing
the interaction strength, and that all contours in the pane (b)
can be collapsed to one by geometric scaling.
9FIG. 4: The critical triplet mode dispersion Ω−(q) for ar-
bitrary chemical potential µ, quantum well bandgap ∆, and
inverse interaction strength V . This is just the Π˜−(q,Ω) = 0
surface obtained from (32), or the three-dimensional version
of the contour plot in Fig.3(b) for Ω + 2µ > 0. The curved
lines are dispersions at fixed ∆.
means that the assumed band-insulating ground-state in
calculations gives way to a non-uniform superconductor
in which the helical triplet Cooper pairs condense at fi-
nite momenta.
Interactions between Cooper pairs must resolve the
massive degeneracy of simultaneously condensing modes
with different momentum orientations. These modes
have even larger density of states if the condensation oc-
curs at µ = 0, which can be seen in Fig.3 by the vertical
tangents of Ω−(q) at Ω = 0, the courtesy of relativistic
particle-hole symmetry. But, most generally, the pres-
ence of a large number of unstable modes at q > qmin
means that Cooper pair interactions must play an im-
portant role in stabilizing the ground-state, regardless of
the fact that in real materials the crystalline lattice re-
duces the rotational mode degeneracy to a finite discrete
symmetry group at large momenta.
For completeness, we show the dispersions of the high-
energy helical triplet η˜+ and symmetric triplet mode η0
in the Figure 5. These modes need not exist as coherent
excitations, especially η˜+. However, it is useful to com-
pare its calculated dispersion (as if it were coherent) with
that of η˜−. The energy of η˜+ grows with momentum as is
usual, while the energy of η˜− decreases with momentum.
The symmetric triplet η0 has a tendency to condense at
finite momenta just like η˜−.
V. PHASE DIAGRAM
Here we combine the information gathered so far to
outline the qualitative features of the phase diagram.
Our main interest are the phases of the helical triplet
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FIG. 5: Energy dispersions Ω+(q) in (a) and Ω0(q) in (b) of
the high-energy helical triplet mode η˜+ and the symmetric
triplet mode η0 respectively. The TI’s bandgap ∆ is fixed,
while the contours and brightness correspond to the interac-
tion strengths, as in the Fig.3(a).
Cooper pair mode η˜−, which is created in the TI quan-
tum well by the proximity effect and then energetically
empowered by the Rashba spin-orbit coupling. If an η˜−
mode carries momentum q, then it also carries spin in
the direction zˆ× q.
Let us first briefly explain why the finite momentum
condensation of helical triplets likely leads to the forma-
tion of a vortex lattice. If the helical condensate formed
at only one particular momentum q, it would carry uni-
form charge and spin currents. This is not possible in
equilibrium. In order to eliminate the charge current, an
equally strong condensation should also occur at the mo-
mentum −q. The ensuing condensate would be a Fulde-
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condensed helical triplets have their spin locked to mo-
mentum by the right-hand rule, so a finite uniform spin
supercurrent survives in this state and makes it unac-
ceptable in equilibrium. In fact, after the charge flow is
removed, the spin flow cannot be eliminated due to the
spin-momentum locking as long as η˜− is the only con-
densed spinful mode at finite momenta. Therefore, the
equilibrium helical triplet condensate must organize its
spin superflow into closed loops.
Vorticity is quantized in any superconducting state.
The unavoidable quadratic kinetic energyEkin(q) = Ktq
2
(which was temporarily removed from (12) in order to
simplify pairing calculations) always makes the single-
quantized vortices least costly. Namely, the vortex core
energy is logarithmically ultra-violet divergent in the vor-
tex core radius, and proportional to the vortex “charge”
squared. Therefore, the equilibrium state of triplet spin-
currents has the minimum energy in some Abrikosov lat-
tice of single-quantized vortices. It should be also noted
that the SU(2) flux due to the Rashba spin-orbit coupling
cannot be expelled from the system by the presence of su-
percurrents (our gauge field is non-dynamical, there are
no gauge bosons analogous to photons). Consequently,
the triplet superconductor in the TI is of type-II. Hav-
ing a spin-current flow only along the system boundary
would yield too small energy gain, proportional only to
the system’s perimeter instead of its area.
We may regard these vortices as SU(2) topological
defects if the TR-symmetry is respected23. This TR-
invariant state of η˜− is such a superposition of Sz eigen-
modes η+ and η− that each U(1) vortex defect in the
phase of η+ coincides with an U(1) anti-vortex in the
phase of η−. Another possible outcome of triplet con-
densation in equilibrium is a vortex lattice of charge su-
percurrents with a spin texture locally perpendicular to
the current flow. This state would spontaneously break
the TR symmetry. Analyzing the structure and energet-
ics of such vortex lattices goes beyond the scope of this
paper and will be pursued elsewhere. We will only note
here that related vortex lattice states have been found in
two-component boson model calculations53,54.
The perturbative picture of the triplet pairing instabil-
ity (pertaining to the case of absent singlet condensate)
is fully self-consistent only if the insulating state adjacent
to the transition is a band-insulator, as we initially as-
sumed. The band-insulator then results from the smallest
condensation momentum qmin being larger than the mo-
mentum cut-off Λ set by the material’s crystal lattice. All
existing helical modes at q < Λ are then gapped. How-
ever, the above expectation of a vortex lattice in the su-
perconducting phase carries the seed of the perturbation
theory’s breakdown near the transition. Namely, quan-
tum fluctuations are capable of melting the vortex lattice
in a first-order transition, which preempts the naively ob-
tained second order pairing transition23. This is a funda-
mentally non-perturbative effect missed by our calcula-
tion, as it involves the quantum fluctuations of topolog-
ical defects. Cooper pairs remain dynamically dominant
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FIG. 6: The phase diagram of the helical triplet supercon-
ductivity in the TI at a fixed interaction strength V . The
unshaded areas are metallic in the absence of interactions,
and become superconducting with any amount of attractive
interactions via the BCS instability. The shaded colored area
is a helical superconductor with an SU(2) vortex lattice, which
can coexist with a singlet superconductor shaded in the lighter
color as discussed in the section III. The relative positions of
singlet and triplet transitions cannot be determined in the
present qualitative calculation. Quantum fluctuations can
melt the SU(2) vortex lattice and yield a strongly correlated
topological insulator of Cooper pairs. The labeled contours
correspond to fixed values of qmin/Λ calculated from (30),
where Λ is the momentum cut-off. When qmin > Λ, the
ground-state is a band-insulator shaded in gray.
at low energies in the ensuing vortex liquid state, and
hence we may view the obtained insulator as strongly
correlated. It has been argued that such insulators could
be exotic incompressible quantum liquids with fractional
excitations. Similar scenarios have been numerically ob-
served for bosonic particles in effective magnetic fields:
quantum melting of a vortex lattice can produce frac-
tional quantum Hall states55–59.
It now remains to explore how the helical triplet super-
conductivity could be brought into competition with cor-
related insulating states. The Figure 6 shows the pairing
instability phase diagram in terms of the two practical
tuning parameters in the device from Fig.1, the quan-
tum well bandgap ∆ (controlled by the well thickness),
and the chemical potential µ (tuned by the gate voltage).
The present model features two special bandgap values
∆1,2 at any fixed interaction strength and momentum
cut-off. If ∆ < ∆1, the quantum well superconducts for
any applied gate voltage, and if ∆ > ∆2 the ground-
state is either a band-insulator or a BCS superconduc-
tor depending on µ. Keeping ∆ < ∆2 and placing µ
within the colored area in Fig.6 yields a vortex lattice
superconducting state. The perturbation theory views
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the phase transition between such a superconductor and
the band-insulator as a second-order one (shown as the
dashed thick red line): coming from the insulator side
(∆ < ∆2), a helical triplet mode is coherent and its gap
gradually closes at q = Λ. However, this picture is not
entirely accurate as we explained above. Coming from
the superconductor side, the quantum zero-point motion
of vortices leads to a first-order vortex lattice melting
transition (at some critical finite value of the order pa-
rameter, shown by the thin dashed black line) before the
perturbative second-order transition can take place. This
means that the there is at least one intervening corre-
lated insulator phase between the superconductor and
the band-insulator, a quantum vortex liquid which could
be a fractional topological insulator.
VI. DISCUSSION AND CONCLUSIONS
In conclusion, we showed that unconventional triplet
superconductivity is generally possible in TI quantum
wells proximate to a conventional superconductor. It in-
volves triplet condensation at finite momenta under the
influence of the Rashba spin-orbit coupling, likely lead-
ing to a vortex lattice state. Quantum melting of such a
vortex lattice is tunable by the gate voltage and expected
to yield a correlated triplet insulator, a vortex liquid that
could exhibit topological order and excitations with frac-
tional statistics. We argued that singlet superconductiv-
ity, also possible in the TI quantum well, need not be an
obstacle to obtaining the superconducting and correlated
insulating phases of triplets.
Since the correlated insulators necessarily intervene
between the triplet superconductor and band-insulator
phases, there are no fundamental obstacles to realiz-
ing them in practical devices. Apart from disorder, the
main practical limitations are how large bandgaps and
how strong proximity-induced interactions can be engi-
neered. If the proximity effect can produce supercon-
ductivity in the TI in the first place, which is the cur-
rent premise made in literature, then the interactions
are strong enough as well. One must then engineer a
sufficiently thin quantum well, with a sufficiently large
bandgap, to allow approaching the band-insulator in the
Fig.6. The required bandgap may be larger than a sin-
gle TI monolayer could provide. If so, one must weaken
the proximity-induced interactions in the TI, and this
is guarantied to expand the band-insulator region in the
phase diagram. Controlling interactions may not be easy,
but making them weaker is surely possible by choosing a
SC material with a lower critical temperature, inserting
tunneling barriers between the SC and TI, etc.
We will finish this analysis by discussing the role of
spinless intra-band and inter-band Cooper channels in
the TI quantum well. The idealized model (1) has a U(1)
symmetry associated with the conservation of the helical
spin projection σ˜z . This gives the spinful helical Cooper
pairs η˜± a certain autonomy, thereby justifying our fo-
cus on them in the section IV. We should, however, ask
how the spinful and spinless channels might compete with
each other. In the absence of a full spin SU(2) symmetry,
the spinless channels can be coupled with one another.
Among their mixtures, the modes with pronounced inter-
orbital singlet φ0 or symmetric triplet η0 components are
unlikely to be dynamically important anywhere in the
phase diagram. This is because the lowest energy φ0 and
η0 Cooper pairs of not too large size are made from two
electrons with roughly opposite momenta, opposite spins
and opposite orbitals, which tends to place them in the
different spin-orbit bands and impose the full bandgap as
a hurdle to pairing by weak interactions. The intra-band
singlets are the main competitors to helical triplets, but
they are not aided by the spin-orbit coupling.
Realistic TIs do not have the spin U(1) symmetry, at
least due to disorder. For this reason, a realistic model
should not conserve the number of any type of Cooper
pairs (only their total charge is conserved), and terms
such as η†+φ0 are allowed in the action (4). Conse-
quently, a condensate driven by any channel will have
phase-locked contributions from other channels. There
is a certain frustration to be resolved, because the spin-
less Cooper pairs prefer to condense into a uniform state,
while the spinful ones prefer to form a vortex lattice. In-
deed, depending on which condensate component is dom-
inant, the superconducting state will either be uniform or
host a vortex lattice, and its transformation under trans-
lations, rotations, etc. is the only qualitative property
that can distinguish it from the other superconducting
states. However, the phase-locking is not efficient in the
TR-invariant vortex lattice state dominated by the spin-
ful triplets. Namely, this state features finite but oppo-
site circulating charge supercurrents of η+ and η− that
cancel each other’s drag of supercurrents in the spinless
channels. Only if the TR symmetry were spontaneously
broken would there be some net drag, but the additional
energy required to support circulating supercurrents in
the channels where they are unnatural likely makes the
TR-invariant vortex lattice (of spinful triplets alone) the
most favorable ground-state.
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