The Killing form β of a real (or complex) semisimple Lie group G is a leftinvariant pseudo-Riemannian (or, respectively, holomorphic) Einstein metric. Let Ω denote the multiple of its curvature operator, acting on symmetric 2-tensors, with the factor chosen so that Ω β = 2β . The result of Meyberg [8], describing the spectrum of Ω in complex simple Lie groups G, easily implies that 1 is not an eigenvalue of Ω in any real or complex simple Lie group G except those locally isomorphic to SU(p, q), or SL(n, IR), or SL(n, C) or, for even n only, SL(n/2, IH), where p ≥ q ≥ 0 and p + q = n > 2. Due to the last conclusion, on simple Lie groups G other the ones just listed, nonzero multiples of the Killing form β are isolated among left-invariant Einstein metrics. Meyberg's theorem also allows us to understand the kernel of Λ , which is another natural operator. This in turn leads to a proof of a known, yet unpublished, fact: namely, that a semisimple real or complex Lie algebra with no simple ideals of dimension 3 is essentially determined by its Cartan three-form.
to a nonzero multiple of the Killing form β . Our convention about β reads β (x, x) = tr [Ad x] 2 for any x in the Lie algebra g of G.
(1.1)
Thus, if G is semisimple, β constitutes a bi-invariant, locally symmetric, non-Ricci-flat pseudo-Riemannian Einstein metric on G, with the Levi-Civita connection D. We denote by Ω : [g * ] ⊙2 → [g * ] ⊙2 a specific multiple of the curvature operator of the metric β , acting on symmetric symmetric bilinear forms σ : g → g, so that, whenever x, y ∈ g, a)
[Ωσ ](x, y) = 2 tr [(Ad x)(Ad y)Σ ], for Σ : g → g with b) σ (x, y) = β (Σ x, y).
( 1.2) See Remark 2.4. The same formula (1.2) defines the operator Ω in a complex semisimple Lie group G, acting on symmetric complex-bilinear forms σ . We then identify Ω with the analogous curvature operator for the (C-bilinear) Killing form β , treating the latter as a holomorphic Einstein metric on the underlying complex manifold of G.
The structure of Ω in complex simple Lie groups is known from the work of Meyberg [8] , who showed that Ω is diagonalizable and described its spectrum. For the reader's convenience, we reproduce Meyberg's theorem in an appendix. His result easily leads to a similar description of the spectrum of Ω in real simple Lie algebras g, which we state as Theorem 4.1 and derive in Section 4 from the fact that, given any such g, a) either g is a real form of a complex simple Lie algebra h, or b) g arises by treating a complex simple Lie algebra h as real. For both real and complex semisimple Lie groups G, studying Ω can be further motivated as follows. Let 'metrics' on G be, by definition, pseudo-Riemannian or, respectively, holomorphic, and E denote the set of Levi-Civita connections of left-invariant Einstein metrics on G. Then, as shown in [5, Remark 12.3] , whenever a semisimple Lie group G has the property that 1 is not an eigenvalue of Ω , the Levi-Civita connection D of its Killing form β is an isolated point of E . The converse implication holds except when G is locally isomorphic to SU(n), with n ≥ 3. See [5, Theorems 22.2 and 22.3] .
In a real/complex Lie algebra g, we define Λ :
Thus, Λ is a real/complex-linear operator, sending symmetric bilinear forms σ on g to exterior 4-forms on g. For the Killing form β one has
Ad z is β -skew-adjoint. Furthermore, by the Jacobi identity and (
If, in addition, g is semisimple, there is also the operator Π :
Our first main result, established in Section 3, relates Ω to ΠΛ :
, the composite of Λ and the restriction of Π to the subspace
Theorem A Let Ω , Λ and Π be the operators defined by (1.2), (1.4) and (1.6) for a given semisimple real/complex Lie algebra g. Then 2ΠΛ = −(Ω + Id)(Ω − 2 Id).
Next, in Section 5, we use Meyberg's result and Theorem A to obtain the following description of Ker Λ for semisimple Lie algebras g. It provides a crucial step in our proof of Theorem C (see below).
Theorem B Given a real/complex semisimple Lie algebra g with a direct-sum decomposition g = g 1 ⊕ . . . ⊕ g s into simple ideals, s ≥ 1, let Λ and Λ i denote the operator defined by (1.4) for g and, respectively, its analog for the ith summand g i .
(iii) dim Ker Λ = 12 if g is simple and dim g = 6, which happens only when g is real and isomorphic to the underlying real Lie algebra of sl(2, C), while Ker Λ then consists of the real parts of all symmetric C-bilinear 
, where β denotes the Killing form.
(1.7)
The following result has been known for decades, although no published proof of it seems to exist [3] . By an isomorphism of the Cartan three-forms we mean here a vector-space isomorphism of the Lie algebras in question, sending one three-form onto the other. We derive Theorem C from Theorem B, in Section 7.
Theorem C Let

Preliminaries
Suppose that g is the underlying real Lie algebra of a complex Lie algebra h. We denote by β and C the Killing form and Cartan three-form of g, cf.
(1.1) and (1.7), by Λ the operator in (1.4) associated with g, and use the symbols β h , C h , Λ h for their counterparts corresponding to h. Obviously, whenever σ : g × g → C is a symmetric C-bilinear form, The Cartan three-form C with (1.7) has the components C i jk = C i j r β kr , where β is the Killing form. The definition (1.1) of β , its bi-invariance, and the Jacobi identity now read
In the remainder of this section g is also assumed to be semisimple. We can thus lower and raise indices using the components β i j of the Killing form β and β i j of its reciprocal: 
Lowering the index k, we obtain (2.5). Next, we introduce the linear operator It is given by σ → τ, where 2τ i j = γ pq R ip j k σ qk in terms of components relative to a basis of the tangent space at any point, the sign convention about the curvature tensor R being that a Euclidean tangent plane with an orthonormal basis x, y has the sectional curvature γ pq R i jk p x i y j x k y q . When γ is the Killing form β of a semisimple Lie group G, treated as a left-invariant metric (see the lines following (1.1)), this operator equals −Ω /16, for Ω with (1.2). In fact, the description of the Levi-Civita connection D of β in the Introduction
Lemma 2.1(b) now implies our claim, as T kl i j = −8β kp R jpi l due to (2.4.ii) and (2.6).
Proof of Theorem A
We use the component notation of Section 2. According to (1.4) and (1.6),
In any real/complex semisimple Lie algebra g, for C i j k , T kl i j as in Section 2,
In fact, the first of the three terms naturally arising on the left-hand side of (3.2) equals 2δ r p δ s q since, by (2.4.i-ii), C i j p C i j r = −δ r p and C kl q C kl s = −δ s q . The other two terms coincide (as skew-symmetry of
and so they add up to
; the rightmost equality is due to the Jacobi identity (2.4.iii).
The last expression consists of the first term, is the direct sum of two Ω -invariant subspaces: one formed by the real parts of C-bilinear symmetric functions σ : h × h → C, the other by the real parts of functions σ : h × h → C which are antilinear and Hermitian. Secondly, Ω vanishes on the "Hermitian" summand, and its action on the "symmetric" summand is equivalent, via the isomorphism σ → Re σ , to the action of Ω h on C-bilinear symmetric functions σ . With diagonalizability of Ω h again provided by of Ω in any real or complex simple Lie algebra except the ones isomorphic to sl(n, IR), sl(n, C), su(p, q) or, for even n only, sl(n/2, IH), where n = p + q ≥ 3. In fact, by Theorem 2.2 and parts (ii) -(iii) of Theorem 4.1, the only real or complex simple Lie algebras in which Ω has the eigenvalue 1 are, up to isomorphisms, sl(n, C) for n ≥ 3 and their real forms. According to Remark 4.2, these are all listed in the last paragraph.
Proof of Theorem B
Let σ ∈ [g * ] ⊙2 and Λσ = 0. Consequently, by (1.4) 
z, z ′ ∈ h j with j = i. The summands h i and h j , being simple, are spanned by such brackets [x, y] and [z, z ′ ], and so h i is σ -orthogonal to h j . As this is the case for any two summands, we obtain (i), the right-to-left inclusion being obvious. Next,
In fact, the second inclusion is obvious from Theorem A; the first, from Theorem 4.1(iv), (1.5.i) and (2.1.iii) applied to complex multiples σ of β h . Part (ii) of Theorem B is immediate, as [g * ] ∧4 = {0} when dim g = 3. Also, if g is simple and dim g = 6, Lemma 4.3(i)-(ii) implies that g is real and isomorphic to sl(2, C). From (2.1.iii), with Λ h σ = 0 by (ii), we now get
denotes the space of all symmetric C-bilinear forms σ : g ×g → C. As Re σ uniquely determines such σ , that is, the operator σ → Re σ is injective, we thus have dim IR F = 12. 
Some needed facts from linear algebra
In this section g is the underlying real space of a finite-dimensional complex vector space h and J : g → g is the operator of multiplication by i, also referred to as the complex structure. We denote by β h a fixed nondegenerate C-bilinear symmetric form on h, so that the IRbilinear symmetric form β = 2 Re β h on g is nondegenerate as well. The same applies to any nonzero complex multiple of β h . Thus, β and γ = 2 Im β h constitute a basis of a real vector space P of IR-bilinear symmetric forms on g. All nonzero elements of P are nondegenerate. As β h is C-bilinear, γ(x, y) = −β (x, Jy) for all x, y ∈ g. We use components relative to a basis of g, as in Section 2.
Lemma 6.1
The real spaces g and P uniquely determine the pair (J, β h ) up to its replacement by (J, aβ h ) or (−J, aβ h ), with any a ∈ C {0}.
Proof For any basis κ, λ of P, replacing β h by a complex multiple, which leaves P unchanged, we assume that κ = β . Thus, λ = uβ + vγ, where u, v ∈ IR and v = 0. Writing the equality γ = −β ( · , J · ) as γ rq = −β rs J s q , and then using the reciprocal components κ pr = β pr , we obtain κ pr λ rq = β pr (uβ rq − vβ rs J s q ) = uδ p q − vJ p q . Now ±J may be defined by declaring the matrix J p q to be the traceless part of κ pr λ rq , normalized so that J 2 = −Id. At the same time, fixing any κ ∈ P {0} we may assume, as before, that κ = β . Then κ and γ = −κ( · , J · ), determine 2β h , being its real and imaginary parts. Combined with the last sentence of the preceding paragraph, this completes the proof.
⊓ ⊔
The next fact concerns two mappings, rec : P {0} → g ⊙2 and g ⊙2 ∋ µ → µ ♭ ∈ End g. The former sends every nonzero element of P (which, as we know, is nondegenerate) to its reciprocal. The latter is the operator of index-lowering via β , and takes values in the space of IR-linear endomorphisms of g, which include complex multiples of Id. We then have
Namely, under index raising with the aid of β , the operators A = aId, for a ∈ C {0}, correspond to elements µ of g ⊙2 characterized by µ pq = β pr A 
Remark 6.4
In the first sentence of Remark 6.3, treating C and β formally, we see that in the complex case C and β determine, via (1.7), the same bracket [ , ] as C and β .
Proof of Theorem C
For a real/complex Lie algebra g, let the mapping Φ :
, where µ ∈ g ⊙2 is treated as a symmetric real/complex-bilinear form on g * , and C(x, y) stands for the element C(x, y, · ) of g * . If g is also semisimple, the isomorphic identification g ≈ g * provided by the Killing form β induces an isomorphism [g * ] ⊙2 → g ⊙2 , which we write as σ → σ ♯ . Then, in view of (1.4) and (1.7), Φ(C, σ ♯ ) = Λσ for any σ ∈ g ⊙2 and the Cartan three form C.
Theorem C is a trivial consequence of the following result combined with Lemma 4.3(ii) and the fact that, by multiplying a Lie-algebra bracket operation [ , ] by a nonzero scalar, one obtains a Lie-algebra structure isomorphic to the original one. Proof Let C be the Cartan three-form of g. By (7.1), Ker ∆ = {σ ♯ : σ ∈ Ker Λ } for the real/complex-linear operator ∆ :
given by ∆ µ = Φ(C, µ). Then, if one views all µ ∈ Ker ∆ ⊂ g ⊙2 as linear operators µ : g * → g, (e) the simple direct summands of g are precisely the minimal elements, in the sense of inclusion, of the set S = {µ(g * ) : µ ∈ Ker ∆ , and dim µ(g * ) = 3 or dim µ(g * ) ≥ 6}.
In fact, S consists of the images of those linear endomorphisms Σ : g → g which correspond via (1.2.b) to elements σ of Ker Λ, and have rank Σ / ∈ {0, 1, 2, 4, 5}. To describe all such Σ , we use the four parts of Theorem B, referring to them as (i) -(iv). Specifically, by (i), our Σ are direct sums of linear endomorphisms Σ i of the simple direct summands g i of g, while Σ i are themselves subject to just two restrictions: one due to the exclusion of ranks 0, 1, 2, 4 and 5, the other depending, in view of (ii) -(iv), on
states that Σ i is only required to be β -self-adjoint (to reflect symmetry of σ i related to Σ i as in (1.2.b)). Similarly, it is clear from (iv) and (2.2) that, with a specific the scalar field IF, We thus obtain one of the inclusions claimed in (e): every minimal element of S equals some summand g i . Conversely, any fixed summand g i is an element of S, realized by Σ with Σ i = Id and Σ j = 0 for all j = i, cf. Lemma 4.3(iii). Minimality of g i is in turn obvious from (7.2) if d i / ∈ {3, 6}, while for d i = 3 or d i = 6 it follows from the restriction on rank Σ combined, in the latter case, with complex-linearity of Σ i . This yields (e). Now (a) is obvious from (e), as ∆ and S depend only on C and the vector-space structure of g. To prove (b) -(c), we fix i with d i / ∈ {3, 6}. Elements µ of Ker ∆ having µ(g * ) = g i correspond, via (1.2.b) followed by the assignment σ → µ = σ ♯ , to endomorphisms Σ of g which satisfy (7.2) and vanish on g j for j = i. Any such µ, now viewed as a bilinear form on g * , is therefore obtained from a bilinear form µ i on g * i by the trivial extension to g * , that is, pullback under the obvious restriction operator g * → g * i . If IF = IR, it is immediate from (7.2) that the resulting forms µ i are nonzero multiples of the reciprocal of the Killing form of g i , and Remark 6.3 implies (c). Next, let IF = C. We denote g i treated as a complex Lie algebra by h and Cartan three-form of h by C h . Formula (6.1) states that, in view of (7.2), the reciprocals of our µ i are precisely the nonzero elements of the space P defined in Section 6. Thus, Lemma 6.1, (2.1.ii) and Remark 6.2 imply that C determines the triple (J, β h ,C h ) uniquely up to replacements by (J, aβ h , aC h ) or (−J, aβ h , aC h ), with a ∈ C {0}. This proves (b), while using Remarks 6.3 -6.4 we obtain (c) for IF = C as well. Finally, (c) and Lemma 4.3(i)-(iii) easily yield (d).
⊓ ⊔
