This paper provides a detailed examination of price responses in the Swedish gasoline market to changes in the world market price. We use daily price data from one of the leading retail chains together with input costs (spot market price and exchange rate) for the period January 1980 to December 1996. Over the period the list price was increased (decreased) 130 (120) times, but the periodicity varies substantially and there are very few small price adjustments. This pattern is broadly consistent with a statedependent pricing rule. Predictions of a simple Ss-model are tested with an ordered probit sample selection model. The results show that price adjustments are more likely to occur when either the input price or the exchange rate has moved significantly since the last price adjustment. However, our results indicate that prices are not adjusted to the long run equilibrium price at once. Therefore we explore an error correction model (ECM), that shows that in the short run prices are gradually moving towards the long run equilibrium in response to cost shocks.
Introduction
In this paper we study the pass-through of cost changes to retail prices in the Swedish gasoline market. We use 17 years of daily retail gasoline prices from one of the major retail chains. These data provide an unusually clean case to test hypotheses about how firms react to changes in the underlying costs of inputs, since both price and costs are observable on a daily basis. For the same period and frequency we have spot market prices of gasoline (quoted in US dollars) in Rotterdam and the exchange rate between Swedish kronor and US dollars. Even though both the input price and the exchange rate exhibit daily fluctuations the retail price is rigid in the short run. In the longer run, however, prices appear to follow the cost movements quite closely. Much of the paper is concerned with the details of price adjustment and in particular the decision to adjust. In the second part of the paper we study the long-run pass-through of costs. Figure 1 shows the relationship between price and costs in the Swedish gasoline market for the sub-period July-September, 1995. Output price remains fixed for some period of time and when it is adjusted it is in the direction motivated by the underlying variable. This pattern can be regarded as typical for prices of individual products. The stickiness of prices is a well known phenomenon and has been the focus of considerable theoretical and empirical attention (see Blanchard and Fisher (1989, p. 372-426) and Mankiw and Romer (1991) for overviews). Below we use figure 1 to illustrate how some of the methodological and data problems that previous studies have encountered can be categorized. Of course, this does not mean that they are uninformative, but rather points to factors to be kept in mind when discussing the results and what they tell us about price setting behaviour.
Figure 1 about here
Our work is related to a set of recent empirical papers that have been concerned with price adjustments in response to cost changes. Awh and Primeaux (1992) use annual price data from electric utilities and measure cost by total operating expenditure. Dahlby (1992) uses quarterly data on insurance premiums and Kraft (1995) annual price indexes for two digit German industries, and both control for cost with wage indexes. A common feature of these studies is that the data have low frequency which in Figure 1 corresponds to a situation where prices and cost are only observed with long intervals. Moreover, often the prices are average market prices whose development will be smoother than prices set by individual firms.
Another line of research uses quoted prices of specific products and are primarily interested in how often prices are adjusted in response to inflation. Cecchetti (1986) studies the prices of magazines and Kashyap (1995) studies prices in retail catalogs (issued approximately every sixth month). Lach and Tsiddon (1997) provide evidence of the timing of price adjustment of food products and beverages in Israel. In comparison with the data depicted in Figure 1 the price is measured accurately but the development of costs are unobserved in so far as they differ from the general level of inflation.
The relatively clean data on input and output prices have made gasoline prices the subject of many studies of price adjustments. Some recent examples include Bacon (1991), Borenstein et al (1997) and Slade (1992) . Additional references are given in Duffy-Deno (1996) . However, all studies that examine a longer time period use price data aggregated to regional or national levels. Again referring to figure 1, information about when an individual firm chooses to change its price is lost.
The variability of exchange rates has spurred a growing literature that studies the pass-through of exchange rate changes into import prices. Menon (1995) provides a survey. The papers generally use unit value data (total customs declared value of imports divided by the quantity of imports in the industry) and do not consider other cost shifters than the exchange rate. This makes them vulnerable to the same types of criticism that can be directed against the papers mentioned above. There is a lack of detailed case studies of individual markets (Goldberg's (1995) study of the U.S. automobile market is one exception).
A recurring theme in the literature is whether price adjustments are symmetric with respect to some underlying variable(s). For example Borenstein et al (1997) are interested in whether gasoline prices are more flexible upwards than downwards. Feenstra (1989) tests if the long-run pass-through of tariffs and exchange rates onto prices of Japanese cars, trucks and motorcycles in the US market are equal. In this paper we study various types of symmetry, e.g. upwards and downwards flexibility of prices, symmetry in response to input costs and taxes.
The paper is organised as follows. Section 2 sketches a theoretical model of price setting when there are fixed adjustment costs. Section 3 describes the market and defines the variables used. It also provides a first look at the behavior of prices, costs and time between price adjustments. Section 4 contains our econometric analysis. We employ both a technique that corresponds closely to our theoretical model (an ordered probit sample selection model) as well as an error correction model. Section 5 concludes and discusses our results.
A theoretical framework
There are a large number of theories that try to explain why prices would be fixed in response to small shocks in some underlying variable. Several of them do not offer predictions for how the price should be adjusted for example models building on a kinked demand curve. One of the most important theories that actually does present hypothesis for how prices are adjusted is the Ss-model, where Barro(1972) is one of the earliest references. The central argument rests on fixed costs of price adjustments, which implies that prices remain fixed for minor disturbances. When the underlying stochastic variable follows a random walk with no drift, the price will be adjusted back to the static optimum whenever the stochastic variable passes an upper bound (S) or a lower bound (s). At a first glance the Swedish gasoline industry seems to correspond closely to the assumptions of the simple Ss-model. We can not reject that input prices follow random walks during the sample period (see section 3) and the good can be analyzed as being non-storable. 1 To formalize the ideas we sketch a simple Ss-model of price setting when there are shocks to two cost variables and demand is linear with slope b. 2 Assume that if the price was set to maximize contemporaneous operating profits in each period, the maximization problem would be given by 1 Further, adjustment seems to take place by changing the retail price rather than changing other decision variables such as the quality or terms of delivery of the good (which Carlton (1986) found to play a significant role on the markets that he studied). 2 The model is based on the Blanchard and Fischer (1989, p. 402 ) rendition of Barro's (1972) 
In a frictionless world this is the price that we would observe at every moment. 
Price will adjust when the opportunity cost of not adjusting the price L, reaches some threshold level. The opportunity cost depends on the change in costs since the last time that price was set.
How much will then the price change when it actually does change? When costs follow random walks their current values summarize all relevant information for predicting tomorrow's values. Therefore in a period when the price changes the resulting price will only be dependent on the current costs. Let ∆RP* denote the difference between the optimal price that was set at time t and the optimal price that is set at time t+n, when costs have drifted far enough to motivate a price adjustment. It is easily shown that
Figure 2 below gives a simple representation of the adjustment pattern of the price that we would expect based on fixed costs of adjustment. When the opportunity cost of not adjusting price has drifted far enough, a threshold is reached and the firm adjusts its price. Since the adjustment cost is independent of the size of the change, the firm will adjust to the static optimum once it finds that the benefit of changing its price outweighs the cost of doing so.
Figure 2 about here
Adding more realism to the model is certainly possible. Unfortunately the tractability decreases sharply. Nevertheless we will offer some qualitative predictions about adjustment patterns under some different assumptions. The above pattern clearly relies on fixed adjustment costs. If we instead only had quadratic adjustment costs (no fixed cost) price should be adjusted every period (analogous to the argument in e.g. Gagnon and Knetter (1995) and Kasa (1992) ). We would observe a partial adjustment pattern, since it is less costly to change the price in several small steps instead of in one large leap. With a combination of fixed and quadratic adjustment costs one would find no small price adjustments and a gradual adjustment pattern when there are large shocks. 3 The simple form that equation (4) takes hinges on that we assume that the firm acts as a monopolist facing a linear demand function. Thus we disregard that there are competitors in the market who will be affected by the same cost shocks. More generally, the pass-through of cost changes to prices depends on how the demand elasticity changes as the price changes and on the cost shocks of competitors. 4 Keeping the limitations of the stylized model in mind, equations (3) and (4) form the basis for our econometric specification in section 4.1. We predict that price adjustment is more likely to occur the further costs and taxes have drifted since the last price adjustment. More specifically the opportunity cost should be dependent on the squared drift(s). Price adjustment, when it does take place, will be dependent only on the drift. If we find that current price adjustment is explained by cost changes prior to the previous adjustment, this is inconsistent with only fixed adjustment costs.
Market and data description
We study the price of leaded premium gasoline to consumers in Sweden for the period January 1, 1980 to December 31, 1996. Gasoline is almost exclusively sold by branded stations and prices in the retail market are determined by the list prices of retail chains (from now on refereed to as "firms"). In this respect the Swedish gasoline market is thus quite different from the one in e.g. the United States (see Borenstein et al (1997) ), where vertical integration is much less prevalent. The quantity of gasoline sold annually has increased slightly over the period (from 4913' m 3 in 1980 to 5682' m 3 in 1996). Firm concentration shows a weak tendency to rise, the Herfindahl-index has increased from 0.127 in 1980 to 0.152 in 1996. Some previous studies (e.g. Neumark and Sharpe (1992) , Weiss (1993) ) have tested if market structure has an effect on the nature of price adjustment. We have tested if firm concentration significantly influenced the long-run equilibrium prices (reported in (5) below) but found no evidence that the small increase in concentration had any measurable effect.
From January 1990 and onwards the data set includes prices for virtually all the retail chains (the seven firms in the sample represent 94.5% of sales in 1996). For the period from January 1980 to December 1989 price data are available for two of the firms (Shell and Norsk Hydro).We restrict our attention to the retail list price of one of the firms, Shell, which throughout the period is either the largest or the second largest firm (with a market share of 16.5-21.0%). 5 The behavior of Shell's retail price is representative for the prices of other firms, since more often than not, firms' list prices are identical and they all adjust their prices within a day or two. 6 Even though the prices are more or less identical for a retail chain across the country (save for some minor differences due to transport costs) there is some local variation in retail prices.
The local variation refers to constant differences in price levels and not to differences in the pattern of price adjustments.
4 See e.g. Feenstra, Gagnon and Knetter (1996) . 5 Swedish Petroleum Institute Annual Report, various issues. 6 Clearly this is not a perfectly competitive market in the sense that the demand for a firm's product instantaneously disappears if it charges a higher price than competitors (e.g. due to localization of the retailers). Issues regarding strategic interaction (in particular firms' ability to co-ordinate their price changes) will be addressed in some future work.
The chain from input price to consumer price is very simple in Sweden. For the firms the relevant input price is the Rotterdam spot price for gasoline. Some firms buy their gasoline at this price in the spot market, but even those who operate their own refineries claim to use it as the transfer price between the producing and the selling divisions.
Variable definitions and sample period
We study the retail price divided by (1+VAT) which is denoted RP. This price is observed every day and can, in principle, be adjusted any day. The Rotterdam spot market price of gasoline in USD, SP, and the SEK/USD exchange rate, E, are not quoted on weekends and public holidays. We assume these variables to be unchanged during these days. The marginal cost of gasoline in SEK is denoted MC and defined as SP*E. Figure 3 shows the development of RP, MC and TAX over the sample period. We have identified three price wars (partly from information in the documents given to us by the companies), January 2, 1984 -February 21, 1984 , April 2, 1988 -May 6, 1988 and September 30, 1993 -October 28, 1993 . For the purpose of this paper it is natural to exclude the price war periods since our interest is in the relation between costs and prices, and during periods of price wars price changes do not reflect costs changes (one episode is illustrated in Figure 4 ). 7 We drop from our sample the period beginning the day after the last price adjustment prior to the price war and ending the day after the price increase that ends the price war. The period August 29, 1986 -August 23, 1987 is excluded because of a legally imposed price freeze.
Figure 4 about here

Descriptive statistics
Much of the recent literature on pricing has been concerned with the distribution and frequency of price adjustments. The possible asymmetry between price increases and decreases has been an intensely debated question. To add to the evidence on the behavior of prices we begin by a fairly detailed description of the distribution of price adjustments, before we relate them to cost changes. Even though our sample contains 250 price adjustments they are quite infrequent (roughly once every third week). For the sample there are about the same number of price increases as price decreases and their sizes are of the same magnitude as seen in Table 2 . Thirteen of the price adjustment are associated with tax changes and correspond to the largest price increases. These price adjustments are different from the other price adjustments in some aspects, primarily because tax changes are known by the firms in advance.
Excluding these results in 117 upward and 120 downward price adjustments, with a mean adjustment of 7.59 for increases and -6.62 for decreases . Considering that the data contains seventeen years of which several had high general inflation this may seem surprising. However, the retail price of gasoline is largely determined by the highly volatile spot market price (in USD) and the likewise volatile SEK/USD exchange rate, which together resulted in the input cost in SEK being almost the same in 1980 as in
1996.
Table 2 about here Figure 5 about here study the price wars in more detail but any econometric attempts to predict three price wars during seventeen years are likely to be unsuccessful.
Additional evidence on the symmetry of the distribution of price changes is given by Figure 5 . The size distribution of price increases is similar to that of price decreases. Thus there is no apparent asymmetry such as price decreases being smaller or larger. The figure also points at one important feature of the adjustments, namely that there is a minimum absolute size of |∆RP|=2. This strongly indicates that there is some fixed cost associated with price changes that keeps firms from making very small adjustments. 8 Moreover, conditional on |∆RP|>>2, small adjustments are more frequent than large ones. All adjustments larger than |18| are associated with tax changes or large discrete changes in E due to devaluations of the Swedish krona 9 . The next important fact is the existence of absolute changes of quite different magnitude in this interval (between |2| and |18|). The size of the price adjustments and the time between them is not stable over time. Table 3 shows that there are more adjustments which on average are smaller in size in the 90's than in the 80's. Although this is the case there is considerable variability of the size of adjustment, also within subperiods.
The frequency of price adjustments increases around 1990. The average time between two price adjustments is less than half in the 90's compared to the previous decade. Table 3 here
Further evidence of the timing arise from breaking down price adjustments into the day of the week and month of the year as we do in Table 4 . Firstly, for the gasoline market there is some seasonal variation in sales over the year with a peak in the summer months. If there are fixed costs of adjusting price, but the loss of having a misadjusted price is proportional to the sales volume, one would expect to find relatively more adjustments during the high demand months (holding marginal costs constant). This is not borne out by the table but could be an interesting method to determine the nature of adjustment costs in markets with a more pronounced seasonal pattern. Secondly, we find substantial differences in the number of price adjustments over the week, with few adjustments on Saturdays, Sundays, and Mondays. Of course the pattern may have several explanations. The most convincing one is that financial markets and the Rotterdam spot market are closed on Saturdays and Sundays and thus no new information arrives on these days. 10 Table 4 here
We now turn to an investigation of the relationship between price and cost. As a first step we use monthly data to estimate the long run relationship in levels between In the long run there is a near one-to-one relationship between RP and MC.
Over the period TAX and WAGE both increase more or less monotonically and the resulting high correlation explains the low coefficient on TAX. Not surprisingly the Durbin-Watson statistic shows evidence of positively autocorrelated error terms. This suggests that periods with relatively high prices tend to be followed by another period of relatively high prices, and vice versa.
Most (if not all) theories of price adjustments agree that there should be a non negative relation between recent cost changes and price adjustments. 11 Our data suggest that this is true on average, but that there are considerable deviations from this in many cases. The means and medians of ∆MC have the expected signs for ∆RP>0
and ∆RP<0 respectively. It is interesting to note that average ∆MC is of roughly the same absolute size for both price increases and decreases. 12 Although the expected relation between ∆MC and ∆RP holds for the means and medians, the minimum and maximum values of ∆MC show that sometimes the price is reduced when the marginal cost has increased significantly. We illustrate this in Figure 6 where one expects no observations in the second and fourth quadrant. In fact, about one fifth of the price adjustments are in these two quadrants. Although this could be explained by omitted variables in the marginal cost measure this is probably not the case here. The reason is that if any important cost variables are omitted we would arguably get far lower explanatory power in regression (5). This was also illustrated in Figure 3 . The regressions (6)-(6'') are displayed in Figure 6 . Using all price changes, as in equation (6), we find that the constant is not significantly different from zero.
Further, we note that about half of the change in MC since the last price change is reflected in today's price change. The coefficient on ∆MC is 0.267 for price increases and 0.165 for price decreases. The absolute size of the constant in (6') and (6'') is the same and significantly different from zero. This is a reflection of the fact that there is a minimum absolute size of price changes. Thus, pooling all price changes will result in a bias towards a steeper slope of the regression line compared to the slopes conditional on the direction of the adjustment. The explanatory power of (6'') is much lower than for (6'). One explanation for this is that we are very succesful in estimating the effects of tax changes. As mentioned above, the sample selection bias is ignored in (6)-(6'').
We adress this problem in the next section.
Econometric results
Daily frequency
We now attempt to estimate when, and how much, firms adjust prices using daily data and a sample selection model. The 250 out of 5732 days when the firm decided to adjust its price is presumably not a random sample of days. Neither are the days when the price is increased (decreased) a random draw from the days when the price was adjusted. Based on an input cost variable there is a natural ranking between three mutually exclusive alternatives. When there has been a large downward movement in costs we are more likely to observe a price decrease; for small movements the price is likely to be held constant; and finally for large positive movements we expect to see the price increase. Ignoring the sample selection problem may lead to biased estimates in a regression with the size of adjustments as dependent variable. Therefore we employ an econometric technique similar to the well known Heckman (1979) two-stage procedure. 14 First, estimate the probabilities for the price being decreased, held constant, or increased. Second, estimate the size of price increases and price decreases in separate regressions, using the probabilities estimated in the first step to control for the sample selection problem. More formally, the first stage selection mechanism is an ordered (rather than a standard binary) 15 probit model and the second stage, the price change regression, is an ordinary least squares estimator with a correction for sample selection.
The magnitude of the price adjustment can only be observed when the price is increased or decreased and is then determined by the regression model
where β is a vector of parameters and X are explanatory variables, which are allowed to be different for increases and decreases. As discussed and defined in Appendix 1, the expectation of the error term in (7) is
, where λ is a parameter related to the sample selection bias. The results are reported in the first three columns in Table 5 and Table 6 respectively. 16 The coefficient of ∆MC is positive while (∆MC) 2 is negative in the ordered probit regression. Thus it is more (less) likely that the price is increased (decreased) when the marginal cost has increased since the last price adjustment.
However, it is proportionally less likely that firms adjust prices at large marginal cost changes. The marginal effects of ∆MC and (∆MC) 2 are small but in all the reported regressions they are essentially symmetric, e.g. evaluated at the means the marginal effect of ∆MC are -0.0028 and 0.0028 on the probability of a price increases and decreases respectively. This suggests that there is no evident asymmetry in the decision to adjust the price upward and downward in response to changes in marginal cost.
Because the observations to about 95% consists of days when the price is held constant it will be quite difficult to predict exactly which day it will be adjusted and the predictive ability is naturally poor. 17 In what follows this implies that the sample selection parameter we suspect is important in the OLS regression will have little variation across days. Turning to the OLS regression we find that for both price increases and decreases only about 0.28 of ∆MC is reflected in the price adjustment.
16 For the econometric estimation we have used the software LIMDEP and the procedure stated in the 7.0 Manual (1995 p.656-659). There are some typos in the manual. The definitions of U2, U3, XG should be Part(B,KP1,KP1), [10000], [XG1,XG2] respectively. Finally, the first definition of VC should be renamed and used in place of VC in the following. 17 Reducing the frequency to weekly data gives higher predictive power, but the measure of the timing of the adjustment becomes less precise. This is in line with (6') and (6'') but in sharp contrast to the regression where all price adjustments were pooled (6) which yielded a coefficient of 0.55. As illustrated in Figure 5 , the difference in point estimates is explained by the existence of a minimum absolute size of adjustments. Compared to (6'') the significance levels of the coefficients are considerably lower in the OLS regressions for price decreases in Table   5 due to the low variation in the sample selection variable λ. Finally, the effects of tax changes in the regressions, show that prices are more likely to be adjusted upwards when there has been an increase in taxes (DTAX=1) and the coefficient of the size of the tax adjustment (∆TAX) is about 0.8 for price increases.
When ∆MC in Table 6 is decomposed into ∆SP*E(-1) and ∆E*SP(-1) each of them has the expected sign for price increases and decreases in both the ordered probit and OLS regressions. The most noteworthy in the ordered probit regression is that a
Wald test can not reject that the two are equal at the 10% level. On the other hand, in the OLS regression for price increases the coefficient on ∆E*SP(-1) is higher at the 10% level. Thus a given change in the marginal cost leads to a greater price increase if it stems from the exchange rate than from the spot market price. Again, however, the significance levels in the OLS regressions are low.
The low point estimates of ∆MC in relation to the almost complete pass through of MC in the long run raise doubts about the econometric specification. We therefore introduce additional variables in our attempt to estimate the size of price adjustments. First, lagged variables are included to account for the possibility that price adjustments partly reflect previous changes in the cost variables. equals ∆ -MC -1 . This is another indication that there are no apparent asymmetric effects from upward and downward movements in the marginal cost. The negative and significant û shows that when the current price is above the long run equilibrium price it is less (more) likely that the price is increased (decreased). In the OLS regressions the coefficient of û is about -0.1 and significant for both price increases and decreases which suggests that when the price is at a relatively high level the price increases (decreases) are relatively smaller (larger). The level of significance of the OLS coefficients in the regression with price decreases is low due to the low variation in λ.
The decomposition of ∆MC and ∆MC -1 is of minor importance to the results.
We note that it is possible to reject that ∆E*SP(-1) and ∆SP*E(-1) have the same effect in the ordered probit regression (at the 10% level). It can also be rejected, in both the ordered probit and OLS regression for price increases, that ∆E*SP(-1) + (∆E*SP(-1)) -1 and ∆SP*E(-1) + (∆SP*E(-1)) -1 are equal. This is an indication that not
only do changes in the exchange rate have a more rapid effect than changes in the spot market price on the decision to adjust price, but also that price increases are more sensitive to changes in the former. 19 To sum up the results of this section we find that, as expected, the price is more likely to be adjusted when there has been large movement(s) in the underlying cost variable(s). However, it appears as if the cost changes can be quite large without causing any price adjustment. Lagged independent variables are significant such that price adjustments reflect past changes in cost variables. The only asymmetry in response to cost changes is that it is more likely that price is adjusted when there has been a change in the exchange rate than in the spot market price. When we estimated the size of the change we found quite low point estimates (about 0.2-0.3) of ∆MC.
One striking feature is that the explanatory power of the regression for the size of price decreases is quite low, suggesting that in the short run it is difficult to predict exactly how large a decrease will be.
19 See Table A1 in Appendix 2 which summarizes the tests of symmetries in the behavior of prices in response to different cost changes.
Monthly frequency
Even though we introduced lagged independent variables and a measure of the deviation from the long run equilibrium relation in section 4.1, we did so in quite an arbitrary fashion. The standard procedure for studying dynamic adjustment is to employ an error correction framework, which is pursued in this section. Instead of using changes in the cost variables since the last price adjustment we now look at cost and price changes at a monthly basis. Since the price is almost never unchanged for more than a month this reduces the problem that the dependent variable is zero for the majority of observations as is the case with data of daily and weekly frequency. In our theoretical discussion we pointed out that quadratic adjustment costs cause a gradual movement towards the equilibrium level. That is, the price is not adjusted all the way to its equilibrium level once it does adjust. Partial adjustment implies that an error correction model may be a better description of our data -there remains an "error" from the last adjustment. 20
The first step in an error correction approach is to estimate the relationship in levels between price and the explanatory variables. This long-run equilibrium relation was reported in equation (5). In the short run the price may deviate from the long-run equilibrium level because of stochastic shocks and adjustment costs. The estimated error term û may be interpreted as the deviation from long run equilibrium. For all specifications reported in tables 7 and 8 Engle-Granger tests reject that û has a unit root so that (5) represents a cointegrating relationship. The second step is estimation of the error correction form
where it is assumed that two lags of the independent variables are sufficient to capture the dynamics. 21 α 1 is the estimate of how much of the misadjustment (relative to longrun equilibrium) in the previous period that is corrected in this period. We see from Table 7 that the parameter estimates are stable across specifications. Overall, contemporaneous explanatory variables are significant at the 1 percent level whereas lagged variables have varying significance levels. First we focus on the estimation reported in column (1). A change in marginal costs of one unit on average leads to a price adjustment of 0.54 in that same month (which is similar to the point estimate in the naïve (6)). The important fact to note is that not all adjustment takes place in the same month. The price change on average reflects 0.18 of the previous month's change in marginal cost. Further, the estimated coefficient for û indicates that about -0.27 of the misadjusted price from the previous month is corrected in this month. The estimates reported in Table 7 The regression reported in column (2) of Table 7 allows us to study if the responsiveness of price is symmetric in decreases and increases of the marginal cost.
An increase in MC of one unit results in a contemporaneous price increase of about 0.7. There is no statistically significant effect of previous month's increases in MC on the price change. A decrease in MC of one unit, on the other hand, results in a contemporaneous price decrease of only 0.35. However, there is a statistically significant effect of the previous months decrease in MC on the price change of about 0.31. Taken together this means that the price responded more rapidly to cost increases than to decreases, but that the long-run pass-through is symmetric for 21 In preliminary regressions we experimented with longer lags of the independent variables as well increases and decreases. The accumulated pass-through after two months is slightly lower than 0.7 for both price increases and price decreases. It is not possible to reject at any reasonable level that the long run pass-through of ∆MC and ∆TAX is equal.
Despite the differences in market structure we thus find a similar pattern in our Swedish data as previously have been found on British and U.S. data. Using semiweekly survey data for the period Borenstein et al. (1997 find that retail gasoline prices in the United States responded more rapidly to cost increases than to cost decreases. 22 Bacon (1991) uses British retail prices (fortnightly data) for the period 1982-1989 and the Rotterdam spot market price as cost. Bacon also found that retail gasoline prices responded more rapidly to increases in costs than to decreases. Kirchgässner and Kübler (1992) on the other hand, using monthly data, find that for the German gasoline market retail price adjustment has been rapid, symmetric and full to Rotterdam spot price changes during 1980-1989 (but asymmetric for 1972-1979) .
Another question related to symmetry is if price is equally responsive to changes in different explanatory variables. Table 8 with Table 7 we see that the point estimates of û, ∆TAX and ∆WAGE are essentially unchanged. There are now some more restrictions to be tested. From the results of column (1) Further insights may be gained by separating changes into increases and decreases in E and SP respectively. This is done in column (2). For SP increases we as lagged ∆RP. However their coefficients were always small and statistically insignificant. 22 There is much more vertical differentiation in the U.S. gasoline market(s) than in the Swedish (see section 3). Borenstein et al. (1997) study price responses at various levels in the distribution chain; crude oil, spot market gasoline price, local wholesale price ("terminal") and retail price. As discussed in section 3 the relevant input price for the retail pricing decision in the Swedish gasoline market is the spot price of gasoline in Rotterdam (converted into Swedish kronor).
see that they are passed through in the same month as they occur (point estimate of about 0.62), whereas price adjustment to SP decreases is about the same but is spread out over two months (pass-through of about 0.3 in the same month and of about 0.28 from the previous month). Similarly the adjustment to E changes takes place fully in the same month as changes occur. Also in the case of E the price response to increases (0.94) is significantly larger than the response to decreases (0.74). One study to compare with is Feenstra (1989) who tests if the long-run pass-through of tariffs and exchange rates (onto prices of Japanese cars, trucks and motorcycles in the U.S. market) are equal. He does not reject the hypotheses that pass-through is symmetric, that a tariff change is passed through to the same extent as a exchange rate change. 23 We experimented with specifications where all variables were deflated by consumer price index. Column (3) in Table 7 below reports one of those regressions.
The estimated parameters (except for the constant) are roughly the same as for the nominal regressions where WAGE was included as explanatory variable. 24
Summing up Section 4.2 we have found the following results about price adjustment; the timing of pass-through is asymmetric in the sense that increases in MC and SP are passed through more rapidly onto retail prices than decreases. Pass-through is also asymmetric in the sense that the coefficients of contemporaneous TAX and E changes are larger than for SP changes. This implies that the stochastic structure and other characteristics of a variable affect its short run effect on price. TAX is nonstochastic as opposed to E and SP, the later two both follow random walks. The long run pass-through is largely symmetric and reached in as short a period as two months.
23 Again we refer to Table A1 in appendix 2 which summarizes the tests of symmetries in the behavior of prices in response to different cost changes. 24 WAGE was not included in the CPI deflated regressions since it is highly correlated with CPI.
Concluding remarks
Economists' interest in price rigidities is primarily motivated by their implications for macro-economic adjustment and transmission of cost and demand shocks. Price on the Swedish gasoline market is flexible enough for us to expect that the price rigidity on this market is of limited macro-economic consequence. This said, we believe that the high quality of our data allow us to go further than the existing empirical literature on price adjustment. Having access to daily input and retail prices for a firm over a prolonged period allows us to test implications of different theories for how prices are set when there are costs associated with adjustment. One can distinguish between three main theories for how prices are set when there are costs of adjustment; statedependent pricing with fixed adjustment costs (Ss), time-dependent pricing, and partial adjustment. Below we summarize the contribution that each one of these theories make to our understanding of price adjustment on the Swedish gasoline market.
At a first glance the Swedish gasoline industry seems to offer a text-book example of state-dependent pricing in its simplest form. Even though input prices move virtually every day we observe infrequent price adjustment (on average every third week) and no small price changes. In section 4.1 we found that price adjustment is more likely to take place the further input costs have drifted since the last adjustment.
The price adjustment to tax changes is also consistent with fixed (or zero) adjustment costs, adjustment appears to take place immediately and almost fully. These are three observations consistent with fixed adjustment costs.
However, there are some features of our data that are not explained by only fixed adjustment costs. The most obvious inconsistency (not only with the fixed adjustment cost hypothesis!) is that there are a number of cases when the price is increased (decreased) despite the fact that cost has decreased (increased). Another feature left unexplained is that there are extended periods when price is well above the long run equilibrium level and that prices are not adjusted to this level when they are set. Even more striking is the fact that lagged independent variables have explanatory power in section 4.1, which would not be the case if prices were always adjusted back to the static optimum.
We study the timing of the price changes and find only very limited evidence of time-dependent pricing, that is of price adjustment taking place at a specific point in time (e.g. "prices are set on the first day each month"). This conclusion is based on an investigation of the time lapsed between price adjustments where we find some support for prices being adjusted with seven day intervals. We do not find any evidence that prices are adjusted on a specific day of the week. 25 As discussed by Blanchard and Fischer (1989, p 413) time dependent price setting rules are likely to be most relevant when it is costly to learn about the state and when one wants to economize on information collection. The most important factors for price setting in the gasoline market are all readily observable by the firms. The lack of evidence supporting timedependent pricing is therefore not surprising.
The lagged independent variables were significant and important when we estimated the size of price adjustments. In addition we found that there is a very strong relationship between prices and cost in the long run. These two features of the data lead us to use a relatively free econometric specification of the development of prices.
More specifically, we followed a number of recent articles by applying an error correction model. The general motivation for the inclusion of lagged variables and deviation from the long run equilibrium is that there are quadratic costs of adjusting the price. Our results are in line with previous studies of gasoline prices, adjustments depend on both current and lagged independent variables and prices are adjusted towards the long run equilibrium. However, motivating the model with quadratic adjustment costs is inconsistent with what we find for the tax changes. This corresponds to the largest cost changes, and one would therefore expect the adjustment process to take more time than for the relatively small cost changes caused by exchange rate and spot market movements. We find the opposite.
No single theory is consistent with all features of price adjustments. This may in itself not be surprising since there are specificities of single price adjustment that are unobservable to the researcher. Good examples of such unobservables are the beliefs (being rational or not) of the firm regarding the future development of costs, responses of competitors, and consumers' reactions to price adjustments. Referring back to Figure 1 in the introduction, inferences on price setting behavior will be highly dependent on the data analyzed. For example, if one only had access to the price series 25 We do find that price adjustment is unlikely to take place on weekends and Mondays. This is probably related to the input market being closed on Saturday and Sunday and difficulties to (or only the distribution of price adjustments) it would be easy to conclude that the Ssmodel is an accurate description of price setting. On the other hand, if data were sampled only at (longer) discrete intervals the conclusion could instead be in favor of the partial adjustment model. Thus proponents of almost any theory could find support for their beliefs.
This may seem like a negative conclusion to be drawn after going through all the statistics of the paper. However, considering the complexity of real world behavior it is comforting to note that within a relatively short time prices revert back to some long run equilibrium level. A reflection of this is that the ultimate price adjustment is symmetric, both for price increases and decreases as well as for different costs (tax).
There is evidence of asymmetries in the price adjustment process in the short run however. In the short run we could say that prices are sticky downwards since the full adjustment is slower for cost decreases than for increases. However, for the Swedish gasoline market the short run is only a few months.
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