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The ill-posed parabolic equation backward in time{
ut + Au = 0, 0< t < T ,∥∥u(T ) − f ∥∥ 
subject to the constraint∥∥u(0)∥∥ E
with the positive self-adjoint unbounded operator A and E >  > 0 being given is
regularized by the well-posed non-local boundary value problem{
ut + Au = 0, 0 < t < T ,
αu(0) + u(T ) = f , α > 0.
The error estimates of Hölder type of the regularized solutions are obtained. These
estimates improve the related results by Mel’nikova, Denche and Bessila.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a Hilbert space with the inner product (·,·) and the norm ‖ · ‖, A : D(A) ⊂ H → H be a self-adjoint operator
on H such that −A generates a compact contraction semi-group {S(t)}t0 on H . Let  < E be two given positive numbers.
For a positive real number T , consider the problem of ﬁnding a function u : [0, T ] → H such that{
ut + Au = 0, 0< t < T ,∥∥u(T ) − f ∥∥  (1.1)
subject to the constraint
∥∥u(0)∥∥ E (1.2)
for f in H . This problem is well known to be severely ill-posed and regularization methods for it are required.
There have been several regularization methods for (1.1)–(1.2) such as the quasi-reversibility method [8], the method
of Sobolev equations [5–7,11], the method of perturbation of the equation [10], Tikhonov regularization [15], the method
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reader to [2].
In this note we follow Showalter [12], Clark and Oppenheimer [3] and Mel’nikova [9] in regularizing the problem
(1.1)–(1.2) by the non-local boundary value problem{
ut + Au = 0, 0< t < T ,
αu(0) + u(T ) = f , α > 0. (1.3)
We improve some of their error estimates and simplify some of their proofs. We note that Denche and Bessila [4] approxi-
mated the problem (1.1)–(1.2) by the problem{
ut + Au = 0, 0< t < T ,
−αut(0) + u(T ) = f , α > 0. (1.4)
They obtained an error estimate at t = 0 of logarithmic type with a strong condition that ‖Au(0)‖ is bounded. It means u(0)
has to be in the domain of A that is not frequently met in practice. We will show that we do not need to require ut exist at
t = 0 as these authors required but again by the problem (1.3) we can establish stability estimates which are comparable to
theirs. Namely, assume that A admits an orthonormal eigenbasis {φi}i1 in H , associated with the eigenvalues {λi}i1 such
that
0< λ1 < λ2 < · · · , and lim
i→+∞
λi = +∞.
If instead of (1.2) we have the stronger condition
∞∑
n=1
λ
2β
n
(
u(0),φn
)2  E21 (1.5)
with some positive constants β and E1, then we get an error estimate of Hölder type in (0, T ) and logarithmic type at t = 0.
If instead of (1.2) we have the stronger condition
∞∑
n=1
e2βλn
(
u(0),φn
)2  E22 (1.6)
with some positive constants β and E2, then we have an error estimate of Hölder type in [0, T ).
2. The main results
From now on, for clarity, we denote the solution of (1.1)–(1.2) by u(t), and the solution of the problem (1.3) by v(t).
Deﬁnition 1. A function v : [0, T ] → H is called a solution of (1.3) if v ∈ C1((0, T ), H)∩ C([0, T ], H), v(t) ∈ D(A), ∀t ∈ (0, T ),
and satisﬁes vt + Av = 0 in (0, T ) and the boundary value condition αv(0) + v(T ) = f .
The well-posedness of (1.3) has been proved, e.g. in [3].
Theorem 1. The following inequality holds∥∥v(t) − u(t)∥∥ Q (t,α)(αt/T−1 + αt/T E), ∀t ∈ [0, T ]. (2.1)
If we choose α = E , then
∥∥v(t) − u(t)∥∥ 2Q (t, 
E
)
t/T E1−t/T , ∀t ∈ [0, T ]. (2.2)
Here,
Q (t,α) = min{H(t,α), K (t)}, t ∈ [0, T ],
H(t,α) :=
√
(t/T )t/T (1− t/T )1−t/T√2α + 1−t/T ∈ (0,1), ∀t ∈ (0, T ), ∀α > 0,
H(0) = 1, H(T ) = 1/√2α + 1,
K (t) := (t/T )t/T (1− t/T )1−t/T ∈ (0,1), ∀t ∈ (0, T ),
K (0) = K (T ) = 1.
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2Q
(
T
2
,α
)
 2K
(
T
2
)
= 1,
2Q (T ,α) 2H(T ,α) = 2√
2α + 1 < 2.
Remark 2. A referee pointed out to us that the best possible worst case error for identifying u(t) under assumptions (1.1)
and (1.2) is given by
ω() = t/T E1−t/T
and there are regularization methods that guarantee this error bound (see [14]). However, to establish this result the authors
of [14] have to choose the regularization parameter α depending on t which tends to zero as t tends to T and to inﬁnity
as t tends to zero. It is impractical for numerical calculations. In our case if we choose the regularization parameter in the
same manner, say, α = E 1−t/Tt/T , then, as it will be proved at the end of Section 3.1,∥∥v(t) − u(t)∥∥ t/T E1−t/T , ∀t ∈ (0, T ). (2.3)
Such a choice, as noted above, is impractical.
Theorem 1 does not give any information about the continuous dependence of the solution of (1.1)–(1.2) at t = 0 on the
data, as the condition (1.2) is too weak. To establish this, we suppose that either we have (1.5) or (1.6). We will see that
with these assumptions stability estimates of logarithmic type and Hölder type at t = 0 are respectively guaranteed.
We assume that A admits an orthonormal eigenbasis {φi}i1 in H , associated with the eigenvalues {λi}i1 such that
0< λ1 < λ2 < · · · , and lim
i→+∞
λi = +∞.
Theorem 2. Suppose that instead of (1.2), we have (1.5). Then for all t ∈ [0, T )
∥∥u(t) − v(t)∥∥
⎧⎪⎨
⎪⎩
Q (t,α)α
t
T −1 + α tT ( T
ln((
Tλ1e
β(t) )
β(t)/α)
)β
C(t)
t
T −1E1, if 0< α < ( Tλ1β(t) )
β(t),
Q (t,α)α
t
T −1 + α( eλ1T
λ
β(t)
1 C(t)
)1− tT E1, if α  ( Tλ1β(t) )β(t),
where β(t) = βTT−t ,∀t ∈ [0, T ) , C(t) = 1 if 0 < β(t) < 1 and C(t) = 21−β(t) if β(t) 1. If we choose α = α0 := 
1−δ
E1
with 0 < δ < 1,
then for all t ∈ [0, T )
∥∥u(t) − v(t)∥∥
⎧⎪⎪⎨
⎪⎪⎩

t
T E
1− tT
1
{
Q (t,α0)δ(1−
t
T ) + −δ tT ( T
ln((
Tλ1e
β(t) )
β(t)E1/1−δ)
)β
C(t)
t
T −1}, if 0< α0 < ( Tλ1β(t) )β(t),

t
T E
1− tT
1
{
Q (t,α0)δ(1−
t
T ) + 1−δ− tT ( eλ1T
λ
β(t)
1 C(t)
)1− tT E tT −11 }, if α0  ( Tλ1β(t) )β(t).
(2.4)
Remark 3. Since
lim
→0+
ln(E1/)
ln(( Tλ1e
β(t) )
β(t)E1/1−δ)
= 1
1− δ ,
it directly follows from (2.4) that with α = α0, for  small enough, there exists a positive constant C1 such that∥∥u(t) − v(t)∥∥ C1(1−δ)t/T E1−t/T1
[
1
T
ln
E1

]−β
, ∀t ∈ [0, T ).
Further, from the last estimates of the theorem, at t = 0 we have the estimates
∥∥u(0) − v(0)∥∥
⎧⎪⎨
⎪⎩
E1
{
δ + ( T
ln((
Tλ1e
β
)β E1/1−δ)
)β
C(0)−1
}
, if 0< α0 < (
Tλ1
β
)β,
E1
{
δ + 1−δ( eλ1T
λ
β
1 C(0)
)
E−11
}
, if α0  ( Tλ1β )β .
Set C = ( T1−δ )βC(0)−1E1. Suppose that ( Tλ1eβ )β E1  1. Then
ln
((
Tλ1e
β
)β
E1/
1−δ
)
= ln
((
Tλ1e
β
)β
E1
)
+ ln 1
1−δ
 ln 1
1−δ
= (1− δ) ln 1 .

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∥∥u(0) − v(0)∥∥
⎧⎨
⎩
E1δ + C(ln 1 )−β, if 0< α0 < ( Tλ1β )β,
E1δ + 1−δ
( eλ1T
λ
β
1 C(0)
)
, if α0  ( Tλ1β )β .
Thus, for β = 1, our error estimate at t = 0 is comparable to that of Denche and Bessila [4].
Remark 4. If β is given, we choose α = E1 [ 1T ln
E1
 ]β , then by direct examination we see that with  being small there exists
a positive constant C2 such that
∥∥v(t) − u(t)∥∥ C2t/T E1−t/T1
[
1
T
ln
E1

]−β(T−t)/T
, ∀t ∈ [0, T ).
Remark 5. The referee pointed out that the best possible worst case error for identifying u(t) under assumptions (1.1) and
(1.5) is of the order
t/T E1−t/T1
[
1
T
ln
E1

]−β(T−t)/T (
1+ o(1))
and there are regularization methods that guarantee this order (see [13]). However, as in [14] to establish such estimates
the author of [13] has to choose the regularization parameter α depending on t which tends to zero as t tends to T and
to inﬁnity as t tends to zero. Furthermore, α is chosen depending on β , which is in general not known in practice. Thus,
such a choice is impractical for numerical calculations. In our case if we choose the regularization parameter in the same
manner, say, α = E1 ( 1T ln
E1
 )
β+δ for δ > 0, then, as  → 0,
∥∥u(0) − v(0)∥∥ E1
[
1
T
ln
E1

]−β(
1+ o(1)), (2.5)
and if we choose α = 1−t/Tt/T E1 [ 1T ln
E1
 ]β , then, as  → 0,
∥∥v(t) − u(t)∥∥ t/T E1−t/T1
[
1
T
ln
E1

]−β(T−t)/T (
1+ o(1)), ∀t ∈ (0, T ). (2.6)
Such a choice, as noted above, is impractical.
The proof of this remark will be given at the end of Section 3.2.
Theorem 3. Suppose that instead of (1.2) we have (1.6). Then for all t ∈ [0, T )
∥∥u(t) − v(t)∥∥ { Q (t,α)αt/T−1 + α(t+β)/T E2, if 0< β < T − t,
Q (t,α)αt/T−1 + αE2, if β  T − t.
(2.7)
If we choose α = α1 := 1−δE2 for 0< δ < 1, then for t ∈ [0, T )
∥∥u(t) − v(t)∥∥
{
t/T E1−t/T2 (Q (t,α1)δ(1−t/T ) + (β(1−δ)−δt)/T Et/T−12 ), if 0< β < T − t,
t/T E1−t/T2 (Q (t,α1)δ(1−t/T ) + 1−t/T−δ Et/T−12 ), if β  T − t.
(2.8)
3. Proofs of the main results
3.1. Proof of Theorem 1
First, we prove some auxiliary results.
Lemma 1. If v(t) is a solution of (1.3), then
‖ f ‖2  α2∥∥v(0)∥∥2 + (2α + 1)∥∥v(T )∥∥2.
Proof. We have
‖ f ‖2 = (αv(0) + v(T ),αv(0) + v(T ))= α2∥∥v(0)∥∥2 + ∥∥v(T )∥∥2 + 2α(v(0), v(T )). (3.1)
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implies that h(0) = h(T /2). Thus, (v(0), v(T )) = ‖v(T /2)‖2.
Set g(t) := ‖v(t)‖2, t ∈ [0, T ]. Then g′(t) = −2(Av(t), v(t)) 0, ∀t ∈ (0, T ). This implies that g(T /2) g(T ). Therefore,(
v(0), v(T )
)= ∥∥v(T /2)∥∥2  ∥∥v(T )∥∥2.
It follows now from (3.1) and the positivity of α that
‖ f ‖2  α2∥∥v(0)∥∥2 + (2α + 1)∥∥v(T )∥∥2.
The lemma is proved. 
The following result is straightforward.
Lemma 2. If x, y are nonnegative numbers and q is a positive number, then
x+ qy  (q + 1)x1/(q+1) yq/(q+1).
Lemma 3. If v(t) is a solution of (1.3), then∥∥v(t)∥∥ H(t,α)αt/T−1‖ f ‖, ∀t ∈ (0, T ).
Proof. Applying Lemma 2 and Lemma 1 with
x = (2α + 1)∥∥v(T )∥∥2,
q = 1− t/T
t/T
,
y = t/T
1− t/T α
2
∥∥v(0)∥∥2,
we get
‖ f ‖2  (2α + 1)∥∥v(T )∥∥2 + α2∥∥v(0)∥∥2
= x+ qy
 (q + 1)x 1q+1 y qq+1
= T
t
(
(2α + 1)∥∥v(T )∥∥2)t/T( t
T − t α
2
∥∥v(0)∥∥2)1−t/T
=
(
1
H(t,α)
α(1−t/T )
∥∥v(T )∥∥t/T ∥∥v(0)∥∥1−t/T)2. (3.2)
By the method of log-convexity we have∥∥v(T )∥∥t/T ∥∥v(0)∥∥1−t/T  ∥∥v(t)∥∥, ∀t ∈ [0, T ]. (3.3)
From (3.2) and (3.3) we obtain
‖ f ‖2 
(
1
H(t,α)
α1−t/T
∥∥v(t)∥∥)2.
Hence∥∥v(t)∥∥ H(t,α)αt/T−1‖ f ‖, ∀t ∈ [0, T ].
The lemma is proved. 
Denote by w the solution of the problem{
wt + Aw = 0, 0< t < T ,
αw(0) + w(T ) = u(T ). (3.4)
Lemma 4. The following inequality holds∥∥v(t) − w(t)∥∥ H(t,α)αt/T−1, ∀t ∈ [0, T ].
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ωt + Aω = 0, 0< t < T ,
αω(0) + ω(T ) = f − u(T ).
In virtue of Lemma 3,∥∥ω(t)∥∥ H(t,α)αt/T−1∥∥ f − u(T )∥∥ H(t,α)αt/T−1, ∀t ∈ [0, T ].
Thus, the lemma is proved. 
Lemma 5. The following inequality holds∥∥w(t) − u(t)∥∥ H(t,α)αt/T E, ∀t ∈ [0, T ].
Proof. Set z(t) := u(t) − w(t), ∀t ∈ [0, T ]. Then, by direct calculation,
αz(0) + z(T ) = αu(0).
Thus, z(t) is the solution of the problem{
zt + Az = 0, 0< t < T ,
αz(0) + z(T ) = αu(0). (3.5)
Using Lemma 3, we get∥∥z(t)∥∥ H(t,α)αt/T−1∥∥αu(0)∥∥ H(t,α)αt/T E, ∀t ∈ [0, T ].
The lemma is proved. 
Remark 6. From Lemmas 4 and 5 and the triangle inequality we arrive at the propositions of the theorem with Q (t,α)
replaced by H(t,α).
It is well known that, for all t ∈ [0, T ],
u(t) =
+∞∑
n=1
e(T−t)λn
(
u(T ),φn
)
φn, (3.6)
v(t) =
+∞∑
n=1
e−λnt
α + e−λnT ( f , φn)φn, (3.7)
w(t) =
+∞∑
n=1
e−λnt
α + e−λnT
(
u(T ),φn
)
φn. (3.8)
Lemma 6. If v(t) is a solution of (1.3), then∥∥v(t)∥∥ K (t)αt/T−1‖ f ‖, ∀t ∈ [0, T ].
Proof. The representation (3.7) implies that ‖v(0)‖  1α ‖ f ‖ and ‖v(T )‖  ‖ f ‖. Now, for all t ∈ (0, T ), applying Lemma 2
with
x = αt/T ,
q = t/T
1− t/T =
t
T − t ,
y = 1− t/T
t/T
α(t/T−1)e−λnT ,
we have
αt/T + α(t/T−1)e−λnT = x+ qy  (q + 1)x 1q+1 y qq+1
=
(
1
1− t/T
)
αt/T (1−t/T )
(
1− t/T
t/T
)t/T
α(t/T−1)t/T
(
e−λnT
)t/T
=
(
1
)(
1− t/T )t/T
e−λnt1− t/T t/T
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(1− t/T )(1−t/T )(t/T )t/T e
−λnt
= 1
K (t)
e−λnt .
Therefore, we obtain
e−λnt
α + e−λnT  K (t)α
t/T−1
for all t ∈ [0, T ] and n = 1,2, . . . . This implies that∥∥v(t)∥∥ K (t)αt/T−1‖ f ‖, ∀t ∈ [0, T ].
The lemma is proved. 
Lemma 7. The following inequality holds∥∥v(t) − w(t)∥∥ K (t)αt/T−1, ∀t ∈ [0, T ].
Proof. Similar to that of Lemma 4. 
Lemma 8. The following inequality holds∥∥u(t) − w(t)∥∥ K (t)αt/T E, ∀t ∈ [0, T ].
Proof. We have
∥∥u(t) − w(t)∥∥2 = +∞∑
n=1
(
e(T−t)λn − e
−λnt
α + e−λnT
)2(
u(T ),φn
)2
= α2
+∞∑
n=1
(
e−λnt
α + e−λnT
)2
e2λnT
(
u(T ),φn
)2
 α2
+∞∑
n=1
(
K (t)αt/T−1
)2
e2λnT
(
u(T ),φn
)2
= (K (t)αt/T )2 +∞∑
n=1
e2λnT
(
u(T ),φn
)2
= (K (t)αt/T )2∥∥u(0)∥∥2  (K (t)αt/T E)2.
The lemma is proved. 
The proposition of the theorem follows now immediately from Lemmas 4, 5, 7 and 8 and the triangle inequality.
Proof of Remark 2. With
α = α2 := 
E
1− t/T
t/T
,
we obtain for all t ∈ (0, T ) that∥∥v(t) − u(t)∥∥ Q (t,α2)(αt/T−12  + αt/T2 E)
 K (t)
(
α
t/T−1
2  + αt/T2 E
)
= t/T E1−t/T K (t)
{(
1− t/T
t/T
)t/T−1
+
(
1− t/T
t/T
)t/T}
= t/T E1−t/T K (t)
(
1− t/T
t/T
)t/T{(1− t/T
t/T
)−1
+ 1
}
= t/T E1−t/T K (t)
(
1− t/T
t/T
)t/T 1
1− t/T
= t/T E1−t/T K (t)
(
1
)t/T
(1− t/T )t/T
t/T 1− t/T
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(t/T )t/T (1− t/T )1−t/T
= t/T E1−t/T K (t) 1
K (t)
= t/T E1−t/T .
The remark is proved. 
3.2. Proof of Theorem 2
From (3.6) and (3.8), we have
∥∥u(t) − w(t)∥∥2 =
∥∥∥∥∥
+∞∑
n=1
(
e(T−t)λn − e
−λnt
α + e−λnT
)(
u(T ),φn
)
φn
∥∥∥∥∥
2
=
∥∥∥∥∥
+∞∑
n=1
αeλn(T−t)
α + e−λnT
(
u(T ),φn
)
φn
∥∥∥∥∥
2
=
∥∥∥∥∥
+∞∑
n=1
αe−λnt
α + e−λnT
(
u(0),φn
)
φn
∥∥∥∥∥
2
=
+∞∑
n=1
(
αe−λnt
α + e−λnT
)2(
u(0),φn
)2
= α2 tT
+∞∑
n=1
e−2λnt
(α + e−λnT )2 tT
(
α
α + e−λnT
)2(1− tT )(
u(0),φn
)2
 α2 tT
+∞∑
n=1
(
α
α + e−λnT
)2(1− tT )(
u(0),φn
)2
= α2 tT
+∞∑
n=1
(
α
αλ
βT
T−t
n + λ
βT
T−t
n e−λnT
)2(1− tT )
λ
2β
n
(
u(0),φn
)2
 α2 tT
+∞∑
n=1
(
α
αλ
βT
T−t
n + λ
βT
T−t
1 e
−λnT
)2(1− tT )
λ
2β
n
(
u(0),φn
)2
. (3.9)
Case β(t) = βTT−t  1.
Since β(t) 1, we have
αλ
β(t)
n + λβ(t)1 e−λnT =
(
α1/β(t)λn
)β(t) + (λ1e(−λnT )/β(t))β(t)
 2
(
α1/β(t)λn + λ1e(−λnT )/β(t)
2
)β(t)
= 21−β(t)(α1/β(t)λn + λ1e(−λnT )/β(t))β(t).
Case 0 < β(t) = βTT−t < 1.
Since β(t) ∈ (0,1), we have
αλ
β(t)
n + λβ(t)1 e−λnT =
(
α
1
β(t) λn
)β(t) + (λ1e(−λnT )/β(t))β(t)  (α1/β(t)λn + λ1e(−λnT )/β(t))β(t).
As
C(t) =
{
1, if 0< β(t) < 1,
21−β(t), if β(t) 1,
we obtain
αλ
β(t)
n + λβ(t)1 e−λnT  C(t)
(
α1/β(t)λn + λ1e(−λnT )/β(t)
)β(t)
. (3.10)
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sup
λλ1
g(λ) g
(
ln
((
Tλ1
β(t)
)β(t)/
α
)/
T
)
= T
α1/β(t) ln(( Tλ1e
β(t) )
β(t)/α)
, if 0< α <
(
Tλ1
β(t)
)β(t)
(3.11)
and
sup
λλ1
g(λ) = g(λ1) <
(
λ1e
(−λ1T )/β(t))−1 = e(λ1T )/β(t)
λ1
, if α 
(
Tλ1
β(t)
)β(t)
. (3.12)
From (3.9)–(3.11) and (3.12) we have
∥∥u(t) − w(t)∥∥
⎧⎪⎨
⎪⎩
α
t
T ( T
ln((
Tλ1e
β(t) )
β(t)/α)
)β(t)(1− tT )C(t) tT −1E1, if 0< α < ( Tλ1β(t) )
β(t),
α( e
λ1T
λ
β(t)
1 C(t)
)1− tT E1, if α  ( Tλ1β(t) )β(t).
(3.13)
The proposition of the theorem follows now immediately from Lemma 4, (3.13) and the triangle inequality.
Proof of Remark 5.
Case 0 < β  1.
Using Theorem 2, we have
∥∥u(0) − v(0)∥∥ 
α
+
(
T
ln(c/α)
)β
E1, (3.14)
where c = (Tλ1e/β)β . If choose α = E1 ( 1T ln
E1
 )
β+δ , then

α
= E1
[
1
T
ln
E1

]−β[ 1
T
ln
E1

]−δ
= E1
[
1
T
ln
E1

]−β
o(1) as  → 0, (3.15)
since
lim
→0+
[
1
T
ln
E1

]−δ
= 0.
On the other hand, as  → 0,(
T
ln(c/α)
)β
E1 =
(
T
ln(c E1 (
1
T ln
E1
 )
−(β+δ))
)β
E1
= E1
[
1
T
ln
E1

]−β( ln E1
ln E1 + ln c − (β + δ) ln( 1T ln E1 )
)β
= E1
[
1
T
ln
E1

]−β(
1+ o(1)) (3.16)
since, by direct inspection,
lim
→0+
ln E1
ln E1 + ln c − (β + δ) ln( 1T ln E1 )
= 1.
Now, from (3.14), (3.15) and (3.16) we conclude that
∥∥u(0) − v(0)∥∥ E1
[
1
T
ln
E1

]−β(
1+ o(1)).
Case β > 1.
From (3.9) we have
∥∥w(0) − u(0)∥∥2  (sup
x>0
gα(x)
)2 +∞∑
n=1
λ
2β
n
(
u(0),φn
)2  (sup
x>0
gα(x)
)2
E21, (3.17)
where
gα(x) := α
αxβ + λβe−xT
, x> 0.
1
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e−xT = αβ
Tλβ1
xβ−1. (3.18)
Since β > 1, there exists a unique solution xα of (3.18). Further, by checking the sign of g′α(x), we obtain
sup
x>0
gα(x) = gα(xα) = α
αxβα + λβ1 e−xα T
<
(
1
xα
)β
. (3.19)
As β > 1 and (3.18), we ﬁnd that if α tends to zero, then xα tends to inﬁnity and from that it can be deduced that
lim
α→0+
ln(T /α)
xαT
= 1. (3.20)
From Lemma 7, the triangle inequality, (3.17) and (3.19) we claim that
∥∥u(0) − v(0)∥∥ 
α
+
(
1
xα
)β
E1 = 
α
+
(
T
ln (T /α)
)β
E1
(
ln(T /α)
xαT
)β
. (3.21)
With α = E1 ( 1T ln
E1
 )
β+δ , as  → 0, we get

α
= E1
[
1
T
ln
E1

]−β[ 1
T
ln
E1

]−δ
= E1
[
1
T
ln
E1

]−β
o(1) (3.22)
since
lim
→0+
[
1
T
ln
E1

]−δ
= 0.
On the other hand, with α = E1 ( 1T ln
E1
 )
β+δ , as  → 0 we have
(
T
ln T /α
)β
E1
(
ln(T /α)
xαT
)β
= E1
[
1
T
ln
E1

]−β( ln E1
ln E1 + ln T − (β + δ) ln( 1T ln E1 )
)β( ln(T /α)
xαT
)β
= E1
[
1
T
ln
E1

]−β(
1+ o(1)) (3.23)
since
lim
→0+
ln E1
ln E1 + ln T − (β + δ) ln( 1T ln E1 )
= 1
and by (3.20)
lim
→0+
ln(T /α)
xαT
= lim
α→0+
ln(T /α)
xαT
= 1.
From (3.21)–(3.23) it follows (2.5).
Now, we prove (2.6). By the same method of proving (2.5) we obtain that
∥∥u(t) − w(t)∥∥ K (t)αt/T( T
ln 1α
)β
E1
(
1+ o(1)) as  → 0. (3.24)
From Lemma 7, the triangle inequality, and (3.24) we obtain
∥∥u(t) − v(t)∥∥ K (t)αt/T−1 + K (t)αt/T( T
ln 1α
)β(
1+ o(1)), ∀t ∈ (0, T ).
Choosing α = 1−t/Tt/T E [ 1T ln E1 ]β , we arrive at (2.6). 
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We have
α2t/T
+∞∑
n=1
(
α
α + e−λnT
)2(1−t/T )(
u(0),φn
)2 = α2t/T +∞∑
n=1
(
α
αpn(t) + pn(t)e−λnT
)2(1−t/T )
e2βλn
(
u(0),φn
)2
,
where pn(t) = eβλn TT−t , ∀t ∈ [0, T ). If β  T − t , then pn(t)e−λnT = eλnT (
β
T−t −1)  e0 = 1. Therefore, α
αpn(t)+pn(t)e−λnT < α.
Hence∥∥u(t) − w(t)∥∥ αE2. (3.25)
If 0< β < T − t , then applying Lemma 2 with x = αpn(t), q = β/(T − t − β), y = pn(t)e−λnT (T − t − β)/β , we obtain
αpn(t) + pn(t)e−λnT = x+ qy  (q + 1)x1/(q+1) yq/(q+1)
= (T − t)/(T − t − β)
(
T − t − β
β
)β/(T−t)
α(T−t−β)/(T−t).
Therefore,(
α
αpn(t) + pn(t)e−λnT
)(1−t/T )
 αβ/T
(
1− β
T − t
)(T−t−β)/T(
β
T − t
)β/T
< αβ/T .
This implies that∥∥u(t) − w(t)∥∥ α(t+β)/T . (3.26)
The proposition of the theorem follows now immediately from Lemma 4, Lemma 7, (3.25), (3.26), and the triangle inequality.
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