ABSTRACT Swarm intelligence algorithms have better intelligence and adaptation compared with the traditional route planning method. A three-dimensional route planning method based on the beetle swarm optimization (BSO) algorithm was proposed. The iterative updating strategy of the BSO algorithm cooperated with the search mechanism of the beetle monomer and the updating strategy of the particle swarm optimization (PSO) algorithm, thus accelerating iterative convergence and decreasing the probability of trapping in the local optimal solution of the algorithm. The practical engineering problem of three-dimensional route planning was addressed by processing uneven ground barriers using the penalty function, and a smooth route is gained from cubic spline interpolation. In this study, a three-dimensional environmental model was constructed by using actual elevation data from the USGS/NASA SRTM, and a simulation experiment of three-dimensional route planning was performed using the proposed method. The proposed method was compared with other algorithms. Experimental results demonstrated that when the iteration time was set to 50, the route planning length based on BSO algorithm was about 90% of the route planning based on the PSO algorithm. Moreover, the proposed route planning method had high convergence rate and stable convergence result and is applicable to three-dimensional route planning.
I. INTRODUCTION
Route planning is one of key technologies that realize intelligent control and autonomous cruising of robots. After environmental modeling to a configuration space, route planning shall be controlled within a safe navigation region, and the optimal route from the appointed starting point to the target point is searched in accordance with a certain optimization criterion (e.g. shortest route and smallest time consumption). Unmanned aerial vehicles and underwater robots work in large-scale, nonstructured three-dimensional space environments, such as air, lakes, or oceans; thus, these environments make it difficult to solve the route planning method. The traditional route planning method poorly adapts to a nonstructured environment when solving three-dimensional route planning problems [1] . Compared with traditional algorithms, swarm intelligence optimization
The associate editor coordinating the review of this article and approving it for publication was Seyedali Mirjalili. algorithms, which are developing rapidly [e.g. particle swarm optimization (PSO), ant colony optimization (ACO), and artificial bee colony (ABC) algorithms], do not require the construction of a complicated environmental model. These algorithms not only have stable convergence and belong to random searching but can also approach nonlinear solutions quickly. Furthermore, swarm intelligence algorithms have self-organization, self-learning functions, some fault-tolerance capability, and significantly high optimization efficiency. When these algorithms are applied to three-dimensional route planning, they can improve robot flexibility and intelligence in a nonstructured environment.
The traditional route planning method is mainly divided into: graph searching-type algorithms represented by A * algorithm [2] , sampling-based algorithms represented by rapidly-exploring random trees (RRT) algorithm [3] , and potential field-based methods represented by artificial potential field method [4] . A * algorithm, a heuristic search algorithm, comprehensively evaluates price-values of all extended searching nodes by setting a proper heuristic function and selects the most promising point for extension by comparing price-values of extended nodes until the target node is found. A * is effective only in a static environment, but it is inapplicable to dynamic uncertain environment. An improved A * algorithm for route planning of two-wheeled self-balancing vehicle was designed to deal with some typical faults caused by the traditional route planning method, such as many turns, not enough smooth route and low efficiency when the environment changed greatly. Experiments showed the capability of the proposed route planning algorithm, which reduced the route length and turning times, meanwhile, the route smoothness and the algorithm speed were improved [5] . RRT is a route planning method which is effective in multi-dimensional spaces. An initial point taken as the root node, it generates a randomly exploring tree by adding leaf nodes through random sampling. When leaf nodes in the random tree contain target point or enter the target region, a route from initial point to target point can be found in the random tree. RRT algorithm also has some deficiencies. When the configuration space contains a large quantity of obstacles or narrow passage constraints, its convergence is slowed down and efficiency will decline to a great extent. Cui et al. [6] put forward determining the next sampling position of autonomous underwater vehicle (AUV) using the multi-dimensional RRT * algorithm based on mutual information. This algorithm can guide AUV to the position where more information can be collected. The approach based on potential field is to treat the robot's configuration as a point in a potential field that combines attraction to the goal, and repulsion from obstacles. The resulting trajectory is output as the route. This approach has advantages in that the trajectory is produced with little computation [4] . Some researchers have applied artificial potential field method to the route planning controller for autonomous driving vehicles [7] , [8] . In [9] , a membrane evolutionary artificial potential field approach was proposed to solve the mobile robot route planning problem, which combines membrane computing with a genetic algorithm and the artificial potential field method to find the parameters to generate a feasible and safe route.
Genetic algorithm (GA) [10] , an intelligent bionic algorithm, constructs a type of random searching algorithms based on bio-logical evolution theories such as natural genetic mechanism and natural selection. As a parallel algorithm, its inapparent parallelism is applicable to global searching. The non-dominated sorting genetic algorithm (NSGA-II) is currently recognized as one of the evolutionary algorithms with robust optimization capabilities and has solved various optimization problems. Xue [11] adopted NSGA-II to solve multi-objective route planning problems. Besides the usual selection, crossover and mutation operators, some practical operators were applied. Nazarahari et al. [12] presented a hybrid approach for route planning of multiple mobile robots in continuous environments. For this purpose, first, an innovative Artificial Potential Field (APF) algorithm was presented to find all feasible routes between the start and destination locations in a discrete gridded environment. Next, an enhanced Genetic Algorithm (EGA) was developed to improve the initial routes in continuous space and found the optimal route between start and destination locations.
Swarm intelligence algorithms are widely applied in route planning. The ACO algorithm [13] is developed from the exploration of the foraging behavior of an ant colony. Each ant leaves a certain concentration of pheromone along its foraging route. The shortest route has the highest pheromone concentration because more ants travel through this route, and the following ants choose the same route due to the high pheromone concentration. Pheromone concentration can offer positive and negative feedback. Therefore, the shortest route with the highest concentration of pheromone is discovered quickly. The ACO algorithm has good global optimization ability and is easy to implement; however, it has heavy computation loads and is easily trapped in a local optimal solution. Nevertheless, these shortages can be improved by adding elite ant and other methods. Based on the good performance of the ACO algorithm in solving general two-dimensional route planning problems, many scholars have expanded the ACO algorithm into a three-dimensional environment. For instance, Li et al. [14] proposed a mutation operation ACO algorithm, which is a local optimization of the ACO algorithm applicable to three-dimensional robot route planning. Simulation results demonstrated that the improved algorithm remarkably improves the searching route, convergence time, and fitness compared with the traditional ACO algorithm, thus proving the effectiveness and feasibility of the improved one.
As an iterative algorithm, the PSO algorithm [15] simulates the predatory behavior of birds. Similar to the GA, PSO starts from the random solution, searches the optimal solution through iteration, and evaluates the quality of solution through degree of fitness. However, PSO has simpler rules compared with GA, and it involves no ''crossing over'' and ''mutation'' in GA. Moreover, PSO has a memory function and can search the global optimal value by following the searched optimal value at present. It is simple, easy to implement, robust, and has low sensitivity to population size and high convergence rate. However, PSO can be easily trapped in a local optimal solution. Mao and Pang [16] planned routes in a complicated ocean environment using an underwater robot based on the PSO algorithm and improved the parameter control strategy and topological model. They obtained an improved PSO algorithm with enhanced convergence accuracy. A fitness function integrating route length, ocean current, and transformation cost was designed to make the algorithm adapt to the changes of ocean current well and decrease the adverse impacts of ocean current on energy consumption and control of underwater robot to a large extent. Fu et al. [17] applied quantum particle swarm optimization (QPSO) to route planning and concluded that QPSO outperforms the standard GA, ACO or PSO. Zeng et al. [18] , [19] introduced a new route planning method based on QPSO, which determined the best route through a continuously evolving current field by combining the predicted ocean current. This autonomous underwater vehicle takes the shortest time to pass through the turbulence ocean field when terrain obstacles and dynamic suspension barriers with uncertain positions are present. Ma et al. [20] formulated the route planning problem as a multiobjective nonlinear optimization problem with generous constraints. Then, they proposed a dynamically augmented multiobjective PSO algorithm to achieve the solution.
The ABC algorithm has achieved rapid development in recent years, and its superiority over the GA, PSO, and evolutionary algorithms has been proven [21] . The ABC algorithm is characterized by few control parameters and high convergence rate; thus, it has been extensively applied to multirobot route planning tasks since its proposal. Bhattacharjee et al. [22] applied the ABC algorithm to a multirobot route planning task and solved one route point of robot every time. They also proved that the route planned by the algorithm was better than that of the PSO and differential evolution algorithms. Li et al. [23] proposed a numerical optimization model of search evasion route planning for invading submarines using the ABC algorithm, which had been confirmed to be more competitive than many other nature-inspired algorithms.
The beetle swarm optimization (BSO) algorithm is an optimized algorithm, which combines the beetle foraging mechanism and swarm optimization algorithm. Inspired by the swarm intelligence algorithm, Wang et al. [24] proposed the BSO algorithm by combining the beetle antennae search (BAS) [25] and PSO algorithms. Compared with other swarm intelligence optimization algorithms, the BSO algorithm has higher convergence rate, can prevent trapping in a local optimal solution, and possesses certain advantages in solving many optimization problems.
Wu et al. [26] , [27] applied the basic BAS algorithm and the fallback beetle antennae search (FBAS) algorithm to the route planning problem of unmanned aerial vehicle and mobile robots. The FBAS algorithm added the fallback function to the conventional BAS strategy, improving the ability to avoid falling into local extremum. Their research confirms the effectiveness of the BAS algorithm in route planning problems. However, so far no research has been done to apply the BSO algorithm to the field of route planning. In this study, the BSO algorithm was applied to three-dimensional route planning, and a simulation experiment on three-dimensional route planning was conducted on the basis of the environmental model, which was constructed with actual elevation data. Few control points were used to determine the planned route during the iterative computation of the proposed BSO algorithm. Subsequently, a complete route track was gained by the mathematical method for cubic spline interpolation. The proposed algorithm can not only reduce computation loads but also obtain a smooth route. An augmented objective function with parameters was constructed by adding a penalty term in the fitness function, and uneven ground barriers were processed by penalty functions. Experimental results demonstrated that when the iteration time was set to 50, the route length, which was planned by BSO algorithm, was about 90% of that planned based on the PSO algorithm. Furthermore, the BSO algorithm showed higher convergence rate and stable convergence result compared with other algorithms.
The rest of this paper is organized as follows. Section 2 describes the three-dimensional environment model. An introduction to the BSO algorithm is given in Section 3. Section 4 proposes a three-dimensional route planning method based on the BSO algorithm. Section 5 conducts the simulation experiment, and its results are presented and discussed. Section 6 concludes the paper.
II. ENVIRONMENTAL MODELING
The motion trail of a robot in a space is continuous, whereas a computer can only process discrete data. In this section, the digital elevation model, which is needed for studying route planning, is proposed.
A digital elevation model (DEM) realizes digital simulation (digital expression of ground surface morphology) of ground topology using limited topographical elevation data. It is an entity surface model, which expresses ground elevation by a group of ordered numerical array form. DEM can be expressed as an ordered sequence of a three-dimensional vector:
where (x i , y i ) is the plane coordinate, and z i is the elevation corresponding to (x i , y i ).
The elevation data used in this study are derived from the USGS/NASA SRTM data [28] . CIAT has processed these data to provide seamless, continuous topographic surfaces. The GeoTIFF format data of latitude 110 • N-115 • N and longitude 35 • E-40 • E are downloaded. Several 100 * 100 data are randomly selected from the 6000 * 6000 data as the three-dimensional route planning environmental model (data in GeoTIFF format are input into MATLAB and stored in a two-dimensional array). On the basis of the structural characteristics of three-dimensional DEM data and the characteristics of matrix data processing in MATLAB, the common grid method is applied as the environmental modeling method for route planning tasks.
III. BSO ALGORITHM
The BSO algorithm is an optimization algorithm that combines the beetle foraging mechanism and PSO algorithm. Studies have demonstrated that the two antennae of beetles are used to explore surrounding regions. When an antenna at one side detects highly concentrated food smells, the beetle will turn to the antennae on the current side. According to simple biological behavior, Jiang et al. [25] proposed a metaheuristic optimization algorithm based on the foraging behavior of beetles.
They defined the position of a beetle in the S-dimensional space at t as x t , and the position of the beetle at t+1 is decided by (2) .
Here, b represents the random searching direction of the beetle in the S-dimensional space, and rands(.) represents the random function. δ t is the searching step length of the beetle, and d t represents the detectable distance of the antennae. Initial values of δ t and d t are generally set high and then decreased gradually as time goes on. The goal of this setting is to make the previous searching range in the optimization process cover a large region and jump out local extremes.
x lt and x rt are the detected positions of the left and right antennae of the beetle, and the concentration of food flavor at these two positions are expressed as f (x rt ) and f(x lt ), which are fitness functional values of the proposed algorithm. sign (.) is the symbol function.
Wang et al. [24] discovered that the basic BAS algorithm was unsatisfactory in processing high-dimensional functions, and the efficiency and effectiveness of iteration were highly vulnerable to the initial position of the antennae. Inspired by swarm intelligence algorithms, they proposed a BSO algorithm, which combines the BAS and PSO algorithms. Similar to the PSO algorithm, each beetle in the BSO algorithm represents a potential solution of the optimization problem, and different beetles share information. The speed updating of each beetle is determined by the movement trend of the beetle approaching to individual extremes as well as the movement trend of the BSO approaching to global extreme value. By contrast, the position updating of each beetle is not only determined by their speed updating but also determined by the strength of information detected by their antennae. This process uses the loosening technology in the modern computation method. X = (X 1 , X 2 , · · · , X n ) is used to express the beetle swarm with a population size of n in an S-dimensional searching space, where
T is a S-dimensional vector and represents the position attribute of beetle i in the S-dimensional searching space and a potential solution of the optimization problem.
T represents the speed attribute of beetle i. Individual extreme is represented by
T , and the global extreme is represented by
T . The speed and position updates of the BSO algorithm are expressed as:
where s = 1, 2, · · · , S; i = 1, 2, · · · , n; k is the iteration time. ξ is represents one part of the displacement increment determined by the strength of information detected by beetle antennae (another part of displacement increment is determined by speed updating). The loosening factor (λ) in (5) and inertia weight (ω) in (6) are adjustable parameters. r 1 and r 2 are random functions with a value domain ranging between 0 and 1. Parameters c 1 and c 2 determine the impact degree of the individual and global extremes on the beetle. The meanings of δ k , d, x and f (x) are the same with those in basic BAS. In BSO algorithm iterations, position updating cooperates with the searching mechanism of a beetle monomer and learns the updating strategy of the PSO algorithm. The combination strategy can accelerate the iterative convergence rate of a population and lowers the probability of population trapping into a local optimal solution.
IV. ROUTE PLANNING ALGORITHM BASED ON BSO
The adoption of optimization algorithm to practical problems should be improved before the algorithm is applied to actual engineering problems. In a three-dimensional route planning problem, the feasibility of computation loads and the planning results of the optimization algorithm must be further considered. In the iteration process of the algorithm, only a few control points shall be applied to describe beetle individuals; that is, the planned route shall be determined with a few control points. Later, a complete route shall be gained by a mathematical method for cubic spline interpolation. It can obtain a smooth route while reducing computation loads. In addition, an augmented objective function with parameters is constructed by adding a penalty term in the fitness function, and uneven ground barriers are processed by a penalty function to make the planned route avoid ground barriers and assure the feasibility of planning results.
A. INDIVIDUAL DESCRIPTION OF A BEETLE
In processing the route planning problem, one particle in the PSO algorithm must often travel through the coordinates of all discrete points on a route, thus determining the planned route. In consideration of the large computation loads, a route can be described temporarily with few control points (points that determine the general trend of a planned trail). When few control points are connected to a route, the curvature of the route is discontinuous. If it must move along this route, the robot must stop at points with curvature discontinuity to assure the continuity of linear and angular speeds. Therefore, the planned route should be generated by a curve with continuous curvature. Cubic spline interpolation not only has good convergence and stability but can also construct a smooth route. These characteristics are beneficial to the motion robustness of the robot.
The route gained from cubic spline interpolation is composed of many coordinate points, which are described as
B. CONSTRUCTION OF FITNESS FUNCTION
In this study, the route length is used as the fitness function of the BSO algorithm. The length of the route gained from cubic spline interpolation can be expressed as
Then, the constraint optimization problem of threedimensional route planning is to calculate the minimum of L.
In addition, obstacle avoidance is the key problem of route planning. In this study, the uneven ground barrier can be processed by a penalty function. The penalty function has become the most common method to solve constraint optimization problems due to its simplicity. Penalty function applies the violation degree of constraint as a penalty term to the fitness function, and constructs an augmented objective function with parameters, thus transforming the constrained optimization problem into the unconstrained optimization problem. This is an indirect solution to the constrained optimization problem.
The average degree of all coordinate points of current route track lower than the ground is used as the penalty term (if all coordinate points are above the ground, the penalty function term is zero). The calculation formula of the penalty function term is where z c is the point with longitudinal coordinate of z i , which is the critical vertical coordinate of the accessible region and ground as well as the unavailable below regions in the space corresponding to its vertical direction. The meanings of z c and z i are interpreted intuitively in Fig.1 . max{.} is the maximum function, and mean(.) is the mean function. The penalty function value is higher when the altitude of coordinate points in the track is lower than the surface critical point. On the contrary, the penalty function value is zero when the altitude of coordinate points is higher than the surface critical point.
Therefore, the final form of the fitness function containing the penalty function terms can be expressed as
where β is the penalty coefficient.
C. IMPLEMENTATION PROCESS OF ROUTE PLANNING
The flowchart of route planning based on BSO algorithm is shown in Fig. 2 . The implementation process of route planning based on BSO algorithm is as follows:
FIGURE 2. Flowchart of route planning based on BSO algorithm.
1) MODELING
An environmental model is constructed, and the starting and target points are selected.
2) INITIALIZE BSO ALGORITHM
The basic parameters δ k and d of the BSO algorithm are initialized, and parameters λ, ω, c 1 , and c 2 are set. The position attribute X i and speed attribute V i of each beetle are randomly initialized in the three-dimensional environmental model.
The fitness function (C) of each beetle individual is calculated on the basis of (12) , and the current beetle individual is recorded as the individual extreme P i . The beetle with the minimum fitness function values is recorded as the global extreme P g .
3) UPDATE ATTRIBUTES OF BEETLE SWARM
The speed and position attributes of each beetle individual are updated using (5)- (8) .
The fitness function of each beetle individual is calculated, and the individual (P i ) and global (P g ) extremes are updated.
4) ITERATIVE OPTIMIZATION OF BSO ALGORITHM
Parameters δ k and d of the BSO algorithm are updated on the basis of (4).
Iterations are performed until the maximum to end optimization.
5) DRAW ROUTE TRACK
Trails of the three-dimensional route are drawn in accordance with global extreme P g .
V. SIMULATION EXPERIMENT OF ROUTE PLANNING
Elevation data (100 * 100 pixels) are selected to construct the environmental model of route planning. The environmental model for three-dimensional route planning, which is constructed by elevation data, is shown in Fig. 3 . The experimental results in Fig. 4 and 5 show that when m c = 1, the final route gained from the interpolation has poor adaptation to ground environment with different convex characteristics, although it has a high convergence rate of iterations. When m c = 3, it can obtain an appropriate route. When m c = 5, the uncertainty of the random search process of the BSO algorithm is increased due to the high number of control points. The planned route gained in a limited number of iterations is not ideal, and it may even be trapped into a local optimal solution in the late iterations. Therefore, m c is set as 3 in the subsequent experiment.
B. DISCUSSION ON PENALTY COEFFICIENT (β)
In accordance with the experimental results in Fig. 6 and 7 , the value of penalty coefficient β can significantly influence the route planning. When β = 100, an appropriate route planning can be gained. When β = 10, the result of route planning has a great risk of collision. When β = 1, planning a feasible route is impossible.
A large penalty coefficient adds the penalty term into the fitness function of route planning at a high weight. With full consideration to the influences of ground barriers on robot movement, the ultimate planned route is assured of no risk of collision. Given the same number of iterations, the planning route is poorer than that under a small penalty coefficient. A small penalty coefficient can weaken the influences of penalty term on fitness function, making the iteration converge at a high rate. However, the ultimate planned route might cause a risk of collision between the robot and the surface. 
C. COMPARISON OF THE THREE-DIMENSIONAL ROUTE PLANNING METHOD BASED ON BASIC PSO ALGORITHM
According to experimental results from Fig. 8 to 15 , the length of route planning based on the BSO algorithm is about 90% that of the route planning based on the PSO algorithm. The three-dimensional route planning based on the BSO algorithm has higher convergence rate compared with that based on the PSO algorithm. Given the same number of iterations, the optimization results of the BSO algorithm are generally better than those of the basic PSO algorithm. Moreover, the probability of trapping in the local optimal solution during the optimization process is decreased, which is attributed to the position updating strategy of the beetle monomer in the BSO algorithm. In the late iteration, the optimal route based on the BSO algorithm is generally better than that based on the basic PSO algorithm.
D. COMPARISON OF THE THREE-DIMENSIONAL ROUTE PLANNING METHOD BASED ON THE BASIC BAS ALGORITHM AND THE FBAS ALGORITHM
Based on the three-dimensional route planning environment model shown in Fig. 3 (Model a) , the schematic diagrams of some optimal route convergence curves based on the route planning method based on the basic BAS algorithm, the FBAS algorithm and the BSO algorithm are gained.
According to experimental results from Fig. 16 to 18, the route planning method based on the BSO algorithm can obtain a stable convergence curve in repeated experiments, which proves to be a stable and effective route planning method. The basic BAS and FBAS algorithms are extremely unstable during the convergence process and there is a large risk of trapping in the local optimal solution. Therefore, the route planning methods based on the basic BAS and FBAS algorithms are not stable enough, which is not a good performance for the practical engineering problem of route planning.
By comparing experiments with the basic PSO algorithm, the basic BAS algorithm and the FBAS algorithm, the advantages of the proposed three-dimensional route planning method based on the BSO algorithm in practical engineering problems can be proved. On the one hand, the position updating strategy of the beetle monomer using the loosening technology reduces the probability that the optimization process falls into the local optimal solution and improves the convergence rate of the iteration. On the other hand, the idea of the swarm intelligence algorithm increases the stable of the convergence process and weakens the impact VOLUME 7, 2019 FIGURE 16. Convergence curves of the optimal routes gained from the three-dimensional route planning method based on the basic BAS algorithm. of differences in the random initial values of the algorithm's basic parameters.
VI. CONCLUSION
The proposed three-dimensional route planning method based on BSO algorithm has the following innovations: 1) In route planning based on the PSO algorithm, a particle must generally run through the coordinates of all discrete points on a route, thus determining the planned route. Considering the high calculation loads, the proposed three-dimensional route planning method based on the BSO algorithm involves a few control points and then constructs a smooth route via cubic spline interpolation. Cubic spline interpolation has good convergence, stability, and second-order smoothness. These features are highly beneficial for the robust motion of a robot. 2) An augmented objective function with parameters is constructed by adding a penalty term in the fitness function. The average degree of all coordinate points lower than the surface is used as the penalty term, and an uneven ground barrier is processed by the penalty function method for the planned route to avoid ground barriers and assure the feasibility of the planning results. The experiment demonstrates that the proposed threedimensional route planning method has higher iterative convergence rate and stable convergence result compared with other algorithms, and trapping it in a local optimal solution is difficult. The proposed method can obtain a feasible smooth route in a three-dimensional environmental model based on actual elevation data.
