ABSTRACT. The main result of this paper is a new version of the (local) integrability theorem of Skoda, adapted to a class of plurisubharmonic functions on a domain with a precise estimate of the uniform exponent of integrability in terms of the Lelong numbers of the given class. Then we present several applications of this result.
ABSTRACT. The main result of this paper is a new version of the (local) integrability theorem of Skoda, adapted to a class of plurisubharmonic functions on a domain with a precise estimate of the uniform exponent of integrability in terms of the Lelong numbers of the given class. Then we present several applications of this result.
First we prove that the volume of the sublevel sets of the plurisubharmonic functions which belong to a given class decreases exponentially as a function of the level, with a certain uniformity and a good control of the uniform exponent of exponential decrease in terms of Lelong numbers of the given class, in the spirit of a recent result of Kiselman.
The second application is a new characterization of the so called Lelong Property, introduced in our earlier work, for a class of plurisubharmonic functions, in terms of its uniform exponential integrability as well as the uniform exponential decrease of the volumes of its sublevel sets.
Finaly, we give a precise estimate on the volume of algebraic lemniscates, as well as a new comparison inequality between the volume and the capacity of Alexander-Siciak type for Borel sets of an algebraic manifold.
INTRODUCTION
Estimates on the size of sublevel sets of plurisubharmonic functions in terms of measures or capacities are fundamental in pluripotential theory (cf. [Al] , , [Al-Ta] , [Ko] , [Ki 3] , [Fa] ), in complex dynamics, (cf. [Fa-Gu] ) and also in Padé approximation, where one has to deal with the size of polynomial lemniscates (cf. [Cu-Dr-Lu] and its references).
Recently, C. Kiselman ([Ki 3]) has obtained a precise estimate on the volume of sublevel sets of a given plurisubharmonic function u on some open set Ω ⊂ C n , in terms of its Lelong numbers, with an interesting application to the estimate of Lelong numbers of the pull-back of a plurisubharmonic function by certain holomorphic mappings (cf. also [Fa] ). This estimate rests in an essential way on Skoda's (local) exponential integrability theorem for a plurisubharmonic function (cf. [Sk] ).
In order to motivate our approach, let us first recall the fundamental (local) exponential integrability theorem of Skoda, as well as the above mentioned result of C. Kiselman. Let u be a plurisubharmonic function on a domain Ω ⊂ C n such that u ≡ −∞. Then u is locally integrable with respect to the Lebesgue measure in Ω, and µ u := ( Then the Lelong number of u at a fixed point a ∈ Ω can be defined, according to a theorem of Lelong (cf. [Le] ), by the following formula: where τ 2n−2 = π n−1 /(n − 1)! is the volume of the unit ball in C n−1 , and B(a; r ) := {z ∈ C n : |z − a| < r} is the euclidean ball of center a and radius r > 0 in C n . By a result of Kiselman (cf. [Ki 1] , [Ki 2] ), the Lelong number of u at the point a ∈ Ω can be also expressed by the following formulas: Moreover, the same formula implies that if exp(−u) is locally integrable in a neighbourhood of a, then ν u (a) < 2n. H. Skoda's exponential integrability theorem gives a converse to this statement. Namely, it says that the Lelong number of the plurisubharmonic function u at the point a satisfies the condition ν u (a) < 2, then the function e −u is locally integrable with respect to the Lebesgue measure λ in a neighbourhood of a. It is easy to see that this theorem is sharp. Using this fact, C. Kiselman proved in [Ki 3 ] that if K ⊂ Ω is a compact subset, then for any positive real number α < 2/ sup a∈K ν u (a) the following estimate λ({z ∈ K : u(z) < t}) ≤ Ce αt , ∀t < 0 (1.4) holds, where C = C(α · u) := K exp(−α · u) dλ is finite by Skoda's integrability theorem.
Estimates of type (1.4), with a uniform constant, have been obtained by S. Kolodziej for a special class of plurisubharmonic functions on a hyperconvex domain in C n , in connection with the study of the Dirichlet problem for the complex Monge-Ampère operator (cf. [Ko] ), and also by A. Cuyt, K.A. Driver, and D.S. Lubinsky for polynomial lemniscates in C n (cf. [Cu-Dr-Lu] ). Our main motivation was to extend these results, by giving general estimates of type (1.4) for all plurisubharmonic functions of a given class U, with a precise control on the constant C(α · u), depending only on the size of u in a fixed neighbourhood of K, and α related to the behaviour of the class U on K (see Section 4).
The first main result of this paper is contained in Section 3, where we prove a uniform version of Skoda's integrability theorem for the class U, in terms of its Lelong numbers when they are finite.
As a first consequence, we obtain in Section 4 the required estimates on the volume of sublevel sets, for the given class U of plurisubharmonic functions on Ω, in the spirit of Kiselman's approach.
On the other hand, in our previous paper ([Ze 3]) we investigated the notion of Lelong classes, based on the so called Lelong property, extending the classical theory of global extremal functions of , [Za] ), and gave a generalization of Sadullaev's criterion of algebraicity ( [Sa] ).
In Section 5 we give several new characterisations of the Lelong property, and then deduce an appropriate uniform version of the estimate (1.4), for any admissible class of plurisubharmonic functions that satisfies the Lelong property.
It turns out that, in a sense which will be made more precise in Section 6, for a given class U of plurisubharmonic functions on some complex manifold Ω and a given point a ∈ Ω, the following properties are equivalent:
(i) The class U satisfies a uniform version of Skoda's integrability theorem in a neighbourhood of a. (ii) The class U satisfies a uniform version of Kiselman's estimate (1.4) on the "volume" (with respect to some Lebesguean measure) of its sublevel sets in some neighbourhood of a. (iii) The smallest class U = (U ∪ {0}) + R, containing U ∪ {0} and invariant by real translations, satisfies the Lelong property on a neighbourhood of a.
Moreover, we give a numerical criterion, in terms of the so called capacitary density, in order that these properties are valid. Finally, in Section 7, we associate to any Lelong class L on a complex manifold X, a natural set function called L-capacity, and give precise estimates on the Lcapacity and the volume of the sublevel sets of plurisubharmonic functions of the Lelong class L, as well as a precise comparison inequality between volume and L-capacity for measurable sets of X, involving the Lelong numbers of L.
In Section 8, we derive a precise comparison inequality, of Alexander-Siciak type, between volume and capacity for Borel sets of an algebraic submanifold, improving an estimate obtained by S. Kolodziej in C n (cf. [Ko] ). In particular we obtain precise estimates on the volume and capacity of algebraic lemniscates in C N , which are closely related to earlier results of A. Cuyt, K. Driver, and S. Lubinsky concerning polynomial lemniscates in C n (cf. [Cu-Dr-Lu] ).
LELONG NUMBERS FOR A CLASS OF PLURISUBHARMONIC

FUNCTIONS
Let Ω be a domain in C n , and PSH(Ω) be the cone of plurisubharmonic functions 
is a closed positive current of type (1,1) on Ω (cf. [Le] ). For any fixed point a ∈ Ω let d Ω (a) be the distance of a to the complement of Ω in C n . Then for 0 < r < d Ω (a) define the projective mass of the current dd c u in the euclidean ball B(a; r ) := {z ∈ C n : |z − a| < r } as follows:
Then by a well know result of Lelong ([Le] ), the following formula
holds, where β := (i/2)∂∂|z| 2 and β n−1 := β n−1 /(n − 1)!. Then the projective mass of the current dd c u at the point a is given by the following formula:
The positive number ν u (a) is also called the Lelong number of the current dd c u at the point a, or simply the Lelong number of the plurisubharmonic function at the point a. Now let U ⊂ PSH(Ω) be a non-empty class of plurisubharmonic functions on Ω, and consider the "uniform projective mass" of the class U defined as follows ϑ U (a, r ) := sup{ν u (a; r ) : u ∈ U}, (2.4) for 0 < r < d Ω (a). Then we define the Lelong number of the class U at the point a by the following formula:
(2.5) This number, which may be infinite, will play an important role later since it will be used to measure the behaviour of the class U in a neighbourhood of the point a.
Moreover, the comparison theorem of Demailly (cf. [De 3]) can be extended to this context, which implies that the number defined by (2.5) is independent of the coordinate system used at the point a, and then it can be also defined on complex manifolds.
The following result will be useful later. 
whereŪ is the closure of U in PSH(Ω).
Moreover, if U is compact in PSH(Ω), then Ω U = Ω and the following identity holds:
Proof. Let a ∈ Ω U be a fixed point and ϑ a real number such that ϑ U (a) < ϑ. Then if the real number ϑ 0 is such that ϑ U (a) < ϑ 0 < ϑ, it follows that there exists a real number r > 0 with B(a, r ) Ω such that the following estimate
holds. Now pick a real number s such that 0 < s < r . Then if 0 < ρ < r − s, we have B(z, s) ⊂ B(a, r ) for |z − a| < ρ. Therefore by Lelong's formula (2.2), it follows that [Ze 3 ] for a similar argument). The identity (2.13) is exactly the required property (2.7). Ë Remark 2.2. It is easy to see that the identity (2.7) does not hold if the class U is not compact. Indeed, let us consider the following sequence of subharmonic functions on the unit disc in C defined by u j (z) := (1/j) log |z j + 1/j| for |z| < 1, j ∈ N * , and consider the class U := {u j : j ∈ N * }. Then it is easy to see that ν u j (0) = 0 for any j ∈ N * while ϑ U (0) = 1, which proves our claim. Observe that the class U is relatively compact, but not compact in SH({z ∈ C : |z| < 1}).
A UNIFORM VERSION OF SKODA'S INTEGRABILITY THEOREM
As it was observed before, by a well known result of Skoda (cf. [Sk] ), if u ∈ PSH(Ω) for some domain Ω ⊂ C n , then the function exp(−u) is integrable with respect to the Lebesgue measure λ in a neighbourhood of a point a ∈ Ω, if ν u (a) < 2. In [Ho 1] a uniform version of this result is given for the class of plurisubharmonic functions u on the unit ball B in C n such that u(0) = −1 and u ≤ 0. Now we want to prove our first main result, which is a uniform version of Skoda's integrability theorem. 
since max A u > 0. Now observe that, if we apply the submean inequality at each point of A ⊂ ω, we obtain by compactness a uniform constant c > 0 such that the following estimate
holds. Now applying the inequality (3.3) to the function u, we deduce from the estimate (3.2) that an analogue of the estimate (3.1) holds for u, with the constant c 1 := c 1 + (c 1 λ(ω) − 1) · c instead of c 1 and the same constant c 2 . Therefore the theorem is also true for the class U, with suitable uniform constants.
So it is enough to prove the theorem under the extra condition max A u ≤ 0 for any u ∈ U, where A ⊂ ω is a fixed compact neighbourhood of K. Fix a point a ∈ K and a positive real number 0 < δ < dist(K; C n \ Ω) so small that the closed ballB(a; δ) centered in a with radius δ is contained in ω. Since Lelong numbers are invariant under (affine) isomorphisms, we can assume that a = 0 is the origin in C n and the ball B(a; δ) is the unit ball with B ω. Let G z (ζ) := G(z, ζ) be the pluricomplex Green function of the unit ball B, which is given by the following formula:
where F z is the involutive automorphism of the unit ball B taking the point z ∈ B to the origin. We will need here the useful fact that |F z (ζ)| is symmetric in the two variables z and ζ, as it follows from its explicit formula (cf. [Ru] 
(3.5)
This formula follows easily from the fundamental equation (dd c G z ) n = δ z in the sens of currents on B, and the fact that G z has boundary values 0 (cf. [De 2] , [Kl] ). Now let us write u = u 1 + u 1 , where 
where c 3 and c 4 > 0 are absolute constants (independant of u).
The next step is to estimate the function u 1 , which is given by the following formula
(3.8)
Then define the following pseudoballs
for z ∈ B, r ∈ ]0, 1[ and consider the following decomposition of u 1
Then we can write u 1 = u 2 + u 3 , where
and
(3.11)
Let us start by estimating the function u 2 defined by the formula (3.10). Observe that by definition G z (ζ) ≥ log r for |z| < 1, and ζ ∈ B \ ω z (r ). On the other hand, it is easy to check the following inequality in the sense of measures
for each z ∈ B, where c 5 > 0 is an absolute constant. Moreover, since ω Ω is a neighbourhood of the ballB, it is clear that the following estimate holds:
with some absolute constant c 6 > 0. Therefore from (3.10), (3.12), and (3.13) we deduce the following estimate:
(3.14)
for z ∈ B, where c 7 = c 7 (r ) > 0 is an absolute constant. Now it remains to study the function u 3 defined by the formula (3.11), which is the crucial part of the proof. The main idea is to estimate exp(−u 3 ) by applying Jensen's inequality, with the positive measure associated to the positive current of bidegree (n, n) 
n−1 , which is of total mass γ u (z, r ) on the set ω z (r ). To this end we need estimates of the mass γ u (z, r ) from both sides uniformly on u and z. So recall the following definition
for z ∈ B, r ∈ ]0, 1[, and consider the corresponding function for the class U defined as follows:
Let us now fix a real number ν such that ϑ U (0) < ν < 2. We claim that if ρ > 0 and r > 0 are chosen small enough, then the following estimate holds:
Now from the explicit formula of F z (ζ) (cf. [Ru] ), follows that for |z| < ρ and |F z (ζ)| < r we have |ζ| < t := (r + ρ)/(1 + r ρ), which it implies that ω z (r ) ⊂ B(0; t). On the other hand, given ε > 0, it is easy to see that there exists ρ > 0 so small that the inequality dd
Moreover, using Stokes' formula, it is easy to check the following formula:
Therefore, using the formula (3.18) and the definition (3.15), we deduce that for ρ > 0 small enough the following inequality holds:
= s, and since r = r (ρ) tends to s as ρ tends to 0, it follows that for ρ > 0 small enough and ε > 0 small enough, we get
Then applying (3.19) with t = s we get the estimate (3.17), which proves our claim.
On the other hand, in order to get a uniform lower bound, consider the function v ε (z) := ε(|z| 2 − m) with m := max z∈A |z| 2 and define the class U ε := v ε + U; then the following identity holds:
is a positive continuous function on the unit ball B, it follows from the equation (3.20) and the estimate (3.17) that for ε > 0 small enough, we also have the inequality
while the equation (3.20) implies the following uniform lower bound
for |z| < ρ, where η > 0 is an absolute constant. Now observe that all the functions from the class U ε are negative on the compact set A, and the estimate (3.1) holds for the class U ε if and only if it holds for the class U, with suitable absolute constants.
So considering the class U ε for ε small enough, instead of the class U if necessary, we can assume that our class U satisfies the inequality (3.17), as well as the following uniform lower estimate
for |z| < ρ, with a uniform positive constant η > 0.
Then applying Jensen's inequality to the function u 3 , defined by the equation (3.11) with the positive measure dd
n−1 of total mass γ u (z, r ) on the set ω z (r ), we obtain the following inequality:
Then taking into account the estimates (3.17) and (3.21), we deduce from (3.22) that
which in turn yields the following estimate:
(3.24)
Using the inequality (3.12), it is easy to deduce from (3.24) that the following inequalities
hold with some absolute constant c 8 > 0. From (3.25) and (3.13) we finally get the estimate
where c 9 > 0 is an absolute constant. Now since u = u 1 + u 2 + u 3 , it follows immediately from the estimates (3.7), (3.14), and (3.26) that (3.27) where c 10 := c 4 + c 7 . Thus we have proved that each point a ∈ K has a neighbourhood B(a, ρ) ω such that the estimate (3.1) holds with E = B(a, ρ). Now from the compactness of K, it follows that there exists a neighbourhood E ⊂ ω of K such that the estimate (3.1) holds, with suitable absolute constants c 1 > 0 and c 2 > 0. Ë From our uniform integrability theorem we can deduce the following result, which will be important later. 
Proof. First observe that, by Proposition 2.1, the following formula
holds. Then for a given neighbourhood ω Ω of K, we can apply Theorem 3.1 and get the estimate (3.1). Then by the compactness of U, the right hand side of the estimate (3.1) is bounded by an abslolute constant, which proves the uniform estimate (3.28).
Ë
As an application of the last theorem, we can deduce the following result, which extends a well known result in [Ho 1, Theorem 4.2.4].
Corollary 3.3. Let B C
n be the unit ball, η > 0 a positive constant, and r a fixed real number such that 0 ≤ r < exp(−η/2). Then there exists 0 < ρ < 1 small enough and a constant C = C(r , η) > 0 such that for any plurisubharmonic function u on B such that u ≤ 0 and max r ·B u ≥ −η, the following estimate 
This proves that v ∈ U r ,η . Now by convexity, it follows from Kiselman's formula that
− log r for any 0 < r < s < 1 and u ∈ U r ,η , which implies that sup u∈U ν u (0) ≤ η/ log(1/r ) < 2 since r < exp(−η/2). Now applying Corollary 3.2, we get the required estimate. 
VOLUME OF SUBLEVEL SETS OF PLURISUBHARMONIC FUNCTIONS
Let Ω be a domain in C n , and u :
We are interested in estimating from above the volume of the sublevel sets of u defined as follows:
We are interested in getting a uniform estimate of this type for suitable classes U of plurisubharmonic functions with a uniform constant depending only on α and the class considered. A uniform estimate of this type was given by S. Kolodziej for a special class of plurisubharmonic functions in connection with the study of the Dirichlet problem for the complex MongeAmpère operator (cf. [Ko, Lemma 2.5]) , and also by A. Cuyt, K. Driver, and D.S. Lubinsky in connection with Padé approximation (cf. [Cu-Dr-Lu] ).
Let us first observe the following fact, which shows that some strong condition is necessary in order to get a uniform decrease of the volumes. Proof. Let (u j ) be any sequence of plurisubharmonic functions from the class U. First, let us prove that this sequence does not converge to −∞ on Ω. Indeed, assume that lim sup j→+∞ u j (z) = −∞ for any z ∈ Ω. Since λ(K) > 0, we can choose ε > 0 so small that ε < λ(K). From our hypothesis, it follows that there exists t < 0 such that λ(K ∩ S u j (t)) < ε for any j ∈ N. Now by assumption lim sup j→+∞ u j (z) = −∞ for any z ∈ Ω, so by Hartogs' lemma, it follows that there exists a large integer j > 1 such that max K u j ≤ t, which means that Proof. The main idea of the proof is the same as in [Ki 3] , and is based on our uniform version of Skoda's integrability theorem. Indeed, let u ∈ U. If z ∈ K ∩ A u (t), then u(z) ≤ t and for any α > 0, we have αu(z) ≤ αt and then exp(αt − αu(z)) ≥ 1. Therefore we obtain the following estimates
Now our estimate follows immediately from (4.3) and the estimate (3.1) of the Theorem 3.1.
Ë
From our theorem we can conclude that compactness is also sufficient in order to obtain a uniform estimate of Kiselman's type. 
Proof. Observe that sup a∈K ϑ U (a) = ν by Proposition 2.1, and then the estimate (4.2) of Theorem 4.2 is satisfied. Now using again the compactness of U, it is easy to see that the right hand side of (4.2) is uniformly bounded, which implies the estimate (4.4). 
Proof. It is clear from the definitions and the results of Cegrell mentioned above that F 0 ⊂P 0 . Let us now prove that the class P 0 is relatively compact in PSH(Ω),P 0 ⊂ F 0 , and ν u (a) ≤ 1 for any a ∈ Ω and any u ∈ F 0 . Indeed, let (u j ) be any sequence of plurisubharmonic functions in the class P 0 . Then by an estimate of Blocki ([Bl, Corollary 2.3]), it follows that there is a constant M > 0 such that n ≤ 1. Therefore we have proved that P 0 is relatively compact, and the closure of the class P 0 in PSH(Ω) is contained in the subclass F 0 (Ω). Moreover, by the same reasoning as in [Ze 2, Lemma 3.2] , it is easy to prove that for any
n ≤ 1. Thus our claim is proved. Now we can apply Corollary 4.3 to the compact class F 0 , and deduce the estimate (4.4) from the estimate (4.3).
Observe that Kolodziej has obtained an estimate of the type (4.5) with K = Ω and α = 1, so our estimate is better as far as the exponent is concerned.
THE LELONG PROPERTY FOR ADMISSIBLE CLASSES OF PLURISUBHARMONIC FUNCTIONS
Let X be a complex manifold of dimension n and let PSH(X) be the cone of plurisubharmonic functions on X that are not identically −∞ on X, so that PSH(X) ⊂ L . From the last section, it follows that for a class U ⊂ PSH(X), compactness is a necessary and sufficient condition in order to get a uniform integrabity estimate as well as a uniform estimate on the volumes of sublevel sets of functions in the class U.
In turns out that this property is closely related to an important property introduced in our last paper [Ze 3] , in order to extend the theory of global extremal functions considered in [Si 1], [Za] , [Sa] , [Ze 1] . Let us recall first the following important definitions. Let L ⊂ PSH(X) be a given admissible class of plurisubharmonic functions on X. Then for a given subset E X, we define the L-extremal function of E on X by the following formula:
Using the L-extremal function we can define a "capacity" as follows. Let B ⊂ X a fixed non pluripolar set. Then for any E X, we define its L-capacity as follows:
The Lelong property is a fundamental property and has many applications (cf. [Ze 3]) since from upper boundedness at each point of some non-pluripolar set we get uniform boundedness locally everywhere.
Here we will need the following characterization of the Lelong property, which is implicitely contained in [Ze 3 ].
Proposition 5.3. Let L ⊂ PSH(X) be an admissible class of plurisubharmonic functions on X. Then the following properties are equivalent:
(i) The class L satisfies the Lelong property (LP) on X.
(
ii) For some (and then for any non-pluripolar) subset E X, the L-extremal function Λ E is locally bounded on X. (ii) For some (and then for any non-pluripolar) subset E X and every nonpluripolar subset B X, cap L (E; B) > 0. (iii) For some (and then for any) non-pluripolar compact subset B X, the normalized classL
B := {w ∈ L : max B w = 0},
is relatively compact in PSH(X). (iv) There exists a relatively compact subclass
M ⊂ L such that L = M + R.
Moreover, if L is a Lelong class on X, then for any pluriregular compact subset B ⊂ X, the normalized subclassL B is compact in PSH(X).
Proof. The equivalence (i)⇐⇒(ii)⇐⇒(ii) and the implication (ii) ⇒(iii)
were proved in [Ze 3 ]. The same result shows that if L is a Lelong class on X, then the subclassL B is compact in PSH(X) whenever the set B is pluriregular in X.
The (w j ) converge to w in PSH(X), which proves our claim. Now from the compactness of the classL B , it follows by a standard compactness argument that the upper envelope function Λ B := supL B is upper semi-continuous on X and therefore locally bounded on X. This proves (ii) and the last assertion of the proposition.
implication (iii) ⇒(iv) is trivial. Now let us prove that (iv) ⇒(ii
Ë
It turns out that the Lelong property is a local property and that it behaves well by localisation to a small neighbourhood and by restriction to some subvarieties (cf. [Ze 3]) . Observe that the condition (iv) of the last result implies that the admissible classes generated by the classes considered in Corollary 3.3 and Corollary 4.4 satisfy the Lelong property.
Let us recall another important numerical concept, which was also introduced in [Ze 3] . Let a ∈ X be a given point, and ϕ : D → B be a biholomorphic mapping from a neighbourhood D of a onto the unit ball B in C n such that ϕ extends continuously toD and ϕ(a) = 0. Such a coordinate system (D, ϕ) will be called a regular coordinate system at the point a. Then denote by D r := {x ∈ D : |ϕ(x)| < r} for 0 < r < 1. For a given subclass U of plurisubharmonic functions on Ω, let us define the following number:
( 5.3) It is clear that the limit in (5.3) exists in R + ∪ {+∞}, since for each plurisubharmonic function u ∈ U, the function r → maxD r u is a convex increasing function of log r for r ∈ ]0, 1]. Let U := (U ∪ {0}) + R be the admissible class of plurisubharmonic functions on Ω generated by U. Then it is easy to check that
(5.4)
As we will see from the next result, the number κ U (a) does not depend on the regular coordinate system at the point a (cf. [Ze 3] (u) 
where dσ is the normalized area measure on the unit sphere ∂B ⊂ C n . Then the classical Poisson-Jensen formula can be written as follows
Therefore from the formula (5.9) we deduce the following inequalities
(5.10) for 0 < s < r ≤ 1 and u ∈ U. Then from the formula (5.10), we deduce that (5.14) for 0 < s < r ≤ r 0 and u ∈ U. Now from the definition of κ U (a) and the estimate (5.14), it follows immediately that
Let us prove the converse inequality for any fixed point a ∈ X U . Since U ω = M + R and M is relatively compact, it follows from Proposition 2.1 that
On the other hand, from the definitions and Kiselman's formula (1.3), it follows that
Hence we obtain the inequality ϑ U (a) ≤ κ U (a).
THE VOLUME OF SUBLEVEL SETS AND THE LELONG PROPERTY
In this section we will investigate the relation between the uniform version of Skoda's integrability theorem, the uniform version of Kiselman's estimate on the volume of sublevel sets, and the Lelong property for a class of plurisubharmonic functions. Here X will be a hermitian manifold of dimension n and the volume element will be denoted by dV . Using the Lebesguean measure λ on X defined by the volume element of X, it is easy to see that all the results of Sections 2, 3, and 4 are valid in this general context since they are local and invariant by biholomorphic change of coordinates. Now we can prove the main result of this section. 
(6.4) Now observe that, since the function r → maxD r v is a convex function of log r (r ∈ ]0, 1[), the left hand side of (6.4) is increasing in s. This implies that κ U (a) ≤ M < +∞, and proves the condition (i).
Ë
In order to give a precise quantitative version of the last result, let us define for a class U the following two important numbers, which were considered by Kiselman for a single function (cf. [Ki 3] ). Let B ⊂ X be a fixed non-pluripolar compact set. Then for any compact subset K ⊂ X, we define I K (U) to be the interval (possibly empty) of all real numbers p > 0 for which there exists a constant C = C(p, K, B) > 0 such that
(6.5)
Then the critical index of uniform exponential integrability of the class U on K is defined by the following formula:
On the other hand, the critical exponent of uniform exponential decrease of the volume of sublevel sets of the class U on K is defined by the following formula
where J K (U) is the interval (possibly empty) of all real numbers p > 0 for which there exists a constant C = C(p, K, B) > 0 such that
for any u ∈ U and any t ≤ 0. Observe that from the inequality (4.3) it follows immediately that the estimate (6.5) implies the estimate (6.8), with the same exponent p which implies that
Now we can prove the following fundamental result, which gives a quantitative version of the preceding theorem. Theorem 6.2. Let U be a non-empty class of plurisubharmonic functions on X and define X U := {a ∈ X : κ U (a) < +∞}, which is the largest open subset of X on which the admissible class U = (U ∪ {0}) + R generated by U satisfies the Lelong property. Then if X U ≠ ∅, for any fixed compact set K ⊂ X U the two numbers i K (U) and j K (U) are finite, they do not depend on the non-pluripolar compact set B ⊂ X U , and they satisfy the following identities:
(6.9)
In particular, the inequalities (6.5) and (6.8) hold for any exponent p > sup a∈K ϑ U (a)/2 and any non-pluripolar subset B ⊂ X U .
Proof. Assume that X U ≠ ∅; then from Theorem 5.4 it follows that the admissible class L = (U∪{0})+R generated by U satisfies the Lelong property on X U . Let K ⊂ X U be a fixed compact set and ω X U an open neighbourhood of K. Then by Theorem 5.4 and Proposition 2.1, the number ϑ := sup a∈K ϑ L (a) = sup a∈K κ L (a) is finite. Moreover, by Theorem 3.1, for any positive real number α < 2/ϑ there exist positive constants c 1 and c 2 such that
(6.10) Now let B ⊂ X U be a fixed non pluripolar subset. Then by Proposition 5.3, the normalized classL B := {u ∈ L : max B u = 0} is a relatively compact subset of PSH(X U ), which implies that the right hand of the inequality (6.10) is bounded onL B . This implies easily that the estimate (6.5) holds with p = 1/α > ϑ/2. Therefore we finally obtain the following inequalities: Now it remains to prove the inequality i K (U) ≤ j K (U). We use an idea of Kiselman (cf. [Ki 3]) . Given the compact set K ⊂ X U , choose a pluriregular compact set B such that K ⊂ B ⊂ X U . Let u ∈ U be a fixed function and
hold. Now choose p such that q > p > j K (U); we get from (6.8) the estimate Vol(K ∩ S v (t)) ≤ C exp(t/p) for any t < 0, where C > 0 is a constant independent on v. Therefore it follows from (6.11) that 
, which proves our estimate.
This property shows that the L-capacity is quite convenient for estimating the size of sublevels sets of plurisubharmonic functions from the class L, which we call Llemniscates. However, L-capacity is hard to compute in general, and it is desirable for applications (see below) to obtain precise lower estimates of the L-capacity in terms of measures which are easier to compute. This is the main purpose of the next result. In particular, for any u ∈ L with max B u = 0, we have
Proof. To prove the comparison inequality (6.14), it is enough to consider the case when E ⊂ D is a measurable subset with Vol(E) > 0, so that E is non pluripolar, and then by Proposition 5.3 its L-extremal function Λ * E is locally bounded on X (cf. also [Ze 3]) . LetĽ be the closure in PSH(X) of the set of all plurisubharmonic functions which are upper envelopes of finite families of functions from the class L. Then it is easy to see, using Hartogs' lemma, that for any non pluripolar compact E X, the following identity holds:
(6.16) Therefore, from Proposition 5.3, it follows that the classĽ satisfies the Lelong property on X. Moreover, by (6.16) we have κĽ = κ L on X, which implies by Theorem 5.4 that ϑĽ = ϑ L on X. Therefore by Theorem 6.2, if we set K :=D and fix α as in the theorem, we get the following estimate (6.17) where M = M(α, B, K) > 0 is an absolute constant. Moreover, it follows easily from Choquets lemma that Λ * E ∈Ľ. Thus applying the estimate (6.17), we obtain the following fundamental uniform estimate:
(6.18)
Since E ⊂ K is non-pluripolar, it is well known that Λ * E = 0 quasi-everywhere on E (cf. , and then it follows that the left hand side of the estimate (6.18) is greater than Vol(E), which proves the estimate (6.14) for any measurable subset E ⊂ D. Estimate (6.15) follows immediatly from (6.13) and (6.14). Then from Theorem 6.2 and Theorem 6.4 we deduce the following interesting fact, which shows that the three estimates (6.5), (6.8), and (6.19) have the same critical exponent. 
(6.20)
Proof. From the proof of the last theorem we see immediately that, if the estimate (6.14) holds for a positive real number α, then the estimate (6.15) holds for the same positive real number α. Conversely, assume that the estimate (6.15) holds for some positive real number α. Then using the same argument as in the proof of the last theorem, we see that it holds also for any u ∈Ľ with max B u = 0. Then let E ⊂ D be a measurable subset with positive volume. Then u := Λ E − max B Λ E ∈Ľ and satisfies the condition max B u = 0. Therefore applying the estimate (6.15) for this function with t = − max B Λ E , we obtain the estimate (6.14) with the same positive real number α, which proves that
Observe that the last proof shows that the estimate (6.8) holds for the critical exponent j D (L) if and only if the estimate (6.19) holds for the critical exponent
As an application of our comparison estimate, we get the following quantita- It is interesting to observe that the estimate (6.21) is closely related to an estimate obtained recently by A. Brudnyi for a special class of plurisubharmonic functions (cf. [Br] ). Indeed, the interesting fact in Brudnyi's estimate is that the constant depends only on the quotient of the volumes of B and E, when B is a real ball and E is a measurable subset of B. However, the exponent in his estimate is not explicit.
VOLUME AND CAPACITY OF ALGEBRAIC LEMNISCATES
In this section we will apply the results of the last section to the case of an algebraic submanifold of C N , which is of a particular interest in the theory of global extremal functions (cf. [Sa] , [Ze 1] , [Ze 3]) . Moreover, the size of algebraic lemniscates is also important in the theory of Padé approximation (cf. [Cu-Dr-Lu] [Za] ).
On the submanifold Z we will consider the volume element dV induced on Z by the euclidean metric on C N . Let us denote by δ(Z) the degree of algebraicity of Z, that is the number of points of intersection of Z with a generic (N − n)-plan of C N . Let us also recall the definition of the L(Z)-capacity using the same notation as before (cf. [Al-Ta] )
The associated outer capacity is known to be a Choquet capacity and is quite useful in many applications. Moreover, H. Alexander and B.A. Taylor ([Al-Ta] ) have shown that it is comparable to the relative Monge-Ampère capacity introduced by Bedford and Taylor, at least in the case Z = C n (cf. ). Although it was first considered by W. Plesniak in [Pl] , it is usually called the AlexanderSiciak capacity (cf. [Al] , [Al-Ta] 
The next example will show that this estimate is sharp. Now, applying the results of the last section to the present situation, we want to prove the following result. Proof. The estimate (7.3) follows from (6.13). The other estimates follow from Theorem 6.4 if we can prove the following inequality,
Observe that in the case when Z = C n , then δ = 1 and the estimate (7.6) is easy to prove. Indeed, given a plurisubharmonic function u ∈ L(C n ) and a point a ∈ C n , the function M u (a, r ) := max B(a,r ) u is a convex function of log r , for r > 0, satisfying the growth condition M u (a, r ) ≤ c u + log r for any r > 0. Therefore, by Kiselman's formula we have ν u (a) = lim r →+∞ (M u (a, r ) / log r ) ≤ 1. The example of the function log |z| shows that the estimate (7.6) is optimal in this case.
To prove the estimate (7.6) for a submanifold Z ⊂ C N of dimension n, observe that by [Ch] , up to a unitary transformation of C N , there exists a proper projection π : Z → C n , which is a δ-sheeted analytic cover, such that any function u ∈ L(Z) projects via π into a function from the class δ · L(C n ). Then the estimate follows easily from this fact. For details, see [Ze 3, Proposition 3.2 .5] and its proof. holds. From the estimate (7.4) or Corollary 6.6, we deduce the following quantitative version of the Bernstein-Walsh inequality (see [Br] for a related estimate). Let us now give a general example, which shows that the estimate (7.3) is optimal for a large class of proper polynomial lemniscates. 
Example. Let
Remark.
(1) From Theorem 7.1, we also obtain in particular the following uniform estimate on the volumes of "truncated polynomial lemniscates" in C n . Let . A more precise estimate can be obtained in this particular case (cf. [Cu-Dr-Lu] ). (2) The comparison estimate (7.4) holds for any exponent α < 2, which gives an improvement of an estimate stated in [Ko] . Observe that in C the comparison estimate, as well as the volume estimate (7.11), is well known to hold with exponent 2 (cf. [Ts, p. 58] ). However, in higher dimension, Corollary 6.4 shows that the critical exponent of exponential decrease of the volume, as well as the critical exponent for the comparison estimate (7.4), is equal to 2, but we do not know if these estimates hold with exponent 2 as in one variable.
Finally, it is interesting to observe that the estimate (7.11) does not hold if Z is a transcendental analytic set. Indeed, from Theorem 6.1 and our earlier results (cf. [Ze 3 ]), we can deduce the following criterion of algebraicity of a local analytic set X in terms of the behaviour of the volumes of its algebraic lemniscates.
More precisely, let X be an irreducible local analytic subset of dimension n in C N , and let Z(X) be the Zariski closure of X in C N , that is the intersection of all algebraic hypersurfaces of C N containing X. We say that X is a piece of an algebraic set if Z(X) is an algebraic set of the same dimension n. Let us denote Proof. The equivalence (i)⇐⇒(ii) follows from our earlier work [Ze 3] , which is a different way of stating Sadullaev's criterion of algebraicity ( [Sa] ). The equivalence (ii)⇐⇒(iii)⇐⇒(iv) follows from Theorem 6.1. 
