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We consider general locally-interacting arbitrary-dimensional lattice spin systems that are gapped
for any system size. We show under reasonable conditions that nondegenerate ground states of such
systems obey the entanglement area law. In so doing, we offer an intuitive picture on how a spectral
gap restricts the correlations that a ground state can accommodate and leads to such a special
feature.
Over the last decade or so, quantum information the-
ory has emerged as an indispensable tool in study-
ing strongly-correlated many-body systems. For exam-
ple, entanglement is essential in classifying quantum
phases of matter [1–3], especially topological quantum
phases [4, 5], the density matrix renormalization group
(DMRG) method provides the best way to numerically
simulate low energy physics of one-dimensional spin sys-
tems [6], and various universal features of general many-
body systems have been explored with new tools and
insights [7–11].
While there are many different avenues in such quan-
tum information approaches to many-body physics, they
are essentially built upon the grounds of common theoret-
ical foundations. The entanglement area law (or simply
the area law) is one of the prominent [12]. For a many-
body pure state |Ψ0〉, the bipartite entanglement between
a subregion (A) and the rest (B) is quantified by the en-
tanglement entropy S(ρA), the von Neumann entropy of
the reduced density matrix ρA = TrB |Ψ0〉〈Ψ0|. When
S(ρA) has an upper bound proportional to the surface
area of A, we say |Ψ0〉 obeys the area law [12]. It turns
out that ground states of local Hamiltonians typically
obey the area law [13–23], possibly with a multiplicative
logarithmic correction [3, 24, 25], although one can de-
liberately construct a counterexample [26]. The area law
is indeed a very special feature because in a large Hilbert
space, almost all states, in the sense of the Haar mea-
sure, exhibit a volume-law scaling of the entanglement
entropy; the states obeying the area law actually belong
to a measure-zero set [27, 28]. This anomaly leads to di-
verse and profound implications across various fields, e.g.,
in classical simulations of quantum systems [6], topolog-
ical quantum phases [4, 5], and Hamiltonian complexity
theory [29]. Conceptually, the area law is also reminis-
cent of the holographic principle [30]. It has thus been
of crucial importance to find out the general mechanism
and criteria of the area law. In particular, one of the
prominent open problems has been whether the area law
is generally obeyed in gapped local systems in high di-
mension, since its one-dimensional problem was solved in
Ref. [15].
In this context, the fundamental question in hand is
concerning the entanglement entropy of the ground state
|Ψ(N)0 〉 of a general local N -body Hamiltonian H(N) hav-
ing a finite spectral gap ∆N for sufficiently large N [15].
As it turned out, in an arbitrary spatial dimension, prov-
ing (or disproving) the area law in such a general case is
a daunting task at present. From a practical point of
view, however, if we are in a position to tackle ordinary
many-body systems (e.g., as in the context of classical
simulations of quantum systems [6]), we may bring in
a few empirical assumptions without sacrificing much of
the generality, thereby significantly relaxing the techni-
cal difficulties and furthermore offering a clear-cut insight
into the problem. Specifically, we note that a many-body
system is generally defined in terms of its microscopic de-
tails (i.e., its constituent particles, mutual interactions,
external potential, etc.), while the system size N is actu-
ally variable. Formally speaking, when H(N) is given, it
is implicitly taken for granted that there also exist Hamil-
tonians H(n) with n < N and importantly all different
H(n) share the common defining characteristics of the
system. For example, when we say a certain system is
gapped, it generally means that ∆n ≥ ∆ for any n with a
lower bound ∆. Here, all the different-sized ground states
|Ψ(n)0 〉 represent essentially the same matter and in the
thermodynamic limit, if exists, any local observable can-
not discriminate between different N as it becomes an
intensive quantity. This makes it reasonable to assume
that |Ψ(n)0 〉 and |Ψ(n−1)0 〉 have a finite overlap (i.e., they
are nonorthogonal) after the boundary effect is properly
washed out (see Fig. 1) so that they share a common sub-
space that encapsulates the characteristic features of the
system, e.g., the order parameters, correlation functions,
and so on. Otherwise, the bulk properties of the system
would be utterly unpredictable in practice as they will be
drastically altered by a microscopic change of the system
size, rendering the system unstable.
In this paper, we consider such a practical situa-
tion and prove the entanglement area law in arbitrary-
dimensional gapped local spin systems under two gen-
eral conditions drawn from the above reasoning. Be-
fore proceeding, let us first clarify our notation. We
consider arbitrary systems of N locally-interacting finite-
dimensional spins placed on a D-dimensional lattice with
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FIG. 1. The (n − 1)-spin and the n-spin systems differ only
locally. The reduced density matrices of the ground states
ρ
(n−1)
\n,l0 and ρ
(n)
\n,l0 are obtained by tracing out a local neigh-
borhood of spin n. In this illustration, l0 = 3.
one spin per site. For the ‘localness’ of the interaction to
make sense, the lattice has two properties. First, the Eu-
clidean distance `E(s, s
′) and the graph distance `G(s, s′)
between sites s and s′ satisfy `E(s, s′) ≤ a0`G(s, s′) for
some constant a0. Second, the number of sites in a unit
volume (δl)D is bounded by n0(δl)
D for some constant
n0. For given site s, we define sets of neighboring sites
as follows:
Bks = {site s′ : `G(s, s′) < k}.
The interaction being local means that N -spin Hamil-
tonians can be written as a sum of local terms sup-
ported on Bk0s for 1 ≤ s ≤ N with k0 being a constant
bounding the range of the interaction. The trace dis-
tance between density matrices ρ and σ is denoted by
D(ρ, σ) = 12‖ρ−σ‖1 ≤ 1 with ‖ ·‖1 being the trace norm.
The operator norm is denoted by ‖ · ‖∞.
The two conditions we impose are as follows. First,
there exist a sequence of Hamiltonians with different sys-
tems sizes
{..., H(N−2), H(N−1), H(N)}
having nondegenerate ground states
{..., |Ψ(N−2)0 〉, |Ψ(N−1)0 〉, |Ψ(N)0 〉}
and finite spectral gap ∆n ≥ ∆ for all n. Here, we index
the spins in such a way that the n-spin system is con-
structed by adding the n-th spin on the boundary of the
(n − 1)-spin system (see Fig. 1). As the interaction is
local, H(n) and H(n−1) differ by a local term
Kn = H
(n) −H(n−1)
supported on B2k0n (not Bk0n in general because there can
be distinct boundary terms). The interaction strength is
finite, which means ‖Kn‖∞ ≤ J for some constant J .
Second, for all n, the ground states |Ψ(n)0 〉 and |Ψ(n−1)0 〉
have a finite overlap in the sense that there exist con-
stants µ0 and l0 such that
D
(
ρ
(n)
\n,l0 , ρ
(n−1)
\n,l0
)
≤ µ0 < 1, (1)
where ρ
(n)
\s,k = TrBks |Ψ
(n)
0 〉〈Ψ(n)0 | (see Fig. 1). For l0 = 1,
this condition means that when the ground state |Ψ(n)0 〉
is written in terms of the eigenstates of H(n−1) and the
states of spin n as |Ψ(n)0 〉 =
∑
j αj |Ψ(n−1)j 〉|φj〉n, the co-
efficient α0 associated with the ground state |Ψ(n−1)0 〉 is
non-zero. Although this seems intuitively natural, one
can imagine a counterexample, albeit quite artificial, in
which the entire system undergoes a quantum phase tran-
sition by a single change of the particle number at the
boundary (see the Appendix). As mentioned, such an
exceptional case is not of our interest in this work.
The main result of this paper is the following theorem.
Theorem. Consider a lattice spin system satisfying the
above two conditions. Take a subregion A, which is a D-
dimensional ball of radius R0. For the ground state, the
entanglement entropy of this region is bounded as
S(ρA) ≤ cD−1RD−10 + cD−2RD−20 + ...+ c1R0 + c0, (2)
where cj’s are constants determined by above-defined sys-
tem parameters ∆, J , D, a0, n0, k0, l0, and µ0. Hence,
the upper bound of S(ρA) scales as R
D−1
0 , satisfying the
area law.
Here, we took the ball-shaped region to simplify the
proof. Generalization to the case of a different shape is
straightforward. Note that the area law makes sense only
for simple-shaped regions. For example, the surface area
of a fractal shape can be arbitrarily large.
The underlying idea of the proof is as follows. Take
a subregion A′ to be a D-dimensional ball of radius
R0 + r0 centered at the origin of region A with posi-
tive constant r0  R0 to be chosen later (see Fig. 2).
Suppose there are M spins in region A, M + L spins
in region A′, and N − (M + L) spins in the rest. Our
strategy is to take a particular sequence of ground states
{|Ψ(M+L)0 〉, |Ψ(M+L+1)0 〉, ..., |Ψ(N)0 〉} in the following way.
(1) |Ψ(M+L)0 〉 is the ground state of the (M+L)-spin sys-
tem corresponding to region A′. (2) |Ψ(N)0 〉 is the ground
state of the whole system. (3) |Ψ(n)0 〉 (M + L < n < N)
is the ground state of an intermediate system. Here we
choose the n-th spin, among N − (n− 1) remaining ones,
to be the one having the shortest Euclidean distance to
the origin, whereby the shape of the system is retained
as far as possible for all n (see Fig. 2). For each ground
state in the sequence, we can obtain the reduced den-
sity matrix for region A, {ρ(M+L)A , ρ(M+L+1)A , ..., ρ(N)A }.
Note that S(ρ
(M+L)
A ) is bounded by the logarithm of the
3A
A0
r0R0
FIG. 2. Starting from a system corresponding to region A′,
the system is gradually enlarged while retaining its shape as
far as possible.
Hilbert space dimension for region A′ − A. Our initial
bound
S(ρ
(M+L)
A ) ≤ L ≤ n0vD[(R0 + r0)D −RD0 ]
= n0vDr0DR
D−1
0 +O(RD−20 )
(3)
thus exhibits the area-law scaling, where vD is the volume
factor for D-dimensional balls. We thus find that
S(ρA) = S(ρ
(N)
A )
≤ S(ρ(M+L)A ) +
N∑
n=M+L+1
[S(ρ
(n)
A )− S(ρ(n−1)A )] (4)
exhibits the area-law scaling if the summation on the
right-hand side also does so for appropriately chosen
r0. In order to show this, we need to understand how
|Ψ(n−1)0 〉 is mapped to |Ψ(n)0 〉.
The ensuing procedure is based on the following in-
tuitive picture. Suppose we try to identify |Ψ(n)0 〉 with
Ukn |Ψ(n−1)0 〉|φ0〉n, where Ukn is a unitary operator sup-
ported on Bkn and |φ0〉n is any state of spin n. In general,
the exact identity would be obtained only for sufficiently
large k, i.e., |Ψ(n)0 〉 = U∞n |Ψ(n−1)0 〉|φ0〉n. However, one
can see that the spectral gap can play a role here in ap-
proximating U∞n . Note that both H
(n−1) and H(n) are
gapped. If H(λ) = (1 − λ)(H(n−1) + Sn) + λH(n) =
H(n−1) + (1 − λ)Sn + λKn also remains gapped for
0 ≤ λ ≤ 1, where Sn = ∆(I − |φ〉n〈φ|), we can then con-
sider an adiabatic passage from |Ψ(n−1)0 〉|φ0〉n to |Ψ(n)0 〉.
Intuitively, H(λ) is likely to be gapped for appropriately
chosen |φ0〉n since only a small portion of the Hamilto-
nian is varied and |Ψ(n−1)0 〉 and |Ψ(n)0 〉 are essentially the
same kind of states and hence no quantum phase transi-
tion occurs. For the moment, suppose it is the case. If so,
as the adiabatic passage can be done in a finite time scale
(inversely-proportional to ∆) and the Hamiltonian is var-
ied only locally, the Lieb-Robinson bound implies that
the adiabatic process can affect the system only (quasi-
)locally, which means that U∞n is approximately local.
One can thus write |Ψ(n)0 〉 = Ux0n |Ψ(n−1)0 〉|φ0〉n for some
constant x0 up to a small error. If we neglect the error
for the moment, we can choose r0 to satisfy r0 ≥ a0x0
so that every term in the summation of Eq. (4) vanishes
because Ux0n does not act on region A, resulting in the
area law. Conceptually, what happens is that the bound-
ary effect spreads no further than r0 away and thus ρ
(n)
A
converges to ρA once n reaches the point where region A
does not recognize the existence of a boundary any more.
In the above picture, we have made two logical jumps
to be resolved. First, it should be ensured that H(λ) is
indeed gapped. Second, U∞n is only approximately local
and thus we need to work out how the errors add up.
As a preliminary step, note that condition (1) implies
there is a unitary operator Vn acting on Bl0n such that
|〈Ψ(n)0 |Vn|Ψ(n−1)0 〉|φ0〉n| ≥ 1−µ0 > 0, which follows from
the Uhlmann’s theorem [31]. Let H
(n)
1 = Vn(H
(n−1) +
Sn)V
†
n . This Hamiltonian preserves the gap condition
and the ground state is |ξ(n)0 〉 = Vn|Ψ(n−1)0 〉|φ0〉n. For
convenience, let H
(n)
2 = H
(n) and |η(n)0 〉 = |Ψ(n)0 〉. Let-
ting H
(n)
0 be the sum of all terms commonly appear-
ing both in H
(n)
1 and H
(n)
2 , we can write H
(n)
{1,2} =
H
(n)
0 + h
(n)
{1,2}, where h
(n)
{1,2} are supported on Bl0+k0n .
We are now ready to proceed. We have local Hamil-
tonians H
(n)
{1,2} = H
(n)
0 + h
(n)
{1,2}, which have a gap lower-
bounded by ∆. Their ground states are |ξ(n)0 〉 and |η(n)0 〉,
respectively, and |〈ξ(n)0 |η(n)0 〉| ≥ 1 − µ0 > 0. If we can
find an adiabatic path from |ξ(n)0 〉 to |η(n)0 〉, we can also
find one from |Ψ(n−1)0 〉|φ0〉n to |Ψ(n)0 〉 up to a local uni-
tary operator Vn that does not affect S(ρ
(n)
A ) as long as
r0 ≥ a0l0. The key lemma for our proof is the following.
Lemma. Introduce an ancillary two-level system a and
consider a local Hamiltonian
H˜(n)(λ) = H(n)s (λ) + h
(n)
a (λ),
where
H(n)s (λ) =H
(n)
0 + [h
(n)
1 + λ∆]⊗ |1〉a〈1|
+ [h
(n)
2 + (1− λ)∆]⊗ |2〉a〈2|,
h(n)a (λ) =f(λ)∆(|1〉a〈2|+ |2〉a〈1|)
with real non-negative smooth function f(λ) for 0 ≤ λ ≤
1. f(λ) vanishes at λ = 0 and λ = 1, and is maximized
at λ = 1/2 with f(1/2) = f0 > 0. There exists f(λ) with
f0 =
1
10 (1−µ0) such that H˜(n)(λ) is gapped for all λ and
the minimal gap is at least ∆˜ = f0(1− µ0)∆.
The underlying idea for the proof of this lemma is as
follows. Let h
(n)
a (λ) = 0 for the moment. H
(n)
s (λ) alone
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FIG. 3. (a) Energy spectrum of H
(n)
s (λ). (b) By adding a
coupling term, the ground state degeneracy is lifted.
is then readily diagonalized by |ξ(n)j 〉|1〉a and |η(n)j 〉|2〉a,
where |ξ(n)j 〉 and |η(n)j 〉 are the eigenstates of H(n)1 and
H
(n)
2 , respectively. As shown in Fig. 3(a), the two low-
est energy levels |ξ(n)0 〉|1〉a and |η(n)0 〉|2〉a become degen-
erate only at λ = 1/2. This degeneracy can be lifted
by adding a term that couples the two levels. h
(n)
a (λ)
plays this role as |〈ξ(n)0 |η(n)0 〉| > 0. The detailed proof is
presented in the Appendix. Note that the ground state
of H˜(n)(0) is |ξ(n)0 〉|1〉a and that of H˜(n)(1) is |η(n)0 〉|2〉a.
The lemma thus implies that there exists an adiabatic
path from |Ψ(n−1)0 〉|φ0〉n|1〉a to |Ψ(n)0 〉|2〉a up to an irrele-
vant local unitary transformation, where the Hamiltonian
varies locally on Bl0+k0n and a.
Such a local adiabatic change preserves the area law,
as discussed in Ref. [22]. We tailor their method in the
remainder of our proof. Let |Ψ˜(n)0 (λ)〉 be the ground
state of H˜(n)(λ). By slightly modifying the derivation
in Ref. [32], one can construct an artificial Hamiltonian
governing the change of |Ψ˜(n)0 (λ)〉 in λ, which turns out
to be approximately local in the following sense.
Exact adiabatic evolution. There exists an integer
constant l˜ > l0 + k0 such that
i
d
dλ
|Ψ˜(n)0 (λ)〉 =
[
F
(n)
l˜
(λ) +
∑
j≥l˜+1
G
(n)
j (λ)
]
|Ψ˜(n)0 (λ)〉, (5)
where F
(n)
l˜
(λ) and G
(n)
j (λ) are Hermitian, F
(n)
l˜
(λ) is
supported on Bl˜n, G(n)j (λ) is supported on Bjn, and fur-
thermore ‖G(n)j (λ)‖∞ < g0(j − l0 − k0)−4D for some
constant g0. Here, l˜ and g0 are determined by ∆˜,
maxλ |df(λ)/dλ|∆, and ‖h{1,2}‖∞ ≤ Jn0vDaD0 (l0+k0)D.
The last ingredient of our proof is the small incremen-
tal entangling theorem presented in Ref. [22].
Small incremental entangling theorem. Consider a
many-body system in a pure state |ψ〉. The system is
divided into four regions A1, A2, A3, A4, and evolves by
a Hamiltonian H23 supported on region A2 + A3. The
reduced density matrix for region A1 + A2 at time t is
given by ρ12(t) = Tr34e
−iH23t|ψ〉〈ψ|eiH23t. The growth
rate of the entanglement entropy S(ρ12(t)) at any t is
bounded as
d
dt
S(ρ12(t)) ≤ ce‖H23‖∞ log[min(d2, d3)],
for some constant ce > 0, where dj is the Hilbert space
dimension for region Aj.
We are now ready to finish up our proof. Let us choose
r0 > a0 l˜. We can bound S(ρ
(n)
A ) − S(ρ(n−1)A ) as follows.
Suppose spin n has Euclidean distance R0 + r to the ori-
gin of region A with r ≥ r0. As |Ψ˜(n)0 (0)〉 and |Ψ˜(n)0 (1)〉
yield entanglement entropies S(ρ
(n−1)
A ) and S(ρ
(n)
A ) for
region A, respectively, we can examine |Ψ˜(n)0 (λ)〉 to ob-
tain the bound. Note that |Ψ˜(n)0 (1)〉 is obtained by evolv-
ing |Ψ˜(n)0 (0)〉 through Eq. (5) during unit time. By per-
forming the Trotter expansion, one realizes that only
G
(n)
j (λ)’s with a0j ≥ r can affect the entanglement en-
tropy. By using the small incremental entangling theo-
rem, we find that
S(ρ
(n)
A )− S(ρ(n−1)A )
≤ ce
∑
j≥r/a0
‖G(n)j (λ)‖∞ × (number of spins in Bjn)
≤ ceg0
∑
j≥r/a0
n0vDa
D
0 j
D
(j − l0 − k0)4D
≤ ceg0n0vDaD0
∫ ∞
r/a0
(x− 1)D
(x− 1− l0 − k0)4D dx.
It thus follows that the summation on the right-hand side
of Eq. (4) is bounded by∫ ∞
r0
dr
∫ ∞
r/a0
dxn0vDD(R0 + r)
D−1
× ceg0n0vDaD0
(x− 1)D
(x− 1− l0 − k0)4D ,
which is O(RD−10 ) (note that r0/a0 > 1 + l0 + k0). cj in
Eq. (2) can be obtained by expanding this integral and
Eq. (3), which completes the proof of the theorem.
As a final remark, we note that our approach in its cur-
rent form is not applicable to topologically ordered sys-
tems in general as our inherent physical setting based on
an open boundary condition and nondegenerate ground
states is not compatible with the nontrivial topology of
the space and the topological degeneracy, which are the
essential attributes of topological quantum phases [4, 5].
For such systems governed by frustration-free Hamiltoni-
ans, the local topological quantum order, if exists, leads
to the area law [21]. The general proof without such
restrictions is however yet to be given.
5APPENDIX
I. Contrived gapped system violating condition (1)
Consider a system of 4-dimensional spins with basis
states {|1〉 , |2〉 , |3〉 , |4〉}. Suppose the Hamiltonian is
written as
H(n) =H(n)a +H
(n)
b
+ ∆
∑
s>1
(|1〉s−1〈1|+ |2〉s−1〈2|)(|3〉s〈3|+ |4〉s〈4|)
+ ∆
∑
s>1
(|3〉s−1〈3|+ |4〉s−1〈4|)(|1〉s〈1|+ |2〉s〈2|),
where H
(n)
a contains only {|1〉 , |2〉}, while H(n)b contains
only {|3〉 , |4〉}. Both H(n)a and H(n)b are gapped with a
minimal gap ∆, but the ground state energy of H
(n)
a is
zero for n < M and ∆ for n ≥ M , whereas that of H(n)b
is ∆ for n < M and zero for n ≥M . The ground state is
then spanned by {|1〉 , |2〉} for n < M and by {|3〉 , |4〉}
for n ≥ M . In this case, the overlap between |Ψ(n<M)0 〉
and |Ψ(n≥M)0 〉 vanishes for any l0.
II. Remarks on the boundary effect and the
thermodynamic limit
Consider a mapping from |Ψ(n−1)0 〉 to |Ψ(n)0 〉, as in
Fig. 1 of the main text. As the Hamiltonian H(n) differs
from H(n−1) only by a local term Kn, it is reasonable
to approximate |Ψ(n)0 〉 with Ukn |Ψ(n−1)0 〉|φ0〉n by finding
an optimal unitary operator Ukn supported on Bkn so that
the approximation gets better as k is increased. Let us
define a function
µn(k) = inf
Ukn
1√
2
∥∥∥|Ψ(n)0 〉 − Ukn |Ψ(n−1)0 〉|φ0〉n∥∥∥ ≤ 1.
Apparently, µn(k) is a non-increasing function of k and
limk→∞ µn(k) = 0. We can also define
µ(k) = sup
n
µn(k),
which is also non-increasing. One can think of µ(k) as a
characteristic function of the system that quantifies how
far the boundary effect penetrates into the bulk. This is
also intimately related to the existence of a thermody-
namic limit. For instance, if µ(k) = 0 for k > kB with
kB being a certain constant, ρ
(n−1)
\n,k becomes identical to
ρ
(n)
\n,k for k > kB (see Fig. 1 of the main text). Con-
sequently, if one takes any region sufficiently away from
the boundary, the corresponding reduced density matrix
becomes independent of the system size and hence all the
local quantities of the bulk become intensive quantities,
i.e., there exists a thermodynamic limit of the system
at the zero temperature. Ordinarily, µ(k) would be a
certain decreasing function, whose functional form char-
acterizes how fast the system converges to the thermody-
namic limit. Note that the condition (1) of the main text
is violated if and only if µ(k) = 1 for all k (the system
in the previous section is an example). For gapped sys-
tems satisfying the condition (1), i.e., µ(l0) < 1 for some
l0, one can show that µ(k) asymptotically decreases at
least exponentially, and hence the thermodynamic limit
should exist (this will be discussed elsewhere).
III. Proof of the lemma
Throughout the proof, we omit superscript (n) for
brevity. Let
(H0 + h1)|ξj〉 = pj |ξj〉
with eigenvalues pj and eigenstates |ξj〉. Without loss of
generality, p0 = 0 and pj ≥ ∆ for j ≥ 1. In the same
manner, let
(H0 + h2)|ηj〉 = qj |ηj〉
with q0 = 0 and qj ≥ ∆ for j ≥ 1. Hs(λ) is readily
diagonalized with eigenstates |ξj〉|1〉a and |ηj〉|2〉a with
eigenvalues pj + λ∆ and qj + (1− λ)∆, respectively. For
brevity, let us write the state as |ξj , 1〉 = |ξj〉|1〉a and sim-
ilarly for others. Fig. 4(a) depicts the spectrum of Hs(λ).
The two lowest energy levels |ξ0, 1〉 and |η0, 2〉 cross only
at λ = 1/2. Consequently, by adding an additional term
that couples |ξ0, 1〉 and |η0, 2〉, one can open a gap at
λ = 1/2, making the Hamiltonian gapped for all λ. ha(λ)
can do this as |〈ξ0, 1|ha(λ)|η0, 2〉| ≥ f0(1− µ0)∆ > 0 for
λ = 1/2. If 1 − µ0 is close to one, it would be easy to
find f(λ) making H˜(λ) gapped. If 1 − µ0 is very small,
however, it is not necessarily obvious because |ξ0, 1〉 and
|η0, 2〉 mostly couple to higher energy levels, whereas
their mutual coupling is very small.
Without loss of generality, choose the phase so that
α = 〈ξ0|η0〉 ≥ 1− µ0 is real. Let
P0 = |ξ0, 1〉〈ξ0, 1|+ |η0, 2〉〈η0, 2|.
A part of the Hamiltonian
P0H˜(λ)P0 =λ∆|ξ0, 1〉〈ξ0, 1|+ (1− λ)∆|η0, 2〉〈η0, 2|
+ f(λ)α∆(|ξ0, 1〉〈η0, 2|+ |η0, 2〉〈ξ0, 1|)
has eigenvalues
ω±(λ′) = ∆
(
1
2
±
√
λ′2 + f(λ′)2α2
)
with λ′ = λ−1/2. Denote by |ω±(λ′)〉 the corresponding
eigenstate. Let
H⊥(λ′) = (1− P0)H˜(λ′)(1− P0).
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FIG. 4. Energy spectrums of (a) Hs(λ) and (b) Hg(λ).
It is easy to see that for any state |ϕ〉 with (1−P0)|ϕ〉 =
|ϕ〉, |〈ϕ|H⊥(λ′)|ϕ〉| ≥ (3/2 − |λ′| − f(λ′))∆. Hereafter,
we omit λ′ for brevity when the meaning is clear from
the context (e.g., instead of f(λ′), we simply write f).
We can write the Hamiltonian as
H˜ =ω−|ω−〉〈ω−|+ ω+|ω+〉〈ω+|+H⊥
+ (1− P0)haP0 + P0ha(1− P0).
Let Hg and Hf denote, respectively, the first and
the second line of this Hamiltonian. Hg has a gap
2∆
√
λ′2 + f2α2 (see Fig. 4(b)). Note that ‖Hf‖∞ = f∆.
Let H˜|Ψj〉 = Ej |Ψj〉 with eigenvalues Ej and eigenstates
|Ψj〉 for j ≥ 0. In what follows, we prove that
E1 − E0 ≥ f0α∆
for all λ′ if
f(λ′) = f0 for |λ′| ≤ f0α,
f20 ≤ f(λ′) ≤ f0 for f0α < |λ′| ≤ 15 ,
0 ≤ f(λ′) ≤ f20 for |λ′| > 15 .
1. For |λ′| ≤ 1/5
We regard Hf as a perturbation to Hg. As
〈ω±|Hf |ω±〉 = 0, the first-order perturbation to ω± van-
ishes. Moreover, as 〈ω+|Hf |ω−〉 = 0, the second-order
perturbation to ω± is at most ∼ f20∆, which can be much
smaller than the unperturbed gap ∼ 2f0α∆ if f0 is suffi-
ciently small.
In order to obtain a rigorous bound, let us write the
perturbed eigenstate of |ω±〉 as |Ψ〉 = x|ω−〉 + y|ω+〉 +
z|ω⊥〉, where 〈ω−|ω⊥〉 = 〈ω+|ω⊥〉 = 0, |x|2+ |y|2+ |z|2 =
1, and the perturbed eigenvalue E = ∆/2 + . We then
have
H(x|ω−〉+ y|ω+〉+ z|ω⊥〉)
= (∆/2 + )(x|ω−〉+ y|ω+〉+ z|ω⊥〉),
which leads to
xω− + z〈ω−|ha|ω⊥〉 = x(∆/2 + ),
yω+ + z〈ω+|ha|ω⊥〉 = y(∆/2 + ),
z〈ω⊥|H⊥|ω⊥〉+ x〈ω⊥|ha|ω−〉+ y〈ω⊥|ha|ω+〉
= z(∆/2 + ).
From this set of equations, we find
〈ω⊥|H⊥|ω⊥〉 − (∆/2 + )
=
|〈ω+|ha|ω⊥〉|2
∆
√
λ′2 + f2α2 −  −
|〈ω−|ha|ω⊥〉|2
∆
√
λ′2 + f2α2 + 
.
Note that the left hand side is larger than (1 − |λ′| −
f)∆−  ≥ 7∆/10−  and that
√
λ′2 + f2α2 ≥ f0α. Note
also that when  = 0, the left hand side is larger than the
right hand side. Consequently, the lowest-energy solution
E0 exists when
∆
√
λ′2 + f2α2 +  < 0
and the second lowest solution E1 is positive. We thus
find
E1 − E0 > ∆
√
λ′2 + f2α2 ≥ f0α∆.
2. For |λ′| > 1/5
Note that
E0 ≤ 〈ω−|H˜|ω−〉 = ω−.
Let us write |Ψ0〉 =
√
1− c20|ω−〉+ c0|ω⊥〉 with real c0 ≤
1, where 〈ω−|ω⊥〉 = 0. It follows that
E0 = 〈Ψ0|H˜|Ψ0〉 =(1− c20)ω− + c20〈ω⊥|Hg|ω⊥〉
+ 2c0
√
1− c20Re[〈ω−|Hf |ω⊥〉]
≥(1− c20)ω− + c20ω+ − 2c0
√
1− c20f∆.
These two inequalities lead to
c20 ≤
4f2∆2
(ω+ − ω−)2 + 4f2∆2 .
Similarly, write |Ψ1〉 = c1|ω−〉 +
√
1− c21|ω′⊥〉 with real
c1 < 1 and 〈ω−|ω′⊥〉 = 0. For 〈Ψ0|Ψ1〉 to vanish, we
require
c1
√
1− c20 = c0
√
1− c21|〈ω⊥|ω′⊥〉| ≤ c0
√
1− c21,
which results in c1 ≤ c0. It thus follows that
E1 =〈Ψ1|H˜|Ψ1〉
≥c21ω− + (1− c21)ω+ − 2c1
√
1− c21f∆
≥ω+ − 4f
2∆2
(ω+ − ω−)2 + 4f2∆2 (ω+ − ω−)− f∆.
7Consequently, we end up with
E1 − E0 ≥ (ω+ − ω−)
2
(ω+ − ω−)2 + 4f2∆2 (ω+ − ω−)− f∆.
It is easy to see that this bound is larger than f0α∆ for
|λ′| > 1/5.
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