Abstract. We show that any weak solution to elliptic equations in divergence form is continuously differentiable provided that the modulus of continuity of coefficients in the L 1 -mean sense satisfies the Dini condition. This in particular answers a question recently raised by Yanyan Li [12] and allows us to improve a result of Brezis [2] . We also prove a weak type-(1, 1) estimate under a stronger assumption on the modulus of continuity. The corresponding results for nondivergence form equations are also established.
Introduction and main results
Let L be a second-order elliptic operator in divergence form
Here, we assume that the coefficients A = (a i j )
are defined on a domain Ω ⊂ R and ϕ(s)/s α is a decreasing function. See, for instance, [14, 3, 13, 15] . In a recent paper [12] , Yanyan Li raised a question regarding , whereĀ B(x,r) =
B(x,r)
A := 1 |B(x, r)| B(x,r) A. The Dini mean oscillation condition is weaker than the usual Dini continuity condition mentioned above. For example, if a i j (0) = δ i j and for 0 < |x| ≪ 1,
where 0 < γ < 1 2 , then A is neither Dini continuous nor satisfies the square Dini condition considered in [15] . However, a simple calculation reveals that ω A (r) ∼ (− ln r) −γ−1 , which implies that A satisfies the Dini mean oscillation condition in Definition 1.3. We formulate our result more precisely as the following theorem.
Theorem 1.5. Suppose the coefficients A(x) of the divergent operator L have Dini mean oscillation; i.e., A satisfies (1.2). Let u ∈ W 1,2 (B 4 ) be a weak solution of
Lu = div(A(x)∇u) = div g in B 4 = B(0, 4), where g has Dini mean oscillation; i.e., g satisfies (1.4). Then, we have u ∈ C 1 (B 1 ).
An upper bound of the modulus of continuity of Du can be found in the proof in Section 2. We also consider an elliptic operator L in non-divergence form
where the coefficients A(x) are assumed to be symmetric and satisfy the same ellipticity and boundedness condition as above. 
where g has Dini mean oscillation; i.e., g satisfies the condition (1.4). Then, we have u ∈ C 2 (B 1 ).
In proving the above theorem, we need to consider the formal adjoint operator defined by
and deal with boundary value problems of the form
where
The following definition is extracted from Escauriaza and Montaner [7] .
we mean a solution in L p loc 
have Dini mean oscillation; i.e., g satisfy the condition (1.4). Then, we have u ∈ C(B 1 ).
The proofs of Theorems 1.5, 1.6, and 1.10 are based on Campanato's approach, which was used previously, for instance, in [10, 13] . The main step of Campanato's approach is to show the mean oscillations of Du (or D 2 u, or u, respectively) in balls vanish in certain order as the radii of balls go to zero. The main difficulty is that because we only impose the assumption on the L 1 -mean oscillation of A and g, the usual argument based on the L 2 (or L p for p > 1) estimates does not work in our case. To this end, we exploit weak type-(1, 1) estimates, the proof of which use a duality argument. We then adapt Campanato's idea in the L p setting for some p ∈ (0, 1). Remark 1.11. Theorems 1.5, 1.6, and 1.10 remain true for corresponding elliptic systems satisfying the Legendre-Hadamard ellipticity condition:
for all x ∈ Ω, ξ ∈ R d , and η ∈ R n . This is because the proofs below use the W 1,p (or W 2,p ) solvability for elliptic equations in balls with constant coefficients, which is also available for elliptic systems which satisfy the Legendre-Hadamard ellipticity condition. See, for instance, [6] and the references therein.
The remaining part of the paper is organized as follows. In Section 2, we prove our main results, namely, Theorems 1.5, 1.6, and 1.10. Section 3 is devoted to the weak type-(1, 1) estimates under an additional condition on the mean oscillation ω A . Finally in Section 4, we give an application of our main theorems, which improves a result of Brezis [2] as well as a more recent result by Escauriaza and Montaner [7] .
Proof of main theorems
To begin with, let us introduce some notation that will be used throughout the proof. For nonnegative (variable) quantities A and B, the relation A B should be understood that there is some constant c > 0 such that A ≤ cB. We write A ∼ B if A B and B A. Then for f ∈ L 2 (B) and any α > 0, we have
Proof. We refer to Stein [17, p. 22] , where the proof is based on the Calderón-Zygmund decomposition and the domain is assumed to be the whole space. In our case, we can modify the proof there by using the "dyadic cubes" decomposition of B; see Christ [4] .
The following lemma (as well as subsequent lemmas 2.20 and 2.23) should be classical. Here, we provide a proof that does not explicitly involve singular integrals, which will be useful for our discussion in Section 3. 
Then for any α > 0, we have
Proof. Note that the map T : f → Du is a bounded linear operator on L 2 (B). It is enough to show that T satisfies the hypothesis of Lemma 2.1. We set c = 2. Fix y ∈ B and 0 < r < 
where L * 0 is the adjoint operator of L 0 . By the definition of weak solutions, we have the identity
, by interior and boundary estimates for elliptic systems with constant coefficients, we get
. Therefore, by the duality, we get
, and thus, we have
Therefore, T satisfies the hypothesis of Lemma 2.1. The lemma is proved.
Lemma 2.7. Let ω be a nonnegative bounded function. Suppose there is c 1 , c 2 > 0 and 0 < κ < 1 such that
Proof. Immediate from the comparison principle for Riemann integrals.
Proof of Theorem 1.5.
We shall derive an a priori estimate of the modulus of continuity of Du by assuming that u is in C 1 (B 3 ). The general case follows from a standard approximation argument; see, for instance, [5, p. 134] . Forx ∈ B 3 and 0 < r < |Du − q|
where 0 < p < 1 is some fixed exponent. First of all, we note that
We want to control the quantity φ(x, r). To this end, we decompose u = v + w, where w ∈ W 1,2 0 (B(x, r)) is the weak solution of the problem
Here and below, we use the simplified notation
and L 0 is the elliptic operator with the constant coefficientsĀ. By Lemma 2.2 with scaling, we have
For any given 0 < p < 1, recall the formula
where τ > 0 is to be determined in a moment. When 0 < α ≤ τ, we bound |{x ∈ B(x, r) :
10). It then follows that
By optimizing over τ, we get
Therefore, we have
On the other hand, note that v = u − w satisfies
and that for any constant vector q ∈ R d , the same equation is satisfied by Dv − q. By the interior estimates for elliptic systems with constant coefficients, we have
where C 0 > 0 is an absolute constant. Let 0 < κ < 1 2 to be a number to be fixed later. Then, we have
Here, we recall the facts that for 0 < p < 1, we have for all a, b ≥ 0 that
and for any measure space (X, µ), we have
By using the decomposition u = v + w, we obtain from (2.13) that
Since q ∈ R d is arbitrary, by using (2.11), we thus obtain
Now we choose κ sufficiently small so that 2
By iterating, for j = 1, 2, . . ., we get
14)
where we setω
Here, we used Iverson bracket notation; i.e., [P] = 1 if P is true and [P] = 0 otherwise. We remark that 1 0ω • (t)/t dt < ∞; see [5, Lemma 1] . Now, we take qx ,r ∈ R d to be such that
Similarly, we find qx ,κr ∈ R d , et cetera. Since we have
by taking average over x ∈ B(x, κr) and then taking pth root, we obtain
Then, by iterating, we get
Since the right-hand side of (2.14) goes to zero as j → ∞, by the assumption that u ∈ C 1 (B 3 ), we find lim
Therefore, by taking i → ∞, using (2.14) and Lemma 2.7, we get
Indeed, it is easy to see that ω A and ω g satisfy (2.8); see, for instance, [12, p. 7] . By the definition (2.15), so doω A andω g . By averaging the inequality r) and taking pth root, we get
Therefore, by (2.16) and (2.9), we get
Now, taking supremum forx ∈ B(x 0 , r), where x 0 ∈ B 2 and r < 1 3 , we have
We fix r 0 < 1 3 such that for any 0 < r ≤ r 0 ,
Then, we have for any x 0 ∈ B 2 and 0 < r ≤ r 0 that
For k = 1, 2, . . ., denote r k = 3 − 2 1−k . Note that r k+1 − r k = 2 −k for k ≥ 1 and r 1 = 2. For x 0 ∈ B r k and r ≤ 2 −k−2 , we have B(x 0 , 2r) ⊂ B r k+1 . We take k 0 ≥ 1 sufficiently large such that 2
By multiplying the above by 3 −kd and then summing over k = k 0 , k 0 + 1, . . ., we reach
Since we assume that u ∈ C 1 (B 3 ), the summations on both sides are convergent. Therefore, we have |Du(x) − qx ,r | ψ(r) := sup
By (2.14) and (2.9), we find
, where β := ln 1 2 ln κ > 0.
On the other hand, for x, y ∈ B 1 such that |x − y| < 1 2 , we have
We set r = |x − y|, take the average over z ∈ B(x, r) ∩ B(y, r), and then take the pth root to get
(2.18) Therefore, we get from (2.18) and (2.17) that
where we also used the fact thatω • satisfies the hypothesis of Lemma 2.7. The theorem is proved. Then for any α > 0, we have
Proof. The proof is a modification of Lemma 2.2. Since the map
, it suffices to show that T satisfies the hypothesis of Lemma 2.1. We again take c = 2. Fixȳ ∈ B, 0 < r < Since L * 0 is an elliptic operator with constant coefficients, v is a classical solution; see [7] . Since g = 0 in B(ȳ, R) ∩ B and r ≤ R/2, the standard interior and boundary estimates yield
For any R ≥ cr such that B\B(ȳ, R) ∅ and g
where we used [7, Lemma 2] in the last step. Therefore, we have
The rest of proof is identical to that of Lemma 2.2 and omitted.
Forx ∈ B 3 and 0 < r < 
By Lemma 2.20 with scaling, we have for any α > 0,
B(x,r)
|A −Ā| +
|g −ḡ| .
Therefore, for any 0 < p < 1, we have
Since v = u − w satisfies L 0 v =ḡ in B(x, r), we observe that for any q ∈ Sym(d), the set of all d × d symmetric matrices, we have
Since L 0 is an operator with constant coefficients, similar to (2.12), we have
and thus, similar to (2.13), we obtain (recall 0 < κ < B(x,κr)
If we set
φ(x, r) := inf
then by the same argument that led to (2.14), we get
Now, by repeating the same line of proof of Theorem 1.5, we reach the following estimate: For x, y ∈ B(0, 1) such that |x − y| < 1 2 , we have
The theorem is proved. 
(B) be a unique solution to the adjoint problem
Proof. By [7, Lemma 2] , the map T : f → u is a bounded linear operator on L 2 (B). We show that T satisfies the hypothesis of Lemma 2.1. As before, we take c = 2. Forȳ ∈ B and 0 < r < 
, and L 0 has constant coefficients, the standard interior and boundary estimates and Calderón-Zygmund estimate yield
Therefore, we have (B(ȳ,2R)\B(ȳ,R))∩B u g rR
Forx ∈ B 3 and 0 < r < 1 3 , we decompose u = v + w, where w ∈ L 2 (B(x, r)) is a unique solution of the problem (see [7, Lemma 2 
By Lemma 2.23 with scaling, we have
Note that v is a local adjoint solution of L * 0 v = 0 in B(x, r) and so is v − q for any constant q ∈ R. Since L * 0 is an operator with constant coefficients, v − q is a classical solution; see [7] . Therefore, by the standard interior estimate, we have
and thus, similar to (2.13), we obtain , then by the same argument that led to (2.14), we get
The theorem is proved.
Weak type-(1,1) estimates
In this section, we present a condition for the coefficients A to guarantee local weak type-(1,1) estimates that have been established for constants coefficients operators. It turns out that it is sufficient that the mean oscillation ω A satisfies the condition ω A (r) (ln r) −2 , ∀r ∈ (0, In [9] , Escauriaza constructed an elliptic operator with ω A (r) (ln r) −1 such that a weak type-(1, 1) estimate does not hold with respect to the Lebesgue measure. By modifying the counterexample in [9] , it is easy to find elliptic operators such that
But none of them are Dini functions, so there is a gap between (3.1) and these counterexamples.
After we finished writing this paper, Luis Escauriaza [8] kindly informed us that for non-divergence form elliptic equations, a weak type-(1, 1) holds when the coefficients are Dini continuous. However, such result has not been explicitly written in the literature. In a subsequent paper, we will further study weak type-(1, 1) estimates for non-divergence form equations with Dini mean oscillation coefficients.
Unlike Theorems 1.5, 1.6, and 1.10, we do not claim that the theorems in this section can be readily extended to systems, except for Theorem 3.2. The reason is that we use the W 1,p solvability for elliptic equations in divergence form with VMO (in fact, Dini mean oscillation) coefficients, which is also available for elliptic systems satisfying the strong ellipticity condition. See, for instance, [6, Sec. 11.1] . However, for elliptic systems in non-divergence form, the solvability only holds for L − λI with a large λ. Then for any α > 0, we have
Proof. We modify the proof of Lemma 2.2. Without loss of generality, we may assume that f L 1 (B) = 1. Since f is supported on B(0, 4 . We set c = 8 and solve for u as in the proof of Lemma 2.2. We replicate the same proof there with L 0 replaced by L up to (2.3). Since L * is not a constant coefficients operator, we cannot get (2.4). Instead, by a similar argument that led to (2.19), we get
Since r ≤ R/c = R/8, we thus have
where we used the following lemma. Proof. By definition ofω(t), we havẽ
We claim thatω (t) ln
Indeed, for 0 < t < 
where 1 < l < N is any integer. If we take the integer l so that l ∼ 1/2γ, then it is easy to verify that (3.6) is bounded by an absolute number depending only on κ. On the other hand, It is easy to see thatω 2 (t) t β , where β = − ln 2/ ln κ > 0. Therefore, we have proved (3.5) and thus the lemma. Therefore, instead of (2.4), we have by (3.3) that
and thus, similar to (2.5), we get
Recall that N is the smallest positive integer such that B ⊂ B(ȳ, 2 N cr). Therefore, we have N ∼ ln(1/r), and similar to (2.6), we obtain
|b|, and thus we are done. 
Proof. As explained in the proof of Theorem 3.2, we only need to check the hypothesis of Lemma 2.1 forȳ ∈ B(0, 
where we used [7, Lemma 2] 
. Therefore, by (2.21) and the above inequality, we get
and thus, similar to (2.6), we get
The rest of proof is identical to that of Theorem 3.2. 
Proof. As explained in the proof of Theorem 3.2, we only need to check the hypothesis of Lemma 2.1 forȳ ∈ B(0, B(ȳ,r) ) .
The rest of proof is identical to that of Theorem 3.2.
An application
In [2, 1], Brezis answered a question raised by Serrin [16] by proving that any W 1,1 -weak solution to divergence form equations is in W 1,p for any p ∈ (1, ∞) provided that the coefficients are Dini continuous. Recently, Escauriaza and Montaner [7] obtained a similar result for non-divergence form equations under the same Dini condition. The proofs in these two papers are based on a duality argument and use the boundedness of the gradient of solutions (or solutions themselves) to the adjoint equations. See also [11] and [7] for the corresponding counterexamples.
It follows from Theorems 1.5 and 1.10 that for the boundedness of the gradient of solutions (or solutions themselves) to the adjoint equations, the Dini continuity condition can be replaced by the Dini mean oscillation condition (1.2). As a consequence, we deduce the following corollaries, which improve the aforementioned results in [2, 1, 7] . We note that regarding the dependence of C in Corollaries 4.1 and 4.2, the uniform modulus of continuity of the coefficients can be replaced by the modulus of continuity of the coefficients in the L 1 -mean sense.
