Introduction
Optimal system design of complex products often encompasses several interacting subsystems and multidisciplinary analyses. Such problems may be solved with an all-in-one ͑AIO͒ method in which the system is treated as a fully integrated single problem. When the analysis models used at each optimization iteration are computationally expensive or difficult to solve, AIO may not be practical or reliable. In such cases, decomposition strategies can be used: the problem is partitioned into several subproblems that are solved with an appropriate coordination strategy. The decomposition strategies are classified as nonhierarchical or hierarchical. Nonhierarchical partitions often use two levels: subproblems, typically representing different subsystems or disciplinary analyses, are optimized concurrently while a system-level problem coordinates the interactions among the subproblems ͓1-8͔.
The analytical target cascading ͑ATC͒ is an optimization method for multilevel hierarchical systems typically partitioned into physical subsystems or objects ͑see Fig. 1͒ ͓9͔. Each block in the hierarchical structure is referred to as an element and is an optimization subproblem. An element can be coupled with only one parent element but with multiple children elements. The interactions among elements with the same parent, the so-called siblings, are not linked directly to each other but are coordinated by their parent. The linking variables between a parent and children are design targets and analysis responses. Design targets are set by parents and propagated to their children; the children solve a minimum deviation optimization problem to obtain responses that are as close to the targets as possible. Thus, targets and responses are updated and coordinated iteratively to achieve consistent values within all elements where they appear.
ATC enforces consistency of values shared between elements using penalty functions. The proper choice of penalty functions and associated weights is critical for solution convergence. For quadratic penalty ͑QP͒ functions, large weights are required to obtain accurate and consistent solutions ͓10͔. Similar to other decomposition strategies, ATC typically is more expensive than AIO if the latter could be used to obtain a solution due to the coordination overhead. Michalek and Papalambros ͓11͔ proposed an efficient weight update method ͑WUM͒ that finds minimal weights to achieve a given level of consistency, which is especially important for problems with unattainable system targets. Still, the inner loop coordination, where the decomposed ATC problems are solved iteratively, is computationally expensive. To address this, Tosserams et al. ͓12͔ introduced a separable augmented Lagrangian ͑AL͒ penalty function and an alternating direction solution method ͑ALAD͒, resulting in significant computational cost savings. Also, an ATC dual coordination algorithm was proposed based on Lagrangian duality theory, where Lagrangian dual problems are solved by subgradient optimization to update Lagrange multipliers ͓13,14͔. In order to take advantage of parallel computing, diagonal quadratic approximation ͑DQA͒ and truncated diagonal quadratic approximation were applied by linearizing the cross term of the augmented Lagrangian function ͓15͔.
The original ATC problems were deterministic. Probabilistic ATC ͑PATC͒ problems have also been formulated and solved ͓16,17͔. Propagation of uncertainty in nonlinear PATC optimization problems makes computations very expensive. If normal distributions are assumed, such propagation would be easy to compute if the problems were linear. There are other situations where algorithms based on linearizations of nonlinear problems can be advantageous, for example, in the presence of monotonicity and a large number of inequality constraints relative to the number of variables ͓18,19͔.
Linear, quadratic and polynomial approximations, and response surface methods such as neural networks have been applied in decomposition strategies ͓5-7,15͔ in part to improve computational efficiency. In the same spirit, this article proposes to employ sequential linear programming ͑SLP͒ as an alternate coordination strategy for solving a class of ATC problems in which the ele-ments in the hierarchy are approximated linearly and the resulting linear ATC ͑LATC͒ subproblem is solved to generate the next iteration point. The inspiration for the particular algorithm comes from recent SLP-filter implementations on probabilistic optimization problems ͓20,21͔. In the proposed algorithm, the linear subproblems have significantly lower levels of complexity and can be evaluated and solved easily. Solving the linear ATC requires no system analysis function evaluation during the inner loop coordination and so the associated cost is relatively small, especially for problems with expensive analyses. Also, the analyses in the decomposed elements can be executed concurrently. In addition to the SLP-filter algorithm, a suspension strategy ͑SS͒, similar to that in Ref. ͓22͔ , is used to avoid analyses of elements that do not need substantial redesign, for example, when a child element has a weaker coupling to its parent than those of the other children. Furthermore, an individual subproblem trust region approach is developed to allow subproblems with milder nonlinearity generate larger iteration steps.
The article is organized as follows. In Sec. 2, an SLP coordination strategy for ATC is formulated and the notational modifications on the SLP-filter algorithm are explained. Section 3 proposes a suspension strategy and an individual subproblem trust region approach for the coordination strategy, and explains the algorithm flow. Illustrative test examples are presented in Sec. 4, followed by conclusions in Sec. 5.
SLP Coordination Strategy for ATC
In a SLP coordination strategy for ATC, a nonlinear ATC problem is linearly approximated and solved using the "standard" ATC strategy ͓9,12,23͔ to obtain the optimal solution of the LATC problem. By solving the LATC problems successively, the algorithm converges to a solution of the original nonlinear problem with the aid of a filter algorithm and trust region method ͓24͔. To maintain linearity, the LATC formulation requires different penalty functions than those used in other ATC formulations. Decomposition and relaxation errors lead to a modification of the SLPfilter algorithms developed by Fletcher et al. ͓24͔ . The details of LATC formulation are explained in Sec. 2.1 while Sec. 2.2 discusses the proposed modifications.
Linear ATC Formulation.
We consider an AIO system design problem, expressed as
where x is the vector of all design variables, f is the system objective function, and g and h are inequality and equality constraint functions, respectively. Even though the convergence proof of the SLP-filter algorithm in Ref.
͓24͔ is presented with only inequality constraints, the algorithm can be extended to problems with equality constraints using a constraint violation function defined in Ref.
͓25͔.
Assume that the AIO problem in Eq. ͑1͒ can be decomposed hierarchically into M elements at N levels. Then the quantities with indices ij are related to element j at level i ͑see Fig. 1͒ . Local design variables of element j at level i are indicated as x ij ; element couplings with its parent are represented by target variables t ij , similar to Ref. ͓12͔, and response copies r ij are introduced to make the constraint set fully separable. By assuming that f͑x͒ is also additively separable through the response copies and introducing consistency constraints c ij , the modified AIO problem is presented as min
where
In Eq. ͑2͒, f ij , g ij , and h ij are the separated objective, inequality, and equality constraints of element j at level i, respectively, C ij is the set of the children of element j at level i, and E i is the set of elements at level i. Note that the solution from Eq. ͑2͒ solves the original nonlinear problem Eq. ͑1͒.
For the convergence argument presented in Sec. 2.2, a linear approximation is applied before decomposition. Note that applying the decomposition first will result in the same final LATC formulation. The linear programming ͑LP͒ problem of the modified AIO depends on the value of x ij ͑l͒ ͑∀j E i , i =1, . . . ,N͒ at an SLP iteration l and trust region radius ͑l͒ ͑ ͑l͒ Ͼ 0͒ and is given by
where d ij ͑l͒ is the solution of element j at level i. The solution of each element is obtained separately and updates x ij ͑l+1͒ to x ij ͑l͒ + d ij ͑l͒ when it improves the objective function or the constraint violation sufficiently. In Eq. ͑3͒, the L ϱ norm is used to define the trust region because its implementation requires only simple bounds to the linear all-in-one ͑LAIO͒ problem. Allowing inconsistencies amongst elements or relaxing the consistency constraints c ij enable decomposition. Therefore, the overall system can be consistent at convergence by minimizing the deviation between elements ij throughout the ATC iterations. Previous ATC formulations utilize three types of relaxation that are added to the objective: QP ͓9,11,23͔, ordinary Lagrangian ͑OL͒ ͓13͔, and AL relaxations ͓12͔. In this article, a weighted L ϱ norm is applied in order to maintain the linearity of the elements:
where the ‫ؠ‬ operation indicates the componentwise multiplication of two vectors such that
The outcome of w ij ‫ؠ‬ ͑t ij − r ij ͒ is a 1ϫ m ij vector, where m ij is the number of components in t ij and r ij . The right-hand side of Eq. ͑4͒ is reformulated into a minimization problem with 2m ij constraints:
where ij is a 1ϫ m ij vector of ij . By combining Eq. ͑5͒ with Eq. ͑3͒ as a relaxation term, the relaxed LAIO problem is given by
Note that, unlike QP or AL functions, most of the consistency constraints will remain inactive unless ij becomes zero. Therefore, we cannot use monotonicity analysis ͓18͔ to incorporate the consistency constraints into the objective function. By decomposing the problem into separable elements, the LATC subproblem LP ij of element j at level i is formulated as
where iteration index l is dropped for convenience. The information flows to and from a subproblem LP ij are presented in Fig. 2 .
Notational Modifications of SLP-Filter Algorithm.
The flowchart of the SLP coordination strategy for ATC is shown in Fig. 3 . Eq. ͑7͒ is solved using a standard ATC strategy to obtain d ij ͑l͒ ͓9,12,23͔. If any elements in the system are incompatible, a feasibility restoration phase is evoked in order to find a point that is both acceptable and compatible. If the LATC finds a solution that is compatible and d ij ͑l͒ = 0, the current design point x ij ͑l͒ is a Karush-Kuhn-Tucker ͑KKT͒ point. Otherwise, the solution is evaluated for the system objective and constraints in order to check that the solution is acceptable to the current filter and the linear approximation is proper. Since the system objective and constraints are separated into elements, an equivalent system objective f e is required, and defined by
The equivalent predicted and actual reductions in f e ͑x 11 , . . . ,x NM ͒ are denoted as ⌬l e and ⌬f e , respectively, and calculated as
The terms in Eqs. ͑9͒ and ͑10͒, including ٌf ij T , f ij ͑x ij ͒, and 
The symbol replaces h used in the publications cited above to avoid notational confusion; g ij + is a vector of constraint violation functions g + =max͑0,g͒. The decomposed constraints, g ij + ͑x ij ͒, h ij ͑x ij ͒, and c ij ͑x ij ͒ can be obtained independently. Based on the values in Eqs. ͑8͒-͑11͒, acceptability to the current filter F is determined similarly to Ref. ͓24͔: Note that the top-level target in Eq. ͑7͒ may not be attainable in the early iterations due to small trust regions. For problems with unattainable targets, relaxation in the LATC formulation will result in arbitrarily small consistency deviations depending on weights. Additionally, filters ensure that converges to zero as SLP iterations continue. Thus, the system inconsistency is minimized twice through LATC and SLP-filter algorithms and the solution from Eq. ͑7͒ converges to the solution obtained from the LAIO problem, Eq. ͑3͒.
The convergence proof of LATC with L ϱ norms is provided in Ref. ͓26͔ under hierarchical overlapping coordination. Additionally, it can be readily proven that the sequence of solutions of Eq. ͑3͒ converges to the solution of Eq. ͑2͒. Since the solution from Eq. ͑2͒ equals the solution from Eq. ͑1͒, the equivalence of solutions from Eqs. ͑2͒ and ͑3͒ needs to be proven. Under standard assumptions ͑the nonempty design space is well-bounded and the objective and constraint functions are twice continuously differentiable͒, the SLP-filter algorithm is proven to converge to a KKT point or an accumulation point that satisfies a Fritz-John condition for problems without equality constraints ͓24͔. The algorithm can be readily extended to problems with equality constraints under a Mangasarian-Fromowitz constraint qualification ͑MFCQ͒, an extended form of the Fritz-John condition in the presence of equality and inequality constraints ͓27,28͔.
The first step to prove the global convergence is to show that the SLP-filter algorithm ͑a͒ finds a KKT point or ͑b͒ has an infi- are not updated. Therefore, for sufficiently large l, ⌬f e does not converge to zero. This contradicts the fact that f e is bounded. Thus, by contradiction for a sufficiently large l, the algorithm has an accumulation point that is feasible and is either a KKT point or fails to satisfy MFCQ. In summary, if the original nonlinear problem of Eq. ͑1͒ is assumed to be well-bounded and have a solution, the sequence of solutions of Eq. ͑3͒ should converge to the solution of Eq. ͑1͒ if targets and responses are bounded. That is, if the decomposed systems are coupled through variables that are well-bounded, the solution of Eq. ͑3͒ converges to the point that satisfies the necessary conditions for solving Eq. ͑1͒.
Suspension Strategy and Individual Subproblem Trust Region
Even though LATC converges to a solution obtained from LAIO with small relaxation errors, LATC may require more computations to obtain a converged solution than LAIO due to coordination costs. During the LATC solution, however, the objectives and constraints are not evaluated. Indeed, in this study we focus on the reduction in the number of function evaluations during the SLP coordination strategy rather than improvement of LATC performance such as the convergence rate or deviation errors in the ATC strategy. To this end, a suspension strategy and individual subproblem trust region ͑ISTR͒ approach are applied by taking advantage of the difference in coupling strengths among elements and decoupled problem structure. Figure 4 presents the updated flowchart of the SLP coordination strategy for ATC with SS and ISTR.
A suspension strategy assumes that weakly coupled elements are likely less sensitive to linking variables than to local variables. Therefore, changes in the target that are sufficiently small for an element will not have a significant impact on the system objective. In this case, the change in the target can be neglected during a given iteration and the element in the branch can be "suspended" from redesign ͑or evaluation͒ ͓22,29,30͔. For example, let us assume that the step size of t 22 in Fig. 5 is considerably smaller than that of t 23 at iteration l. Then the elements in the corresponding
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Transactions of the ASME With a suspension strategy, once the LATC strategy converges to a compatible solution, the set of elements that can be suspended is selected based on the step sizes of the solution's targets. With the solution of element j at level i, the step sizes for targets d t ͑i+1͒k ͑l͒ are compared. If a target to a child m satisfies
then the elements in the corresponding branch are selected for suspension. The parameter t Ӷ 1 is chosen based on the designer's experience, and NC ij is the number of children of element j at level i. A larger t increases the chances of an element to be suspended, which may reduce the number of function evaluations. Too large t , however, may increase the overhead by causing many invalid suspensions. Based on our experience, t larger than 0.2 may cause the invalid suspensions too often. Then, LATC is solved again after suspending the selected elements to estimate the effect of suspended elements. The suspension can be readily implemented by setting the responses of the suspended elements to zero ͑d t ͑i+1͒m ͑l͒ =0͒. Once the solution is obtained, the predicted reduction in f e with suspended elements ⌬l e sus is calculated. If ⌬l e sus Ն f ⌬l e , the suspension is assumed to be valid. The parameter f Ͻ 1 is also chosen based on the designer's experience. Otherwise, the suspension is declared to be inadequate and some of the suspended elements must be reactivated. After reactivation, LATC is solved again until suspension is valid or all elements are active. This validation step can be skipped if the validation loop requires significant computation. Then, only active elements are evaluated because the step sizes of suspended elements are all set to zero. For the suspended elements, the values from iteration l can be used. Note that the reduction in the number of function evaluations by the suspension strategy depends highly on the values of t and f . Based on our experience, setting f =1− t usually provides a robust reduction in the number of function evaluations without increasing coordination overhead significantly. Also the convergence of the suspension strategy is not guaranteed. When convergence is not attained or d ij ͑l͒ = 0 is not obtained, however, an infinite subsequence of consecutive f-type or -type iterations is generated and decreases. Thus, for sufficiently large l, elements cannot satisfy Eq. ͑17͒ resulting in no suspension. Without suspension, x ϱ is feasible if feasible solutions exist. Since the intermediate solution is feasible and usually represents an improvement in the objective function, the method remains attractive for design problems. The defining parameter ranges that guarantee both convergence and reduction in function evaluations requires further research.
The local convergence property depends on the size of trust regions and the scaling of design variables. For example, it is assumed that design variables in a subproblem O 1 are scaled considerably smaller than those in another subproblem O 2 . Then, if a uniform trust region radius is applied throughout the overall system, the solutions of O 2 could be constrained by a trust region because a larger trust region may not be proper for O 1 . To resolve the issue, ISTR sets a different trust region radius for each element depending on the linearity of subproblems. Since trust regions for subsystems with mild nonlinearities can be larger than for subsystems with stronger nonlinearities, ISTR allows iteration steps to be larger for less nonlinear subproblems, thus promoting faster convergence. The step sizes of linking variables are limited by the smaller trust region for the corresponding elements because L ϱ norms in LATC minimize the deviations. In order to implement the individual subproblem trust region strategy, we apply the tests for f-type and -type iterations in Eqs. ͑13͒ and ͑14͒ to each element separately when the solution is acceptable to the filter but the approximation for the overall system is not proper. If an element O ij fails the tests, the trust region for the element ij ͑l͒ is halved. Similarly, if the step size of an element O ij equals ij ͑l͒ in the outer loop of the SLP coordination strategy ij ͑l͒ is doubled.
Numerical Results
This section provides two examples to illustrate the proposed algorithm. Both examples have three elements: one at the toplevel and two at the bottom-level. One child element is more weakly coupled to the top-level element than the other since the proposed suspension strategy is expected to be more effective on problems whose elements have significantly different coupling strengths.
In the examples, ATC problems are formulated from AIO problems and solved with the SLP coordination strategy with four different settings: without SS and ISTR, with SS only, with ISTR only, and with both SS and ISTR; the results are denoted as SLP, SLP-S, SLP-I, and SLP-SI, respectively. The results are compared to results from other ATC methods, including the quadratic penalty method with nested coordination scheme and WUM ͑QP͒, the augmented Lagrangian method with nested coordination scheme ͑AL͒, and ALAD and DQA. Since a WUM for LATC with L ϱ norms is not available, the weights are updated by the method of multipliers.
Step size for DQA is 0.9 for both problems. All tests were carried out on the same machine.
Example 1: Modified Hock and Schittkowski Problem 34.
Problem 34 in the classical test collection by Hock and Schittkowski ͓31͔ is modified so that the problem can be decomposed into three elements. The original AIO problem is min
where the lower and upper bounds of x are ͕0,0,0,0.01,0,0͖ and ͕100,100,10,100,100,5͖. The unique optimal solution is x ‫ء‬ = ͕2.79, 2.30, 10.00, 15.35, 7.07, 5.00͖ with all constraints active. Eq. ͑18͒ is decomposed into one top-level element ͑O 11 ͒ with two children ͑O 22 and O 23 ͒. The linking variables that couple O 11 with O 22 and O 23 are x 2 and x 5 , respectively. Then O 11 minimizes the sum of system objective f and deviation errors 22 and 23 with respect to x 11 = ͕x 1 , x 4 , t x 2 , t x 5 , 22 , 23 ͖, subject to g 1 and g 3 . O 22 minimizes 22 with respect to x 22 = ͕x 3 , r x 2 , 22 ͖, subject to g 2 while O 23 minimizes 23 with respect to x 23 = ͕x 6 , r x 5 , 23 ͖, subject to g 4 . Parameters for the suspension strategy are set to t = 0.2 and f = 0.8, and the initial trust region is set to 5. The value of ␤ for updating penalty weights is set to 2 for AL and DQA and 1.5 for ALAD obtained from parameter tuning within the recommended range in the previous ATC publications ͓12,15͔. On the other hand, ␤ for SLPs is set to 3 because ␤ Ն 3 is recommended to expedite the inner coordination. Figure 6 shows results for each method for this example. The solution error is defined as a Euclidean distance from the optimal solution. In this example, the SLP coordination strategy shows clear advantage in the number of function evaluations and accuracy because the problem is monotonic for all design variables. The computational latency measuring the total CPU time required to solve the overall problem, however, is comparable or outperformed by AL and ALAD due to overhead in the coordination. Since a function evaluation takes 0.8 ms, the coordination overhead per function evaluation with QP, AL, ALAD, and DQA takes 2.4 ms, 2.4 ms, 2.7 ms, and 2.3 ms on average, respectively. On the other hand, the computational overhead per function evaluation with SLP, SLP-I, SLP-S, and SLP-SI is 104 ms, 94 ms, 137 ms, and 121 ms on average, respectively. ISTR reduces the number of function evaluations when tolerances are set to 10 −9 . Also, ISTR improves coordination overhead slightly by adjusting the trust regions proper to each subproblem. Furthermore, SS reduces the number of function evaluations by ϳ20%, which compared to the SLP coordination strategy without SS by reducing the number of evaluations for O 23 . However, the advantage of SS is not seen in computational latency due to the overhead in the validation loop. At the optimal solutions, the nonlinear ATC methods can achieve comparability errors, measured by a Euclidean distance between the targets and responses, comparable to that of the solution errors. Conversely, the compatibility errors in the SLP coordination strategy are usually smaller than the solution errors by a factor of 10 −3 .
Example 2: Allison's Structural Optimization Problem.
The second example is a structural optimization problem based on the analytical mass allocation problem of Allison et al. ͓32͔ with some modifications: in the hierarchy, the element at the second level ͑the middle bar͒ is relocated to the top-level and the other two are located at the bottom-level as shown in Fig. 7 . The coupling strength between the second and third rod is strengthened. The original AIO problem is
where m i is the mass of beam i, m r,j is the mass of rod j, b,i is the bending stress in beam i, a,j is the axial stress in rod j, f i is the vertical deflection of beam i, and f r,j is the elongation of rod j. Constraint limits for stress ͑ ͒, transmitted force ͑F t ͒ and vertical deflection of beam 1 ͑f 1 ͒ are set to 127ϫ 10 6 N / m 2 , 400 N and 27 mm, respectively. The equality constraints can be solved explicitly to obtain F 2 and F 3 . The length of beams and rods L and the density of the material are fixed to be 1m and 2700 kg/ m 3 , In order to apply different coupling strengths, the Young's moduli of the beams and rods are set differently, such as E 1 = E 2 = E r,1 = 70 GPa, E 3 = 700 GPa, and E r,2 = 7 GPa. Therefore, coupling between beams 2 and 3 becomes significantly stronger than that between beams 1 and 2. 3, 3 . Since the SLP coordination strategy is more effective when problems are well scaled, the diameters of beams and rods are multiplied by 100 and 1000, respectively, while the axial forces and deflections are scaled by 0.01 and 1000, respectively. The scaled initial point is x s 0 = ͕3.5, 3.0, 2.0, 3.0, 2.0͖ and the scaled lower and upper bounds for all design variables are set to 0.1 and 6, respectively. The parameters for the suspension strategy are set to t = 0.2 and f = 0.8 and the initial trust region is set to 0.5. The value of ␤ for updating penalty weights is set to 2.0 for AL and DQA, and 1.0 for ALAD as in Ref. ͓15͔. For SLPs, the value is set to 4 for t 22 and r 22 and 3 for t 23 and r 23 as obtained from parameter tuning. Figure 8 shows results for each method for this example. The solution error is defined as a Euclidean distance from the scaled optimal solution, x s ‫ء‬ = ͕3.54, 3.61, 2.52, 2.45, 1.42͖. The results illustrate the advantages and disadvantages of the SLP coordination strategy. Even though the SLP coordination strategy shows clear advantage in the number of function evaluations, it is not as accurate as AL, ALAD, and DQA because of the strong nonlinearity of the problem. Additionally, the computational latency of the SLP coordination strategies is outperformed by QP, AL, and ALAD due to increased overhead in the coordination. Since a function evaluation takes 1.2 ms, the coordination overhead per function evaluation with QP, AL, ALAD, and DQA is 1.8 ms, 2.2 ms, 3.1 ms, and 1.5 ms on average, respectively. On the other hand, the overhead per function evaluation with SLP, SLP-I, SLP-S, and SLP-SI is 115 ms, 106 ms, 143 ms, and 130 ms on average, respectively. ISTR improves coordination overhead slightly by adjusting the trust regions for each subproblem; it also improves solution accuracy and reduces the number of function evaluations slightly while it shows a slight advantage in computational latency when compared to other SLP coordination strategies. Furthermore, SS reduces the number of function evaluations by ϳ10% when compared to the SLP coordination strategy without SS, by reducing the number of evaluations for O 21 . Like the previous example, increased overhead in the validation loop for SS increases computational latency when compared to other SLP coordination strategies. At the optimal solutions, the nonlinear ATC methods can achieve compatibility errors comparable to that of the solution errors. However, the compatibility errors in the SLP coordination strategy are usually smaller than the solution errors by a factor of 10 −5 .
Conclusion
SLP-filter algorithms were introduced as an alternative coordination strategy to reduce computational costs for certain ATC problems, specifically those with extensive monotonicity. L ϱ norms were employed to maintain linearity of the consistency constraints. Since some c ij cannot be active unless strict consistency is satisfied, deviation errors ij remain in the objective functions. When w ij is small, satisfying c ij may increase computational cost due to degeneracy. In such cases, the inner loop coordination continues to increase w ij until it becomes large enough to avoid degeneracy.
Some notation used in previous SLP-filter algorithm formulations was modified here so that the definitions in the SLP coordination strategy are equivalent to those in Ref. ͓24͔ . In order to prove the convergence of the proposed SLP coordination strategy for ATC, the convergence proofs of both the SLP-filter algorithm and ATC must hold. To this end, the convergence proof of SLPfilter algorithm was extended to problems with equality constraints and proven for the decomposed problems. The ATC convergence proof with L ϱ norms is provided in a companion article ͓26͔ under hierarchical overlapping coordination. The examples in Sec. 4 showed that the proposed strategy converged to the solution accurately for problems with extensive monotonicity while the accuracy can degrade with increased nonlinearity.
Compared to other ATC methods including QP, AL, ALAD, and DQA, the proposed strategy reduces the number of function evaluations to obtain solutions, especially for problems with mild nonlinearity and monotonicity. Due to the substantial coordination overhead, however, the proposed strategy was outperformed by AL and ALAD in terms of computational latency. Noting that a function evaluation in the examples takes less than 1.2 ms, the benefits of reduced function evaluations can be more considerable for problems with expensive analyses. The coordination overhead will likely increase with strong nonlinearity and mild monotonicity in the functions and with the number of linking variables. Therefore, the proposed strategy would be best suited for problems with expensive analyses, strong monotonicity, mild nonlinearity, and a small number of linking variables like other ATC strategies.
Decomposition enabled implementing a suspension strategy and individual subproblem trust region method to reduce the number of function evaluations, taking advantage of weakly coupled elements. The suspension criteria are heuristic but the numerical results presented in Sec. 4 showed 10-20% reduction in computational cost with the proper selection of parameters depending on the balance of coupling strengths. Using the individual subproblem trust region strategy also reduced function evaluations and computational latency. The parameters in the examples were not tuned. Results appear to be sensitive to parameter selection, so this should be a topic for further research.
The examples provided a limited demonstration of the SLPfilter algorithm's performance. Larger and more complex design problems should be investigated, including probabilistic optimization problems-the original inspiration for the development of this method.
