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Abstract
Based on recent successful applications of Deep Learning techniques in classification, 
detection and segmentation of plants, we propose an instance segmentation approach that 
uses a Mask R-CNN model for weeds and crops detection on farmlands. We evaluated our 
model performance with the MSCOCO average precision metric, contrasting the use of data 
augmentation techniques. Results obtained show how the model fits very well in this context, 
opening new opportunities to automated weed control solutions, at larger scales.
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Resumen
Con base en las recientes aplicaciones exitosas de técnicas de Aprendizaje Profundo en la 
clasificación, detección y segmentación de plantas, proponemos un enfoque de segmentación 
de instancias utilizando un modelo Mask R-CNN para la detección de malezas y cultivos en 
tierras de cultivo. Evaluamos el rendimiento de nuestro modelo con la métrica de precisión 
promedio de MSCOCO, contrastando el uso de técnicas de aumento de datos. Los resultados 
obtenidos muestran cómo el modelo se adapta muy bien en este contexto, abriendo nuevas 
oportunidades para soluciones automatizadas de control de malezas a gran escala.
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Introduction
Biologists, agronomists, and other experts in the area of agro-biodiversity science are 
experiencing a digital era that provides access to massive amounts of visual data. For instance, 
natural history collections worldwide have recently largely digitized and made freely available 
large amounts of digital images from their vast collections. In addition to the big data currently 
available, new technological developments such as autonomous engines applied to agricultural 
field management lead the way for the development of new research aimed at identifying 
computational approaches to solve agro-biological problems. Thus, a critical current challenge 
for computer scientists is to take advantage of this large amount of primary data and new 
technologies to increase the efficiency of agricultural field management processes. 
Fortunately, impressive recent advances in Artificial Intelligence open up new hopes for 
extracting knowledge automatically from large amounts of visual data. In particular, the use of 
Deep Learning has had a notable success in the automated classification of images, achieving 
levels of accuracy of around 90% [13] for the identification of species from plant leaf images. 
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Furthermore, challenges such as PlantCLEF (conducted in the context of the LifeCLEF2 Lab, 
[6] organized since 2011, have demonstrated the power of Deep Learning for plant species 
identification under more demanding conditions, for example, with large species datasets (both 
in terms of number of species and number of images) and using noisy images of many plants 
components (e.g., leaves, flowers, and fruits).
Nowadays, a large number of farmers and agronomists use herbicides to deal with weeds that 
affect growing stages on crops due to the competition for resources (water, light, nutriments). 
Nevertheless, the use of herbicides, in spite of its efficiency, is dangerous not only for the 
environment, but also for human health.
In this work, we propose a system capable of automatically detecting and segmenting weed 
and crop species from photographic material taken in situ in farmlands that can be used by an 
autonomous agent, such as a robot, for weed control tasks with eco-friendly methods. 
Related work
Machine learning technologies have recently and largely transformed several aspects of 
agricultural activities [8], [7]. This includes, for example, the development of new approaches 
for plant diseases identification on isolated plants species such as maize [17], apple [11], wheat 
[5], or potato [14] ; in addition to yield production [1] and crops quality evaluation [18]. As weed 
control has a major impact on agricultural production, several studies have been conducted to 
improve their detection, such as [15]. Nevertheless, the majority of these studies focus on a few 
crops or weed species (such as in [2]) and do not try to identify various weed species, in various 
agricultural systems. Our approach tries to solve that problem, in order to increase the benefit of 
the use of new deep learning technologies in agriculture.
Methodology
Dataset description
This research was conducted on two crop species, namely, Zea mays (corn) and Phaseolus 
vulgaris (green bean), and the following four common weed species: Brassica nigra, Matricaria 
chamomilla, Lolium perenne, and Chenopodium album. The dataset comprises more than 4.000 
photos that were collected either manually with smartphones and other digital cameras, or 
automatically with digital cameras mounted on a robot. This dataset was produced in such way 
that it reflects different combinations of crop and weed species, illustrating the whole plant at 
different angles, distances, plant growth stages, and at different times of the year.
Deep Learning Approach
We propose deep model based on the Mask R-CNN architecture [3] due to its robustness and 
demonstrated efficiency in instance segmentation tasks and challenges such as MSCOCO, 
which stands for Microsoft Common Objects in Context [10].
We selected the Facebook’s Mask R-CNN benchmark [12] with the official implementation on 
Pytorch [16]. This benchmark offers a set of pretrained ready-to-use models on the MSCOCO 
dataset, with different configurations for CNN backbone architectures and approaches for 
bounding box and segmentation estimation. In this work we chose a ResNet 50 [4] and the 
Feature Pyramid Networks [9]. Our experiments ran on a NVIDIA Geforce RTX 2080 Ti that uses 
CUDA 10 in Linux.
2  http://lifeclef.org
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Experiments and Results
For our first experiments, we annotated manually 129 images following the MSCOCO annotation 
format, for the 6 classes of plants, where we took 80% for training and the remaining 20% for 
testing using the average precision metric as described on MSCOCO challenge, common in 
instance segmentation tasks.
We applied data augmentation techniques, random horizontal flip, random rotations and random 
variations on color contrast, saturation, brightness and hue color values; to ensure a more 
dynamic dataset that avoids an overfitted model.
Figure 1 shows results for this approach. We trained the model with 4.000 iterations, where each 
iteration represents one batch of images and its annotations. We tested how data augmentation 
affects the model’s performance by applying or not the techniques described before. We reached 
high performance with an average precision between 0.4 and 0.5 in both cases, segmentation 
and bounding boxing tasks. Some predictions are shown in Figure 2, in which we can appreciate 
how precise the prediction is for each detected plant.
Figure 1. Testing results from the model measured by average precision with 4.000 iterations, red line represents 
training without data augmentation, blue line, by contrast, with data augmentation.
Figure 2. Predictions taken from testing images. Each prediction shows the mask contour (segmentation), bounding 
box, class predicted, and its individual score that evaluates how good the prediction is.
Conclusions and Future work
We find the results shown on figure 1 and 2 very promising, instance segmentation is a singularly 
demanding task where the state-of-art performance in MSCOCO reaches 0.5 of average 
precision. Particularly, the use of Mask R-CNN as baseline fits very well for weeds and crops 
detection tasks reaching similar results to the state-of-art. As we can see in figure 2, in some 
cases, the predicted mask seems better than a manual human-made mask. The experiments 
have shown the importance of using data augmentation and how it enhances the model’s 
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performance, therefore, we want to test more data augmentation techniques and more model 
configurations in order to get a model with the best performance to be used in a real situation 
by an autonomous robot.
During the annotation process, we faced a common problem, namely, the highly time-consuming 
task of annotating massive data, especially in this context, where the annotation process 
involves drawing manually masks for each object of interest in each image. We are working on 
an automatic active learning system to deal with this problem and annotate more training data 
in much less time with less human interaction, as we have more than 4.000 images available.
References
[1]  S. Amatya, M. Karkee, A. Gongal, Q. Zhang, & M. D. Whiting. Detection of cherry tree branches with full foliage 
in planar architecture for automated sweet-cherry harvesting. Biosystems engineering, 2016, 146, 3-15.
[2]  A. Binch, & C. W. Fox. Controlled comparison of machine vision algorithms for Rumex and Urtica detection in 
grassland. Computers and Electronics in Agriculture, 2017, 140, 123-138.
[3]  K. He, G. Gkioxari, P. Dollár, & R. Girshick, R. Mask r-cnn. In Proceedings of the IEEE international conference 
on computer vision, 2017, pp. 2961-2969.
[4]  K. He, X. Zhang, S. Ren & J. Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE 
conference on computer vision and pattern recognition, 2016, pp. 770-778.
[5]  A. Johannes, A. Picon, A. Alvarez-Gila, J. Echazarra, S. Rodriguez-Vaamonde, A. D. Navajas & A. Ortiz-
Barredo. Automatic plant disease diagnosis using mobile capture devices, applied on a wheat use case. 
Computers and electronics in agriculture, 2017, 138, 200-209.
[6]  A. Joly, H. Goëau, H., C. Botella, H. Glotin, P. Bonnet, W. P. Vellinga, ... & H. Müller. Overview of LifeCLEF 2018. 
In Experimental IR meets multilinguality, multimodality, and interaction, In Proceedings of the 9th International 
Conference of the CLEF Association, CLEF 2018, Avignon, France, September 10-14, 2018. Springer.
[7]  A. Kamilaris, & F. X. Prenafeta-Boldú. Deep learning in agriculture: A survey. Computers and electronics in 
agriculture, 2018, 147, 70-90.
[8]  K. Liakos, P. Busato, D. Moshou, S. Pearson, & D. Bochtis, D. Machine learning in agriculture: A review. 
Sensors, 2018, 18(8), 2674.
[9]  T. Y. Lin, P. Dollár, R. Girshick, K. He, B. Hariharan, & S. Belongie, S. Feature pyramid networks for object detec-
tion. In Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 2117-2125.
[10]  T. Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, ... & C. L. Zitnick. Microsoft coco: Common 
objects in context. In European conference on computer vision, Springer, Cham, 2014, pp. 740-755.
[11]  B. Liu, Y. Zhang, D. He, & Y. Li. Identification of apple leaf diseases based on deep convolutional neural net-
works. Symmetry, 2017, 10(1), 11.
[12] F. Massa, & R. Girshick. Maskrcnn-benchmark: Fast, modular reference implementation of Instance 
Segmentation and Object Detection algorithms in PyTorch. https://github.com/facebookresearch/maskrcnn-
benchmark. 2018.
[13]  E. Mata-Montero, & J. Carranza-Rojas. Automated plant species identification: Challenges and opportunities. 
In IFIP World Information Technology Forum. Springer, Cham, 2016, pp. 26-36.
[14]  D. Oppenheim, & G. Shani. Potato disease classification using convolution neural networks. Advances in 
Animal Biosciences, 2017, 8(2), 244-249.
[15]  X. E. Pantazi, A. A. Tamouridou, T. K. Alexandridis, A. L. Lagopodi, J. Kashefi, & D. Moshou, Evaluation of hie-
rarchical self-organising maps for weed mapping using UAS multispectral imagery. Computers and Electronics 
in Agriculture, 2017, 139, 224-230.
[16]  A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito, ... & A. Lerer. Automatic differentiation in 
pytorch. In 31st Conference on Neural Information Processing Systems, NIPS, 2017, Long Beach, CA, USA.
[17]  T. Wiesner-Hanks, E. L. Stewart, N. Kaczmar, C. DeChant, H. Wu, R. J. Nelson, ... & M. A. Gore. Image set for 
deep learning: field images of maize annotated with disease symptoms. BMC research notes, 2018, 11(1), 440.
[18] M. Zhang, C. Li, & F. Yang, F. Classification of foreign matter embedded inside cotton lint using short wave infra-
red (SWIR) hyperspectral transmittance imaging. Computers and Electronics in Agriculture, 2017, 139, 75-90.
