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We study the topological phase transitions induced in spin-orbit coupled materials with buckling
like silicene, germanene, stanene, etc, by circularly polarised light, beyond the high frequency regime,
and unearth many new topological phases. These phases are characterised by the spin-resolved
topological invariants, C↑0 , C
↓
0 , C
↑
pi and C
↓
pi, which specify the spin-resolved edge states traversing
the gaps at zero quasi-energy and the Floquet zone boundaries respectively. We show that for each
phase boundary, and independently for each spin sector, the gap closure in the Brillouin zone occurs
at a high symmetry point.
PACS numbers:
I. INTRODUCTION
Dynamical control of topological phases is one of the
most intensely researched topics in recent times[1–10].
Proposals have involved periodic driving in semiconduc-
tor systems[4], cold atom (or optical lattice) systems[5],
graphene[1–3, 9] and systems with spin-orbit coupling
like silicene[10], with a variety of analytical and numer-
ical methods. Apart from band-structure control of a
system by renormalization of its dynamical parameters
via a periodic drive, in a number of recent papers [11–
16], novel non-trivial topological phases, which do not
have any analog in static systems, have been explored.
Silicene [17], and other spin-orbit coupled [18] materi-
als like germanene, stanene, etc are recently synthesized
materials which have shot into prominence because their
buckled nature allows them to be tuned by an electric
field through a transition between a band insulator and
a topological insulator [20–22]. In their pristine forms,
they consist of a honeycomb lattice of the appropriate
atoms. However, unlike graphene, the lattice is buckled
due to their large spin-orbit coupling. Hence, although,
like in graphene [23], the low energy dynamics is governed
by Dirac electrons at the K and K ′ points at the oppo-
site corners of a hexagonal Brillouin zone, there exists a
gap - i.e., the Dirac electrons are massive. However, this
mass can be tuned by an external electric field, because
the electric field acts differently on the electrons in the A
and B sub-lattices due to the buckling. Thus, the transi-
tion between a topological insulator to a band insulator
through a metallic phase in the middle can be controlled
by an external electric field. This tunability, and in par-
ticular, the experimental realisation [24] of silicene-based
transistors has led to extensive work [25–30] on the in-
terplay of topology and transport in these materials.
More recently, the question of whether topological
phases can be controlled in silicene and similar mate-
rials when there are time dependences in the problem, in
particular periodic time dependences, has been studied.
Although the system is now driven, it is often possible,
when the driving frequency is the largest energy scale of
the problem, to describe the dynamics of the system in
terms of an effective Hamiltonian. Ezawa [10] concen-
trated on silicene and showed that at high frequencies
and for small amplitudes of driving, new phases such
as quantum Hall insulator, spin-polarised quantum Hall
insulator and spin and spin-valley polarised metals can
be realised. Further, it was shown [31] that many more
topological phases could be realised by performing a sys-
tematic Brillouin-Wigner (BW) expansion of the Hamil-
tonian to second order in the inverse of the frequency, not
only in silicene, but in other spin-orbit coupled materials.
But, as was discussed also in earlier references [31, 32],
the BW expansion breaks down when the frequency ω be-
comes smaller than the band-width of the effective Hamil-
tonian. The real constraint on the applicability of the
BW expansion is a combined bound on both ω and the
amplitude of driving and in fact, the validity of BW in-
creases, even for lower frequencies when the amplitude in-
creases. However, the physical reason for the breakdown
of the earlier studies at low frequencies is because, at fre-
quencies comparable to the band-width, it is no longer
possible to neglect the topology of the quasienergy space,
which forms a periodic structure with the single valued-
ness of the eigenfunction requiring the quasienergies to
be within a “Floquet zone”. Low frequency driving can
lead to crossings between the bottom of one Floquet band
and the top of the next Floquet band. These crossings
are neglected in the BW expansion and hence, the study
of the driving at low frequencies requires a new formal-
ism which goes beyond the effective static approximation
of a dynamical Hamiltonian.
It is well understood that the Chern number by it-
self cannot fully describe the topological nature of these
systems [11, 14]. In a time periodic system the Floquet
spectrum can be organized into quasienergy bands, and
the Chern numbers of these bands can be computed. But
actually, the Chern number of a particular band, which
is computed by integrating the Berry curvature over the
whole Brillouin zone, is the difference between the num-
ber of chiral edge modes leaving the band from above and
those entering the band from below. In a static system,
the spectrum is bounded from below and the edge states
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2entering the band were always zero; hence, the Chern
number of the band was sufficient to determine the edge
spectrum. But for Floquet systems, this is no longer
true and it is possible to have edge states even when
the Chern number of the band is zero. So for a char-
acterization of the topological nature of the system that
would satisfy the edge-bulk correspondence, one needs to
have access to full time-dependent bulk evolution opera-
tor U(t), evaluated for all intermediate times within the
driving period [11]. The invariants thus computed pre-
dict the complete Floquet edge-state spectrum. Similar
Z2 valued indices for periodically driven time-reversal in-
variant two dimensional indices have also been found [14].
For a geometry with edges, the number of the edge
states, counted with a sign corresponding to their chiral-
ity, is related to the winding number of the bulk time
evolution operator. It was also shown that the difference
in the winding numbers at two different energies was pre-
cisely equal to the sum of all the Chern numbers that
lie between these energies. More specifically, for a two
band model with the Fermi energy at zero quasi-energy,
it was shown that the gaps at zero quasi-energy and at
the zone boundary ω/2 gave rise to winding numbers C0
and Cpi, whose difference gave the Chern number of the
band. In other words, a Floquet topological insulator is
characterized by two integers, in contrast to the single
Chern number for static topological insulators. While
this formalism is, of course, applicable both in the high
frequency as well as the low frequency regime, at high
frequencies, since the frequency is much larger than the
band-width, the zone boundary is not accessible. Hence,
in the high frequency limit, computation of the Chern
numbers at zero quasi-energy is sufficient to characterize
all the phases.
However, in most cases, the high frequency, strong am-
plitude limit needed for obtaining new topological phases
is currently experimentally unattainable and in recent
times, the focus on low frequencies has increased. Early
work in this area focussed on graphene [9] and showed
not only the existence of several new phases, but also
how disorder could enhance conductance by several or-
ders of magnitude. Broad dips in the conductance at
resonances between valence and conduction bands in
graphene nano-ribbons have been predicted [6] and more
recently studied [33] in detail. New states with opti-
cally induced changes of sub-lattice mixing have been
identified [15]. Quantum resonances have been studied
in irradiated graphene n-p-n junctions [16]. The role
of the symmetries of the instantaneous Hamiltonian and
the time-evolution operator in determining the phase di-
agram at ultra-low frequencies in irradiated graphene us-
ing the adiabatic impulse method has also been recently
emphasized [34]. More recently, universal fluctuations of
the topological invariants have also been studied [35].
In this paper, we will compute the Chern numbers of
a silicene [44] band, both at zero quasi-energy and at
the zone boundary, and for both spin up and spin down
electrons, since the up-down symmetry is broken in the
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FIG. 1: The phase diagram for the model Hamiltonian in
Eq. 1 as we vary the amplitude α and the drive frequency
ω, with the external electric field fixed at lEz = 0.08t. Each
phase is characterized by the spin resolved quantum numbers
(C↑, C↓). We label the phases by calligraphic letters. The
dotted lines Pi indicate the topological phase boundaries, in-
ferred from the gap closing in momentum space, shown only
for the ↑ spin sector.
presence of spin-orbit coupling. We will work in the low
frequency regime, where the static approximation does
not hold; however, it is still possible to reliably compute
Chern numbers using numerical methods. We will show
explicitly that the bulk-boundary correspondence holds,
by checking that the Cσ0 and C
σ
pi as obtained by counting
the number of edge states at the right and left edges of
the sample, agrees with the Chern number of the bulk
obtained from Cσpi − Cσ0 .
II. COMPUTATION OF THE DYNAMICAL
BAND STRUCTURE
We start with two dimensional Dirac systems which
are buckled due to the large ionic radius of the silicon
atoms and consequently have a non-coplanar structure
unlike graphene. These materials can be described by
a four-band tight binding model in a hexagonal lattice
given by
H = −t
∑
〈i,j〉,σ
c†iσcjσ +
iλ
3
√
3
∑
〈〈i,j〉〉,σ
σνi,jc
†
iσcjσ
+lEz
∑
iσ
ξic
†
iσciσ . (1)
Here, the first term is the kinetic term where t is
the hopping parameter. The second term represents
the spin-orbit coupling term where the value of λ de-
pends on the material and νi,j = ±1 depending on
whether the next-nearest neighbour hopping is clock-wise
3or anti-clock-wise. The last term represents the stag-
gered sub-lattice potential due to the buckling. When
a beam of circularly polarised light is incident on the
sheet, the corresponding electro-magnetic potential A =
(A0 cos(ωτ), A0 sin(ωτ), 0) is introduced into the Hamil-
tonian using Peierls substitution. ω is the frequency of
light and A0 is its amplitude. In the Fourier transformed
space, this is written as
H(τ) =
 lEz − δλ δt 0 0δ∗t −lEz + δλ 0 00 0 lEz + δλ δt
0 0 δ∗t −lEz − δλ

(2)
where
δλ(τ) =
2λ
3
√
3
[√
3a0 sin k˜x − sin
(√
3a0
2
k˜x +
3a0
2
k˜y
)
− sin
(√
3a0
2
k˜x − 3a0
2
k˜y
)]
(3)
with k˜x = kx +A cosωτ and k˜y = ky +A sinωτ and
δt(τ) = t [exp(−iα sinωτ)
+T+exp
iα(
√
3 cosωτ + sinωτ)
2
+T−exp
iα(−√3 cosωτ + sinωτ)
2
]
(4)
with T± = exp(ia0(±
√
3kx + 3ky/2)). Here, we have
defined α = Aa0, where a0 is the lattice constant.
For the bulk system, the vector potential and hence
the Hamiltonian is periodic in both the x and y direc-
tions. This implies that we can rewrite the Hamiltonian
in terms of a Floquet eigenvalue problem with the Hamil-
tonian given by
HF = −i ∂
∂τ
+H(τ), (5)
the eigen functions given by
ψk,b(x, y, τ) = ub(kx, ky, τ)e
ir·k−ibτ (6)
with ub(kx, ky, τ) = ub(kx, ky, τ+2pi/ω), and where b are
the quasienergies or the eigenvalues of HF . The Hamil-
tonian can now be solved numerically as a function of
the amplitude A0, frequency ω and the sub-lattice po-
tential Ez, both for the quasienergy eigenvalues and for
the wave-functions.
At high frequencies, ω constitutes a large gap be-
tween unperturbed subspaces, and the extended Floquet
Hilbert space splits into decoupled subspaces with differ-
ent photon numbers. Since the perturbation scale of the
Hamiltonian, which is the band-width t, is much smaller
FIG. 2: The phase diagram as a function of the amplitude α
and the external electric field lEz. A low drive frequency is
chosen (ω = 3.0t) since we wish to study the system in the low
frequency limit. All the phases are the same as those found in
Fig.1 except for three new phases - H, I and J . The labelling
of the phases follows the same convention as in Fig. 1.
than ω, one can use systematic perturbation theory to
include virtual processes of emitting and absorbing pho-
tons, and upto a given order in perturbation theory, one
can obtain an effectively static Hamiltonian as shown in
Ref. 31. The Chern numbers for the model can then be
computed by integrating the Berry curvature over the
whole Brillouin zone [36] using the eigenvectors of the
effective Hamiltonian. However it is expected that such
an expansion in 1/ω would fail to predict the correct
Chern numbers once the frequency of the drive, ω, be-
comes comparable to the bandwidth. This is the part of
the phase diagram that we shall complete in this paper.
A. The phase diagram of the Floquet Hamiltonian
As the frequency of the drive becomes comparable to
the effective bandwidth of the system, it is essential to
now consider the complete nature of the quasi-energy
bands in the computation of the topological invariants
of the system. As was mentioned in the introduction,
the quasi-energy bands (of the two band system) are now
identified with two topological invariants, C0 and Cpi and
the net Chern number of a band is given by C = C0−Cpi
(independently for each of the spins).
The Fourier-transformed time-dependent Hamiltonian
(Eq. 2) is block-diagonal in the spin space. For either
the ↑ or the ↓ spin, it is a 2 × 2 Hermitian matrix which
encodes the bulk properties of the system. The time evo-
lution operator at stroboscopic times can then be written
4FIG. 3: Gap closing points in the Brillouin zone along the
Pi (i = 1 . . . 6) phase boundaries (drawn in Fig.1) as described
in the caption of Fig.1.
as
U(k, 2pi/ω) = T e−i
∫ 2pi/ω
0 H(k,τ)dτ . (7)
and the Floquet states ub(kx, ky, 0) are the eigenstates of
this operator. The Chern number of each Floquet band
is then defined by integrating the Berry curvature of the
Floquet states over the whole Brillouin zone -
C =
1
2pi
∫
BZ
dkxdky(∇×Alower(k)), (8)
where Alower is the Berry connection in terms of Floquet
states of the quasi-energy band with quasienergy lying
between (−ω/2, 0). We numerically compute the Chern
numbers of the lower band (of both ↑ and ↓ spins) fol-
lowing the work by Fukui et al [36].
When the parameter ranges are such that a high fre-
quency approximation would be valid, the Chern number
computed using the effective static Hamiltonian would
exactly match the one obtained by considering the Flo-
quet states. In this sense, the following phase diagram
that we present complements what has been obtained
earlier in Ref. 31, and completely specifies the topologi-
cal phases of the system for all parameter regimes.
The phase diagrams for both the up spin and the down
spin bands are presented in Figs. 1 and 2. In Fig. 1, we
show the Chern number of the lower quasienergy band
as a function of the amplitude of the drive versus the
frequency, whereas in Fig. 2 we show it as a function of
the amplitude of the drive versus the sub-lattice poten-
tial. For lower frequencies, many different phases appear
and appear to follow a fractal structure, as was seen for
graphene in Ref.[32]. But as such phases are not ex-
pected to be protected by a large enough band-gap, we
have only shown phases which are ‘large enough’ (oc-
cupy enough area in the phase diagram) and we have
ignored tinier phases. As α→ 2 and ω → 6, these phases
smoothly go over to the high frequency phases in Ref. 31.
We have also chosen to name only those phases that are
large enough to be possible stable phases in calligraphic
letters as A,B . . .J , with A,B, C, E ,F being present in
both Figs. 1 and 2, and B′,D,G in Fig.1 and H, I,J in
Fig. 2. Note that there are two phases B and B′ which
have identical values of the Chern numbers for both the
↑ spin band and the ↓ spin band. Nevertheless, they are
two distinct phases since they occur for different values
of ω and α and are not continuously connected to each
other and they could have different edge state structures.
Note also the existence of a phaseA which has zero Chern
numbers for both spin ↑ and spin ↓ electrons. We will see
later in the next section, that this is a topological phase
and has edge states despite having zero Chern numbers.
The lines that separate the phases are when the gap
closes and the gap closing typically occurs at the high
symmetry points of the Brillouin zone as shown in Fig. 3.
For the lines P2, P4 and P5, the gap closes at the Γ point
whereas for the P1 and P3 lines, it closes at the K point
and for the P6 line, the closure happens at the half-way
point between the Γ point and the K point. Note that we
have concentrated on the spin ↑ bands and hence have
lines separating region C from E , which have different
Chern numbers for ↑ spin, but no line separating regions
C from B, which have the same Chern number for ↑ spin.
A similar analysis can be done for the ↓ spin case.
We note that the Chern number changes by ±2 at the
P5 crossing, which essentially implies a quadratic touch-
ing of the bands. This is similar to the transition ex-
plained in Ref. 9 where the Hamiltonian for the first Γ
point transition at the Floquet zone boundary was ob-
tained perturbatively, and was shown to lead to a Chern
number change of±2. This can only happen at the spher-
ically symmetric Γ point. Along P1, P2, P3 and P4, the
change in the Chern number is ±1 and the band touch-
ing happens at the Γ or K points. Along P6, however,
the change in the Chern number is ±3. This can hap-
pen at 3 points in the Brillouin zone, symmetric around
the Γ point as shown in Fig. 3. We have also checked
that a change of the chirality of the circularly polarized
light, besides changing signs of all the Chern numbers
also breaks inversion symmetry with respect to the gap
closing diagram in Fig. 3. The blue points are at K ′ in-
stead of K points and the green points are placed so as
to complete the smaller hexagon.
However, the computation of the Chern number does
not specify the C0 and Cpi invariants individually. As the
bulk-boundary correspondence in our system comes from
these invariants, to discover these two indices, we need to
consider the edge-state structure in a system with edges
- e.g., a ribbon geometry. This is what we shall discuss
in the following section.
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FIG. 4: The quasi-energy band structure of a zigzag nanorib-
bon of the periodically driven spin-orbit coupled system for
phase A. Both spin sectors, ↑ and ↓ (shown in red and black
respectively) possesses one pair of chiral edge states both at
zero quasi energy and Floquet zone boundary. We also label
the chirality of the left edge state at the two inequivalent gaps
by R or L depending on whether the state is right-moving or
left-moving. The system is finite in the y-direction while the
x-direction is periodic.
TABLE I: Spin-resolved topological quantum numbers and
the edge states for phases in Figs.1, 2
.
Phases (C↑, C↓) C↑0 C
↑
pi C
↓
0 C
↓
pi
A (0,0) 1 1 1 1
B,B′ (+2,+2) 0 −2 0 −2
C (+2,+3) 0 −2 1 −2
D (+1,+2) −1 −2 0 −2
E (+3,+3) 1 −2 1 −2
F (+1,+1) 1 0 1 0
G (+1,+1) −1 −2 −1 −2
H (+1,+1) 0 −1 0 −1
I (−2,−2) 0 2 0 2
J (−1,−1) 0 1 0 1
B. Edge states in a ribbon geometry
In this section, we study the quasi-energy band-
structure of the model in an infinite zigzag nanoribbon
geometry, with a finite width. We identify the four inte-
gers C↑0 , C
↓
0 , C
↑
pi, C
↓
pi (defined later) that characterize Flo-
quet topological insulators in our model, in each of the
phases in Fig. 1 and 2, by choosing appropriate values
of ω, α and lEz. A representative diagram for the phase
A has been shown in Fig. 4 and the remaining diagrams
have been relegated to the appendix. The spectrum has
been shown slightly beyond the ‘first Floquet-Brillouin
zone’, −ω/2 < b < ω/2, so that the edge states at the
zone boundary are clearly visible.
The first point that we note is the gaps and the edge
states at the zone boundaries (at b = ω/2 ≡ −ω/2).
In the high frequency regime studied earlier, we had re-
stricted ourselves to frequencies below the zone bound-
aries (i.e, at  = ±ω/2), and hence the edge states at the
zone boundary do not appear. However, in this work,
our main focus is on the low frequency regime, and one
of our aims is to explicitly check that the Chern number
of the band is given by the difference between the num-
ber of chiral edge states above and below the band. How
do we count the number of chiral edge states? As shown
in Ref. [11], the number of edge modes are related to
the winding number of the Floquet operator. Unlike the
Chern number of a band, which depends only on the stro-
boscopic dynamics of the Floquet operator, the winding
number has information about the circulation direction,
which gets related to the direction of propagation of the
edge states. In a Floquet system, the chirality at a given
edge depends on details of the driving and can be either
positive or negative, independent of the chirality of the
driving force[13]. The chirality of the driving force only
provides the required time-reversal breaking. However,
at low frequencies, there is no direct relation between
the chirality of the drive and the chirality of the edge
states, since the drive can lead to multiple gap closings
and openings with multiple edge states. Hence, the edge
state chirality needs to be explicitly computed for each
phase.
Let us now focus on the Floquet band structure in the
various different phases. For illustration, let us confine
ourselves to the spin up band. Let us also confine our
attention to the left edge (L). The determination of the
chirality of the edge state as shown on the graph is made
by actually checking whether the right-moving state (pos-
itive slope) is at the left edge or at the right edge and
similarly whether the left-moving slope (negative slope) is
at the left or right edge. This can be done explicitly since
we have numerically obtained all the wave-functions. We
can now easily count the number of chiral edge states at
the band-gap at zero, and at the band gap at ω/2, in
the various plots in the panels in Fig. 3 and in the ap-
pendix. We choose a convention where a right-moving
(positive slope in the energy versus momentum plot) at
the left L edge state is assigned a winding number or
chirality −1 and a left moving (negative slope) state is
assigned a chirality +1. We then compute Cσ0 by taking
it to be −1/ + 1 depending on whether the L state ( or
states) in the band-gap at zero frequency is right-moving
or left-moving and adding up the values. Similarly, in
the band-gap at frequency ω/2, we compute Cσpi by tak-
ing −1/+ 1 for each right-moving/left-moving state and
adding up the values. For instance, in Fig. 3, for the spin-
up band, at zero frequency, there is a single edge state at
the left edge which has negative slope; thus C↑0 = +1. At
the frequency ω/2 also, there is a single edge state at the
left edge with negative slope, thus C↑pi = +1 as well. The
6FIG. 5: The Chern numbers for the ↑ spin sector is shown as
a function of the disorder strength w for the phases A . . .G
depicted in Fig.1. Static uniform disorder is included in the
system as an on-site potential. Numerical calculations are car-
ried out for a 24 × 24 lattice with open boundary conditions.
The Chern number is averaged over 100 disorder configura-
tions and the following parameter values (α, ω) - (1.4,2.55),
(0.3,4.5), (0.5,2.3), (0.2,2.5), (0.9,3.5), (1.6,5.0) were used for
the phases A, B, B′,D, E and F respectively. (B and C as well
as G and D are the same for ↑ spin as explained in the text).
Chern number of the ↑ band in phase (A) was computed
earlier to be C↑ = 1 which precisely agrees with C↑0 −C↑pi,
as expected from Ref. [11].
Using the same method, Cσ0 and C
σ
pi can be computed
for each of the phases in Fig. 1 and 2 and the results are
tabulated in Table 1. Note that, as expected, the Chern
number of the band, Cσ = Cσ0 − Cσpi in each case. Note
also that the phases A,B, C, E ,F in the table are present
in both Figs. 1 and 2, whereas B′,D and G occur only in
Fig.1 and H, I and J only in Fig. 2.
III. DISCUSSIONS AND CONCLUSIONS
In comparison with earlier studies of irradiated
graphene, the main difference for spin-orbit coupled ma-
terials is the fact that the phase boundaries for the spin
↑ electrons and the spin ↓ electrons occur at different
points in the parameter space. Besides, due to the buck-
ling, an external electric field can be applied which can
tune the masses at the K and K ′ points . This external
tuning parameter helps in finding new phases as seen in
Fig. 2, which do not exist in graphene.
We have also studied the robustness of each of the
phases in the presence of (uniform) disorder. The dis-
order in the system is modeled as an on-site chemi-
cal potential which is taken from a uniform distribu-
tion [w/2, w/2], where w is the strength of the disor-
der in terms of the hopping parameter t. In Fig. 5, we
have plotted the Chern numbers of the various phases
in Fig. 1, computed using the coupling matrix approach
following Ref. [37] to obtain the real space Chern num-
bers. We note that a number of the topological phases
are immune to uniform disorder for a reasonable range
of the disorder strength, and starts degrading only for
larger values, whereas a few topological phases immedi-
ately change their character even for a relatively small
disorder. For a few of the phases, the robustness against
disorder can be understood in terms of the respective val-
ues of the quasi-energy gap in the system, but in certain
cases (such as contrasting phase B and D, see Appendix),
the robustness against disorder may not be simply related
to the quasi-energy gap of the system. This is a surpris-
ing outcome and is expected to be related to structure
of the time dependent Hamiltonian and is a direction for
future study. We also note, in passing, that the phase
A, characterized by zero value of the topological invari-
ant appears to attain the Floquet topological Anderson
insulator phase [38, 39] and exhibits two-lead quantized
current at the infinite bias limit [40]. Further, the robust-
ness of a certain phase also implies that any transport
phenomena, such as a sum-ruled quantum Hall conduc-
tance [41–43], should also be protected and might act as
signatures to identify the individual phases. This is of
particular importance, because the lack of knowledge of
the occupation of the bands can be circumvented using
signatures of the edge states.
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8Appendix A: Edge states in the ribbon geometry for
different phases
In this appendix, we compute the Floquet band
structure in a zigzag nano ribbon in all the different
phases which have been shown in Figs.1 and 2 in the
main text. In the main text, the band diagram for
phase A was already shown; here we show the edge-state
spectrum for all the remaining phases. The name of the
phase, as well as the values of Cσ0 and C
σ
pi are given in
the figure itself. As described in the main text, Cσ0 and
Cσpi are computed by taking it to be −1/ + 1 depending
on whether the L state (or states) in the appropriate
band-gap is right-moving or left-moving at the left edge
of the sample and adding up the values. Note that it is
not always to see visually determine whether or not the
gap exists and in ambiguous cases, we have explicitly
mentioned that it is gapped. Note also that in the
diagrams of the phases G,H and I, the edge states are
isolated from the bulk states at zero energy even though
the spectrum is not gapped ( or has an extremely small
gap). Thus the computation of the Chern numbers
by counting edge states is more reliable than the bulk
computation, which can numerically fail in the absence
of a well-defined gap.
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