Abstract The processing of remotely sensed data includes compression, noise reduction, classification, feature extraction, change detection and any improvement associated with the problems at hand. In the literature, wavelet methods have been widely used for analysing remote sensing images and signals. The second-generation of wavelets, which is designed based on a method called the lifting scheme, is almost a new version of wavelets, and its application in the remote sensing field is fresh. Although first-generation wavelets have been proven to offer effective techniques for processing remotely sensed data, second-generation wavelets are more efficient in some respects, as will be discussed later. The aim of this review paper is to examine all existing studies in the literature related to applying second-generation wavelets for denoising remote sensing data. However, to make a better understanding of the application of wavelet-based denoising methods for remote sensing data, some studies that apply first-generation wavelets are also presented. In the part of hyperspectral data, there is a focus on noise removal from vegetation spectrum.
Introduction
Remote sensing is the art and technique of gaining information about objects (mostly the Earth's surface) without making physical contact with them. Data collection is carried out using field, airborne or space-borne sensors. This technology generates a wide variety of data types, including high-resolution aerial images, hyperspectral and multispectral satellite images, spectrometric signals and RADAR (radio detection and ranging) data.
For various purposes, remote sensing images and data are employed to extract certain parameters, detect the presence or extent of different phenomena, or for interpretation. These applications require high signal-to-noise ratio (SNR) data to achieve good performance. The data that are contaminated with noise can cause a failure to extract valuable information and hamper further interpretation. In presence of noise in the image, extraction of all the useful information becomes difficult and noise can lead to artefacts and loss of spatial resolution in the image (Letexier and Bourennane 2008) . Narayanan et al. (2001) in their research on classification of multispectral images found that regardless of the noise type, the loss in information is exponentially related to the variance of the noise. Particularly, in hyperspectral data as the level of noise is high, noise removal is required to improve the data quality and consequently information retrieval, and meanwhile to preserve the detailed spectral features in the data (Hu et al. 2009 ). Therefore, noise removal is an essential task before any interpretation or information extraction.
In the literature, several smoothing techniques for denoising different remote sensing data types have been applied. Deledalle et al. (2010) used non-local means for denoising synthetic aperture radar (SAR) data. A fourparameter BRDF (bidirectional reflectance distribution) model for correction of MODIS (MODerate-resolution Imaging Spectroradiometer) surface reflectance time-series was proposed by Bréon and Vermote (2012) . applied a maximum a posterior (MAP)-based denoising approach for hyperspectral images. Hu et al. (2009) developed a noise-reduction algorithm based on singular spectral analysis (SSA) to reduce the noise in hyperspectral reflectance data.
A widely used method for processing remotely sensed data is an advanced signal-processing technique called wavelet. Some of the current applications of wavelets in the remote sensing field include compression Sui et al. 2008, Zhang and Yang et al. 2007; Li et al. 2007; Pradhan et al. 2007; Tian et al. 2006; Xiao and Wu 2004) , noise removal (Chen and Qian 2011; Zhao et al. 2010) , classification (Huang and Zhang 2012) , image fusion (Amolins et al. 2007 , Wang et al. 2008b , Han et al. 2010 , and vegetation health studies, such as disease or stress detection (Kempeneers et al. 2005; Shafri et al. 2011) , environmental studies like study of climate change cycles (Tieniu and Guangyong 2012) , streamflow changes (Miao et al. 2011) , rainfall variations (Zhu and Meng 2010) , and variations of the CO 2 flux (Cannata et al. 2010) .
Unlike Fourier transform that uses smooth, periodic sinusoids for signal decomposition the wavelet transform employs finite-length waves which are localised in both time and frequency to preserve the time localisation of frequencies (Zhang et al. 2012a) . A wavelet transform having time-frequency joint representation expands a signal using a set of basis functions called wavelets. The wavelet functions are non-smooth and non-periodic. They are scaled and translated versions of a single basic wavelet, the so-called mother wavelet. Classical wavelets that are: translates and dilates of a mother wavelet are known as first-generation wavelets. Sweldens, in 1996, introduced a new technique, the so-called lifting scheme, which became the basic tool of second-generation wavelets (SGWs). SGWs are not necessarily translates and dilates of one fixed function. Unlike first-generation wavelets that utilise Fourier transforms and are built in a frequency domain, a lifting construction is totally spatial. Therefore, it is ideally suited for building SWGs when Fourier transforms cannot be applied.
The aim of this paper is to examine current waveletbased denoising methods, especially SGWs, applied on different remote sensing data to show the ability of this method in dealing with noisy remotely sensed data. Noise removal from hyperspectral vegetation spectrum is discussed in detail and some advantages of SGWs over firstgeneration wavelets are presented. Next section provides a brief mathematical concept of wavelets, while following sections review different wavelet noise-removal methods for remote sensing data types.
Wavelet transform
In noise-removal area, a well-known signal-processing method is the Fourier transform. It converts a signal into a series of sine curves. Wavelets as well expand a signal but instead of using the smooth cosine and sine waves, apply some basis functions called wavelets. As the wavelet functions are irregular, asymmetric and finite, wavelet analysis can describe the local features, signals with sharp edges, and features better than Fourier analysis (Hu et al. 2009 ).
The wavelet functions are generated from a single basic wavelet wðtÞ, the so-called mother wavelet, by scaling and translation:
where s is the scale factor, s is the translation factor and the factor s -1/2 is for energy normalisation across the different scales. The selection of mother wavelet depends on application and the type of signal (Chinarro et al. 2012) . The continuous wavelet transform or CWT is defined as the convolution of the input data sequence with wavelet functions and is expressed by:
where * refers to complex conjugation. The analysis decomposes the function f ðtÞ into a set of wavelet functions w s;s ðtÞ, and then cðs; sÞ is the family of coefficients of f ðtÞ on the wavelet. In CWT, the continuously scalable wavelet function shifts continuously over a signal and the coefficients are calculated by correlation between them. This type of transform involves infinite number of wavelets and the wavelet coefficients are highly redundant. For most practical applications, it is desirable to avoid this redundancy. It can be done by discretisation of the wavelet functions. Therefore, discrete wavelets can only be scaled and translated to discrete steps and are not continuously scalable and translatable. In 1989, Mallat (1989) proposed a fast algorithm of decomposition-reconstruction for the discrete wavelet transform by establishing a link between wavelet bases and traditional filter banks in signal processing (Misiti et al. 2007 ). In a two-channel filter bank, the signal spectrum splits in two equal parts by passing through two filters called low-pass and high-pass filters. The high-pass channel produces the details, while the output of low-pass channel is the approximation of the signal. As the low-pass part still contains some details, it splits again repeatedly. The result is an iterated filter bank. This kind of analysis is referred to multiresolution analysis (MRA).
In the filter bank shown in Fig. 1 , the decomposition filters are noted h a and g a and the two reconstruction filters are noted h s andg s . The filters h a and h s are low-pass and the g a and g s filters are high-pass. These four filters are quadrature mirror filters (QMF). In each channel the input signal X is filtered using h a (respectively, g a ) and then decimated (or downsampled) by (;2). This is the decomposion or analysis part. The reconstruction or synthesize part starts with two sequences, inserting the zeros (or upsampling) (:2), and filtering using h s and g s , respectively. Finally, the two parts sum up to obtain the output sequence Y.
Based on the theory of wavelet multiresolution analysis, using a decomposition and reconstruction algorithm of signal, wavelet function processes the high-frequency signal according to a filtering scheme. The algorithm starts with a wavelet decomposition applied over the time series. The result, the coefficient array, is divided into two parts: an approximation coefficient vector and a detail coefficient vector, in a rough scale.
The main property necessary for a filter bank is the property of perfect reconstruction. After a decomposition followed by a reconstruction without any intermediate operation the output will be equal (possibly up to a translation d) to the value of input. A necessary and sufficient condition links the four filtersh a , g a , h s , and g s to obtain a perfect reconstruction with a translation of d time units. The perfect reconstruction condition (3) and anti-aliasing condition (4) are represented as
where H a , G a , H s , and G s are the z-transforms of the four bank filters. Sweldens (1998) showed that by using a quadruplet solution of the systems (3) and (4), an infinite number of other solutions can be built through a method called lifting. (Misiti et al. 2007) . A custom-designed Laurent polynomial function can be obtained using Euclidean algorithm adapted to the signal under study. The incorporation of the polynomials improves the separation of the specified signal from noise significantly (Song et al. 2007 ).
Denoising of remote sensing data using wavelets
A tremendous number of images in a variety of spectral and spatial resolutions are delivered by satellites and airborne sensors every day. Spectral sampling methods, spatial sampling methods and SNR are the three central parameters that determine the information contained in the data collected by these sensors (Landgrebe 2003) . Remote sensing data gathered by sensors contain different forms of noise, including instrumental, random and atmospheric noise, which is a challenge to further study such as information extraction and interpretation. The noise can lead to incorrect data classification and a failure to extract valuable information and geophysical data, if not removed accurately. Therefore, the very first preprocessing step before understanding and analysing data is denoising, which is essential to obtaining high-quality results.
Wavelet thresholding or wavelet shrinkage
A wavelet transform decorrelates a signal into wavelet coefficients. The noise present in the signal is usually of high frequency. Therefore, wavelet coefficients with large absolute values (low frequency) are assumed to convey more signal information than noise and coefficients with small values (high frequency), are dominated by noise. A wavelet denoising method is called wavelet thresholding or wavelet shrinkage. This technique assigns a threshold value and controls the wavelet coefficients according to that value. Usually two thresholding types are employed which are hard and soft thresholding. In hard threshold method, the small coefficients, whose absolute values are lower than the threshold value are replaced by zero. Hard thresholding is defined as:
where T is the threshold value, f is thresholding function and x is wavelet coefficient. Soft thresholding technique also sets to zero those elements whose absolute values are lower than the threshold, but shrinks the non-zero coefficients towards zero and can be written as:
For assigning the threshold value T there are several threshold selection methods that can be found in Mallat (2008) .
After thresholding, the inverse wavelet transform of the remainder produces a reconstructed signal with less noise. A significant advantage of the wavelet thresholding method is that it reduces the noise level while still preserving important features of the original signal. Wavelet thresholding techniques have been widely used for noise removal from remote sensing data.
Wavelet coefficients are able to exploit interscale and interband signal correlation. Scheunders (2004) found that wavelet thresholding, to exploit the interband correlation of multimodal MRI (magnetic resonance imaging) images and multispectral images (Landsat), is superior to single band wavelet thresholding.
To denoise MODIS/TERRA surface reflectance, Lu et al. (2007) used wavelet thresholding, a Fourier-based fitting method, and a Savitzky-Golay filter. They determined that wavelet thresholding improves the capability to eliminate noise in all three forms of time-series data. Lili et al. (2008) used a wavelet threshold; they estimated a threshold value in each spectrum to denoise hyperspectral images. Their experimentation results revealed that an enhanced wavelet denoising method for the spectral domain offers an improvement in SNR and raises classification accuracy.
Bayesian wavelet
Since hyperspectral sensors collect information across hundreds of bands, this large amount of data sometimes results in redundancy, which can hamper image interpretation and classification. To simplify both the classification and storage of hyperspectral images, reducing dimensions is essential. Vidakovic (1998) proposed Bayesian wavelet shrinkage that enables us to denoise signals effectively and drastically reduce dimensions. Other researchers took advantage of the dual benefits of this technique and applied it to both the denoising and reducing data dimensions at the same time. Scheunders and De Backer (2007) applied a Bayesian wavelet-based denoising method for noise removal from three types of data: AVIRIS hyperspectral images, MRI data and Landsat TM (Landsat Thematic Mapper) multispectral images. Spatial wavelet noise removal, based on Bayesian least-squares optimization, was used by De Backer et al. (2008) to denoise hyperspectral and multispectral images (Landsat and AVIRIS). They concluded that applying a spatial (wavelet-based) noise removal technique, compared to spectral denoising, offers superior denoising performance.
A new Bayesian denoising method, based on an undecimated discrete wavelet transform was applied to the remote sensing images by Wang and Li (2009) . They found that this new algorithm avoids pseudo-Gibbs phenomena, reduces artefacts, and has obvious advantages over an orthogonal wavelet denoising method.
A Bayesian wavelet domain image denoising technique in a local spatial and spectral image context was applied by Pizurica et al. (2005) , to denoise colour and multispectral images (Landsat TM). They determined that, in comparison to multiband thresholding, the proposed method preserves the fine points of images and the structures of multispectral images better. Furthermore, it suppresses noise in flat areas much better than the vector-based minimum mean square error (MMSE) technique.
Denoising of hyperspectral signals by wavelet methods
Spectrometers obtain data across different specific spectral ranges. As a result, spectra passing through several detector types normally have amplified noise where sensors meet. The noise levels in reflectance spectra gathered in the field by hand-held spectrometers are high. The sources of noise can be physical instabilities, such as the oscillation of light intensity, self-generated noise in the sensors themselves, and atmospheric states (Schmidt and Skidmore 2004; Vaiphasa 2006) .
Noise affects the absorption features in the spectra, thus reduces the efficiency of spectral discrimination among different features, while noise-reduced field spectra increases the classification accuracy significantly (Kusuma et al. 2010 ).
In hyperspectral remote sensing studies, it is common to carry out analysis using derivative spectroscopy. Derivative analysis methods need smooth reflectance spectra (Schmidt and Skidmore 2004) and are particularly sensitive to noise in the data collected (Shafri and Mather 2005) . Therefore, before any derivative analysis, denoising is important. In addition, to relate cover reflectance to image reflectance in hyperspectral remote sensing imagery, having noise-free field spectra is essential (Schmidt and Skidmore 2004) .
Noise removal from the hyperspectral vegetation spectrum Several noise removal techniques for vegetation reflectance are presented in the literature. The most commonly used smoothing filters for denoising vegetation reflectance spectra are mean or moving average filter (Tsai and Philpot 1998; Vaiphasa 2006; Weber et al. 2008; Ge et al. 2011; Pu et al. 2012; Zhang et al. 2012b ) and SavitzkyGolay filter (Curran et al. 1992; Rollin and Milton 1998; Tsai and Philpot 1998; Vaiphasa 2006; Yao et al. 2012) . Some other traditional smoothing methods are: Fourier transform (Curran et al. 1992 ), Kawata-Minami algorithm (Tsai and Philpot 1998) , and spline curve fitting (Curran et al. 1992) .
Savitzky-Golay filter is able to simultaneously smooth and differentiate the spectra. So it has been widely used in vegetation derivative analysis. Ruffin and King (1999) for the study of synthetic hyperspectral reflectance spectrum used Savitzky-Golay filter and found that it performs noise reduction while preserving higher order moments of the original spectrum. They found that this method is straightforward and makes less distortion than moving average filter of the same order. Chen et al. (2013) evaluated the effects of SavitzkyGolay and moving average filters on vegetation indices (VIs) consistency between different hyperspectral sensors. Their study showed that compared to moving average filtering, Savitzky-Golay filter results in a spectrum with less noise, generates least variations in the vegetation index (VI) sensor dependence, and exhibits less distortion. They concluded that the influence of smoothing techniques on VIs did not show any stable trend, and moving average brought considerable changes to the sensor dependency of VIs. Therefore, when integrating VIs from different narrowband hyperspectral sensors, the effect of spectral smoothing should be considered.
For removing the residual noise of normalised difference vegetation index (NDVI) time-series data, Chen et al. (2004) developed a method based on the Savitzky-Golay filter. Their results indicated that the proposed method is effective in obtaining high-quality NDVI time-series. Vaiphasa (2006) applied Savitzky-Golay and moving average filters for smoothing laboratory spectra of mangrove leaves. He found that the both methods reduced the separability between the two mangrove classes, especially when the filter size increased. He concluded that for hyperspectral signals the smoothing method should be applied in a way that causes minimal damages to the original data in terms of statistical differences.
In the literature, the results of applying traditional smoothing methods for hyperspectral signals revealed some drawbacks. A mean filter oversmoothes and changes the details in original spectrum (Rollin and Milton 1998; Tsai and Philpot 1998) , a Savitzky-Golay filter disturbs and masks many details of interest in the spectrum (Curran et al. 1992 ) and should be used with caution (Rollin and Milton 1998) , a Kawata-Minami algorithm does not eliminate much noise (Tsai and Philpot 1998) , spline curve fitting covers details, and a Fourier transform produces unstable effects (Curran et al. 1992) .
Having time-frequency property, wavelet transform can distinctly reveal the submerged details in a signal with certain scales ). Compared to traditional methods, wavelet offers a more efficient and statistically rigorous approach to noise removal. It reduces the level of noise while preserving the significant features of the original data (Shafri and Mather 2005) . As compared to traditional smoothing methods, wavelet-based methods are computationally efficient, practical and feasible techniques for the noise removal from hyperspectral data followed by derivative analysis (Bruce and Li 2001) .
Changes in the original spectral data will lead to incorrect outcomes in subsequent analyses. Therefore, a good smoothing method should cause minimal disturbance to the statistical properties of a signal. Schmidt and Skidmore (2004) performed a comparative study of six smoothing techniques, including median and mean filters, wavelet thresholding, a cubic spline filter, and a SavitzkyGolay filter for noise removal from a vegetation leaf spectrum. The results showed that traditional filters completely removed jaggedness, left noise in the spectra, produced artefacts or removed impulse-like noise, so they were not successful. In contrast, wavelet transform achieved the best trade-off between the preservation of spectral features and noise reduction, and removed noise while simultaneously preserving local spectral features. Liu et al. (2011) found the discrete wavelet transform an excellent frequency filter, a compatible spectral analysis method for filtering the background noise and, therefore, a good method for increasing the stress information in the spectral data of rice crops.
The problem with vegetation spectra is that absorption features are generally smooth (because of scattering of the leaves); they do not have the same intensity or width, and tend to overlap. A good smoothing algorithm should preserve the absorption features and inflection points, as well as the wavelength positioning of local minima or maxima. At the same time, an algorithm's computation should be straightforward (demanding little 'fine-tuning'). In other words, to preserve spectral detail, the trade-off between resolving fine spectral detail and denoising should be optimised (Schmidt and Skidmore 2004) . Environ Earth Sci (2013 ) 70:2679 -2690 2683 All green vegetation spectra have an overall similarity. It is due to some major absorption features of the reflectance spectra of all leaves across the visible and near infrared wavelengths (Curran et al. 1992) . A sharp feature in vegetation reflectance spectrum is known as red edge, which is the region of rapid change between 680 and 730 nm; it is caused by a combination effect of high chlorophyll absorption and internal scattering of leaves in the red region (Dawson and Curran 1998) . Red edge position (REP) is the point where the first derivative of the spectral reflectance curve reaches its maximum value or the position of the inflection point of the red-near infrared slope (Liang 2004) . REP has been used for the evaluation of vegetation health and other environmental effects, such as water stress, and has also been used to differentiate plant species (Shafri et al. 2006) . For a sick plant, REP shifts to the left of the visible spectrum. For examining the stress levels of rice, Liu et al. (2011) found REP as the most sensitive indicator amongst other common VIs.
In studies of hyperspectral remote sensing it is common to perform analysis based on derivatives of the spectrum. Since derivatives act as high-pass filters in the frequency domain, they magnify the high-frequency noise in the data (Bruce and Li 2001) . In the first derivative of a noisy vegetation spectrum, there are several local maxima around the peak. So it is impossible to extract the REP correctly, therefore noise removal is a vital task before any derivative analysis. The constant shape of green vegetation spectra encourages researchers to simulate the vegetation spectrum to have a clean noise-free model. Specially, the red edge always has a continuous s-shaped curve and its first derivative creates a bell-shaped curve. For simulation of the red edge area, an inverse Gaussian curve that reflects these two properties is widely used. Shafri and Mather (2005) applied simulated signals of hyperspectral spectroscopy data from green vegetation. They used wavelet shrinkage for noise removal. After determining the best wavelet parameters in a simulation study, they utilised those parameters to denoise a real vegetation spectrum. They concluded that a wavelet method noticeably reduces instrumental noise and produces a more easily identifiable derivative spectrum for analysis; however, pseudo-Gibbs phenomena are introduced at the endpoints of the spectrum. How the whole of the first derivative spectrum is affected by the ripples is unknown, but these effects are certainly quite disturbing when the aim is to gain a smooth derivative analysis.
For noise removal from oil palm leave spectra, Shafri and Yusof (2009) used wavelet shrinkage. They simulated the red edge area using a mathematical sigmoid function. Sigmoid, similar to a cumulative inverse Gaussian function, has an s-shape curve, which is similar to the characteristics of vegetation reflectance's red edge. In their study, they added noise to the simulated signal then denoised it using a wavelet transform. Then, by measuring the root mean square error (RMSE), they acquired the most suitable wavelet parameters to denoise a simulated vegetation spectrum.
Another simulation study using a sigmoid function was carried out by Ebadi and Shafri (2010) . The best wavelet parameters were identified as those that produced less RMSE and did not change the red edge position. Then, those parameters were used for the denoising of real vegetation reflectance.
A model for vegetation leaf spectrum, known as PROSPECT was introduced by Jacquemoud and Baret (1990) . They examined spectrum of a wide range of plant types and status, and provided a radiative transfer model that depicts the optical characteristics of plant leaves for 400-2,500 nm wavelength range. PROSPECT model allows one to construct the leaf reflectance and transmittance spectrum by adjusting the input variables; a parameter characterising the leaf mesophyll structure, pigment concentration, and water content. PROSPECT leaf model has been widely used in remote sensing vegetation studies (Jacquemoud et al. 1996; Bacour et al. 2002; Wu et al. 2008; Chen and Weng 2012; Hernández-Clemente et al. 2012 ).
Yusof (2012) applied PROSPECT model as a test signal in the process of denoising hyperspectral vegetation reflectance using wavelet thresholding. He introduced a method for preconditioning the vegetation reflectance spectra prior to applying wavelets for denoising and managed to achieve a level-independent process.
In most studies, as opposed to conventional techniques, wavelet smoothing techniques are considered to preserve spectral features and involve little tuning (Schmidt and Skidmore 2004) , reduce the level of noise as well as preserve the important characteristics of original data (Shafri and Mather 2005) , and be computationally efficient and suitable for derivative analysis of hyperspectral images (Bruce and Li 2001) . However, traditional wavelets have some inherent limitations which will be discussed in the next section.
Denoising spectrometric signals using secondgeneration wavelets Traditional wavelet transforms, despite their strong capability to denoise hyperspectral remote sensing data, have some inherent limitations. The number of observations in a wavelet transform is assumed to be to the power of two; therefore, the input signal should be extended until it reaches the power of two. A wavelet transform is basically used for bi-infinitely extended signals of finite energy, i.e., functions that are defined on the whole real line with a The best wavelet parameters were identified as those that provided less RMSE and did not change the REP. Then, those parameters were used for the denoising of real vegetation reflectance.
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Second-generation wavelets Synthetical and real SAR images (TerraSARX)
The method, using Bayesian inference in the bandelet domain, outperforms the same method applied to the contourlet domain for synthetical SAR images using objective measurements.
Lifting wavelet transform Remote sensing imagery Preserves the spectral characteristics of the images, effectively removes striping noise better than traditional wavelet transforms. The wavelet parameters that produced the least distortion in the synthetic model were used to denoise oil palm reflectance data.
11 Wang and Li (2009) Bayesian wavelet transform Remote sensing images The new algorithm can reduce artefacts, restrain pseudoGibbs phenomena from the orthogonal wavelet transform, and has obvious superiority compared with orthogonal wavelet denoising methods.
12 De Backer et al. (2008) Spatial wavelet-based denoising based on Bayesian least-squares optimization
Multispectral and hyperspectral images, Landsat and AVIRIS
Applying spatial (wavelet-based) denoising, compared to spectral denoising, offers superior denoising performance.
13 Kang and Zhang (2008) Wavelet packet transform QuickBird panchromatic images Performs effectively to remove the noise of QuickBird images, compared with other methods.
14 Lili et al. Wavelet-based method is feasible and practical for derivative analysis of hyperspectral signatures and computationally efficient as compared to traditional methods of smoothing finite integral. Wavelet decomposition and reconstruction are based on the assumption that the signal boundary under translation and dilation is closed. In the case of real world signals that are finitely supported on an interval, to execute wavelet algorithms with comparatively low complexity, we are forced to produce data beyond the boundaries of the interval. Extending the signal is a common method to achieve this. Some signal extension techniques are symmetric extension, reflection, and zero padding. Zero padding typically creates a signal discontinuity at the interval endpoints, while in the case of the two other methods this discontinuity is moved to the first and second derivatives, respectively. In addition, using a zero padding technique produces large index coefficients that affect the noise-removal process. Boundary effects are caused by these artefacts in the rebuilt spectra. Due to boundary effects, the resultant wavelet coefficients of signal analysis near the boundary are large compared to wavelet coefficients at the same level. These artefacts may produce difficulties in quantitative analysis (Depczynski et al. 1999) .
Spectroradiometers have different sampling resolutions in the visible-to-near-infra-red wavelength range and the shortwave-infrared wavelength range. The sampling intervals are also slightly different within each of these regions; therefore, data points are not regularly spaced. Several spectral operations, such as smoothing and first derivative calculation, require subsequent regularly spaced data within each wavelength region data and should initially be resampled at regular intervals (Rollin and Milton 1998) . This resampling affects the results and changes the position of subtle characteristics, such as REP, in the spectrum. In addition, in some cases, the wavelet-based noise removal method generates pseudo-Gibbs phenomena at the spectrum's endpoints (Shafri and Mather 2005) .
Second-generation wavelets based on lifting constructions, are completely performed in the spatial domain. They can be applied to finite irregular data. To find out more about second-generation wavelets, readers are referred to Sweldens and Schröder (1996) .
Second-generation wavelets have been used for noise removal in different fields, including partial discharge signals (Song et al. 2007) , rotating machinery signals ), images (Bose and Chappalli 2004) , remote sensing images (Wang et al. 2008a ) and computed tomography images (Borsdorf et al. 2008) . Their application to the denoising of hyperspectral signals is absolutely new. An application of SGWs for noise removal in the vegetation spectrum is presented in Zhou et al. (2008) . Their research indicates that a lifting wavelet transform is more suitable for the denoising of highly noisy signals. Table 1 shows a summary of the literature regarding wavelet applications for denoising remote sensing data.
Conclusion
When dealing with remote sensing data, wavelet methods have proved to be effective as advanced signal-processing techniques. Although the first generation of wavelets provided good results for the denoising of remote sensing data, they had some limitations that SGWs have overcome. Traditional wavelets have some inherent limitations. They assume that the number of observations is to the power of two, the signal under investigation is extended bi-infinitely and its boundary is closed. Real signals, such as spectrometric signals, are bounded, the number of samples is not to the power of two and they are sampled irregularly. To apply first-generation wavelets, the signal under investigation should be extended. Signal extension methods result in artefacts and boundary effects. Integer wavelet transforms performed by lifting method map integers to integers, so they are invertible via finite precision arithmetic. A lifting scheme allows for the in-place implementation of wavelet transforms and reduces the computation time and memory requirements.
The literature related to denoising remote sensing data based on SGWs is limited. To be more specific, no significant work has been done on the denoising of spectroradiometric hyperspectral signals, and so this task is suggested for future work.
