Abstract-This paper presents a new algorithm for distributed Reinforcement Learning (RL). RL is an artificial intelligence (AI) control strategy such that controls for highly nonlinear systems over multi-step time horizons may be learned by experience, rather than directly computed on the fly by optimization. Here we introduce ADMM-RL, a combination of the Alternating Direction Method of Multipliers (ADMM) and reinforcement learning that allows for integrating learned controllers as subsystems in generally convergent distributed control applications. ADMM has become the workhorse algorithm for distributed control, combining the advantages of dual decomposition (namely, enabling decoupled, parallel, distributed solution) with the advantages of the method of multipliers (namely, convexification/stability). Our ADMM-RL algorithm replaces one or more of the subproblems in ADMM with several steps of RL. When the nested iterations converge, we are left with a pretrained subsolver that can potentially increase the efficiency of the deployed distributed controller by orders of magnitude. We illustrate ADMM-RL in both distributed wind farm yaw control and distributed grid-aware demand aggregation for water heaters.
I. INTRODUCTION
The coordinated control of multiple semi-autonomous agents is a ubiquitous problem of distributed control. Two examples are the coordinated yaw control of an entire wind farm, and the coordination ("aggregation") of demand response of devices in buildings, e.g., water heaters. These examples turn out to be canonical examples of two different classes of distributed control, "consensus" (the wind farm) and "sharing" (water heaters), respectively. In this paper we introduce a new method to accomplish such control. This method combines reinforcement learning (RL), an artificial intelligence/machine learning algorithm in which sequential decision making is optimized through experience, with the alternating direction method of multipliers (ADMM), a "meta-algorithm" to build distributed controllers. We call the resulting algorithm ADMM-RL. In this paper we will present the basics of both RL and ADMM and formulate our hybrid method. We will then show by numerical experiment on both the wind farm and water heater examples that the approach has several desirable properties, in particular: RL can perform control-over-time for nonlinear systems that is not possible with today's controllers; via ADMM-RL, such control can happen in a distributed fashion, saving computational cost (and fulfilling other goals such as autonomy and privacy).
Reinforcement learning has a long history. We highlight here the book of Sutton and Barto [1] . Recent success stories such as AlphaGo [2] make it exciting to apply to real world problems. Similarly, ADMM is well established [3] and has many success stories [4] - [6] , many relevant to energy applications [7] - [9] . Our work centers around the concept of distributed reinforcement learning (DRL), for which there is a growing body of literature. A primal/dual DRL algorithm is presented in [10] . A multi-agent actor-critic algorithm is presented in [11] (and see extensive references therein). The reference [7] uses ADMM alone for single step wind farm yaw control. A dual-decomposition based distributed approach to demand response in buildings is proposed in [12] . Additional relevant approaches include [13] - [15] . Our work differs from all these in its direct integration of reinforcement learning within the existing ADMM framework.
Optimal control of both wind turbines [16] - [18] and water heaters [19] - [22] has been widely explored. (Throughout this paper, we will use "water heaters" as a proxy for the plethora of potential demand response devices, e.g., HVAC and electric vehicles.) A common characteristic of all such devices is that on the one hand they have a primary, "selfish" function (for turbines, to maximize energy production, for water heaters, to make sure hot water is available), but on the other there is flexibility to their operation that allows for coordination to achieve auxiliary goals. Wind farms can coordinate their yaw angles to maximize the overall energy production of the whole farm. Water heaters can coordinate their heating cycles to flatten the electric demand profile of a neighborhood or city. The strategy adopted here is that we should be able to use RL for learning the control actions corresponding to the primary functionality and use ADMM for their coordination.
Our work represents a first step in directly incorporating reinforcement learning into a distributed optimization metaalgorithm. To set the expectations of the reader, we explicitly state that the mathematical convergence properties of the algorithm, though critical to understand eventually, are beyond the scope of the current paper. Our focus is on formulating and numerically demonstrating the algorithm applied to two canonical model problems. Because RL involves solving a global optimization problem, its own convergence properties are difficult to ascertain. The implications when we embed it in ADMM are even thornier. Such issues will be addressed in future work. We would point out, however, that our scheme enables control of fully nonlinear models for which theoretical convergence guarantees for classical methods may not exist either.
The organization of this paper is as follows: First we present background on wind farm wake modeling and yaw control and to a lesser extent background on water heater control. Next we describe the reinforcement learning algorithm we are using; this algorithm uses direct policy search and a linear policy, so it is especially simple but nevertheless effective for present purposes. Then we turn to the basic formulation of ADMM and describe how our two domain examples are consensus and sharing problems, respectively. Next we describe the ADMM-RL algorithm; the key observation is that we can replace one of the optimization sub-problems that arise in ADMM with an RL agent. Finally we turn to example results from our two domains.
II. TEST CASE DOMAINS
ADMM-RL is a very general method, but we illustrate it exclusively here through the examples of wind farms and water heaters.
A. Wind Farm Modeling and Control
This section summarizes wind farm wake steering and the centralized wind farm control problem.
1) Wind Turbine Wake model: The wind turbine wake model used to characterize the velocity deficit behind a turbine in a wind farm was introduced by several recent papers including [23] . A Gaussian profile is used to model the velocity deficit behind a turbine:
where u is the velocity in the wake, U ∞ is the free-stream velocity, x is the streamwise direction, y is the spanwise direction, δ is the wake centerline, z is the vertical direction, z h is the hub height, σ y is the wake expansion in the z direction, and C is the velocity deficit at the wake center. A wake deflection model is used to describe the turbine behavior in yaw misaligned conditions and is also implemented based on [23] :
where γ is the yaw angle of the turbine and C T is the thrust coefficient determined by turbine operating parameters, such as blade pitch and generator torque. The initial wake deflection, δ 0 , is then defined as:
where x 0 indicates the length of the near wake, which is typically on the order of 3 rotor diameters. The steady-state power of each turbine under yaw misalignment conditions is given by [24] 
where ρ is the air density, A is the rotor area, C P is the power coefficient derived from aerodynamic properties of the turbine, cos γ p is a correction factor added to account for the effects of yaw misalignment, and p is a tuneable parameter that matches the power loss caused by the yaw misalignment seen in simulations [16] .
2) Wind Farm Control: Let P 1 and P 2 denote the power from the upstream turbine and downstream turbine, respectively. The power generated by the upstream turbine depends on the local inflow wind speed, U ∞ , and its yaw angle, γ 1 . The power generated can be expressed using (4) . Therefore, the power generated by the upstream turbine can be expressed as a function of the inflow velocity and the yaw angle, P 1 (γ 1 ). Because the yaw angle of the upstream turbine can be used to steer the wake into or away from the downstream turbine, the power of the second turbine is now a function of the yaw angle of the upstream turbine, γ 1 . The power generated by the downstream turbine is now expressed as P 2 (γ 1 , γ 2 , u), where u is the disturbed local incoming velocity to the downstream turbine, i.e. (1)-(4). The total power generated by the two-turbine array is given by:
where the vector γ := [γ 1 γ 2 ] T . A similar approach can be applied for an N -turbine array, where the power of each turbine can be written as P i (γ), where γ consists of yaw angles of all upstream turbines.
For small wind farms, optimization of the turbine array power P tot w.r.t. the yaw angles γ can be computed in real-time and adapt to changing atmospheric conditions. A popular tool for controlling the turbines in this fashion is NREL's FLORIS [25] . However, as wind farms increase in size, computationally efficient algorithms are needed to perform real-time optimization and control.
Additionally, in this paper we are concerned with yaw control over time, i.e., our primary objective function is total power production over some number of time steps. These could be over the 15 minute intervals that are typical temporal resolution of yaw controllers, or they could be an arbitrary division of time into different periods. In this paper we will keep the exact notion abstract. All our studies are over 10 time step "episodes". This is a difficult problem for traditional control methods because it is nonlinear. For a linear system, the state as a function of time can be analytically described, thus participate in linear constraints and objectives that involve all time steps together. The modern approach to nonlinear control over time is Model Predictive Control (MPC). In MPC, linearized systems are solved exactly over time to determine the single next control action. Then the state is advanced according to the actual nonlinear dynamics, and the process repeats. A serious difficulty, beyond the linearization of the real model, is when the linearization significantly diverges from the nonlinear reality. In this case even MPC can be ineffective. One of the theoretical benefits of reinforcement learning is that the training, and thus the learning, occurs on the exact nonlinear model, so RL may help close the performance gap between linear and nonlinear models.
B. Water heater modeling and control
There are many models of various demand response devices, and specifically many models of water heaters (e.g., [19] , [20] ). An excellent reference, in the spirit of ADMM (but not quite the same algorithm) for the aggregation of demand response is [12] . Real water heaters are examples of so-called "thermostatically controlled devices", which have their own interesting characteristics brought on by the combination of nonlinear physics with a "dead-band" mechanism that decouples the heating from directly responding to temperature set point changes. The model used in this paper, however, is linearized and simplified, and is described as follows.
The fundamental quantity in the linear water heater model without deadband is the "set point", T . The control action is "how much to increase T this time step", which we denote x. We are modeling a system composed of N wh water heaters over a time horizon (episode length) N times . We use superscript j to denote the time index, and subscript i to denote the water heater index. Thus set point temperature and control actions are written T j i and x j i , respectively. The primary function of water heater i is to avoid the "cold shower", that is, to make sure the temperature is always above a critical temperature T low when there is demand for hot water. The demand for hot water is an exogenous function of time, D j i . Another goal is to minimize actual cost of power used, which we assume to be proportional to the temperature increases x. The primal cost function is the sum of these terms
where c pow is the cost of power, and β is the "cold shower penalty". The cold shower objective L cs is a conditional:
By various math programming tricks (see linear programming, "bigM method"), we can encode this as a mixed integer program. In the reinforcement learning context, though, we just explicitly evaluate the various conditions as the episode progresses. The temperature of our linear water heater is described by a simple difference equation
where c decay is the natural temperature drop per time step, and c shower is a larger constant representing the drop in temperature per unit of hot water delivered. The linear water heater model has an advantage for illustration in that it can be optimized over time with mixed integer nonlinear programming, which allows us to compute, for example, the lower bound of the cost, for comparison with approximate methods like RL.
In the water heater example, we will introduce another criteria, which is that the total use of power among all the water heaters cannot exceed a time dependent supply P j max . We introduce this constraint as a penalty term g for consuming too much power, collectively:
where P max is a vector containing the maximum available power at each time step, m pow is a constant representing the amount of power used per degree of temperature increase, and ξ is the strength of this penalty.
III. REINFORCEMENT LEARNING WITH DIRECT POLICY SEARCH AND LINEAR POLICIES
We have deliberately adopted a particularly simple formulation of reinforcement learning for this project. RL is usually discussed in terms of its origins relating to the Bellman Equation and dynamic programming [1] , [26] and formulated in terms of value functions and/or Q-functions. But here we are using the alternative approach of direct policy optimization, in particular, we use a linear policy, and we optimize it with the Augmented Random Search (ARS) algorithm by directly minimizing the per-episode cost [27] . We could easily migrate this to a richer representation (e.g., neural nets) and/or more sophisticated optimization routine, but the linear policy and ARS is adequate for proof of concept of ADMM-RL. See [1] for more extensive treatment. We closely follow the work of [27] . The main point is that we parameterize a loss function L with parameters θ, and we minimize it by repeatedly running "episodes" of our simulator.
In reinforcement learning, the policy π is a function of state, s; it is, simply, the control action π(s j ) to take in each state, here indexed by time step j. The state depends on the problem. For the wind farm, the state is the current wind speed and direction, and the time. For the water heater problem, the state is the current water demand, the current water heater temperature, and the time. When we let the representation of the policy π be linear, that is, π(s) = θ T s, the loss is seen to be a direct function of θ
since given an initial state s 0 (and any relevant exogenous data), the sequence of states we visit and thus the sequence of costs we incur is completely determined by the policy, which is a linear function of θ.
Thus the goal of learning is minimizing L(θ) w.r.t. θ. To solve this minimization, we use the Augmented Random Search algorithm [27] , which can be thought of as a form of stochastic gradient descent. It probes randomly in θ-space for directions that reduce the loss, and adjusts the parameters θ accordingly.
Both the RL wind farm controller and the RL water heater controller are implemented within the AI-gym environment [28] , providing an abstract interface to the ARS code and future extension to more complex models and more complex RL formulations.
IV. ALTERNATING DIRECTION METHOD OF MULTIPLIERS
A class of problems motivating ADDM and ADDM-RL are those in which independent agents are interacting in an environment where they have to balance individual goals with collective goals. These problems also happen to be ubiquitous in the field of energy systems integration, where primary functions of devices such as wind farms, water heaters, HVAC systems, electric vehicles, etc., are now being hybridized with system level goals such as stabilizing the power grid and load shifting to accommodate intermittent renewable generation.
The ADMM algorithm solves problems of the following form (our notation and treatment of ADMM follows Boyd et al [29] ):
The actual ADMM algorithm rewrites Eqn. (7) as an unconstrained optimization problem using Lagrange multipliers (we denote the multipliers with y or u, depending on whether we are using the "unscaled" or "scaled" formulation, respectively) and then solves the resulting minimization problem iteratively: update x with z, y fixed, update z with x, y fixed, update y with x, z fixed; repeat until convergence. Again, see [29] for details.
Two common problems that can be written in the above ADMM form are the so-called "consensus" and "sharing" problems. The consensus problem is applicable to any objective function that can be written in the form
To apply ADMM, we imagine N copies of x and introduce auxiliary variable z, at which point the problem can be written
The usefulness of this seemingly over-complex restatement of the problem lies in the fact that we replace a single large optimization problem with N smaller ones, and these can each be solved in parallel. The price we pay is that now we have to iterate the process to self-consistency ("global consensus"); but this is frequently a worthwhile tradeoff. This is the formulation we will employ for the distributed wind farm yaw control problem.
The "sharing" problem involves cases where x can be partitioned into subvectors x i (as opposed to consensus, above, where x i is a copy of the full x), and the function f is a sum of terms f i that only depend on x i , but the overall objective contains an additional term g that is a function of all the component of x i . That is, if we have
where the x i make up a partition of x, we can "implement" this in ADMM as
s.t. x = z, which allows for decoupling of the x i minimization problems. W.r.t. the above water heater example, the 3 ADMM updates of each iteration will involve first a minimization of x i (one for each water heater, separately and thus easily parallelizable), a single minimization over z, and a final update of the Lagrange multiplier that links x and z. These steps are detailed explicitly below.
A. The wind farm yaw control problem as a "consensus problem"
The wind farm yaw control problem described above becomes a consensus problem if we imagine partitioning the set of turbines into disjoint groups. The intuition surrounding the partitioning is that depending on wind direction, there is a natural partitioning into groups of turbines whose wakes affect each other strongly, with less strong wake interaction between groups. There is of course still a non-zero interaction between groups, so the problem is not completely decoupled. We solve it with ADMM by solving for each group independently, and iterating to self-consistency. See [7] for a more detailed description. In our formulation, the ith group is responsible for controlling the ith subset of turbines; but recall that x i has values for all of the turbine yaws (it is the ith group's copy of the entire global x vector). We denote the subset of turbines that the ith group controls as x p(i) .
Note: In what follows, x i refers to a vector over time. Above we used superscript j to index time. To avoid using 3 indices, here we will instead use superscript k to index the ADDM iteration. The symbol x k i is the vector whose components are the decisions at each time step.
1) ADMM steps for the yaw control problem: Following Boyd [29] , section 7.1, after employing several simplifications, we can write the wind turbine yaw control global consensus problem as
Here, y is a Lagrange multiplier that enforces the global consensus, and ρ is the Lagrangian penalty parameter. Overbars (e.g.x) indicate averages over all the wind turbines (e.g., 1/N i x i ). Note that as currently formulated (and implemented) the method requires an aggregator of information to gather all the x i vectors and compute and redistributex, and thus is not fully distributed. However, the "expensive" minimization of f (x i ) can be distributed, and the communication of the full x i vectors is minimal by comparison.
B. The cold-shower problem as a "sharing problem"
Our canonical sharing problem is that of demand response control and aggregation of water heaters in a "collective" which imposes a dual mandate: 1) each water heater must meet its own (time-dependent) demand, i.e., never deliver a "cold shower", i.e., always have water at a sufficient temperature when it is desired, and 2) the total power used by all the water heaters in the collective must stay below a (time-dependent) power supply.
As described above, our decision variable x describes the increase of temperature of each water heater at every time step: x j i = increase in temperature of water heater i at time j. To put it in ADMM form, we partition x into {x i }. The partitions themselves could contain more than one water heater, but in this paper the partition is into single water heaters, i.e., each water heater is separately optimized. The two functions f and g in our sharing problem are f i (x i ) = the cold shower penalty + the cost of power g( z i ) = the collective power overuse penalty.
1) ADMM steps for cold-shower problem:
In scaled form, and having employed a simplification that allows replacing z j i withz = 1 N i z i , for each time step (as describe in [29] , section 7.3), the ADMM algorithm is
where u is the scaled Lagrange multiplier, ρ is the augmented Lagrangian parameter, and N is the number of water heaters.
Here we have used the fact that the collective power overuse function g, above, is actually a function of the average x i , thus (assuming the condition x = z is met), g(
Again, the symbol x k i is the vector whose components are the decisions at each time step.
V. ADMM-RL
Especially in light of our use of direct cost-minimization to learn the policy, running several steps of ARS to improve the policy is like approximately solving the ADMM subproblems [30] - [32] . That is, by minimizing Equation (6) with RL, we obtain a policy π(s) that, when executed from an initial state, generates a sequence of actions that constitutes approximate minimizers of (8b) or (9a). To combine ADMM and RL, then, we simply replace one of the subproblems with some number of ARS iterations. The policy π provides the control actions x during each episode: x j ≡ π(s j−1 ). In our case we will use RL for the x updates, i.e., for the changes in the yaw angles in the wind farm problem, and for the changes to the set point temperatures in the water heater problem. Note that these are the steps where we have held the consensus variables fixed; the x updates are all decoupled. In this way we employ learning myopically in the targeted context of each subsystem on its own, and employ formally convergent ADMM updates to achieve global convergence.
We reiterate that the spirit of this paper is the introduction and demonstration of this novel combination. Detailed study of the convergence properties of this algorithm is reserved for future study.
1) ADMM-RL for the wind farm control problem: We indicate the use of RL via the notation "argmin-RL(n)", where n is the number of "inner iteration" of ARS we perform for each "outer iteration" of the ADMM algorithm.
Rewriting the above steps with RL replacing the first step, the steps of ADMM-RL for the cold shower problem are
Again, all we are doing is replacing a full optimization argmin with a partial optimization argmin-RL(n). But there are two benefits. First, as discussed above, and as is the case for the wind farm problem, the original argmin may be asking us to solve a problem for which no solver exists (i.e. for "over-time" solutions of nonlinear models such as the wind farm). Second, once the ADMM-RL algorithm converges, the resulting learned policy can replace the argmin-RL(n); the x update is provided simply by looking up the already-learned optimal x values for the current state.
2) ADMM-RL for the cold shower problem: As above, we indicate the use of RL via the notation "argmin-RL(n)". Further, to simplify notation we will consolidate the variables that are fixed with respect to each minimization into single variables
For each outer iteration (index k), we run n steps of reinforcement learning to evolve the x values, then we update the z and u values and repeat. In our implementation, the z update is performed by a MINLP solver (e.g. Gurobi).
VI. RESULTS
In this section we describe 2 test cases for each domain. For the wind farm, first we illustrate the power of RL (completely independent of ADMM) to optimize over time by repeated experience. Next we show that ADMM-RL achieves results similar to centralized approaches. Turning to water heaters, we first demonstrate the basic convergence, and some simple results, for a 4 water heater case. Finally, we "plug" the learned RL controller into ADMM and see that it not only converges but as promised is much faster than a fully optimization-based ADMM approach.
A. RL for a single turbine-"tricking FLORIS"
This section illustrates the success of RL in the "central" formulation of the yaw control problem. As described above, optimizing wind turbine yaw angles over time is a problem that is a subject of current research. Here we demonstrate that RL can solve this problem. We have simulated a single turbine in an imaginary but not unrealistic wind regime in which a relatively light wind is shifting gradually from west to north, then suddenly shifting to the south and blowing stronger. This case is problematic for tools that only optimize one step at a time. If we (realistically) impose a constraint on how many degrees a turbine can yaw per time step, and the yaw angles are chosen to maximize the power for the current conditions, we see that the gradient-based single time solutions follow the wind to the north as we would expect, but when the wind shifts to the south they are stuck pointing the wrong way, and subsequent production is zero. The RL controller, by contrast, because it has been trained by repeatedly attempting to control the turbine over the whole time course, learns to ignore the shift to the north in order to yaw its way to the south in time to capture the stronger south wind. Figure 1 illustrates this story.
B. FLORIS, ADMM, and ADMM-RL for a small wind farm
As a simple test of ADMM, we have set up the configuration depicted by Figure 2 . First we run floris with no constraint on the yaw angle change per time step, which represents an upper bound on the possible power production, because the turbines are free to yaw optimally for the current conditions. Next we run floris including a constraint that yaw angle cannot change more than 10 degrees per step. Next we run RL in a central formulation (that is, all 6 turbines in one group; ADMM is not involved). Finally we, run ADDM-RL for the 2 groups of 3 turbines. Both RL cases also apply the same 10 degree ∆yaw limit per time step. In this case the wind speed is constant, and the wind direction sweeps from 0 to 25 degrees and back over 10 time steps. Table I summarizes the results. This is a case where "anticipating" future wind direction changes is not a factor, so we do not expect a better result from RL or ADMM-RL. The point of this test is simply to demonstrate that the algorithms converge and can achieve a result comparable to the theoretically optimal result from floris. Again, though, the RL-based methods have the benefit that once learned, the control action involves no further optimization, so it can be evaluated in real time without difficulty. For illustration, a representative flow field and turbine configuration for a single time step of one of these tests is shown in Figure 3 , where we see how the optimized yaw angles steer wakes to not directly hit downwind turbines. 
C. Training the water heater controllers
We have implemented both the full ADMM Equations (9) and the hybrid ADMM-RL Equations (11) for the case of 4 water heaters over episodes of 10 time steps. We have set up the problem so both of these constraints are feasible, but not trivially so. The power "goes out" (P max = 0) for time steps 5 and 6, yet several of the water heaters demand water during or after this time. The problem is, primarily, preventing cold showers while collectively never using more power than is available. The results are promising. We find in our experiments that both ADMM and ADMM-RL converge in roughly 20 iterations of Equations (9) and (11), respectively. Using 50 RL steps per outer iteration, this corresponds to about 1000 episodes of our AI-gym water heater model. A comparison of the resulting trajectories for one of the water heaters is shown in Figure 4 . There is a rough similarity between the control actions chosen by RL versus full ADMM, but they are not the same. RL has not learned a zero penalty policy, but it is very close. By contrast, full ADMM, since it fully optimizes every x-update, achieves zero penalty (here we distinguish "penalty" from the nonzero cost of the power inevitably used).
D. Operation of the water heater controllers
The whole point of the RL controller is that, once trained, it is used in an operational mode where potentially expensive optimizations are avoided. Here we test our learned RL subsolver within the context of the ADMM algorithm. That is, we treat the x-update above using a fixed policy which simply returns the series of temperature increases mandated by this policy given the initial state, water demand, and "extra" exogenous (w.r.t. the x-update) information w k = x k i +x k −z k + u k . When we perform this experiment on our 4 water heater, 10 time step case, ADMM with a fixed x-update RL-based controller converges faster than if we had to re-optimize the x-update step each time. For this simple case, on a MacBook Pro, the full ADMM solver requires 24 iterations and completes in 7.6 seconds. Using the pretrained water heater policy, the ADMM iterations converge in 11 iterations, 2.3 seconds, indicating that indeed there is a potential for this combination to help. The right-most column of Figure 4 shows the resulting temperature, power use, and cost trajectories, which achieve a cost comparable to the full ADMM case.
VII. CONCLUSION
There is an important issue we have swept under the rug and is the subject of ongoing study. In our examples, every day is the same; the controllers are fed the same exogenous data (e.g., wind speed/direction, water demand) each episode. In principle RL is especially promising for this case, because the learned policy implicitly builds in knowledge of the stochasticity of the real exogenous data. The model-free approach of directly learning the decision as a function of the state optimizes the expectation of the loss over the distribution of exogenous data.
Also, this paper has not addressed the theoretical convergence properties of the ADMM-RL algorithm. The ADMM method itself is known to converge under quite general conditions [29] . RL is also provably convergent in many circumstances [1] . When and how the combined method converges needs to be addressed before we can deploy it in the real world. This will be the subject of future work.
Caveats aside, this paper has introduced ADMM-RL, a modular framework for hybridizing reinforcement learning with optimization-based distributed control, in which parallel speedup is provided by ADMM, and agent level speedup is provided by learned RL controllers. We have also demonstrated "stand-alone" (i.e. centralized) reinforcement learning for the difficult nonlinear problem of yaw control over time. In the face of ever more complex energy systems, and the need for their scalable, accurate, distributed control, we feel that these are promising directions to pursue. Fig. 4 : Trajectories found by full ADMM (left) , ADMM-RL, learning phase (center), and ADMM-RL, operating phase, for the four water heater, 10 time steps case (data for only one of the four water heaters is shown). The x-axis is time (arbitrary units), the y-axis is temperature (the other fields have been scaled and units implicitly converted to fit the y-axis range).
