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Abstract
In this paper we describe in detail how to solve the problems of pre-inflationary
cosmology within the holographic cosmology model of McFadden and Skenderis
[1]. The solutions of the smoothness and horizon problems, the flatness problem,
the entropy and perturbation problems and the baryon asymmetry problem are
shown, and the mechanisms for them complement the inflationary solutions.
Most of the paper is devoted to the solution of the monopole relic problem,
through a detailed calculation of 2-loop correlators of currents in a toy model
which we perform in d dimensions, in order to extract its leading dependece
on g2eff = g
2
YMN/q and find a dilution effect. Taken together with the fact that
holographic cosmology gives as good a fit to CMBR as the standard paradigm of
Λ CDM with inflation, it means holographic cosmology extends the inflationary
paradigm into new corners, explorable only through a dual perturbative field
theory in 3 dimensions.
∗
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1 Introduction
Inflationary cosmology [2–8] is currently considered the leading paradigm for the physics
of the very early universe. Inflation together with cold dark matter and a late time cosmo-
logical constant form the theoretical underpinnings of the ΛCDM model, the concordance
model of cosmology, which has been very successful in explaining astronomical observa-
tions. This framework is often assumed to be the only paradigm capable of describing
cosmology as a whole, including explaining the cosmic microwave background radiation
(CMBR) and solving the cosmological problems of pre-inflationary cosmology. In this pa-
per we will argue that the holographic models of [1], which describe a strongly interacting
non-geometric very early Universe, are also capable of explaining both the CMBR obser-
vations and also resolving the classic puzzles of the hot Big Bang puzzles, elaborating on
our discussion in [9],
In inflation quantum fluctuations of the graviton plus the inflaton are treated perturba-
tively around an accelerating Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) background.
One may justify this treatment by viewing inflation an effective field theory, if the scale
of inflation is sufficiently smaller than the Planck scale. Nevertheless, it has been known
for a long time that if we have sufficiently many e-folds of inflation we eventually go back
to a time where gravity was strongly coupled, the so-called trans-Planckian problem see
for example [10] and references therein (but see also [11] or the more recent [12] for the
counter point of view). Even taking this issue aside, one needs assumptions about the
initial conditions for the quantum fluctuations, usually taken to be the Bunch-Davies vac-
uum, which may also be afflicted by strong coupling issues. These issues together with the
difficulty to find (quasi)-de Sitter solutions in string theory led to questions about the very
existence of de Sitter in quantum gravity [13] and led to swampland conjectures related to
the trans-Planckian issues [14,15].
It is thus imperative to both understand how to embed conventional inflation in a UV
complete theory and also further develop alternatives to conventional inflation. Holographic
cosmology offers the possibility to address both: conventional inflation is associated with
dual QFTs which are strongly coupled while we obtain qualitatively new models for the
very early Universe when the dual QFT is weakly interacting. The focus in this paper will
be on the new models, which describe a non-geometric very early Universe, but we will
also discuss universal features of the holographic framework.
The holographic models are defined by giving the three-dimensional QFT and the
holographic dictionary. The models of [1] describing the non-geometric very early Universe
are based on a set of super-renormalizable, large N gauge theories in 3 dimensions, with
a generalized conformal structure. Remarkably, these models fit the CMBR data as well
as ΛCDM plus inflation [16, 17], despite the fact that the form of the power spectra is
qualitatively different than that of inflationary models. One takes a phenomenological
point of view, and fixes the parameters of a general action by fitting against the CMBR
data, and in the comparison of the best fit to Λ CDM plus inflation, one obtains a χ2 of
1
824.0 for holographic cosmology vs. 823.5 for Λ CDM (table V in [17]), so within half a
sigma.
Given this fact, a natural question to ask is what about the cosmological problems
(Hot Big Bang puzzles) of pre-inflationary cosmology solved by inflation in [6–8]? We have
found in [9] that the answer is, they are also solved, either in similar way, or in new ways.
In this article we explain in detail the analysis of [9]. In particular, the bulk of the paper
is devoted to the detailed calculation of the 2-point function of global currents in a toy
model for the phenomenological field theory, which shows that there is a certain dilution
effect as time evolves, allowing for a created monopole-type perturbation in the cosmology
to be scaled away, just like it is in inflation.
During the calculation of the Feynman diagrams, we will also calculate several integrals
in dimensional regularization, as well as find an algorithmic way to obtain the relevant
divergences of the integrals, which can be interesting in their own way.
The paper is organized as follows. In section 2 we review holographic cosmology, and in
section 3 we review the puzzles of Hot Big Bang cosmology that led to inflation, and their
solutions in inflation. In section 4 we present a toy model for the resolution of the monopole
problem in holographic cosmology, and calculate the two-point function of currents in it,
the main aim of the paper. In section 5 we present the solutions of the problems of
Hot Big Bang cosmology within holographic cosmology, and in section 6 we conclude. In
Appendix A we present a set-up for an x-space calculation of the same two-point correlator
of currents, in Appendix B we calculate the integrals appearing in the Feynman diagrams
in momentum space, in Appendix C we present the details of the calculation of the same
integrals, and in Appendix D we review particle-vortex duality.
2 Holographic cosmology
The idea that quantum gravity is holographic, initially developed in [18–20], is now widely
accepted, and is at the basis of the AdS/CFT correspondence [20] (see the books [21, 22]
for more information). Specifically, it means that a (quantum) gravitational theory must
be described by a theory without gravity and with one dimension less.
It is then a natural question to ask, what happens for a cosmological theory? While still
conjectural, there is a lot of evidence that cosmology is also holographic, and is described
by a three-dimensional Euclidean QFT. Work on this was initiated in [23–26], and it was
shown that standard, weakly coupled inflation corresponds to a strongly coupled QFT (see
for example [27–46]).
What we are interested in here, however, is the case of a strongly coupled cosmology,
corresponding to a weakly coupled quantum field theory, for which the holographic cosmol-
ogy model was developed in [1, 47]. The phenomenology of these models has been worked
out in [1, 47–53], using methods from [26,54–56].
The cosmology that we want to describe is a 3+1 dimensional FLRW metric with scale
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factor a(t), coupled to a scalar with background φ(t), and with fluctuations for both the
spatial metric components, hij(t, ~x), and the scalar field, δφ(t, ~x), combining into the usual
transverse traceless tensor perturbations γij(t, ~x) and gauge invariant scalar ζ(t, ~x).
Therefore the cosmology has metric and scalar
ds2 = −dt2 + a2(t)[δij + hij(t, ~x)]dxidxj ,
Φ(t, ~x) = φ(t) + δφ(t, ~x)a , (2.1)
and the action
S = − 1
2κ2
∫
d4x
√−g[−R+ (∂µφ)2 + 2κ2V (Φ)]. (2.2)
In order to construct a holographic model, one first needs to a certain Wick rotation,
i.e., a “domain wall/cosmology correspondence” [57], by writing t = −iz, leading to a
solution
ds2 = +dz2 + a2(z)[δij + hij(z, ~x)]dx
idxj ,
Φ(z, ~x) = φ(z) + δφ(z, ~x)a , (2.3)
for the action
S = +
1
2κ¯2
∫
d4x
√
g[−R+ (∂µφ)2 + 2κ2V (Φ)]. (2.4)
In this formulation, we can consider z as a holographic coordinate (energy in field
theory) in a gravity dual solution, and the solution as a kind of a domain wall.
We consider that this background, for a(z) that is either exponential (AdS space)
or power-law (domain wall) corresponds phenomenologically to a certain SU(N¯) gauge
theory at large N¯ . In order to go back to the original Lorentzian signature space, i.e., to
the cosmology, we must perform the Wick rotation
κ¯2 = −κ2 , q¯ = −iq , (2.5)
corresponding in field theory to
q¯ = −iq , N¯ = −iN. (2.6)
The cosmological quantities of interest for the CMBR observations are the scalar and
tensor power spectra, coming from the momentum space two-point functions of the per-
turbations γij and ζ,
∆2S(q) ≡
q3
2π3
〈ζ(q)ζ(−q)〉
∆2T (q) ≡
q3
2π3
〈γij(q)γij(−q)〉. (2.7)
A holographic computation, based either on the formalism developed in [55, 56, 58],
or alternatively (see for instance [17]) on the holographic relation proposed by Maldacena
3
between the wave function of the Universe in cosmology ψ(Φ) and the partition function
of the field theory Z[Φ], namely Z[Φ] = ψ(Φ), for the case of inflation [26] and extended to
this case, gives a result for the power spectra in terms of the energy-momentum two-point
functions in the field theory,
∆2S(q) = −
q3
16π2ImB(−iq)
∆2T (q) = −
2q3
π2ImA(−iq) , (2.8)
where we have already performed the analytical continuation to Lorentzian signature
through q¯ = −iq and N¯ = −iN . Here A and B are the coefficients of the expansion
of the energy-momentum tensor two-point function into given Lorentz structures,
〈Tij(q¯)Tkl(−q¯)〉 = A(q¯)Πijkl +B(q¯)πijπkl , (2.9)
where
Πijkl = πi(kπl)j −
1
2
πijπkl , πij = δij − q¯iq¯j
q¯2
(2.10)
are the 4-index transverse traceless projection operator (Πijkl), and the 2-index transverse
projection operator (πij).
The Euclidean field theory corresponding to the domain wall gravity dual is a super-
renormalizable SU(N) gauge theory with gauge field Ai = A
a
i Ta, scalars φ
M = φaMTa and
fermions ψL = ψaLTa, all in the adjoint representation (Ta are the generators of SU(N)),
and with flavor indices M,L. In 3 dimensions, Yukawa couplings and φ4 couplings are
dimensional, therefore super-renormalizable, and there are no higher powers of fields with
dimensional couplings. Therefore the phenomenological action considered is
SQFT =
∫
d3xTr
[
1
2
FijF
ij + δM1M2DiΦ
M1ΦM2 + 2δL1L2ψ¯
L1γiDiψ
L2
+
√
2gYMµML1L2Φ
M ψ¯L1ψL2 +
1
6
g2YMλM1...M4Φ
M1 ...ΦM4
]
=
1
g2YM
∫
d3xTr
[
1
2
FijF
ij + δM1M2DiΦ
M1ΦM2 + 2δL1L2ψ¯
L1γiDiψ
L2
+
√
2µML1L2Φ
M ψ¯L1ψL2 +
1
6
λM1...M4Φ
M1 ...ΦM4
]
, (2.11)
plus a nonminimal coupling of gravity to the scalar 1/(2g2Y M )
∫
ξMR(Φ
M )2, where in the
second form we have rescaled the fields by gYM , in order to have g
2
YM as a common factor.
The coupling constants λM1...M4 and µML1L2 are dimensionless, Tr[TaTb] =
1
2δab here, and
in the first line the dimensions of the fields are [Ai] = 1/2 = [Φ
M ] and [ψL] = 1, whereas
in the second they are as in 4 dimensions, [Ai] = 1 = [Φ
M ] and [ψL] = 3/2.
This last form of the action shows the property of “generalized conformal structure”,
since this theory has the same properties as the dimensional reduction of a 4-dimensional
conformal field theory (the dimensional reduction of a 4-dimensional conformal theory has
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generalized conformal structure, but a theory with generalized conformal structure is not
necessarily the dimensional reduction of a conformal theory): the dimensions are contained
in powers of the momenta only, and they appear through the effective coupling
g2eff =
g2N
q
. (2.12)
Another way of saying it is that if one promotes g2YM to a field with appropriate conformal
transformations the theory becomes conformal [59,60].
For the CMBR, we are interested in the two-point functions of energy-momentum
tensors, specifically the coefficients A and B, that appear in the holographic calculation
of the power spectra. Considering their classical dimensions, and moreover the fact that
they scale as N2 in the large N limit, from the generalized conformal structure we find the
general scaling forms (the 1/4 in B is conventional)
A(q,N) = q3N2fT (g
2
eff ) , B(q,N) =
1
4
q3N2f(g2eff) , (2.13)
and an explicit calculation in the phenomenological action (2.11) finds the two-loop form
f(g2eff) = f0
[
1− f1g2eff ln g2eff + f2g2eff +O(g4eff )
]
fT (g
2
eff) = fT0
[
1− fT1g2eff ln g2eff + fT2g2eff +O(g4eff)
]
. (2.14)
Here f0 and fT0 are obtained from a 1-loop computation, and f1, fT1 and f2, fT2 are
obtained from a two-loop computation. In this formula (coming from a quantum field
theory calculation), we can set the RG scale µ equal to the pivot scale q∗ of the observational
CMBR spectrum.
Another quantity of interest for this paper is the two-point function of (nonabelian)
global symmetry currents jAi , where A belongs to the adjoint representation of some global
symmetry group G. By a similar reasoning, the two-point function should take the form
〈jAi (q)jBk (−q)〉 = N2qδABπikfJ(g2eff ) , (2.15)
where again
fJ(g
2
eff) = fJ0
[
1− fJ1g2eff ln g2eff + fJ2g2eff +O(g4eff)
]
. (2.16)
The cosmological power spectra in terms of the coefficients A and B are then given by
∆2S(q) =
q3
4π2N2f(g2eff)
, ∆2T (q) =
2q3
π2N2fT (g2eff )
, (2.17)
which means one can parametrize the power spectra as
∆2S(q) =
∆20
1 + gq∗q ln
∣∣∣ qβgq∗
∣∣∣+O ( gq∗q )2
∆2T (q) =
∆20T
1 + gT q∗q ln
∣∣∣ qβT gq∗
∣∣∣+O (gT q∗q )2
, (2.18)
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where
∆20 =
1
4π2N2f0
, ∆2T0 =
2
π2N2fT0
. (2.19)
This parametrization, differing from the one coming from (Λ CDM plus) inflationary
cosmology, was found in [16,17] to be as good a fit to the CMBR data (these models were
previously compared against WMAP data in [61, 62]), and to fix the parameters of the
phenomenological model in a simplified version, as we already mentioned. The model also
predicts non-Gaussianity of exactly factorisable equilateral shape with f equilNL = 5/36 [48].
Progress towards deriving (as a “top-down” model) the phenomenological set-up described
here from a modification of the usual AdS5 × S5 vs. N = 4 SYM gravity dual pair was
made in [63], but it doesn’t seem to be in the region matching the CMBR data. The
holographic cosmology set-up also maps the cosmological constant problem in gravity to a
solved one in field theory [64].
3 Questions and their solutions in inflation
We now want to see that the holographic cosmology does as well as inflation also for the
pre-inflationary problems that it solved. In order to do that, in this section we will first
review the problems and their solutions in inflation.
1. Smoothness and horizon problems
The question that needed to be answered was, why is the Universe uniform and isotropic?
When we look at the sky on the largest scales, we see a remarkably uniform and isotropic
Universe, up to small fluctuations. In particular, the CMBR is uniform up to the order
10−5 fluctuations, and even those are correlated on the sky. All of this points to causal
correlation, but the light rays that we see come from different parts of the sky, and from
the moment of decoupling, shortly after the Big Bang, when they shouldn’t have been in
causal contact.
One can be quantitative about this issue. Denote by dH(t0) the horizon distance at the
time of last scattering, when the CMBR was emitted, translated into today’s scales,
dH(t0) = a(t0)
∫ tls
0
dt′
a(t′)
, (3.1)
and by rH(t0) the distance travelled by light from the time of last scattering until today,
when we detect it,
rH(t0) = a(t0)
∫ t0
tls
dt′
a(t′)
. (3.2)
Assuming that the Universe was radiation dominated all of the time (actually, most of
the time, but that is enough, since the contribution of the really early times, when we don’t
know what happens, is assumed to be small here) before the moment of last scattering,
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we can calculate the ratio of 2rH(t0), the size we observe to be causally connected and
correlated, to dH(t0), which should be correlated if nothing new appears, and we find
N =
2rH(t0)
dH(t0)
≃ 2
(
t0
tls
)1/3
= 2
(
a0
als
)1/2
= 2(1 + zls)
1/2 ≃ 72. (3.3)
That means that we need to increase the size of the horizon, or more precisely the size
of a causally connected patch by at least 72-fold at the time of last scattering, when the
CMBR was created, if we are to match observations.
In usual cosmology, the size of a patch increases with the expansion of the Universe as
∝ a(t) ∝ tn, with n < 1, corresponding to an equation of state w > −1/3 (true both for
radiation domination and for matter domination), whereas the horizon size linearly with
time, both the Hubble horizon H−1 = (a˙/a)−1 ∝ t and the particle horizon dH(tls) ∝ tls,
thus faster than scales. That means that the particle horizon size is the right measure of
causal connection of points in the sky.
But inflation’s answer to how it is possible to increase the size of the causally connected
patch is to exponentially (or in any case, at least polynomially with n > 1) blow up a small
patch that will create the whole Universe, even outside the boundary of the current horizon.
The patch will get outside the (almost constant) Hubble horizon H−1 during (exponential)
inflation but, more relevant for us, also the particle horizon dH will grow smaller relative
to the distance travelled by light rH with the needed amount. If inflation starts at tbi and
ends at tI , with Ne = HI(tI − tbi) number of e-folds, since the early times dominate the
integral due to the exponential inflation, we find the particle horizon
dH(tls) ≃ a(tls)
a(tI)
∫ tI
tbi
dt eHI(tI−tbi) ≃ a(tls)
a(tI)HI
eNe , (3.4)
whereas the distance travelled from last scattering to now, but measured at last scattering
tls is (note that H0 = 2/(3t0) now, during matter domination)
rH(tls) = a(tls)
∫ t0
tls
dt′
a(t′)
≃ 2a(tls)
a0H0
. (3.5)
Then the condition that we the light from the CMBR is causally correlated in the sky
today is
dH(tls)
2rH(tls)
> 1 , (3.6)
leading to
eNe >
a(tI)HI
a0H0
, (3.7)
A standard analysis leads then to a bound on the number of e-folds of inflation,
eNe & e56
ρ
1/4
begRD
5× 1013GeV , (3.8)
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where ρbegRD is the energy density at the beginning of the radiation dominated era.
We see that the result of inflation is that solving the smoothness and horizon problems
is turned into a quantitative bound on the number of e-folds of inflation.
2. Flatness problem
The question was, why do we have Ω ≃ 1 in the past?
Experimentally, we know that Ω ≃ 1 today with only an approximate precision, so we
can assume that there is some deviation. But the time evolution of this deviation is
Ω(t)− 1 = k
a(t)2H(t)2
∝
(
t
a(t)
)2
∝ t2(1−p) , (3.9)
for a(t) ∝ tp, which means that during the matter dominated (p = 2/3) and radiation
dominated (p = 1/2) eras, with p < 1, Ω(t)− 1 actually grows with time, thus it was even
smaller in the past, giving an unacceptable fine-tuning.
That means that the simplest way to get rid of this fine-tuning is to consider a period
of inflation, with p > 1 or exponential, during which time Ω(t)− 1 decreases drastically, to
then increase back until today. For exponential inflation, we obtain the time evolution
Ω(t)− 1 = k
a(t)2H2
∝ e−2HI t. (3.10)
That means that we can relate the value of Ω − 1 today, Ω0 − 1, to its value at the
beginning of inflation, Ω(tbi)− 1, as
Ω0 − 1 = k
a20H
2
0
=
k
a2biH
2
bi
e−2Ne
(
a(tI)HI
a0H0
)2
= (Ω(tbi)− 1)e−2Ne
(
a(tI)HI
a0H0
)2
. (3.11)
Then to solve the flatness problem, and not have any fine-tuning, we assume that
initially we had a large deviation from flatness, i.e., Ω(tbi)− 1 > Ω0− 1, which leads to the
same condition (3.7) on the number of e-folds as was obtained from the smoothness and
the horizon problems.
However, for the solution of the flatness problem in holographic cosmology, it is useful
to instead put some numbers in the time evolution, and find what is the actual ratio of
Ω − 1 at the end of the (would-be) inflationary time, now associated with the end of the
holographic cosmology period, to the one today, Ω0 − 1. Using the radiation domination
evolution until e+e− annihilation, we find that a value of order 1 of Ω− 1 today turns into
Ω− 1 ∼ 10−16 at e+e− annihilation. Further assuming the same radiation domination also
down to the end of (would-be) inflation tI , or the end of the holographic cosmology period,
we find
(Ω− 1)I = (Ω− 1)e+e−
(
aeHe
aIHI
)2
= 10−16
(
Te
TI
)2
∼ 10−54 , (3.12)
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since Te+e− ∼ 1MeV , and we assumed that the end of inflation, or of holographic cosmol-
ogy, is at a temperature TI = Tinflation ∼ 1016GeV .
It follows then that we would need a reduction factor of about 10−54 in Ω−1 to solve the
flatness problem, and this is the same factor that appears in the smoothness and horizon
problems.
3. Relic and monopole problem
The question is now in two parts: why don’t we see general relics in the Universe, and
in particular, why don’t we see monopoles, which are generated during high scale phase
transitions like GUT phase transitions, roughly one per horizon volume at the time.
We know that there should be some phase transitions happening at high energies (high
temperatures), either happening when compactifying a more fundamental supergravity
or string theory, or at an intermediate stage, via a field theoretical grand unified theory
(GUT) phase transition. But if the phase transition happens in an expanding Universe,
with an expanding horizon size, the Kibble mechanism guarantees that one generates about
one monopole per nucleon. Indeed, when the effective potential for the GUT symmetry
breaking scalar goes through the phase transition (changes as the temperature drops),
and the minimum is not at zero anymore, but at an arbitrary direction, and a value at
the minimum of the potential, patches of arbitrary directions for the scalar, of horizon
size, develop. When these patches join, they generically form a monopole solution (with a
topological charge given by the scalar orientation), in a volume of the order of the horizon
size. A similar mechanism generates also a nucleon from constituent partons, leading to
roughly one monopole per nucleon (assuming thermal equilibrium). More precisely, we
know that the there are about 109 photons per nucleon today, so one generates about one
monopole per 109 photons.
However, direct experimental searches for monopoles in materials on Earth show that
there are less than 10−30 monopoles per nucleon (see [65], chapter 4.1.C), so we need a
reduction factor of at least 10−30 per volume, or 10−10 per linear size, for the density of
monopoles in the Universe.
But the Kibble mechanism is also valid for non-magnetic relics generated in phase
transitions, like for instance cosmic strings, domain walls, etc. In this case, the constraints
on their existence don’t come from direct searches, but rather from their gravitational
effects on the Universe, in case they would exist in space. In order to not over-close the
Universe, we need a reduction factor in the number density of relics of about 10−11 (the
details are in [66], chapter 7.5). This is much less stringent than for monopoles.
Inflation dilutes the monopoles and relics, specifically their number density, through
the period of exponential inflation. For that to be true, we need the GUT phase transition
to happen either before, or during inflation. Of course, any original density gets similarly
diluted by the expansion, but now photons are mostly created at the end of inflation,
during reheating, after which the Universe is in thermal equilibrium (before, it wasn’t), so
the net effect of inflation is to dilute the monopole (or relic) to photon ratio by the amount
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of expansion.
Since we need the effect of inflation to be an increase of 1010 in linear size for the
monopoles, the phase transition must occur at least a number of e-folds of
Ne > ln 10
10 ≃ 23 (3.13)
before the end of inflation. It is now redundant to impose the condition for generic relics,
for which a reduction of only 1011 in volume, or about 104 in linear size, is needed until
the end of inflation.
However, in the holographic cosmology case we will see that the dilution of generic
relics and of monopoles has different origins, so we need to remember both results.
4. Entropy problem
We want to understand why is the entropy in the Universe so large?
The entropy per baryon today is about 109, for a total of about 1088 for the entropy
inside the horizon volume today. But the total entropy increases with time due to the
increase of the horizon volume, so we must consider the entropy within the horizon volume
at the last time we understand very well, of the Big Bang Nucleosynthesis. Using the
radiation and matter dominated evolution formulas, given that s ∝ a(t)−3 and SH =
sH−3 ∝ (t/a(t))3, we find that SH(tBBN) ∼ 1063. On the other hand, at the end of a phase
transition, we expect to have numbers of the order one per horizon.
The solution of inflation to the entropy problem is that there is a large generation
of entropy, in the form of photons per particle, during reheating, which transforms the
initial quantum fluctuations. The exponential expansion leads to a large volume, further
increasing the entropy inside the horizon.
Since the energy density of radiation in equilibrium is ρR ∝ T 4, and the entropy per
(comoving) volume also in equilibrium is s ∝ T 3, during the reheating phase s ∝ ρ3/4R , and
one finds the energy density of radiation during reheating behaves as ρR ∝ a−3/2 (adiabatic
expansion would give s ∝ a−4, so photons are created), the total entropy in a comoving
volume increases,
S ∝ a3 ∝ a3ρ3/4R ∝ a15/8. (3.14)
5. Perturbations problem
We want to understand how to generate perturbations in the Universe.
The puzzling point is that the perturbations that we see in the CMBR are classical, not
quantum, and were super-horizon in the past, therefore they were always classical. More-
over, even the perturbations on smaller scales, responsible for creating structure (galaxies,
etc.), if we go enough in the past, were super-horizon, so they were always classical. In-
deed, scales grow with a(t), but the (particle or Hubble) horizon size goes like t, which in
the matter dominated era goes like a(t)3/2, and in the radiation dominated era as a(t)2,
therefore as time goes by, scales fall inside the horizon. How were these perturbations
created then?
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In inflation, the answer is that scales grow exponentially, but the (Hubble) horizon size
H−1 is approximately constant, which means that all scale are quickly blown up outside
the horizon. Then initial quantum fluctuations, generated because of quantum field theory
in curved spacetime, go outside the horizon, where they are frozen in, becoming classical,
and growing with the scale. Eventually, they come back inside the horizon during regular
cosmology, but now as classical fluctuations.
6. Baryon asymmetry problem
The last question is, why is the baryon number nonzero, and yet so small?
The baryon asymmetry (NB −NB¯)/NB ∼ 10−9 must have been created at some early
time, usually considered to be around the time of a GUT transition, through some baryo-
genesis mechanism. But Sakharov gave the necessary and sufficient conditions for such
a mechanism: 1) To have a mechanism for baryon number violation, which is true in a
GUT theory, where proton can decay and be created through “leptoquark” transitions; 2)
to have a CP violation in the theory, which is true in the Standard Model, and perhaps
enhanced in a GUT theory; and 3) to have interactions out of equilibrium. If conditions 1
and 2 are about particle physics, condition 3 is about cosmology, so it needs to be explained
in a cosmological theory. Usual cosmology was assumed to be in equilibrium, so it could
not produce baryon asymmetry.
But the essential point of inflation is that evolution is very fast. In exponential inflation,
the result is that the Hubble time (Hubble horizon) H−1 is very small and constant, smaller
than the equilibration time for reactions, so reactions happen out of equilibrium, allowing
for baryon asymmetry to be created. On the other hand, the smallness of the baryon
asymmetry is due to the large entropy per baryon (∼ 109), leading to a small baryon
asymmetry (∼ 10−9), so smallnesss of the latter is related to the solution of the entropy
problem.
4 Toy model for the monopole problem in holographic cos-
mology
In this section we perform the main computation of the paper, which will be needed to
solve the monopole problem in holographic cosmology, by “diluting” an initial monopole
perturbation in the bulk cosmology.
The energy-momentum tensor in field theory Tµν couples to the graviton perturbation
hµν in the bulk, so gravity tensor and scalar fluctuation correlators and their evolution will
be calculated from the correlators of Tµν in field theory.
Similarly, global symmetry currents in the field theory jaµ couple to gauge field pertur-
bations Aaµ in the bulk, so gauge field fluctuations evolution will be calculated from the
correlators of the currents jaµ. We will see in the next section what is the precise relation,
but here we will just say that the relevant issue is whether the currents are marginally rel-
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evant operators. We will understand this in a way derived from the generalized conformal
structure of the correlators, which will allow us to extract something akin to the conformal
dimension of the operator in a conformal field theory.
The concrete calculation we are interested in therefore is the calculation of the (non-
abelian) global symmetry current correlators in the class of super-renormalizable field the-
ories that are used for the phenomenological holographic model.
Since however we cannot consider generally the global nonabelian symmetry currents,
the symmetries depending on the model, we have to choose a toy model for it. We will be
looking for a model with SU(N) fields in the adjoint, like the phenomenological holographic
model.
4.1 The model and its Feynman diagrams
The simplest model will have gauge fields and scalars. Indeed, it was found in [16, 17]
that fitting with the CMBR data requires that there are more scalars than fermions (we
can have zero fermions). In the absence of fermions, the only interaction allowed by the
generalized conformal structure (and super-renormalizability in 3 dimensions) is of the φ4
type. We want to have an interaction that preserves a global SO(3) symmetry, but also
to allow for a vortex type ansatz that minimizes the scalar potential, as we will see at the
end of this section.
The simplest possibility that we found was to have six complex scalar fields, φai , i = 1, 2
and a = 1, 2, 3 that also transform, in the index a, in the 3 representation of the group
SO(3), and for the potential to be |~φ1 × ~φ2|2. Spacetime indices in 3 dimensions will be
denoted in this section by µ. As we said, both Aµ and φ
a
i have also an index in the adjoint
of SU(N) that is implicit. The action in Minkowski space is
S =
∫
d3xTr

−1
2
FµνF
µν − 2
∑
i=1,2
|Dµ~φi|2 − 4λ|~φ1 × ~φ2|2

 , (4.1)
so the scalar potential, giving the scalar self-interaction, is
V = 4λTr |~φ1 × ~φ2|2. (4.2)
The trace is over the SU(N) indices, and is normalized with Tr[TATB ] =
1
2δAB , in order
to compare with the general form (2.11).
We will find that the result for the current 2-point function is independent, up to 2-
loops, of the coupling λ, which means that the only purpose of the potential is to define
the global symmetry, and to define a certain vortex ansatz.
The Euclidean space action is then
S =
∫
d3xTr

1
2
FµνF
µν + 2
∑
i=1,2
|Dµ~φi|2 + 4λ|~φ1 × ~φ2|2

 , (4.3)
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After taking the trace (in components), we will get the familiar 1/4, 1, 1 coefficients for the
3 terms.
There is a global SO(3) symmetry with Noether current (note that by multiplying it
with a different normalization would only change the normalization of the current 2-point
function, which is of no interest for our purposes)
jaµ =
∑
i=1,2
~φ∗i T
aDµ~φi + h.c. , (4.4)
where Ta are the SO(3) generators. Since the vector indices on ~φ are also denoted by a,
as they are in the adjoint (the 3 representation), it means that (Ta)bc = ifabc = iǫabc, so
jaµ =
∑
i=1,2
iǫabcφb,∗i Dµφ
c
j + h.c. (4.5)
In the above, the SU(N) adjoint indices A were implicit, and also implicit was the
notation with Tr[TATB] = δAB . The covariant derivative on the scalar would be, explicitly,
DABµ = ∂µδ
AB − ig√2(TC)ABACµ , and otherwise performing the traces we would find a
gauge kinetic term of −14FAµνFAµν .
Since we are at large N , we consider only planar diagrams. That also means that we
will obtain a result of the standard type, N2f(g2N), as we explain in Appendix B, where
we also write the Feynman rules.
We will work in Euclidean space, since we want to relate the Euclidean space on the
boundary with the three dimensional spatial Euclidean space in the bulk.
4.1.1 Feynman diagrams
We write the 1-loop and 2-loop diagrams for the 〈jaµ(x1)jbν(x2)〉 correlator, i.e., up to order
λ or g2. The relevant diagrams, with no external insertion of a gauge field, are drawn in
Figs.1 and 2.
Figure 1: One-loop diagrams: a) Unique one-loop diagram for the two-point function of
currents. b),c),d) one-loop counterterm diagrams.
The nonzero diagrams among these (as we will see), are I3 and I5, which have two
3-point vertices coming from the action, so they will contribute with a factor of 1/2! to the
2-point function.
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Figure 2: Two-loop diagrams without external gauge field insertions: a) I1. b) I2. c) I
′
2.
d) I3. e) I4. f) I5. g) I6.
To these, we must add diagrams with gauge field insertion in the external vertices, as in
Fig.3: diagrams 7a and 7b, with a gauge field line connecting the left/right external vertex
with one of the lines of the one-loop diagram (momentum r on the gauge line, q on the line
without gauge vertex, and momenta p + q + r, and p + q, for the line with gauge vertex),
and diagram 8, with two external gauge field insertions, that is, with a gauge field line
connecting the two external vertices (momenta r on the gauge line, and q, and p + q + r,
on the scalar lines).
These two diagrams come from the order one or order zero action, with one or two
insertions of the external gauge field, so they will contribute with a factor of 1! = 0! = 1
to the 2-point function.
All diagrams will be considered in dimensional regularization.
One-loop
At one loop there is a single Feynman diagram, as in Fig.1a, a loop with two external
14
Figure 3: Two-loop diagrams with external gauge field insertions: a) I7a, with one external
insertion. b) I7b, mirror diagram with one external insertion. c) I8, with two external
insertions.
current insertions, with a momentum p coming in at one end, and the same p coming out
of the other. Considering a loop momentum q on one of the legs, the other has p+q, which
leads to the result (a factor of 2 comes from the sum over i = 1, 2 for the scalar running in
the loop)
Iabµν(p) = 2ǫ
acdǫbdc
∫
ddq
(2π)d
(p+ 2q)µ(p + 2q)ν
q2(p+ q)2
≡ −4δabIµν(p) , (4.6)
This is calculated in AppendixB.1, with the result
Iabµν(p) =
p
4
δab
(
ηµν − pµpν
p2
)
. (4.7)
This result is finite, which means it doesn’t generate any extra momentum scale de-
pendence (“anomalous dimension”), and the Noether current is marginal at one-loop.
Two-loop
At 2-loops, there are 6 diagrams for no gauge field insertions at the external vertices,
plus one counterterm diagram, as in Fig.2. We can find them algorithmically by considering
a 4-scalar vertex, of order λ, or two scalar-scalar-gauge vertices of order g each, or one
scalar-scalar-gauge-gauge vertex of order g2 in between x1 and x2, and then connecting
their legs in all possible ways with the external points (which have two scalar legs each).
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For the λ vertex, we get the figure 8 diagram (I1), with a sum over whether the scalars
connected to x1 are of type 1, and the ones to x2 of type 2, or vice versa; and a one-loop
diagram, with a scalar blob on one of the legs (I2), summed over which leg has the blob,
over whether the one-loop diagram is with i = 1 (and the blob with i = 2) or with i = 2
(and the blob with i = 1).
For the g2 vertex, we get the same diagram as I2, but with a gauge field blob for either
i = 1 or i = 2 scalar loop (I ′2).
For the two order g vertices, we find three diagrams: one is the ”theta” diagram,
with the one-loop diagram (with either i = 1 or i = 2 in the loop) crossed vertically by
a gauge field, connecting the two lines (I3); the second is the one-loop diagram with a
tadpole emanating from one of the legs: one gauge field propagator ending in a scalar blob,
summed over i = 1 or i = 2 (I4). The third diagram is the one-loop diagram, with a gauge
propagator connecting two points, x and y, on the upper scalar propagator (I5).
Finally, there is the counterterm diagram, with a counterterm vertex on one of the legs
of the one-loop diagram (I6). Note that there would be in principle also a 2-loop diagram
with a ghost loop, namely the diagram I4, with the scalar loop on the tadpole replaced by
a ghost loop, but this would vanish for the same reason that the original diagram was also
zero.
Then there are two more diagrams with external gauge field insertion, as in Fig.3, one
with a single insertion (diagram 7a for insertion on the left, and 7b, for insertion on the
right), and one with two external gauge field insertions (diagram 8).
The respective diagrams are found as
Iab1,µν = I
ab
2,µν = I
ab
4,µν = 0
Iab3,µν(p) = −4g2δabJ0
{(
ηµν − dp
µpν
p2
)
2
1− d
[
3d− 8
d− 4 −
5
3
]
− p
µpν
p2
4
d− 2
d− 4
}
−4g2δab
{
−4pµpν
p2
[
−(3d− 10)(3d − 8)
(d− 4)2 J0 +
d− 3
d− 4p
2B20
]
−8ηµν
[
− d(d− 3)
(d− 4)2(d− 1)J0 +
1
2(d − 4)(d− 1)p
2B20
]
−8pµpν
p2
[
2(d− 2)(2d2 − 9d+ 8)
(d− 4)2(d− 1) J0 −
(d− 2)2
2(d− 4)(d − 1)p
2B20
]}
Iab5,µν(p) = −16g2δab
J0
3(d − 4)
{
−4δµν + dp
µpν
p2
}
Iab6,µν(p) = −8λctδab
B0
d− 1
[
(3− d/4)ηµν −
(
d2
4
− 2d+ 1
)
pµpν
p2
]
Iab7a,µν(p) = I
ab
7b,µν = +16g
2δab
J0
d− 4
{
−δµν + (d− 3)p
µpν
p2
}
Iab8,µν(p) = −16g2δabηµνBI1,1+ 2−d
2
= −16g2δabηµνJ0 , (4.8)
where we have defined
G1 =
Γ(2− d/2)Γ(d/2 − 1)2
Γ(d− 2)
16
G2 =
Γ(3− d)Γ(d/2 − 1)3
Γ(3d/2 − 3)
B0 ≡ p
d−4
(4π)d/2
G1
≡ pd−4B
J0 =
p2d−6
(4π)d
G2. (4.9)
Besides this, we find that λct is one-loop finite, so we actually don’t need the counterterm.
The calculations are described in Appendices B and C. Moreover, we calculate the
leading result in two independent ways, ensuring that the result is correct.
Despite the highly nontrivial forms of the results above, they sum to a very simple and
consistent result for any dimension d (so to all orders in ǫ),
Iab2−loop;µν(p) =
16
d− 4g
2δab
(
δµν − pµpν
p2
)[
2J0 − d
3 − 5d2 − 8d+ 8
(d− 1)(d − 4) J0 +
B20p
2
d− 1
]
. (4.10)
4.2 From current correlator divergences to anomalous dimension
Finally, the current 2-point function is (introducing also the factor of N2, and the N
multiplying g2, which were neglected before)
〈jaµ(p)jbν(−p)〉 = N2
[
p
4
δab
(
δµν − pµpν
p2
)
+ (I3 + I5 + I7a + I7b + I8)
ab
µν(g
2N)
]
= N2
p
4
δab
[(
δµν − pµpν
p2
)
− 4 · 16g
2N
p
J0
(
δµν − pµpν
p2
)
+ finite
]
,
(4.11)
where we have expanded in ǫ, for d = 3 + ǫ. We see that J0 is divergent (∝ 1/ǫ), but
otherwise we have substituted d = 3 in its coefficient in (4.10).
But we are interested only in the p dependence of the result. From the generalized
conformal structure, we expect a result of the type (at g2eff =
g2N
p ≪ 1)
〈jaµ(p)jbν(−p)〉 =
N2p
4
πµν [1 + cg
2
eff ln g
2
eff + ...] =
N2p
4
πµν [1− cg2eff ln p+ ...] , (4.12)
where the dots refer to subleading terms and πµν ≡ δµν − pµpνp2 is the transverse projector.
Even though we are not in a conformal theory, only in a theory with generalized con-
formal structure, we want to define a notion of anomalous dimension, defined by the pro-
portionality
〈jaµ(p)jbν(−p)〉 ∝ N2πµνp1+2δ ≃ N2pπµν [1 + 2δ ln p+ ...] , (4.13)
which leads us to identify
2δ = −cg2eff . (4.14)
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In the renormalized 2-loop result, which means for us just dropping the 1/ǫ divergent
term, the p dependence comes exclusively from the finite part of the J0 term, by identifying
g2NJ0
p
= − 2πg
2N
(4π)3pǫ
p2d−6+ ... = − g
2N
32π2pǫ
[1+2ǫ ln p]+ ... = divergent− 1
16π2
g2N
p
ln p+ ....
(4.15)
with the similar term coming from the general dependence of the form
g2eff ln g
2
eff =
g2N
p
ln
g2N
p
= −g
2N
p
ln p+ ... (4.16)
We then deduce
〈jaµ(p)jbν(−p)〉 = N2
p
4
δab
[(
δµν − pµpν
p2
)
+
4
π2
g2N
p
ln p
(
δµν − 2
3
pµpν
p2
)
+ ...
]
= N2
p
4
δab
[(
δµν − pµpν
p2
)
− 4
π2
g2eff ln g
2
eff
(
δµν − 2
3
pµpν
p2
)
+ ...
]
(4.17)
which implies that
δj =
2
π2
g2eff > 0 , (4.18)
which makes j an irrelevant operator, growing in the UV.
However, what we were really interested in was themagnetic current, dual to the electric
one.
4.3 Correlators of magnetic currents
The vortex current is related to the electric current, at least in the Abelian-Higgs model,
by the duality relation [67]
jµvortex =
1
2πeΦ20
ǫµνρ∂νjρ ≡ 1
K
ǫµνρ∂νjρ , (4.19)
for a scalar VEV Φ0. If the scalar modulus is dynamical, we expect the coefficient to be
different. Also, in general, maybe a function of the coupling could appear in front. The way
this appears is reviewed in Appendix D. In [67] it was also shown that the same relation
corresponds, via AdS/CFT, to the usual 4 dimensional Maxwell duality in the bulk of the
gravity dual.
The same relation would be expected to relate, for a scalar-gauge field model in 2+1
dimensions, the electric current and its particle-vortex dual, the “magnetic” current. Then,
an electric current 2-point function of the type
〈jµ(p)jν(−p)〉 = f
(
δµν − pµpν
p2
)
, (4.20)
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would be transformed to a vortex (magnetic) current 2-point function
〈jµvortex(p)jνvortex(−p)〉 = ǫµρσǫνλτ
(
δστ − pσpτ
p2
)
f
K2
=
(
δµν − pµpν
p2
)
p2
K2
f. (4.21)
But a more precise relation was found by Witten in [68], and then Herzog, Kovtun,
Sachdev, Son in [69] in the context of the duality of the ABJM model with AdS4 ×CP3.
According to Witten, conformal structure in 2+1 dimensions fixes the current-current
correlator to be of the form
〈ji(p)jj(−p) =
(
p2δij − pipj
) t
2π
√
k2
+ ǫijkpk
w
2π
, (4.22)
where t and w are functions only of the coupling (“constants”), and the contact term
involving w has no simple way to be fixed, but is defined by the theory.
Herzog et al. say that, more generally for the (non-Abelian) current,
〈jaµ(p)jbν(−p)〉 =
√
p2
(
δµν − pµpν
p2
)
Kab , (4.23)
and that the contact term is absent in theories with no CS terms (in the ABJM model,
there is, so it is considered). Either way, in our case there isn’t such a term.
But then the statement of both is that the action of Sl(2;Z) on the theory can be
found as follows. T just shifts w by 1. S, corresponding to S-duality, acts on τ = w+ it as
τ → −1/τ , and changes the electric current with the magnetic current.
In [68], the magnetic current is the topological current
j˜i =
1
2π
ǫijk∂jAk , (4.24)
where Ai is the source for the electric current Ji, that becomes the gauge field on the
boundary for the bulk theory. Then the magnetic current correlator is
〈j˜i(p)j˜j(−p)〉 = p
2δij − pipj
2π
√
p2
t
t2 + w2
− ǫijkpk
2π
w
t2 + w2
. (4.25)
If w = 0, this amounts to just inverting t→ 1/t in the correlator. Herzog et al, in the
case with a nonabelian current jaµ, find that the matrix Kab is inverted.
Both find that the action of S-duality operator S corresponds in the bulk to usual
Maxwel duality for the gauge field Aµ that sources the currents.
As we see, the argument is based on:
-the form of the correlator, which is also fixed in our case, of generalized conformal
structure, and being close to conformality, by replacing the constant function t of the
couplings with a function of the effective coupling geff that now runs with the scale, and
otherwise
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-on S-duality, which acts in the same way.
Then, the inversion acts on 1 + 2δ ln p in the 2-point function of the electric current
in (4.13), turning it into ≃ 1 − 2δ ln p, which means that the anomalous dimension of
the dual vortex (magnetic) current is δ(j˜) = −δ(j). Since as we saw, jaµ is understood
as an irrelevant operator (δ(j) > 0), then the magnetic current j˜aµ is a relevant operator
(δ(j˜) < 0), as we wanted.
One more needed element in the analysis is the fact that there are “monopoles” in the
theory, so it can be S-dualized. Of course, ideally we would need to consider ‘t-Hooft-
Polyakov-type monopoles in the bulk and the corresponding objects on the boundary,
that is, in a non-Abelian theory and with a long range magnetic U(1) charge. Note that
monopole number in the 3 spatial dimensions in the bulk implies, as is usual for topological
solitons, vortex number on the boundary. Indeed, we know that magnetic charge in the bulk
translates into magnetic charge on the boundary, as is usual in AdS/CFT. But moreover,
a topological object in 2 spatial dimensions with magnetic charge is a vortex. Ideally, it
should be a vortex solution like the Nielsen-Oleson vortex in the Abelian case, or more
precisely a nonabelian generalization for it (which are much more difficult to find).
As a reminder, what one understands when talking about monopoles in cosmology are
’t Hooft-Polyakov non-Abelian monopoles with gauge fields for the gauge group SO(3)
(perhaps embedded in a larger gauge group), so that we can identify gauge and spatial
coordinate indices, coupled to 3 real scalar fields in the same adjoint representation of
SO(3), so
Aai = −ǫija
xj
gr2
[1−K(φ0gr)]
φa =
xa
r
φ0h(φ0gr) , (4.26)
where φ0 is the vacuum |φ| solution for a Higgs potential, and the boundary conditions at
infinity for the functionsK(x) and h(x) are h→ 1,K → 0, giving a monopole configuration.
Moreover, even the electromagnetic component of the gauge field,
Aµ =
φavacA
a
µ
φ0
, (4.27)
where φavac is the solution for φ
a at infinity (in the vacuum), has a monopole structure,
looking like a Dirac monopole at large r, resulting in a magnetic field (which is similarly
projected)
Bi ≃ g
4π
xi
r3
. (4.28)
The difference from the Dirac monopole is that the non-Abelian monopole is actually
smooth near r = 0, where 1 −K(φ0gr) ≃ φ0gr, so Aai ≃ −ǫijaxj/r remains finite, and so
does the magnetic field.
A non-Abelian version of the Nielsen-Olesen Abelian vortex (the object with magnetic
”charge”, or rather flux Φ =
∫
BdS, in 2+1 dimensions, i.e., on the boundary of the 3+1
20
dimensional bulk) was not found yet. Non-Abelian vortices already found are complicated
solutions in complicated theories, not relevant for the generic action we want to consider
(with all fields in the adjoint of an SU(N) group).
The Nielsen-Olesen vortex has vortex number and charge concentrated in a singular
point (as for any type of vortex, see Appendix D), but the magnetic field (or flux) is spread
out, so it would seem like a good substitute for our problem. However, again we cannot
use it for our problem, because we need an action for non-Abelian adjoint SU(N) fields,
and we can find no simple way to embed the Abelian Nielsen-Olesen set-up into our action.
Furthermore, it is not clear what would it correspond to in 3+1 dimensions, since in 3+1
dimensions both the magnetic field and the scalar field are non-singular at zero for the ’t
Hooft Polyakov monopole.
The next possibility is for both the magnetic field and the vortex number to be con-
centrated in a singular point, something which we will call a ”Dirac vortex”, by analogy
with ”Dirac monopole”, yet still embedded into a non-Abelian theory. This should indeed
correspond in the bulk to a Dirac monopole embedded in the non-Abelian theory, meaning
both magnetic charge and vortex number (singularity) in scalar field are concentrated in a
point. Even more specifically, the magnetic field will be a delta function at r = 0, of given
flux, that will act as a source in the equations of motion of the scalar field (this is, in fact,
the usual procedure called ”adding a magnetic flux to a particle”, which leads to anyonic
statistics for the particle charged with respect to the Abelian gauge field).
Then, since we cannot consider the field theory dual of true (’t Hooft-Polyakov) monopoles,
at the very least, we can consider the bulk monopoles to be Dirac monopoles instead (since,
as we said, any monopole looks like a Dirac monopole at long distances), and correspond-
ing on the boundary to this “Dirac vortex”, which would likely be enough for the issue
of principle. What that means specifically is that both the U(1) magnetic field and the
vortex number are located at r = 0, and are neither spread out, nor non-Abelian, and
the magnetic flux is a delta function source. That is fine, since in AdS/CFT a dynamical
magnetic field in the bulk corresponds to a magnetic field source on the boundary.
Keeping this in mind, we see that we can consider the model treated until now, because:
-it admits a U(1) global symmetry (coupled to an external Aµ, as needed for this
AdS/CFT dual of Dirac monopoles), embedded in the SO(3) we have been considering,
therefore with current jµ embedded in j
a
µ,
jµ = i
∑
i=1,2
~φiDµ~φi + h.c. (4.29)
-this U(1) rotates the two complex fields ~φ1, ~φ2 in the same way, as
φa1 → eiβφa1; φa2 → eiβφa2 , ∀β (4.30)
(another possibility would be to put φa1 = Cφ
a
2 = Cφ
a
2(r)e
iα, with C constant), where α
is the polar angle in coordinate space and fa is a constant vector in SO(3) group space.
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Then, by choosing φ1(r) = φ2(r) = φ0 a constant but cutting out the point r = 0, we
obtain a solution with vortex number (nontrivial holonomy) (see also the detailed analysis
in [67]). To see this, note that the Aµ equation of motion is ∂µθ = Aµ, or ∂αθ = Aα, so∮
C θ(α) = 2π, and we have a holonomy=magnetic flux
∫
S B · dS =
∮
C Aαdα = 2π, even
though the gauge field Aµ is pure gauge (outside of r = 0).
Thus, to obtain the needed ”Dirac vortex”, we put a delta function magnetic field
source for the gauge field Aµ, that will create also the vortex number (this is the usual
procedure of “adding a magnetic flux” to a particle, that leads to anyonic statistics).
Then, any such solution of the equations of motion will have vortex number (which just
needs to be matched to the corresponding delta function magnetic flux source). Vortex
number means there will be a vortex current, as we saw was needed in order to have a well
defined quantum S-duality.
Moreover, we concentrated on constant |φ1| and |φ2|, but we can make them vary,
leading to ∂µφ1,2 6= 0, which must be matched by a nonzero and varying potential V , which
can be obtained by putting fa1 and fa2 different directions in group space for the fields.
One could then obtain a nontrivial vortex solution, with r-dependence and φ1,2(r = 0) = 0,
but still with vortex number and magnetic field concentrated on r = 0 (generalizing the
discussion in section 3 of [67]), but we will not explore that.
To summarize, the model we considered admits a well defined quantum S-duality op-
eration which, by a simple extension of Witten’s argument, leads to an inverse behaviour
for the magnetic current correlator, therefore to a relevant magnetic current operator.
5 Solutions to problems in holographic cosmology
We saw that in inflationary cosmology, the solutions to the problems listed were basically
due to the rapid (exponential or power law with n > 1) expansion of space. In holographic
cosmology however, we must give an answer from the point of view of the field theory on
the boundary. The field theory has the property of generalized conformal structure, or the
fact that the momentum dependence is contained in the dependence of the dimensionless
effective coupling g2eff =
g2N
q . The solutions of the problems will be then mostly based
on the scaling of the 2-point functions for the energy-momentum tensor Tij and of the
nonabelian global currents jai .
1. Smoothness and horizon problems
At first sight, in a strongly coupled gravity gravity, the first instinct is to say that
the notion of causality is ill-defined in the case of a non-geometric, or highly quantum,
phase. However, while that might be true at the early stages, eventually the perturbations
will transition into a geometric phase, and finally become classical outside the horizon,
entering the horizon just now as CMBR perturbations. That means that certainly we need
to explain them.
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A somewhat better answer is that the holographic map is nonlocal, but the fundamental
theory is not gravity, but the field theory at the boundary, which is causal and local.
The effect of the nonlocal map is to create, at the end of the non-geometric phase, an
apparent nonlocality evident in the smoothness and horizon problems. Since the 〈hijhkl〉
correlators observed on the sky (in the CMBR) are derived from the 〈TijTkl〉 correlators in
the boundary field theory, which are causal and local, and the apparent non-locality only
appears when we try to extrapolate to the past into a non-geometric phase.
However, the correct answer about having correlations in the sky over regions that were
initially out of causal contact (which in inflation is resolved by the fact that the inflationary
period makes past lightcones meet before they hit the initial singularity) is found by trans-
lating the initial correlation problem into field theory. It becomes the problem of having
nonzero two-point functions of the dual field theory operators O when going in the deep
IR. But in fact, 〈O(x1)O(x2)〉 6= 0 as |x1 − x2| becomes very large, or more precisely, is a
decaying power law, and not an exponentially decaying function, in our theory with gener-
alized conformal invariance, since there are no mass scales (other than gYM , which appears
only through the dimensionless g2eff = g
2
YMN/q). Moreover, since the theory should be
IR finite (there are proofs of IR finiteness for subclasses of theories, with no counterex-
amples in general, and in some cases there are lattice proofs), there is no singularity from
the point of view of field theory, which then would effectively resolve the dual cosmological
singularity.
There are are 2 potential caveats to the above argument. The first is that the field
theory is defined phenomenologically, yet by the implicit holography, we expect that for
g2eff ≫ 1, the correct description is in terms of a dual gravity (and perhaps string) theory,
where we are back to a cosmology, and could have the same potential problem. As an
example, for the case of the field theory on N D2-branes, for q < g2YMN (at low times in
cosmology), the gravity description is correct, as shown in [70], and there is a cosmology
with a(t) ∝ t7, see for instance [64]. The second caveat is that we also have the smoothness
problem, namely not only that there are correlations over large regions, but also that there
are no large fluctuations. But this is actually the same as the first caveat, since the absence
of large fluctuations is correlated with the IR finiteness of the field theory, thus with the
possibility for the field theory description to also make sense at g2eff ∼ 1 and beyond. If
the field theory makes sense (it is IR finite) at all g2eff , no matter how large, we have no
constraint, and the smoothness and horizon problems are always solved, unlike in the usual
inflation case. Otherwise, we consider the starting point for the theory to make sense to
be g2eff ∼ 1, corresponding to the beginning of the non-geometric phase in cosmology, and
the constraint will be on the evolution during this non-geometric phase.
Then, that would leave the quantitative explanation of why we have smoothness over
N = 72 horizons, and how to translate that into a constraint in the field theory, like it was
translated for inflation into at least 56 e-folds or so of inflation. The constraint must be
on an a type and amount of RG flow (dual to -inverse- time evolution, therefore related
to number of e-folds) during which the field theory description is valid, after which we
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transition into usual radiation-dominated cosmology. We have seen that in inflation, the
condition on dH translates into a condition on the number of e-folds (3.7), which physically
is written as (3.8), but moreover, in generality, so away from inflation, becomes (3.12).
The last condition, of an amplification of about 10−54 of perturbations, was found in
the context of the flatness problem, which gave the same constraint as the smoothness and
horizon problems on inflation, therefore we will delay here the exact form of the constraint
until the flatness problem is resolved. Then the result must be an amplification of at least
10−54 of perturbations under the RG flow.
To understand better why we have the same constraint as for the flatness problem,
and the constraint on the number of e-folds is obtained from a constraint on the amount
of RG flow in field theory, consider the following set-up. RG flow refers to the evolution
of the field theory with respect to a momentum scale, which is the inverse of a spatial
scale. Consider therefore a spatial scale, or separation, L (connecting points x and y), and
consider its effect in the bulk of the gravitational space. This is defined by a geodesic that
goes between x and y by moving into the bulk and then coming back in the boundary. We
want to relate the ”depth” of the dip of the geodesic into the bulk with the spatial scale L.
We will consider the standard case of a Wick-rotated AdS space in the bulk, corre-
sponding to inflationary cosmological evolution, a(t) ∝ eHt. Then we can use the geodesic
in the AdS space, which is Wick-rotated with respect to our cosmological space (via the
”domain wall/cosmology correspondence” [57]). The (renormalised) length of this geodesic
provides the 2-point function of a dual operator inserted at each of the two points [71]. This
geodesic is exactly the one used in the calculation of the Wilson loop [72] (see also [73]), and
is known to be independent of the dimensionality d of the AdSd+1 space, so the AdS5×S5
calculation also applies to our AdS4 case. Indeed, this is a spacelike geodesic in the gravi-
tational space, therefore calculating the minimum path through the space. Since the string
worldsheet calculating the Wilson loop is time-translation invariant, the minimal area cal-
culation reduces to the minimum length, times the (large) total time T . To review, one
has the metric
ds2 = α′
[
U2
R˜2
(−dτ2 + d~x2d−1) + R˜2
dU2
U2
+ ...
]
, (5.1)
(here R˜2 is the dimensionless radius of AdSd+1, in the AdS5 case R˜
2 = R2/α‘ =
√
4πgsN ,
and U = r/α′ has dimensions of energy) which for the time-translation invariant (τ invari-
ant) string results in the action (independent of d, since among the spatial directions, only
the x, in which we have the spatial separation L, contributes)
Sstring =
T
2π
∫ +L/2
−L/2
dx
√
(∂xU)2 +
U4
R˜4
. (5.2)
Minimizing it, one obtains the implicit form of the geodesic, x = x(U), via
x =
R˜2
U0
dy
y2
√
y4 − 1 . (5.3)
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Setting x = L/2, we obtain the desired relation,
L
2
=
R˜2
U0
√
2π3/2
Γ(1/4)2
=
R2
r0
√
2π3/2
Γ(1/4)2
≡ c
2
R2
r0
. (5.4)
Here U0 = r0/α
′ is the minimum value of U (the ”dip”) reached by the geodesic.
Wick rotating (R2 → −R2, r2 = −r˜2, τ2 = −τ˜2) the metric and writing it in usual
cosmological time coordinates, we obtain the metric
ds2 =
r˜2
R2
(+dτ˜2 + d~x2d−1)−R2
dr˜2
r˜2
+ ... = et/R(dτ˜2 + d~x2d−1)− dt2 + ... , (5.5)
where we have the relation r˜ = Ret/R, where therefore R = 1/H (H is the Hubble constant
during an inflationary-like phase). Then for the geodesic we obtain
L = cRe−t/R , (5.6)
or for momentum scales in field theory, corresponding to inflation,
k =
H
c
eHt. (5.7)
Thus at least in the geometric phase, Ne e-folds of inflation corresponds to an e
Ne factor
multiplying the RG momentum scale in field theory. In the non-geometric phase described
by perturbative field theory on the boundary, we can therefore consider the factor multi-
plying the RG momentum scale as being what takes the place of the eNe factor for inflation.
2. Flatness problem
We must understand why in the non-geometric phase (dual to field theory), a small
fluctuation of the cosmology from the flat Ω = 1 case is made even smaller, down to a
10−54 precision, so that afterwards, in the usual radiation dominated cosmology, such a
deviation can grow again to order one.
In the holographic picture, time evolution corresponds to inverse RG flow, from the
IR to the UV. We need to understand why a small gravitational perturbation, deforming
the space from the Ω = 1 flat one, is very small in the field theory UV, down to 10−54
order for the case of inflation at 1016GeV , whereas it is natural, of order 1, in the field
theory IR. In the field theory picture, that amounts to having fluctuations for the energy-
momentum tensor Tij growing from order 10
−54 in the (almost free) field theory UV to of
order one in the nontrivial field theory IR. That means that the energy-momentum tensor
is a (marginally) relevant operator, taking us away from the naive field theory IR.
As we saw, the field theory is super-renormalizable, and the generalized conformal
structure means that all the momentum dependence arises through the effective coupling
g2eff =
g2N
q . Super-renormalizability means that all couplings correspond to relevant or
marginal operators. The energy-momentum tensor Tij is marginal (dimension 3 in 3 di-
mensions) at the classical level, but at the quantum level its 2-point function decomposes
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into a scalar and a tensor piece as we saw, but both of the form q3N2f(g2eff), with the q
3
factor matching the same factor in the CMBR power spectra.
In the field theory UV, for g2eff ≪ 1, i.e. late times in the non-geometric phase, and
small scales (large l) in the CMBR, the function f starts off at 1, corresponding to a
scale invariant spectrum, and then deviates in a specific way, calculated at 2-loops in [17],
namely both for the scalar and the tensor perturbations we have
f(g2eff) = f0
(
1− f1g2eff ln g2eff + f2g2eff +O(g2eff)
)
. (5.8)
The essential feature, relevant for the flatness problem, is that f1 < 0 both for the
best fit to the CMBR data, and for most of the theoretical parameter space [16]. Since
at g2eff ≪ 1, the f1 term dominates over the f2 term, it amounts to a negative power
law dependence on the momentum. Indeed, assuming this comes from the expansion of a
power,
f(g2eff) ∝ q2δ ∼ 1 + 2δ ln q ∼ 1− 2δ ln g2eff + ... (5.9)
implies that the power is negative,
2δ ≃ f1g2eff < 0 , (5.10)
or that Tij is marginally relevant. Note that this dependence is also the one that corre-
sponds, in the standard inflationary description of the CMBR data, to a red tilt, ns−1 < 0,
as was already observed (see for instance [16,17]).
Of course, we use the teminology of conformal field theory for its deformations (relevant
or irrelevant), though we only have generalized conformal structure, but the same results
apply. For δ < 0 in the 2-point correlator of the energy-momentum tensor, this still leads
to a dilution of the dual gravitational perturbations in the cosmology, along the inverse
RG flow, as the sign of the power δ determines the sign of the relative variation δh/h
along the RG line. Indeed, consider the definition of the power spectra of scalar and tensor
fluctuations (2.7), basically δhij(q)/hij , which is very close to 1 (in inflation, it gives q
ns−1,
here it gives 1/[1 + (...) log q]). In it, q refers to momentum scale in the sky, so large q
corresponds to small cosmological time t. From (2.8) and (2.9), we see that the power
spectrum is related to the the inverse of the correlator of Tij fluctuations. Then the power
spectrum is ∝ 1/q2δ and q grows with an inverse power of the cosmological time t, meaning
that δ < 0 corresponds to dilution of gravitational perturbations during the cosmological
time t.
From the point of view of the general field theory only, we can also see why δ < 0
corresponds to a relevant deformation, and that in turn means dilution of perturbations
during the inverse RG flow. According to general Wilsonian renormalization theory, for
an operator O of dimension ∆, in our case the operator Tij , added to the theory with a
momentum cut-off 1/Λ, we have
S = SQFT +
∫
ddxΛ∆−dϕO , (5.11)
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where ϕ is the dimensionless coupling, hij in our case. Since the phenomenological QFT
(2.11) is super-renormalizable, we are close to the free field fixed point, so when ∆ < d (the
operator O is relevant), in the UV (for Λ→ 0), the dimensionless coupling ϕ goes to zero
(so δhij → 0), whereas if ∆ > d (the operator O is irrelevant), the coupling ϕ dominates in
the UV. The dimension of the operator is obtained from the 2-point function close to the
fixed point, 〈O(x)O(0)〉 ∼ 1/x2∆ for x → 0 or 〈O(q)O(−q)〉 ∼ q2∆−d for q → ∞. In our
case 〈Tij(q)Tkl(−q)〉 ∼ q3f(g2eff) ∼ q3+2δ, so ∆ = 3 + δ, meaning the operator is relevant.
Finally then, for both the smoothness and horizon problems, and for the flatness prob-
lem, the quantitative issue, of diluting fluctuations to order 10−54, becomes a selection
tool for the field theories: first, we must have a field theory that dilutes fluctuations, i.e.
δ < 0, which turns into f1 < 0, which is valid for most of the theoretical parameter space.
Second, we must restrict the amount of RG flow happening in the field theory during the
non-geometric phase (corresponding in inflation to a bound on the number of e-folds), such
as to go from a coefficient of order 10−54 in the UV to a coefficient of order one in the IR.
3. Relic and monopole problem
The calculation of section 4 was related to this issue.
At first sight, again we would say that in the absence of geometry, we cannot say what
is a GUT phase transition, so the problem of diluting any created monopoles doesn’t arise.
But a phase transition in cosmology would be some sort of phase transition in field theory
as well. The details of the Kibble mechanism in the context of the field theory is beyond
the scope of this paper, though we will come back to it in further work.
But the relevant issue is whether we can define a monopole abstractly, from the topology
instead of a solution, in cosmology. That is certainly possible even in the absence of a
geometrical description. Moreover, for the relic problem, the relevant issue is whether we
can dilute the gravitational effects of the relic (since we are agnostic about its composition
in this case). In the relic case then, we can consider it as just another type of gravitatinal
perturbation hµν .
Using the AdS/CFT correspondence, the monopole in the bulk, defined as a topological
configuration with a magnetic charge, corresponds to a monopole, or magnetic field config-
uration with some topological charge, on the boundary. More precisely, it means magnetic
charge and vortex number in the 2+1 dimensional boundary, as analyzed in the previous
section. It should be really a “’Hooft monopole” in the bulk, corresponding to a regular
vortex on the boundary, but we considered the approximation of a “Dirac monopole” in
the bulk, corresponding to a “Dirac vortex” on the boundary.
The regime we are interested in is of many monopoles in the bulk, corresponding to a
weakly coupled situation in the boundary field theory, so the monopole gauge field pertur-
bation Aaµ is sourced by a field theory global current (for a nonabelian global symmetry
group corresponding to the bulk gauge symmetry group) jai . Since however we have a
monopole field, electric/magnetic dual to an electric field, in the field theory we need to
have a magnetic or topological current, electric/magnetic dual to the Noether (electric)
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current. The monopoles, like other general relics, also induce a gravitational field pertur-
bation, dual in the field theory to a perturbation in the energy-momentum tensor Tij.
The constraint for the general relics is then the dilution of the perturbation in Tij along
the inverse RG flow (IR to UV), by an amount of 10−11 in volume, or 10−4 in linear size (so
that the dual cosmology doesn’t over-close). This is the same issue as for the smoothness,
horizon and flatness problems, resolved by the same fact that Tij is marginally relevant.
The constraint on the amount of RG flow needed is however much less stringent, so it
doesn’t introduce anything new.
Similarly now, the constraint for monopoles is the dilution of the perturbation in jai
along the inverse RG flow, by an amount of at least 1010 in linear scale, corresponding to
an RG flow in energy of the same value, from the IR to the UV. The constraint on the
possible field theories amounts to selecting the ones that have marginally relevant magnetic
currents j˜ai , with δ(j˜) < 0.
The calculation in section 4 showed that for a rather generic field theory, as in our toy
model (indeed, as we saw, the form of the 4-point potential was irrelevant for the calculation
of δ(j)), and generic Noether current j, we obtained δ(j) > 0, an irrelevant operator. Its
electric/magnetic dual, or rather S-dual, the magnetic current, was then found to have
δ(j˜) < 0, a relevant operator, as we wanted. Of course, we don’t expect the results to be
fully general, just like they were not in the case of Tij , the calculation was meant to just
show that a large portion of the theoretical parameter space satisfies this condition. The
condition δ(j˜) < 0 will restrict the possible models. And as for gravitational perturbations,
the dilution of δj˜ by at least 1010 along the inverse RG flow is a condition on the amount
of RG flow needed for the field theory before the end of the non-geometric phase.
4. Entropy problem and the arrow of time
In inflation, the entropy problem was solved by reheating, which produced the desired
large entropy. Now we still must have a period corresponding to reheating (at the very
least in order to match the description of inflation, which is still part of the larger paradigm
of holographic inflation), so we could explain it in the same way.
However, it is easier to explain the solution in the field theory. To understand the
analogy with inflation and reheating, we must understand how the energy is transferred
from the gravitational degrees of freedom to the Standard Model ones. In the dual field
theory, the Standard Model of particle physics is also part of the field theory on the
boundary, just a part that doesn’t become the gravitational sector. So the transfer of
energy is just from a part of the field theory model to another.
The question of the entropy problem can then be reformulated as, why is the entropy of
the field theory so large, and why is it larger in the UV (dual to the late times in cosmology)
than in the IR? The entropy in the field theory is large because there is a large number of
degrees of freedom (large group rank N and large number of scalars and fermion flavours),
in order to have a classical gravitational space by holographic duality. And the entropy is
larger in the UV than in the IR because that is what happens on a general RG flow. It
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is a natural expectation from the point of view of field theory, based on the theory of RG
flows, and not a choice of model.
Of course, we must still have only S1 ∼ 109 in the UV of the field theory (corresponding
to the end of reheating in the gravitational theory), and S1 ∼ 1 in the IR, so this exact
amount of entropy reduction would be a constraint on the field theory models.
In this context, we note that, since time evolution is related to inverse RG flow, which
increases the number of degrees of freedom thus the entropy, holographic cosmology gives
a very simple solution to an old problem: the arrow of time is now clearly defined, in a
completely model-independent way, that is, independent of the particular realization of
the holographic cosmology paradigm. The fact that the number of degrees of freedom is
larger in the UV than in the IR is a general property of RG flows, and not a property of a
particular model.
Moreover, universality of IR dynamics (corresponding to small time) means that having
low entropy at initial times is natural, explaining why S1 ∼ 1 in the IR, which are otherwise
sometimes thought as a very special choice of initial conditions. As we said, one is still
left to explain the particular value of the entropy now (perhaps thought of as a constraint
on field theory models). Indeed, as first emphasized by Penrose [74] (see also [75,76]), the
entropy could have been a lot larger: collecting all the mass in the observable Universe
in a single black hole would lead to an entropy of about 10121, much larger than the one
observed today (∼ 1088), meaning that we need a strong selection of models. However,
that is related to the concrete model for reheating, which is outside of the scope of this
paper.
5. Perturbations problem
The perturbations are as simple to explain as in inflation, in a sense easier, since we
don’t need to make any assumptions about the physics (in the inflation case, we needed
to assume that we can use quantum field theory in curved spacetime, and that we can use
the Bunch-Davies vacuum as an initial condition). The gravitational correlators 〈hijhkl〉
that we observe in the CMBR are dual to the energy-momentum correlators 〈TijTkl〉 on the
boundary, which means that the classical gravitational perturbations that we observe are
dual to regular quantum field theory perturbations for the energy-momentum tensor. Since
classical is mapped to quantum in AdS/CFT, the solution of the perturbations problem is
more natural now.
6. Baryon asymmetry problem
The solution of the baryon asymmetry problem, like in the inflation case, has the same
resolution as the entropy problem: the baryon number asymmetry is related to the S1 ∼ 109
that is created during reheating. And the fact that the Sakharov conditions need to be
satisfied is the same: the particles physics condition of baryon number violation and CP
violation are the same, since as we said, the Standard Model of particle physics is also
part of the dual field theory; and the fact that we need to have reactions out of thermal
equilibrium, as function of time, is mapped to the fact that thermal equilibrium is not
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reached along the RG flow until the point corresponding to reheating, because of the rapid
change in number of degrees of freedom.
6 Conclusions and discussion
In this paper we have considered the solutions to the pre-inflationary problems in holo-
graphic cosmology. The smoothness and horizon problems, and the flatness problem, which
in inflationary cosmology are solved by an exponential expansion, and give a bound on the
number of e-folds, in holographic cosmology are solved by the fact that, on the majority
of the theoretical parameter space of the phenomenological field theory model, the energy-
momentum tensor is marginally relevant, so dual gravitational perturbations get diluted.
For general relics, in the relic problem, we have a similar solution in holographic cosmology.
Most of the paper was devoted to proving that in a simple toy model for the phenomenolog-
ical model (and general enough, since the calculation was independent of the specific form
of the potential for the scalars of the model), magnetic currents, S-dual to global electric
currents, are marginally relevant operators as well, so the dual monopole perturbations get
diluted. The entropy problem is solved by the fact that the field theory dual to a gravita-
tional space has a large number of degrees of freedom, so has a large entropy per baryon,
and the UV entropy is larger than the IR entropy, by general properties of RG flow, leading
to a general arrow of time. The exact value of this ratio is a constraint on the field theory
model. The perturbation problem was solved since classical gravitational perturbations
are dual to quantum field theory perturbations. Finally, the baryon asymmetry problem
is solved in the same way as the entropy problem, and by using the fact that the RG flow
is not in thermal equilibrium until reaching the point corresponding to reheating.
During the calculation of the 2-point function of global symmetry currents in the toy
model, relevant to the monopole problem, we have also calculated several integrals in di-
mensional regularization, and found an algorithmic way to calculate the general divergences
of the integrals.
In this paper we have dealt with the regime of perturbative field theory, but the holo-
graphic cosmology paradigm encompasses also the case of usual inflation, when the dual
field theory is not perturbative. Together with the fact that the CMBR fluctuations give
as good a fit for holographic cosmology in the perturbative field theory regime as for the
Λ CDM model with inflation, the results in this paper mean that holographic cosmology
in this regime is as good a model as usual inflationary cosmology.
It would be interesting to understand further a number of details. The extension of
the monopole analysis in this paper from the Dirac monopole/vortex type to ‘t Hooft
monpole/vortex, as well as the Kibble mechanism in the field theory, must be understood.
Another issue is how to turn the numerical constraints proposed in this paper into con-
straints on the parameters of the phenomenological model, but that would require extensive
field theory calculations.
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A Coordinate (x) space integrals
In this Appendix, for completeness, we consider the Feynman rules, and the Feynman
diagrams for the current 2-point function, also in x space, though the calculation of the
integrals will be done only in the momentum space form.
First, the Feynman rules are as follows.
External current insertions
-vertex insertion of jaµ with φ
b
i(x)φ
∗c
j (x) of value
−iǫabc∂φµ + iǫabc∂φ
∗
µ = −iǫabc(∂φµ − ∂φ
∗
µ ). (A.1)
–vertex insertion of jaµ with Aµ, φ
b and φ∗c, has the same value as in momentum space,
−2gǫabcδijηµν . (A.2)
Propagators
-scalar propagator
∆abij (x− y) =
1
4π
δijδ
ab
|x− y| , (A.3)
-gauge field propagator in Feynman gauge
∆µν(x− y) = 1
4π
δµν
|x− y| , (A.4)
Vertices
-the vertex for φai φ
b,∗
j Aµ
−igδijδab(∂φµ − ∂φ
∗
µ ). (A.5)
-the vertex for φai φ
b,∗
j AµA
ν
−g2δµν δijδab. (A.6)
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-the vertex for φa1φ
c,∗
1 φ
b
2φ
d,∗
2
−λǫabeǫcde = −2λδcdab . (A.7)
One-loop
With these Feynman rules, we can write the one-loop Feynman diagram result, which
is simple,
Iabµν(x1, x2) =
∑
i=1,2
i2ǫacdǫbdc
1
(4π)2
1
|x1 − x2|(∂
←
1,µ − ∂→1,µ)(∂←2,ν − ∂→2,ν)
1
|x1 − x2|
= 2δab
2
(4π)2
4x1,µx2,ν
|x1 − x2|6 . (A.8)
Two-loops
At two loops, the formulas become more complicated.
We can still find the vanishing of the same Feynman diagrams as in momentum space:
-The I1 diagram gives (a factor of 2 for the two types of scalars in the loops, 1,2)
Iab1,µν = 2i
2ǫacdǫbc
′d′(−λ)(δcdδc
′
d′ − δcd′δc
′
d )
∫
d3x
(4π)4
1
|x− x1|(∂
←
1,µ − ∂→1,µ)
1
|x− x1|
× 1|x− x2|(∂
←
2,ν − ∂→2,ν)
1
|x− x2| = 2λδ
ab × 0 = 0. (A.9)
-The I2 and I
′
2 diagrams give, formally (vertex factors −2ǫacdǫbdc(λ + g2) = 2(λ +
g2)δab),
Iab2,µν = 2δ
ab(λ+ g2)
1
(4π)4
∫
d3x
|x− x|
1
|x− x1|(∂
←
1,µ − ∂→1,µ)
1
|x1 − x2|(∂
←
2,µ − ∂→2,µ)
1
|x− x2| ,
(A.10)
This diagram could be removed by renormalization, but we saw that in momentum
space, in dimensional regularization, it vanishes. The factor multiplying the divergent
propagator is nonzero, namely
x1 · x2
|x− x1||x− x2||x1 − x2|
[
1
|x1 − x2|2|x− x1|2 +
1
|x1 − x2|2|x− x2|2
− 1|x1 − x2|4 −
1
|x− x1|2|x− x2|2
]
. (A.11)
-The Iab4,µν(p) diagram is proportional to∫
ddx
∫
ddy
[
1
|x1 − x2|(∂
←
1µ − ∂→1µ)(∂←2ν − ∂→2ν)
1
|x− x1|(∂
←
x,ρ − ∂→x,ρ)
1
|x− x2|
]
×
× 1|x− y|2 (∂x,ρ − ∂x,ρ)
1
|x− x| = 0 , (A.12)
which vanishes because the last factor gives zero.
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The nonzero diagrams are, however, more complicated than their momentum space
counterparts.
-The I3 diagram is nonzero, and gives
Iab3,µν = 2(−ig)2ǫacdǫbdc
∫
d3xd3y
(4π)5|x− y|
{[
1
|x1 − x|(∂
←
1,µ − ∂→1,µ)
1
|y − x1|
]
×
×(∂←x,ρ − ∂→x,ρ)(∂←y,ρ − ∂→y,ρ)
[
1
|x− x2|(∂
←
2,µ − ∂→2,µ)
1
|y − x2|
]}
= −4g2δab
∫
d3xd3y
(4π)5|x− y|
{
3x · y
|x− x1|3|y − x1|3|x− x2||y − x2|×
×
(
1
|x− x1|2 −
1
|y − x1|2
)(
1
|x− x2|2 −
1
|y − x2|2
)
+
3x · y
|x− x1||y − x1||x− x2|3|y − x2|3×
×
(
1
|x− x1|2 −
1
|y − x1|2
)(
1
|x− x2|2 −
1
|y − x2|2
)
+
9x · y
|x− x1|3|y − x2|3|y − x1||x− x2|×
×
(
1
|x− x1|2 −
1
|y − x1|2
)(
1
|x− x2|2 −
1
|y − x2|2
)
+
9x · y
|y − x1|3|x− x2|3|x− x1||y − x2|×
×
(
1
|x− x1|2 −
1
|y − x1|2
)(
1
|x− x2|2 −
1
|y − x2|2
)}
. (A.13)
It has UV divergences, just like the momentum space one, now corresponding to x, y →
x1, x2.
-The I5 diagram is also nonzero, and is (there is a factor of two from the two scalars
i = 1, 2 running in the loop)
Iab5,µν = 4(−ig)2(−i)ǫacd(i)ǫadc
∫
ddxddy
(4π)5
1
|x− y|×
×
[
1
|x1 − x|(∂
←
1,µ − d→1,µ)(∂←x,ρ − ∂→x,ρ)
1
|x1 − x2||x− y|
(∂←y,ρ − ∂→y,ρ)(∂←2,µ − ∂→2,µ)
1
|x2 − y|
]
= 8g2δab
∫
ddxddy
(4π)5
1
|x− y|
(x1 · x2)(x · y)
|x1 − x||x1 − x2||x2 − y||x− y|×
×
[
3
|x1 − x2|4|x− y|2
(
3
|x− y|2 −
1
|x1 − x|2
)
+
3
|x2 − y|4
(
3
|x1 − x|4 +
1
|x1 − x2|2|x− y|2
− 1|x1 − x|2|x− y|2 −
1
|x1 − x2|2|x1 − x|2
)
− 1|x− y|2|x2 − y|2
(
3
|x1 − x|4 +
3
|x1 − x2|2|x− y|2
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− 3|x1 − x|2|x− y|2 −
1
|x1 − x|2|x1 − x2|2
)
− 1|x2 − y|2|x1 − x2|2
(
3
|x1 − x|4 +
3
|x1 − x2|2|x− y|2
− 1|x1 − x|2|x− y|2 −
3
|x1 − x2|2|x1 − x|2
)]
(A.14)
-The I6 diagram with the one-loop counterterm is the one-loop diagram, with the
counterterm on one of the legs, giving
Iab6,µν = 2λctδ
ab
∫
ddx
(4π)3
1
|x1 − x|(∂
←
1,µ − ∂→1,µ)
1
|x1 − x2|(∂
←
2,µ − d 2, µ→)
1
|x2 − x|
= 2λctδ
ab
∫
ddx
(4π)3
x1 · x2
|x1 − x||x1 − x2||x2 − x|
[
1
|x1 − x|2|x1 − x2|2 −
3
|x1 − x2|4
− 1|x2 − x|2
(
1
|x1 − x|2 −
1
|x1 − x2|2
)]
. (A.15)
-There are also the integrals for I7 and I8, but we have already found that momentum
space is easier, so we will not write expressions for them.
We realize now that a) the integrals for the Feynman diagrams are more complicated
than in momentum space and b) it is more complicated to deal with potential diver-
gences. That means that the standard treatment, of the calculation of Feynman diagrams
in momentum space, and in dimensional regularization, is an easier one, therefore will be
adopted.
B Calculation of the Feynman diagrams and relevant inte-
grals
The model was defined in section 4, with action (4.3) and global symmetry current (4.5).
B.0.1 Feynman rules
The Feynman rules for the model will be considered dropping the adjoint gauge indices.
Indeed, we will only consider the planar diagrams, which are leading at large N , the case
we are interested in, in which case as usual, using ‘t Hooft’s double line notation for the
adjoint fields, we find that the factors of N pair up with g2 to form the ‘t Hooft coupling
g2N . Also, as we said, we will find that the result in this planar limit is independent of
λ, so the only relevant coupling will be g2N . Of course, there will be an overall factor of
N2 coming from the 2 index loops at 1-loop, where there is no coupling constant for the
current 2-point function. So we will find a result of the type N2f(g2N).
Explicitly, since the 1-loop diagram has no gauge field vertices, its factor is δAA ≃ N2 (in
the large N limit), whereas the nonzero 2-loop diagrams come with two gauge field vertices
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(coupling to the scalars), order g2, giving a factor of (TA)
BC(TA)BC ≃ N3. In both cases,
we see the form N2f(g2N) appearing.
We will work in Euclidean space, since we want to relate the 3 dimensional Euclidean
space with the spatial part in the bulk.
External current insertions
We will calculate current 2-point functions, so we start with the external current inser-
tions.
The external current jaµ has both a φ
bφ∗c part, and a Aνφ
bφ∗c part, so we have the two
possible insertions:
-vertex insertion of jaµ for momentum k1 on φ
b and k2 on φ
∗c of value (note that a
possible overall minus sign in the vertex is irrelevant, as these vertices come in pairs in
the relevant diagrams, but the relative sign with respect to the insertion with Aµ below is
important)
ǫabc(kµ1 − kµ2 ). (B.1)
-vertex insertion of jaµ with Aµ, φ
b and φ∗c of value (the factor of 2 comes from having
2 hermitian conjugate terms)
−2gǫabcδijηµν . (B.2)
Propagators
-scalar propagator
∆abij (p) =
δijδ
ab
p2
. (B.3)
-gauge field propagator in Feynman gauge
∆µν(p) =
δµν
p2
. (B.4)
Vertices
The relevant terms in the Euclidean action are
Tr
{
igAµ(~φ
∗
i ∂
µ~φi − ~φi∂µ~φ∗i ) + g2AµAµφφ∗ + λ|~φ1 × ~φ2|2
}
, (B.5)
so we obtain the rules:
-the vertex for φai (k1)φ
b,∗
j (k2)Aµ(k3) (convention with all momenta in)
gδijδ
ab(2π)3δ3(k1 + k2 + k3)(k1 − k2)µ. (B.6)
-the vertex for φai (k1)φ
b,∗
j (k2)Aµ(k3)A
ν(k4) (all momenta in)
−δµν δijδabg2(2π)3δ3(k1 + k2 + k3 + k4) (B.7)
-the vertex for φa1(k1)φ
c,∗
1 (k3)φ
b
2(k2)φ
d,∗
2 (k4) (all momenta in)
−λ(2π)3δ3(k1 + k2 + k3 + k4)ǫabeǫcde = −2λδcdab(2π)3δ3(k1 + k2 + k3 + k4). (B.8)
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B.1 Calculation of the one-loop result
Here we calculate the one-loop integral (4.6, which we can do as follows.
First, expand
Iµν(p) =
∫
ddq
(2π)d
(p + 2q)µ(p+ 2q)ν
q2(p + q)2
= pµpν
∫
ddq
(2π)d
1
q2(q + p)2
+2pµ
∫
ddq
(2π)d
qν
q2(p + q)2
+ (µ↔ ν) + 4
∫
ddq
(2π)d
qµqν
q2(q + p)2
≡ pµpνI0 + 2pµIaν (p) + 2pνIaµ(p) + 4Ibµν(p). (B.9)
Then, from Lorentz invariance, and using the fact that
I =
∫
ddq
(2π)dqn
, ∀n , (B.10)
as well as ∫
ddq
(2π)d
(q − p)2
qn
=
∫
ddq
(2π)d
q2
(q + p)n
, (B.11)
both vanish in dimensional regularization (for any n, not necessarily integer), by the formula
∫
ddq
(2π)d
1
(q2 +m2)n
=
Γ(n− d/2)
(4π)nΓ(n)
(
m2
4π
) d
2
−n
(B.12)
at m→ 0, we find
Iaµ(p) = p
µIa , 2p
2Ia =
∫
ddq
(2π)d
(q + p)2 − q2 − p2
q2(q + p)2
= −p2I0(p)⇒
Iaµ(p) = −
pµI0(p)
2
Ibµν(p) = Ib,1
pµpν
p2
+ Ib,2ηµν
Ib,µµ (p) = 0 = Ib,1 + dIb,2
Ibµν
pµpν
p2
= Ib,1 + Ib,2
=
1
4p2
∫
ddq
(2π)d
[(p + q)2 − p2 − q2]2
q2(p+ q)2
=
p2
4
I0(p)⇒
Ibµν =
(
ηµν − dpµpν
p2
)
p2I0(p)
4(1 − d) . (B.13)
From the general Feynman parametrization, we obtain
I0(p) ≡ I1,1(p) = pd−4Γ(2− d/2)β(d/2 − 1, d/2 − 1)
(4π)d/2
= pd−4
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2) .
(B.14)
In terms of it, the one-loop Feynman diagram is
Iabµν(p) = −4δab
(−p2)
2
I0(p)
(
ηµν − pµpν
p2
)
. (B.15)
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For d = 3, we obtain
I0(p) =
1
8p
(B.16)
and
Iabµν(p) =
p
4
δab
(
ηµν − pµpν
p2
)
. (B.17)
A priori, one should consider also the counterterm diagrams in Fig.1b,c,d, but since
the one-loop result is finite, it is not necessary.
B.2 Calculation of the two-loop result
In this section we calculate the Feynman diagrams at two-loops, and the final result for
their sum, relegating some more technical details to the next section.
-the I1 diagram (momenta p coming in and out at the external points, momenta q
and r on the two lower lines of the two loops, and p + q and p + r on the upper lines; we
use dimensional regularization) gives
Iab1,µν(p) = −i22λδab
∫
ddq
(2π)d
(p+ 2q)µ
q2(p+ q)2
∫
ddr
(2π)d
(p+ 2r)ν
r2(p+ r)2
= 2λδab[pµI0(p) + 2pµIa(p)][pνI0(p) + 2pνIa(p)] , (B.18)
where, as at one-loop, we have used Lorentz invariance to say that the integral with qµ in the
numerator is proportional to pµ, and moreover we already calculated that Ia(p) = −I0(p)/2,
so that Iab1,µν = 0 in dimensional regularization.
-the I2 diagram gives
Iab2,µν(p) = 2(λ+ g
2)δab
(∫
ddr
(2π)d
1
r2
)∫
ddq
(2π)d
(p+ 2q)µ(p+ 2q)ν
q2(p+ q)4
, (B.19)
but as we already noted, in dimensional regularization the factorized integral vanishes,
since ∫
ddr
(2π)d[r2 +m2]
=
Γ(1− d/2
4π
(
m2
4π
)d/2−1
→ 0 as m→ 0. (B.20)
-the I4(p) diagram is proportional to
Iab4,µν(p) ∝
∫
ddq
(2π)d
2qµ
q2
= 0 , (B.21)
so vanishes in dimensional regularization.
We now turn to the integrals that are nonzero, and need to be calculated.
-the I3 diagram. Considering that momenta in and out of the diagram are equal to
p, and on the two lower loop lines they are q and r (in the same direction, q to the left)
and p + q, p + r on the upper lines, while the vertical gauge line has q − r, downwards,
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the result of the Feynman diagram is (the coefficient has a factor of 2 from the sum over
i = 1, 2 running in the loops, a 2 from the exchange of the two gauge field vertices, up and
down, and a −2δab coming from ǫacdǫbdc, and a 1/2! from the fact that it comes from the
action square, S2, term in e−S , as we explained)
Iab3,µν(p) = −4δabg2
∫
ddq
(2π)d
∫
ddr
(2π)d
(p+ 2q)µ(p + 2r)ν(2p + q + r) · (q + r)
(p + q)2q2(q − r)2r2(p+ r)2 . (B.22)
-the I5 diagram. Considering that the momentum p comes in and out of the diagram,
and q is the loop momentum on the lower scalar propagator, and r the loop momentum on
the gauge propagator, and p+q, and p+q+r the momenta on the upper scalar propagators,
we obtain (again, the sum over i = 1, 2 running in the loops gives a factor of 2, a 2 from
the exchange of the two vertices, left and right, but now also a factor of 2 from choosing on
which scalar propagator to have the self-energy, and a −2δab from ǫacdǫbdc, and the same
1/2! factor since it comes from a S2 term in e−S)
Iab5,µν(p) = −8g2δab
∫
ddq
(2π)d
ddr
(2π)d
(p+ 2q)µ(p+ 2q)ν(2p+ 2q + r)
2
q2(p+ q)4r2(p+ q + r)2
. (B.23)
-the I6 diagram is the diagram with the counterterm vertex. Considering that the
momentum p is coming in and out of the diagram, and that we have q on the lower scalar
propagator, and p+q on the upper ones, we obtain (we have a factor of 2 from the sum over
i = 1, 2 in the scalar loop, another 2 from the sum over which scalar propagator receives
the vertex, and a −2δab from ǫacdǫbdc)
Iab6,µν(p) = −8λctδab
∫
ddq
(2π)d
(p+ 2q)µ(p + 2q)ν
q2(p+ q)4
. (B.24)
However, at one-loop we don’t have any UV divergences. We have seen that the one-
loop diagram for the current 2-point function is finite, but the same is true for the whole
theory.
Indeed, the one-loop diagrams giving the counterterm are: a momentum (p) line on
which we have a scalar blob (a 4-scalar interaction), or a gauge glob (a 2-scalar-2-gauge
interaction), and a one-loop diagram formed by a gauge propagator starting and ending
on the scalar line (two 2-scalar-one-gauge interactions), for a total of
λct = (λ+ g
2)
∫
ddq
(2π)dq2
+ g2
∫
ddq
(2π)d
(2p + q)2
q2(p+ q)2
. (B.25)
As we said, the first term vanishes in dimensional regularization, and the second then
becomes
g2
∫
ddq
(2π)d
2(p + q)2 − q2 + 2p2
q2(p + q)2
, (B.26)
in which the first two terms vanish in dimensional regularization, and the last gives
λct = +2g
2[p2]d/2−1
Γ(2− d/2)
(4π)d/2
∫ 1
0
[α(1 − α)]d/2−2
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= +2g2pd−2
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2) . (B.27)
We note that this value is finite, so we don’t actually need the counterterm. Moreover,
as we saw, the one-loop diagram was finite as well.
Replacing d = 3, we get
λct = +
g2p
4
, (B.28)
but since this is finite, we can absorb it in the renormalization conditions, and just replace
λct with zero.
-the I7a diagram gives (there is a factor of 2 from the sum over i = 1, 2 in the loop, 2
from the sum over which propagator gets the vertex, and −2δab from ǫacdǫbdc, and a (−2g)
factor from the external gauge field insertion)
Iab7,µν(p) = +16g
2δab
∫
ddq
(2π)d
ddr
(2π)d
(2p + 2q + r)µ(p + 2q)ν
q2r2(p+ q)2(p+ q + r)2
, (B.29)
whereas diagram I7b gives the same result, just with µ and ν interchanged.
-the I8 diagram gives (there is a factor of 2 from summing over i = 1, 2 and a −2δab
from ǫacdǫbdc, and two (−2g) factors from the external gauge field insertion)
Iab8,µν(p) = −16(−g)2δabηµν
∫
ddq
(2π)d
ddr
(2π)d
1
q2r2(p+ q + r)2
. (B.30)
Standard Denominators
Thus the integrals we need to calculate are I3, I5, I6, I7a and I8. There is a basis of
integrals with denominators q2, r2, (q + p)2, (r + p)2, (q − r)2, so we rewrite the nonzero
integrals in terms of them.
We make the changes: in I5 and I7, p + r = −r˜ (and drop the tilde), obtaining the
nonzero terms:
Iab3,µν(p) = −4δabg2
∫
ddq
(2π)d
∫
ddr
(2π)d
(p+ 2q)µ(p+ 2r)ν(2p + q + r) · (q + r)
(p + q)2q2(q − r)2r2(p+ r)2
Iab5,µν(p) = −8g2δab
∫
ddq
(2π)d
ddr
(2π)d
(p + 2q)µ(p+ 2q)ν(p+ 2q − r)2
q2(q + p)4(r + p)2(q − r)2
Iab6,µν(p) = −8λctδab
∫
ddq
(2π)d
(p+ 2q)µ(p+ 2q)ν
q2(p+ q)4
Iab7a,µν(p) = +16g
2δab
∫
ddq
(2π)d
ddr
(2π)d
(p + 2q − r)µ(p+ 2q)ν
q2(r + p)2(q + p)2(q − r)2
Iab7b,µν(p) = +16g
2δab
∫
ddq
(2π)d
ddr
(2π)d
(p + 2q − r)ν(p+ 2q)µ
q2(r + p)2(q + p)2(q − r)2 = I
ab
7a,νµ(p)
λct = +2g
2pd−2
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2)
Iab8,µν = −16g2δabηµν2
∫
ddq
(2π)d
∫
ddr
(2π)d
1
q2r2(p+ q + r)2
. (B.31)
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B.3 The full integrals in dimensional regularization
In Appendix C we give the full details of the calculation of the integrals in dimensional
regularization, using two methods to calculate the integrals: a direct one, and an indirect
one, using a basis of integrals from [77]. Here we only summarize the results. First, one
needs to define some quantities that will be useful in describing the results,
G1 =
Γ(2− d/2)Γ(d/2 − 1)2
Γ(d− 2)
G2 =
Γ(3− d)Γ(d/2 − 1)3
Γ(3d/2 − 3)
B0 ≡ p
d−4
(4π)d/2
G1
≡ pd−4B
J0 =
p2d−6
(4π)d
G2. (B.32)
We see that B0 is finite and J0 is divergent, and we will find that the combinations
appearing in the integrals will be B20 and J0, and then only the latter is of interest for the
calculation of the anomalous dimension. As usual in dimensional regularization, the UV
and IR divergences mix in the same integral, though if an integral has only one type of
divergence, we could find out which it is by whether d = 3± ǫ finds a positive coefficient.
However, since the one-loop result for the 2-point current correlator is finite and will
therefore not interfere at two-loops, we can unambigously simply drop the coefficient of
1/ǫ regardless of whether it comes from a UV or an IR divergence, and this will be our
renormalization scheme at two-loops. The finite pieces will contain then a log p2 term that
is IR divergent in the usual sense: as p2 becomes on-shell and its mass becomes zero, this
result will diverge, and one should add diagrams with soft emission from the external lines,
but here we just want to extract the correct log p2 terms, for which nothing else is required.
We will then define d = 3 + ǫ as above in the following. For I8, we find
Iab8,µν(p) = −16g2δabηµνBI1,1+ 2−d
2
= −16g2δabηµνJ0 , (B.33)
using the notation in Appendix B, and is divergent.
For I6, we find
Iab6,µν(p) = −8λctδab
B0
d− 1
[
(3− d/4)ηµν −
(
d2
4
− 2d+ 1
)
pµpν
p2
]
. (B.34)
but it is finite, so it doesn’t contribute to the log p2 term, and can be ignored. For I5, we
find
Iab5,µν(p) = −16g2δab
J0
3(d− 4)
{
−4δµν + dp
µpν
p2
}
, (B.35)
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so it is divergent, and contributes to the log p2 term. Expanding in ǫ, we get
Iab5,µν(p) = −16g2δabJ0
{
4
3
δµν (1 + ǫ)− p
µpν
p2
[
1 +
4ǫ
3
]}
. (B.36)
For I7, we find
Iab7a,µν(p) = +16g
2δab
J0
d− 4
{
−δµν + (d− 3)p
µpν
p2
}
, (B.37)
and then also Iab7a,µν = I
ab
7b,µν . Expanding in ǫ, we find
Iab7a,µν(p) = +16g
2δabJ0
{
ηµν (1 + ǫ)− ǫp
µpν
p2
}
. (B.38)
For I3, we find
Iab3,µν(p) = −4g2δabJ0
{(
ηµν − dp
µpν
p2
)
2
1− d
[
3d− 8
d− 4 −
5
3
]
− p
µpν
p2
4
d− 2
d− 4
}
−4g2δab
{
−4pµpν
p2
[
−(3d− 10)(3d − 8)
(d− 4)2 J0 +
d− 3
d− 4p
2B20
]
−8ηµν
[
− d(d− 3)
(d− 4)2(d− 1)J0 +
1
2(d− 4)(d − 1)p
2B20
]
−8pµpν
p2
[
2(d− 2)(2d2 − 9d+ 8)
(d− 4)2(d− 1) J0 −
(d− 2)2
2(d− 4)(d − 1)p
2B20
]}
. (B.39)
Finally, the sum of all the diagrams gives the full 2-loop result
I2−loop(p) =
16
d− 4g
2δab
(
δµν − pµpν
p2
)[
2J0 − d
3 − 5d2 − 8d+ 8
(d− 1)(d − 4) J0 +
B20p
2
d− 1
]
. (B.40)
B.4 Divergences of the model
As a consistency check for our calculation, and as a way to extract simply just the needed
divergence, we check that the two ways of calculating the integrals used in Appendix C give
the same divergent piece for the most complicated integral, I3. Focusing on the coefficient
of J0 for d = 3, we obtain in the second way of calculating, using the basis of integrals (the
notation is explained in Appendix C.2)
K1 =
J0
p4
, Iαµ = pµK1.
K1100 = K
22
00 = 0 = K
12
00 = K
21
00
K1211 = K
21
11 = −
J0
p4
K1111 = K
22
11 = −
J0
p4
.⇒ I11µν = I22µν = −
pµpν
p2
J0
p2
I12µν = I
21
µν = −J0
pµpν
p2
⇒ Issµν = −4
pµpν
p2
J0
p2
.
41
K111001 = 0
K111111 =
J0
p4
⇒ I111µνρ =
pµpνpρ
p2
J0
p2
.
K112001;1 = K
112
001;2 = 0
K112111 =
J0
p2
⇒ I112µνρ =
pµpνpρ
p2
J0
K11120011;1 = K
1122
0011;2 = 0
K11120000 =
J0
30
, K11121111 = −
J0
p4
⇒
I1112µνρσ = (δµνδρσ + δµρδνσ + δµσδνρ)
J0
30
− pµpν
p2
pρpσ
p2
J0 ⇒
I1112µρρσ = J0
(
δµσ
6
− pµpσ
p2
)
.
K11220011;1 = K
1122
0011;2 = K
1122
0011;3 = 0
K11220000;1 =
J0
10
, K11220000;2 =
J0
60
K11221111 = −
J0
p4
⇒
I1122µνρσ =
J0
10
δµνδρσ + (δµρδνσ + δµσδνρ)
J0
60
− pµpν
p2
pρpσ
p2
J0 ⇒
I1122µρρσ = = J0
(
δµσ
6
− pµpσ
p2
)
. (B.41)
Substituting in the expansion of I3 in the basis of integrals,
Iab3µν(p) = −4δabg2
[
4pµpνp
2K1 + pµpνI
ss
ρρ(p) + 4pρpµ(I
21
νρ + I
22
νρ) + 4pρpν(I
11
µρ + I
12
µρ)
+2pµ(I
112
ρρν + I
111
ρρν + 2I
112
νρρ) + 2pν(I
112
ρρµ + I
111
ρρµ + 2I
112
µρρ)
+8pρ(I
112
µρν + I
112
νρµ) + 4(I
1112
µρρν + I
1112
νρρµ + 2I
1122
µρνρ)
]
,
(B.42)
we get
I3(p) = −4δabg2J0
[
8
3
δµν
]
. (B.43)
This is the same result as is obtained from the first method of calculating, from (C.38)
plus (C.47).
For I8, the result (C.7) is already just a J0 piece in d = 3,
Iab8,µν(p) = −16g2δabδµνJ0. (B.44)
For I5, we have calculated the result in (C.20), with divergent part given by
Iab5,µν(p) = −16g2δabJ0
[
4
3
δµν − pµpν
p2
]
. (B.45)
For I7, we calculated it as well in (C.23), given by
Iab7,µν(p) = +16g
2δabJ0δµν . (B.46)
This completes the calculation of the divergences of the current 2-point function.
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C Details for the calculation of the momentum space inte-
grals in dimensional regularization
C.1 Direct calculation of integrals
We begin with a set of notations for the objects that will appear in the calculations, as
defined in (B.32).
Expanding in d = 3 + ǫ, with ψ(x) ≡ Γ′(x)/Γ(x), we find
G1 ≃ π3/2
[
1 + ǫ
(
−ψ(1) + 1
2
ψ(1/2)
)]
+ ...
G2 ≃ −2
ǫ
[
1 + ǫ
(
−ψ(1) + 3
2
ψ(1/2) − 3
2
ψ(3/2)
)]
+ ...⇒
B0 ≃ p
ǫ−1
8
[
1 + ǫ
(
−1
2
ln(4π) − ψ(1) + 1
2
ψ(1/2)
)]
+ ...
J0 ≃ − 2πp
2ǫ
(4π)3ǫ
[
1 + ǫ
(
− ln(4π)− ψ(1) + 3
2
ψ(1/2) − 3
2
ψ(3/2)
)]
+ ... (C.1)
We will then define d = 3 + ǫ as above in the following. We write some formulas for
integrals in dimensional regularization that will be used in the following.
Using Feynman parametrization, we have
I1,1(p) ≡
∫
ddq
(2π)d
1
(q2 +m21)((q + p)
2 +m22)
=
∫ 1
0
dα
∫
ddq˜
(2π)d
1
[q˜2 + α(1 − α)p2 + αm21 + (1− α)m22]2
=
Γ(2− d/2)
(4π)d/2
∫ 1
0
[α(1 − α)p2 + αm21 + (1− α)m22]
d
2
−2. (C.2)
Then, puting m1 = m2 = 0, we first obtain what we called I0(p) previously,
I1,1(p) ≡ I0(p) = pd−4Γ(2− d/2)β(d/2 − 1, d/2 − 1)
(4π)d/2
= pd−4
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2) .
(C.3)
More generally, taking (∂2/∂m22)
n and then putting m1 = m2 = 0, we obtain
I1,1+n(p) ≡
∫
ddq
(2π)d
1
q2(p+ q)2(n+1)
=
Γ(n+ 2− d/2)pd−4−2n
(4π)d/2Γ(n)
∫ 1
0
dαα
d
2
−2−n(1− α) d2−2
=
pd−4−2n
(4π)d/2
Γ(n+ 2− d/2)Γ(d/2 − 1− n)Γ(d/2− 1)
Γ(n+ 1)Γ(d− 2− n) . (C.4)
We then note that the formula is not only valid for integer n, but by analytical continuation
(just like usual dimensional regularization) can be defined for any real n.
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In particular, for n = 1 we get
I1,2(p) = p
d−6Γ(2− d/2)(d/2 − 2)[Γ(d/2)]2
(4π)d/2(d/2 − 1)Γ(d− 1) . (C.5)
Other relevant values of n for the following are given by:
p2I1,1+ 4−d
2
(p) =
p2d−6
(4π)d/2
Γ(3− d)Γ(d− 2)Γ(d/2 − 1)
Γ(2−−d/2)Γ(3d/2 − 3) ×
[
3d
2 − 4
d
2 − 2
]
I1,1+ 2−d
2
(p) =
p2d−6
(4π)d/2
Γ(3− d)Γ(d− 2)Γ(d/2 − 1)
Γ(2− d/2)Γ(3d/2 − 3) × [1]
1
p2
I1,1+−d
2
(p) =
p2d−6
(4π)d/2
Γ(3− d)Γ(d− 2)Γ(d/2 − 1)
Γ(2− d/2)Γ(3d/2 − 3) ×
[
1
3
]
. (C.6)
Calculation of Feynman integrals
-For I8, doing the integral over r in (B.30), using (C.3) and then (C.4), we obtain
Iab8,µν(p) = −16g2δabηµν
Γ(2− d/2)
(4π)d/2
[Γ(d/2 − 1)]2
Γ(d− 2)
∫
ddq
(2π)d
1
q2(p+ q)4−d
= −16g2δabηµνBI1,1+ 2−d
2
= −16g2δabηµνJ0 , (C.7)
so is divergent (has a J0 piece).
-For I6, we expand the integral as
I6,µν = −8λctδab
∫
ddq
(2π)d
(p+ 2q)µ(p+ 2q)ν
q2(p+ q)4
= −8λctδab
[
pµpνI1,2(p) + 2pµI
ν
1,2(p) + 2pνI
µ
1,2(p) + 4I
µν
1,2(p)
]
. (C.8)
Then, by Lorentz invariance and vanishing of the various integrals in dimensional reg-
ulararization, we obtain
Iµ1,2(p) ≡
∫
ddq
(2π)d
qµ
q2(q + p)4
=
pµ
2p2
∫
ddq
(2π)d
(q + p)2 − q2p2
q2(q + p)2
=
pµ
2p2
[I1,1(p)− p2I1,2(p)]
= − p
µpd−6
4(4π)d/2
Γ(2− d/2)[Γ(d/2 − 1)]2
Γ(d− 2)
Iµν1,2(p) ≡
ddq
(2π)d
qµqν
q2(q + p)4
= ηµνJ1 +
pµpν
p2
J2 ⇒
Iµµ1,2(p) = dJ1 + J2 =
∫
ddq
(2π)d
1
(q + p)4
= 0⇒ J2 = −dJ1
pµpν
p2
Iµν1,2(p) = J1 + J2 = (1− d)J1 =
1
4p2
∫
ddq
(2π)d
[(q + p)2 − q2 − p2]2
q2(q + p)4
=
1
4
[p2I1,2(p)− 2I1,1(p)]⇒
Iµν1,2(p) = J1
(
ηµν − dpµpν
p2
)
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= − 1
4(d− 1) [p
2I1,2 − 2I1,1]
(
ηµν − dpµpν
p2
)
. (C.9)
Finally, we obtain for the integral
Iab6,µν = −8λctδabpd−4
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2(d− 1)Γ(d− 2)
[
(3− d/4)ηµν +
(
d2
4
− 2d− 1
)
pµpν
p2
]
= −8λctδab B0
d− 1
[
(3− d/4)ηµν −
(
d2
4
− 2d+ 1
)
pµpν
p2
]
. (C.10)
This is finite (it has no J0 piece), so even if we would consider a nonzero λct, it would
not contribute to the log p2 term. We can therefore safely ignore it.
For completeness, note that in d = 3 + ǫ, we obtain
Iab6,µν = −
λctδ
ab
2p
[
9− ǫ
4
ηµν − 11 + 2ǫ
4
pµpν
p2
]
×
×
{
1 + ǫ
[
ln p− 1
2
ln(4π)− 1
2
+
1
2
ψ(1/2) − ψ(1)
]}
. (C.11)
-For I5, we first expand (B.23) as
Iab5,µν(p) = −8g2δab
∫
ddq
(2π)d
ddr
(2π)d
(p+ 2q)µ(p + 2q)ν
[
1
q2(p+ q)4r2
+
3
q2(p+ q)2r2(p + q + r)2
+
2(p + q)ρrρ
q2(p+ q)4r2(p+ q + r)2
]
, (C.12)
where we have used (2p + q + r)2 = (p+ q + r)2 + 3(p+ q)2 + 2(p + q) · r.
The first term in the square bracket above contains the integral
∫
ddr
(2π)d
1
r2
, which is zero
in dimensional regularization, as we have shown above. The third (last) term in the square
bracket contains an integral already calculated,∫
ddr
(2π)d
rρ
r2(p+ q + r)2
= −(p+ q)ρ
2
I0(p+ q) , (C.13)
leading to the term being
−
∫
ddq
(2π)d
(p+ 2q)µ(p+ 2q)ν
r2(p + q)2
∫
ddr
(2π)d
1
q2(p+ q + r)2
. (C.14)
The second term in the square bracket then gives +3 times the same integral (instead
of the −1), for a total factor of 2. Using the form of I0(p) = I1,1(p) in (C.3), we finally
obtain
Iab5,µν(p) = −16g2δab
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2)
∫
ddq
(2π)d
(p+ 2q)µ(p+ 2q)ν
q2(p+ q)6−d
, (C.15)
and then we expand the integral as∫
ddq
(2π)d
(p+ 2q)µ(p+ 2q)ν
q2(p+ q)6−d
= pµpνI1,1+ 4−d
2
+2pµI
µ
1,1+ 4−d
2
+2pνI
ν
1,1+ 4−d
2
+4Iµν
1,1+ 4−d
2
. (C.16)
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Similarly to what we did before in the case of n = 2 in I1,1+n, we calculate first
Iµ
1,1+ 4−d
2
≡
∫
ddq
(2π)d
qµ
p2(q + p)6−d
=
pµ
2p2
∫
ddq
(2π)d
(q + p)2 − q2 − p2
q2(q + p)6−d
=
pµ
2p2
[
I1,1+ 2−d
2
− p2I1,1+ 4−d
2
]
, (C.17)
then (using, as before, Lorentz invariance and vanishing of some dimensional regularization
integrals)
Iµν
1,1+ 4−d
2
≡
∫
ddq
(2π)d
qµqν
q2(q + p)6−d
=
pµpν
p2
Jb1 + δµνJb2 ⇒
Iµµ
1,1+ 4−d
2
= Jb1 + dJb2 = 0⇒ Jb1 = −dJb2
pµpν
p2
Iµν
1,1+ 4−d
2
= Jb1 + Jb2 =
1
4p2
∫
ddq
(2π)d
[(q + p)2 − q2 − p2]2
q2(q + p)6−d
=
1
4p2
[
I1,1+−d
2
+ p4I1,1+ 4−d
2
− 2p2I1,1+ 2−d
2
]
⇒
Iµν
1,1+ 4−d
2
=
(
δµν − dp
µpν
p2
)
1
4p2(1− d)
[
I1,1+−d
2
+ p4I1,1+ 4−d
2
− 2p2I1,1+ 2−d
2
]
.
(C.18)
We then find for the I5 Feynman diagram
Iab5,µν = −16g2δab
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2)
{
pµpν
p2
p2I1,1+ 4−d
2
+2
pµpν
p2
[
I1,1+ 2−d
2
− p2I1,1+ 4−d
2
]
+
(
δµν − dp
µpν
p2
)
1
p2(1 − d)
[
I1,1+−d
2
+ p4I1,1+ 4−d
2
− 2p2I1,1+ 2−d
2
]}
= −16g2δab p
2d−6[Γ(d/2 − 1)]3Γ(3− d)
(4π)dΓ(3d/2 − 3)
{
δµν
1− d
[
1
3
+
3d/2 − 4
d/2− 2 − 2
]
+
pµpν
p2
[
+
1
d− 1
3d/2 − 4
d/2 − 2 −
2
d− 1 +
d
3(d− 1)
]}
= −16g2δab J0
3(d − 4)
{
−4δµν + dp
µpν
p2
}
. (C.19)
Substituting d = 3 + ǫ, we get
Iab5,µν = −16g2δabJ0
{
4
3
δµν (1 + ǫ)− p
µpν
p2
[
1 +
4ǫ
3
]}
. (C.20)
We see that the result is divergent, containing a J0 piece, so it will contribute to the
log p2 term.
-For the I7 diagram in (B.29), using the fact, calculated previously, that I
a
µ(p + q) =
− (p+q)µ2 I0(p+ q) and the form of I0(p+ q) = I1,1(p+ q) in (C.3), we find
Iab7a,µν = +16g
2δab
{∫
ddq
(2π)d
(2p+ 2q)µ(2p+ q)ν
q2(p + q)2
∫
ddr
(2π)d
1
r2(p + q + r)2
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+∫
ddq
(2π)d
(2p + q)ν
q2(p+ q)2
∫
ddr
(2π)d
rµ
r2(p+ q + r)2
}
= −+ 24g2δabΓ(2− d/2)[Γ(d/2 − 1)]
2
(4π)d/2Γ(d− 2)
∫
ddq
(2π)d
(p+ q)µ(p+ 2q)ν
q2(p+ q)6−d
= +24g2δab
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2)
[
pµpνI1,1+ 4−d
2
(p) + 2pµI
ν
1,1+ 4−d
2
(p)
+pνI
µ
1,1+ 4−d
2
(p) + 2Iµν
1,1+ 4−d
2
(p)
]
. (C.21)
Using the integrals in (C.17) and (C.18), we find
Iab7a,µν = +24g
2δab
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2)
[
pµpν
p2
p2I1,1+ 4−d
2
(p)
+
3
2
pµpν
p2
[
I1,1+ 2−d
2
− p2I1,1+ 4−d
2
]
+
(
δµν − dp
µpν
p2
)
1
2p2(1− d)
[
I1,1+−d
2
+ p4I1,1+ 4−d
2
− 2p2I1,1+ 2−d
2
]]
= +24g2δab
p2d−6[Γ(d/2 − 1)]3Γ(3− d)
(4π)dΓ(3d/2 − 3)
{
δµν
2(1− d)
[
+
1
3
+
3d/2 − 4
d/2− 2 − 2
]
+
pµpν
p2
[
+
1
2(d− 1)
3d/2− 4
d/2 − 2 +
(d− 3)
2(d− 1) +
d
6(d− 1)
]}
= +16g2δab
J0
d− 4
{
−δµν + (d− 3)p
µpν
p2
}
. (C.22)
Since the result is symmetric in (µν), Iab7a,µν = I
ab
7b,µν .
Substituting d = 3 + ǫ, we find
Iab7a,µν = +16g
2δabJ0
{
ηµν (1 + ǫ)− ǫp
µpν
p2
}
. (C.23)
-For the I3 diagram, the most complicated, we substitute
(2p + q + r) · (q + r) = (p+ q)2 + (p+ r)2 − 2p2 + q2 + r2 − (q − r)2 (C.24)
in (B.22), to write
Iab3,µν(p) = −4g2δab
∫
ddq
(2π)d
(p+ 2q)µ
∫
ddr
(2π)d
(p+ 2r)ν
×
[
1
q2(q − r)2r2(p+ r)2 +
1
(p+ q)2q2(q − r)2r2
+
1
(p+ q)2(q − r)2r2(p+ r)2 +
1
(p+ q)2q2(q − r)2(p + r)2
− 1
(p+ q)2q2r2(p+ r)2
− 2p
2
(p+ q)2q2(q − r)2r2(p+ r)2
]
. (C.25)
In this integral, in the square bracket we can do the first 5 terms in the same way as we
did for I5, I6, I7, doing first one integral, then the other. But for the last term, the scalar
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integral with nontrivial denominator ∆, we need something else. This integral,
I11111 ≡
∫
ddk1
(2π)d
∫
ddk2
(2π)d
1
∆
=
∫
ddk1
(2π)d
∫
ddk2
(2π)d
1
(k1 + p)2k21(k1 − k2)2k22(k2 + p)2
,
(C.26)
was calculated in [78] (in section 5.1), as
I11111 =
(p2)d−5
(4π)d
G(1, 1, 1, 1, 1) , (C.27)
where, since
p2d−10
(4π)d
G21 =
p2B20
p4
,
p2d−10
(4π)d
G2 =
J0
p4
, (C.28)
we have
I11111 = +
2
(d− 4)p4
[
−(d− 3)p2B20 +
(3d − 8)(3d − 10)
d− 4 J0
]
≡ K
p4
. (C.29)
We calculate then the terms in (C.25) one by one. The first term has the integral∫ ddq
(2π)d
qµ
q2(q−r)2
=
rµ
2 I0(−r) = rµ2 rd−4B. Then the first term is
B
∫
ddr
(2π)d
(p+ 2r)ν(p+ r)µ
(p + r)2r6−d
= B
∫
ddq
(2π)d
rµ(2r − p)ν
r2(r − p)6−d , (C.30)
under a change of r→ r − p in the second equality.
The second term is∫
ddq
(2π)d
(p + 2q)µ
q2(p+ q)2
∫
ddq
(2π)d
(p+ 2r)ν
r2(r − q)2 =
∫
ddq
(2π)d
(p+ 2q)µ
q2(p + q)2
(p + q)νI0(−q)
= B
∫
ddq
(2π)d
(p+ 2q)µ(p+ q)ν
(q + p)2q6−d
, (C.31)
which means it is obtained from exchanging µ↔ ν in the first term.
The third term has the integral∫
ddq
(2π)d
(p+ 2q)µ
(q − r)2(q + p)2 =
∫
ddq
(2π)d
(p+ 2q + 2r)µ
q2(q + p+ r)2
= (p+2r−(p+r))I0(p+r) = rµI0(p+r) ,
(C.32)
giving
B
∫
ddr
(2π)d
rµ(p + 2r)ν
r2(r + p)6−d
. (C.33)
The fourth term has∫
ddr
(2π)d
(p+ 2r)ν
(r − q)2(r + p)2 =
∫
ddr
(2π)d
(p+ 2q + 2r)ν
r2(r + p+ q)2
= (p + 2q − (p+ q))νI0(p + q) = qνI0(p + q) , (C.34)
so is obtained from exchanging µ↔ ν in the third term.
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The fifth term is ∫
ddq
(2π)d
(p+ 2q)µ
q2(q + p)2
∫
ddr
(2π)d
(p+ 2r)ν
r2(r + p)2
, (C.35)
and we can easily see that both integrals give pµI0(p)− pµI0(p) = 0, so this term vanishes.
Then the sum of the first five factors gives
B
∫
ddq
(2π)d
[
qµ(2q − p)ν + (2q − p)µqν
q2(q − p)6−d +
(2q + p)µqν + qµ(2q + p)ν
q2(q + p)6−d
]
= B
∫
ddq
(2π)d
8qµqν + 2qµpν + 2pµqν
q2(q + p)6−d
. (C.36)
Using (C.17) and (C.18), we obtain for the sum of the first 5 terms
B
{(
ηµν − dp
µpν
p2
)
8
4p2(1− d)
[
I1,1+−d
2
+ p4I1,1+ 4−d
2
− 2p2I1,1+ 2−d
2
]
+
2pµpν
p2
[
I1,1+ 2−d
2
− p2I1,1+ 4−d
2
]}
. (C.37)
As before, we construct J0, and finally obtain for the sum of the first five terms in
(C.25) (still to be multiplied by −4g2δab)
J0
{(
ηµν − dp
µpν
p2
)
2
1− d
[
3d− 8
d− 4 −
5
3
]
− p
µpν
p2
4
d− 2
d− 4
}
. (C.38)
Substituting d = 3 + ǫ, we get:
J0
{(
ηµν − (3 + ǫ)p
µpν
p2
)(
8
3
+
20ǫ
3
)
+ 4(1 + 2ǫ)
pµpν
p2
}
(C.39)
The last term in I3 in (C.25) is (still to be multiplied by −4g2δab)
−2p2
∫
ddq
(2π)d
∫
ddr
(2π)d
(p+ 2q)µ(p+ 2r)ν
∆
= −2p2pµpν
∫ ∫
1
∆
− 4p2pν
∫ ∫
rν
∆
− 4p2pν
∫ ∫
qµ
∆
− 8p2
∫ ∫
qµrν
∆
, (C.40)
where we find that∫ ∫
rµ
∆
= pµJ ⇒ J = 2pµ ×
∫ ∫
rµ
∆
=
∫ ∫
(p + q)2 − p2 − r2
∆
=
∫ ∫ [
1
(p + q)2q2(q − r)2r2 −
1
(p+ q)2q2(q − r)2(p+ r)2
]
− p2I11111. (C.41)
But both the last integrals give BI1,1+ 4−d
2
(p) (the first gives the integral of −p, but
that is the same as the one of p), so they cancel agains each other, finally leading to∫ ∫
rµ
∆
= −pµ
2
I11111 =
∫ ∫
qµ
∆
, (C.42)
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since the denominator is symmetric under the exchange of qµ with rµ.
For the tensor integral, by Lorentz invariance we write∫ ∫
qµrν
∆
= δµνK
(12)
00 +
pµpν
p2
K
(12)
11 (C.43)
and we multiply it by 2δµν to obtain
2dK1200 + 2K
12
11 =
∫ ∫
r2 + q2 − (r − q)2
∆
=
∫ ∫ [
1
(p+ q)2q2(q − r)2(p+ r)2 +
1
(p+ q)2(q − r)2r2(p+ r)2 −
1
(p+ q)2q2r2(p + r)2
]
= B
∫ [
1
q2(q + p)6−d
+
1
r2(r + p)6−d
− p
d−4
q2(q + p)2
]
= 2BI1,1+ 4−d
2
(p)−B2p2d−8. (C.44)
Similarly, we multiply it by pµpν/p2 to obtain
K1200 +K
12
11 =
1
4p2
∫
((p+ q)2 − p2 − q2)((p + r)2 − p2 − r2)
∆
=
1
4p2
∫ ∫ [
1
q2r2(q − r)2 −
1
q2(q − r)2(p + r)2 −
1
(p+ q)2(q − r)2r2 +
1
(p + q)2(q − r)2(p+ r)2
− p
2
(p+ q)2q2(r − q)2r2 +
p2
(p+ q)2q2(q − r)2(p+ r)2
− p
2
q2(q − r)2r2(p − r)2 +
p2
(p+ q)2(q − r)2r2(p + r)2
]
+
p2
4
I11111
=
1
4p2
∫ [
− 2B
(r + p)2r4−d
+
B
(r + p)6−d
]
+
p4
4
I11111
= − B
2p2
I1,1+ 2−d
2
(p) +
p2
4
I11111 , (C.45)
where we have used that some integrals vanish (as being independent of p after a shift),
and have then cancelled several terms against each other.
The solution of these two equations is
K
(12)
00 = −
(d− 3)d
p2(d− 4)2(d− 1)J0 +
1
2(d− 4)(d− 1)B
2
0
K
(12)
11 =
2(d− 2)(2d2 − 9d+ 8)
p4(d− 4)2(d− 1) J0 −
(d− 2)2
2p2(d− 4)(d − 1)B
2
0 . (C.46)
Putting everything together, we find that the last term in I3 in (C.25) gives (still to be
multiplied by −4g2δab)
−4pµpν
p2
[
−(3d− 10)(3d − 8)
(d− 4)2 J0 +
d− 3
d− 4p
2B20
]
−8ηµν
[
− d(d− 3)
(d− 4)2(d− 1)J0 +
1
2(d − 4)(d− 1)p
2B20
]
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−8pµpν
p2
[
2(d− 2)(2d2 − 9d+ 8)
(d− 4)2(d− 1) J0 −
(d− 2)2
2(d− 4)(d − 1)p
2B20
]
. (C.47)
Adding together I3 in (C.38) and (C.47), I5 in (C.19), I7a in (C.22) twice (for diagrams
7a and 7b) and I8 in (C.7), we obtain in total the 2-loop result
I2−loop =
16
d− 4g
2δab
(
δµν − pµpν
p2
)[
2J0 − d
3 − 5d2 − 8d+ 8
(d− 1)(d − 4) J0 +
B20p
2
d− 1
]
. (C.48)
C.2 Calculation using basis of integrals
Some of these integrals can also be obtained using the formulas in the [77] for the basis of
integrals with given denominators.
First, in the formula (for α = 1, 2)
Iαµ (p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(kα)µ
∆
= pµK
α
1 , (C.49)
we find
K1 ≡ K(1)1 = K(2)1 = −
(3d− 10)(3d − 8)
(d− 4)2p4 J0 +
d− 3
(d− 4)p2B
2
0 (C.50)
which is consistent with (C.42), which implies K1p
4 = −K/2.
Next, for the tensor integrals
Iαβµν (p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(kα)µ(kβ)ν
∆
= δµνK
(αβ)
00 + pµpνK
(αβ)
11 , (C.51)
we have
K
(11)
00 = K
(22)
00 = −
2(d− 3)(d − 2)
p2(d− 4)2(d− 1)J0 +
d− 3
2(d − 4)(d− 1)B
2
0
K
(12)
00 = −
(d− 3)d
p2(d− 4)2(d− 1)J0 +
1
2(d− 4)(d − 1)B
2
0
K
(11)
11 = K
(22)
11 =
(5d3 − 33d2 + 64d − 32
p4(d− 4)2(d− 1) J0 −
(d− 3)d
2p2(d− 4)(d − 1)B
2
0
K
(12)
11 =
2(d − 2)(2d2 − 9d+ 8)
p4(d− 4)2(d− 1) J0 −
(d− 2)2
2p2(d− 4)(d − 1)B
2
0 , (C.52)
and the formulas for K
(12)
11 and K
(12)
00 are consistent with (C.46).
Further, or three equal momenta in the numerator,
I111µνρ(p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(k1)µ(k1)ν(k1)ρ
∆
= (δµνpρ + δνρpµ + δρµpν)K
(111)
001 + pµpνpρK
(111)
111 ,
(C.53)
where
K
(111)
001 =
(d− 3)(d− 2)
p2(d− 4)2(d− 1)J0 −
(d− 3)
4(d− 4)(d − 1)B
2
0
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K
(111)
111 = −
3d3 − 18d2 + 29d − 8
p4(d− 4)2(d− 1) J0 +
(d− 3)(d + 2)
4p2(d− 4)(d − 1)B
2
0 . (C.54)
Also, for two momenta equal and a third unequal in the numerator we have
I112µνρ(p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(k1)µ(k1)ν(k2)ρ
∆
= δµνpρK
(112)
001;1+(δνρpµ+δρµpν)K
(112)
001;2+pµpνpρK
(112)
111 ,
(C.55)
where
K
(112)
001;1 =
(d− 3)(d − 2)
p2(d− 4)2(d− 1)J0 −
(d− 3)
4(d − 4)(d− 1)B
2
0
K
(112)
001;2 =
(d− 3)d
2p4(d− 4)2(d− 1)J0 −
1
4(d− 4)(d − 1)B
2
0
K
(112)
111 = −
2d2 − 9d+ 8
(d− 4)2p2 J0 +
(d− 2)
4(d− 4)p2B
2
0 . (C.56)
Moving on to the most complicated integrals, with four momenta in the numerator, in
the case of three equal and one not equal, we get
I1112µνρσ(p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(k1)µ(k1)ν(k1)ρ(k2)σ
∆
= (δµνδρσ + δµρδνσ + δµσδνρ)K
1112
0000
+δ(µνpρ)pσK
1112
0011;1 + δσ(µpνpρ)K
1112
0011;2 + pµpνpρpσK
1112
1111 , (C.57)
where
K11120000 =
d2 − d− 4
3(d− 4)2(d+ 1)(3d − 4)J0 −
p2
8(d− 4)(d − 1)(d + 1)B
2
0
K11120011;1 = −
(d− 3)(4d3 − 7d2 − 2d+ 8)
3p2(d− 4)2(d− 1)(d + 1)(3d − 4)J0 +
d2 − 2d− 2
8(d − 4)(d− 1)(d + 1)B
2
0
K11120011;2 = −
(d− 3)d(5d + 4)
6p2(d− 4)2(d+ 1)(3d − 4)J0 +
(d+ 2)
8(d− 4)(d − 1)(d+ 1)B
2
0
K11121111 =
d(10d4 − 47d3 + 39d2 + 44d− 64)
3p4(d− 4)2(d− 1)(d + 1)(3d − 4) J0 −
(d− 2)d(d + 2)
8p2(d− 4)(d − 1)(d+ 1)B
2
0 .(C.58)
Finally, for two pairs of momenta in the numerator,
I1122µνρσ(p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(k1)µ(k1)ν(k2)ρ(k2)σ
∆
= δµνδρσK
1122
0000;1 + (+δµρδνσ + δµσδνρ)K
1122
0000;2
+δµνpρpσK
1122
0011;1 + δρσpµpνK
1122
0011;2 + p(µδν)(ρpσ)K
1122
0011;3 + pµpνpρpσK
1122
1111 , (C.59)
where
K11220000;1 =
2d4 − 13d3 + 23d2 + 6d− 24
3(d− 2)(d − 4)2(d− 1)(d + 1)(3d − 4)J0 −
(d2 − 3d− 2)p2
8(d− 4)(d − 1)(d− 2)(d + 1)B
2
0
K11220000;2 =
d4 − d3 − 6d2 − 4d+ 16
6(d− 2)(d − 4)2(d− 1)(d + 1)(3d − 4)J0 −
p2
4(d− 4)(d − 1)(d− 2)(d + 1)B
2
0
K11220011;1 = −
(d− 3)(5d3 − 14d2 − 4d+ 16)
3(d− 2)p2(d− 4)2(d+ 1)(3d − 4)J0 +
(d2 − 2d− 4)
8(d− 4)(d − 2)(d + 1)B
2
0
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= K11220011;2
K11220011;3 = −
(d− 3)d(2d2 − d− 4)
3(d− 2)p2(d− 4)2(d+ 1)(3d − 4)J0 +
d
8(d− 4)(d − 2)(d + 1)B
2
0
K11221111 =
4d(2d3 − 6d2 − 3d+ 4)
3p4(d− 4)2(d+ 1)(3d − 4)J0 −
d2
8(d− 4)(d + 1)d2B
2
0 . (C.60)
Putting together all the integrals above, the Feynman integral I3 is
Iab3µν(p) = −8δabg2
[
4pµpνp
2K1 + pµpνI
ss
ρρ(p) + 4pρpµ(I
21
νρ + I
22
νρ) + 4pρpν(I
11
µρ + I
12
µρ)
+2pµ(I
112
ρρν + I
111
ρρν + 2I
112
νρρ) + 2pν(I
112
ρρµ + I
111
ρρµ + 2I
112
µρρ)
+8pρ(I
112
µρν + I
112
νρµ) + 4(I
1112
µρρν + I
1112
νρρµ + 2I
1122
µρνρ)
]
.
(C.61)
The final result looks too complicated, so we will only verify, in Appendix B.4, that the
correct result is obtained for the divergences of the integral (the coefficient of J0 in d = 3).
We can also verify the integral I7, but for it we need formulas for another denominator,
since we have
Iab7a,µν = +16g
2δab
∫
ddq
(2π)d
ddr
(2π)d
(2q − r)µ(2q + p˜)ν
∆2
= +16g2δab
∫
ddq
(2π)d
ddr
(2π)d
1
∆2
[4qµqν − 2rµqν + 2qµp˜ν − rµp˜ν ]
= +16g2δab[4I¯22µν(p˜)− 2I¯21νµ(p˜) + 2p˜ν I¯2µ(p˜)− p˜ν I¯1µ(p˜)] , (C.62)
where now
∆2 = (q + p˜)
2q2r2(q − r)2 (C.63)
Here I¯22, I¯21, I¯1 and I¯2, with denominator ∆2, are found as follows.
We have for the tensor integrals
I¯αβµν (p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(kα)µ(kβ)ν
∆2
= δµνY
(αβ)
00 + pµpνY
(αβ)
11 , (C.64)
where
Y 1100 = −
d− 3
3(d− 4)(d − 1)J0
Y 1200 = −
1
6(d− 4)J0
Y 2200 = −
1
3(d− 4)J0
Y 1111 =
(d− 3)d
3p2(d− 4)(d− 1)J0
Y 1211 =
2(d− 3)
3(d − 4)p2J0
Y 2211 =
4(d− 3)
3(d − 4)p2J0. (C.65)
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Finally, for the vector integrals,
I¯αµ (p) ≡
∫
ddk1
(2π)d
ddk2
(2π)d
(kα)µ
∆2
= pµY
α
1 . (C.66)
where
Y 11 = −
(d− 3)
(d− 4)p2J0 , Y
2
1 = 2Y
1
1 . (C.67)
Substituting all these results into (C.62), we find
Iab7,µν = 16g
2δab
J0
d− 4
[
−δµν + (d− 3)pµpν
p2
]
(C.68)
which matches against the result of the direct calculation.
For I5, we start from the formula in (B.31), and change variables as q → q−p, r → r−p,
after which we rename p˜ = −p, to obtain
Iab5,µν = −8g2δab
∫
ddq
(2π)2
∫
ddr
(2π)d
(2q + p˜)µ(2q + p˜)ν(2q − r)2
(q + p˜)2q4r2(q − r)2
= −8g2δab
∫
ddq
(2π)2
∫
ddr
(2π)d
(2q + p˜)µ(2q + p˜)ν
[
2
(q + p˜)2q2r2(q − r)2
− 1
(q + p˜)2q4(q − r)2 +
2
(q + p˜)2q4r2
]
= −16g2δab
∫
ddq
(2π)2
∫
ddr
(2π)d
(2q + p˜)µ(2q + p˜)ν
∆2(p˜)
= −16g2δab [4I22µν(p˜) + 2p˜µI¯2ν (p˜) + 2p˜ν I¯1µ(p˜) + p˜µp˜νI1] , (C.69)
where we have used that in the third line, the two terms vanish under integration over
r, we have obtained the same integrals used for I7, and additionally we have defined the
integral
I1 ≡
∫
ddq
(2π)2
∫
ddr
(2π)d
1
(q + p˜)2q2r2(q − r)2
=
Γ(2− d/2)[Γ(d/2 − 1)]2
(4π)d/2Γ(d− 2) I1,1+ 4−d2 (p)
=
p2d−8
(4π)d
Γ(3− d)[Γ(d/2 − 1)]3
Γ(3d/2 − 3) ×
3d− 8
d− 4
=
3d− 8
d− 4 J0. (C.70)
Substituting I¯22µν , I¯
2
µ, I¯
1
µ and I1, we obtain
Iab5,µν = −16g2δab
J0
3(d − 4)
[
−4δµν + dpµpν
p2
]
, (C.71)
which matches the result of direct calculation.
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D Review of particle-vortex duality
Here we review the action of particle-vortex duality at the level of the path integral, as
defined in [67].
Particle-vortex duality acts on the action of the Abelian-Higgs model, with the gauge
field considered as external (though it is needed, in order to have some vortex configura-
tion),
S =
∫
d3x
[
−1
2
|(∂µ − ieaµ)Φ|2 − V
]
, (D.1)
rewritten by Φ = Φ0e
iθ as
S = −1
2
∫
d3x[(∂µΦ0)
2 +Φ20(∂µθ + eaµ)
2 + 2V ]
= −1
2
∫
d3x[(∂µΦ0)
2 +Φ20(∂µθsmooth + ∂µθvortex + eaµ)
2 + 2V ] (D.2)
Here we have decomposed the variable θ into a smooth component θ, that doesn’t
contain vortices, and a singular component θvortex which contains vortices, due to the
holonomy conditions (global, for total vortex number, and on patches, due to the presence
of vortices and anti-vortices separated in space),
θ = θsmooth + θvortex , (D.3)
following [79].
Indeed, the one-vortex ansatz for a complex scalar with a vortex at r = 0 is Φ =
Φ0(r)e
iα, meaning θ = α (α is the polar angle on the spatial 2 dimensional plane), a
condition that gives a holonomy, and associates a singularity, since
ǫij∂i∂jθ = 2πδ
2(x). (D.4)
To see that this is true, integrate over a small disk the relation, and using the Green-
Riemann theorem (Stokes theorem in 2d),∫
d2z(∂xfy − ∂yfx) =
∮
C
d~l · ~f , (D.5)
we get
2π =
∫
d2zǫij∂i∂jθ =
∮
C
dα∂αθ = θ(2π)− θ(0) = 2π. (D.6)
If the potential is the one of the Abelian-Higgs model, λ(|Φ|2 − v2)2, there is a vortex
(the Nielsen-Olesen vortex), but in general, the point is that the vortex ansatz must be
(and is in the Abelian-Higgs case) compatible with V = 0 at infinity.
Now more generally, for N vortices slowly moving, and located at positions xa(t),
a = 1, .., N , we define the vortex current in the same way as for the electric current of Dirac
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delta function electrons (the way Dirac intended when he invented his delta function),
jµvortex =
1
2π
ǫµνρ∂ν∂ρθ =
1
2π
ǫµνρ∂ν∂ρθvortex =
N∑
a=1
Nax˙
µ
aδ
2[x− xa(t)] , (D.7)
where for completeness we wrote a vortex charge (number) Na at each vortex location. We
note that indeed, the charge density j0 is, for a single static vortex, equal to simply δ2(x).
Also note that the contribution to the vortex current is only from the vortex part of θ,
θvortex, the smooth (non-singular) part not contributing.
Then we can perform the particle-vortex duality in the path integral as usual (following
the procedure for, say, T-duality in 2 dimensions). We trade ∂µθ for a new field λµ,
constrained to satisfy ǫµνρ∂νλρ = 0 (constraint that is solved by the previous form), then
λµ also splits into a vortex (singular) part and a smooth part, except that actually, because
of (D.4), only the smooth part satisfies the constraint,
ǫµνρ∂νλρ,smooth = 0 (D.8)
that we want to impose, whereas the vortex (singular) part will generate a vortex current,
since for one vortex,
ǫ0ij∂iλj,vortex = ǫ
ij∂i∂jθ = 2πδ
2(x) , (D.9)
and more generally, by replacing ∂ρθvortex with λρ,vortex in (D.7).
The constraint (D.8) is imposed with a Lagrange multiplier bµ, so the equivalent first
order action is
S = −1
2
∫
d3x
[
(∂µΦ0)
2 +Φ20(λµ,smooth + λµ,vortex + eaµ)
2 + 2V − 2ǫµνρbµ∂νλρ,smooth
]
.
(D.10)
Now solving for λµ,smooth instead of bµ, we find
(λµ,smooth + λµ,vortex + eaµ)Φ
2
0 = ǫµνρ∂
νbρ. (D.11)
Replacing back in the action, we find the dual action,
S =
∫
d3x
[
− 1
4Φ20
(∂µbν − ∂νbµ)2 − eǫµνρbµ∂νaρ − 2π
e
jµvortex(t)bµ −
1
2
(∂µΦ0)
2 − V
]
,
(D.12)
so θ has been dualized to the gauge field bµ, and we have obtained in the action a coupling
of it to the vortex current, which therefore acts as an electric current after the duality.
The duality performed is an S-duality, of the strong/weak type, since Φ0 acted as 1/g
for the field θ (Φ20 in front of the kinetic action), but for the field bµ we have Φ0 acting as
g (we have 1/Φ20 in front of the kinetic action).
Note that all the manipulations above are not classical, but rather quantum, since they
are still valid at the level of the path integral: indeed, the actions are quadratic in the
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terms considered, so still valid as path integral transformations, as we can easily check, so
we have a fully quantum equivalence.
Thus we have a quantum S-duality, leading to an action on the currents (4.19). Note
that it is strictly speaking only true for constant Φ0, otherwise there is an ambiguity for
where the Φ0 appears in the formula (outside, or inside the derivative).
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