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Abstract 
By definition, the PainlevC test is the set of all techniques which enables one to generate 
necessary (although generally not sufficient) conditions for the integrability of ordinary (or par- 
tial) non-linear differential systems, in the sense of Painlevk. In conclusive cases, the results of 
Painlevt local singularity analysis provide the most fundamental knowledge related with the inte- 
grability of such systems. Moreover, the qualitative behaviour of dynamical systems may also be 
probed in terms of their analytic structure. The Painlev6 test may then provide, in some cases, 
quite pertinent indications in favour of possibly chaotic dynamical behaviours in the general 
solution of such non-linear systems. 
The implementation of the Painleve test in the algebraic programming language REDUCE is 
presented in the case of systems of non-linear ordinary differential equations which are polyno- 
mials in the dependent variables and their derivatives. The implementation includes a routine for 
the automatic search for movable singularity families, and a second routine for the process of 
the PainlevC test itself, either with the help of the classical (and widely used) Kowalevskaya and 
Gambier method or within the perturbative framework developed by Conte, Fordy and Pickering. 
Keywords: Integrability; Analytic structure; PainlevC test 
1. Plan of the paper 
The plan of the paper is as follows. Section 2 is devoted to a self-contained expla- 
nation of the PainlevC method. It starts from the notion of integration, then classifies 
all singularities, and eventually recalls the rigorous definition of the Painlevb property. 
Section 3 is devoted to the motivations of the implementation, as a complete pro- 
cess of all Fuchsian perturbative approaches to the PainlevC test. Sections 4 and 6 are 
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self-contained theoretical presentations of the preliminary part of singularity analysis, 
which amounts to the detection of all singularity families, and of perturbative Painleve 
tests, respectively. Sections 5 and 7 are then devoted to the implementation of theoret- 
ical algorithms previously described. Eloquent well-known illustrations are worked out 
in Section 8. 
2. Integrability and singularity analysis 
During the last few decades, the singularity analysis of solutions of differential sys- 
tems has raised a deep interest and has motivated numerous investigations. This is un- 
doubtedly due to the rising importance of non-linear physical aws and to consequences 
of this non-linearity on the structure of associated ynamical differential systems and 
its deep influence on the qualitative behaviour of solutions of these systems. The purely 
analytic approach to this problem has seen the conjunction of certain century-old math- 
ematical methods (singularity analysis of the general solution of differential systems 
[22,5]) and modem meanings of terms like integrability and chaotic behaviour. 
Historically, the powerful methods relying upon the theory of functions of complex 
variables and the study of non-linear differential systems have been jointly used with 
the aim to generate new functions (i.e., non-elementary functions: functions which are 
not reducible to the general solution of linear differential equations nor to the solution 
of an already studied integrable non-linear differential equation). The practical evel of 
integrability has been introduced by Poincare. To integrate a differential equation in the 
sense of Poincare amounts to find, for the general solution of this differential equation, 
a finite expression (possibly multi-valued) depending on a finite number of functions 
(by definition, a function is a single-valued application of the Riemann sphere [i.e., the 
stereographic compactification of the complex plane] onto itself). 
This latter definition implies a first clussij-icution of the points of applications of 
the Riemann sphere onto itself: this classification distinguishes between critical points 
(around which at least two determinations [or branches] are permuted) and non-critical 
points. In se, the presence of a branch point is not necessarily problematic, since 
a uniformisation process may enable one to construct mnctions from such multi-valued 
applications. However, one must ensure that it is possible to undertake this uniform- 
isation process. 
Besides, non-linear differential systems are deeply different from linear ones, and the 
structure of their solutions is far more intricate. On the one hand, non-linear systems 
may possess ingular solutions, in addition to the general solution (and the associated 
particular solutions). On the other hand, in the complex plane, the singularities of 
the solution of non-linear systems are such that their positions cannot be determined 
a priori, since this position may depend on the arbitrary integration constants. This 
possible mobility of the singularities of the general solution of non-linear systems a 
priori precludes the determination of their positions in the complex plane. 
C. Scheenl Theoretical Computer Science 187 (1997) 87-104 89 
Thus, a second clussi$cation of singularities is needed. It distinguishes between mov- 
able singularities and fixed singularities in the general solution of differential systems. 
Being unconditionally uniformisable, the general solution of linear differential systems 
always defines a function. Consequently, the generation of new functions is confined 
to the case of non-linear systems. This goal cannot succeed if the general solution of 
the differential system under study does exhibit movable critical singularities (in this 
latter case, the uniformisation cannot be undertaken). From the point of view of the 
generation of new functions, the other cases (i.e., non-critical singularities and fixed 
critical singularities) do not present any difficulty whatsoever. 
The Painlevt property of a differential system is thus defined as the absence of 
any movable critical point in the general solution of this system, when analytically 
continued into the complex domain of independent variables. Differential systems with 
the Painleve property are said to be integrable in the Painleve sense (this implies 
that integrability in the Painleve sense is the most fundamental level of this concept). 
Needless to say, as far as the solution of dynamical systems is concerned, the presence 
of movable branch points is not sufficient in order to decide, for instance, about chaos. 
Nevertheless, the detection of an infinity of branch points in the vicinity of which a 
countable infinity of determinations are permuted is generally admitted to be a sufficient 
condition to ensure the existence of some chaotic regimes. 
The integrability of differential systems is thus encrypted in the singularity structure 
of their general solutions, analytically continued into the complex domain of indepen- 
dent variables. This seemingly drastic restriction to holomorphic (i.e., analytic) solu- 
tions is the only hypothesis underlying the Painleve method. In conclusive cases, this 
hypothesis enables one to obtain an analytic proof of non-integrability, for the system 
under study. The qualitative behaviour of dynamical systems may also be probed, in 
strictly analytic terms, with the help of such singularity analysis. 
The Painlevt test is then the set of all methods which generate necessary conditions 
of integrability, in the sense of Painlevt. The four classical tests (i.e., the a-method 
of Painleve himself [5], the widely used test of Kowalevskaya and Gambier [l, 51, the 
method of Bureau [5] and the recent perturbative test of Conte, Fordy and Pickering 
[lo, 6,5]) are all based on two fundamental local theorems (the existence theorem of 
Cauchy and Picard and the perturbation theorem of Poincare and Lyapunov, see [16]). 
The restriction to holomorphic solutions arises from the use of these two theorems. 
Moreover, it should be stressed that, describing local (not global) properties, these 
theorems cannot be used with the aim to prove a global property such as the Painlevt 
property of a given differential system. On the other hand, Painleve local singularity 
analysis may be used with the aim to prove the non-integrability of a differential system, 
in the sense of Painleve. 
In other words, the Painleve test is not conclusive, unless necessary conditions for 
integrability are explicitly violated. If this is not the case, the differential system may 
possess the Painleve property, but sufficient conditions must still be generated. At 
the practical level, this amounts to an explicit integration in the sense of Poincare 
(and a proof of uniformisability of the solution), or to the production of informations 
90 C. Scheen I Theoretical Computer Science 187 (1997) 87-104 
which guarantee the sufficiency (e.g., the production of a Lax pair associated with the 
system). 
3. Motivation of the implementation 
The Painlevt test has been implemented in the algebraic programming language 
REDUCE [ 131. This implementation consists in the automatization of the perturbative 
Painleve method developed by Conte, Fordy and Pickering and of the classical test de- 
vised by Kowalevskaya and Gambier (from the perturbation point of view, indeed, the 
KowalevskayaGambier test is nothing more than the perturbative test, truncated at its 
lowest [i.e., zero] perturbation order). These theoretical algorithms will be recalled in 
Section 6. Moreover, the systematic search for leading behaviours near movable singu- 
larities is undertaken with the help of another algorithm, also implemented in REDUCE. 
Section 4 is devoted to the definition and computation of such leading behaviours. 
The primary motivation underlying this implementation was the possibility to use the 
Painleve test in the broad context of qualitative studies of the behaviour of relativistic 
cosmological models. Nevertheless, beyond this particular application, it seemed inter- 
esting to develop a general tool, which could be used when tackling the systematic 
Painleve study of ordinary differential systems whose structure is such that they may 
be written as systems of polynomials in the dependent variables and their derivatives. 
So far, other implementations of the Painleve test do not offer this possibility of 
an exhaustive study of the singularity structure exhibited by the general solution of 
non-linear ordinary differential systems. Here is a brief summary’ of the current state- 
of-the-art on algebraic implementations of the strategy defined by Painlevt: 
l The MACSYMA program ODEPAINLEVE, developed by Rand and Winternitz [23], auto- 
matically detects singularity families, computes the Fuchsian indices and generates 
compatibility conditions. This implementation does not undertake the perturbation of 
the Laurent series, which is crucial in some cases, when negative Fuchsian indices 
are encountered (see [5]), and is restricted to scalar ordinary equations. 
l As far as non-linear partial differential equations are concerned, a REDUCE program by 
Hlavaty [ 171 enables one to compute and test the Fuchsian indices in the framework 
of the Kowalevskaya and Gambier test. For evolution equations in Hamiltonian 
and/or normal form, see also a REDUCE package developed by Renner [24]. 
l The MACSYMA and MATHEMATICA implementations of the Painleve test by Hereman 
et al. (see, for instance, [14, 151 and references therein), aimed at the construction 
* In order to make this summary self-contained, we give here a brief account of the preliminary part of 
singularity analysis. Singularity families are leading behaviours near movable singularities. Such families are 
used as leading terms in (truncated from below) Laurent series. These expansions are then used in order 
to generate integrability conditions, which arise at some higher (i.e., non-dominant) terms in the series. 
Compatibility conditions are associated with the so-called Fuchsian indices, which give the positions at 
which arbitrary constant parameters start to enter the expansion. In compatible cases, these Laurent series 
produce generic local representations of the general solution. 
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of solitons and solitary wave solutions of non-linear evolution equations, are also 
restricted to non-perturbative strategies. This work may be considered as an extension 
of the implementation by Rand and Winter&z, for the case of ordinary and partial 
differential equations and systems, although it does not undertake the search for 
singularity families. Hereman also maintains an up-to-date survey of the algebraic 
implementations of the Painleve test and related topics. 
l The MAPLE implementation of an algorithm aimed at the detection of singularity 
families and the automatization of the Kowalevskaya test by the Belgian group of 
the University of Brussels (see, for instance, [ 11,3]) do not check the compatibility 
conditions, and are thus restricted to the computation of Fuchsian indices. 
l The recent implementations of the perturbative test in the languages REDUCE and AMP 
[9] by Pickering [21] and Conte [4], respectively, do not undertake the systematic 
search for singularity families, in the case of non-linear ordinary differential systems. 
A more complete package is under development by Pickering. 
Our main goal here has been to build up a self-contained package allowing the 
study of the general solution of non-linear ordinary differential systems, in terms of 
its analytic structure. This package includes an algorithm dedicated to the systematic 
search for singularity families. Another routine undertakes completely the algorithmic 
part of perturbative approaches to the Painleve test. One possible interesting future 
extension of this work will include an implementation of the non-Fuchsian Painleve 
test developed by Musette and Conte [20]. In all presently known failure cases, this 
latter test proves non-integrability at first non-Fuchsian perturbation order, thus showing 
its effectiveness as compared with the Fuchsian method described in Section 6. 
4. Singularity families 
The first step is the detection of all non-critical movable singularity families, that is 
to say the computation of all leading coefficients, I?, and singularity orders, ji, which 
define all possible leading behaviours of the general solution ii in some vicinity of a 
non-critical movable singularity. We introduce the notations 
2 E Z(i;,x) = 0, (1) 
J 
u’z 2x3 + c j$o);ci+a + qxJ+ii+l), (2) 
j=l 
x :=x -x0, (3) 
where i? represents the ordinary differential system, Z, the set of dependent variables, 
x, the independent variable and x, the expansion variable. Vectors 3 and Z represent, 
respectively, the order and the principal part of the singularity under study, located at 
the movable point x =x0. Hereafter, components of j? will be taken as polynomials in 
zi and its derivatives, and as analytic functions in x. 
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The detection of all singularity families requires the computation of all possible 
values of the singularity order’s components, say pi, for which at least two terms 
balance each other in every differential equation of the system, while all other terms 
may be neglected, as arising at strictly higher powers of the expansion variable x (the 
balance between these leading terms usually determines the value of the principal part 
of singularity, Z). By definition of a principal part, all components of 2, say ai, must be 
non-zero. Moreover, in order to reject multivaluedness, one requires that all components 
of 5 should be integer-valued (and at least one component should be negative). Thus, 
one obtains the first two necessary conditions for integrability: 
NCl: Cli # 0 Vi, 
NC2: pi EZ Vi. 
(4) 
(5) 
The only transformations keeping invariant the Painleve property of the ordinary 
system (1) are homographic transformations of dependent variables u’ and arbitrary 
holomorphic changes of the independent variable x. Such transformations generate the 
equivalence class of the Painleve property. Therefore, all homographic transformations 
of u’ must be considered at the same time. The transformation u, H u, := u;’ is included 
in this class. Hence, during the search for singularity families, a priori selection of 
possibiy decisive terms on the left-hand side of (1) must be handled cautiously. Let us 
suppose, for instance, that the sum U, + ~2 appears on the left-hand side of the system 
(l), and let us consider the expansion (2) for u,. Then, U; dominates u,, if pn <O, 
while U, dominates U: if p,, >O. Hence, neither term in this sum should be discarded 
a priori during the preliminary search for singularity families. 
5. Algorithm for the detection of singularity families 
The program which undertakes the search for singularity families requires one (and 
only one) input data, namely the non-linear ordinary differential system under study, 
written in the so-called canonical form of Cauchy (first order, solved for the deriva- 
tives). The program only requires the right-hand side of the system dii/dx =g(ii,x). 
A dedicated routine then builds up a list of secondary lists which enables the program 
to consider every dominant differential system which is a priori possible. To be specific, 
each secondary list contains all the information associated with the dominant (or non- 
dominant) behaviour of each particular term in each equation of the system, in some 
vicinity of a non-critical movable singularity. This routine guarantees an exhaustive 
probing of the system. 
With the help of each secondary list, the program then builds up the dominant differ- 
ential system, the linear algebraic system which enables one to compute the components 
of the singularity order, p’, and the non-linear algebraic system whose solution gives 
the components of the principal part of singularity, Z. If the differential order of the 
system is equal to M and if the differential equation number i contains n(i) terms, then 
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the algorithm undertaking the search for singularity families must typically 
m:=,!J &;~~:,!J -1) 




gorithm undoubtedly constitutes an obstacle, as far as high order differential systems 
(and/or large differential systems) are concerned3 . 
The program then tries to solve the (partially non-linear) algebraic system whose 
solution gives the components of the vectors ji and h This computation is undertaken 
with the help of the GROEBNER package [2, 193, implemented in REDUCE. For all test- 
cases considered up to now, this strategy has proved to be sufficient. Usually, the alge- 
braic system for 5 and a’ admits no solution. Under these circumstances, the program 
switches to the next dominant differential system. On the other hand, when it encoun- 
ters a compatible algebraic system, the program requires that the solution thus obtained 
does indeed define a singularity family. To be specific, the program requires that all 
components of the singularity order, pi, have been determined, that all components of 
the principal part, cli, are non-zero and, eventually, that the set of terms involved in 
the definition of the singularity family does build up a dominant differential system. 
If this is indeed the case, the program then creates a list which contains the principal 
part of the singularity, Z, the singularity order for the solution zi itself, 3, the singularity 
order for the system, and the dominant differential system. Of course, the necessary 
condition NC1 (4) is always required, but it should be stressed that the necessary 
condition NC2 (5) is never strictly required by the system, since some obvious non- 
homographic transformations of the dependent variables (i.e., transformations which 
do not preserve, stricto sensu, the Painleve property) do often suffice to evade the 
obstacle of movable algebraic branch points. This strategy amounts to tolerate movable 
algebraic branch points in the general solution, and to test explicitly the absence of 
any movable logarithmic branch point at the Painlevt test level itself. 
The use of non-homographic transformations allows one to take into account the 
fact that many differential equations, which are not integrable in the strict mathematical 
sense of Painleve, are indeed integrable in some obvious (and somewhat larger and 
arguably more significant) practical sense: their general solutions, exhibiting a movable 
algebraic multivaluedness, are strictly non-problematic from some obvious practical 
point of view. As yet, the extremely important theoretical problem dealing with the 
existence of such non-trivial transformations has produced few algorithmic results (see, 
for instance, [12]). In its current implementation, the algorithm presented here does not 
3 The rough estimate (6) is combinatorial and somewhat pessimistic. Needless to say, in practice, the 
algorithm reduces the input system to the system which only contains all the terms which may be decisive 
during the search for singularity families (the selection routine used by the algorithm is, of course, restricted 
by the crucial remark stressed at the end of Section 4). Moreover, the requirement for input differential 
systems written in the canonical form of Cauchy is obviously not necessary. Another routine, more efficient 
and without such input restrictions, is currently under development. 
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search for such transformations: it allows non-logarithmic branch points (as would 
be the case around x =x0 for xJ’ with p E R\Z) and checks the absence of movable 
logarithms. 
The algorithm which undertakes the search for leading behaviours in some vicinity 
of non-critical movable singularities, may receive a computer-based illustration, with 
the help of a simple (but eloquent) example, already studied by Ramani et al. [22], 
which amounts to obtain the singularity families of the system 
UIJ = +aur - I41242 - 24:, (7) 
u2,x = 342 + 4u2, (8) 
where the index x denotes the derivative with respect o x (a is some constant para- 
meter). The program leads to the following families, with arbitrary constant 242,s: 
j-1: UI = + x-l + 0(X0>, f42 = + u2,ox + W2), (9) 
f2: u1 73 - x-’ + 0(x0), u2 M + 2x-1 + 0(x0). (10) 
The family f 1 generates a meromorphic local representation f the general solution, 
but the family f 2 leads to a violation of integrability conditions (see Section 8). 
6. The Painlevk test 
As mentioned earlier, all Painleve tests are based on two local theorems, which we 
now recall (the proofs of these classical results may be found, for instance, in [16]; 
see also [5]). The f&-St main result is the existence theorem of Cauchy and Picard. 
Theorem 1 (Cauchy, Picard). Consider an ordinary dtjerential system of dtjkential 
order N, written in the canonical form of Cauchy, namely 
$ =Iz(ii,x): (2,x) E cN x c. 
Consider (ii~,x~) E CN x C and D 3 (G,,xo). If I? is holomorphic in D then 
l there exists a solution ii, in agreement with the initial condition ii = iio, 
a this solution is unique, 
l it is holomorphic in some domain containing (i&,x0). 
The following lemma, due to Poincare, is also necessary. 
Lemma 1 (Poincare). Consider an ordinary dtjerential system of dtjerential order 
N, depending on a small parameter E E C, written in the form of Cauchy, namely 
dii 
- =@,x,s): (L&E) E CN x C x C. 
dx 
Consider (&,x0,0) E (EN x @ x C and D 3 (i&,x0,0). If I? is holomorphic in D then 
a the solution mentioned in the theorem of Cauchy and Picard exists, 
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l it is unique, 
l it is holomorphic in some domain containing (i&,x0,0). 
Note that I? may be independent of E E @. 
We now introduce the Frechet derivative. Consider the point x E C, the differential 
application defined by the left-hand side of (1 ), which is not necessarily given in the 
form of Cauchy, and some point u’ E @ N. By definition, the Frechet derivative of I? at 
u’ is the linear application 2(2,x), defined by the following relation, which holds for 
all v’: 
2(G,x)iY:= fiimo 
@ii + Iv’,x) - Z(Z,x) 
--+ 1 
(11) 
When the system ( 1) is given, together with some point ii, the linear system g(ri,x) 
v’= 0 for v’ is the linearized equation associated with (1 ), in some vicinity of the point 
ii. We now introduce the following formal Taylor expansions: 
+CO 
u’= c &n), d = ‘c” &n), 
?I=0 n=O 
(12) 
such that, by construction, the input differential system addressed by the previous lemma 
is now equivalent to the infinite sequence of differential equations 




- = &jco),x,O)u’c”~ + $n)(,-(o),$l), . . . $WX), 
dx 
where the vector 3(n) is some non-linear function of its arguments. At order n = 0, 
Eq. (13) is non-linear. When Z? is independent of E E C, at first order, n = 1, Eq. (14) 
is the linearized equation, with vanishing second member. At higher orders, n 82, the 
same linearized equation is always encountered, with second members generated by 
non-linear functions of all previously computed coefficients in (12). From the inte- 
grability point of view, at perturbation orders n = 0 and n = 1, one will require that 
the general solution of Eqs. (13) and (14), respectively, is free from movable critical 
points. At higher orders, n 2 2, one will only require the existence of some particular 
solution without movable critical points. The second main result is the perturbation 
theorem of Poincare and Lyapunov, with variants due to Painleve and Bureau. 
Theorem 2 (Poincare, Lyapunov). Consider an ordinary difirential system of difSer- 
ential order N, depending on a small parameter E E @, written in the canonical form 
of Cauchy, namely 
dii 
- =J&%x,&): (i;,X,&)EC=N x c x c. 
dx 
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Consider (iio,x~, 0) E cN x (I2 x C and D 3 (iio,xo, 0). If I? is holomorphic in D and 
tf the general solution of this latter system is single-valued (resp., free from movable 
critical points) in the domain D except maybe at E = 0, then 
l the general solution is also single-valued (resp., free from movable critical points) 
at E = 0 (thus, this point does not make up an exception), 
0 every term iP) in (12) is single-valued (resp., free from movable critical points). 
The algorithm recalled and implemented below builds integrability conditions and 
applies the perturbation theorem at a movable non-critical singular point x0. In the 
framework of the perturbative approach due to Conte et al. [6] the perturbation para- 
meter E E C is not intrinsic, inasmuch as it is introduced from outside the differen- 
tial system (E is the expansion variable of formal Taylor series). The classical test of 
Kowalevskaya and Gambier, revived by Ablowitz et al. [l], is also an application of the 
perturbation theorem (see [5]). In practice, however, the meromorphic assumption clas- 
sically underlying this latter method (i.e., the requirement that all movable singularities 
are poles) is not rigorously linked with the integration theory outlined in Section 2. 
Indeed, the crucial classification distinguishes between critical and non-critical singu- 
larities, and this has nothing to do with the non-relevant classification between poles 
and essential singularities, since essential singularities can be critical or not. Therefore, 
we shall adopt here the perturbative point of view. 
All algorithms described here build perturbed systems, denoted by i? E Z?(c,X,s) 
= 0, from the input differential system (1 ), and apply the perturbation theorem at a 
movable non-critical singular point, located at x0. The crucial transformation, leading 
from {2,2,x} to {Z?, 0,X, E}, is called the extrinsic perturbation. As an example, let 
us point out that the method of Kowalevskaya and Gambier applies the theorem of 
Poincare and Lyapunov to the following perturbation, which is due to Gambier: 
X=X0 + EX, G=+fE n+@.$n)p+$ 9 E”+Gf(“)X”+q’ 3 (15) 
n=O n=O 
where 3 and 4’ are singularity orders associated with the solution and with the differ- 
ential system, respectively. Throughout the paper, this method of pole-like expansions 
is used only in order to detect all families of movable singularities. Integrability con- 
ditions are generated with the help of the method due to Conte et al. [6]. Therefore, 
we now concentrate on the perturbation underlying this latter method. 
One defines, in some vicinity of a movable non-critical singularity, located at x :=x- 
x0 = 0, a double series which incorporates one perturbative Taylor series (truncated at 
perturbation order N) and one (truncated from below) Laurent series. This double 
expansion is meant to be a generic local representation of the general solution u’ of the 
input differential system (1 ), not necessarily written in the form of Cauchy 
N (n-N)j- ij, 
ii=xEn c -6) j+@ 
n=O j=nj_ 
uj X ) &En 
n=O 
(16) 
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where the integers j_ and j+, respectively denote the lowest and highest Fuchsian 
indices, to be defined below. The vector 4’ denotes the singularity order associated 
with the system itself. The strategy of the Painleve test is thus to write down the 
necessary conditions which, when they are identically satisfied, enable one to generate 
this double series. In order to achieve this aim, one tries to solve, for each particular 
value of n and j, the following recurrence relation, whose solution gives the coefficients 
of the inner expansion (i.e., the Laurent series) in the ansatz (16): 
Vn~O, Vj>nj-, (n,j)#(O,O): ~~""P(j)i;i'"'+~~)({Iz~)},x)=O, 
Vi dn, VT- ij_ <j - nj-, (ii,J) # (n,j), 
(17) 
where @’ denotes a vector whose structure is a polynomial with respect to all the 
previously computed Laurent series coefficients, and with the definition 
(18) 
The so-called indicial operator, P(j), may be computed with the help of the lin- 
earized operator (i.e., the Frechet derivative, see formula (11)) associated with the 
non-linear differential system under study, given in (1). When the computation of 
expansions (16) is possible, the end-product is a local representation of the general 
solution. It is valid in some annulus centred at x = 0 and in the neighbourhood of 
E = 0. 
Our starting point problem (with differential equations) is thus reduced to a problem 
which involves nothing more than algebraic equations (i.e., an algebraic problem where 
all the essential features of the differential problem have been encrypted). At zeroth 
perturbation order, the (non-linear) algebraic problem amounts to find all the movable 
non-critical singularity families, and one requires the absence of any movable branch 
point in the general solution of the problem. Informations are obtained, of course, with 
a perturbation different from (12), since order zero produces the complete non-linear 
system. One uses the test of Kowalevskaya in order to compute the principal part 
of all families of movable singularities, see expansion (15). One also requires both 
conditions (4) and (5). However, necessary conditions for the absence of movable 
logarithms are produced generically, for all orders n 2 0. For all perturbation orders 
strictly higher than zero, the algebraic problem is, of course, a linear one. At first 
perturbation order, one requires, again, the absence of any movable critical singularity 
in the general solution. At higher perturbation orders, n 2 2, however, one only requires 
the existence of a particular solution without any movable branch point. This is due to 
the fact that, for any given structure of Fuchsian indices, the double series, truncated 
at first perturbation order, already offers a local representation of the general solution. 
The structure of the recurrence relation (17) implies that, for certain values of the 
summation index j, arbitrary coefficients must be introduced in the Laurent series. 
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These particular values of j are, by definition, the so-called Fuchsian indices; in other 
words, they are the solutions of the algebraic indicial equation 
det(P( j = pi)) = 0. (19) 
Necessary conditions for integrability in the Painleve sense may then be deduced 
from the theory of Fuchs (local representation of the general solution of linear ordinary 
differential equations in the vicinity of a regular singular point). To be specific, one 
requires that each particular Fuchsian index, ri, should be integer-valued (positive, 
zero or negative), that the total number of Fuchsian indices should be equal to the 
differential order of the system under study, M, and, eventually, that a rank necessary 
condition should be satisfied for each distinct Fuchsian index. One will thus write down 
the following Fuchsian necessary conditions for integrability: 
NC3 : h mult( j = Yi) = M, (20) 
i=l 
NC4: ri EZ Vi, (21) 
NC5 : mult( j = ri) = dim ker(p(j = Ti)) Vri, (22) 
where ker(P) denotes a basis of linearly independent vectors whose linear combinations, 
say y’, satisfy the vectorial equation Py’ = 0. If the condition NC3 (20) is satisfied, the 
family is maximal. Moreover, a maximal family is said to be principal if all its Fuchsian 
indices are positive or equal to zero (apart from the ever-present Fuchsian index - 1, 
which must be counted only once even if its multiplicity is not equal to 1). 
When the perturbative method is required, the Painlevt test generates, at each 
Fuchsian index (whether positive, equal to zero or negative) and at each pertnrba- 
tion order, one orthogonality condition for integrability in the Painleve sense. On the 
other hand, when this perturbation is not required (i.e., when N := 0 in (16), which 
occurs when j_ = - 1 and mult(j_ ) = 1 ), this latter condition is generated for strictly 
positive Fuchsian indices only. This orthogonality condition, deduced from the theory 
of Fuchs, reads 
NC~ : @$ I ker(& j = ri)) Vn 2 0, Vri, (n, ri) # (030). (23) 
When no violation has occurred, the Painleve test is definitely not conclusive (the 
conditions generated are not sufficient conditions, nor do they even build up a complete 
set of necessary conditions). On the other hand, when violations have been encoun- 
tered, the method analytically proves the non-integrability of the differential system 
under study, in the Painleve sense. If the orthogonality condition NC6 (23) has been 
generically violated, the polynomials produced by the algorithm may be handled in or- 
der to extract the information associated with all the single-valued particular solutions 
that may happen to be present. The Painleve test thus produces valuable informations 
which often allow one to generate, and to write down, all the single-valued particular 
solutions that may be written in an exact and closed analytic form. 
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7. Implementation of the Painlevk test 
The wide spectrum of differential systems that may be tackled with the help of the 
Painleve strategy outlined above has motivated the implementation of the Painleve test 
in the algebraic programming language REDUCE. The algebraic degree of complexity of 
the algorithm, along with its systematic approach, have proved this implementation to 
be necessary in most interesting cases. 
In the case of a principal family, our implementation of the Painleve test in REDUCE 
truncates the perturbative test at order zero, in order to generate integrability condi- 
tions4 . On the other hand, in the case of a non-principal maximal family (for instance, 
in the case of Chazy’s class-in Eq. [5] and in the case of the homogeneous relativistic 
cosmological model of Bianchi type-ix [7,18,8,25]), the program chooses to perturb 
the Laurent series (in order to extract informations associated with negative Fuchsian 
indices), and uses the perturbative test of Conte et al. [6] for all 0 <n <N. 
The singularity analysis program explicitly checks the necessary condition NC3 (20) 
(this test detects maximal families), the necessary condition NC4 (21) and the rank 
condition NC5 (22). If at least one of these Fuchsian conditions is violated, the pro- 
gram then stops. However, it should be stressed that the presence of real rational 
Fuchsian indices (i.e., a circumstance which suffices to produce a failure of the con- 
dition NC4 (21)) reveals the presence of algebraic branch points. If such a situation 
occurs, a non-homographic transformation of the dependent variables (i.e., a trans- 
formation which does not strictly preserve the Painled property) may allow one to 
evade the non-redhibitory obstacle of an algebraic multivaluedness. Thus, the Painleve 
test may always be used in order to check the absence of movable logarithmic branch 
points. Of course, if some computed Fuchsian indices are such that ri E Q\Z, the al- 
gorithm always allows the user to run the program in order to generate integrability 
conditions associated with all computed integer indices that may happen to be present 5 . 
The condition NC3 (20) allows one to ensure that the series that is being generated 
will be a local representation of the general solution, and not a local representation 
of some singular solution. Let us recall that the solution involved in the definition of 
the Painleve property is the general one. On the other hand, the singularity structure 
of singular solutions is not correlated with that of the general solution. Nevertheless, 
a singular solution always satisfies a differential equation of a strictly lower order than 
the equation under study. Finally, let us stress that a violation of the rank condition 
NC5 (22) always reveals the presence of a logarithmic multivaluedness. 
4 In practice, the program then reduces the computations to those required by the method of pole-like 
expansions. It generates the series (16) with N := 0, that is to say the series ii = C ii,$+fi, where the 
summation index j runs from 0 to j+. The program then checks compatibility conditions associated with 
strictly positive Fuchsian indices. Hence, in this case, the algorithm is bounded. 
’ One must here distinguish between minor and major violations of necessary conditions written with the 
Painleve test. As it turns out, this distinguishes between mildly-branched solutions and dense accumulations 
of branch points in the complex domain. In the latter case, the search for transformations re-establishing the 
Painlevt property of differential systems does seem hopeless. 
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As already mentioned, when the singularity analysis program is allowed to truncate 
the Fuchsian perturbation at order zero (i.e., in the case of a principal family), it 
automatically restricts itself to zeroth perturbation order, namely N := 0 in (16), and 
it defines automatically the upper bound of the Laurent series, in a manner such that 
the highest Fuchsian index, namely j +, will also be tested. Let us recall that, in the 
Fuchsian Painleve test, no-logarithm conditions are produced generically, for all values 
of the summation index n 2 0. This includes order zero. 
On the other hand, when the presence of a non-principal maximal family requires 
the perturbation of the Laurent series, the program a priori decides to test all the 
Fuchsian indices up to, and including, the second perturbation order (N := 2 in (16)). 
This choice is obviously arbitrary: the user should be aware of the fact that, in the 
framework of the perturbative test, the mechanism which generates the integrability 
conditions is definitely not a closed mechanism (it is generally impossible to know 
in advance whether there exists a maximal perturbation order, beyond which no new 
integrability condition can be generated). Whenever this case occurs, the user will 
very often be compelled to manipulate himself the lower and upper bounds of the 
double series, in order to check the absence of logarithmic multivaluedness at higher 
perturbation orders. This manipulation amounts to define, with global variables, the 
maximal perturbation order, N, and the value of the highest index that will be tested, 
before any run of the program. 
With the help of some dedicated routines, the program computes the linear differ- 
ential operator of Frtchet (1 I), its restriction to the leading term of a (truncated from 
below) Laurent series, and the indicial operator Z’(j), see (18). The computation of 
the indicial operator by the formula (18) is constructive and allows one to interpret 
the solutions of (19) as Fuchsian indices. All computations are handled with local rule 
lists acting on the left-hand side of (1 ), namely Z?(ii,x). This enables the program to 
compute both i?(Zx”,x) and z( 2x3 + Ax+j+r’ ,x). Limits are then identified with the rel- 
evant expressions where the local rule list {A = > 0) holds (the relevant expressions in 
formulae (11) and (18) are, of course, always regular at the point 2 = 0). The program 
then solves the indicial Eq. (19) and thus obtains the Fuchsian indices. 
The program next generates the perturbative Taylor series (possibly truncated at 
its zeroth perturbation order) and the Laurent series. While keeping the resolution 
ordering dictated by the dependence of the vector @’ with respect to all the previously 
computed double series coefficients, the program then solves the recurrence relation 
(17). This strategy allows the program to generate orthogonality necessary conditions 
for integrability (23) as soon as possible. In this respect, the program is optimized. 
The extraction of the left-hand side of the recurrence relation (17) is the slowest 
step of the algorithm. A dedicated routine has been written in order to extract the 
coefficient of a given (positive, zero or negative) power of any variable in an expres- 
sion of Laurent-series type. When the current index, j, is not a Fuchsian index, the 
program solves the recurrence relation (17) and computes the Laurent series coeffi- 
cients. The results are put into a (locally invoked) rule list. On the other hand, in 
the case of a Fuchsian index, the program checks the orthogonality condition NC6 
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(23), with the help of the NI-JLLSPACE procedure of REDUCE (this allows one to compute 
ker(P)). 
When this latter condition is identically satisfied, the program introduces arbitrary 
constant coefficients in the double series (at first perturbation order for the non-negative 
Fuchsian indices and at each perturbation order n 2 2 for all the Fuchsian indices, these 
arbitrary constant coefficients are indeed set to zero, since newly introduced arbitrary 
coefficients would then trivially perturb the old arbitrary coefficients, already introduced 
and associated with the same Fuchsian indices: one rejects non-independent [additive] 
parameters). Such parameters are produced with the help of the MKID procedure. 
On the other hand, when the orthogonality condition NC6 (23) is not identically satis- 
fied for all the values of previously introduced arbitrary constant parameters, 
the program then creates a list which contains the values of both n and j where 
the violation occurred, and the value of the scalar products of the vector 67’ along 
the basis vectors of the kernel associated with the transposed matrix of P(j). In the 
case of such a violation, the use of the GROEBNER package [2, 191 in REDUCE allows 
the program to extract all the single-valued particular solutions that may happen to be 
present. This powerful strategy produces the information which sometimes enables one 
to write down, in an exact and closed analytic form, all the single-valued particular 
solutions associated with a generically non-integrable differential system. 
8. Some explanatory illustrations 
We work out here some illustrative examples. The first illustration deals with the 
quite simple system (7, 8), which is indeed straightforward to study by hand. The 
second example is provided by a relativistic anisotropic spatially homogeneous cosmo- 
logical model, and has been chosen because of its value as an illustration. 
In the case of the differential system given by Eqs. (7) and (8), the singularity 
analysis program produces, for the first singularity family, fl, the Fuchsian indices 
ri E { - 1, 0). Obviously, no orthogonality condition needs to be checked here. Thus, the 
first family generates a meromorphic local representation of the general solution. On the 
other hand, in the case of the second family, f2, the program produces the Fuchsian 
indices ri E { - 1,2}, truncates the perturbation ( 16) at order zero and generates the or- 
thogonality condition for (n, j) = (0,2). This latter condition is generically violated, but 
the program produces the only condition under which it is indeed possible to overcome 
this difficulty (i.e., it produces the integrability condition, a = - 1, for the differential 
system under study). The computer output produces expansions which begin like 
241 M -x-l + a+2 2 + %,2X - gu + 1)x log(x), (24) 
U2 = +2x-l + a + ( q2 + t<u + 1) + fa”) x - ;<u + 1)x log(x) 
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In the framework of cosmological applications, the method has been used in order 
to prove the non-integrability of relativistic dynamics of spatially homogeneous and 
anisotropic cosmological models of Bianchi type-m, in the vacuum case [7, 181. Our 
own implementation has then been used in order to study this latter cosmological 
model in the presence of perfect fluids [8], and in the framework of Brans-Dicke 
gravitational and scalar coupled fields theory, again in the vacuum case [25]. Numerous 
other systems of ordinary equations have been studied with both REDUCE programs 
described here, up to and including ninth-order differential systems with fifth-degree 
polynomials in the dependent variables and their derivatives. 
In the vacuum case, the relativistic dynamical system which governs the temporal 
evolution of Bianchi type-Ix homogeneous metics may be written in the form 
a, = +a@ - B - C), b,=+b(B-C-A), c,=+c(C-A -B), 
(27) 
A, = - a(a - b - c), B, = -b(b - c - a), c, = -c(c - a - b), 
with the algebraic (vacuum) constraint 
A2+B2+C2-2(BC+CA+AB)+a*+b*+c*-2(bc+ca+ub)=O, (28) 
where the index x denotes the time derivative with respect to x. The conclusive maximal 
singularity family is given by the leading behaviours 
a M b z c z fix-l + 8(x1), A=BBCC~-‘+O(X~). (29) 
The singularity analysis program produces the six Fuchsian indices 
YE {-l,-l,-1;2,2,2}. (30) 
Consequently, the program chooses the perturbative test (since the multiplicity of 
the Fuchsian index -1 is equal to 3) and it encounters a first explicit violation of 
the orthogonality conditions, when the step (n,j) = (3, -1) is reached. The program 
eventually underlines all the possible single-valued particular solutions (i.e., the Taub 
axisymmetric solution and the solutions of both Euler and Darboux-Halphen systems). 
The detection, in the general solution of a given differential system, of an infinity of 
movable logarithmic transcendental essential singularities is generally admitted to be 
a sufficient condition to ensure the existence of some chaotic regimes. The cosmological 
model under study here is thus an eloquent example of such non-integrable systems. 
Thus, even though this is dearly a drastic reduction, chaotic issues may be tackled 
in terms of the integrability concept. Indeed, as far as couuriunt relativistic cosmolog- 
ical models are concerned, the very wide equivalence class of the Painlevt property 
(recalled at the end of Section 4) has proved to be a crucial feature. 
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