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This work deals with the analysis of a class of semilinear vector stochastic 
operator equations. The method of the stochastic Green’s function due to Adomian 
is extended to the above-mentioned class of equations. Some perturbation 
techniques are also developed and a pertinent application in nonlinear mechanics is 
considered. 
1, INTRODUCTION 
In some recent works [ 1-3 J Adomian and his co-workers have studied and 
developed an accurate mathematical method to obtain quantitative results for 
the following class of nonlinear stochastic differential equations: 
L?y + M(y,j,,.*) =x, 
Y = Y(L w), x = x(t, w), tE T WE (Q,F,iu), 
where 9 is a stochastic differential operator of the type 
9 = L + R = ? (q(t) + a& co)) $, a, # 0, a, = 0, 
i=O 
(1) 
(2) 
(3) 
and JV is a nonlinear stochastic term of the type 
.N“ = ./l“(y, j ,..., b(t), P(t, a)), (4) 
and where a and b are sets of deterministic parameters, a and p are sets of 
known stochastic coefficients and, finally, x = x(0, t) is a known bounded 
stochastic process. 
Equation (1) is here presented as a differential stochastic equation, 
however, the validity of the method is more general. In fact, such an 
330 
0022-247X/83 $3.00 
CopyrIght 0 1983 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
SEMILINEAR STOCHASTIC SYSTEMS 331 
equation can be regarded as an operator stochastic equation and the solution 
techniques have been recently extended to linear and some nonlinear partial 
differential equations [4,5]. 
If the deterministic operator L has an inverse L-r for fixed o E Q, then 
the Green’s function I(t, r) of the operator L can be found and, according to 
the aforementioned method, the solution process can be written as 
- I t I@, t)JY’(y,j ,...) dt, 0 
that is, in terms of a stochastic Volterra equation to be solved by a suitable 
iterative process. Some discussion on the iterative process with practical 
application is given in Ref. [3]. 
Let us note that such a method is a constructive one and it can supply 
quantitative results, as indicated in the examples of Refs. [ 1, 31, on the first- 
order statistics as far as the corresponding deterministic equation is solvable; 
and that a very large class of mathematical models of real physical systems 
can be cast into Eq. (1) or into a suitable derivation of such an equation. 
Moreover if some attention is given to the problem of the mathematical 
modelling of physical systems, then the extension of Adomian’s method to 
first-order random vector differential equations is quite natural. 
Accordingly, this present paper deals with a class of semilinear stochastic 
differential equations as described in the second section of the paper. The 
third section deals with the determination of the Green’s function, which is 
one of the crucial points of the said method, and is found, in the class of 
considered equations, on the basis of a known theorem due to Sansone and 
Conti. For the said determination, a formal transformation is made into an 
integral equation. An application in mechanics is considered in the final 
section and some quantitative results are obtained and discussed. 
2. DESCRIPTION OF THE MATHEMATICAL EQUATION 
We consider the class of physical systems, which can be cast into a 
semilinear ordinary differential equation with given initial conditions with a 
deterministic linear term and a random nonlinear term. More precisely, the 
mathematical system is described by the following set of axioms: 
(a) The state of the system is described by the random vector 
z = z(w, t): R x T + D c R 2n (6) 
with D a bounded (subspace of I?“‘. 
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(b) The time evolution of the system is dejked by a stochastic, 
semilinear, ordinary, dlrerential equation, 
i = [A@, a>]z + cp(z, t, ~(0, t)), z(t = 0) = zo, (7) 
where [A(t, a)] is a 2n x 2n matrix whose elements a,(t, a) are depending on 
time t and on a set a of deterministic parameters and r is a set of random 
identiJication parameters of the type 
r = {r,l, rh = rh,,( 1 + ah(w9 t)), rO = irho)- (8) 
The same equation can be written for each i-component (i = 1, 2,... 2n), 
with the same notations of the first paragraph 
L(‘)zi + L(*)zj + d(z, r) = 0, (9) 
where 
d 
L”’ = - 
dt ’ 
L’*’ = - f a,(& a), 
j=l 
(10) 
Jq= -lpi. (11) 
The deterministic differential equation corresponding to Eq. (7) is given by 
i = [A(& a>z + cp(z, t, ro). (12) 
With regard to this last equation, let us assume that the following conditions 
hold: 
(i) a unique solution z(t; zo) exists for every a, r,, and zo; 
(ii) the functions aij and vi are continuous in all their arguments and 
periodic with period y; 
(iii) the homogeneous system, obtained by setting cp = 0, is such that 
iA@ + ~11 = P(t)1 and has not any periodic solutions (besides the null 
solution) with period y. 
The objectives of this research consist in analysing the applicability of the 
Adomian method to the study of the random periodic response of the above- 
defined class of systems. 
3. ANALYSIS 
Let us now consider Eq. (12), which, as known [6, pp. 466-4751 under the 
hypotheses (i), (ii), has a periodic solution that can be found as the solution 
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of the boundary value problem such that z(t + 7) = z(t), in the form of the 
integral equation 
~0) = (“ [G(t, s)] cp(s, z(s)) ds, (13) 
Jo 
where [G] is the Green matrix given by 
[G(bs>l = [W>l[W)l-‘- IW>I[U(Y>-ZI-’ [W’)l[U(s>I-‘~ s < 6 
(14) 
IG(hs)l =-FWW-T’ [WWW-‘3 s > t, 
where [U(t)] is the principal fundamental matrix of the homogeneous system 
i = [A ]z. Analogously, and as an alternative, if the Lagrange method of the 
variations is applied, the general solution of Eq. (12) is 
z(t) = [U(t)] z. + f [G*(t, s)] cp(s, z(s)) ds, 
-0 
(15) 
where 
[G*(t, s>l = [W)llW)l-‘. (16) 
Referring now to Eqs. (13) and (15) let us note that, since [U(t)] is the 
fundamental solution of a linear problem, it can be obtained, hopefully, in an 
exact form, or in an approximate analytical form with the application of the 
Galerkin method [7]. Therefore, according to Refs. [l-3] and as recalled in 
the first section of this work, the stochastic process solution is also the 
solution of the integral stochastic equation 
z(w, t) = i,’ [G(t, s)] cp(s, z(s, o), r(s, w>) ds (17) 
or, by Eq. (1% 
z(w, t) = [u(t)] zo(o) + I,; [G*(t, s)] cp(s, z(s, 01, r(s, 0)) ds. (18) 
Remark I. Equation (18) formally defines the general solution process, 
whereas Eq. (17) can be applied for the search of solutions when the 
asymptotic oscillating regime is reached. 
Let us now consider Eq. (17) and develop a regular perturbation 
technique; obviously the same method can be easily extended to Eq. (18) 
without any further difftculty. The method can be developed under the 
following hypotheses: 
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H.1. The term cp depends on a small deterministic parameter E, 
cp = cp(z, t, r(w t); ~1, 
and admits an expansion of the type 
m-1 
(19) 
H.2. The solution z(O) of the reduced problem 
z(“‘(&o) = Joy [G(t, s)] cp”‘(s, zco)(s, w) r(s, w); E = 0) ds 
exists and is unique. 
(20) 
The solution of Eq. (17) can then be searched for in the form 
m-1 
z(t, w) = 1 CzCK)(t, w) + R,(t, w) 
K=O 
(21) 
and the following lemma holds: 
LEMMA. Under the hypotheses H.l and H.2, and once z(“(o, t) is deter- 
mined, then the functions zCk) can be obtained by solution of random linear 
integral equations and the remainder R,(w, t) is bounded as 
ll%ll G yh IIGII. 
Proof. Let us firstly consider the expansion defined by Eq. (18) and let 
us note the following: 
cp (O’ = cp(t, z(O’(w, t), (0, t); & = O), 
cp = (K) = (gjy, g 
gj”’ = &y’(Z(“), z(l),..., z(*- I); r) + 
Replacing the above expressions and the expansion defined by Eq. (21) into 
Eq. (17), the following result is obtained: 
z* = mf’ eKzCK)(t, w) = j; [G(t, s)] I!; E~~‘“‘(z*(w, s), r(w, s)) ds. 
lC=O 
Equating the terms of the same power of sk, then for k = 0 the nonlinear 
equation (20) is obtained, which, according to H.2, supplies a unique 
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solution; whereas, for k > 0, according to the previously defined expansion, a 
sequence of linear integral equations is obtained in the form 
z;~)(w, t)= !;: [ G(t, s)] gj”(z(“, z(I),..., zcK); r) ds, Ic = 1, 2 ,..., m - 1. 
Let us now evaluate the remainder 
< Y IllG(t, s)l(cp - cp*)ll G Y IIGO, s)ll . /Iv - cp* II
< yh II W, s>ll 
which proves the Lemma. 
Let us now consider some particular cases which, however, can occur in 
many physical problems. In particular, let us consider the problem defined 
by the following further hypothesis, which is more restrictive than H. 1: 
H.3. The nonlinear term cp can be written in the form 
cp = ‘P’O’(t, r(w, t)) + EW(Z(W, f>, r(w 0, t), (22) 
where the term w admits an expansion of the type 
m-1 
y=y*= \‘ _ &?p’, II v - w * II < h = W”‘). (23) 
K ~I 0
In this particular case, 
z(‘)(t, w) = (’ [G(t, s)] cp”‘(s, r(s, co)) ds, (24) 
‘0 
namely, z (‘) is obtained by a quadrature, and the same qualitative result 
holds for the terms 
z(l)@, CO) = Joy [ G(t, s)] y(“‘(z(o’(s, co), r(s, co>, s> ds (25) 
and so on. 
Therefore, in both cases, but particularly in the second one, as it has been 
defined by H.3, the main point is the differentiability of the function cp and 
the actual structure of the expansion in terms of powers of E. Then, the 
mathematical treatment is very simple or, at least, is a classical one and the 
error bounds can be fixed a priori. An analogous treatment can be applied to 
336 ADOMIAN, BELLOMO, AND RIGANTI 
Eq. (18); however, the result of the main Lemma on the error bounds 
indicates that 1) R, 11 is bounded by the integration interval: thus, the above 
expansion can be applied to Eq. (18) only for limited time intervals. 
4. APPLICATION AND DISCUSSION 
As an application of the above theory, let us consider the stochastic 
differential equation 
i = [A ]z + cp(z, t, g(w t)), z(t=O)=zo, (26) 
z={z1,z2}:QxT4Rz, tE T, 
where [A] is the constant, deterministic matrix 
and 
PI= [-9, -:,I (27) 
In the last equation, g(o, t) is a stationary stochastic process, whose sample 
functions are periodic with period y = 2x/v; f is a random variable, joined to 
an assigned probability density, and E, v, b are deterministic parameters, 
being E < 1. 
Equation (26) may describe the behaviour of an oscillating, damped 
mechanical system driven by a forcing function f sin(vt), and having a 
nonlinear restoring force of quadratic type whose coefficient is defined by the 
superposition of the stochastic process g(o, t) to a deterministic constant 
value b. 
Since for the deterministic equation corresponding to Eq. (26) the 
conditions (i), (ii), (iii) of Section 2 and the hypothesis H.3 of Section 3 
hold, then, according to Eqs. (21), (24), (25), the y-periodic solution of 
Eq. (26), correct to the terms of order E, is 
z(w, t) N z*(w, t) = z(“yco, t) + Ezycll, t), (29) 
Z(O)(w, t) = i,’ [G(t, ~‘1 [fsi~~vs) ] ds’ (30) 
‘(‘)h t, = -joy [G(tT ‘11 [ [b + g(w,;),z;“‘(s),‘] ds* (31) 
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The Green’s matrix [G(t, s)], as defined by Eq. (14), is given by 
[G(t, s)] = (1 - he-*‘q[U(f - s)] + h[U(t + y-s)], s < t, 
[G(t, s)] = -he-2cY[U(t - s)] + h[U(t + y-s)], 
(32) 
s > t, 
where 
i 
cos(at) + $ sin(at) + sin(&) 
[U(t)] = e-C’ 
I 
9 u2 = K - c2, 
(33) 
- 
c 1 
u + $ sin(at) cos(at) - f sin(&) 
is the principal fundamental matrix of the corresponding homogeneous 
equation i = [A ]z, and h = h(c, K, V) is the known, deterministic function 
h(c, Ic, v) = [ 1 - e- 2cy - 2epcy cos(uy)] -‘. (34) 
Detailed expression of the periodic solutions of Eq. (26) and of the moments 
of the resulting stochastic process z(w, t) can be obtained from the above 
equations after a suitable definition of the stochastic process g(w, t) and of 
the statistical properties of the random variable J In what follows, we 
consider, as an example, the following particular problems. 
Case I. The stochastic process g(w, t) is a simplified version of a Rice 
noise defined by 
g(w, t) = A sin(vt - O), (35) 
where A, 0 are independent random variables, A has a Rayleigh distribution, 
whereas 0 is uniformly distributed in the interval [--71/2,7r/2], and f is a 
deterministic constant with point distribution P,(f) = &f-f,). Inserting 
into Eqs. (30), (31) and integrating, we obtain, respectively, for the first 
component z1 of the process z(w, t), 
z\‘)(t) ‘fop1 sin(vt - e,), (36) 
zy’(w, t) - fy: . (2b[p, cos(2vt + I!?,) - 61 + A l-p, sin(vt - I!?~ + 0) 
+ p3 sin(3vt + 8, - 0) + 4~ 6p, sin 0 cos(vt + S,)]} (37) 
with 
p4 = [(K - q2vy + 4q?w] -“2, 
6 = pf[ (K - v2)2 - 4VZCZ]/K, 
4 = 1,253, (38) 
(39) 
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2vc 
tg 0, = ~ 
K-2 ’ 
sin t9i > 0, 
4v3cpf[3(K- v’) - 4c2 - tg 8, 1 = 
K&K - 4~‘) + 16~*~~p~(~ - v’) ’ 
(41) 
sin 8, > 0 if 3(K - V*)> 4C*, 
2VC[12V2C2 (K-V')'] - tg 8, = 
(K- V*)(3(K- V*)-4V*C*]' 
(42) 
sin 8, > 0 if 12V2C2 > (K-V*)*, 
tg e4 = 
2VCp;[(K - V*)(K + 15V*)- 12V2C2] 
K&K - 9v2) + 24v*c*p;(~ - v’) ’ 
(43) 
sin 8, > 0 if (K - v')(K + 15v’) > 12v2c2. 
Then, integration over the probability spaces of A and 0 leads to the 
following expected values of z:(w, t), 
(,(t)=E(z:} = z:"'(l)+ txj')(t), (44) 
p(t) = E(~~J = F jblp2 cos(2vt + 8,) - 61 
(A> + T l-p, sin(vt - e,) + p3 sin(3vt + e,)l 1, (45) 
where (A) is the mean value of the random variable A. 
Case II. The stochastic process g(o, t) is still defined by Eq. (35), but 
with 0 uniformly distributed in the interval [0, 27~1; f is a constant random 
variable, independent of A and 0, joined with an assigned probability density 
PJU 1. 
In this case, both the terms z(O) and z(i) of the approximated solution 
z*(w, t) are stochastic processes, whose analytical expressions are obtained 
from Eqs. (36), (37) after substitution of f, by f; the expected value of 
~~(0, t) is now 
Cl(C) = E{z:} = ii”‘(t) + Eclyt) (46) 
with 
51”)(t) = (f)p, sin(vt - e,), (47) 
p(t) = (f*)p:b[p, COS(~V~ + 8,) - q/2, (48) 
where (f>, (f’) are, respectively, the first- and second-order moments off. 
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FIGURE 1 
The first-perturbation term [\“(t) given by Eq. (48) is visualized in Fig. 1, 
by assuming the following values of the involved coefftcients and statistical 
quantities: v = rc; rc = 10; c = 0.2; b = 1; (A) = 2;fRayleigh distributed with 
mean 4. The figure also shows the perturbation term z\“(t) = zi” (t; (A), 
(@h (.I-)> of th e solution of the corresponding deterministic problem, which 
could be obtained by considering the expression (37) as a function of time 
and of the mean values of the random variables A, 0 and f. A comparison 
between the expected value of the stochastic process z$(w, t) and the 
corresponding deterministic solution r:(t) is then visualized, by assuming 
6 = 0.1. 
Let us note that the above procedure may be extended, without any 
conceptual difficulty, to the case where the stationary process g(w, t) is 
defined in the more general form 
g(w, t) = A,, + 5 [A, cos(pvt) + B, sin@)], (49) 
p=1 
with A,, A,, B, random variables with known distribution functions. This 
remark relates to the considered applications; however, the method proposed 
in the preceding section is very general and can be applied for arbitrary 
structure of the random term r(t, w). 
In conclusion, in the present work the Adomian method of solution of 
random operator equations has been considered and extended to the 
treatment of semilinear ordinary vector differential equations with random 
coefficients, as they have been defined by axioms (a) and (b) of Section 2. 
This extension has been realized in Section 3 in both the case of initial value 
problems and of asymptotic oscillating solutions. The latter case, which is 
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relevant in mechanics, has been considered in the application studied in this 
section, where quantitative results have been obtained. 
The actual application has been carried out on the basis of a regular 
perturbation method developed, for this class of random differential 
equations, in Section 3. This method makes the estimate “a priori” of the 
truncation error for an expansion in terms of a small parameter, with the 
further advantage of allowing the calculation of the full solution process as 
developed for the first two terms in the application. However, it must be 
pointed out that an alternative to the proposed mathematical treatment of 
Eqs. (17) or (18) is Adomian’s iterative method which has shown to have 
reliable convergence properties in the mean solution, as well shown in 
Ref. 191. 
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