This paper studies the two-machine flowshop scheduling problem with class setups in a no-wait processing environment to minimize the maximum lateness. The jobs are divided into job classes and a setup is required at the initial processing of a job or between the processing of jobs of different classes. In a no-wait environment, a job must be processed from start to finish without interruptions on a machine or between the machines. A batch is a maximal subset of consecutively processed jobs of the same class. Several properties concerning the beneficial merging of batches and some dominance rules that improve the objective function are derived.
Introduction
An important kind of flowshop scheduling problem is characterized by a no-wait environment. In a no-wait environment, a job must be processed from start to finish without interruptions on a machine or between machines. The no-wait flowshop scheduling problem arises in many industries. Examples include the metal, plastic and chemical processing industries, as well as advanced manufacturing, such as just-in-time production. The no-wait scheduling problem has attracted the attention of many researchers. A detailed survey of the research and applications on this topic has been given by Hall and Sriskandarajah [1] .
summarized the various dynamic programming algorithms for solving variants of the batch scheduling problem.
In contrast to the existence of many research results on either the no-wait flowshop scheduling problem or on scheduling problems with class setups, there have been few attempts to study scheduling problems that involve both aspects although they may be applicable in actual practice. In the following, we give an example of rolling steel tubes. Steel tubes are divided into various job classes according to their outer and inner diameters. The production process consists of two stages. First, by setting different mechanical frames, steel pillars are rolled as steel tubes with different outer-diameters. Then, steel tubes with different inner-diameters are produced through setting different core-sticks. The process of rolling a steel tube cannot be interrupted since its temperature must be preserved until finished.
In this paper we consider the two-machine flowshop scheduling problem with job classes in a no-wait processing environment to minimize the maximum lateness. Since no-wait scheduling with several machines is at least as difficult as that with a single machine, whatever the configuration of the machines [1] , and the single-machine job class scheduling problem to minimize the maximum lateness is NP-hard when the number of batches is arbitrary [8] , the scheduling problem under study is NP-hard. The paper is organized as follows. In Section 2, we introduce the notation and present some definitions. We derive some theoretical results in Section 3. In Section 4, we design a heuristic algorithm for the problem, and in Section 5 we evaluate the performance of the heuristic computationally and present the numerical results.
Finally, some conclusions are given in Section 6.
Notation and definitions
A set of n jobs are given to be scheduled in a two-machine no-wait flowshop to minimize the maximum lateness. The jobs are divided into c job classes. We define job (i, j) as the job numbered j in class i. Let a ij (>0)and b ij (>0) denote the processing times of job (i, j) on machines 1 and 2, respectively, and d ij the due date of job (i, j).
In a schedule that includes r batches ( C [i] : completion time of the ith batch;
L max : maximum lateness of a schedule.
In a no-wait environment, we have 
where we assume that , and 0
We define a batch due date, which allows us to treat a batch as a composite job in a schedule.
Definition 1
For a batch that is in the ith position of a schedule, define a batch due date, i δ ,
where
From Definition 1, we see that i δ is independent of the time at which the batch starts to be processed. To extend the idea of the due date of a batch to a series of consecutive batches, we give the following definition.
Definition 2
The due date of the ith through jth batches is defined as
From the definition of , we notice that the value of ij ∆ ij ∆ is independent of the time at which the batches begin to be processed.
From Definition 1, we have
which means that the lateness of a batch is equal to the maximum lateness of the jobs in this batch. Definition 2 of a serial batches has a similar meaning as that of Definition 1.
Theoretical results
An initial schedule can be constructed by sequencing all the jobs in increasing order of the job due dates. The maximum lateness of this schedule can be computed by adding the setup times on machine 1 and 2 whenever there is a change of class between two consecutive jobs. According to Definition 1, it is obvious that the batches are sequenced in increasing order of the batch due dates in this initial schedule. We denote the schedule in which the batches are sequenced in increasing order of their due dates as a BEDD schedule. Apparently, this initial schedule may be improved by combining some batches of the same class to decrease the number of setups.
A forward merge is defined as a forward movement of a batch to be combined with another batch of the same class sequenced before it, and a backward merge is a backward movement of a batch to be combined with another batch of the same class sequenced after it.
The merged positions are defined as the positions of the batches that are changed because of the merge.
A forward or a backward merge may decrease the maximum lateness of a schedule.
Therefore, properties are developed to evaluate the benefits resulting from such merges.
In the following, although the two merged batches actually become a batch, for the convenience of developing the theoretical results, we still denote it as two adjacent batches. ii) Consider the two schedules σ and 2 σ in Fig.1 σ and 2 σ , we consider the following four cases:
1) The batches in the (k-1)st and (k+1)st positions of the schedule are not of the same class, nor are the batches in the (l-1)st and (l+1)st positions. Then, we have
2) The batches in the (k-1)st and (k+1) 
3) The batches in the (k-1)st and (k+1) By the above discussion, we analyze the changes of the maximum lateness of the merged positions and that of the whole schedule after two batches of the same class are merged.
From (1) to (4), we notice that if neglecting the job processing times, the selection of the batches with the larger class setup time on machine 2 to merge will yield a better schedule.
Property 2
In a BEDD schedule, its jobs satisfy
where B i (k), B i (l) and B i (m) are three batches of class i, k< (6) and (7), we have C1 x (u) <C2 i (l) for 
ii) Similar to the proof of i). □
In a schedule, for the batches of the same class before the batch with the maximum lateness, we may merge them to reduce setup times. The merging procedure can be performed until the objective cannot be improved any more. Property 2 gives us the preference rules of merging two batches for three batches of the same class.
For the studied problem, sequencing the jobs in each batch in increasing order of the job due dates is not an optimal schedule. So we derive a local dominance rule for sequencing the jobs in each batch. The following theorem will be proved by the technique of swapping two adjacent jobs in a batch. 
If the conditions of the theorem hold, then we have
From (8) and (10), we have
From (9) and (10), we have
(12) Therefore, from (11) and (12), we have
Similarly, for the case that the jobs are sequenced after the kth batch, we can also 
The maximum lateness of the jth batch, ] We have , is
The maximum lateness of the jth batch after change,
From (13) and (15), we have
In addition, from (13) and (14), we have
For the mth batch in the schedule with m>j, its maximum lateness will either remain unchanged or decrease after the change.
ii) Similar to i), we can prove the conclusion of the theorem. □
Heuristic algorithm
Since our studied scheduling problem is NP-hard, it is very unlikely that efficient algorithms exist for solving it exactly. However, the theoretical results derived in Section 3 are useful for designing heuristic algorithms. Property 2 provides guidelines on the beneficial merging of batches. Theorems 1 and 2 offer hints that the EDD and BEDD rules are important factors for obtaining an optimal solution and provide methods for improving schedules.
Description of heuristic algorithm
The heuristic algorithm proceeds to solve the problem by first finding an initial schedule and then applying the merging properties and the theorems to improve the initial schedule.
The details of the heuristic procedure are described below.
Step 1. Determine an initial schedule through sequencing jobs in increasing order of the job due dates. Compute the maximum lateness of the schedule, L max , and determine the position m of the batch with the maximum lateness. In case of ties, choose the batch with the least m.
Step 2. Assume that the initial schedule consists of n batches. Take the first m batches to form a partial schedule, P1, and the remaining (n -m) batches to form a partial schedule, P2.
Step 3. For partial schedule P1, select the class with the largest setup time on machine 2, which has not been evaluated for merging yet and go to step 4. If no such batches can be found, go to step 5.
Step Step 6. Append P2 to P1. Finally, calculate the maximum lateness of the schedule, L max . Stop.
In step 1, O(nlogn) time is required to construct an EDD schedule. In steps 3 and 4, the time complexity is no more than O(n 2 logn). In steps 5 and 6, the computing time is at most O(n). Therefore, the time complexity of the heuristic is O(n 2 logn).
A numerical example
To illustrate the heuristic algorithm, we give an instance of the considered scheduling problem, which consists of 20 jobs belonging to 4 different job classes. The processing times on machines 1 and 2, the due date of each job, and the setup times on machines 1 and 2 of each class are shown in Table 1 . The procedures carried out to solve the instance are detailed below.
Steps 1 and 2. Sequence the jobs in increasing order of the job due dates, which is a BEDD The due dates of these batches are detailed in Table 2 . The partial schedule P2 is an empty set in this instance. Step 5. Check the adjacent two jobs for each batch, job (4, 2) and job (4, 5) Step 6. Applying Theorem 2 to check the jobs of different batches of the same class, we see that the objective value of the schedule cannot be improved. 
Computational results
Computational experiments were conducted to test the performance of the heuristic approach. The algorithm was coded in VB language and run on a PC Celeron 700.
The processing times on machines 1 and 2 were generated from a uniform integer distribution between 1 and 100. We note that if adding a constant to all the due dates, there will be no difference in the optimal schedule, but the value of L max will change by an amount equal to the constant. In other words, it is essential to pay attention only to the relative distances of the due dates, but not their absolute values in a given problem. Hence, we set the due dates to replications were randomly generated for each case.
In order to maintain consistency in the computational results of all instances, we anchored the minimum due date of each instance, d min , at zero. Thus, we dealt with the lateness of each job as . This also assured that the optimal value of
Computational results on the maximal relative deviations and the average relative deviations of the approximate solutions from the optimal solutions were reported, where relative deviation = (approximate maximum lateness -optimal maximum lateness)/optimal maximum lateness. The optimal solutions were obtained by a branch-and-bound algorithm. The branch-and-bound algorithm adopts the depth-first search strategy. In the search procedure, any branch that does not satisfy Theorem 1 or 2, or whose evaluated lower bound is larger than the upper bound is pruned, where the upper bound may be improved by a solution. The average CPU times in seconds also were recorded. Table 3 exhibits the experiment results for setup times between 1 and 100, and Table 4 shows the results for the problems with reduced setup times.
From Table 3 , we see that the maximal relative deviations of the approximate solutions from the optimal solutions were within 10%, and the average relative deviations were within 5%. Given the inherent intractability of the studied problem, which involves not only class setup times, but also the constraint of a no-wait processing environment, it is evident that the proposed heuristic algorithm is both efficient and effective.
To further appreciate the experiment results in Table 3 , we observe that the maximal and average relative deviations, and the average CPU times are closely related to the parameter R. In the following, we provide some explanations to account for this observation: For the tested problem, we set R at 0.5, 1, 1.5 and 2. When the value of R is small, the job due dates are closer to one another, rendering the problem more difficult to be solved. Since the procedures used by the heuristic algorithm to search for an optimal solution are carried out according to given rules in advance, the computational cost is small regardless of the problem difficulty, but the relative deviations may be larger in solving harder problems. Because an EDD schedule is closer to the optimal solution for a larger range of the due date distribution, and our heuristic algorithm begins with an EDD schedule, so the larger the value of R for a problem, the less is the CPU time required to solve the problem.
For the problems with reduced setup times, the heuristic algorithm exhibited a similar pattern as that for the solving the problems with larger setup times. However, the performance of the heuristic algorithm in this case is a little superior.
Conclusions
This paper studied the two-machine flowshop scheduling problem with class setups in a no-wait processing environment to minimize the maximum lateness. After an initial schedule was constructed, two properties were derived to evaluate the effects of forward or backward merge of batches. In addition, two theorems about the dominance relations between jobs were established to improve a schedule. A heuristic utilizing these properties and theorems was proposed. Computational experiments were designed to evaluate the performance of the heuristic. The experimental results reveal that the heuristic approach is very efficient and effective in solving realistic-sized problems. Table 2 The initial batches of the example 
