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In this thesis, a search for photons at ultra-high energies is presented. A discovery
of these particles would greatly advance the understanding of the origin of ultra-high
energy cosmic rays and would have multiple implications for high-energy particle physics.
Upper limits to the flux of these particles, on the other hand, would constrain the
parameter space of astrophysical scenarios concerning the primary composition at the
cosmic ray sources as well as certain models of the origin of cosmic rays. In this work,
13.5 years of data measured with the Surface Detector of the Pierre Auger Observatory
have been analyzed. In preparation for this, many improvements to the quality of the
measurement data were made. Since multiple photon-like events were identified by
the analysis, the compatibility of these event candidates with a photon as well as a
background hypothesis has been tested. Taking the conservative approach of assuming
the background hypothesis, the world’s strongest limits to the diffuse photon flux and
fraction have been set.
Zusammenfassung
Die vorliegende Arbeit befasst sich mit der Suche nach Photonen in der ultrahoch-
energetischen kosmischen Strahlung. Eine Entdeckung dieser Teilchen würde wertvolle
Hinweise über den Ursprung der kosmischen Strahlung liefern und böte darüber hinaus
vielfältige Implikationen für die Teilchenphysik bei hohen Energien. Obergrenzen für den
Fluss dieser Teilchen begrenzen den Parameterraum, sowohl von astrophysikalischen
Szenarien bezüglich der Komposition an ihren Quellen, als auch bestimmter Model-
le für den Ursprung der kosmischen Strahlung. 13.5 Jahre Messdaten, die mit dem
Oberflächendetektor des Pierre-Auger-Observatoriums aufgenommen wurden, sind in
dieser Arbeit analysiert worden. In Vorbereitung dazu sind einige Verbesserungen der
Messdatenqualität unternommen worden. Da in der Analyse mehrere photonartige
Ereignisse gefunden wurden, wurde die Kompatibilität dieser Kandidatenereignisse mit
einer Photonhypothese und einer Untergrundhypothese untersucht. Mit dem konserva-
tiven Ansatz einer Untergrundhypothese sind die weltweit strengsten Obergrenzen auf
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The study of ultra-high-energy cosmic ray (UHECR) physics deals with the interactions
of particles at highest energies, i.e. above 1018 eV. These particles naturally arrive at
Earth after being accelerated in close proximity to some of the most extreme objects in
the universe like active galactic nuclei or (multiple) supernova explosions. Naturally, the
potential of discovery through the measurements of these particles is considerable as their
energies are unmatched by any particles scientists can accelerate on Earth. However,
making measurements at these energies is difficult and requires large detectors and com-
plex analysis procedures. This is largely a consequence of the low flux of UHECR, which
is of the order of a few particles per square kilometer per year. Upon entering Earth’s
atmosphere, cosmic ray particles interact and then distribute their energy to a multi-
tude of secondary particles creating a so-called extensive air shower. These secondary
particles propagate through the atmosphere nearly at the speed of light, spreading the
primary particle’s energy over an area of several square kilometers. UHECR experiments
are designed to measure these secondary particles and to reconstruct the energy, arrival
direction, particle type, and further properties of the primary particle through the use
of complex algorithms.
The search for ultra-high-energy photons, i.e. photons with energies above 1018 eV,
is a topic of current research with multiple implications for physics. In the past, upper
limits to the photon primary cosmic ray fluxes have almost ruled out many models for
the origin of UHECR that are not based on acceleration mechanisms1 but on the decay
of super-heavy particles, since the flux levels predicted by these models have not been
observed. A measurement of UHECR photons would provide new information on the
origin of cosmic rays and the physical processes which occur during their propagation
to Earth. In particular, since photons are unaffected by magnetic fields, their arrival
directions would point directly towards their points of origin.
A flux suppression has been observed in the all-particle energy spectrum of cos-
mic rays above 5× 1019 eV[1]. Currently, this is theorized to either be attributable to
the maximum energy of the cosmic ray acceleration mechanisms being reached or to be
caused by a photo-pion production process, the GZK effect, which would create ultra-
high-energy photons. Recent results of the Pierre Auger Collaboration favor the former
cause of the flux suppression, however the Telescope Array Collaboration observes a




vation of a primary photon flux could provide an independent confirmation of the GZK
process. Furthermore, an observation of just a small flux of primary photons could be
used to greatly decrease the uncertainties of photon-air cross sections at highest energies.
The Pierre Auger Observatory is the world’s largest detector for cosmic ray studies
and thus naturally well suited for studies at highest energies, i.e. lowest fluxes. In this
work, 13.5 years of measurement data taken with the Surface Detector (SD) of the Pierre
Auger Observatory has been used to search for primary photons in the UHECR flux.
The main goal of this study was to find a flux of primary photons, and, if none were
found, to provide new and stringent upper limits to the cosmic ray photon flux.
The main part of this thesis begins with Chapter 2, which provides a brief introduc-
tion to cosmic ray physics, focused particularly on the aspects important to the search
for primary photons which is presented in this thesis. Chapter 3 introduces the Pierre
Auger Observatory, again with a strong focus on the components that are used in the
analyses of this work.
The description of the analysis begins with the trigger studies presented in Chap-
ter 4. A procedure is introduced which can improve the trigger algorithms that select
air shower signals from the background data in the SD stations of the observatory. Since
photon studies are limited by the small number of participating detector stations, an
improvement to these triggers can greatly increase the efficiencies of photon analyses.
In Chapter 5, new algorithms are introduced which improve the data quality of the
SD: some high-level analyses, like the photon analysis presented in this work, rely on very
clean detector signals and signal shapes. However, in a large and complex experiment,
like the SD, having a small fraction of the detector components produce odd signals due
to problems with the detector electronics is unavoidable. To counter this, in this work
automated filtering mechanisms which find these problematic components and remove
their data from the analysis were developed and implemented in the data reconstruction
procedure.
The search for ultra-high-energy air showers produced by primary photons is pre-
sented in Chapter 6. A burn-sample consisting of 2% of the available data was used
in combination with photon air shower simulations to prepare a Principal Component
Analysis which was then applied to the full data set. New limits to the diffuse photon
flux were then derived which have been presented at the International Cosmic Ray Con-
ference 2019 [2] and are being prepared for a journal publication by the Pierre Auger
Collaboration. The primary nature of the candidate events in the lowest energy bin has
been studied to check compatibility with a proton primary background hypothesis.
In Chapter 7, a summary of the results of this thesis is given and an outlook for




In this Chapter a summarizing introduction to cosmic ray physics will be given, with a
special focus on photon primary air showers. Cosmic rays and the main properties of
their flux are discussed in Sec. 2.1. Cosmic ray sources and propagation are discussed
in Sec. 2.2 and Sec. 2.3. Air showers in general are introduced in Sec. 2.4, while photon
primary air showers are discussed in more detail in Sec. 2.5. Since a primary goal of
this thesis is to search for a flux of ultra-high-energy photons, the published limits from
the most current ultra-high energy photon searches are discussed in Sec. 2.6. Finally, in
Sec. 2.7, the methods and tools for simulating air showers are presented.
2.1 Introduction
The atmosphere of Earth is exposed to a flux of high energy particles called Cosmic
Rays (CR). These particles were discovered in the year 1912 when Victor Hess measured
the ionization profile of Earth’s atmosphere. He correctly reasoned that the increase in
ionization with altitude is likely to be explained by a new type of radiation which does
not originate on Earth [3]. In 1936, he was awarded the Nobel Prize in Physics for this
discovery [4].
Many insights concerning the field of astroparticle physics have been gained since its
emergence at the time, yet the primary nature and origin of cosmic rays is still a subject
of ongoing research. The current status of this research will be briefly summarized in this
Chapter. Special attention will be paid to the most important aspects which concern an
experimental search for cosmic ray photons at the highest energies.
2.1.1 Energy Spectrum
The flux of CR, J(E), for a given energy, E, closely follows a power law of the form
J(E) ∝ E−γ indicating their non-thermal origin. This spectrum has been measured over
11 orders of magnitude in energy and 32 orders of magnitude in flux. The combined
spectrum measurements of multiple CR experiments are shown in Fig. 2.1. In order to
make spectral features more noticeable, a E2.7 scaling has been applied to the measured
fluxes. Within this huge energy range there are a few notable points where the spectral
index changes quickly. Between 1015 eV and 1016 eV, the spectral index, γ, changes from
about 2.7 to 3.1, the so-called knee of the spectrum [5, 6].
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This knee can likely be attributed either to a rigidity dependent maximum energy
of acceleration processes, or to diffusive propagation of CR within the galaxy with a
rigidity dependent escape probability [7]. The cutoff position in both cases depends on
the charge of the primary particle and therefore its type. The knee, at about 4× 1015 eV,
has been shown to be caused by a drop off of the lightest component of the composition
(protons) [8]. Correspondingly, a second knee-like structure has been detected at about
8× 1016 eV where the knee of iron primaries would be expected if the spectral feature
was caused by a rigidity dependent effect. This indicates a transition from a lighter
to a heavier composition between both knee-like features [9]. Furthermore, it should
be noted that most popular models for the knee-like structures indicate a transition of
galactic to extragalactic origin of the CR primary particles which begins in this energy
region.
At about 3× 1018 eV, the energy spectrum flattens with γ going from ≈ 3.2 to
≈ 2.7. This transition, called the ankle, could either be explained by a new population
of high-energy particles beginning to dominate at these energies or by a pile-up due to
the suppression of the flux at higher energies. The possible additional population is
assumed to be due to extragalactic CR sources becoming predominant in this energy
region [10]. The model of a CR flux suppression at higher energies is based on the
assumption of energy losses due to interactions with the Cosmic Microwave Background
(CMB) [11], the so-called GZK effect (see Sec. 2.3), or photo disintegration of heavy
primaries. The GZK effect requires a light CR composition at the highest energies and
is thus challenged by the recent results of the Pierre Auger Collaboration (see Sec. 2.1.2).
Furthermore, measurements of the equatorial dipole of CR fluxes support the model of
a transition from galactic to extragalactic CR sources in the region between the second
knee and the ankle [12].
The spectrum becomes much steeper in the cutoff energy region above the an-
kle. This feature could either be created by energy losses in high-energy interactions of
protons and heavier nuclei with the astrophysical photon background or be caused by
the maximum energies reached in CR acceleration sources. Recent measurements have
shown that in this region between the ankle and the cutoff, a broken power law is not
sufficient to describe the data and more complex models might be needed [13].
2.1.2 Composition
At CR energies on the GeV scale, the chemical composition is well known to be close to
the abundances in the solar system with the exception of a few elements which are over-
abundant in CR. These elements (Li, Be, B), are only created in spallation interactions
of heavier CR (C, N, O) with the interstellar media [24] and otherwise would be almost
entirely absent from the solar system.
At higher energies, where the flux of CRs is so low that they can only be measured
with large experiments that rely on indirect measurement techniques (see Chapter 3),
the composition is much more difficult to determine. A fit to the cosmic ray composition
above 100 GeV with four mass groups, from hydrogen to iron [25], is shown in Fig. 2.2.
For most of the spectrum, the flux is dominated by light elements (H, He) with notable
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Figure 2.1: Cosmic ray all-particle energy spectrum multiplied by E2.7 to make features
more visible. The effect of the uncertainty on the absolute energy is shown
for the Pierre Auger Observatory data. Plot modified from [14] (Data from
[13, 15, 16, 17, 18, 19, 20, 21, 22, 23]).
exceptions around the second knee and at the highest energies. For energies above
1017 eV, the primary particle composition is mostly studied using the depth of the air
shower maximum, Xmax, in the atmosphere [26, 27, 28] which is highly correlated with
the logarithmic primary mass [29]:
〈Xmax〉 = α(lnE − 〈lnA〉) + β, (2.1)
where 〈lnA〉 is the mean logarithmic primary mass and α and β are parameters depending
on hadronic interactions.
With the air fluorescence technique, Xmax can be measured directly. However, at
highest energies where the statistics of fluorescence measurements become low, a study
with the Surface Detector of the Pierre Auger Observatory was performed using the
∆-technique [27], which is also used in this work (see 3.5.2). The measurements of
∆Leeds have been used to estimate Xmax from Surface Detector data and thus infer the
primary particle composition. The analysis results are shown in Fig. 2.3.
In the ankle region of 3× 1018 eV, a mostly protonic composition is indicated while
towards the highest energies the composition gets heavier. Furthermore, by measuring
the spread of the Xmax distribution, it has been shown that the composition becomes
less mixed towards these highest energies favoring a rather low component of light ele-
ments [28]. While the Xmax measurements are compatible with a similar study from the
Telescope Array Collaboration (TA) [30], the results of TA do not exclude a purely light
composition beyond the ankle. Recent studies combining the spectrum and composition
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Figure 2.2: Data-driven model of the CR flux of four different mass groups using a Global
Spline Fit: protons (red), helium (yellow), oxygen (green), and iron (blue).
The all-particle flux is shown in black [25].
Figure 2.3: Composition measurements at highest energies from the Pierre Auger Ob-
servatory. SD measurements of ∆Leeds have been used to calculate the mean
Xmax for different energy bins which is shown by the red and blue points.
The results are compared to direct Xmax measurements from the FD in black.
The red and blue lines indicate Xmax values for proton and iron primaries
inferred from different hadronic interaction models [27].
measurements of multiple experiments favor a sub-dominant protonic component even
at the highest energies and allow more than 10 % of CRs above 5× 1019 eV to be protons
with all hadronic interaction models [31].
The fraction of proton cosmic rays at the sources has a direct influence on the
expected photon flux from the GZK effect (see Sec. 2.3): a heavier composition at the
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sources would cause a decrease of the photon flux which aims to be measured in this work.
Strong limits on the photon flux would constrain the parameter space of astrophysical
scenarios concerning the composition at the CR sources.
2.2 Sources
One of the fundamental open questions about cosmic rays is which astrophysical objects
are able to accelerate particles to the high energies observed and what are the processes
involved in their acceleration. It is currently mostly thought that gradual acceleration
mechanisms take place with a process called Fermi-acceleration being the most promi-
nent (see Sec. 2.2.1). For this type of acceleration to occur, the particles must be confined
within the acceleration region; i.e. the Larmor radius of the CRs must be smaller than
the acceleration region’s size L. This defines a maximum energy for a source class [32]
of
E/(1015 eV) < B[µG] · L[pc] · Z · β. (2.2)
Here, B is the magnetic field strength in the acceleration region, Z is the CR charge
number, and β is the relativistic velocity of the scattering centers in the acceleration
region, which are vital to the acceleration process (see Sec. 2.2.1).
In Fig. 2.4, candidates for astrophysical sources are shown plotted by their respective
size and magnetic field strength. This so-called Hillas plot illustrates that the number of
astrophysical objects which are able to accelerate cosmic rays to the highest energies is
limited with Active Galactic Nuclei (AGN), Gamma-Ray Bursts (GRB), neutron stars,
and galaxy clusters (via galaxy merger shocks) being the most prominent examples.
2.2.1 Fermi Acceleration
Charged particles can be accelerated to high energies by scattering off moving magnetized
gas clouds. Basically, each gas cloud works as a moving mirror reflecting the particle
and accelerating it in the case of a head-on collision while decelerating it in the case of
a tail-on collision. Since head-on collisions are more likely for a moving particle than
tail-on collisions, statistically an overall energy gain is expected [34], which depends on




where δE is the energy gain of a particle with energy E. This acceleration model, which
is called second order Fermi acceleration because it is proportional to the square of the
cloud velocity, is slow because β  1.
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Figure 2.4: Different source classes as a function of their magnetic field strengths, B, and
characteristic acceleration region sizes, R (the Hillas diagram). The solid
(dashed) lines indicate the minimum values of the product BR to accelerate
protons (red) and iron (blue) to an energy of 1020 eV for high (low) shock
velocities β. The characteristic acceleration region size, R, is equal to the
comoving size of the source times the Lorentz factor of the flow, Γ [33].
Later this mechanism was modified and a more efficient way to accelerate CRs to the
highest energies was found [35] for the kind of shock waves that occur near supernovae.
This mechanism is called Diffusive Shock Acceleration (DSA): A relativistic particle
crossing the supernova shock front will, in its own rest frame, observe an approaching
ionized gas on both sides of the shock and thus will be magnetically reflected each time
it crosses the shock front. This process is capable of accelerating particles proportional




Interestingly, the energy spectrum produced in this process is naturally a power law with
a spectral index of −2.
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2.2.2 Top-Down Models
In addition to acceleration models, there are several top-down models which try to
explain part of the cosmic ray energy spectrum as the result of the decay of super-heavy
particles. In Super-Heavy Dark Matter (SHDM) models, these are metastable particles
from the early universe that contribute to cold dark matter and thus are located in the
halos of galaxies [36, 37]. Another potential source, topological defects [38], are a general
consequence of Grand Unified Theories [39]. They are relics from the early universe and
could produce high energy particles. However, since their densities are typically very low,
they either produce low fluxes or large anisotropy. Alternatively, Z-burst models [40]
predict interactions of high energy neutrinos with background neutrinos in a resonant
annihilation process creating Z-bosons, which then decay into hadrons and leptons. All
top-down models predict high fluxes of cosmic ray primary photons and neutrinos and
are mostly incompatible with the already established upper limits.
2.3 Propagation at the Highest Energies
Ultra-high-energy cosmic rays are expected to have an extragalactic origin [41]. On
their path to Earth, they are mostly affected by magnetic fields and the astrophysical
photon background [42] which consists mainly of the Cosmic Microwave Background
(CMB) and the Extra-Galactic Background Light (EBL). Magnetic fields strongly bend
the trajectories of charged, low-energy particles rendering it impossible to trace them
back to their sources through their arrival directions. At the highest energies, however,
the angular deflections from the sources are often as low as just a few degrees [43].
UHECR particles interact with the CMB and EBL in pair- and photo-pion produc-
tion processes. Nuclei heavier than protons additionally suffer photo-disintegration [42].
Most important for this work is the photo-pion production which occurs when protons
meet the blueshifted CMB, called the GZK process. It was named after Greisen, Zat-
sepin, and Kuzmin who predicted a flux-suppression at the highest energies due to this
process as early as 1966 [44, 45]. A high-energy proton interacts with a CMB photon in
one of the two following processes:
p+ γ → ∆+ → p+ π0 (2.5)
p+ γ → ∆+ → n+ π+. (2.6)
The minimum proton energy threshold for photo-pion production to occur on the 2.7 K
CMB is about 1019.5 eV. Due to the GZK process, a proton with sufficiently high energy
will lose about 20 % of its energy every about 5-10 Mpc until it falls below the threshold
energy. For this reason, the maximum distance a proton can travel while maintaining
an energy above the threshold is about 100 Mpc [46], the GZK horizon. Any protons ob-
served with higher energies must therefore have been accelerated in a nearby source [47].
The neutral pions created in the GZK process will decay to high-energy photons, which
travel in a straight path afterwards.
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The AugerPrime upgrade [48] of the Pierre Auger Observatory which is currently
underway is aimed at addressing the open question of whether the observed cutoff of
UHECR fluxes at the highest energies is caused by a maximum energy of the CR sources,
the photodisintegration of heavy primaries, or by the GZK effect. The most recent
composition results of the Pierre Auger Collaboration favor a flux suppression caused
by the maximum energy of the sources [49], while the Telescope Array collaboration
observes a proton dominated composition at the highest energies which favors the GZK
scenario [50]. Since ultra-high-energy photons are a key signature of the GZK effect,
their observation would be an independent confirmation of this process [42].
UHECR photons, being neutral particles, are not deflected by magnetic fields and
thus could be traced back to their sources. However, interactions with background pho-
tons can result in pair production before the photons reach Earth. The high-energy
electrons created quickly lose energy by inverse Compton scattering or synchrotron ra-
diation [51]. For this reason, higher photon fractions are only expected in scenarios with
original sources close to the observer (i.e. only a few Mpc).
2.4 Air Showers
The rarity of UHECR, with fluxes of about one particle per square kilometer per year or
less, makes their direct observation almost impossible. Fortunately, when UHECR enter
Earth’s atmosphere, their energy is distributed to a multitude of newly created parti-
cles scattered over square kilometers, called an extensive air shower. In the following
Sections, the most important processes taking place in both hadronic, and photon pri-
mary air showers are summarized. Hadronic air showers consist of two main elements:
the hadronic cascade and the electromagnetic cascade. Both cascades are commonly
described by the Heitler model [52] with some modifications needed for the hadronic
cascade [53].
2.4.1 Hadronic Cascades
According to the modified Heitler model illustrated in Fig. 2.5, when a hadron primary
cosmic ray strikes an air molecule all three types of pions are produced in equal fractions.
While neutral pions (π0) almost immediately decay into two photons, the charged pions
(π+, π−) have time dilated decay times large enough to survive long enough to further
interact with air molecules. These charged pion interactions take place roughly once per
hadronic interaction length λint, which is about 120 g/cm2.
With each step of interactions, the average energy of the charged pions decreases
until they reach a critical energy ξπC ≈ 20 GeV. At this energy, the relativistic boost
is no longer sufficient for them to interact before decaying to muons. Therefore, this
critical energy is defined as the energy for which the hadronic interaction length of a
charged pion is equal to its decay length, λdec = ργcτ , where γ is the Lorentz boost,
τ is the charged pion lifetime, and ρ = ncos(θ)λint/h0 is the density of the atmosphere
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depending on the scale height h0 the number n of interactions which took place, and the
shower incident angle θ [26].
The hadronic interactions are characterized by their average multiplicity, N . This
means that after n interactions there are Nn pions and the Lorentz boost of the pions
is γ = E0/(Nnmπc2). It follows that the number of interactions nC needed to reach the




























where W−1 is the lower branch of the Lambert-W function [54].
Figure 2.5: Sketch of the Heitler model of the hadronic cascade: a primary proton in-
teracts after one interaction length creating N pions, 2/3 of them being
charged. While the neutral pions decay, thus starting electromagnetic cas-
cades, the charged pions interact one interaction length later each creating
N new pions [53].
2.4.2 Electromagnetic Cascades
High-energy photons, like those created in the decay of π0 produced in hadronic cas-
cades, undergo pair production in interactions with the Coulomb fields of atmospheric
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nuclei. The generated electrons and positrons then repeatedly produce high-energy pho-
tons in bremsstrahlung emissions. The combination of these two-body splittings forms
the electromagnetic cascade of an air shower, which consists of a multitude of photons,
electrons, and positrons, some of which reach ground. In the Heitler model of electro-
magnetic cascades [52], this doubling of particle counts is assumed to take place once per
splitting length, λr, which is about 25 g/cm2 [55]. A sketch of this process is shown in
Fig. 2.6. In the Heitler model, the number of particles increases until the average energy
of the photons and electrons reaches the critical energy of ξeC = 85 MeV at which the
energy loss by collisions surpasses the radiative energy loss. The number of interactions




with a primary particle energy of E0. This point of an air shower is called the electro-
magnetic shower maximum and contains a total number of 2nC electromagnetic particles.
The atmospheric depth, Xγmax, of the shower maximum logarithmically increases with
the primary energy as
Xγmax = nCλr = λr log2(E0/ξ
e
C). (2.11)





with a typical value of 84.4 g/cm2 per order of magnitude in primary particle energy [55].
Figure 2.6: Sketch of the Heitler model of the electromagnetic cascade: after one electro-
magnetic interaction length, a photon creates an e+/e− pair via pair produc-
tion. One interaction length later, each of these particles emit a high-energy
photon due to bremsstrahlung. Thus, the total number of electromagnetic
particles doubles once per interaction length [53].
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2.4.3 Hadronic Primary Air Showers
Air showers with hadronic primaries consist of both hadronic and electromagnetic cas-
cades with relative sizes depending on the primary particle energy and type. An air
shower initiated by a particle heavier than a proton with a mass number A, can be
approximated as A simultaneous proton air showers each with energy E/A (the super-




max(E/A) = c+Dpln(E/A), (2.13)
with the parameters c and Dp depending on characteristics of hadronic interactions.
Since lighter nuclei have deeper shower maxima (assuming the same primary energy),
the measured position of the shower maximum is an indicator of the primary particle
type.
Once the critical energy is reached, the total number of muons in an air shower
can be approximated by the number of created charged pions and therefore for proton














where the factor 2
3
accounts for the fraction of charged pions. This results in a range of
β between 0.88 and 0.92. Applying the superposition model, it becomes clear that air








The energy of the electromagnetic cascade, Eem, only weakly depends on the pri-
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2.5 Photon Primary Air Showers
Photon primary air showers, in contrast to hadronic air showers, have a very strong
electromagnetic and a rather small hadronic shower component which is only created
by high energy photonuclear interactions early in the shower. Also, the comparatively
slow development of the electromagnetic cascade is further slowed down due to the LPM
effect (see below). At higher energies, photons have a small probability of interacting
before they reach the atmosphere causing a so-called preshower. These effects, which are
of particular importance for identifying photon induced air showers, will be summarized
in the following Sections.
2.5.1 LPM Effect
Discovered in 1953, the Landau-Pomeranchuk-Migdal (LPM) effect describes a strong
suppression of the bremsstrahlung and pair production splitting processes at high en-
ergies [56, 57]. This effect becomes increasingly important for an electromagnetic cas-
cade with mean particle energies above 1015 eV. At low energies, the splitting rate for
bremsstrahlung, Γ, can be well approximated as
Γ ≈ nvσ, (2.18)
where n is the density of the medium, v is the relative velocity, and σ is the splitting
cross section [58]. The time these splitting processes take increases with energy. This can
be understood as a consequence of the uncertainty principle since the low momentum
transfer at high energies must correspond to a large interaction distance. At very high
energies (about 1015 eV depending on the medium density [59]), the typical time needed
for the splitting process becomes longer than the average time between collisions with the
medium. Consequently, the multiple coulomb scattering that occurs between each split-
ting process causes a decoherence that strongly suppresses the splitting rate [58]. This
in turn causes a significant increase in the shower length [60] and thus the atmospheric
depth of the shower maximum and its event-to-event fluctuation [51].
2.5.2 Preshowers
Photon primary cosmic rays with energies of at least 1019 eV can potentially interact with
the geomagnetic field of Earth and be converted into an electron-positron pair before
their first interaction in the atmosphere [61, 62]. The probability of this increases signifi-
cantly with shower energy and depends on the strength of the magnetic field component
perpendicular to the movement direction of the primary photon (see Fig. 2.7). The elec-
trons created in this process can emit high-energy photons due to synchrotron radiation
which is again depending on the electron energy and the perpendicular component of
the magnetic field. As a result of these two processes, at high energies electromagnetic
cascades can be produced before a photon enters the Earth’s atmosphere. These cas-
cades are called preshowers and result in air showers initiated by several less-energetic
electromagnetic particles instead of a single high-energy photon.
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Figure 2.7: Calculation of the preshower probability as a function of the primary energy
for two different arrival directions (with respect to the geomagnetic field).
The calculations have been done for the Pierre Auger Observatory [63].
Figure 2.8: Simulated profiles of a photon primary air shower compared to data of a
hadronic primary cosmic ray event at very high energy. The changes in the
profile due to the preshower and LPM effects are shown by the various lines.
While the LPM effect delays the shower development, the preshower effect
results in an earlier development in the atmosphere [51].
15
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Typical preshowers for photon energies of 1020 eV would start at about 1000 km
above ground. These then would enter the atmosphere (∼ 100 km altitude) with just
one to a few electron-positron pairs and several hundred photons with a wide spread in
energy [51]. The shower-to-shower fluctuations of air showers started by a preshower are
lower than for other photon air showers since they begin with a multitude of particles.
The spread of these highly boosted preshower particles however is low enough for them
to be measured as a single air shower [51]. Since the large number of particles in the
beginning of a preshowered photon air shower results in an earlier development of the
cascade, the separation of a photonic air shower from a hadronic one is significantly
more difficult if it preshowered (see Fig. 2.8).
2.5.3 Photonuclear Interactions
Air showers with photon primaries have a hadronic shower component due to photo-
nuclear interactions at high energies. While the cross section of pair production de-
creases with growing energy due to the LPM effect (see Sec. 2.5.1), the cross section of
interactions of photons with target nucleons increases. Usually, these interactions take
place when the high-energy photon fluctuates into a quark-antiquark pair (qq̄) enabling
hadronic interactions in the nucleus [64]. At very large energies, direct interactions
are possible as well. For most target materials, the cross section of these interactions
even surpasses that of pair production if the energy is above 1020 eV [57, 64]. Already
at a few tenths of EeV, electromagnetic air showers can develop significant hadronic
components [64].
The actual cross section of photonuclear interactions at energies above the TeV
scale has not been measured directly and therefore is estimated using extrapolations
over several orders of magnitude in energy [63] (see Fig. 2.9). Because of this lack
of data, the uncertainties of the estimated photon-air cross sections could be greatly
reduced with the observation of a small number of photon induced air showers [51].
Figure 2.9: Photonuclear cross section as a function of the photon energy [63]. Created
using data from [65], extrapolations from [65] and [66], parametrizations from
[67] and [68], and a fit from [69].
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2.5.4 Properties of Photon Induced Air Showers
At low primary particle energies, photon induced showers are shorter than hadronic
showers [57], but since the increase in length of hadronic air showers with energy is slow,
already at energies above 1014 eV photon induced air showers have a deeper Xmax than
their hadronic counterparts. This faster increase of Xmax is strongly enhanced by the
LPM effect but can be mostly mitigated at highest energies if the air shower begins with
a preshower (see Fig. 2.10).
Figure 2.10: Simulation of the average Xmax as a function of the primary particle energy
for photons, protons, and iron, compared to data of various experiments
[51] (data and simulation references in [70])
The small hadronic shower component results in a low number of muons being
produced from the decay of charged pions. Additionally, the creation of muons from
muon pair production in the electromagnetic cascade is also suppressed by a factor of
(me/mµ)
2 ≈ 2.3 · 10−5 [71]. The resulting distributions of muon numbers for different
atmospheric depths are shown in Fig. 2.11.
The lack of muons in photon air showers causes a fast decrease of the measured
signals at ground at larger distances from the shower core, since the measured signal
at these larger distances is usually dominated by muons [73, 74]. This effect is further
enhanced by the late development of high-energy photon air showers. These characteris-
tics together result in photon primaries having late particle arrival times with respect to
a planar shower front (see Fig. 2.12) approximation at large distances from the shower
axis [72]. It is these distinct features which are used in the algorithms, presented in
Sec. 3.5, which aim at separating photonic from hadronic air showers.
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Figure 2.11: Muon number profiles for different primary particle types [72]
Figure 2.12: Left: Schematic view of a plane shower front approximation.
Right: Schematic view of a spherical shower front [75].
2.6 Current Upper Limits on the Photon Flux
Limits on the diffuse photon flux have been provided by multiple experiments. A goal
of this work is to either find a flux of UHECR photons or to set new upper limits on the
diffuse photon flux at highest energies. In this Section, the most recent published upper
limits on the cosmic ray photon flux at high energies are presented (Figs. 2.13 and 2.14).
At energies of around 1017 eV, upper limits on the diffuse photon flux were set by a
recent analysis of data taken with the EAS-MSU experiment between 1984-1990 [76, 77].
The data was taken using 76 charged-particle detectors, arranged over a total area of
about 0.5 km2 coupled with a central underground muon detector. In this analysis, each
event that did not trigger the muon detector was considered a photon candidate event.
The hadronic background was estimated using simulated proton air showers assuming
a proton fraction of 46 ± 6 % which was then subtracted from the number of selected
candidates.
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The KASCADE-Grande collaboration published upper limits on the diffuse gamma
ray flux at energies between 1016 eV and 1017.5 eV using their 37 scintillation detector
stations forming an instrumented area of 0.49 km2 [78]. Information about the muon
content of the observed air showers was retrieved from muon detectors located in a sub-
region of the detector array which was required to have participated in each analyzed
shower. Photon candidates were selected by comparing the measured electromagnetic
and muonic signals and no background subtraction was applied [78].
More recently, measurements using the 1660 water Cherenkov detector stations of
the Pierre Auger Observatory combined with data from the 27 surrounding fluorescence
telescopes was used to search for photons with energies above 1 EeV [74]. A variable
sensitive to the radius of curvature of the shower front was used which was developed
for the low number of surface detector stations triggered at these energies. This variable
was combined with measurements of Xmax from the fluorescence telescopes in a boosted
decision tree (BDT) analysis. The training of the BDTs was done using simulations of
proton and photon induced air showers and the photon candidate cut was fixed to a
50 % photon selection efficiency.
A similar analysis was done using the denser 750 m spacing sub-array of the Pierre
Auger Observatory combined with the low-energy fluorescence detector HEAT to search
for a photon flux in an energy range of 0.2 to 1 EeV [2]. In this case, the training of the
BDTs was performed using a 5 % data burn sample.
Recent photon searches by the Telescope Array (TA) collaboration use BDTs to
combine 16 composition sensitive variables using the 507 scintillation detector stations
of the TA surface detector array [79]. Some of these parameters are derived from the
radius of curvature and the total shower size. The cut position was optimized for the
hypothesis of all events being protons. Simulated proton and photon air showers were
used for the training of the BDTs.
In 2008, early before the hybrid detector analysis [74], the Pierre Auger Collabo-
ration published limits on the diffuse photon flux using the water Cherenkov detector
array [80]. Due to the larger exposure without the need of fluorescence detector mea-
surements, flux limits at the highest energies (above 1019 eV) were set. This was done by
combining measurements of the curvature of the shower front with reconstructed signal
risetimes at 1000 m from the shower core in a Principal Component Analysis.
In addition to these diffuse photon flux searches, some analyses aim for the detection
of photon sources by examining the arrival directions of photon-like events (e.g. [81]) or
try to find a photon flux by searching for angular correlations with a stacked catalog of
possible high-energy photon sources (e.g. [82]).
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Figure 2.13: Upper limits on the integral photon fluxes as a function of the energy thresh-
old. Results of various experiments at 95 % CL [74, 79, 80] and 90 % CL
[77] [78] are shown and compared to model predictions [83, 84, 85].
Figure 2.14: Limits on the integral CR photon fraction [80, 86] as a function of the
energy threshold in comparison to GZK expectations as well as a selection
of top-down models [83, 84, 85].
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2.7 Air Shower Simulation
Since the development of high-energy air showers in the atmosphere is a large and com-
plex process, models are used to simulate air showers at different energies, geometries,
and primary particle types. To do so, many interdependent sub-processes must be ac-
counted for. Most of these are well understood but are difficult to account for all at once
as they can interact. However, some processes are not well understood and can only
be approximated with theory and extrapolations. The largest difficulty is posed by soft
hadronic interactions at the highest energies as no data from man-made accelerators is
available at these energies and the uncertainties in any available data result in model
uncertainties on the order of 20 % [70].
The extended air shower simulation code CORSIKA [87, 88] can accommodate
different hadronic interaction models and can be used to create simulated air shower
data for arbitrary geometries and primary particle types. It operates by creating an
internal stack of particles whose interactions are individually processed: first, the point
of the next interaction (or decay) of a particle is generated and any continuous effects
are accounted for on its way to this point. These continuous effects include multiple
scattering, energy loss processes, deflections due to the magnetic field, and Cherenkov
light emission. In the next step, if the particle has not yet passed the defined observation
level, either a particle interaction is processed using the appropriate interaction model
(for electromagnetic, low-energy hadronic, or high-energy hadronic processes) or the
particle decay is simulated. Cuts are then applied to the generated secondary particles,
and the remaining particles are then placed in the particle stack to be processed in turn.
These steps are then repeated until all particles on the stack are cut or have passed the
observation level.
In this work, air shower simulations created with CORSIKA are used to optimize
the photon analysis (see Sec. 6.5.1) and then later to test the proton hypothesis of
the candidate events (see Sec. 6.5.6). For surface detector studies, the most important
output of the simulation are the details of the particles which reach the observation level.
It is worth noting that all state-of-the-art hadronic interaction models generate
fewer muons than are observed in real cosmic ray data [14]. However, the effect of this
uncertainty in high-energy air shower simulations is strongly mitigated when simulating
photon air showers since they mostly consist of electromagnetic particles [51]. For this
reason, the limits to the photon flux set in this work were produced using only photon
air shower simulations and real data.
2.7.1 High-Energy Hadronic Interaction Models
The largest uncertainties of extended air shower simulations are introduced by high-
energy hadronic interactions. Two of the most successful models used for this type
of interaction in air shower simulations are EPOS LHC [89] and QGSJETII-04 [90].
Both of these models calculate cross sections using Gribov Regge theory [91] to build
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a Pomeron1 from the interaction components and then apply corrections afterwards.
The main difference between these interaction models is that EPOS LHC includes an
interference term which also takes energy sharing into account [92]. For this reason,
all air shower simulations used in this work have been created using EPOS LHC. In
practice, EPOS LHC predicts about 20 g cm−2 deeper Xmax values than QGSJETII-04
and about 10 % larger muon numbers at ground level [93]. A set of typical images of
simulated photon, proton, and iron primary air showers produced with CORSIKA is
shown in Fig. 2.15.
Figure 2.15: Typical representations of simulated air showers caused by a primary pho-
ton (left), proton (middle), and iron nucleus (right), modified from [94].
All simulations were started with a first interaction height of 30 km and
with a primary particle energy of 1015 eV. The vertical range is 30.1 km,
the horizontal range is 10 km. Only muons (green) and hadrons (red) with
E > 100 MeV, and electromagnetic particles (electrons, positrons, and pho-
tons in blue) with E > 100 keV are shown.
2.7.2 Preshower Simulation
Since the simulation of air showers usually starts when a cosmic ray particle enters
Earth’s atmosphere, a special treatment for photon primary air showers which contain
a preshower is needed. This is done through an additional program, PRESHOWER
[61, 95], which can be combined with CORSIKA to simulate photon-induced particle
cascades outside the atmosphere. The calculation of a possible conversion of the primary
photon to an electron-positron pair begins at a distance of 5 Earth radii and is performed
1Pomerons are quasi-particles that effectively account for the transferred momentum while carrying
the quantum numbers of the vacuum.
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in step sizes which have been optimized for both accurate calculations and fast evaluation
times [96]. If a preshower occurs, the information of all resulting particles which enter
the atmosphere is passed to CORSIKA and the point of first interaction is set to a
negative value in atmospheric depth.
2.7.3 The Thinning Procedure
Ultra-high-energy air showers contain a huge number of secondary particles. For example
at a primary energy of 1019 eV, on the order of 1012 particles are created. It is not
currently possible to simulate all of these particles fast enough (and with reasonable
amounts of storage space) to build a set of simulations with large enough statistics for
air shower analyses. For this reason, the thinning technique has been developed [97].
When simulating an air shower using the thinning procedure, instead of following every
generated particle in the cascade, only a subset of the shower particles is chosen to be
tracked. These particles are then assigned a weight which is inverse to the probability
for the respective particle to be selected for the tracked subsample. In this way, all
estimators based on sums over particles can be obtained without biases [98]. Since the
largest statistical fluctuations in air-showers are sourced from the first few interaction
processes, the thinning procedure is only applied to particles below a threshold energy,
Ethreshold, which depends on the user selected thinning level, εth, which is defined as
εth = Ethreshold/E0, (2.19)
where E0 is the energy of the primary particle.
When simulating the detector response to a thinned air shower, the potentially
large number of particles hitting each detector station needs to be recovered from the
list of particles and weights. This is done through a resampling procedure [98]: for each
detector station a sampling region is defined that is large enough to contain sufficient
particle statistics in the thinned particle subset but small enough to represent the same
position in the air shower (see Fig. 2.16). Each shower particle from the thinned set
which hits this thinning region is replicated a number of times chosen according to
the weight of the original particle. The number of these artificial particles hitting the
detector station is then determined randomly by sampling from a Poisson distribution.
In Fig. 2.17 a sketch of the resampling procedure is shown.
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Figure 2.16: Definition of the thinning region around a detector station (gray area, black
dot). The regions’ limits are derived from a ring segment around the shower
axis projected to the ground [98].
Figure 2.17: Sketch of the resampling procedure used in the thinning technique:
Top: Each particle hitting the sampling region is represented by an arrow
(arrow length proportional to energy, width proportional to particle weight).
Bottom: The particles from above are multiplied according to their weight
and placed in random positions in the sampling region [98].
24
Chapter 3
The Pierre Auger Observatory
The Pierre Auger Observatory was specifically designed to address questions on the
origin of cosmic rays at the highest energies [99]. Due to the extremely low flux of
cosmic rays at these energies, a large detector was required to gather enough statistics
to make measurements in this energy region. It was designed as a hybrid detector
combining a Surface Detector (SD) with a Fluorescence Detector (FD) in the Argentinian
Pampa Amarilla. With this design, air showers are observed in two complementary
ways, combining the strengths of both methods and providing a valuable measurement
redundancy [99].
The SD consists of 1660 detector stations which are used to measure the secondary
particles of the air shower which reach the ground level. The photon search presented in
Chapter 6, as well as the trigger studied presented in Chapter 4, use the measurements
made by this detector. For that reason, a detailed description of the SD is provided in
Sec. 3.2 while a much more brief description of the FD will be given immediately below.
The reconstruction procedures used for events measured with the SD are presented
in Sec. 3.3. The software framework Offline, which is used for these reconstruction
procedures, is introduced in Sec. 3.4. Finally, photon sensitive event variables based on
measurements of the SD are presented in Sec. 3.5.
3.1 The Fluorescence Detector
The Fluorescence Detector is used to measure the longitudinal development of extensive
air showers, while they are passing through Earth’s atmosphere [100]. The charged
particle component of the air shower excites nitrogen molecules on its way, which then
emit fluorescence light in the UV range. This fluorescence light is measured by 27
telescopes, each covering a field of view of 30◦ × 30◦ with 440 pixels that are digitized
every 100 ns.
The number of emitted fluorescence photons in an air shower is proportional to
the electromagnetic energy loss in the atmosphere and can thus be used to measure the
total energy deposit of the charged shower particles [100]. Since this energy deposit
represents about 90 % of the primary particle energy, it provides a nearly calorimetric
measurement of the air shower energy. The direct measurement of the shower profile
provided by the FD makes very accurate measurements of the shower maximum possible
which is invaluable for composition measurements (see Sec. 2.1.2).
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3.2 The Surface Detector
The Surface Detector (SD) array of the Pierre Auger Observatory consists of 1660 au-
tonomously working water Cherenkov detectors [101] placed on a triangular grid with a
spacing of 1.5 km. This gives the SD a total instrumented area of about 3000 km2 [102]
(Fig. 3.1).
Figure 3.1: Map of the Pierre Auger Observatory. Each dot represents a Surface Detector
station. The green lines indicate the field of view of the Fluorescence Detector
telescopes [99].
3.2.1 Surface Detector Stations
Each water Cherenkov detector station (SD station) consists of a cylindrical weather- and
lightproof polyethylene tank with a diameter of 3.6 m and a height of about 1.6 m [99].
This tank contains a sealed liner filled with 12 000 l of ultra-pure water. The liner
provides an excellent diffuse reflectivity for the Cherenkov light produced by relativistic
charged particles traversing the water [103], and provides an additional layer of light
shielding from the outside. The Cherenkov light produced in the water is measured
using three Photomultiplier tubes (PMTs) each with a 9 inch diameter. These are
equally distributed on the surface of the liner at a radial distance of 1.2 m from the
central tank axis and face downward into the water through windows in the liner surface.
Since every detector station is required to operate autonomously, i.e. without ex-
terior cabling, each station is equipped with a solar panel and two batteries for power
supply, a GPS receiver for accurate timing, and a radio transceiver to transmit measure-
ment data to the main campus of the observatory. The outside of an SD station, sitting
on site in the Argentinian Pampa, is shown in Fig. 3.2.
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Figure 3.2: Picture of an SD station in the Argentinian Pampa Amarilla showing the
main detector components [104].
Each PMT provides two signals with differing amplification factors. The low-gain
signal (LG) is directly taken from the anode of the PMT while the high-gain signal (HG)
is taken from the last dynode and amplified by an additional nominal factor of 32 [102].
This provides a large dynamic range for the digitization of signals both close to the shower
core (with about 1000 particles/µs) and far from it (about 1 particle/µs). Both of these
signals are digitized using a 40 MHz, 10-bit Flash Analog to Digital Converter (FADC)
resulting in a time resolution of 25 ns. These FADCs are currently being replaced as
part of the ongoing “AugerPrime” upgrade of the Pierre Auger Observatory [48]. The
new FADCs have a sampling rate of 120 MHz and will thus increase the time resolution
to 8.3 ns. Furthermore, on top the detector stations will be equipped with an additional
scintillator unit, which will, in combination with the water Cherenkov detector, allow
for a better discrimination of primary particle types.
3.2.2 Calibration of the Surface Detector
The Surface Detector PMT signals are recorded by 10-bit FADCs, covering an input
range of 0-2 V. In order to provide a common reference level between all detector stations
and to facilitate comparisons with detector simulations, each station regularly performs
an automatic self-calibration. This calibration is used to convert the FADC output to
VEM (or QVEM), a unit equal to the average charge measured from a muon vertically
traversing the detector (a Vertical Equivalent Muon) [105]. Additionally, the equivalent
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amplitude, IVEM, of a VEM-particle is determined to provide the reference pulse height
needed for the triggering algorithms (see Sec. 3.2.3).
The continuous on-line calibration makes use of atmospheric muons which pass
through each detector at a rate of about 2500 Hz. Each time a coincidence of signals with
at least 5 FADC counts above the baseline level occurs in all working PMTs, these signals
are recorded and used to fill charge- and pulse height histograms (see Fig. 3.3). Both of
Figure 3.3: Charge (left) and pulse height (right) histograms of background measure-
ments in an SD station. The second peaks are created by vertical muons
and used to calculate QpeakVEM and I
peak
VEM [105]. The dashed line shows data
triggered by an external muon telescope to select vertical and central muons
only.
these calibration histograms contain two distinct peaks. The first peak is created by the
distribution of low-energy particles accidentally satisfying the trigger requirements [105].
The second peak is due to muons traversing the detector and is therefore the one used
for the calibration.
The muon peak of the charge histogram, QpeakVEM, can be directly converted to the
charge of a vertical-equivalent muon, QVEM, by applying a factor of 1.09 VEM/QpeakVEM,
which is derived from the mean trajectory through a geometrical model of a detector
station [106]. The value of IpeakVEM is not determined online since this would require large
dead times of the detector to remove the baseline. Instead, the trigger levels rely on an
estimate of IpeakVEM, which is defined by tuning its value until the calibration trigger rate
is 70 Hz [105]. The individual gains of the 3 PMTs are regularly updated so that IpeakVEM
is at 50 FADC counts.
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3.2.3 Surface Detector Triggers
The recordable event rate of each Surface Detector station is strongly limited by the
requirement that all data must fit within the bandwidth of the wireless communication
system, which must transmit to receivers at up to 40 km distance with a power consump-
tion below 1 W [102]. For this reason, efficient filtering mechanisms must be applied to
reduce the event rate from single station events, but retain as much usable air shower
data as possible. The constraints of the wireless communication system require an event
rate reduction on station level from the 3 kHz background to a rate of less than one
transmitted event per hour. This reduction is mostly realized by the first two levels of
the hierarchical SD trigger system: T1 and T2.
T1 and T2 triggers
There are four algorithms applied to the SD data which can produce a T1 trigger:
Threshold (Th), Time Over Threshold (TOT), Time over Threshold deconvoluted (ToTd),
and Multiplicity of Positive Steps (MoPS), all of which are described below. The dif-
ference between T1 and T2 trigger levels only applies to the Th-trigger, which requires
a higher threshold to form a T2 trigger than for a T1. For all other algorithms, the
requirements of T1 and T2 are identical.
Th Trigger The threshold trigger (Th) requires all PMTs to measure a signal above
1.75 IpeakVEM for a T1 trigger and above 3.2 I
peak
VEM for a T2 trigger [102, 107]. In the case
of only one or two of the PMTs working, these thresholds are increased, according to
Table 3.1, to reduce the effect of random coincidences [107].






Table 3.1: T1 and T2 threshold trigger settings for different numbers of working
PMTs [107]
TOT Trigger The Time Over Threshold (TOT) algorithm is targeted at trigger-
ing detector stations with a signal that is significantly spread in time. It requires
13 bins (N bins) to have signals exceeding a threshold of 0.2 IpeakVEM (Th) within a time
window of 120 bins1 (window bins) in at least two of the three PMTs [102]. If only one
PMT is working, the algorithm is applied to this PMT alone.
1120 bins = 3 µs
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ToTd Trigger The ToTd trigger is a refinement of the TOT trigger which makes use
of the predictable time delay which comes from light reflecting on the liner surface
(see Sec. 3.2.1). Basically, the Cherenkov light produced by a particle going through the
detector occurs in a time-frame which is smaller than the time resolution of the FADCs.
However, since a considerable portion of this light undergoes multiple scatterings on the
liner surface before hitting the sensitive area of a PMT, this part of the signal is delayed.
Assuming that each Cherenkov photon produced within the detector volume has
an approximately constant probability to propagate towards one of the PMTs after
each reflection on the liner surface, the signal structure of a particle going through the
detector should have an exponential tail. The decay time, τ , of this tail mostly depends
on the detector geometry and has been shown to be about τ ≈ 67− 70 ns, which is well
above the time resolution of the FADCs [107, 108]. To prevent TOT trigger conditions
from being met by a small number of particles with large signals and thus long tails, the
ToTd algorithm applies a deconvolution to the FADC traces to remove the tails leaving
only the peaks. This deconvolution works by reducing the signal in each FADC bin by





with f = exp(−∆t/τ), (3.1)
where di is the deconvoluted signal in bin i, ∆t is the binning size (25 ns or 8.3 ns,
see Sec. 3.2.1), and ai and ai−1 are the original signals in bins i and i− 1, respectively.
Afterwards, the triggering conditions of the normal TOT algorithm are applied to the
deconvoluted trace with the same thresholds set as shown in the TOT Section above.
MoPS Trigger Like the TOT and ToTd algorithms, the MoPS trigger aims at selecting
signals produced by a series of low-energy particles. This is done by selecting FADC
traces that contain a certain number of positive steps, M , above a threshold within a
moving time window [109]. The algorithm is based on the assumption that, typically,
each of these steps corresponds to the arrival of a new particle in the detector. In contrast
to the other trigger algorithms, the MoPS trigger is completely independent of IpeakVEM.
In the MoPS trigger, a positive step is defined as a sequence of bins in which the
FADC trace increases (see Fig. 3.4). It has a minimum step size, ymin, to avoid statistical
fluctuations and a maximum step size, ymax, to avoid muon-like signals [107]. Also, a
veto is included which prevents the counting of additional steps due to fluctuations in
the tails of large peaks. The number of vetoed bins after a step depends on the step size
∆y [107]:
Veto = floor(log2(∆y) + 1−OFS), (3.2)
where the offset, OFS, is a free parameter used to adjust the veto sizes. In former
versions of the MoPS implementation, the veto was set with the paramenter Nveto to
Veto = floor(log2(∆y) − 4 + Nveto) and was only applied when ∆y > 16 [109]. For a
MoPS trigger, the trigger condition must be satisfied for at least two of the three PMTs
of a station. The standard settings of this trigger algorithm are given in Table 3.2.
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Figure 3.4: Sketch of positive steps in the MoPS algorithm: One step (corresponding
to one red arrow) is an accumulation of consecutive increases of the FADC







Table 3.2: Settings of the MoPS trigger algorithm [107]
T3 triggers
T3 triggers are centrally formed with only the spatial and timing information of T2
triggered stations. To do this, all clusters of T2 signals within a time window of ±25 µs
are examined for spatial coincidences [99]. When at least three closely clustered stations
trigger with at least two TOT triggers or when at least four closely clustered stations
with any T2 trigger are found, a T3 is formed. Upon the formation of a T3 trigger,
the FADC traces are sent to the central data acquisition, where two additional off-line
triggers are implemented [102].
T4 triggers
The T4 trigger is used to test if the signal timings can be fit to a plane shower front
moving with the speed of light and is therefore a physics trigger. The trigger conditions
make sure that 99 % of the stations containing a physical signal from the shower are
kept [99] while keeping the number of random coincidences to less than one per day over
the full detector array [102].
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T5 triggers
To provide a set of air shower measurements without the possibility of important parts
of the shower missing, e.g. because the shower arrived close to the border of the array,
the fiducial trigger, T5, was introduced. It requires all six detector stations adjacent
to the station with the highest signal to be in operation at the time of the event and
is therefore also called 6T5. Some studies only require four or five working adjacent
stations, which are called 4T5 or 5T5 respectively [99].
3.2.4 Aperture and Exposure of the Surface Detector
The total aperture of the Surface Detector array depends on the number of hexagons of
active detector stations at each moment of data taking. Each of these hexagons consists
of one central and six surrounding detector stations, and has an elemental cell with a
size of Acell = 1.95 km2 [102]. A sketch of an elemental cell within a detector station
hexagon is shown in Fig. 3.5. The aperture per hexagon, acell, is obtained by integrating
Figure 3.5: Sketch of the elemental cell (blue hexagon) used to calculate the aperture of
the SD. Each cell has one central and six surrounding stations [102].




Acell cos(θ) dΩ. (3.3)
For all air showers with zenith angles between 0◦ and 60◦, assuming an isotropic flux,
the aperture per cell is
acell(0
◦ − 60◦) = 4.59 km2 sr. (3.4)
For the zenith angle range 30◦−60◦, used in the SD photon search presented in Chapter 6,
the aperture per cell acell is
acell(30
◦ − 60◦) = 2
3
acell(0
◦ − 60◦) = 3.06 km2 sr. (3.5)
2At primary energies below 3 EeV, additional trigger effects need to be taken into account because the
1500 m array has not yet reached full trigger efficiency.
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The number of active hexagons, Ncell, is monitored second-by-second and can therefore
be used for an accurate determination of the SD exposure, A, which is calculated by
integrating the aperture over the total time of data taking:
A =
∫
Ncell · acell dt. (3.6)
Additionally, time periods where the detector array was not working properly are labeled
as bad periods and are removed from the aperture integration.
3.3 Air Shower Reconstruction
The timing and signal sizes from the triggered Surface Detector stations can be used for
the reconstruction of air shower geometries and primary particle energies. The energy
reconstruction for hadronic air showers uses a calibration derived from hybrid measure-
ments with the FD. However, this method is not applicable to the reconstruction of
the energies of photon primary air showers. For this reason, a dedicated photon energy
reconstruction has been developed. The geometric reconstruction, however, is the same
for both hadron and photon primaries.
3.3.1 Angular Reconstruction
The air shower geometry is derived from a fit of the SD station signal times to a shower
front moving with the speed of light. If the number of triggered detector stations is
sufficient, a spherical shower front is used instead of a simple planar front [99]. The
center of this sphere, interpreted as a virtual point of shower origin, is used together
with the shower impact point on the ground to derive the arrival direction of the air
shower, with an angular resolution better than 1.6◦ for events with more than three
stations, and better than 0.9◦ for events with more than six stations [110].
3.3.2 Lateral Distribution Function (LDF)
The impact point of the air shower on the ground is obtained from a fit of the Lateral
Distribution Function (LDF) [99]. This function describes the measured signals, S,
in the individual detector stations as a function of their distance, r, from the shower











The parameter S(ropt) is an estimator of the shower size. It is given by the signal at
the distance ropt from the shower axis which is optimized for an accurate shower size
determination and depends on the detector geometry [113]. For the SD, r1 is fixed
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at r1 = 700 m and ropt = 1000 m [99]. The parameters β and γ are obtained from a
parametrization depending on S(1000 m) (in short S1000) and θ. Thus, S1000 and the
impact point of the shower on the ground are the only remaining free parameters and
can be obtained from the fit. An exemplary LDF is shown in Fig. 3.6.
Figure 3.6: Lateral Distribution Function (LDF) from an SD event and its NKG type
parametrization [99]
3.3.3 Energy Reconstruction
The standard energy reconstruction relies on an empirically determined relation between
S1000 and the shower energy. The first step of this reconstruction is to correct the shower
size for its zenith angle dependence. This is done by calculating the equivalent shower
size if it had arrived at the median zenith angle of 38◦, S38. The conversion is well known
and is parameterized with a Constant Intensity Cut (CIC) method3 using a third degree





fCIC(x) = 1 + ax+ bx
2 + cx3,with (3.9)
a = 0.980± 0.004, (3.10)
b = −1.68± 0.01, and (3.11)
c = −1.30± 0.45. (3.12)
The relation between S38 and the shower energy has been studied using hybrid measure-
ments which make use of the very accurate energy measurement of the Fluorescence De-
tector. Thus, the shower energy can be estimated from S38 with a statistical uncertainty
3The energy reconstruction procedures presented here have been used for the starting values of the
iterative photon energy reconstruction in Chapter 6. A newer version of the hadronic energy recon-
struction is described in [114].
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of less than about 16 % and a systematic uncertainty (dominated by the uncertainty in







A = (1.90± 0.05) · 1017 eV and (3.14)
B = 1.025± 0.007. (3.15)
Due to the unique properties of photon air showers (see Sec. 2.5), the hadronic energy
reconstruction is not applicable to photon primaries, and needs to be adapted to account
for their different shower development [117]. The procedure used by earlier analyses is
based on the concept of shower universality [118], which states that most main observ-
ables of air showers (e.g. energy spectra of secondaries, angular distributions of electro-
magnetic particles [119, 120], and the energy deposit close to the shower core [121]) can
be well described as functions of primary energy, shower maximum, normalization of the
muon content, and atmospheric depth only. This principle was used to develop an iter-
ative procedure to evaluate the energy of photon-induced air showers in [117] which was
refined in [122]. In [123], the parametrizations were updated and corrected for apparent
deviations from universality. This iterative photon energy reconstruction procedure will
be revisited and explained in more detail in Sec. 6.4.3.
3.4 The Offline Framework
The simulation and reconstruction procedures used in analyses for the Pierre Auger Col-
laboration make use of the internally developed Offline software framework [124, 125].
The main components of Offline are an event-based4 data structure, a time-dependent de-
tector description and a collection ofmodules containing physics-related algorithms [125].
The reconstruction of air showers is executed by running modules specified in a module
sequence: at first, raw data is read in, then simulation and reconstruction algorithms
are applied, and finally the reconstructed data is written out. Each module, as well as
the module sequence itself, can be configured using XML files. For this purpose, a set
of standard module sequences and configurations is provided for most types of analyses
depending on the detector components used and air shower types.
The reconstructed shower data is stored in Advanced Data Summary Tree (ADST)-
files. ADST is a standalone package based on the ROOT [126] toolkit. It provides the
EventBrowser, a graphical display for reconstructed event properties, and allows for
high-level analyses to be performed on ADST-files directly without the need to modify
the Offline source code and perform a full reconstruction of the raw data. Standard
analyses are usually implemented in Offline for ease of reproduction, updating, and for
availability to the collaboration.
4An event corresponds to one air shower.
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3.4.1 Simulated Air Showers in Offline
In addition to the reconstruction of measured air showers, the Offline framework can be
used to process air shower simulations like those created with CORSIKA (see Sec. 2.7).
In this case, instead of raw detector data, simulated air shower data is read in and
the detector response to the air shower is simulated. At first, the impact point of the
simulated air shower is placed somewhere in the Surface Detector array as the simulated
shower is generic in the location with respect to the detector stations [124]. Then,
the number, energy, and type of shower particles entering each detector station are
determined and their energy loss and Cherenkov light emission is simulated. Then, a
simulation of the PMT and detector electronics response follows to create simulated
FADC-traces, which are used to determine the trigger response to each detector station
and to the full event. Once the detector response to the event has completely been
simulated, the same event reconstruction procedures can be applied that are used for
real measured data.
3.5 Photon-Hadron Separation
The characteristic properties of photon induced air showers (see Sec. 2.5) have been used
to develop observables which are suitable to distinguish photon primary air showers from
those of hadronic origin. The main difficulty in detecting photon air showers is the much
larger abundance of proton primary showers that can be hard to distinguish from showers
of photonic origin in case of larger shower-to-shower fluctuations. In analyses using the
fluorescence technique, searches for high-energy photon air showers usually make use of
their late development and therefore large Xmax values. Since no direct measurement
of the shower maximum is possible using a surface detector only, the observables used
are based on the lateral and time distributions of secondary particle signals. In [123]
it has been shown that, so far, the strongest combination of observables for the SD is
the risetime parameter ∆Leeds combined with the LDF-based parameter RNKG. These
two parameters are explained in more detail below. This combination works particularly
well since it is a combination of two methods of photon-hadron separation which rely on
different air shower properties and thus have a comparatively low correlation.
3.5.1 LDF Method
The lower muonic content of photon air showers, as compared to those of hadronic origin,
results in them having a steeper decrease of the measured signal with larger distances
from the shower core. Several methods to quantify this effect have been developed and
are compared in [127]. The parameter used in this work (Chapter 6) is called RNKG
and was chosen for its high selection efficiency (≈ 97 %). It is based on the fact that
the NKG-function used to describe the LDF of hadronic air showers overestimates the
signals of photon showers at large distances from the shower core. Both, the steep LDF
of a simulated photon event, and the NKG-function used in the calculation of RNKG,
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can be seen in the top of Fig. 3.7. RNKG is calculated by averaging over the relative









where Si is the measured signal in station i, LDF(xi) is the signal predicted by the
LDF-function fit during the SD reconstruction (see Eq. 3.7) evaluated at the position
of station i, and N is the total number of participating detector stations. All station
signals are not equally well suited to a robust calculation of RNKG. Therefore, detector
stations must meet the following requirements:
• The station distance from the shower axis is larger than 1000 m.
• The LG-signal does not exceed the range of the FADC, i.e. is not saturated.
• No problematic PMTs are used (see Chapter 5).
As long as at least one station meets these requirements, RNKG can be calculated and
further used.
3.5.2 Delta-Risetime Method
The late development of photonic air showers in the atmosphere results in a lower average
production height of the measured secondary particles. For geometric reasons, particles
with the same impact point arrive more delayed with respect to a planar shower front
if they were generated close to the ground (see Fig. 3.8). Similarly, a batch of particles
produced over a certain path length will be more spread in time if the production was
closer to ground [80]. For these reasons, the time spread of shower particles entering a
detector station will typically be considerably larger in case of a photon air shower as
compared to a hadron primary air shower.
The time spread of particle arrivals in a detector station is quantified using a station
risetime parameter t1/2 [128]. It is defined as the time it takes to go from 10 % to 50 %
of the integrated signal in the averaged calibrated FADC trace of all working PMTs
in a detector station (see Fig. 3.9). An asymmetry correction is applied to the station
risetimes [123, 129, 130] before using them to calculate their risetime parameter. This
correction accounts for the fact that, in case of an inclined air shower, detector stations
at the same distance from the shower axis will be hit by the shower front at different
shower ages depending on their azimuth angle with respect to the shower axis.
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Figure 3.7: Example event to illustrate the determination of RNKG and ∆Leeds. Distance
regions not used in the calculation are shaded gray.
Top: RNKG is calculated by determining the average relative signal deviation
from the parameterized LDF function for all detector stations at distances
above 1000 m from the shower axis.
Bottom: ∆Leeds is calculated by determining the average deviation, δi, of
the station risetime from the benchmark in units of the risetime uncertainty,
σt1/2 . Only detector stations between 600 m and 2000 m from the shower axis
are used.
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Figure 3.8: Left: Sketch of the shower geometry causing later particle arrival times for
a low production height, H2, compared to a larger production height, H1.
Right: Sketch of the shower geometry which causes larger signal time spreads
in the case of a late developing shower: a batch of particles created over
the distance ∆H will arrive at the detector with a larger spread in time



















Figure 3.9: Sketch of the signal risetime t1/2: the risetime is defined as the time span
between 10 % and 50 % integrated signal in a detector station.
The ∆Leeds parameter is a well-established photon sensitive event variable, which
combines the individual station risetimes with a parametrization of the average risetime
(and its standard deviation) taken from data [123, 129, 130, 131, 132]. The parametriza-
tion is called the benchmark tbench1/2 and is given as a function of core distance, zenith
angle, and energy bin . It is used as a reference value to calculate a deviation, δi, of each
individual detector station risetime, ti1/2, from its expected value:
δi = t
i
1/2 − tbench1/2 . (3.17)
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∆Leeds is calculated by averaging over these N deviations, weighted by the parameterized









In Sec. 6.4.1, the most recent parametrizations of the risetime benchmark are com-
pared for applicability in the photon search in Chapter 6. Like in the calculation of
RNKG, stations must meet a minimum set of requirements to ensure that the resulting δi
value is robust. These requirements for a detector station to contribute to ∆Leeds with
the chosen benchmark are [123]:
• The asymmetry-corrected risetime is > 40 ns.
• The signal is above 6 VEM.
• The station’s distance from the shower axis is between 600 m and 2000 m.
• The LG-signal does not exceed the range of the FADC, i.e. is not saturated.
• No problematic PMTs are used (see Chapter 5).
Additionally, at least four detector stations must contribute to ∆Leeds for an event to be
used in the analysis of Chapter 6.
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3.5.3 Other Photon Separation Parameters
A multitude of photon sensitive Surface Detector variables have been used in the past.
A short summary of a selection of these parameters is given below.
Radius of Curvature Compared to hadronic air showers, photon air showers tend to
have smaller radii of curvature. Since high-energy photon air showers develop deeper in
the atmosphere, the virtual point of shower origin for the secondary particles is closer
to ground and therefore the path length of secondaries arriving in a detector station
increases quickly with distance to the shower axis.
To obtain the radius of curvature R as an event parameter, the trigger times, ti,




[c(ti − t0)− [R~a− ~xi]]2
c2σ2t
, (3.19)
where c is the speed of light, t0 is the arrival time of the shower in the center of curvature,
~a is the unit vector along the shower axis, ~xi are the locations of the detector stations
relative to the shower core, and σt is the uncertainty of the shower arrival time [80]. To
reduce the contributions of signals not related to the considered air shower, a software
filter is applied while calculating each ti. The radius of curvature method was combined
with RT1000 (see below) in the last published search for a diffuse photon flux with the
Surface Detector of the Pierre Auger Observatory [80].
Entity Method In the entity method not only the station risetimes are evaluated,
but rather the complete FADC-traces are compared to a parametrization derived from
data [133]. This is done in a procedure which consists of five main steps:
1. The mean FADC-traces and uncertainties in data are parameterized depending on
the event geometry.
2. For each detector station in an event, the FADC-trace is compared to the para-
meterized mean trace resulting in a Log10(χ2/ndf)-value.
3. The probability density functions of the Log10(χ2/ndf)-values are calculated for
photon simulations and data.
4. The Log10(χ2/ndf) values are converted to probabilities of a detector station to
belong to a data or a simulated photon event, then the probability ratio is calcu-
lated.
5. The logarithmic probability ratios are averaged to form an event parameter.
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RT1000 The risetime at 1000 m (RT1000) is a parameter which combines the risetimes
of detector stations to an event parameter without the use of a benchmark function.
Instead, a second degree polynomial is fit to the risetime as a function of the distance
to the core. This function is then evaluated at 1000 m from the shower core to get the
event parameter [134]:
t1/2(r) = 40 ns + ar + br
2. (3.20)
In [135], the method was revisited and the uncertainty estimation was improved by
including a correlation term.












where N is the number of candidate stations, Si is an individual station signal, ri is the
station’s distance from the shower axis, and r0 = 1000 m is a reference distance [136].
The photon sensitivity of Sb is based on the steeper decrease in measured signals with
distance from the shower core in case of photon air showers as compared to normal
events. The parameter is formed by comparing the signal in each detector station to a
reference LDF (ri/r0)−b. The discrimination power of Sb for photons is maximized at
b = 4, thus using S4 [137]. The parameter RNKG was developed from Sb by using the
standard LDF (i.e. the NKG-function) instead of the reference LDF and dividing the
result by the number of stations N .
Number of Candidate Stations Due to the lower number of muons in photon induced
air showers and the steeper LDF, a photon induced shower will typically have a smaller
footprint and therefore a lower number of triggered detector stations than a hadronic
air shower of the same energy and geometry. For this reason, the number of triggered
detector stations is a very simple parameter that can be used in combination with other




The ongoing upgrade of the Surface Detector, including an increase of the FADC sam-
pling rate from 40 MHz to 120 MHz (see Sec. 3.2.1), requires a reevaluation of the station-
based trigger settings.1 Since the information available on the inner structure of the SD
traces will be increased by reducing the size of the time bins from 25 ns to 8.33 ns, it
stands to reason that a better understanding of the measured particles will be possible.
This should not only improve the composition sensitivity of the Surface Detector by in-
creasing the time resolution of signal shape sensitive observables, but should also allow
for an improvement to the data selection. Ideally, these resolution improvements can
also increase the efficiency of the trigger algorithms (see Sec. 3.2.3) without causing an
increase of the trigger rates; i.e. selecting a larger number of extensive air showers while
simultaneously reducing the trigger rates from the random muon background.
All trigger algorithms currently implemented on the Surface Detector stations de-
pend on a variety of trigger parameters that have been optimized to maximize the trigger
efficiency. The communication systems of the SD stations, however, limit the maximum
possible trigger rates. The goal of the trigger analysis presented in this Chapter is
to develop new trigger parameters which are adapted to the higher sampling rate and
specifically have a higher efficiency for triggering on photon-induced air showers.
Due to their small muonic shower component, photon primary air showers have
an overall lower trigger efficiency than hadron-induced air showers, and thus should
particularly profit from adapted trigger settings (see Sec. 2.5). These new trigger settings
could be implemented in addition to the established ones or even replace them if they
prove to perform better overall. Due to their inherent focus on the electromagnetic
shower component, and thus their natural suitability for photon searches, the ToTd and
MoPS trigger algorithms (see Sec. 3.2.3) were chosen to be optimized for triggering on
photon air showers.
1Currently, the data taken with 120 MHz is sampled down to 40 MHz in a compatibility mode for the
triggering.
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4.1 Current Trigger Performance
For hadronic primaries, the SD reaches full efficiency at an energy of about 1018.5 eV.
Photon air showers, on the other hand, contain a very small number of muons, and
therefore only reach 100 % trigger efficiency at about 1019 eV [102, 138]. Generally, this
comparatively low trigger efficiency for photon primaries is improved when using the
new trigger algorithms ToTd and MoPS. Their usage increases the overall number of
triggered air showers and the number of available detector stations far from the shower
core. At photon energies between 1018.5 eV and 1019 eV, with the new triggers, the maxi-
mum distance at which a station has a not negligible trigger probability increases from
∼ 2.5 km to ∼ 3.0 km [138]. The energy at which the SD reaches full efficiency is reduced
to 1018.3 eV for hadrons and to 1018.5 eV for photons with the ToTd and MoPS triggers.
4.2 Trigger Improvement Goals
An increased sampling rate of 120 MHz can potentially increase the efficiency of both
the ToTd and MoPS trigger algorithms. Since ToTd is essentially a time over threshold
trigger, with a higher time resolution the start and stop times of signal windows can be
determined more accurately. Furthermore, since the signal in the FADCs is averaged
over each time bin, low-energy particles with signals shorter than the time binning are
easier to detect if they are measured with a higher time resolution. For this reason, at
120 MHz, low-energy particles can contribute to the ToTd trigger that would otherwise
not be detected due to a stronger time averaging of a lower sampling rate. Similarly,
the improvement in the detection of low-energy particles can increase the MoPS trigger
accuracy as these particles result in larger step sizes.
An increase of the T2 efficiencies would directly affect the number of detector sta-
tions per air shower available for analysis. This is beneficial because many photon
sensitive observables require a minimum number of active detector stations. The pa-
rameter ∆Leeds (see Sec. 3.5.2), for example, requires four active detector stations in a
certain distance range from the shower axis. Obviously, an increase of the number of
triggered detector stations would directly increase the number of qualifying air showers
and would therefore increase the overall efficiency of the analysis.
The primary goal of the trigger studies is to maximize the efficiency of the T2
triggers, while making sure that the amount of data taken stays within the bandwidth
limitations of the communication system. This is achieved by setting the current back-
ground trigger rates of the ToTd and MoPS trigger algorithms as the maximum rates
of background triggers for the examined sets of trigger parameters. For this reason, an
increase in efficiency, as compared to the former trigger settings, is only possible with a
simultaneous increase of the data selection purity.
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4.3 Efficiency Simulation
The efficiency of the ToTd and MoPS trigger algorithms for each parameter set was eva-
luated using Offline. To do this, detector simulations and reconstructions (see Sec. 3.4.1)
were performed on test sets of simulated low-energy photon air showers and the resulting
trigger efficiency was calculated. These sets of air shower simulations were created with
primary energies of 1018.5 eV using CORSIKA (see Sec. 2.7). This energy level will result
in a mixture of events that will and won’t be triggered in the simulation sample for each
trigger algorithm applied alone.
In order to measure the T2 trigger efficiency with large statistics and for various
detector station positions relative to the shower core, the detector response was si-
mulated with 600 virtual SD stations. Since the air showers were simulated using the
thinning technique (see Sec. 2.7.3), the virtual detector stations had to be placed with a
dependence on the shower geometry to ensure that only one detector station is used per
thinning region (see Fig. 4.1). The detector simulation was performed using an adapted
version of Offline modified to use a 120 MHz sampling frequency. In these simulations,
Figure 4.1: Map of the SD station positions relative to the shower core of a simulated
photon air shower. Grey dots mark the positions of virtual detector stations
included to increase simulation statistics. The red and orange dots indicate
the positions of regular detector stations participating in the event. The
black and red lines indicate the simulated and reconstructed shower direction.
the percentage of SD stations which fulfill the T2 trigger conditions was used to quantify
the T2 efficiency for each set of ToTd and MoPS trigger parameters tested.
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4.4 Purity Simulation
Since no data taken with the upgraded detector electronics was available at the time of
this analysis, simulated single muons were used to study the background effects on the
T2 trigger rates. In nature, so-called random muons are generated from very low-energy
cosmic ray air showers which are well below the energy threshold of the SD. Because
of the high flux of cosmic rays at these low energies, the random muons constitute the
main background source for accidental T2 triggers. To simulate this background, single
muons with energies of 2 GeV are injected from a hemisphere closely surrounding a
modeled SD station in the ParticleInjector module of Offline. These simulated muons
undergo the same Geant4-based detector and PMT simulation procedures used for the
standard detector simulations in Offline. For each injected muon, the FADC traces of
all three PMT signals are built with sampling frequencies which have been increased
from 40 MHz to 120 MHz. Finally, the trigger criteria of the ToTd and MoPS trigger
algorithms are applied to these simulated FADC traces. Because a large number of
trigger settings needed to be evaluated, an external program was used to analyze the
traces to save computing time. Similar to the estimation of the trigger efficiencies above,
the percentage of single muon traces creating T2 triggers was used as a measure of the
trigger purity for each set of trigger parameters. However in this case, a high trigger
efficiency for single muons indicates a low trigger purity and is therefore undesired.
4.5 Afterpeak Feature
During the simulations for the trigger purity, it was found that the FADC traces of single
muons sampled with 120 MHz contain distinct peaks in the signal tail (see Fig. 4.2).
time [ns]















Figure 4.2: Afterpeak structure of a single muon simulated with 120 MHz. Red arrows
indicate steps found by the MoPS algorithm.
46
CHAPTER 4. TRIGGER IMPROVEMENTS
This afterpeak feature was never visible with the original 40 MHz sampling rate and was
shown to disappear with the stronger time averaging of 25 ns bins (see Fig. 4.3). Addi-
tionally, in order to identify the origin of the afterpeak feature, tests were developed to
study whether the afterpeaks were results of formerly unobserved physical processes, a
bug in the simulation reconstruction process, or were due to the larger relative uncer-
tainties in the smaller 8.33 ns time bins. These tests are described in the following two
Sections.
time [ns]
































































































Figure 4.3: Top: 120 MHz simulations of the three PMT traces in a detector station hit
by a single muon.
Bottom: Rebinning of the PMT traces above to 40 MHz. The afterpeak
features of the 120 MHz simulation vanish in the averaging of the 40 MHz
time bins. Red arrows indicate steps found by the MoPS algorithm.
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4.5.1 Physical Processes and Detector Geometry
The possibility of physical processes -like the creation of delta electrons, pair production,
or muon decay to create additional particles, which then cause the afterpeak feature-
was examined by repeating the trigger purity simulation process while disabling physi-
cal processes in the Geant4 simulations. Since disabling all interaction processes has no
significant effect on the afterpeaks, physical processes were excluded as a cause. Also,
by confirming that direct photon hits on the PMTs result in clean, featureless peaks,
the PMTs themselves were ruled out as causing the additional peaks. The effects of
the specular reflectance of the liner surface was tested by artificially setting all simu-
lated reflections to 100 % diffusivity. This also does not remove the afterpeaking. The
possibility of the tank geometry generating signal accumulations after single, twofold,
threefold etc. reflections was studied using a standalone simulation. In this simulation,
light was propagated through a cylinder and was either diffusely reflected or absorbed on
the surface (see Fig. 4.4). The resulting structure in the photon arrival time distribution
at the PMTs caused by reflections already vanishes with a 8.33 ns time binning, ruling
it out as a possible cause.
(a) Top view. (b) Side view.
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(c) Number of detected photons
per time bin.
Figure 4.4: (a) Top and (b) side view of the detector station geometry in the standalone
simulation. The circles on top of the station indicate the PMT positions.
The black dots indicate the positions of photons emitted along a moving
point. These photons then move along a cone from their points of origin.
(c): The distribution of photon arrival times in the PMTs from the stand-
alone geometry simulation.
4.5.2 Photoelectron Traces and Random Fluctuations
The Photoelectron Trace (PE trace) containing the time distribution of photoelectrons
generated from a photon hitting one of the PMTs is stored in the Offline software
after the Geant4 simulation for the in-detector particle propagation. Figure 4.5 shows
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these PE traces for all three PMTs of a simulated detector station with the resulting
simulated 120 MHz FADC traces superimposed. The PE traces show that each afterpeak
time [ns]


































































































Figure 4.5: Red: Time distributions of generated photoelectrons from a photon hitting
one of the three PMTs taken from the Geant4 detector simulation.
Blue: Resulting FADC traces by resampling the PE traces with 120 MHz.
in the FADC traces corresponds to a time frame with a high density of photoelectrons.
Therefore, the afterpeaks do not seem to be created anywhere in the simulation process
after Geant4. Furthermore, since the same PE traces are used for 40 MHz and 120 MHz
simulations, it can be concluded that the feature also affects 40 MHz FADC traces but
results in much smaller positive steps which are most of the time not recognized by the
MoPS algorithm.
The creation of afterpeaks from the time distribution of photoelectrons was studied
by stacking the PE traces of 100 muons vertically injected to a detector station centre.
The result is shown in Fig. 4.6. In the first 30 ns there are features indicating the first
reflections from the liner surfaces. Besides these, the structure is remarkably featureless
and follows the expected exponential light decay. Since the observed afterpeaks in the
FADC traces mostly appear later than these very first reflections, the features must be
created randomly at varying time positions and thus vanish in the averaging process of
the PE trace stacking.
Since the afterpeaks were shown to originate completely from the photoelectron
traces, only two scenarios for their creation remain: either there is an effect causing a
clustering of photoelectron times at varying time positions in the traces, or the after-
peaks, though quite distinct, have to be created by random fluctuations of the small
number of photoelectrons per FADC time bin. In order to test these hypotheses, the
mean PE trace (see Fig. 4.6) was used as a probability density function of photoelectron
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Figure 4.6: Mean Photoelectron Traces of 100 muons injected vertically into the centre of
a simulated detector station. The peaks in the beginning of the trace indicate
light arrival times after the first reflections on the liner. An exponential fit
to the data beginning at 80 ns is shown in black.
arrival times in the PMTs. Artificial PE traces that could be compared to those simu-
lated in Offline were built using these random photoelectron times. The number of
photoelectrons forming an artificial photoelectron trace was chosen randomly from a
Poisson distribution with the mean set to the average number of photoelectrons per
trace (≈ 96) in the Offline simulations.
The comparison between the Offline simulated and the artificial PE traces was
done using the distributions of time differences from one photoelectron to the next one
in the same trace (see Fig. 4.7). Both distributions are in very good agreement, with
a Kolmogorov-Smirnov (KS) distance of 0.0026 and a KS probability of 0.99998. This
result indicates that there is no additional effect causing a clustering of photoelectron
arrival times in Offline and that the afterpeaks are a feature of random fluctuations in
the photoelectron traces.
In a final test, the likelihood of the artificial PE traces creating FADC traces with
as many peaks as the Offline PE traces was examined. The number of peaks was
evaluated by rebinning all PE traces down to 8 ns time bins and applying the MoPS
algorithm. The rebinned artificial PE traces contained 2521 while the rebinned Offline
traces only contained 2392 detected peaks. The observed excess of peaks in the rebinned
artificial traces was found to be mostly due to peaks which were rather late in the traces.
Therefore, it is likely that they are caused by positive fluctuations in the tail of the
photoelectron time distribution (Fig. 4.6) which was used to create the artificial PE
traces. With a new batch of artificial PE traces, created by replacing the tail (beginning
50
CHAPTER 4. TRIGGER IMPROVEMENTS
photoelectron time difference [ns]









Figure 4.7: Distribution of time differences from one photoelectron to the next one in
the same FADC trace for Offline simulated Photoelectron Traces (blue) and
artificial Photoelectron Traces with randomized photoelectron times (red)
at 80 ns) of the photoelectron time distribution with an exponential fit, the number of
peaks in the rebinned Offline traces could be reproduced very accurately, with the new
rebinned artificial traces containing 2388 peaks compared to the 2392 peaks seen in the
rebinned Offline traces. This confirms that the afterpeak feature is very likely a result of
random fluctuations in the arrival times of photoelectrons and thus of the larger relative
uncertainties in the smaller time bins obtained with the 120 MHz sampling rate.
Outside of the simulation studies presented here, the expectation of considerably
larger peak numbers with higher sampling rates was confirmed using data from the
AugerNorth detector [139]. Instead of a 120 MHz rate, they have a sampling rate of
100 MHz (see Fig. C.1), but the effect was nonetheless clearly visible. These AugerNorth
detectors had to be used as data taken with the new electronics was not yet available at
the time of this analysis.
4.5.3 Results of the Afterpeak Study
Simulated FADC traces of single muons with 120 MHz sampling rate contain significantly
more peaks than FADC traces with the former sampling rate of 40 MHz. This increase
can be attributed to fluctuations in the small number of photoelectrons in each time
bin at 120 MHz sampling rate. For this reason, it is expected that all data taken with
the higher sampling rate will contain more peaks than previously expected which makes
51
CHAPTER 4. TRIGGER IMPROVEMENTS
the optimization of the MoPS algorithm necessary and more challenging. This is mostly
because at 120 MHz, a large number of small peaks does not necessarily indicate a signal
predominantly generated by the electromagnetic shower component, but can also be
created by peaks in the tails of muon signals.
4.6 Parameter Space Studies
The goal for a new set of trigger parameters is to find trigger settings that result in a
higher trigger efficiency for photon air showers without significantly increasing the T2
trigger rates (see Sec. 4.2). Specifically this means that:
• The trigger efficiency for single muons is not higher than that of the currently
implemented trigger settings of the ToTd/MoPS trigger algorithms.
• The trigger efficiency for photon primary air showers is as high as possible, but at
least as high as with the standard trigger settings at the 40 MHz sampling rate.
Since the ToTd and MoPS algorithms depend on four and five main trigger pa-
rameters respectively, there are huge parameter spaces of possible trigger settings2 for
both that need to be searched for optimal settings. As a first step toward exploring this
parameter space, for both trigger algorithms, rough multidimensional parameter scans
were performed, starting with the parameter sets established for the 40 MHz sampling
rate and changing each parameter with constant step sizes.3 In these scans, parameter
sets for the MoPS algorithm were found that triggered on the simulated photon air show-
ers with an up to 8 % higher efficiency than on proton air showers of the same energy
and zenith angle. This is remarkable since, at identical MC energies, proton air showers
are usually much easier to trigger on due to their larger signals. The parameter sets that
preferred photon air showers typically had large Nveto values and small window values.
Large values of Nveto can help to reduce the number of peaks counted from a single muon
in 120 MHz traces. Low window values, on the other hand, can remove late muons from
the trigger windows. Furthermore, MoPS parameter sets were also found that fulfilled
the T2 rate and purity requirements stated above. The estimated efficiencies and pu-
rities of one of these parameter sets, combined with the deviations from changing one
of the parameters, are shown in Fig. 4.8. The shown parameter set seems to be more
efficient in triggering photons than the established trigger settings and simultaneously
has a lower chance to be triggered by single muons in the data traces.
For many parameter sets, including the one depicted, the background trigger fraction
is zero which indicates a perfectly clean data set. For those parameter sets, the MoPS
algorithm does not trigger on single muons at all. Since a perfectly clean data set is
unrealistic and since the effect of detector noise on the trigger algorithms could not be
studied, real measurements of the background and noise sampled with 120 MHz were
needed for reasonably reliable results.
2For ToTd the parameters are Th, Nbins, window, and τ ; for MoPS the parameters are ymin, ymax,
Nveto, M , and window; see Sec. 3.2.3.
3Parameters corresponding to a certain amount of time were adapted to the new bin sizes.
52
CHAPTER 4. TRIGGER IMPROVEMENTS
min
y














































































































value of this parameter in the other plots
required maximum for background triggers
required minimum for efficiency
Figure 4.8: Trigger fractions (as defined in Sections 4.3 and 4.4) vs the MoPS parameters.
Each image shows the consequences of changing a single trigger parameter
on multiple trigger probabilities. For each plot, the value of the other pa-
rameters is fixed to the value indicated by the black vertical line. The trigger
efficiency for photons (dark blue) is required to be above the blue dashed line
indicating the photon trigger efficiency with established trigger settings at
40 MHz. The fraction of single muons triggering the algorithm (solid red) is
required to be lower than with the established trigger settings (dashed red).
The trigger efficiency for protons is shown in purple.
4.7 Optimization Using Markov Chain Monte Carlo
To increase the efficiency, setting one parameter to a more strict value requires at least
one of the other parameters to be released. Some trigger parameters, however, can only
be changed coarsely (e.g. the number of MoPS steps), while other parameters can be
changed finely (e.g. window sizes). The smallest possible change of a coarse parameter
might require a big change of a fine parameter to result in a reasonable parameter set.
For this reason, the parameter spaces of both trigger algorithms were expected to contain
many local minima. Since an automated optimization of the trigger parameters using
common minimizers was expected to easily get stuck in a local minimum, the Markov
Chain Monte Carlo (MCMC) method was chosen to perform a global optimization. The
MCMC method is based on a Markov chain of small and random parameter changes; i.e.
every change of the parameters (called a step) only depends on the results of the similar
parameter set tested immediately before. If the parameter set after this random step
has a better result (e.g. a higher efficiency and a purity still below threshold) the step is
automatically accepted. If the step results in a worse parameter set it is still accepted
with a probability taken from a Boltzmann distribution depending on how much worse
it performs. For this reason the algorithm is able to step out of local minima. If a step
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is not accepted, the last parameter set is used again to create the next random step.
The convergence of the algorithm is enforced by gradually increasing the temperature of
the Boltzmann distribution making jumps to other parameter regions increasingly less
likely. Thus, after a while the algorithm stays in the same minimum and starts searching
for its exact position. However, to ensure that the global minimum is found, the MCMC
process is performed multiple times which makes it possible to estimate the likelihood
to be stuck in a local minimum.
A Markov Chain Monte Carlo has been prepared and tested for the optimization
of the ToTd and MoPS trigger parameters. The application on the trigger parameter
spaces proved to be quite time consuming since every step of the optimizing includes
the testing of that parameter set on a large number of simulated detector traces. The
MCMC optimizing was not fully performed since a realistic background model for the
purity estimation was not yet available at the time of this analysis.
4.8 Outlook
A solid base for an in-depth optimization of the T2 trigger algorithms has been created
with the presented studies on trigger parameters for the MoPS and ToTd algorithms.
This is especially true with respect to triggering on photon primary air showers. However,
since the trigger purity analysis based on single muons yielded unrealistic results, the
global optimization could not be fully applied and only preliminary results could be
obtained. The afterpeak feature of the 120 MHz data traces makes finding improvements
to the current parameter settings more difficult than anticipated, but not impossible.
For the MoPS algorithm, parameter sets with increased efficiencies for photons have
been found with reduced trigger windows but increased veto values. Since by now real
background data sampled with 120 MHz is available, it would be possible to conclude this
analysis. The analysis could also significantly profit from large statistics of simulated
photon and proton air showers. The simulation set created for the SD photon analysis
in Chapter 6 could be used for this purpose. However, due to time constraints further




Improvement of the PMT Signal
Quality
Searches for rare events, like the SD photon search presented in Chapter 6, depend on
starting with a very clean data set in order to identify candidate events. Earlier studies
searching for a primary photon flux have shown that the expected number of photon
candidate events, as well as the proton background, are on the order of a few events. For
this reason, in case no photon flux is detected, a single fake photon candidate caused
by detector issues will have a large effect on the resulting flux limits. For example
above 40 EeV, where no proton background is expected, a single (fake) candidate would
increase the fractional limit from 1.6 % to 2.6 % if a zenith angle range corrected exposure
of 39 000 km2 sr yr is assumed.
Unlike many other analyses which only use the total signal in each detector station,
the methods used to search for photon air showers rely on the time structure of the
signals within the PMTs as well. This is mostly through utilizing the signal risetime
(see Sec. 3.5.2). As such, special care has to be taken since some detector components
might have disturbed signal shapes even when they produce a reliable total signal and
thus are fine for use in most analyses, but will cause problems in a photon analysis.
Prior to this work, the elimination of these malfunctioning, so-called Bad PMTs,
from the data sets of sensitive analyses was done using a list of PMTs that was popu-
lated manually. In order to have a more reliable elimination procedure, algorithms were
developed that can be applied to the FADC traces to find problematic PMTs automati-
cally. Each affected FADC trace found is then flagged in the reconstruction software to
prevent it from being used in shape sensitive analyses like the SD photon and neutrino
searches. A further advantage of these automated methods is that the PMT flagging can
be done on an event-by-event basis instead of flagging a whole time period, which could
needlessly veto many events that are not affected. To do this, identifying procedures for
typical problems observed so far, the event pathologies presented below, were required.
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5.1 Event Pathologies
During the search for PMTs with problematic signal shapes, three main pathologies
were identified. Each of these usually affects a PMT for only a certain period of time,
often with the effects of the malfunction increasing during the problematic time period
(see Fig. 5.6). Nevertheless, even during the most severely affected parts of these time
periods, events with usable signals can be found. For example, sometimes the problems
with the signals of a PMT appear seemingly at random or sometimes the problems only
significantly affect events for which a large signal is recorded in the respective detector
station [140].
5.1.1 PMTs with Afterpulses
The FADC traces of PMTs with afterpulses contain additional signal relatively late in
the trace which is not found in the FADC traces of the other PMTs in the detector
station during the event. An example of this behavior can be clearly seen in Fig. 5.1.
For short signals these afterpulses are well separated from the real signal but for signals
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Figure 5.1: FADC traces for the three PMTs of a detector station. The middle PMT
shows a strong afterpulse feature.
larger than ∼ 20 VEM, it can overlap with the real signal and would be considered as
part of the signal in the event reconstruction. The size of the afterpulses is proportional
to the real signal. For this reason, the afterpulse pathology is most severe in FADC
traces with a large signal.
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5.1.2 PMTs with Oscillating Baselines
The second type of PMT pathology is defined by an oscillation pattern in the baseline.
While FADC traces with a weak oscillation can still be usable, some PMTs have oscilla-
tions strong enough that they need to be rejected for further analysis. The oscillations
are most often caused by the PMT electronics since the feature usually ceases after ex-
changing them [140]. Another possible cause of these oscillation patterns are lightning
events but those are considered a separate issue. Excluding lightning events, oscillation
PMTs with three varying sub-features have been identified:
• PMTs with regularly oscillating baselines.
• PMTs with an oscillation which includes a modulation.
• PMTs with an oscillation within the signal.
Even though the origins of these problems are likely different, all of them can be identified
by the single procedure outlined in Sec. 5.2.2. The FADC traces of a detector station
affected by an oscillating baseline feature are shown in Fig. 5.2.
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Figure 5.2: FADC traces for the three PMTs of a detector station. The middle PMT
shows an oscillation pattern.
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5.1.3 PMTs with Large Decay Times
The third type of PMT pathology is defined by traces with a very slow decrease of the
signal following each signal peak. An example of this feature is shown in Fig. 5.3. Similar
to the afterpulse feature, the impact of this problem is stronger for events with a large
signal. The decay time feature can have a very large effect on signal risetimes which is
why its identification is especially crucial to the photon analysis.
time bin [25 ns]





















time bin [25 ns]

















time bin [25 ns]















Figure 5.3: FADC traces for the three PMTs of a detector station. The top PMT shows
a very large decay time.
5.2 Filtering Procedures
Filtering procedures, which can be applied on an event-by-event basis, have been de-
veloped, tested, and implemented for all the above pathologies. These procedures have
become the standard method for data cleaning in neutrino and photon searches. The
individual filtering mechanisms are described below.
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5.2.1 Filter for Afterpulses
The identification of afterpulse events is based on the calculation of a late signal in the
FADC traces. This late signal is defined as the integrated signal between bins 350 and
600. To make sure no direct light1 is included, the contents of the bin with the highest
signal and its two neighboring bins are removed. The filtering mechanism then applies
the following three criteria to the late signal:
• The late signal must be at least 5 % of the total signal in the FADC trace.
• The late signal must be at least 7 times larger than the late signal in any of the
other working PMTs.
• The late signal is larger than 1 VEM.
All of these criteria have been optimized to keep as many usable traces as possible while
ensuring a very clean data set. Due to the second criterion, this filtering mechanism can
only be applied to detector stations with at least two working PMTs. This requirement
is common in these filters as the comparison to the other two PMTs in each station has
proven to be very efficient in separating PMT problems from other fine, but unusual
signal forms.
5.2.2 Filter for Oscillating Baselines
The filter dedicated to identifying oscillating baselines uses the RMS of the baseline,
which is calculated during the calibration process of each detector station. Two cuts on
this RMS value already existed: a cut requiring the RMS to be below 1.75 FADC counts
on a daily level and a cut requiring less than 12 FADC counts on the event level. The
event level cut turned out to be too lenient, while the daily cut failed to filter out most
problematic events since the issue does not necessarily affect a large enough number of
events in a given time period to raise the RMS for the full day [140]. Because of these
features, after testing the effects of different cut thresholds, a new event level cut at
1.5 FADC counts was introduced.
5.2.3 Filter for Large Decay Times
To find PMTs with a large decay time, a filtering mechanism has been developed that
uses both the calibrated FADC trace and its baseline. This filtering mechanism was
inspired by the ToTd triggering mechanism (see Sec. 3.2.3). It is based on the fact
that large decay time FADC traces will contain many more negative steps (i.e. decreases
from one bin to the following bin) than FADC traces of regular events. Since regular
FADC traces contain many negative steps as well (due to light decay in the water tanks,
see Sec. 3.2.1), a deconvolution with an exponential, which removes all tails with the
1Direct light is a term for large signals in one or two bins of a single PMT due to Cherenkov light in
the tank traveling directly to the PMT instead of after scattering off of the liner.
59
CHAPTER 5. IMPROVEMENT OF THE PMT SIGNAL QUALITY
standard decay time of ∼ 70 ns is performed. This deconvolution is identical to the one




with f = exp(−∆t/τ), (5.1)
where di indicates the signal in the i-th bin of the deconvoluted trace, ai is the (baseline
subtracted) signal in the i-th bin of the regular trace, ∆t is the bin width, and τ is the
time constant set to 70 ns.
After deconvolution, the resulting trace can be interpreted as a time distribution of
particles in the detector station [108]. An example of the effects of this deconvolution
on a normal, as well as a large decay time FADC trace, is shown in Fig. 5.4. The
deconvolution procedure creates traces with hardly any tails for normal PMTs but still
leaves shortened tails for large decay time PMTs. This difference is used to improve the
discrimination of the next step of the filter algorithm.
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Figure 5.4: Top: Signal traces in a detector station with a decay time feature in the left
PMT
Bottom: Deconvolution of the signal traces above: while the tails in the
middle and right PMTs vanish, the tail in the left PMT only gets shorter.
The red line indicates the minimum signal for a negative step to be counted
in the large decay time filtering mechanism.
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Next, the remaining tails of the problematic PMTs are quantified by counting the
number of negative steps remaining in the deconvoluted traces. Here, a negative step is
only counted if there is a decrease of the signal from one bin to the next bin in both the
deconvoluted trace and the original trace:2
di > di+i ∧ ai > ai+1 ∧ di+1 > 2 FADC counts. (5.2)
Furthermore, in order to avoid counting baseline fluctuations, a negative step is only
found if the second (lower) bin of the step is at least 2 FADC counts above the baseline
as illustrated in Fig. 5.4.






In this Equation, Ni denotes the number of negative steps in the i-th PMT and σN is
the uncertainty of the mean for the Ni values of all working PMTs.
The final criteria for issuing a large decay time flag in the i-th PMT are:
• Ni ≥ 16.
• ∆i ≥ 8.5.
In Offline, the individual flags for each channel (HG and LG) were produced using the
other FADC traces from the same gain. This becomes important if the event reconstruc-
tion uses, for example, the HG channel of one PMT and the LG channels of the other
PMTs.
5.3 Performance of the Identification Procedures
The effects of the filtering mechanisms were evaluated by examining their results on
already known Bad PMTs in their affected time windows. Additionally, the number of
traces which were identified where none should be expected was considered. A summary
of the results is found below.
5.3.1 Performance of the Afterpulse Filter
About 0.8 % of all reconstructed FADC traces were flagged by the afterpulse filter re-
sulting in a very high detection efficiency of the afterpulse feature. In fact, if the signal
was above 20 VEM, every single trace in a set of known malfunctioning PMTs was de-
tected in the affected time interval. Furthermore, all malfunctioning PMTs with a signal
above 5 VEM were also detected if a subset of particularly strongly affected PMTs was
considered [140].
2Note: in this algorithm, a step has the size of a single bin. This is in contrast to the MoPS algorithm,
where a step usually consists of multiple bins.
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5.3.2 Performance of the Oscillation Filter
The newly implemented filtering mechanism for oscillating baselines flagged only about
0.1 % of all PMT traces. Among the PMTs with oscillating baselines, many FADC traces
with small baseline fluctuations (resulting in a small baseline RMS) can be found which
are still usable and therefore do not need to be cut from data. Strongly affected traces,
on the other hand, are often already flagged by the long decay time and afterpulse filters.
PMTs which were wrongly identified by this filter were often found to have a large
amount of negative signal due to misreconstructions of the PMT baseline. These PMTs
are technically fine, but the misreconstructed baseline will of course cause problems
in calculations of other parameters (e.g. the signal risetime) as well. Therefore, their
elimination from shape sensitive analyses is considered a positive additional feature of
the oscillation filter mechanism.
5.3.3 Performance of the Large Decay Time Filter
While most Bad PMT signatures are quite striking by eye, with the new large decay time
filter even rather subtle examples of affected FADC traces could be found an example of
which can be seen in Fig. 5.5. However, on a test sample of well known large decay time
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Figure 5.5: FADC traces for the three PMTs of a detector station. The bottom PMT
shows a subtle large decay time feature.
PMTs in the affected time periods only about 25 % of the FADC traces were flagged.
This is a net positive, because even during these times most events are not significantly
affected by the decay time feature and therefore do not need to be cut from further
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analysis. For this reason, many not affected FADC traces could be recovered for shape-
sensitive analyses by the introduction of the new event-by-event filtering mechanisms.
Additionally, many raining PMTs3, with FADC traces that were affected by the raining
feature, were found. The removal of these strongly raining PMTs is a secondary beneficial
feature of the decay time filter.
Overall, 0.3 % of all PMT traces were flagged by this filtering procedure. The time
distribution of the identified FADC traces for data until December 2015 is shown in
Fig. 5.6. The horizontal lines show problematic PMTs. Some of them have strong
features and were already known (e.g. station 602 and 762). Many of the other, weaker
lines denote newly found PMTs (e.g. station 194 and 984). Overall, 63 formerly unknown
problematic PMTs have been identified. As mentioned before, not all events during an
affected time period are problematic. However, sometimes a feature disappears at some
point only to reappear later in the data. With the new filtering algorithms these changes
over time are dealt with automatically.
5.4 Summary of the Filtering Results and Expected
Effects on Photon Analyses
Automated filters for all three problematic PMT pathologies have been developed and
extensive tests have been performed. Since the former treatment of Bad PMTs involved
flagging time periods, and therefore many unaffected FADC traces, a direct test of the
algorithms by a one-to-one comparison of results was not possible. For this reason, all
filtering mechanisms were tested by examining the detection rates of well known affected
PMTs and time periods. Additionally, many events which were not filtered out in those
time frames were screened by eye for problematic signatures.
Checks on PMTs which received a flag without being affected by one of the features
were also done. These indicate that the oscillation filter and the large decay time filter
are both also sensitive to misreconstructions of the PMT baseline. In practice, cutting
these rare events from shape sensitive analyses is a welcome side effect since an incorrect
baseline estimation affects shape sensitive observables as well. The overall success in
finding new methods to automatically detect problematic PMTs made manually updat-
ing the Bad PMT listings in Offline obsolete. Furthermore, the new procedure eliminates
the possibility of newly appearing Bad PMTs affecting sensitive analyses before they are
found.
For photon searches, a reliable detection of the afterpulse and especially the large
decay time features is crucial since they directly increase signal risetimes and thus can
easily cause fake photon candidates. Fortunately, the filters for these pathologies proved
to be very reliable and many formerly unknown problematic PMTs have been identified.
For the SD photon search in Chapter 6, the effect that unflagged events have on the
signal risetime was evaluated. This was done by examining a set of events which contain
3A raining PMT is a PMT with a feature causing a drop of IpeakVEM (see Sec. 3.2.2) reoccurring on the
order of tens of minutes.
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Figure 5.6: 2D histogram of event times and SD station IDs of PMTs identified with
the new filtering algorithm for large decay times applied to data measured
between 2004 and 2015. The color scale indicates the number of identified
traces in the according time bin. Horizontal lines correspond to problematic
PMTs, often with strong decay time problems. The start and end of their
problematic time periods are visible even though not every FADC trace in
this time period must be affected. Additionally, the low number of randomly
flagged PMTs is visible in the small number of isolated hits on otherwise
non-problematic PMTs.
a PMT which is currently in a period where it is experiencing a decay time feature
that was not flagged by one of the algorithms. For each of these events, the risetime of
the affected PMT has been compared to the risetimes of the other intact PMTs. The
results of this comparison are visualized in Figs. 5.7 and 5.8. Even though the affected
PMTs on average had slightly higher risetimes (≈ 10 %), this effect is considered to be
small enough to be unproblematic for the photon search. This is because neither the
relative strength nor count of long risetime outliers significantly increased among the
affected PMTs. Also, an examination of FADC traces with a visible decay time feature
that were not flagged by the algorithm revealed that the signal shapes of these traces
are not much different from those in the other PMTs. For this reason, these events are
considered unproblematic for usage in shape sensitive studies. An example of this type
of event is shown in Fig. 5.9.
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Figure 5.7: Individual risetimes of the three PMTs in decay time problem affected sta-
tions and time periods for events that have not been flagged by the filtering
mechanism. The risetime of the FADC trace with a possibly undetected de-
cay time problem is shown in red while the other PMTs’ risetimes are shown
in green and blue.
5.5 Implementation in the Offline Framework
The filters for malfunctioning hardware components were included in a newly introduced
Offline module called SdPMTSignalShapeQualityChecker, and the parameters used in
the algorithms have been internally published in [140]. Since the effects of the studied
pathologies on the total station signals are usually small, this module is intended to be
primarily used for signal shape sensitive studies.4 The flags used to ensure the removal of
affected PMTs, or PMT anodes, have already been established and are used e.g. by the
SdCalibrator module5 making the usage of the new Offline module as simple as possible.
4The SdPMTSignalShapeQualityChecker module is included in module sequences using the SdPreSe-
lectionShapeSensitive standard sequence.
5The PMT flags can be accessed using “→IsTubeOk()” and “→IsLowGainOk()” on the PMT calibra-
tion data of the affected event.
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Entries  97
Mean    12.99
RMS     20.01
Underflow       0
Overflow        0
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Figure 5.8: Risetime differences in decay time problem affected stations and time periods
for events that have not been flagged by the filtering mechanism: for each
of these events the difference of the affected PMT’s risetime to the mean of
the other two PMTs’ risetimes is shown.
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Figure 5.9: Typical example of a decay time problem affected FADC trace not found by
the filtering algorithm: even though the top PMT is clearly affected by a
large decay time feature it did not receive a decay time flag. Since the shape






The main goal of the analysis presented in this thesis was to search for a diffuse flux
of primary photons at energies above 1019 eV using the Surface Detector of the Pierre
Auger Observatory. This search has been performed using the data period spanning
from Jan 1st 2004 to June 30th 2018 and a set of simulated photon air showers created
with CORSIKA using the interaction models EPOS LHC and FLUKA (see Sec. 2.7).
Before using the data in the photon search, it was cleaned using the filtering mechanisms
presented in Chapter 5. This version of the analysis has already been presented at
the International Cosmic Ray Conference (ICRC) 2019 [2], however, a more detailed
description of the procedure used to search for primary photons and eventually to set
upper limits on the diffuse photon flux and fraction is presented below. In addition,
multiple improvements to the photon search are presented which have not been used
in [2] but are applied for the publication by the Pierre Auger Collaboration.
6.1 Principal Component Analysis (PCA)
The search for a diffuse flux of primary photons was performed with a Principal Com-
ponent Analysis (PCA) which used models of the expected signal and background. In
this process, signal and background are unseparated and treated equally. This is an
important feature of the PCA for the SD photon search since it is not known if the
experimental data contains photon events. Because of this, a clear separation of signal
(photon MC) and background (data) is not possible.
The PCA is based on finding the axis in the two-dimensional input parameter space
along which the variance of the data/simulation combined data set, is maximized. This
axis is consequently called the PC axis and the projection onto this axis is called the
PC value. The data is then sorted by the PC values and signal candidate events are
chosen by setting a PC value threshold called the candidate cut. While a strict candidate
cut will result in a smaller number of background candidates, it will also result in a
smaller analysis efficiency since not all signal events will exceed the threshold. In this
work, the background has been modeled using 2 % of the available data in the PCA
calculation. By using this burn sample, no simulations of hadronic air showers (with the
included hadronic interaction uncertainties, see Sec. 2.7.1) are needed for the photon
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search. To ensure a blind analysis, the burn sample used for the calculation of the PCA
has been excluded from the search for a photon flux.
The PCA was performed in three integrated energy bins: E > 10 EeV, E > 20 EeV,
and E > 40 EeV. No upper energy limit was set since no cosmic ray photons have been
found in previous searches (see Sec. 2.6) and the parameter space was therefore kept
as large as possible. Since a flux of primary photons could not be definitely shown, for
each energy bin an upper limit on the diffuse photon flux and fraction has been set.
The individual steps of the Principal Component Analysis are presented in the following
Sections.
6.2 Photon Simulations
The model for the photon signal used in the PCA calculation (Sec. 6.5.1) was created with
a dedicated set of simulated photon air showers. These simulations were generated with
CORSIKA (Sec. 2.7) using PRESHOWER (Sec. 2.7.2) to get a realistic sub-sample of
air showers with a first interaction in the geomagnetic field. Simulated events containing
a preshower will subsequently be called converted (C) air showers while those without a
preshower will be called unconverted (UC) air showers. The simulation set was created
with the following specifications:
Number of air shower simulations 30000
High-energy interaction model EPOS LHC
Low-energy interaction model FLUKA
Zenith angle range 0◦-60◦
Minimum energy 1018.5 eV
Energy spectrum E−1 (reweighted to E−2 in the analysis)
Thinning level εth 10−6
Table 6.1: Specifications of the photon air shower simulation set
An example CORSIKA steering card can be found in Appendix A. The detector sim-
ulation and reconstruction of the simulated air showers was performed using Offline (see
Sec. 3.4, trunk version v3r0p0 ). The module sequence used is included in Appendix B.1.
The calculation of photon sensitive event parameters, as well as the reconstruction of
the photon energy, has been performed using the SdCompositionParameters module (see
Sec. 6.4.2). To increase the statistics of the simulation set, each CORSIKA simulated
air shower was thrown five times each with different azimuth angles and positions in the
SD array. For a correct calculation of the trigger efficiency, the simulation feature which
removes detector stations very close to the shower axis from analyses which used thinned
air shower simulations had to be taken into account. This removal is done because at
distances close to the shower core the resampling procedure of shower particles becomes
highly susceptible to statistical fluctuations (see Sec. 2.7.3). In this work, simulated
68
CHAPTER 6. SEARCH FOR ULTRA-HIGH-ENERGY PHOTONS
events with detector stations closer than 300 m to the shower core were resimulated
using adjusted thinning settings.1
6.3 Data Set and Reconstruction
The PCA has been applied to Surface Detector data taken between Jan 1st 2004 and
June 30th 2018. The measured air showers were reconstructed using Offline (version
v3r0p0 ) with the module sequence shown in Appendix B.2. The main differences from
the standard SD reconstruction module sequence are the usage of the SdPMTSignal-
ShapeQualityChecker (see Sec. 5.5), to ensure a reliably high data quality of the FADC
signal shapes, and the usage of the SdCompositionParameters module, for photon sen-
sitive event parameters and its photon energy reconstruction (see Sec. 6.4.2). These
modules are included as they are specifically designed for signal shape sensitive analyses
and are therefore not needed in studies which rely only on total station signals.
6.4 Preparation of Shower Dependent Photon
Variables
The discrimination between photon-induced air showers and hadronic background is
done using the variables ∆Leeds (or simply ∆), and RNKG, both presented in Sec. 3.5.
The photon search presented in this work has been made available for review, future
photon searches, and multi-messenger analyses by including the calculation of all used
parameters in the SdCompositionParameters module in Offline2 (see Sec. 6.4.2).
6.4.1 Choice of a Photon Benchmark
The ∆Leeds parameter evaluates the photon-likeness of an air shower by comparing the
risetime of each detector station (meeting certain quality criteria) to a parametrization
of the average risetime found in the data that we refer to as benchmark (see Sec. 3.5.2).
The value of this risetime benchmark depends on the air shower energy, its zenith angle,
and the distance of the detector station from the shower axis. Two independently derived
photon benchmarks have been created for this purpose, one by Krohm [123] (called B1 )
and one other by Sanchez-Lucas [130] (called B2 ).
The main differences between these parametrizations are summarized in Table 6.2.
Mainly, using B2 would allow to use very steep air showers and include detector stations
that are closer to the shower core, but these are gained at the cost of losing zenith
angles above 46◦. The two benchmarks cover different parameter spaces since B2 was
created for hadronic primary mass separation, while B1 was created specifically for the
1To calculate the trigger and reconstruction efficiency, the trigger simulations were performed without
the removal of detector stations close to the shower axis. The resimulations were performed with
Offline version r31509.
2version r29341 or greater
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Benchmark B1 Benchmark B2
Krohm 2017 Sanchez-Lucas 2016
Distance range 600 m− 2000 m 300 m− 2000 m
Zenith angle range 30◦ − 60◦ 0◦ − 46◦
common LG/HG benchmark individual LG/HG benchmarks
Table 6.2: Differences of the risetime benchmarks from [123] and [130]
search for cosmic ray photons. In the parameter space covered by both benchmarks, the
differences are mostly well below the 1σ level (see Fig. C.2, C.3), especially when the
LG benchmark from B2 is used. Large differences only occur in the parameter space
not covered by B2 which includes an undefined region where B2 can not be evaluated.
Since good agreement between the two models was found, it was decided that the more
extensively tested B1 benchmark optimized for photon searches should be used and air
showers between 46◦ and 60◦ should be included in the data set.
6.4.2 Implementation in the Offline Framework
The calculation of all photon parameters used was performed in the Offline framework
via the newly implemented module SdCompositionParameters.3 During the analysis,
the photon parameters are saved to the ADSTs in a parameter storage class introduced
for SD related variables. All code for the photon variable calculation has been validated
by comparing the resulting photon parameter distributions to the calculations in [123].
The accuracy of the photon energy reconstruction derived in [123], when applied to the
new photon simulations, is shown in Fig. 6.1.
Since the parameters used in the photon energy reconstruction were created using
the hadronic interaction model QGSJETII.03 (EPOS LHC was used for the new sim-
ulations), the relative differences between the photon energy reconstructions and the
MC truth were studied (both for C and UC photons). Considering the resolution of
the energy reconstruction (see Sec. 6.4.3), there is a good agreement between the recon-
structed energy and the MC energy with an average deviation of around 5 %. For this
reason, this energy reconstruction was used in [2]. The energies of C air showers are
clearly underestimated, however the PCA was performed only using UC photons. For
this reason, the underestimation of C photon energies can only cause a decrease of the
photon search efficiency.
3In former studies, all photon parameters had been calculated after the Offline reconstruction in
standalone programs using ADSTs.
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Reconstructed photon energy (converted)
EPOS LHC photon MC energy
EPOS LHC photon MC energy (converted)
Figure 6.1: Distributions of reconstructed photon energies (black) and MC energies
(green) of C and UC photon air showers.
6.4.3 Photon Energy Reconstruction
The energy reconstruction procedure used in [2] was revised using the larger statistics
of the EPOS LHC photon MC set. Two methods to determine the photon energy were
tested. Both methods only depend on the zenith angle, θ, and the signal at 1000 m from
the shower axis, S1000. The two methods are:
• A refinement of the established iterative procedure using the new photon MC set.
• A tabular energy reconstruction utilizing the large MC statistics to assign a photon
energy based on bins in S1000 and θ.
Iterative Procedure The photon energy reconstruction developed in [117] uses an
iterative procedure consisting of the following steps:
1. A first estimate of the shower energy is set to Eγ = 2 · ESD
(for ESD see Sec. 3.3.3).
2. The position of the shower maximum Xmax is then calculated according to the
parameterized elongation rate (Equation 6.1) using the current Eγ energy estimate.
3. Finally, a new energy estimate Eγ is calculated from Xmax according to the pa-
rameterized profile (Equation 6.5).
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Steps 2 and 3 are repeated until the energy converges with a relative tolerance of 10−5.
To ensure a good reconstruction, if the procedure finds the shower maximum to be more
than 50 g cm−2 below ground, it is cut due to bias issues. This restriction reduces the
efficiency for more vertical air showers especially at the highest energies (see Sec. 6.6.1).
The elongation rate used in step 2 of the iteration was fit with a second degree
polynomial (Fig. 6.2):
Xmax = q0 + q1 · log10(Eγ/EeV) + q2 · log210(Eγ/EeV), (6.1)
with a χ2/ndf = 4.646/7 resulting in the parameters
q0 = (867.7± 6.1) g cm−2, (6.2)
q1 = (72.34± 10.49) g cm−2, (6.3)
q2 = (33.4± 4.2) g cm−2. (6.4)
The data points consist of the reconstructed UC photon MC events with simulated
energies between 1018.5 eV and 1020.5 eV, zenith angles between 30◦ and 60◦, and Xmax
values of at least 50 g cm−2 above ground.4 The shower profile used in step 3 of the
iteration is modeled as
Eγ = (S1000/G(Xground −Xmax))1/α . (6.5)
Here, G(Xground −Xmax) is a Gaisser-Hillas function
G(Xground −Xmax) = p0 ·
(
1 +




with Λ fixed at 100 g cm−2 and p0, p1, and p2 obtained from the fit shown in Fig. 6.3:
p0 = (2.847± 0.005) VEM, (6.7)
p1 = (726.5± 5.7) g cm−2, (6.8)
p2 = (172.1± 0.8) g cm−2. (6.9)
This parametrization of the shower profile has been obtained with the same cuts that
were used for the elongation rate except the MC energy threshold, which has been
increased to that of the SD photon search (1019 eV).












where β = log10(G(Xground−Xmax)) contains the shower profile. Since α is also a function
of ∆Xgr = Xground −Xmax, the simulation data has been divided into 10 bins of ∆Xgr,
4In contrast to the description of the simulation set in 6.2, here only one Offline reconstruction has
been used for each CORSIKA simulated air shower.
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and Equation 6.10 has been fit to each (Fig. 6.4). The resulting values of α have been
plotted as a function of ∆Xgr in Fig. 6.5. A linear model, as well as a quadratic model,
have been fit to the data. Since the quadratic model did not significantly improve the
energy reconstruction accuracy, the parameters presented in the following are derived
from the linear model of α.
α = α0 + α1 ·∆Xgr + α2 ·∆X2gr, (6.11)
with α0 and α1 obtained from the fit and α2 fixed to zero for the linear model:
α0 = 0.841± 0.011, (6.12)
α1 = (1.77± 0.31)× 10−4 g−1 cm2, (6.13)
α2 = 0. (6.14)
The energy dependent accuracy of the iterative photon energy reconstruction method
is shown in Fig. 6.6. Unfortunately, it has a bias towards underestimating photon en-
ergies which increases with energy climbing to about −20 % at 100 EeV. This bias is
caused by the required cutting of events where Xmax occurs more than 50 g cm−2 below
ground. This is because events with underestimated Xmax will be generally less likely to
be cut, but also will on average be reconstructed with lower energies.
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 / ndf 2χ  4.646 / 7
p0        6.1± 867.7 
p1        10.49± 72.34 





















EPOS LHC photon MC (unconverted)
Quadratic Fit
Billoir et al. 2007


















Figure 6.2: Parameterized elongation rate of UC photon MC air showers.
The fit of a second degree polynomial is compared to the results of [117],
[122], and [123].
]2 [g/cmgrX∆





















7 EPOS LHC photon MC (unconverted)
 modelαGaisser Hillas Fit, linear 
 modelαGaisser Hillas Fit, quadratic 
ICRC 2015
Figure 6.3: Fit of a Gaisser-Hillas function to the universal shower profile for photon
primary air showers. Two fits are shown for the linear and the quadratic
model of the energy correction factor α. For comparison, the fit results from
[123] have been added. The photon MC data points (gray) refer to the linear
model of α.
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Figure 6.4: Energy dependence of S1000 in 10 equally sized bins of
∆Xgr = Xground −Xmax between −50 g cm−2 (start of Bin 0)
and 900 g cm−2 (end of Bin 9).
]2 [g/cmgr X∆


























Figure 6.5: Fit of the correction factor α (see Eq. 6.10) with a linear model compared
to a quadratic model and the fit from [123].
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Figure 6.6: Relative energy reconstruction accuracy with the iterative method. Circular
markers indicate mean values, dark blue lines median values. The blue box
indicates the part between the 25th and the 75th percentile. The iterative
photon energy reconstruction has an increasing bias towards low energies
caused by the selective cutting of events with overestimated Xmax.
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Tabular Energy Reconstruction The iterative energy reconstruction is a complex
procedure relying on the averaged elongation rate. Since it depends on two observables
only, S1000 and the zenith angle, an alternative method has been developed by simply
tabulating the mean photon MC energies in bins of S1000 and zenith angle. This method
profits from the large statistics of the EPOS LHC photon MC set. Only unconverted
simulated photon air showers with a 6T5 trigger and both a reconstructed LDF and



































Figure 6.7: Table to convert the measured S1000 and zenith angle to the mean logarith-
mic MC energies. The binning was chosen for roughly equal statistics in each
bin.
represented by a two-dimensional histogram, is shown in Fig. 6.7. On both axes, the
binning has been chosen to result in roughly equal statistics in each bin.
The accuracy of the energy reconstruction using the tabular approach is shown in
Fig. 6.8. Similar to the iterative energy reconstruction procedure, there is an increasing
bias towards low reconstructed energies for high MC energies. However, here this is
caused by the reconstruction procedure having been optimized to have no bias as a
function of S1000. Particularly large values of S1000 are always more likely to be caused
by a lower energy air shower with a comparatively large measured signal than vice versa.
For this reason, at high energies a shower of energy E which would on average result in
a measured S1000 signal of S1000E, will always have a higher energy than the average
energy of all showers which have resulted in that S1000E value. In other words: the
5As in the iterative procedure, only one Offline reconstruction has been used for each CORSIKA
simulated air shower.
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Figure 6.8: Relative energy reconstruction accuracy with the tabular method. Circular
markers indicate mean values, dark blue lines median values. The blue box
indicates the part between the 25th and the 75th percentile. The increasing
bias towards high energies is caused by the reconstruction being designed to
have no bias as a function of S1000.
energy of showers with a mean signal of S1000E is higher than the mean energy of
showers with the signal S1000E.
Comparison of Energy Reconstruction Accuracies The relative reconstruction bias
of the photon energy is given for both the iterative and the tabular methods. In Fig. 6.9,
both methods show an increasing bias to lower reconstructed energies at high MC ener-
gies, reaching up to −30 % at 100 EeV. While at high energies this bias is larger with
the tabular energy reconstruction method, at energies around 1019 eV (i.e. for most air
showers used in the SD photon search) it is considerably smaller. As noted before, the
tabular energy reconstruction was designed to provide a good estimate of the shower
energy for each measured value of S1000. For this reason, even though there is a bias
of the reconstructed energy as a function of the MC energy, there is (by design) no
absolute bias and only a small relative bias of the reconstructed energies as a function of
S1000 (see Fig. 6.10). Interestingly, the iterative energy reconstruction method has an
increasing positive energy reconstruction bias as a function of S1000 for large measured
signals (due to the difference between mean energy and mean signal, see above).
Since no cut on air showers with Xmax below ground is required with the tabular
energy reconstruction method, the analysis efficiency is greater than that of the iterative
78
CHAPTER 6. SEARCH FOR ULTRA-HIGH-ENERGY PHOTONS
Log10(MC photon energy)



















Iterative procedure: linear model
Tabular energy reconstruction
Iterative procedure: ICRC2015
Figure 6.9: Comparison of the relative energy reconstruction bias with the iterative en-
ergy reconstruction (green), the tabular energy reconstruction (black dash-
dotted), and the version of the iterative energy reconstruction from [123]
(red dashed) used in [2].
energy reconstruction. This increase is on a level of 3 % to 11 % (see Fig. C.6). Fur-
thermore, these simulated showers that are not rejected by the tabular method show no
significant difference in the PCA distribution (see Fig. C.7).
The most important step of the SD photon search with reliance on the energy
reconstruction is the assignment of air showers to an integrated energy bin. For this
reason, the accuracy of this assignment has been compared using the different recon-
struction methods. The results of this comparison are shown in Fig. 6.11. At energies
slightly below the threshold of a new energy bin, misassignments to a too high energy
bin become more likely (because only a small misreconstruction is needed). The other
way around, slightly above the threshold, misassignments to a too low energy threshold
become more likely. Correct assignments are most likely far away from the bin thresh-
olds. While the iterative energy reconstruction has a lower fraction of air showers below
1019 eV misassigned to the first integrated energy bin, the tabular energy reconstruction
performs the best for most of the 1019 eV to 1020.5 eV energy range. Because of this,
its larger efficiency, and the substantially lower complicacy, the tabular method is the
favored energy reconstruction method for photons in the Pierre Auger Collaboration.
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Figure 6.10: Relative energy reconstruction bias in bins of S1000. The small constant
bias towards overestimating the energy with the tabular method is caused
by the mean energy resulting in no absolute (but therefore a relative) bias:
since Eγ − EMC has a weighted average of 0, a bias in (Eγ − EMC)/EMC
occurs.
Log10(MC photon energy)













Fraction of assignment to energy bin:
Correct, Iterative procedure, ICRC15
Correct, Iterative procedure, linear model
Correct, Tabular energy reconstruction
Too low, Iterative procedure, ICRC15
Too low, Iterative procedure, linear model
Too low, Tabular energy reconstruction
Too high, Iterative procedure, ICRC15
Too high, Iterative procedure, linear model
Too high, Tabular energy reconstruction
Figure 6.11: Percentages of simulated air showers assigned to the correct lowest energy
bin as a function of the MC energy (solid lines). The dashed (dotted) lines
show fractions of events misassigned to a lowest bin of a too low (too high)
energy threshold. Vertical lines indicate the boundaries of the integrated
energy bins.
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6.4.4 Linear Transformation of the Photon Variables
The Principal Component Analysis (PCA) used in this SD photon search is based on
the LDF parameter
LLDF = Log10(RNKG), (6.15)
and the risetime parameter ∆Leeds. Both parameters have been linearly transformed to






LLDF − LγLDF(Eγ,rec, θrec)
σγLLDF(Eγ,rec, θrec)
. (6.17)
Since both parameters have significant energy and zenith angle dependence (see Figs. C.8
and C.9), this transformation has been performed individually for each bin of recon-
structed energy and zenith angle. In this way, an energy and zenith angle independent
photon median is constructed and the separation power of the variables is optimized
for the full parameter space. For the results presented in [2], the mean and standard
deviations derived in [123] were used, resulting in the separation between photon MC
and burn sample data shown in Figs. 6.12 and 6.13 for each integrated energy bin.
The new EPOS LHC photon simulation set with its increased statistics has been
used to renew the renormalization. Unlike [123], here only the observables ∆Leeds
and LLDF are used and the common selection is applied (i.e. the quality criteria of
both variables) during the determination of the renormalization. Furthermore, the new
parametrization was created only with the zenith angle range of the SD photon search
(30◦ < θ < 60◦) and therefore has a binning which is substantially different from that
in [123]. The results of this process are shown in Fig. C.10.
To reduce the effects of the energy reconstruction uncertainties on the linear trans-
formation, a second parametrization based directly on S1000, instead of the recon-
structed photon energy, has been created. This parametrization is shown in Fig. C.11.
It is worthwhile to mention that one simulated CORSIKA air shower has been removed
from the parametrization by hand because it contained a very exotic signal structure
which resulted in huge risetimes.
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2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
(a) E > 10 EeV
Leeds∆g






2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
(b) E > 20 EeV
Leeds∆g





2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
(c) E > 40 EeV
Figure 6.12: Distribution of g∆Leeds for burn sample data (blue), the reduced set of
unconverted photon MC (see Sec. 6.5.1, orange), and converted photon MC
(dark red) for the three integrated energy bins
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2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
(a) E > 10 EeV
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210 2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
(b) E > 20 EeV
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2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
(c) E > 40 EeV
Figure 6.13: Distribution of gLLDF for burn sample data (blue), the reduced set of un-
converted photon MC (see Sec. 6.5.1, orange), and converted photon MC
(dark red) for the three integrated energy bins
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6.5 Multivariate Photon Search
In this Section, the determination of the PC axis and the results of the PCA are pre-
sented. The PC axis itself was determined using a 2 % burn sample and a set of simulated
photon air showers. Subsequently, the PCA was applied to the SD data taken between
Jan 1st 2004 and June 30th 2018. To ensure the search for photons is unbiased, once
this unblinding had been performed no further changes were made to the analysis. Af-
terwards, photon candidates were identified in the data. These event candidates, their
possible primary nature, as well as tests to see if their quantity can be explained by a
proton background, will also be discussed.
6.5.1 PCA Determination
As stated above, the PC axis was calculated using a 2 % burn sample containing 662
events which were then excluded from further analysis. A sub-sample of these events had
already been burned in previous photon searches [123]. These were chosen randomly and
identified by a list of event IDs. For this analysis, this subset has been expanded with
new events measured between May 15th 2013 and June 30th 2018 with 30◦<θ< 60◦, a
reconstructed LDF, a 6T5 trigger, and a requirement of
SDID%50 = 0, (6.18)
where SDID is the Id of the SD event. This results in a selection of the 2 % of the data
which has the disadvantage of not being completely random, but the advantage of being
easy to update and reproduce.
As described in the previous sections, the photon signal was modeled using simu-
lated (UC) photon air showers (see Sec. 6.2). Even though large statistics were available,
only small sets of simulations were chosen to represent the photons in the PCA. This
reduction of the photon MC statistics was necessary to avoid the PC axes from being
dominated by the random fluctuations in photon simulations instead of focusing on the
separation of the MC signal and the burn sample background. For this reason, the
sizes of the reduced MC sets were chosen depending on the size of the burn sample in
each energy bin, with a ratio between photon MC and burn sample size of ∼ 5/3. The
calculations of the PC axis and the photon median were then performed for each inte-
grated energy bin individually in order to adapt to the energy dependence of the photon
sensitive parameters.
In Fig. 6.14, the burn sample, photon MC, and PC axes for all three bins of the
reconstructed photon energy are shown in the PCA parameter space. Perpendicular to
the PC axis, the position of the photon candidate cut is shown which was set to the
median of the UC photon MC distribution. This, somewhat arbitrary, cut was used
in order to stay consistent with former publications [2, 74, 80]. Also, by choosing the
photon median, the linearly transformed variables g∆Leeds and gLLDF can be interpreted
as a measure of how significantly an event differs from the expected photon response in
the detector.
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(b) E > 20 EeV
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(c) E > 40 EeV
Figure 6.14: PCA of burn sample data (blue) and the reduced photon MC set (orange)
using the parameters g∆Leeds and gLLDF
The projections of burn sample data and photon MC to the PC axis are shown in
Fig. 6.15. From here on, a shift has been applied to the PC values so that the median
of the photon distribution is at the origin. The individual angles of the PC axis and PC
values of the photon median for all three integrated energy bins are given in Table 6.3.
E > 10 EeV E > 20 EeV E > 40 EeV
Photon median 0.88 0.99 1.12
PCA angle −23.0◦ −24.3◦ −23.8◦
Table 6.3: PCA angles and photon medians for the three integrated energy bins
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2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Photon candidate cut
(a) E > 10 EeV
PC value







2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Photon candidate cut
(b) E > 20 EeV
PC value







2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Photon candidate cut
(c) E > 40 EeV
Figure 6.15: Separation of photon MC and burn sample data projected to the PC axis
for the three integrated energy bins. The PC value was shifted to have the
photon median at zero.
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Since the angle of the PC axis has a strong influence on the analysis results, the
significance of its positioning was studied. Whether the analysis would profit from an
increase of the burn sample size was tested by bootstrapping on the burn sample data.
200 full sized subsamples of the burn sample data have been created using sampling with
replacement. For each of the subsamples, the resulting PCA angle has bin calculated.
Additionally, the statistical uncertainty due to the size of the MC sample was determined
by carrying out the PCA on 200 equally sized subsamples from the much larger sample
of available photon MC air shower simulations. The results of these tests are shown in
Figs. 6.16 and 6.17. Since the standard deviations of both distributions are on the level
of only about 1◦ in the first energy bin, the burn sample (and therefore also the MC)
statistics have not been increased in order to keep as much data for the photon search
as possible.
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(c) E > 40 EeV
Figure 6.16: Distributions of PCA angles in a bootstrapping of 200 full-sized burn sample
sets. The samples were created from the same data using sampling with
replacement.
Entries  200
Mean  24.93− 
RMS     1.141
Underflow       0
Overflow        0
]°PCA angle [










(a) E > 10 EeV
Entries  200
Mean  25.11− 
RMS     1.381
Underflow       0
Overflow        0
]°PCA angle [










(b) E > 20 EeV
Entries  200
Mean  24.5−  
RMS     2.111
Underflow       0
Overflow        0
]°PCA angle [








(c) E > 40 EeV
Figure 6.17: Distributions of PCA angles in a bootstrapping with 200 equally sized ran-
domly chosen MC sets.
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6.5.2 Position of the Candidate Cut
The choice to set the candidate cut at the position of the photon median is an established,
but essentially arbitrary, choice [2, 74, 80]. Following up on the ICRC2019 analysis
presented in this work, a refinement of the process of determining the cut position
was developed. The new process was specifically designed to increase the power of the
analysis to set upper limits. To study the effects of the positioning of this cut, the
renormalization of the PCA variables based on the reconstructed photon energy and the
zenith angle presented in Sec. 6.4.4 and shown in Fig. C.10 is used.
In order to estimate the number of expected background candidate events in the
full data sample, the tail of the burn sample PC distribution for the E > 10 EeV bin
was fit with an exponential function (Fig. 6.18). By integrating this exponential tail
 / ndf 2χ  4.461 / 7
Constant  0.32±0.45 − 
Slope     0.172±2.146 − 
PC value







2% Auger-data burn sample
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
EPOS LHC proton MC
Photon candidate cut
Figure 6.18: Exponential fit (red) to the tail of the burn sample PC distribution (blue).
For comparison, the distribution of simulated proton air showers, scaled by
an arbitrary factor to compare the distribution tails, and reweighted to a
spectrum of E−3, is shown in green.
from the cut position to infinity and scaling the result to the statistics of the full data
sample, a prediction of the number of background candidate events as a function of the
cut position (Fig. 6.19a) can be obtained. The resulting number of ‘Feldman-Cousin
candidates’ [141] is shown in Fig. 6.19b.
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While this candidate background is exponentially suppressed with larger cut values,
the analysis efficiency is reduced significantly as well. For this reason, the candidate cut
efficiency has been studied as a function of the candidate cut position with the methods
presented in Sec. 6.6 with results shown in Fig. 6.19c. The strength of an upper limit on
the photon flux, assuming no photons in the data sample and a background following





where NFCcand is the number of Feldman-Cousin candidates at 95 % confidence level and
εcandidate cut is the candidate cut efficiency. The cut value which minimizes this term (see
Fig. 6.19d) denotes a natural position to set the candidate cut which takes the back-
ground expectation from the burn sample into account. An additional advantage of this
method of deriving the cut position is that the available exposure is also automatically
taken into account.6 Even though stronger limits were expected with this optimized cut
position, in order to optimize the analysis to find a photon flux and to stay consistent
with former publications, the cut at the photon median has been used in the photon
search presented in this work.
6.5.3 PCA Results
The result of the PCA on the full data set in the parameter space of the PCA variables is
shown in Fig. 6.20. The region to the right of the cut axis (large g∆Leeds and low gLLDF
values) in the E > 10 EeV energy bin contains 12 candidate events. This is significantly
larger than the 7.1 events expected from upscaling the number of candidate events found
in [142] to the new exposure in this energy bin. One of these events has a g∆ value of
≈ 4.38, which is far larger than the rest of the data, and even quite high compared
to most of the photon MC. This event was later shown to be a fake candidate (see
Sec. 6.5.4) and was therefore removed from the analysis and the following plots. Two of
the remaining 11 photon candidates have energies above 20 EeV but below 40 EeV and
thus appear in the second energy bin as well.
All photon candidate events, except for the mentioned fake candidate, are positioned
very close to the candidate cut axis. Therefore, slight changes of the cut position would
have a large effect on the analysis results. In Fig. 6.21, the projection of the PCA
result to the PC axis is shown. In the E > 10 EeV and E > 20 EeV energy bins, the
photon candidate events seem to be contained in a roughly exponential tail of the PC
distribution of the data. The tails of these PC distributions will be discussed in more
detail in Sec. 6.5.6.
6With larger exposure the background expectation increases while the candidate cut efficiency remains
unchanged. For this reason, larger exposures result in a more strict candidate cut, in contrast to a
fixed cut at the photon median.
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candidate cut PC value

































(a) Expected number of background candidate
events as a function of the candidate cut posi-
tion. The background has been modeled using
an exponential fit to the burn sample data.
candidate cut PC value
































(b) Expected number of Feldman-Cousin candi-
dates as a function of the candidate cut po-
sition.
candidate cut PC value




























(c) Efficiency of the photon candidate cut as a
function of the candidate cut position.
candidate cut PC value



















(d) Number of Feldman-Cousin candidates divided
by candidate cut efficiency. This gives an esti-
mator for the candidate cut position resulting
in the strongest upper limits on the photon flux
assuming no photon flux and an exponential
shape of the hadronic background.
Figure 6.19: Effects of the candidate cut position on (a)/(b) the number of expected
background candidates, (c) the analysis efficiency, and (d) the strength of
the upper limit (assuming no photon flux).
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(a) E > 10 EeV,
11 photon candidates + 1 fake candidate
(b) E > 20 EeV,
2 photon candidates
(c) E > 40 EeV,
0 photon candidates
Figure 6.20: PCA results of the full Auger SD data set from Jan 1st 2004 to June 30th
2018 (blue) and the reduced photon MC set (orange). All data events to the
right of the cut axis are photon candidates. One fake candidate is discussed
in Sec. 6.5.4.
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EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Photon candidate cut
(a) E > 10 EeV, 11 photon candidates
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EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Photon candidate cut
(b) E > 20 EeV, 2 photon candidates
PC value









EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Photon candidate cut
(c) E > 40 EeV, 0 photon candidates
Figure 6.21: Projection of the PCA results to the PC axis for the three integrated energy
bins. The fake candidate was removed from the E > 10 EeV plot. The
shown statistics of MC photons were reduced for the calculation of the
PCA.92
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6.5.4 Candidate Discussion
The unblinding of the analysis revealed one candidate event (event 1171765) very far
from the PC axis with a PC value of 3.46. This large value was driven by the very large
g∆Leeds of 4.38, which is unusually high even for photons, while the gLLDF value of 1.52 is
rather typical for hadrons. In Fig. 6.22a, the position of this event in the PCA parameter
space is shown. The value of g∆Leeds was entirely caused by a single detector station
with a huge risetime value. All of the other detector stations involved had risetimes
below the benchmark (see Fig. 6.22b). The HG channels of all three PMTs in that
particular detector station were saturated during the event. The LG signal traces are
shown in Fig. 6.22c. PMT1 and PMT3 have normal signal forms, however PMT2 has a
completely empty signal trace. The risetime calculation of this empty FADC trace had
a result large enough to create a fake candidate event alone. Due to a technical problem,
the empty trace was not removed by the SdCalibrator which is the module responsible
for catching such traces. Removing this problematic trace results in a g∆Leeds value of
−3.29 for the event and consequently a PC value of −2.72 which is clearly below the
candidate cut. For this reason, event 1171765 has been removed from the analysis. After
finding this, all FADC traces of the other photon candidate events were hand examined
for Bad PMT signatures. In these candidates, no problematic signatures were found
indicating a successful removal of the trace pathologies described in Chapter 5.
Candidate event no. 8742491 contains a detector station with a measured signal
which is split into two separate parts (see Fig. 6.23). A similarly split signal is only
apparent in one of the four other participating detector stations (see Fig. C.12). In
the reconstruction used in this work, the second part of the signal was interpreted
as the signal start. In Fig. 6.24, a comparison of the timing fits for this event with
an older version of the reconstruction software is shown. The time fit which includes
the first part of the signal is considerably more successful with a χ2/NDF of smaller
than 0.1/1 compared to 41.7/1 in the original reconstruction. A comparison of the
reconstruction results shows that the zenith angle changed from the 42◦ found with the
older reconstruction to 55◦ when the new reconstruction is used. This change in geometry
is important because it also caused an increase of the reconstructed photon energy. In
this event, the detector station with the split signal was not used for the calculation of
∆Leeds, but was the only station used for the calculation of the LLDF parameter. Even
though including the first part of the PMT traces of this station would move the LLDF
parameter further to the data region, event no. 8742491 was kept as a photon candidate
since the large PC value was mostly driven by the large risetimes found in the four other
detector stations.
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(a) Position of event 1171765 in the PCA para-
meter space. This event is far from the PC
axis due to a huge g∆Leeds even though gLLDF
is in the typical region for hadrons.
distance [km]
















(b) Individual station risetimes compared to the
benchmark function. A single detector station
has a huge risetime. All other detector stations
have risetimes below the benchmark.
time bin [25 ns]
















(c) PMT traces of detector station 348 in event
1171765. The second PMT has an empty signal
trace which was not removed from the analysis.
Figure 6.22: Main observables of event 1171765.
94
CHAPTER 6. SEARCH FOR ULTRA-HIGH-ENERGY PHOTONS
time bin [25 ns]













Figure 6.23: Signal traces of all three PMTs in detector station 737 for event 8742491.
The signal is split into two main parts.
(a) Time fit for event 8742491 with the ICRC2013
reconstruction
(b) Time fit for event 8742491 with the newer ver-
sion of the reconstruction software used in this
work
Figure 6.24: Comparison of time fits for event 8742491
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6.5.5 Photon Candidate Events
Among the 11 candidate events found in the PCA, three events (46285053, 9701198,
and 15797618) were also observed by the Fluorescence Detector. One of these events
(15797618) was in the field of view of two FD telescopes simultaneously. Additionally,
three of the photon candidate events (9701198, 10759292, and 15797618) had been iden-
tified as photon candidates in [142] which included two of the FD events. The only
remaining candidate event of that analysis (7543164), was below the candidate cut in
this work with a PC value of−0.14. No common candidate events with the entity method
based analysis (see Sec. 3.5.3) from [133] have been found. Measurement details of all
candidate events are shown in Figs. 6.25 to 6.35.
Candidate event 8742491 has the largest PC value (0.77) and the second largest
g∆Leeds value (0.50) of all candidate events. The large g∆Leeds value is caused by four
stations with risetimes well above the risetime benchmark making it a very promising
candidate. This event has an ambiguous signal start time in station 737, which was
discussed in Sec. 6.5.4.
Event no. 9099370 has a g∆Leeds value largely driven by a single station with a
very high risetime. The individual PMT traces of this station are shown in C.13 and
appear to contain a multitude of particles with widely spread arrival times as would be
expected from a photonic air shower.
For event no. 9701198 an FD measurement is available. This event was measured
on the border of the Surface Detector array. It has four stations with risetimes well
above the risetime benchmark and an FD-measured Xmax value of (1158± 43) g cm−2.
This Xmax is above the values expected for protons and even very high for photons but
was not in the field of view of the telescope (see Fig. C.21). The large g∆Leeds value is
caused by four detector stations with very large risetimes, while the LDF is compatible
with the expectation for hadrons.
Event 10759292 is very close to the PC axis and contains four detector stations
contributing to g∆Leeds. Two of these stations have risetimes close to the risetime bench-
mark while the two other stations have very large risetimes causing the large g∆Leeds
value. The VEM traces of the detector stations with large risetimes are shown in images
C.14 and C.15.
Event no. 15797618 is the only candidate event with measurements of two FD
telescopes. It has a reconstructed photon energy of 24.3 EeV and thus is a candidate
in the first two integrated energy bins. All four stations used for the ∆Leeds parameter
have risetimes above the benchmark with one of them being particularly high possibly
caused by multiple late muons. The corresponding VEM trace is shown in C.16. Both
fluorescence telescope measurements indicate a very high Xmax value (≈ 1250 g cm−2)
which is larger than expected for a hadronic event and even unusually high for a photon.
The profiles measured by the FD are shown in C.22 and C.23. In the profile measured by
the FD telescope Loma Amarilla, data is missing close to the shower maximum maybe
due to a heavy cloud. The measurement from Los Morados confirms the deep shower
maximum but has a much larger measurement uncertainty.
96
CHAPTER 6. SEARCH FOR ULTRA-HIGH-ENERGY PHOTONS
Event 23952703 is the first candidate event not covered in the data period of
[123] and the last candidate event covered in the data period of [133]. It includes four
detector stations with signals below the LDF function and five stations with risetimes
significantly above the benchmark.
Event 32654533 includes measurements of two detector stations that are signifi-
cantly below the LDF fit and four detector stations used for the ∆Leeds parameter. One
of these stations has a very large risetime and seems to contain a multitude of low energy
particles. The VEM traces of this station are shown in C.17.
Event 40457464 has the second lowest gLLDF parameter of all candidate events
due to one station with a signal significantly lower than expected from the LDF. Fur-
thermore, all four stations used to calculate the g∆Leeds parameter have risetimes above
the benchmark.
Event no. 43993111 has the third largest PC value of all photon candidate events.
It is driven by two detector stations with signals well below the LDF and four out of five
detector stations with risetimes much larger than the benchmark. The risetime of the
only station compatible with the risetime benchmark is probably affected by a wrong
starting position due to a small peak in the FADC trace of a single PMT (see Fig. C.18).
Event no. 46285053 is located at the edge of the Surface Detector array. It has
the second largest PC value of all candidate events and the lowest gLLDF value. The low
gLLDF is caused by two stations with signals far below the LDF fit. Their VEM traces
are shown in C.19 and C.20. All four stations used to calculate the risetime parameter
are significantly above the risetime benchmark. A measurement of this event from the
FD telescope Loma Amarilla is available. The shower maximum was not in the field of
view of the telescope (see Fig. C.24). The measured Xmax is lower than the average Xmax
of photons but compatible with the expectation of protons at about 20 EeV suggesting
this event might be caused by a proton.
Event 48726514 has the lowest PC value of all photon candidate events and is just
above the candidate cut. It contains two stations below but still compatible with the
LDF parametrization of the signal and four stations with risetimes significantly above
the risetime benchmark.
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SD event ID 8742491
Date Nov 22nd, 2009
Photon energy 12.2 EeV
Hadronic energy (4.78± 0.39) EeV
Zenith angle 55.0◦
Azimuth angle 216.6◦
g∆Leeds, gLLDF 0.50, −0.73
PC value (E > 10 EeV) 0.77
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.25: Main observables of event 8742491
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SD event ID 9099370
Date Feb 1st, 2010
Photon energy 13.6 EeV
Hadronic energy (6.67± 0.42) EeV
Zenith angle 43.4◦
Azimuth angle 77.5◦
g∆Leeds, gLLDF 0.17, −0.15
PC value (E > 10 EeV) 0.24
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.26: Main observables of event 9099370
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SD event ID 9701198
Date June 8th, 2010
Photon energy 11.1 EeV
Hadronic energy (3.33± 0.36) EeV
FD energy (2.19± 0.24) EeV
Zenith angle 56.4◦
Azimuth angle 301.5◦
Xmax (1158± 43) gcm2
g∆Leeds, gLLDF 0.10, −0.09
PC value (E > 10 EeV) 0.15
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.27: Main observables of event 9701198
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SD event ID 10759292
Date Dec 12th, 2010
Photon energy 16.0 EeV
Hadronic energy (5.01± 0.33) EeV
Zenith angle 30.9◦
Azimuth angle 35.4◦
g∆Leeds, gLLDF −0.19, −0.47
PC value (E > 10 EeV) 0.03
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]
















(d) Individual station risetimes compared to the
benchmark function
Figure 6.28: Main observables of event 10759292
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SD event ID 15797618
Date July 23rd, 2012
Photon energy 24.3 EeV
Hadronic energy (5.96± 0.73) EeV
FD energy (Telescope 1) (2.93± 0.45) EeV
FD energy (Telescope 2) (4.06± 0.15) EeV
Zenith angle 59.3◦
Azimuth angle 130.5◦
Xmax (Telescope 1) (1240± 80) gcm2
Xmax (Telescope 2) (1260± 35) gcm2
g∆Leeds, gLLDF 0.64, 1.27
PC value (E > 10 EeV) 0.12
PC value (E > 20 EeV) 0.10
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals com-
pared to the LDF function
distance [km]
















(d) Individual station risetimes compared to
the benchmark function
Figure 6.29: Main observables of event 15797618102
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SD event ID 23952703
Date Nov 4th, 2013
Photon energy 19.2 EeV
Hadronic energy (9.70± 0.54) EeV
Zenith angle 47.6◦
Azimuth angle 357.0◦
g∆Leeds, gLLDF 0.21, 0.34
PC value (E > 10 EeV) 0.09
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.30: Main observables of event 23952703
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SD event ID 32654533
Date May 2nd, 2015
Photon energy 14.7 EeV
Hadronic energy (5.73± 0.32) EeV
Zenith angle 35.8◦
Azimuth angle 128.5◦
g∆Leeds, gLLDF −0.22, −0.88
PC value (E > 10 EeV) 0.17
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.31: Main observables of event 32654533
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SD event ID 40457464
Date Nov 25th, 2016
Photon energy 13.7 EeV
Hadronic energy (6.48± 0.38) EeV
Zenith angle 41.4◦
Azimuth angle 179.7◦
g∆Leeds, gLLDF −0.36, −1.09
PC value (E > 10 EeV) 0.12
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.32: Main observables of event 40457464
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SD event ID 43993111
Date Aug 10th, 2017
Photon energy 20.1 EeV
Hadronic energy (9.89± 0.58) EeV
Zenith angle 51.8◦
Azimuth angle 201.8◦
g∆Leeds, gLLDF 0.30, −0.71
PC value (E > 10 EeV) 0.58
PC value (E > 20 EeV) 0.60
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.33: Main observables of event 43993111
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SD event ID 46285053
Date Jan 20th, 2018
Photon energy 19.6 EeV
Hadronic energy (9.83± 0.57) EeV
FD energy (12.9± 2.6) EeV
Zenith angle 48.1◦
Azimuth angle 121.6◦
Xmax (820± 75) gcm2
g∆Leeds, gLLDF 0.27, −1.24
PC value (E > 10 EeV) 0.76
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.34: Main observables of event 46285053
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SD event ID 48726514
Date June 26th, 2018
Photon energy 14.4 EeV
Hadronic energy (5.65± 0.35) EeV
Zenith angle 36.1◦
Azimuth angle 259.3◦
g∆Leeds, gLLDF 0.07, 0.21
PC value (E > 10 EeV) 0.01
(a) Position of the event in the PCA parameter
space
(b) Position of the event on the grid of the Sur-
face Detector
distance [km]














(c) Individual detector station signals compared
to the LDF function
distance [km]




















(d) Individual station risetimes compared to the
benchmark function
Figure 6.35: Main observables of event 48726514
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6.5.6 Tests of the Primary Nature of the Candidate Events
The large number of candidate events in the E > 10 EeV energy bin may be hinting at
the measurement of a photon signal at these energies. On the other hand, the candidate
events could be a feature of the tail of the hadronic PC distribution (most likely created
by protons). To test the latter hypothesis, the tail of the data PC distribution was fitted
with an exponential function. The best fit is shown in Fig. 6.36. If this exponential is
integrated from the position of the photon candidate cut to infinity, an expectation of
8.33 candidates is found. The probability to obtain at least the observed 11 candidate
events assuming a Poisson distribution with λ = 8.33 is about 22 %. Thus, the candidate
events might be part of an exponential tail of the data PC distribution but could also
hint at an excess at large PC values. However, it is important to note that there is no
physical reason for the tail to be exponential after the bin-wise renormalization of the
photon variables, and therefore this conclusion has to be taken with care.
To test whether the candidate number and distribution can be explained by a low
flux of photon air showers, a second fit was performed. For this fit the PC distribution
of the photon MC was multiplied by a fitted scaling factor then added to an exponential.
The results of this fit are shown in Fig. 6.37. The best fit was obtained using a scaling
factor of 7.35 which is equivalent to an integral of 7.35 photons. This fit including
a photon component had a χ2/ndf of 9.5 which is worse than the χ2/ndf = 8.8 of a
pure exponential fit over the same range. This result might hint at a small photon
component in the data, but still depends on the assumption of an exponential model of
the PC distribution tail.
To test the probability of the candidate events being due to proton air showers, a
set of 6961 CORSIKA proton air showers with energies between 1018.5 eV and 1020.5 eV
was used. These were generated with an energy spectrum of E−1 (then reweighted
to E−3) and were thrown into the detector simulations five times each. This resulted
in a data set of 34805 proton air showers which created 20 photon candidate events.
While most of the proton MC is similarly distributed in the PCA parameter space as
the experimental data, the proton candidate events tend to have larger gLLDF values
than the candidate events from the data (see Fig. 6.38). Assuming a proton fraction of
Fp = 10 % at 1019 eV [143, 144], it is possible to make a prediction of the number of
background candidates using the weighted fraction of proton simulations which passed
the candidate cut (εpcandidate cut = 0.29 %)
7. Applied to the size Ndata = 40570 of the
data sample past all cuts except the candidate cut, Ndata ·Fp · εpcandidate cut = 11.8 photon
candidates are expected. This prediction is astoundingly close to the observed number
of 11 photon candidates. More candidates, however, are expected from simulated proton
events than from real air showers since simulated hadronic air showers on average contain
lower muon numbers than their real counterparts (see Sec. 2.7).
7εpcandidate cut = 0.29 % is the candidate cut efficiency of the simulated proton events, as introduced
later on in Sec. 6.6.3.
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Entries  40570
Mean  2.766− 
RMS    0.6678
Underflow       0
Overflow        0
 / ndf 2χ  112.1 / 10
Prob  19− 2.03e
Constant  0.061± 1.636 
Slope     0.031±3.081 − 
PC value








Figure 6.36: Exponential fit (red) to the tail of the data PC distribution (blue). The
position of the photon candidate cut is shown in black.
Entries  40570
Mean  2.766− 
RMS    0.6678
Underflow       0
Overflow        0
 / ndf 2χ  114.2 / 12
Prob  19− 8.929e
Photon scaling  11.43±  7.35 
Constant  0.06±  1.63 
Slope     0.033±3.084 − 
PC value








Figure 6.37: Fit of the scaled photon MC PC distribution + exponential to the PC
distribution of data. The features at the end of the fit function are caused
by the uneven photon MC PC distribution. The photon distribution was
scaled to an integral of 7.35 photons.
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Figure 6.38: PCA results for E > 10 EeV of the burn sample data (blue), the reduced
photon MC set (orange), and proton simulations with energies between
1018.5 eV and 1020.5 EeV (dark green). The proton events beyond the candi-
date cut on average have larger gLLDF values than the photon candidates.
Primary proton air showers are particularly likely to create candidate events if one
of the leading particles of the first hadronic interaction is a π0 with a large elasticity,
which, with its fast decay to two photons, results in a large electromagnetic shower
component. The calculations from [133] were used to estimate the number of protons
with high elasticity leading π0. At a proton fraction of 10 % [143, 144], with EPOS LHC
(QGSJETII-04), 8.1 (1.6) events after all cuts except the candidate cut, are expected
to have a π0 carrying at least 50 % of the interaction energy. 10 % of these events will
have elasticities of at least 80 % and therefore be nearly indistinguishable from photon
air showers. These numbers of course are highly dependent on the proton fraction above
E > 1019 eV and naturally increase with fractions larger than 10 %.
The tests performed in this Section indicate that the large number of candidates
in the E > 10 EeV energy bin might hint at a photonic component of the flux but can
also possibly be explained by the fluctuations of proton air showers. Because of this, the
strength of upper limits on the photon flux in the E > 10 EeV energy bin are currently
not limited by exposure, but rather by the rejection of background events. Since the real
primary nature of the event candidates remains unknown, a conservative upper limit on
the primary photon flux has been set taking the photon candidate events into account.
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6.5.7 Arrival Directions of the Candidate Events
Photons, unlike nuclei, are not deflected in magnetic fields and point back towards their
sources. The hypothesis of the candidates being photons would be strengthened if they
pointed back to a common source. To test this, the arrival directions of the 11 photon
candidate events have been plotted in galactic coordinates in Fig. 6.39. The background
heat map of this Figure shows the arrival directions of all events which passed every
cut except the candidate cut. No clustering of the candidate event arrival directions
compared to the aperture of the analysis is apparent. In particular, there are no events
with arrival directions coinciding within their arrival direction uncertainties. The points
of origin of the candidate events have also been tested against the background heat map
with a Kolmogorov-Smirnov test resulting in a KS distance of 0.29 and a p value of 0.32
confirming no strong divergence from the exposure.
6.6 Efficiency Calculation
The signal efficiency of the analysis was studied by applying the PCA to photon MC air
showers and calculating the (weighted) fraction which are selected as candidate events.
In a conservative approach, the combined set of C and UC photon air shower simulations
have been used. All efficiency calculations were done assuming a spectral index of α = −2
for the photon flux. The analysis contains three main steps which affect the efficiency:
• The air shower has to trigger the detector and be reconstructed successfully
(including a successful photon energy reconstruction withXground-Xmax> −50 g cm−2).
• The quality cuts for the PCA variables have to be met.
• The PC value of the air shower must meet or exceed the candidate cut.






where wi+ are the MC weights of the selected events and wi are the MC weights of
all events prior to the selection. The statistical uncertainties of these efficiencies were























where wi− are the MC weights of all events which were not selected.
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6.6.1 Trigger and Reconstruction Efficiency
The trigger and reconstruction efficiency describes the probability that a photon air
shower has:
• A 6T5 trigger (see Sec. 3.2.3).
• A reconstructed shower axis and LDF (see Sec. 3.3).
• A successfully reconstructed photon energy above the energy threshold.
To increase the statistics for this calculation, all five simulation/reconstructions of each
CORSIKA photon air shower have been used. The trigger and reconstruction efficiencies
as a function of the threshold energy are shown in Fig. 6.40. The focus in this Section
is put on the reconstruction efficiencies since the trigger efficiency of events at these
energies is above 99 %. The reconstruction efficiencies, on the other hand, have a trend

























Figure 6.40: Trigger and reconstruction efficiency derived from photon MC for variable
threshold MC energies. The red circles indicate the efficiencies of the three
energy bins used in the SD photon search.
At lower energies, the effect which causes most air showers to not be successfully
reconstructed is the requirement of Xmax to be not more than 50 g cm−2 below ground
required for a successful iterative energy reconstruction (see Sec. 6.4.3). This require-
ment additionally introduces a zenith angle dependence to the reconstruction efficiency
since steep air showers travel a shorter distance through the atmosphere before reaching
ground. In Fig. 6.41, this relation between zenith angle and reconstruction efficiency is
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]°zenith angle bin [

















E > 10 EeV
E > 20 EeV
E > 40 EeV
E > 100 EeV
Figure 6.41: Reconstruction efficiency derived from photon MC as a function of the
zenith angle at different threshold energies.
shown for different energy thresholds. Shallow, low energetic air showers are consider-
ably more likely to be successfully reconstructed than steep, high energetic ones. In the
lowest zenith angle/highest energy bin (30◦<θ< 35◦, EMC> 100 EeV), none of the 3352
6T5 triggered simulated air showers were successfully reconstructed. The reconstruction
efficiencies of the three lower energy bins interestingly increase to values above one at
large zenith angles, while the efficiency in the 100 EeV bin starts decreasing at zenith
angles greater than 45◦. The efficiencies higher than one are caused by a migration from
lower energies and the fact that the efficiency is calculated as the number of air showers
with a reconstructed energy above the threshold compared to the number of simulated
air showers with MC energies above the threshold. The flattening of the 100 EeV curve is
caused by an effect of the energy reconstruction having been optimized for UC photons,
but being applied to a mixture of both C and UC photons in the efficiency calculations.
In Fig. 6.42a, the medians of relative differences between reconstructed photon en-
ergies and MC energies are shown. At low energies and large zenith angles the photon
energy is overestimated for most simulated air showers causing the aforementioned mi-
gration effect. Additionally, there is a clear trend of a lower reconstructed energy for
high MC energies and low zenith angles (see Sec. 6.4.3). In the 100 EeV graph, it can
be seen that the negative energy reconstruction biases decrease in the 30◦ to 45◦ region
and then again increase near 60◦. The results of Fig. 6.42a are split into UC and C
photon air showers and plotted separately in Figs. 6.42b and 6.42c. The graphs for UC
photons indicate that the iterative energy reconstruction has a stronger negative bias for
high energies and low zenith angles (see Fig. 6.6) causing air showers with MC energies
above threshold to have their energies reconstructed below threshold. For the C photons
the trend in zenith angles is completely reversed with larger zenith angles being system-
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]°MC zenith angle bin [
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 > 100 EeVMCE
(a) C+UC photons
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0.6  > 10 EeVMCE
 > 20 EeVMCE
 > 40 EeVMCE
 > 100 EeVMCE
(b) UC photons
]°MC zenith angle bin [




















0.6  > 10 EeVMCE
 > 20 EeVMCE
 > 40 EeVMCE
 > 100 EeVMCE
(c) C photons
Figure 6.42: Median of the relative difference between reconstructed photon energy and
MC energy as a function of the zenith angle. The individual graphs corre-
spond to different threshold energies.
atically reconstructed at lower primary energies. In the low energy threshold and low
zenith angle region, the graphs are overlapping since all events have energies exceeding
40 EeV.
The changes in the trend of the 100 EeV graphs in Figs. 6.41 and 6.42a are caused
by the C photon simulations dominating the large zenith angle region and UC pho-
ton simulations dominating the low zenith angle regions. In Fig. C.5, the separation
between UC air showers with mostly overestimated energies and C air showers with
mostly underestimated energies is shown for the high energy, large zenith angle region.
The reconstruction efficiency is further reduced by C air showers with low zenith angles
that have an estimated Xmax below ground even though the MC Xmax is above it.
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6.6.2 Parameter Selection Efficiency
The parameter selection efficiency describes the combined efficiency of all quality cuts
required by the photon sensitive variables used in the PCA. This includes:
• The ∆Leeds parameter quality flag.
• The LLDF parameter quality flag.
• The no lightning flag.
• A maximum reconstructed photon energy of 1020.5 eV.
The ∆Leeds and LLDF parameter quality flags are described in more detail in Sec. 3.5.
The maximum energy cut at 1020.5 eV was introduced for technical reasons since the
renormalization of the PCA variables (based on photon energy and zenith angle) has
been performed up to this energy (see Sec. 6.4.4). In Fig. 6.43, the energy dependent

























Figure 6.43: Parameter selection efficiency for variable reconstructed photon energy
thresholds derived from photon MC. The red circles indicate the efficiencies
of the three energy bins used in the SD photon search.
the ∆Leeds parameter quality flag since it requires that each air shower has at least four
stations located between 600 m and 2000 m from the shower axis. Since the number
of triggered stations in an air shower is strongly correlated to the primary energy, the
parameter selection efficiency increases with energy. The efficiency slightly decreases
only at the highest energies, above 50 EeV, due to the maximum reconstructed energy
cut. At these energies, the photon analysis could gain in efficiency if larger statistics
of simulated air showers at high energies are produced. Since the parameter selection
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efficiency is still above 95 %, an increase of the amount of high energy photon MC was
not considered necessary for the ICRC2019 analysis. In an upcoming analysis, a new
parametrization based on S1000 and θ (see Sec. 6.4.4) made the cut on EMC < 1020.5 eV
obsolete.
6.6.3 Candidate Cut Efficiency
The probability of a simulated photon air shower, which has met all other requirements,
having a PC value which exceeds the candidate cut is called the candidate cut efficiency.
Since the cut position has been chosen to be at the median of the unconverted photon


















Figure 6.44: Candidate cut efficiency derived from photon MC for variable reconstructed
photon energy thresholds. The red circles indicate the efficiencies of the
three energy bins used in the SD photon search.
the energy dependence of the candidate cut efficiency is shown. At high energies, towards
100 EeV, the candidate cut efficiency drops significantly falling to values below 30 %.
The falloff at high energies is caused by the conservative approach of using a mixed
set of C and UC photon MC for the efficiency studies. Since the analysis was targeted
at finding UC photon air showers, the photon median was determined using a set of UC
photons only. The large fraction of C air showers in the highest energy bins therefore
leads to lower candidate cut efficiencies since converted air showers are significantly more
similar to the hadronic background.
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6.6.4 Total Efficiency
Since all components of the efficiency are strongly energy dependent, the total efficiency











Figure 6.45: Combined efficiency derived from photon MC for variable reconstructed
photon energy thresholds. The red circles indicate the efficiencies of the
three energy bins used in the SD photon search.
The differing trends result in an increase of the efficiency from 10 EeV to a maximum
at about 20 EeV and subsequently a decrease towards the maximum examined energy
threshold of 100 EeV. The increase at low energies is driven by the increasing parameter
selection efficiency as more detector stations become available to the analysis at higher
energies. At energies above 20 EeV, the decrease of the reconstruction and candidate cut
efficiencies due to a combination of the Xmax below ground cut, underestimated energies,
and larger fractions of C air showers becomes prevalent.
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6.7 Limit on the Diffuse Photon Flux and Fraction
The 11 photon candidate events selected by the Principal Component Analysis were used
to calculate the maximum number of candidate events at 95 % confidence level using the
Feldman-Cousin method [141]. With this number of Feldman-Cousin candidates, upper
limits on the diffuse photon flux, Φγ, have been set:




Here, NFCcand is the number of Feldman-Cousin candidates, ε is the total efficiency in the
integrated energy bin (Eγ > E0) and A is the exposure of the detector in the used time
period. The exposure has been calculated using the procedure presented in Sec. 3.2.4
considering a zenith angle range of 30◦− 60◦ and the data fraction not used for the
calculation of the PC axis (98%). The results of the limit calculation are shown in
Table 6.4. In Fig. 6.46 a comparison to earlier experimental results is presented.
Data period: Jan 1st 2004 - June 30th 2018
Exposure: A = 59698.1 km2 sr yr
Exposure corrected for zenith angle range
and burn sample fraction: Acorr = 39002.8 km2 sr yr
E > 10 EeV E > 20 EeV E > 40 EeV
Burn sample size 768 290 69
εtrigger & reconstruction [%] 89.56± 0.06 85.17± 0.06 68.61± 0.24
εparameter selection [%] 56.04± 0.69 82.33± 0.66 96.65± 0.38
εcandidate cut [%] 45.47± 0.74 47.19± 0.77 36.01± 0.85
ε [%] 22.82± 0.46 33.09± 0.60 23.88± 0.60
PCA angle −23.0◦ −24.3◦ −23.8◦
Photon median (PC value) 0.88± 0.04 0.99± 0.07 1.12± 0.14
Number of photon candidate events Ncand 11 2 0
Flux limit Φ95CLγ /10−3[
1
km2 sr yr ] 2.17 0.52 0.33
Fraction limit F 95CLγ [%] 0.52 0.49 1.59
Table 6.4: PCA and limit calculation results for all three integrated energy bins
Currently, as a result of this analysis, the world’s strongest upper limits on the
diffuse CR photon flux at ultra-high energies have been set. At E > 10 EeV, the im-
provement compared to earlier published upper limits is comparatively low since the
results are limited by the hadronic background. This background could not be rejected
using high-energy hadronic air shower simulations as this would introduce large uncer-
tainties from the uncertainties in hadronic interaction models at high energies. The
measured flux limits are clearly below the levels predicted by top-down models and are
entering the regions predicted from the GZK process.
120
CHAPTER 6. SEARCH FOR ULTRA-HIGH-ENERGY PHOTONS
 [eV]0E



































SHDM (Gelmini et al. 2008)
SHDM' (Ellis et al. 2006)
TD (Gelmini et al. 2008)
Z-burst (Gelmini et al. 2008)
GZK proton (Gelmini et al. 2008)
GZK proton (Kampert et al. 2011)








Figure 6.46: Integral Feldman-Cousin upper limits on the primary photon flux at a 95 %
confidence level as compared to model predictions [83, 84, 85] and other
experimental limits at 95 % CL [74, 79, 80] and 90 % CL [77, 78].
In addition to the flux limits, upper limits on the primary photon fraction have also
been set using the cosmic ray energy spectrum measurement from [13] (see Table 6.4,
Fig. 6.47). Again, the upper limits strongly disfavor the predictions of top-down models.
Furthermore, the predictions from the GZK process are disfavored in the case of a purely
protonic CR composition above 10 EeV.
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Figure 6.47: Feldman-Cousin upper limits on the primary photon fraction at a 95%
confidence level as compared to other experimental limits [80, 86] and model
predictions [83, 84, 85]. The fractions have been calculated based on the
cosmic ray energy spectrum measurement from [13] which uses data from




In this thesis, a search for ultra-high-energy photons with energies above 1019 eV is pre-
sented which resulted in an improvement of the world’s strongest upper limits on both
the diffuse photon flux and fraction at these energies. In order to achieve this goal, mul-
tiple improvements to the reconstruction procedures of the Pierre Auger Collaboration
have been made. In Chapter 4, a procedure developed to improve the station based
trigger mechanisms of the Surface Detector was described. First results from these trig-
ger studies have shown that improvements of the triggering mechanisms, especially for
photon air showers, can be achieved. The final determination of the trigger parameters
is now possible as first measurement data have recently been taken. In Chapter 5, newly
developed data cleaning procedures were presented which have been shown to work very
reliably. These procedures significantly improve upon the bias prone by-eye scanning
of events formerly needed to remove faulty PMT signals from the data. As a result of
this work, the search for problematic detector components, which formerly had to be
updated regularly, is now fully automated. In Chapter 6, upper limits to the diffuse
photon flux have been set using 13.5 years of measurement data combined with photon
air shower simulations using up-to-date hadronic interaction models (EPOS LHC and
FLUKA). These limits are the main result of the thesis. The compatibility of the sur-
prisingly large number of identified photon candidates in the lowest integrated energy
bin (E > 10 EeV) has been tested against a photon as well as a proton background
hypothesis.
The upper limits on the diffuse photon flux and fraction at 95% CL are summarized
in Table 7.1. These are the world’s best limits on the ultra-high-energy photon flux and
fraction and represent a major improvement over previously published limits. These
limits are strict enough to present a challenge to many theoretical models that predict
a flux of ultra-high-energy photons e.g. as decay products.
E > 10 EeV E > 20 EeV E > 40 EeV
Flux limit Φ95CLγ /10−3[
1
km2 sr yr ] 2.17 0.52 0.33
Fraction limit F 95CLγ [%] 0.52 0.49 1.59
Table 7.1: Upper limits on the diffuse photon flux and fraction at 95% CL
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Outside of this thesis, the results of the trigger study (Chapter 4) as well as the
automated data quality improvement procedures (Chapter 5) have been published as
internal collaboration notes [140, 147]. The results of the photon search have been
presented at the International Cosmic Ray Conference (ICRC) 2019 [2, 148], and have
already been used to constrain the mass and lifetime of super-heavy dark matter parti-
cles [149]. A collaboration publication with updated upper limits to the diffuse photon
flux and fraction is in preparation and well advanced.
Both, the automated data cleaning procedures and the calculation of the event
variables used in the photon search have been implemented in the Offline framework
and are now easily available to the collaboration for further studies. The data cleaning
procedures have become a part of all shape-sensitive SD studies and have already been
used in published searches for a neutrino flux by the Pierre Auger Collaboration [150].
The calculation of the event variables for the photon search are currently being used for
follow-up studies [151] combining the photon search in a multi-messenger approach with
gravitational wave measurements from the LIGO and Virgo detectors [152].
Several parts of the analysis offer the potential for further improvement to the pre-
sented upper limits on the diffuse photon flux and fraction. This is especially true at
the highest energies, the analysis of which has been shown to be limited by the photon
energy reconstruction which relies on a requirement that Xmax be less than 50 g cm−2
below ground. With the tabular method introduced in Sec. 6.4.3, a part of this parame-
ter space can be recovered. Furthermore, the limits could be improved by adapting the
photon candidate cut as presented in Sec. 6.5.2. The possibility of the photon event can-
didates to be, at least partly, created by proton air showers with leading π0 is currently
under extensive research. From the experimental point of view, the ongoing AugerPrime
upgrade (see Sec. 3.2.1) of the Pierre Auger Observatory is especially promising for pho-
ton studies. Most importantly, the newly installed scintillation detectors will allow a
better differentiation between the muonic and electromagnetic signals in the Surface
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For the photon air shower simulations used in chapter 6, the simulation program
CORSIKA has been used. An example of a steering card used in the simulations is
shown below.
DATBAS T
DIRECT ’ data / ’
ECTMAP 250000





GCOORD −69.585 −35.463 2013 1 0
HOST c l u s t e r












SEED 997 0 0
STEPFC 1
THETAP 0 70




EPOPAR input . / epos / epos . param
EPOPAR fname i n i c s . / epos / epos . i n i c s
EPOPAR fname i n i e v . / epos / epos . i n i e v
EPOPAR fname i n i t l . / epos / epos . i n i t l
EPOPAR fname i n i r j . / epos / epos . i n i r j
EPOPAR fname in ihy . / epos / epos . i n i 1b
EPOPAR fname check none
EPOPAR fname h i s t o none
EPOPAR fname data none
EPOPAR fname copy none
SEED 998 0 0






The simulation and reconstruction procedures in Offline are controlled by module
sequence XML-files. The sequences used in the photon analysis of this work are shown
below.
B.1 Module Sequence for Photon Simulations
<!−− A sequence f o r an SD only r e c on s t r u c t i on −−>
<sequenceF i l e
xmlns : x s i="http ://www.w3 . org /2001/XMLSchema−i n s t anc e "
x s i : noNamespaceSchemaLocation=’/ l u s t r e / g r i d s o f t / auger / O f f l i n e / rev30478 / share /auger−o f f l i n e





<!−− i n c r e a s e numTimes i f you want to throw the shower
in to the array more than once −−>
<loop numTimes="5" pushEventToStack="yes">
<module> EventGeneratorOG </module>
<!−− s imu la t i on o f muon background −−>
<module> SdAccidentalInjectorKG </module>
<module> TabulatedTankSimulatorKG </module>
<!−− s imulate shower p a r t i c l e s in batches





<module> C l e a rPa r t i c l e L i s t s </module>






<module> Centra lTr iggerSimulatorXb </module>
<module> CentralTriggerEventBuilderOG </module>
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<module> SdEventPoster iorSelectorOG </module>
<module> Risetime1000LLL </module>
<!−− export in O f f l i n e format −−>
<module> EventFileExporterOG </module>







APPENDIX B. OFFLINE MODULESEQUENCES
B.2 Module Sequence for Data
<!−− A sequence f o r an SD only r e c on s t r u c t i on −−>
<!DOCTYPE sequenceF i l e [
<!ENTITY % sd SYSTEM "/ l u s t r e / papenbreer /Of f l ine_svn / i n s t a l l .20180130/ share /auger−o f f l i n e
/ c on f i g / standardSdSequences . dtd">
%sd ;
] >
<sequenceF i l e
xmlns : x s i="http ://www.w3 . org /2001/XMLSchema−i n s t anc e "
x s i : noNamespaceSchemaLocation=’/ l u s t r e / papenbreer /Of f l ine_svn // i n s t a l l .20180130/ share /auger−o f f l i n e







<module> TriggerTimeCorrect ion </module>
<module> SdCalibratorOG </module>
<module> SdPMTSignalShapeQualityChecker </module>

















Figure C.1: FADC trace of a single muon measured with 100 MHz sampling rate at
the AugerNorth detector station in the Telescope Array. Due to the large
sampling rate a single muon causes multiple distinct peaks in the FADC
trace.
143
APPENDIX C. ADDITIONAL PLOTS
Figure C.2: Differences of the risetime benchmark derived in [123] to the HG bench-
mark from [130]: in each bin the difference of both benchmarks divided by










below cos(θ) = 0.69 was not parameterized in [130] and contains a large
undefined region. Besides this region, most residuals are well below the 1 σ
level showing a good agreement of the two benchmarks in the commonly
analyzed parameter space. The agreement is even better when comparing
the benchmark from [123] to the LG parametrization from [130] (see C.3).
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Figure C.3: Differences of the risetime benchmark derived in [123] to the LG benchmark
from [130]: in each bin the difference of both benchmarks divided by the











APPENDIX C. ADDITIONAL PLOTS
Figure C.4: Top: Relative differences of reconstructed photon energies for EPOS LHC
(red) and QGSJetII.03 (blue).
Bottom left: As above using only unconverted MC photons.
Bottom right: As above using only converted MC photons.
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MCE













5 EPOS LHC photon MC
EPOS LHC photon MC (unconverted)
EPOS LHC photon MC (converted)
Figure C.5: Photon energy reconstruction accuracy for E > 100 EeV and 55◦ < θ < 60◦.
The energies of converted air showers are mostly underestimated while the
energies of unconverted air showers are mostly overestimated.
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Figure C.6: Efficiency of the photon analysis with the iterative energy reconstruction
(red) and the tabular energy reconstruction (black) as a function of the
simulated photon energy. The lower efficiencies with the iterative method
are caused by the cut on Xmax not more than 50 g cm−2 below ground.
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EPOS LHC photon MC




Figure C.7: Distribution of events with Xmax more than 50 g cm−2 below ground (black)
in the PCA parameter space. For this plot the parametrization from
Fig. C.11 has been used.
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Log10(energy/eV)









20 EPOS LHC photon MC

















EPOS LHC photon MC
EPOS LHC photon MC (converted)
Auger-Data
(b) LLDF
Figure C.8: Energy dependent separation of burn sample data and photon MC
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20 EPOS LHC photon MC

















EPOS LHC photon MC
EPOS LHC photon MC (converted)
Auger-Data
(b) LLDF
Figure C.9: Zenith angle dependent separation of burn sample data and photon MC
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964 1100 1086 836 671
821 943 892 1013 929
1002 845 863 976 979
970 960 921 853 953
976 848 891 931 964
846 881 890 986 1048
(e) Number of entries per bin in EMC and θ
Figure C.10: Parametrization histograms for g∆Leeds and gLLDF as a function of MC en-
ergy and sec(θ). The binning was chosen for roughly equal statistics in
each bin.
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737 1370 1389 1157 815
616 1062 1236 1226 920
796 957 1093 1158 1144
754 1039 969 1026 1252
1048 922 902 981 1192
1653 971 772 811 1039
(e) Number of entries per bin in S1000 and θ
Figure C.11: Parametrization histograms for g∆Leeds and gLLDF as a function of S1000
and θ. The binning was chosen for roughly equal statistics in each bin.
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time bin [25 ns]















Figure C.12: PMT traces of event 8742491 at station 1681 with a split signal.
time bin [25 ns]














Figure C.13: PMT traces of event 9099370 at station 223 with a large risetime.
154
APPENDIX C. ADDITIONAL PLOTS
time bin [25 ns]















Figure C.14: PMT traces of event 10759292 at station 975 with a large risetime.
time bin [25 ns]

















Figure C.15: PMT traces of event 10759292 at station 1486 with a large risetime.
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time bin [25 ns]













Figure C.16: PMT traces of event 15797618 at station 852 with a large risetime possibly
caused by multiple late muons.
time bin [25 ns]















Figure C.17: PMT traces of event 32654533 at station 709 with a large risetime possibly
caused by a multitude of low energy particles.
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time bin [25 ns]


















Figure C.18: PMT traces of event 43993111 at station 1216. The signal start time has
been determined based on PMT3 (blue) and was set to bin 228.
time bin [25 ns]

















Figure C.19: PMT traces of event 46285053 at station 1545.
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time bin [25 ns]













Figure C.20: PMT traces of event 46285053 at station 1546.
]2slant depth [g/cm
















/Ndf=   45.5/462χ
Figure C.21: Profile of event 9701198 measured by the FD telescope Los Morados. The
reconstruction of Xmax has a large uncertainty since it is not in the field of
view of the telescope.
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Figure C.22: Profile of event 15797618 measured by the FD telescope Loma Amarilla.
]2slant depth [g/cm

















/Ndf=   65.9/362χ
Figure C.23: Profile of event 15797618 measured by the FD telescope Los Morados.
]2slant depth [g/cm


















14 /Ndf=   42.7/392χ
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