This paper introduces a new iterative algorithm for the estimation of the Mixture Transition Distribution model (MTD). It does not require the use of any speci c external optimization procedure and can therefore be programmed in any computing language. Comparisons with previously published results show that this new algorithm performs at least as good or better than other methods. The choice of initial values is also discussed. The MTD model was designed for the modeling of high-order Markov chains and already proved to be a useful tool for the analysis of di erent types of time-series such as wind speeds and wind directions. In this paper, we also propose to use this it for the modeling of onedimensional spatial data. An application using a DNA sequence shows that this approach can lead to better results than the classical Potts model.
Introduction
The Mixture Transition Distribution model (MTD) was introduced by Raftery (1985a) for the modeling of high-order Markov chains in discrete time. Let X t be a random variable taking value in the nite set f1; : : :; mg. In a`-th order Markov chain, the present depends on`previous periods. As the number of possible outputs m and the order`increase, the number of parameters of the Markov chain becomes extremely large and prevents its estimation. In Raftery's modeling, the contribution of each lag X t?1 ; : : :; X t?`t o the present is considered separately. The MTD model is de ned as P(X t = i 0 jX t?1 = i 1 ; : : :; X t?`= i`) =X g=1 ' g P(X t = i 0 jX t?g = i g )
' g q igi 0 (1) where i 0 ; : : : ; i`2 f1; : : : ; mg, Q = q igi 0 ] is a m m row transition matrix, and ' = f' 1 ; : : :; '`g is a vector of lag parameters subject to the following constraints:
' g 0 (3) Constraints (3) can be removed (Raftery & Tavar , 1994) , but in this case the model can produce results which are no longer probabilities and it becomes necessary to impose the new set of constraints The MTD model is far more parsimonious than the whole parameterized Markov chain since, in addition to the m(m ? 1) independent parameters of the transition matrix Q, it requires only one additional parameter for each supplementary lag.
An interesting development of the MTD model consists in the use of a di erent transition matrix for each lag (Raftery, 1985b , Berchtold, 1996 . This model called MTDg is de ned as P(X t = i 0 jX t?1 = i 1 ; : : :; X t?`= i`) =X g=1 ' g q (g) igi 0 (5) where q (g) igi 0 is the probability to observe X t = i 0 given X t?g = i g . For each lag g, we have a di erent row transition matrix Q g = q (g) igi 0 ]. The MTDg model is less parsimonious than the MTD model, since it requires m(m?1)+1 additional parameters for each supplementary lag, instead of 1. However, it has the ability to represent situations with a completely di erent relation between each lag and the period t. Sections 5.1 and 6.2 present practical examples.
In addition to the use of a di erent matrix for each lag, the MTD model has been developed in several ways including in nite lag models and missing data (Mehran, 1989a,b) , and continuous spaces (Martin & Raftery, 1987 , Le et al., 1996 . Other contributions related to the MTD model include Adke & Deshmukh (1988) , Schimert (1992) , Raftery (1993) , Raftery & Tavar (1994) , MacDonald & Zucchini (1997) and Berchtold (1997 Berchtold ( , 1998 . Moreover, the model presented by Pegram (1980) is a special case of the MTD.
Although the MTD model is a potentially powerful representation of Markov chains, it is di cult to use on account of the lack of a convenient method of estimation. Formally, we have to estimate the transition matrix Q and the vector of lag parameters '. This can be done by maximizing the log-likelihood where n i 0 ;:::;i`i s the number of sequences of the form X t?`= i`; : : :; X t = i 0 in the data. The log-likelihood must be maximized with respect to constraints (2) and (3) or (4).
The main di culties lie in the non-linearity of (6) and in the large number of constraints. A number of di erent methods were proposed in previous papers, but they all require the use of optimization procedures which are not broadly and freely available. The ExpectationMaximization (EM) algorithm (Dempster et al., 1977) is an alternative method used once to estimate a continuous space version of the MTD model (Le et al., 1996) , but again we do not know of a published workable version of the exact procedure used. Clearly, there is a demand for an algorithm which can be programmed in any computing language, without the use of particular toolboxes or optimization routines. Such a method is described in Sections 2 and 3. The choice of initial values is discussed in Section 4 and comparisons with previously published results are provided in Section 5. Finally, in Section 6, we propose to use the MTD model for the analysis of one-dimensional spatial data.
A software called GMTD implementing our algorithm can be freely downloaded from the following Web page:
http://www.unige.ch/ses/ecoth/sta /berchtol/softwares.html 2 Algorithm Note rst that there is no algebraic solution to the maximization of the log-likelihood of the MTD model. Therefore our approach is based on an iterative procedure. One of the main weakness of iterative methods is that they converge to a local maximum rather than to the global maximum of the log-likelihood. The choice of the starting values is therefore crucial. We discuss this point in Section 4.
The whole set of parameters of the MTD model can be divided into m+1 subsets: the m rows of the transition matrix Q and the vector '. It is possible to increase the log-likelihood by reevaluating only one of these sets, the m others being xed. As a rst approximation, we suppose that the matrix Q is constant and we search to increase the log-likelihood by reevaluating the vector '. We also activate constraints (3).
Since the sum of lag parameters is equal to one, the idea is to balance an increase in one of these parameters with an equal decrease in another parameter. The problem lies in the choice of the two parameters to modify. In other words, we must determine which parameter allows by its increase a maximum increase of the log-likelihood, and which parameter implies by its decrease a minimum decrease of the log-likelihood. Let ; k = 1; : : : ;` (7) be the partial derivative of the log-likelihood with respect to the k th lag parameter. The partial derivative gives a measure of the local impact produced by the change of one parameter upon the log-likelihood. Since all parameters belong to the continuous space 0; 1], all derivatives are non-negative. The best solution is then to increase the parameter corresponding to the largest derivative and to decrease the parameter corresponding to the smallest derivative. If we note ' + the parameter to increase, ' ? the parameter to decrease and the amount of change, the reestimation of ' is achieved replacing ' + by ' + + and ' ? by ' ? ? .
Four special situations may occur:
1. If ' + = 1, this parameter cannot be increased and the algorithm cannot improve the log-likelihood through a reestimation of the vector '.
2. If ' + + > 1, the quantity is too large and it must be set to = 1 ? ' + .
3. If ' ? = 0, this parameter cannot be decreased. Then, we decrease the parameter corresponding to the smallest strictly positive derivative.
4. If ' ? ? < 0, the quantity is too large and it must be set to = ' ? .
Once the new vector ' is known, we can compute the new log-likelihood of the model. If it is larger than the previous value, the new vector ' is accepted and the procedure stops. In the other case, is divided by 2 and the procedure iterates. When becomes smaller than a xed threshold, we stop the procedure, even if ' was not reevaluated. The log-likelihood achieved through this procedure is higher or equal than the previous value.
If we activate constraints (4) instead of (3), we do not have to consider the four special situations listed above, but we must verify a posteriori that all results of the model are probabilities.
The same method is applied to each row of the transition matrix Q and the corresponding partial 
Now that we have a method to increase the log-likelihood of the model through a reestimation of any of the m + 1 sets of parameters, we can solve iteratively the problem of the maximisation of the log-likelihood given all parameters. The procedure can be decomposed into the three following steps:
Initialization
Choose initial values for all parameters. Choose a value for and a criterion to stop the algorithm.
Iterations
Reestimate the vector ' by modifying two of its elements. Reestimate the transition matrix Q by modifying two elements of each row.
End criterion
If the increase of the log-likelihood since the last iteration is greather than the stop criterion, go back to step 2. In the other case, end the procedure.
This method calls for the following remarks:
1. In some situations, especially when the initial values are ill-choosen or when the lag parameters are allowed to take values outside the range 0; 1], the convergence of the procedure can be slow. It is then useful to x a maximal number of iterations.
2. At the beginning of the optimization process, it is useful to have a large in order to allow important changes of the parameters. But, as we approach to the optimum, changes become smaller and a large implies a great number of useless calculations. It is then suitable to modify dynamically the value of during the procedure. We chose the following approach. We use a di erent for each of the m + 1 sets of parameters. All are initialized to the same value (say 0.1). Then, after the reestimation of each distribution, the corresponding is modi ed as follows:
If the distribution was not reevaluated because the parameter to increase was already set to 1, is not changed.
If the distribution was reevaluated with the original value of (that is the value of at the beginning of step 2), is set to 2 . If the distribution was reevaluated with a value of smaller that its value at the beginning of step 2, keeps its present value. If the algorithm was completed without reestimation, is set to twice the value reached at the end of step 2.
Even if in some particular situations this method can slow down the algorithm, it proved empirically to increase substantially the average speed of convergence.
The same method is used to estimate the MTDg model in which a di erent matrix represents the transition probabilities between each lag and the present. In this case,d
i erent transition matrices have to be reevaluated during the second step of the algorithm instead of one.
Relation with standard optimization methods
In this section, we compare the principle of our optimization algorithm with Newton's method for constrained optimization. For a complete review of standard optimization methods, see e.g. Gill et al. (1981) and Nash & Sofer (1996) .
The parameters of the MTD model can be classsi ed into m + 1 sets: the lag parameters ' 1 ; : : :; '`and the m rows of the transition matrix Q. For the purpose of our demonstration, we note g the g th set of parameters, = f 1 ; : : : ; m+1 g the set of all parameters and the solution of the algorithm. A rst di erence between our method and the others is the reestimation of only two parameters at a time. This can imply a zigzag path from the starting values to the solution. On the other hand, we can easily insure that the iterates remain feasible with respect to all equality and inequality constraints of the model.
The main di erence between this algorithm and Newton's method is in the use of the partial derivatives. The analogy for unconstrained maximization can be described as follows. Consider the log-likelihod function log(L( )). Newton's method searches a zero of 5 log(L( )) through successive iterations de ned as
and the rst order stationarity condition is 5 log(L( )) = 0 (10)
Our method follows the same general sheme, that is an iterative process, but by contrast, the rst-order partial derivatives are not used directly inside the reestimation process as in equation (9), and the second-order partial derivatives are not used at all. Instead, we can write our algorithm as
where P t+1 is a (m 
with hf5 log(L( g t (k)))g = 8 > < > :
Note that since the reestimation is made successively for each of the m + 1 sets of parameters, P and f are completely known only at the end of each iteration. This algorithm automatically satis es all constraints and is therefore a feasible-point method.
Choice of initial values
Like most of the iterative optimization methods, our algorithm does not insure the convergence to the global maximum of the log-likelihood. In order to maximize the probability to reach this global maximum, the choice of initial values is of critical importance.
In the MTD model, each element q ij of Q represents simultaneously all of the following situations: P(X t = jjX t?1 = i)
. . .
P(X t = jjX t?`= i)
and the parameters ' 1 ; : : :; '`weight q ij according to the lag. To nd initial values for ' 1 ; : : :; '`, we suppose that these parameters are related to the strength of the relation between each lagged period and the present. Let The idea is to evaluate the strength of the relation between each lag and the present period in matrices C g and Q g . To de ne a measure, we have to take into account the following elements:
Even if in some situations the states of the process can be ordered or have a numerical signi cance, we deal generally with nominal data. Therefore, the measure does not use the numerical label assigned to each state and must be invariant to a change in the order of modalities. With these requirements, a measure like the autocorrelation is disquali ed.
The measure must increase with the probability to know the value of the variable at time t given its value at time t ? g.
A uniform transition matrix, in which every row is a uniform distribution, acts like a zero in the MTD model. If such a matrix is put into the model, it assigns the same probability to each situation and then provides no information. Moreover, a transition matrix whose rows and columns are independent means that there is no relation between the corresponding periods and is also of little interest. On the other hand, a probability equal to 1 in a matrix Q g means a perfect association between the corresponding values at time t ? g and t.
Since in Q g the column variable (time t) depends on the row variable (time t ? g), the measure should take into account the direction of this relation.
In general we restrict the lag parameters ' g to the space 0; 1]. So it would be preferable to use a measure taking value into the same space.
Given all of these requirements, the association measures de ned for crosstables (see for instance Bishop et al. (1975) and Ott et al. (1987) ) are a perfect choice. Among all the nominal asymmetrical measures, the measure u de ned by Theil (1971) seems the best choice. This measure, based on Shannon's entropy, takes value in the space 0; 1], 0 denoting independence between rows and columns of the crosstable, and 1 a perfect association. It ful lls all of the above requirements and, on the contrary of a measure like Goodman & Kruskal's , it is not in uenced by special structures of the crosstable. For the crosstable C g , the measure u g is de ned as
where
We can then de ne the weight ' g associated with the g th lag as
In this way the lag parameters are proportional to the strength of the relation between each lag and the present. The choice of the initial matrix Q is somewhat more di cult. An easy solution would be to initialize Q as the transition matrix of the rst order Markov chain. But, as we will see later with an example (Section 5.1), some time-series do not give the most important role to the rst lag and this strategy can lead to aberrant results. Another possibility is to de ne Q as a weighted sum of matrices Q 1 ; : : :; Q`. Let 
Finally, a third possibility is to set Q = Q k , where k = arg max g=1;:::;`ug . In practice, the results achieved with the third solution are always equal or better than those obtained through the rst two possibilities. Therefore, we used it in the examples of Sections 5 and 6.
In the case of the MTDg model with a di erent matrix for each lag, the initial vector ' is determined as above and Q g is taken as initial transition matrix for the lag g.
Examples: Time-series
In this Section, we apply our estimation method upon several time-series analyzed with the MTD model in previous articles. All comparisons between models are carried out with the Bayesian Information Criterion (BIC). The application of this criterion for Markov chains is discussed in Katz (1981) . It is de ned as BIC = ?2LL + p log(N) (19) where LL is the log-likelihood of the model, p is the number of independent parameters and N the number of data. The model achieving the lowest BIC is chosen. Section 5.1 gives an example where the use of our method leads to a better solution that the previously published one. Section 5.2 reports examples for which our procedure gives the same results as previous methods. Raftery & Tavar (1994) applied the MTD model to a time-series of the twilight song of the wood pewee (these data were originally described by Craig (1943) and reanalyzed in both Chat eld & Lemon (1970) and Bishop et al. (1975) ). We consider a time-series of length 1327, with three states corresponding to the three distinct phrases of the wood pewee song. We give here a sample of the data. The complete time-series appears in Table 12 of Raftery & Tavar (1994) .
Song of wood pewee

3121312121 3121312131 2131213121
Raftery & Tavar tted Markov chains of di erent orders and found that the data are best modeled with an order 2 Markov chain whose BIC is equal to 866.6. Then, they applied the MTD model of order 2 and 3, but they did not achieve good results. Finally, they tried several other modelings using the pattern structure of the time-series and their nal model has a BIC of 827. These results are summarized in Table 1 where MC stands for Markov Chain, and Pattern for Raftery & Tavar 's best modeling.
Using our algorithm, we reestimated the MTD models of order 2 and 3, and we computed MTD models with a di erent matrix for each lag (MTDg in Table 1 ). In some cases, we dropped the rst data of the sequence in order to have always 1323 elements in the loglikelihood. For comparison purpose with the results published in Raftery & Tavar (1994) , the number of structural zeros was not subtracted from the number of parameters for the computation of BIC. Table 1 . Di erent models for the wood pewee song. Note that we obtained the same MTD model for orders 2 and 3, since ' 3 = 0 in the third order model. The di erence in BIC is the consequence of the supplementary lag parameter of the third order model. Results reported for the MTD model have been achieved using the best Q g matrix as initial value for Q. When using an average of Q 1 , Q 2 and Q 3 , the procedure converges to another local maximum corresponding to a BIC of 1442.6. It is interesting to note that the most important lag in the explanation of the present is the lag 2 rather than the lag 1. As it can be observed by looking at the data, the succession of the three di erent phrases of the song is governed by some very strong rules. For instance, there are never two successive phrase 3, and phrases 2 and 3 are generally followed by phrase 1. This is re ected in the transition matrices by four probabilities very close to 1.
While our procedure achieves a better MTD model than the method of Raftery & Tavar , our analysis reaches the same conclusions as theirs: a model based upon the pattern structure of the data is better than a Markov chain in this case.
Other time-series
The original article on the MTD model (Raftery, 1985a) gives three examples. The rst is a time-series of 672 consecutive hourly wind speeds classi ed into 4 categories. The second is a set of 3-steps transitions showing the relationships between 25 students for a total of 300 data. These data were previously presented in Katz & Proctor (1959) and in Bishop et al. (1975) . The last dataset was used rst in Logan (1981) . This is the observation of the primary work activity (management, research or teaching) of 9170 American physicists at years 1960, 1962 and 1964. Raftery tted both Markov chains and MTD models for each of these three datasets and found that the best model is in each case a MTD model (of order 3 in the rst case and of order 2 in the two other cases). We applied our procedure on the same datasets. We tried also to use modelings with a di erent matrix for each lag, but our conclusion is in each case identical to Raftery's. Moreover, we determined that these solutions are almost surely strict local maxima.
We applied also our procedure on the data provided in Mehran (1989a) concerning the employment status of a sample of 9124 Americans during a four month period, from December 1981 to March 1982. We obtained the same MTD 3 model as Mehran and a MTDg 3 model proved to be useless. The solution is almost surely a strict local maximum.
MacDonald & Zucchini (1997) used the MTD model upon di erent datasets. The rst is a length 299 time-series of the duration of successive eruptions of the Old Faithful geyser (Yellowstone Park, USA). These durations are classi ed into categories short and long .
We agree with McDonald & Zucchini to say that the best model is a second order Markov chain and that neither a MTD nor a MTDg can improve the results. Our conclusion is similar in the case of the evapotranspiration dataset, but with a rst order Markov chain. Finally, the MTD 2 model used by McDonald & Zucchini to represent the hourly wind direction at Koeberg (South-Africa) cannot be improved by another MTD model.
Analysis of one-dimensional spatial data
In this Section we discuss the use of the Mixture Transition Distribution model for the analysis of one-dimensional spatial data.
Motivation
The MTD model was designed for the modeling of time-series and has not previously been applied in another context. We propose here to suppress the time reference and to use this model for the analysis of one-dimensional spatial data. In the discussion of Besag et al. (1991) , Raftery & Ban eld refer to this possibility, but without providing concrete examples.
This proposition is directly related to the Markov Random Field (MRF) theory (Besag, 1974 , Kinderman & Snell, 1980 . Consider a sequence of length N. To each data i corresponds a random variable X i taking value in the nite set f1; : : :; mg. We want to calculate the probability of observing a particular realization x i of X i given the value of its neighbors. If we de ne, for instance, the neighborhood of i as the set of sites fi ? 2; i ? 1; i + 1; i + 2g, and if we make the assumption that the realisation of i depends only of its neighbors, we can write P(X i jX n fX i g) = P(X i jX i?2 ; X i?1 ; X i+1 ; X i+2 ) (20) where X denotes the entire set of random variable over the whole sequence. For the purpose of our demonstration, we note X 0 = X i and we number the neighbors from 1 to 4. Then, using a principle similar to the MTD model of equation (1), we approximate the conditional probability of equation (20) where q xgx 0 are probabilities of a m m transition matrix Q representing the conditional relation between the site i and each of its neighbors. The same principle can be extended to di erent sets of neighbors. It is also possible to use a di erent transition matrix for each neighbor.
As outlined by Raftery & Ban eld, the main di culty with the use of the MTD model in the spatial context is that it does not satisfy the Hammersley-Cli ord theorem (Grimmett, 1973 , Besag, 1974 , since (21) does not de ne a correct joint probability over the whole set of random variables. Nevertheless, this method can provide a good approximation of the local structure of the distribution. In his reply to Raftery & Ban eld, Besag agrees with this possibility.
The estimation of this spatial MTD model requires some explanations. If the summation of equation (6) is taken upon the entire set of variables X i , this equation is no longer the loglikelihood of the model, but a pseudo-log-likelihood (Besag, 1975 (Besag, , 1977 . Another possibility is to take the summation upon a subsetX of X de ned such that no variables inX are neighbors. Unfortunately, this method does not take into account the whole information provided by the data, and in most situations it is preferable to maximize the pseudo-loglikelihood of the model.
It is interesting to compare the MTD model with the classical Potts model (Domb & Potts, 1951 , Kinderman & Snell, 1980 , Baxter, 1982 . In the Potts model, the probability to observe a given realization of the variable X i is a function of the number of neighbors taking the same value. For instance, the model corresponding to equation (20) is P(X 0 = x 0 jX 1 ; X 2 ; X 3 ; X 4 ) = expf? N 0 g P m j=1 expf? N j g (22) where N 0 denotes the number of neighbors taking the same value as X 0 , and N j , j = 1; : : : ; m, is the number of neighbors taking value j. To estimate this model, we de ne m ? 1 logistic regressions having the same parameter : j = log P(X 0 = jjX 1 ; X 2 ; X 3 ; X 4 ) P(X 0 = mjX 1 ; X 2 ; X 3 ; X 4 ) = (N m ? N j ) ; j = 1; : : :; m ? 1 (23) and we compute the maximum likelihood estimate of . For further details on logistic regression, see Agresti (1990) . We identify two steps in the construction of this model. First, each neighbor X k is recoded as a binary variable in the following way:
0 , otherwise Then, we suppose that the relative position of each neighbor to the variable X 0 has no importance, and that only the sum N 0 = P 4 k=1 k does matter. Consider rst the binary recoding of the neighbors. If the original variables X i are binary (m = 2), they are not a ected by the recoding and no information is lost. On the other hand, if m > 2 the recoding suppresses a part of the information about the real value of each neighbor of X 0 . By contrast, this information is not lost with the MTD model. Hence, in some situations, the MTD model could achieve better results than the Potts model.
The importance of the relative position of each neighbor must also be considered. Again, the Potts model suppresses this information, while the MTD model keeps it. Hence, we can say that if the data are binary and the relative position of each neighbor does not matter, then the Potts model should generally achieve best results than the corresponding MTD model, since it has fewer parameters. On the other hand, if m > 2 or if the relative position of each neighbor is important, the MTD model is interesting. The following Section provides an illustration of the usefulness of the MTD model in the one-dimensional spatial context.
Analysis of DNA
In this example, we consider a one-dimensional spatial situation. Raftery & Tavar (1994) analysed the Markovian structure of the mouse A-crystallin gene, a set of data previously used in Avery (1987) . This is a length 1307 sequence whose each data is one of the four bases fA; C; G; Tg. We give here the beginning of the sequence. The complete dataset is provided in Table 7 of Raftery & Tavar (1994) .
1221212433 4422422413 2432421313
Raftery & Tavar tried to nd the optimal order of the Markov chain representing these data, considering an ordering from the left to the right. For comparison purposes, we choose to drop the rst 4 and last 3 observations in order to have exactly 1300 element in the loglikelihood of each model. Since Raftery & Tavar dropped the rst 5 observations, our results for the same model are slightly di erent. Moreover, according to the convention introduced in Bishop et al. (1975) , we do not take into account the number of parameters equal to zero for the computation of BIC. Table 2 summarizes the main results. MC denotes a Markov chain. MTD and MTDg are the Mixture Transition Distribution models with respectively 1 and several transition matrices. The other models appearing in Table 2 are described below. Among the Markovian models and their MTD and MTDg modelings, the best model is the rst-order Markov chain whose BIC is 3554.6. This result is consistent with Raftery & Tavar (1994) To avoid the assumption of an ordering, we built then models using neighbors on both sides. The SMC 1 model is a transition matrix with two neighbors, one on the left and one on the right. The SMC 2 model is similar, but with two neighbors on each side. Then, we approximated these matrices using the MTD model. The SMTD 1 model has one neighbor on each side, SMTD 2 has two neighbors on each side, and the SMTDg 1 and SMTDg 2 models are similar, but with a di erent transition matrix for each neighbor. Finally, we computed the Potts model with the same neighborhoods. Table 2 shows that the best model is the SMTDg 1 model whose parameters are given below. We note L the base on the left and R the base on the right. Although this model has a lot more parameters than the MC 1, SMTD 1 and Potts 1 models, it yields a better BIC value since its log-likelihood is much larger. It is interesting to note that the more important neighbor is the one on the right, with a parameter ' R = 0:5402, and not the one on the left as assumed in Raftery & Tavar (1994) . Even with a better loglikelihood than the SMTDg 1 model, the SMC 1 model is clearly disquali ed because it has too many parameters. Finally, despite only 1 parameter, the Potts model is absolutely not adequate in this case. As said in Section 6.1, this is a consequence of the loss of information implied by the use of this model on non-binary data.
This example shows that the MTD model can be used with success on one-dimensional data which are not time-series. It can then be viewed as a simple and powerful tool for the modeling of di erent types of interactions.
Conclusion
The Mixture Transition Distribution model already proved its usefulness in several papers, but the lack of a convenient method of estimation was a limitation to its application in practice. Our objective was then to propose a new method of estimation which could be adapted on di erent computing platforms.
We de ned an iterative procedure that proved to be very convenient to implement since it does not require any external optimization routine. Although we cannot insure that this method always converges to the global maximum of the log-likelihood, a careful choice of the starting values as discussed in Section 4 leads to very good performance. On empirical examples, our algorithm achieves results that are at least as good or better than results obtained through other methods.
Finally, we noted that the MTD model is not restricted to the modeling of time-series, but can also be useful in the context of one-dimensional spatial data. Compared to the classical Potts model, it can achieve better results, especially when the data are not binary.
