Abstract-We propose a method to find optimal sparse connected approximations for large complex networks of nodes interacting over time. Optimality is measured by Kullback-Leibler divergence. The sparsity is controlled by the user through specifying the in-degrees. The approximations have spanning tree subgraphs, enabling them to depict flow through a network. They can also depict feedback. The approximations can capture both significant statistical dependencies in, and preserve salient topological features of, the full (unknown) network. The proposed method can be applied to networks without restrictions on the dynamics beyond stationarity. We analyze computational and sample complexity. We demonstrate their efficacy using a large-scale simulation of the turtle visual cortex and experimental data from the primate motor cortex.
central question about these networks is how the activity of some cells affect the future activity of others, both directly and indirectly. For specific scientific inquiries regarding how the networks accomplish the tasks they do, as well as for medical questions about how to identify and intervene when the networks malfunction, it is important to know the functional connectivity, namely who influences whom.
Many complex systems, such as biological, social, and financial networks can be abstracted as networks of agents interacting over time. The interactions correspond to statistical dependencies, which can be inferred from data and depicted as edges in a graph. See Figure 1 (a) for an example. For large networks, however, statistical inference poses significant statistical and computational challenges.
This paper considers an alternative route. Instead of learning the exact network, it seeks a sparse approximation, a small set of edges (interactions) that capture much of the dynamics. A sparse approximation could potentially be much faster to find, and easier for scientists to visually parse, than the full network.
For example, directed trees are the sparsest, connected graphs. See Figure 1 (b). The graph is concise, facilitating human analysis and decision making. Directed tree approximations can also be found efficiently [2] - [4] .
Though directed tree approximations are easy to visually parse and efficient to construct, they cannot depict feedback, which is essential in many real-world networks. A graph with in-degree two containing a directed spanning tree subgraph would trade-off some simplicity in order to capture more-complex relationships, such as feedback. See Figure 1 
(c).

A. Our Contributions
We propose an algorithm to identify approximations with the following properties. First, the user specifies the indegrees, and thus the sparsity, of the network. The in-degrees can vary. The sparsity trades off the quality of the approximation against visual conciseness and computational tractability. Second, the approximations contain at least one directed tree. This is important for networks with flow. Third, the approximations are optimal in terms of Kullback-Leibler divergence. Fourth, the algorithm is agnostic to the class of dynamics. In practice, it depends on directed information estimators.
We identify the sample and computational complexities in the finite-alphabet setting. For large in-degrees, the algorithm is impractical. For this setting, we propose a greedy heuristic.
Lastly, the algorithms are used to analyze data from largescale, biologically realistic simulations of the turtle visual One is in-degree one; the other is in-degree two. The latter is a more accurate approximation but still sparse.
cortex [5] - [7] and electrode array recordings from the primary motor cortex of a primate [8] , [9] .
B. Related Work
The closest related works are [4] and [10] . Directed spanning tree approximations, such as Figure 1 (b), are considered in [4] . All nodes have an in-degree of one and cannot depict feedback or higher-order interactions. A local search finds bounded in-degree approximations in [10] . They are not necessarily connected and thus might not capture network flow.
Algorithm 1 generalizes [4] , incorporating a variation of the local search in [10] and a special weighting scheme. While Algorithm 1 can be seen as blending the two algorithms, it is notable that this particular blending yields a provably optimal approximation. The algorithm in [10] is a local search, which cannot enforce global constraints. The algorithm in [4] relies on a maximum-weight directed spanning tree algorithm. A weight is given for each edge X j → X i . In the setting of k = 1 the strength of each single parent is used as the weight. The challenge to generalize even to k = 2 is how to simultaneously consider m−1 2 potential parent sets, and thus weights, of X i when there are only m − 1 edges into X i available.
Numerous works have proposed efficient algorithms to identify sparse approximations for certain classes of dynamics [11] . Some use regularization [12] - [16] , some approximate with directed trees [2] , [3] , and others use in-degree bounds and compressive-sensing methods for observational [17] and experimental data [18] . An algorithm in [19] uses edge count bounds but is inefficient; another learns latent polytrees [20] .
There is also related work on approximating i.i.d. random variables with spanning trees [21] . General networks are NPhard to approximate with larger in-degrees [22] , [23] . Some works generalized tree approximations [24] , [25] , analogous to the current work. The PC-algorithm can infer bounded indegree networks with known sample complexity [26] .
C. Paper Organization
Definitions and notations are introduced in Section II. Section III presents the algorithm and a greedy heuristic. Algorithmic, sample, and storage complexities are discussed in Section IV. Simulated and experimental neuroscience data is analyzed in Section V. Proofs are in the Appendixes.
II. NOTATION AND DEFINITIONS
We now define notation. We use "x:=y" for "let x denote y." • We consider m finite-alphabet, discrete-time random processes over a horizon T. Let X denote the alphabet and P (X) the space of probability measures on X. Denote the ith random variable at time t by X t i , the ith process from t 1 to t 2 as X t 1 :t 2 i , the process as X i := X 1:T i , the collection of all m processes as X := (X 1 , . . . , X m ) , and a subset of K processes indexed by A ⊆ [m] as
We consider the finite-alphabet setting to simplify the presentation. The algorithms and optimality (Theorem 2) generalize. The sample and computational complexities depend on the estimation technique.
• Conditional and causally-conditional distributions [27] of X i given X j are
Note the similarity between (1) and (2), though in (2) the present and future, x t:T j , is not conditioned on. In [27] , the present x t j was conditioned on. The reason we remove it will be made clear in Remark 3.
• The Kullback-Leibler (KL) divergence between distributions P and Q both defined over alphabet X is 
The mutual information and causally-conditional directed information [29] are
A∪{i} , (5) with the distributions P 1 and P 2 being the conditional marginals of P X matching their respective arguments. Remark 2: Directed information measures the statistical correlation between the past of one (set of) process(es) and the future of another. When conditioned on the past of the rest of the network, I(X j → X i X [m] \{i,j} ) has been shown to measure Granger causality [30] in a general manner [10] , [31] . It has a natural interpretation in terms of sequential prediction. The quantity I(X j → X i X A ), measures how well the past of X j helps to predict the future of X i , when the past of both X i and X A are already known. The predictions are distributions on the future outcome, X t i , and the overall quality is measured as the cumulative expected log-loss (5) incurred from not using the past X
Remark 3:
In (2) and (4), the present X t j is omitted. This follows Marko's definition [29] and is consistent with Granger causality [30] . It was later included for the specific setting of communication channels [27] , [32] .
III. APPROXIMATIONS
Approximations with simple topologies can facilitate visual analysis and be more efficient to identify than the full network.
A. Background
The approximations we seek can be described as removing dependencies in a factorization of the joint distribution. The joint distribution P X fully characterizes the system dynamics. By the chain rule, P X factorizes over time as
P X is said to be strictly causal when the processes at time t are mutually independent given the full past X 1:t−1 ,
Using causal conditioning notation, (6) can be written as
We consider approximations of the form
where the A(i) ⊆ [m]\{i} are sets of candidate parent indices and the marginal distributions
are exact. Let P denote the set of all such approximations. The goal is to find the approximation P X ∈ P that minimizes the KL divergence D P X P X . For the general setting where P X need not be strictly causal, let P caus X denote the right hand side of (6), the strictly causal marginal distribution of P X . Even if the true distribution P X is not strictly causal, good approximations of the form (7) will still approximate P caus X well. Corollary 1 [10, Corollary A.4] : If P X is positive, arg min
The right hand term in Corollary 1 is almost the KL divergence, except the expectation is over the true distribution.
The following theorem characterizes an important decomposition property for evaluating the quality of an approximation P X . The approximation that minimizes the KL divergence is the one that maximizes a sum of directed informations from parent sets to children.
Theorem 1 [4, Th. 2] : For any distribution P X , arg min
Remark 4:
In [4] , only the specific case |A(i)| = 1 was considered but the proof naturally extends to the general case.
This decomposition property will be important for Algorithm 1. It also leads to an interpretation of what "best" means for approximations. Remark 2 describes how directed information can be understood in terms of sequential prediction. Theorem 1 entails that the best approximation P X ∈ P is the one whose selected parent sets
help to sequentially predict the future of their respective children
with the least total error (expected log-loss) across time and nodes.
B. Optimal, Connected Approximations
We now focus on finding good approximations from a broad class of topologies. Two properties characterize the class. The first is that the user controls the sparsity by specifying in-degrees for all the nodes. The second is that the graph contains at least one directed spanning tree as a subgraph. See Figure 1 (c) for an example. Conceptually, this class of graphs can, with few edges, summarize the flow of activity, states, or information through the network.
Algorithm 1 describes a procedure to identify an optimal approximation in this class. Let P k ⊆ P be the set of all distributions containing a spanning tree and where all the nodes except the root have in-degree k ≥ 1. Let A(i, j) be the set of indices for the best k parents for X i including j,
Ties can be broken arbitrarily. Assign weight I(X A(i,j) → X i ) to edge X j → X i in the complete graph and run a maximum weight directed spanning tree (MWDST) algorithm. Each edge X j → X i in the spanning tree induces the corresponding parent set A(i, j) for X i . Theorem 2: Algorithm 1 returns an optimal approximation
The proof is in Appendix A. In the special case where k = 1, Algorithm 1 reduces to the algorithm proposed in [4] to identify optimal directed-tree approximations.
In general, the optimal approximation is not unique. If the true distribution is a candidate, P X ∈ P k , the optimal approximation is the true distribution and thus unique.
Corollary 2:
If P X ∈ P k and strictly positive, then Algorithm 1 identifies P X .
Proof: The proof follows immediately from Theorem 2 and Lemma 1. Strict positivity avoids pathological cases where deterministic relationships can lead to non-unique graphs.
Remark 5: The in-degree k can be a function of the node index i. We use a uniform k to simplify the presentation. The algorithm and proofs are easily modified for the general case.
Remark 6:
The approximations P X ∈ P k have root nodes with no inward edges. If an implementation of the MWDST algorithm requires a pre-specified root node, create a dummy node X 0 , set edge weights I(X j → X 0 ) ← −∞ and I(X 0 → X j ) ← −1 for all j ∈ [m]. Algorithm 1 will set X 0 as the root with a single outward edge. Pick X 0 's child as the root.
Algorithm 1 can also be modified so the root has in-degree k. Use an implementation of the MWDST algorithm which requires a pre-specified root node. For each possible root node, compute the edge weights along edges in the best tree and add the weight of the best incoming edge to that root. Then take the maximum of that sum of edge weights over all possible root nodes. The edge into the root induces a parent set.
Algorithm 1 finds an optimal approximation. However, it could be a computational burden for large m or k. We next consider a more efficient heuristic.
C. Greedy Variant
Algorithm 2 uses a greedy search. Like Algorithm 1, it picks parent sets for each directed edge and calls a MWDST algorithm. In Algorithm 2, B(i, j) is the set of parents for X i that will be added if the edge X j → X i is in the MWDST. Since X j must be included, the algorithm finds the best second parent to complement X j , then the best third parent to complement those two, and so on. The value I(X B(i,j) → X i ) is set as the weight of edge X j → X i given to the MWDST algorithm. For k ∈ {1, 2}, the Algorithms 1 and 2 are identical. For k > 2, there are no guarantees of optimality.
IV. COMPLEXITY OF THE PROPOSED ALGORITHMS This section explores the computational and sample complexity of the algorithms and storage complexity of the approximations. Different computation/estimation techniques have different complexities; we only analyze one for illustration.
A. Computational Complexity
To simplify analysis, we will assume Markovicity of a fixed order r and stationarity, so 1
The complexity of computing I(X, Z → Y) then becomes
Assumption 1:
The set of processes X is jointly stationary, ergodic, and Markov order r. Each subset of k processes is also Markov order r.
Remark 7: There is a consistent estimator for the finite alphabet setting that does not require Markovicity [33] . However, sample complexity results are only known for processes with a finite Markov order. 
2) Algorithm 2 (GREEDYCONNECTED):
For each ordered pair of processes (X i , X j ), first there are (m − 2) terms computed involving three processes, such as I(X {j ,j} → X i ). Next there are (m−3) terms computed involving four processes, and so on. Then a MWDST algorithm is called. The complexity is
For constant k, this becomes O(m 3 ).
B. Sample Complexity
We now investigate the sample complexity of Algorithm 1, how quickly the error decays as the sample size T increases.
In Algorithm 1, before the MWDST algorithm is called, weights are assigned for every edge X j → X i in the complete graph. Let w True (e) and w Est (e) denote the true and estimated weights assigned to edge e, respectively. Let G True and G Est be the optimal trees based on {w True (e)} e∈E and {w Est (e)} e∈E , respectively. Recall from Theorem 1 that the inferred tree G Est depicts the dependencies in the approximate distribution that maximizes the sum of its edge weights, arg max
where G Est is the tree corresponding to P X . The error is measured as the difference in the sum of edge weights between G True and G Est , Different estimation techniques for directed information have different sample complexities, which in turn induce different sample complexities for Algorithm 1. Several techniques have known complexities, such as plug-in empirical and parametric methods [10] and a universal estimation technique (for discrete data) [33] . We examine Algorithm 1's sample complexity using the plug-in empirical procedure [10] .
Let k denote the (uniform) in-degree, r the Markov order of the estimator, m the number of nodes, T the number of samples, δ an error bound on directed information estimates, and B δ the event that for all nodes i ∈ [m] and sized-k sets of other nodes A ⊆ [m]\{i},
where I(· → ·) and I(· → ·) denote true and estimated directed information values respectively. Let 1 − ρ denote a bound on the probability of B δ , so P(B δ ) ≥ 1 − ρ. We also need to characterize mixing time. Denote the state of the network from time t −r to time t by V t := X t−r:t
The directed information is estimated by first computing the empirical distribution. For a process X i and a set of candidate parents X A , we compute a distribution P X 1:r A ,X These estimated distributions are used in lieu of the true distribution to compute the directed information.
Theorem 3: Under Assumption 1, for the plug-in empirical estimator [10] and a fixed error probability bound 1 − ρ, for all > 0. The proof is in Appendix B. Thus, with network parameters m, r, and k fixed, the error decays at nearly T −1/2 .
C. Storage Complexity
Approximations require substantially less storage than the full joint distribution. The full joint distribution has mT random variables, requiring O(|X| mT ) storage. Under Assumption 1, the storage complexity of the full joint distribution is O (|X| m(r+1) ) and for approximations of the form (7) is O(m|X| (k+1)r+1 ) = O(m) for fixed k.
V. DATA ANALYSIS
We validate the quality of the proposed approximations by analyzing simulated and real world neuroscience data. The approximations are shown to capture salient features of the network, both in characterizing statistical dependencies and in preserving topological properties.
A. Turtle Visual Cortex Simulation
We first investigate how well approximations produced by Algorithm 1 capture statistical dependencies between cells in a large-scale simulation of the turtle visual cortex.
1) Background:
Deciphering the visual system has been a prominent focus in neuroscience. The simulation we used was developed to test hypotheses about, and study the dynamics of, the turtle visual system [5] - [7] .
The simulation consisted of a large network of cells, almost one thousand in total. See Figure 2 for a diagram. The model was rich enough to exhibit phenomena observed during experiments. Specifically, certain visual stimuli induced propagating waves of activity in the visual cortex [5] . See Figure 3 for snapshots of the propagation for two types of stimulation. The specific cells that became activated varied, as well as whether there was any spread at all, even for the same stimulation.
Our goal was to determine whether Algorithm 1 could find sparse approximations of the same network that nonetheless were sufficient to distinguish between different stimuli.
2) Setup: The network contained several classes of cells, each modeled with experimentally-measured biophysical parameters. See [5] - [7] for details.
Visual information is first processed in the eye by the retina. From the retina there are nerve fibers that act like transmission lines, informally speaking, sending information to the lateral geniculate nucleus, which in turn projects to the visual cortex [5] . In the simulation, geniculate cells were positioned along a horizontal bar at the bottom-right corner. There was no retina. In lieu of that, geniculate cells were stimulated directly.
Two types of stimulation were used. The first was a moving light source. In each trial, the light source would stimulate (increase the probability of spiking for) geniculate cells within a sliding window. The window was fifteen neurons wide and moved from the left end to the right end in one second. During the next second, it went the reverse direction. Each trial lasted three seconds; the third second had no light source. The spike times were drawn using a Poisson process. When a cell was exposed to the light source, the average spiking rate was one hundred spikes per second. Other neurons had a lower firing rate of about fifty spikes per second, mimicking "diffuse background" light.
The second type of stimulation was a stationary light source. The setup was identical to that of the moving light source, except that the window did not move from the left hand side. There were ten trials for both the moving and stationary light source stimulations. The spike train data was recorded at one ms resolution. The data was binary, as no cell had two successive spikes within one ms of each other.
3) Analysis: To simplify computation and enhance statistical reliability, we only analyzed the m = 100 cells that had the highest average number of spikes in the trials for both stationary and moving light sources. We rejected trials that did not exhibit propagating wave behavior.
Algorithm 1 ran for in-degrees k ∈ {1, 2, 3}. (Algorithm 2 matches Algorithm 1 for k ∈ {1, 2}, and since Algorithm 1 was not run fully for k = 3, Algorithm 2's performance is nearly identical.) Directed information values, such as I(X A → X i ), were estimated by performing multiple regressions. To regress X t i on the past of X i and X A , for each j ∈ A ∪ {i}, the length 10 vector X ). The Markov order and transformation were selected ad-hoc to balance accuracy, computational burden, and to capture some long-range dependence.
The data was modeled with generalized linear models. Since the data was binary, the Bernoulli distribution with the logit link function was selected (logistic regression). Let θ denote a row vector of (estimated) MLE parameters. The likelihood of X t i as a function of the past of X i and of X A was
The MLE parameters were computed using the Statsmodels package in Python with T = 50, 000. The directed information I(X A → X i ) was estimated as the average log likelihood ratio between two regression models, one conditioning only on the past of X i and the other also conditioning on the past of X A ,
where the indices were shifted forward by 10 so that there was data for the chosen Markov order at t = 1, and the MLE parameters were estimated separately for the two distributions.
To guarantee optimality, Algorithm 1 searches over all possible subsets of k parents. Due to the large number of cells, however, it was prohibitive to fully run Algorithm 1. Only a limited search was performed. For a cell X i and k = 1, all single parents X j were considered (e.g., all pairwise directed informations I(X j → X i ) were estimated). Likewise for k = 2. For k = 3, triplets were formed as follows. For each pair (X j , X i ), the fifty pairs {X j , X j } with highest value I(X j , X j → X i ) were selected and I(X j , X j , X j → X i ) computed. Thus, for each node X i , only 5000 parent sets of size k = 3 were considered.
To avoid overfitting, after finding parent sets of sizes k ∈ {1, 2, 3}, directed information values were discounted with a complexity penalty, the minimum description length (MDL) penalty [35] . Let |θ | denote the number of parameters. Consider a node X i and potential parent set X A , with directed information calculated as in (10) . The discounted value is
For each edge X j → X i , the best parent sets selected for k ∈ {1, 2, 3} were then compared using the discounted values, and the k corresponding to the largest discounted value was picked as the "MDL" parent set for edge X j → X i . The approximations were tested in a classification task. They were identified using training data from moving and stationary light sources, separately. Test data was generated using both light sources. Randomly selected 150 ms intervals of the test data were used as samples. Intervals with little or no activity were discarded. Five thousand samples were drawn in total, with approximately half from each light source.
Test data was classified as coming from moving or stationary light source settings using a log likelihood ratio test. Let X Test denote a 150 ms test sample. Let P Mov X t i | X t−3:t−1 denote the conditional distribution (9) with MLE parameters and with the parent set inferred by Algorithm 1 using training data from the moving light source setting. Let P Sta X t i | X t−3:t−1 be defined similarly. The log likelihood ratio LLR(X Test ) of the test data using the two inferred models was then calculated as
where the conditional arguments for both distributions were transformed to the X t format as described prior to (9) and the selected parent sets X A and X A for X i might differ. For a given threshold τ , if LLR(X Test ) ≥ τ , then the sample X Test was classified as coming from moving light source data, otherwise from stationary light source data.
Data recorded during moving and stationary light source stimulations were labeled as positive and negative respectively. For example, if a sample of stationary light data was classified as moving light, then that classification was a false positive (FP). False negatives (FN), true positives (TP), and true negatives (TN) were similarly defined. Accuracy was measured using the true positive rate (TPR; TP/(TP + FN)) and false positive rate (FPR; FP/ (FP + TN) ).
4) Results:
The TPR and FPR for in-degrees k ∈ {1, 2, 3} for Algorithm 1 are plotted in Figure 4 as receiver operating characteristic (ROC) curves. For comparison, the approximations from [10] (with only in-degree constraints) were also analyzed. The curves largely overlapped, so only the ROC curve corresponding to k = 3 is shown.
The approximations identified by Algorithm 1 performed well, with TPR quickly rising to above 80%. Larger in-degree approximations performed better, with k = 3 performing slightly better than k = 2, and both performing noticeably better than k = 1 for TPR≥ 0.4 and FPR≤ 0.4. The k = 1 case reduces to the tree approximation in [1] . The approximation selected using MDL discounted directed information values (with varying in-degrees) performed almost identically to the k = 3 despite having fewer edges.
We also measured the relative predictive power of the approximations. Recall from Theorem 1 and the discussion following it that the best approximations have parent sets that minimize the cumulative expected log-loss when sequentially predicting the future state of their children. Approximations from Algorithm 1, labeled "tree" and the unconstrained bounded in-degree approximations from [10] were compared. Uniform in-degrees k ∈ {1, 2, 3} and varying in-degrees selected using MDL were considered.
For each approximation type and node i, the estimated directed information from selected parent set A * (i) to i, I(X A * (i) → X i ), was normalized by the estimate of the unconstrained bounded in-degree approximation [10] with in-degree 3 (the highest values). For each approximation type, these ratios were averaged across nodes and stimulation. Error bars depict the standard deviation. See Figure 5 .
The k = 1 "tree" approximation is the best directed tree [4] . Figure 5 shows that the approximations studied in this work, allowing for higher in-degrees, model the network significantly better. Also, the approximations with k ∈ {2, 3} have similar performance. For each k, the approximations identified by Algorithm 1 predict almost as well as the approximations with only degree constraints (gold bars).
The run-time of Algorithm 1 was approximately two days on an 8-core Intel i7 processor running at 2.50 GHz. Almost all that time was spent computing directed information estimates. The rest of the algorithm ran in less than one minute.
Remark 8: Using different estimation techniques, faster software, fewer samples, and calculating fewer terms than Algorithm 1 could significantly reduce the run-time.
B. Primate Motor Cortex
The next dataset recorded neurons in the primary motor cortex of a primate [8] . In [9] , propagating waves of local field potentials in that region were postulated to mediate information transfer. In [36] , we applied another algorithm that identified the connections between individual neurons. Those local connections potentially explained the observed, regional phenomena of propagating field potentials. Here, we seek network approximations with the aim of identifying important structural features more efficiently than in [36] .
1) Data:
The dataset consisted of simultaneous recordings of individual cells from a primate's primary motor cortex using a chronically implanted electrode array. The activity was recorded while the primate was moving its hand along the surface of a table, with its arm constrained by a robotic arm. For this work, we used ten minutes worth of spike-train data from 36 cells with 3 ms resolution. See [8] for more details.
2) Analysis: Modeling and estimation was similar to that described in Section V-A3. Algorithm 2 ran for in-degrees one, two, and three. A fixed Markov order of 53 time steps (159 ms) was used. Directed information values were estimated by performing multiple regressions. To regress X t i on the past of X i and of X A , for each j ∈ A ∪ {i}, the length 53 vector X t−53:t−1 j was transformed into a length nine vector X t−9:t−1 j (3, 5, 4) , (4, 9, 6) , (5, 13, 10) , (6, 21, 14) , (7, 29, 22) , (8, 41, 30) , and (9, 53, 42) . This transformation and Markov order were selected ad-hoc to allow long-range dependence and some invariance to delays, while avoiding over-fitting.
Here, the temporal resolution was coarser. The data was modeled with a generalized linear model using the Poisson distribution with the log-link function. Let θ denote a row vector of (estimated) MLE parameters. The likelihood of X t i as a function of the past of X i and of X A was modeled as
e yθx e −e θx y! .
The MLE parameters were computed using Matlab's "glmfit" function. The directed information I(X A → X i ) was then estimated similar to (10).
3) Results:
Graphs depicting Algorithm 2's approximations are shown in Figure 6 . Cells are depicted as boxes with numerical labels. Each cell's position corresponds to the location of the electrode on the array that recorded it. The approximation with in-degree k = 3 shown in Figure 6 (c) had the highest computational complexity and also resulted in the densest graph. Many edges are preserved with increasing k, though that is not guaranteed in general.
We qualitatively compare the approximations in Figures 6(a)-6(c) to prior results. Ground truth connections were not known. The waves propagated primarily along an upward-right diagonal with respect to the orientation of Figure 6 . When a large number of edges were detected between individual cells along an upward-right diagonal [36] , this was postulated as evidence that local connections between cells gave rise to the regional phenomenon of propagating waves.
For in-degree k = 1, there are some but not many edges in any particular orientation. For k = 2 and k = 3, however, there is a higher visual density of edges oriented along an upwardright diagonal. Thus, to investigate whether the propagating waves are explained through local interactions, the sparsest approximation, k = 1 in Figure 6 (a), may be insufficient. The higher order approximations, while requiring more computation and higher dimensional estimates, seem to better preserve the local, structural feature inferred in [36] .
On the other hand, Figure 6 (a) appears to be easier to analyze visually. Cells numbered 14 (bottom left) and 1 (top center) have the largest degrees. For Figures 6(b) and 6(c), however, this task is more challenging. Likewise, to generate hypotheses regarding how activity (information) flows in this network, sparser graphs like Figure 6 (a) are easier to work with because there are fewer edges and pathways to consider. The "best" level of sparsity (in-degree k) is task dependent.
VI. FUTURE DIRECTIONS
There are several important avenues of future research. One is developing faster, yet provably-good, algorithms. Another is developing automated procedures to select an optimal indegree k, at least for certain classes of tasks. A third is developing algorithms for non-stationary networks, where the connections can vary in strength over time.
APPENDIX A PROOF OF THEOREM 2
Let G Tree be the set of all directed spanning tree graphs on m nodes. For a given tree G ∈ G Tree , let P G K ⊆ P K denote the set of approximations P X ∈ P K that contain G. Every P X ∈ P K contains at least one such G ∈ G Tree as a subgraph, so P K = G∈G Tree P G K .
For any tree G ∈ G Tree , the best approximation P G X ∈ P G K is the one that for every edge X a(i) → X i in G, sets A(i, a(i)) as the parent set for node i. This follows from (8), since a(i) ∈ A(i, a(i)), so G will be a subgraph of this approximation, and the sets A(i, a(i)) are the best such parent sets. Thus,
where (11) follows since P K = G∈G Tree P G K and (12) uses that P G X is the best approximation in P G K . Algorithm 1 solves (12) and thus identifies the optimal P * X ∈ P K .
APPENDIX B PROOF OF THEOREM 3
To prove this, we first consider the sample complexity for the directed information estimates.
Lemma 2: Under Assumption 1, for a given joint distribution P X and for a fixed probability bound 1−ρ, as the number of samples T increases, Proof: The case for in-degree k = 1 was analyzed in [10] ; here we highlight changes for k > 1. Under Assumption 1, for k = 1, a bound on the probability that at least one directed information estimate is more than δ away from the true value is [10, Th. 8]
where is the error for the empirical probability estimates. For this work, in the formula (13) For a fixed in-degree k and number of nodes m, the directed information estimates' error bound δ decays as O( log(m)T −1/2+a ), so for sufficiently large T, the error will decay at nearly T −1/2 .
We now use Lemma 2 to prove Theorem 3. Proof: By Theorem 3, since all directed informations from sets of k nodes to a child are jointly within δ of the true value with probability at least 1 − ρ, this includes the m(m − 1) directed informations assigned as edge weights by Algorithm 1. Thus, for all edges e in the complete graph, w
Est (e) − δ ≤ w True (e) ≤ w Est (e) + δ.
Consider the optimal tree for the true values, G True , and the estimated values, G Est . If they are not the same tree, then, by definition, for the true values the latter must be worse, (15), (17) follows from both inequalities in (14) , (18) follows from the optimality of tree G Est when using estimated values.
