Introduction {#s1}
============

The study of decision making in the brain is often limited by the need to average over repeated trials. Yet if the decision process differs on different trials, we may miss the very events that would be most enlightening. To detect such events requires a moment-by-moment ([@bib8]; [@bib53]) readout of brain states on single trials ([@bib15]; [@bib1]).

To achieve such a moment-by-moment view in the monkey, we applied state-space analysis methods ([@bib43]) to simultaneous recordings from dorsal premotor cortex (PMd) and primary motor cortex (M1)---brain areas centrally involved in preparing and producing the movements that effect decisions. When a monkey is instructed about an upcoming movement but not yet allowed to make it, neurons in these areas show changes in firing rate that reflect the properties of the upcoming reach, including direction ([@bib21]; [@bib47]; [@bib51]; [@bib23]), distance ([@bib39]; [@bib33]), speed ([@bib13]), and curvature ([@bib25]; [@bib36]). PMd and M1 may ([@bib35]; [@bib49]) or may not be involved in actually making decisions, but these areas are known to reflect the momentary decision state ([@bib48]; [@bib49]) and therefore can be exploited as a window into the ongoing decision process. While studies of decision making typically focus on deliberative decisions based on noisy sensory evidence (e.g., [@bib9]; [@bib42]; [@bib50]; [@bib2]) or value optimization (e.g., [@bib45], [@bib46]; [@bib49]), we used a novel task in which the monkey was encouraged to decide quickly, yet often had time to change his mind if desired. Though recent studies have examined changes of mind driven by fluctuating sensory evidence ([@bib38]; [@bib6]; [@bib28]; [@bib31]), the internal events that accompany truly free choices have largely remained hypothetical. Using single-trial methods, we were able to examine how free choices proceed despite the potential for this process to vary from trial to trial. In particular, we were able to test whether free choices generally proceed similarly to 'forced choices' in the motor system, determine how frequently the monkeys revised their initial motor plan, and provide insight into why some trials suffered slow reaction times (RTs).

Results {#s2}
=======

Task and behavior {#s2-1}
-----------------

We employed a novel decision-making variant of the previously described maze task ([@bib12]; [@bib30], [@bib29]). Monkeys (J and N) touched and fixated a central spot, then were shown two targets and four virtual barriers ([Figure 1A](#fig1){ref-type="fig"}). The monkeys were required to remain still and maintain eye fixation until a Go cue was given following a 0--1000 ms exponentially distributed delay ([Figure 1B](#fig1){ref-type="fig"}). Two barrier configurations were used: 'T-maze' ([Figure 1C](#fig1){ref-type="fig"}) and 'S-maze' ([Figure 1D](#fig1){ref-type="fig"}). In each configuration, two 'key barriers' appeared in one of three lengths making the nearby target easy (shown as dark gray in [Figure 1C,D](#fig1){ref-type="fig"}), hard (medium gray in [Figure 1C,D](#fig1){ref-type="fig"}), or inaccessible (light gray in [Figure 1C,D](#fig1){ref-type="fig"}). Either key barrier could change difficulty at a random point in the trial (∼58% of trials). At most one change was made per trial.10.7554/eLife.04677.003Figure 1.Decision-maze task.(**A**) Illustration of task setup. Two targets were presented along with four virtual barriers and a frame. The monkey performed the task with a cursor projected above his fingertip. Targets were rewarded equally. The cursor left a white trail on the screen. (**B**) Task timeline. (**C** and **D**) The two families of mazes used: 'T-maze' (**C**) and 'S-maze' (**D**). Key barriers could take one of three positions, making each target easy, difficult, or blocked (shown here as shades of gray). Reaches for trials with ≥300 ms delay shown. Faded colors, reach trajectories on forced choice trials; saturated colors, reach trajectories on free choice trials. (**E** and **F**) Overt changes of mind on free-choice trials with no barrier changes. Dataset J1 (**A**--**E**); dataset N3 (**F**).**DOI:** [http://dx.doi.org/10.7554/eLife.04677.003](10.7554/eLife.04677.003)10.7554/eLife.04677.004Figure 1---figure supplement 1.Overt changes of mind for the other five datasets (labeled on panels).Displayed as in [Figure 1E,F](#fig1){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.004](10.7554/eLife.04677.004)

This task presented a continuum of situations, ranging from complete experimenter control ('forced choices', with only one target accessible), to moderate experimenter influence (e.g., a barrier that changed mid-trial might provoke a change of mind), to free choices with both targets accessible. This task is somewhat analogous to a driver choosing a lane. Often one attempts to pick a lane that will be most expeditious. The choice may be determined by the environment: for example, one lane is blocked by a large truck and the other is nearly empty. On other occasions the choice is more ambiguous. Both lanes may have some cars or both may be clear. We are all familiar with the experience of rapidly weighing these choices, and with the vacillation and hesitation that can result. Our task is roughly analogous: often the stimulus does not fully specify the right answer, leaving a choice to be made.

In agreement with this idea, the monkeys\' choices statistically reflected the relative difficulties of the two options ([Table 1](#tbl1){ref-type="table"}), similar to previous observations ([@bib19]). As expected, choices were also influenced by barrier changes during the delay period ([Table 1](#tbl1){ref-type="table"}; dataset N2 showed imperfect responses to barrier changes, and was thus excluded from one analysis below). For example, if the leftward target became more accessible as the result of a barrier change then the probability of choosing left increased. While biases were common (much as they would be for drivers choosing lanes) both monkeys made reaches to both targets when given a choice, and reached more often to a target when it was easy than when it was hard. Finally, the monkeys occasionally 'changed their mind' mid-reach: they began reaching toward one target but performed a sharp turn and reached to the other target ([Figure 1E,F](#fig1){ref-type="fig"}, [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}). In most of these overt change-of-mind trials, both options were available when the monkey deviated from his original reach. Depending on the trial, these changes of mind were driven either by a barrier change that only altered the relative difficulties of the two options, or by some purely internal process. Thus, 'freedom of choice' was indeed exercised.10.7554/eLife.04677.005Table 1.Choice probabilities**DOI:** [http://dx.doi.org/10.7554/eLife.04677.005](10.7554/eLife.04677.005)p(left) easy\|easyp(left) hard\|hardp(left) easy\|hardp(left) hard\|easyΔp for left-biasing changeΔp for right-biasing changeJ1-T0.660.020.950.0127%−38%J1-S0.160.570.660.1732%−19%J2-T0.920.000.920.0020%−44%J2-S0.230.991.000.0645%−38%N1-S0.981.001.000.2037%−37%N2-S0.790.830.880.70−4%\*−15%N3-S0.790.540.790.4518%−16%[^1]

Trials were sorted post hoc to identify those relevant for the various analyses below. We first describe results from the ends of the choice spectrum (fully forced choices and fully free choices), then consider cases where barrier changes encouraged changes of mind. Finally, we examine how the neural state related to RT.

Multi-unit responses during forced and free choices {#s2-2}
---------------------------------------------------

All analyses were, by necessity, performed on the data collected within a single day: the population of recorded neurons, as well as any monkey\'s internal events and behavior, likely change from day to day. To provide the necessary statistical power to observe internal events on a single-trial basis, neural data were recorded using two 96-electrode arrays (in PMd and M1) per monkey. These recordings yielded 96--196 single- and multi-units per dataset. Since neurons were recorded simultaneously, we could neither optimize target locations for each neuron separately nor select for strongly responsive neurons. Instead, we selected target arrangements that evoked both possible choices and drove particularly robust population responses, which for some datasets yielded sufficient statistical power for good decoding of choice on single trials. This selection yielded seven datasets for analysis: two target arrangements (T and S mazes) for monkey J across 2 days (J1 and J2), and one target arrangement (S maze) for monkey N for 3 days (N1, N2 and N3).

Neural responses during forced-choice trials showed delay-period activity (after maze onset but before the Go cue) that rapidly (in 100--200 ms) reflected the available choice ([Figure 2A,B](#fig2){ref-type="fig"}). In order for this to occur, the monkey needed to visually parse the arrangement of barriers and targets, determine which target was accessible, and form a motor plan that would reach the target and avoid the barriers. A key question is whether the neural activity during free choices reflects the eventual movement in a similar way and with a similar time course. This is not a given: during free choices, the preparatory activity might maintain its baseline state, achieve an intermediate state to make a change of mind 'easier' ([@bib17]; [@bib22]; [@bib27]), might develop more slowly, or might vacillate between the choices continually.10.7554/eLife.04677.006Figure 2.Firing rates and decoding.Blue represents eventual leftward reaches, red indicates eventual rightward reaches. (**A** and **B**) Responses of example units, dataset J2-S. Thick traces, mean; thin traces, s.e.m, Maze, maze onset. Time in ms. Selectivity for left vs right movements was common, and responses were almost always similar for forced and free reaches (**A**). Less commonly, forced and free evoked somewhat different responses (**B**). (**C**) Schematic of decoder. Each dot represents neural state in a window of time on a single trial. (**D**--**F**) Decoded choice plots for forced-choice trials, generated by leave-one-out cross-validation. Percentages show fraction correct classification. Datasets J2-T (**D**), J2-S (**E**), N1-S (**F**). Small dots are at last decoded time point. (**G**--**I**) Decoded choice plots for free-choice trials (saturated colors) with forced-choice trials shown for context (faded colors). Datasets same as **D**--**F**. (**J**--**L**) Cross-validated decoded choice at final point for forced-choice trials. Datasets same as **D**--**F**.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.006](10.7554/eLife.04677.006)10.7554/eLife.04677.007Figure 2---figure supplement 1.PSTHs for more example units.Both the preparatory epoch and the peri-movement epoch are shown. For display, we selected units that attained different firing rates for right vs left during preparation and which reflected the diversity of responses observed. (**A**--**C**) Units from J1-T. (**D**--**F**) Units from J1-S. (**G**--**I**) Units from J2-T. (**J**--**L**) Units from J2-S. (**M**--**O**) Units from N1-S. Units shown in panels **J** and **K** are the same units from [Figure 2A,B](#fig2){ref-type="fig"}. MAZE, target/maze onset; MOVE, movement onset.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.007](10.7554/eLife.04677.007)10.7554/eLife.04677.008Figure 2---figure supplement 2.Decoding forced and free choices.These plots are like [Figure 2D--I](#fig2){ref-type="fig"}, for the remaining datasets. (**A**) Cross-validated decoded choices for forced-choice trials. Column headers indicate dataset. (**B**) Decoded choices for free choice trials using the decoder trained on forced-choice trials (saturated colors). Forced-choice trials shown in faded colors for context. (**C**) Cross-validated decoded choices at final point for forced-choice trials.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.008](10.7554/eLife.04677.008)

To answer this question, we segregated free choice trials by whether the monkey eventually reached left vs right ([Figure 2A](#fig2){ref-type="fig"}, [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}; possible change-of-mind trials were excluded, see 'Materials and methods'). For most neurons, the average response only depended on which reach was made; responses were similar regardless of whether a choice was forced or free. Interestingly, for most neurons, the time course of the neural response was nearly identical for forced and free choices. This implies that the monkey formed a motor plan quickly when presented with a free choice: that is, the time to make an initial movement selection for free choices did not take appreciably longer than the time to determine which target was accessible for forced choices. For a smaller fraction of neurons, free-choice trials exhibited selectivity that was weaker than for forced-choice trials (e.g., [Figure 2B](#fig2){ref-type="fig"}). However, neurons consistently 'preferred' the same target in free-choice trials as in forced-choice trials (102 of 104 significantly tuned units maintained their preference), and neurons\' trial-averaged responses during the delay strongly correlated for forced and free choices (mean r = 0.76, p \< 0.001 for 6/7 datasets, p \< 0.01 for N3-S; sign test; 'Materials and methods'). In sum, activity on free choice trials was consistent with the interpretation that initial choices were typically made rapidly. Below, we consider whether some of those choices might spontaneously waver or reverse.

Decoding the moment-by-moment population response {#s2-3}
-------------------------------------------------

To analyze the population response on single trials, we trained a linear decoder using the forced-choice trials ('Materials and methods'). This decoder was simply a weighted sum of the neurons\' smoothed spike counts ([Figure 2C](#fig2){ref-type="fig"}). Empirically, the decoder chose to exploit the activity of most neurons, with the decoder\'s weights distributed over units approximately as a double-exponential distribution (not shown). The same decoder was used across a set of delay-period time points: from 300 ms before maze onset to 200 ms before movement onset. Though it made decoding more challenging, the time invariance of the decoder was essential to ensure that any changes of mind we observed were solely due to changing neural activity.

This decoder performed well on forced-choice trials, as verified by leave-one-out cross-validation. Each trial\'s decoded choice over time is represented by a single trace, with the horizontal coordinate representing the decoded choice and time unfolding upward ([Figure 2D--F](#fig2){ref-type="fig"}; [Figure 2---figure supplement 2A](#fig2s2){ref-type="fig"}). Trials culminating in a leftward reach are shown in blue, while trials culminating in a rightward reach are shown in red. At the final time point (200 ms before movement onset), the decoder performed correctly on 99% of forced-choice trials for monkey J and 94% of trials for monkey N (p \< 10^−6^ for each dataset assessed individually, 'Materials and methods'). Conveniently, errors were all 'small', lying just on the wrong side of the classifier boundary (three datasets shown in [Figure 2J--L](#fig2){ref-type="fig"}; others in [Figure 2---figure supplement 2C](#fig2s2){ref-type="fig"}).

Free choices {#s2-4}
------------

This same decoder (trained on forced-choice trials) typically generalized well to free-choice trials. For the datasets containing at least 1000 trials, at the final time point (200 ms before movement onset) the choice was decoded correctly on 96% of trials for monkey J and 88% of trials for monkey N. Free choice decoder performance was less accurate for the two datasets with fewer trials (N2-S and N3-S), at 80%. Neural data from all the long-delay free choice trials (including four barrier configurations), in which neither target was blocked and in which no barrier changes occurred, are shown in [Figure 2G--I](#fig2){ref-type="fig"} (saturated traces, forced-choice trials shown as faded traces for context; see also [Figure 2---figure supplement 2B](#fig2s2){ref-type="fig"}; p \< 10^−6^ for all datasets). As expected, decoding was unsuccessful before maze onset, for either forced or free choices. The slightly lower decoder performance on free choice trials was not due to any systematic shift in neurons\' preferences: retraining the decoder using free-choice trials did not improve performance on free-choice trials (96% and 77% for monkeys J and N, assessed via leave-one-out cross-validation). Thus, in PMd and M1 the neural events during free choices closely resemble those during forced choices that result in the same movement. Rather, the lower performance of the decoder may reflect some additional complexity during free choices, such as last-moment changes of mind. The decoder is not given access to the data from shortly before movement onset, so any such last-moment changes of mind will necessarily be missed.

It is immediately clear from these free-choice plots that there are some trials in which the decoder first indicated a plan toward one target, then switched to the other target (traces crossing the midline/decoded value of 0 in [Figure 2G--I](#fig2){ref-type="fig"}). If the decoder is reliable at many time points, then these crossings would be evidence for covert changes of mind ([@bib26]; [@bib38]; [@bib6]; [@bib31]; [@bib49]). Below, we present evidence that these early decoder values are indeed reliable, then quantify these changes of mind.

Early decision activity relates to behavior {#s2-5}
-------------------------------------------

In order to search for fully covert processes such as vacillation (unprompted changes of mind), it is important to determine the reliability of the decoder across time points. We did so in three ways: by exploiting our distribution of delays, by examining the decoded choice on trials where changes-of mind must occur a large fraction of the time, and by examining the RTs for trials with a particular set of events.

For the first method, we considered trials with relatively short delays. Short-delay trials allow us to verify the accuracy of the decoder at various time points, since the monkey could not know in advance how long the delay would be for any given trial. If these early time points are decoded accurately, then we can rely on the short-latency decoded points for long-delay trials as well. Using these trials, we found that decoder accuracy plateaued ∼200--250 ms after maze onset ([Figure 3A](#fig3){ref-type="fig"}).10.7554/eLife.04677.009Figure 3.Validating the decoder.(**A**) Decoder performance vs time, forced-choice trials. (**B**) Maze icons illustrate free-to-forced trials. Saturated colors show the decoded choice for free-to-forced trials, which began as free but became forced when a barrier changed during the delay epoch. Faded colors show forced-choice trials for context. Large red dots indicate time of changes that made the rightward target the only available option; blue dots, leftward. Percentage indicates the fraction of trials for which the final decoded time point matched the monkey\'s choice. Dataset J2-S. (**C**) Same for dataset N3-S. (**D**) RT distributions for free-to-forced trials in which the barrier changed around the time of the Go cue. Black, trials where the monkey initially prepared a reach to the now-blocked side; gray, to the unchanging side. Data for monkey J pooled. Arrows, medians. (**E**) Same for monkey N.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.009](10.7554/eLife.04677.009)10.7554/eLife.04677.010Figure 3---figure supplement 1.Decoded choices for free-to-forced trials.These plots are like [Figure 3B,C](#fig3){ref-type="fig"}, for the remaining datasets. (**A**) J1-T. (**B**) J1-S. (**C**) J2-T. (**D**) N1-S. (**E**) N2-S.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.010](10.7554/eLife.04677.010)

Second, we wished to confirm that our readout could reflect the monkeys\' choices at fast timescales. To do so, we examined 'free-to-forced' trials, in which one of the available choices became inaccessible due to a barrier change. Since we randomly chose which side to make inaccessible, on roughly half of such trials the monkey should have already fortuitously chosen the 'lucky' (unchanging) side. For the other 'unlucky' half of trials, we expect that the monkey must re-plan. This can be clearly seen in the decoded choice: when the barrier change occurred mid-delay (at least 100 ms after maze onset but at least 50 ms before the Go cue), as expected there were large swings in the decoded choice on about half the trials following the change event ([Figure 3B,C](#fig3){ref-type="fig"}, [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}; dots indicate barrier change). These large swings in the decoded choice contributed to strong decoder performance on free-to-forced trials: using the final decoded time, 91% of these trials were correctly decoded for monkey J, and 94% for monkey N. Thus, it was possible for the decoder to detect transient choices.

Third, we hypothesized that our readout of the internal choice reflected behaviorally important aspects of the neural state. The free-to-forced trials considered above presented barrier changes during the delay, which gave the monkey time to re-plan. In contrast, when barrier changes occurred around the time of the Go cue, we would expect that the monkey must spend time re-planning and thus have a slower RT. This was the case in our data. We considered free-to-forced trials in which the barrier change occurred around the time of the Go cue (no more than 50 ms before), and segregated them based on the decoded choice at the time of the barrier change. If the decoded choice indicated a plan to the unchanging side, the RT was faster than if it indicated a plan to the now-blocked side ([Figure 3D,E](#fig3){ref-type="fig"}, median difference 68 ms for monkey J, p = 0.009; median difference 24 ms for monkey N, n.s., Mann--Whitney *U* test).

Spontaneous changes of mind (vacillations) are present in the neural activity {#s2-6}
-----------------------------------------------------------------------------

Do monkeys ever revise their choices? We hypothesized that monkeys would quickly make an initial choice, then occasionally revise it when given more time to consider. For fully free choices, there is no reason this must happen, yet intuition suggests that a person would occasionally vacillate when presented with two viable options (e.g., a driver choosing a lane). Indeed, in both monkeys a modest number of trials exhibited such spontaneous vacillations. This was apparent above in [Figure 2G--I](#fig2){ref-type="fig"} (and [Figure 2---figure supplement 2B](#fig2s2){ref-type="fig"}). Using a conservative algorithm ('Materials and methods'), we identified trials in which the decoder initially produced a value indicating one choice, then underwent a large swing to indicate the opposite choice. These trials are shown in [Figure 4A,B](#fig4){ref-type="fig"} (saturated traces; see also [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"} for vacillation and non-vacillation trials plotted separately, and [Video 1](#video1){ref-type="other"} for two examples). Using these same conservative criteria, 13% (3--24% range over datasets) of free-choice trials exhibited such spontaneous vacillations, compared to only 2% (2--4%) of forced-choice trials (forced-choice assessed using leave-one-out cross-validated decoding). Vacillation trials were more common among free-choice trials than forced-choice trials in every one of the 7 datasets (p \< 10^−9^ pooled; χ^2^ 2 × 2 contingency test; [Figure 4I](#fig4){ref-type="fig"}, left). This difference in frequency also reached statistical significance for 5/7 datasets when considered individually (p \< 0.05, χ^2^ 2 × 2 contingency test). To our knowledge, observations of such spontaneous vacillations when presented with a free choice---without changing external evidence---have not previously been described.10.7554/eLife.04677.011Figure 4.Covert changes of mind.Maze icons indicate situation for adjacent decoded choice plots (saturated colors), with faded colors showing forced-choice trials for context. (**A** and **B**) Apparent 'vacillation' on free choice trials. Datasets J1-S (**A**) and J2-S (**B**). (**C** and **D**) Encouraged switch trials, which began as forced but became free when a barrier changed mid-delay. Red dots on traces indicate time of changes that made the rightward target more attractive; blue dots, leftward more attractive. J2-T. (**C**) Trials where the monkey chose the newly-available target. (**D**) Trials where the monkey chose the always-available target. (**E** and **F**) Biasing change trials. These trials were free throughout, but the difficulty of one side changed mid-delay. (**E**) Trials where the monkey reached to the target that was initially more difficult, and thus likely changed his mind. (**F**) Trials where the monkey reached to the target that was initially easier, and thus likely retained his initial decision. Dataset J1-S. (**G** and **H**) Distance from mean 'baseline state' (−300 to −40 ms from maze onset) for different trials and time epochs: during baseline (gray), during free-choice vacillations around the time of the change in the decoded choice (filled pink), during biasing-change trials around the time of the change in the decoded choice (filled green), during all times for free (hollow pink) or biasing-change (hollow green) trials. J2-S (**G**) and N1-S (**H**). (**I**) Probability that a trial of the given type exhibited a neural change of mind (a large change in the decoded choice during the delay period). See 'Results' for details. Forced vs free and untaken vs taken switch, p \< 10^−9^; unlikely vs likely change, p \< 10^−4^ (χ^2^ 2 × 2 contingency test). Error bars show Wilson binomial confidence intervals equivalent to 1 s.e.m.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.011](10.7554/eLife.04677.011)10.7554/eLife.04677.012Figure 4---figure supplement 1.Free choice vacillation.All datasets contained free-choice trials exhibiting large, late changes in the decoded choice, presumably indicating spontaneous changes of mind. (**A**) Algorithmically-identified vacillation trials ('Materials and methods') shown in saturated colors; forced-choice trials shown in faded colors for context. Data from monkey J. Dataset identity indicated by column header. (**B**) All free-choice trials not included in (**A**) shown in saturated colors; faded colors same as in (**A**). (**C**) Same as (**A**) for monkey N. (**D**) Same as (**B**) for monkey N.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.012](10.7554/eLife.04677.012)10.7554/eLife.04677.013Figure 4---figure supplement 2.Example vacillation trials with choice decoded using PMd and M1 separately.Each row represents a free-choice trial (saturated-color trace) that was identified as containing a vacillation using both brain areas. Faded colors show forced-choice trials for context. The first column shows the decoded choice over time using both brain areas; the second column shows the decoded choice over time using PMd alone; the third column shows the decoded choice over time using M1 alone. (**A**--**C**) Trials in which vacillations appear similar using all three decoders. (**D**) Trial in which the M1 decoder disagreed with the combined and PMd decoders.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.013](10.7554/eLife.04677.013)10.7554/eLife.04677.014Figure 4---figure supplement 3.Decoded choices for taken switch trials (left column) and untaken switch trials (right column).These plots are like [Figure 4C,D](#fig4){ref-type="fig"}, for the remaining datasets. (**A** and **B**) J1-T. (**C** and **D**) J1-S. (**E** and **F**) J2-S. (**G** and **H**) N1-S. (**I** and **J**) N2-S. (**K** and **L**) N3-S.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.014](10.7554/eLife.04677.014)10.7554/eLife.04677.015Figure 4---figure supplement 4.Biasing changes in the barriers encouraged changes of mind.These plots are like [Figure 4E,F](#fig4){ref-type="fig"}, for the remaining datasets. Left column, trials where the monkey reached toward the target that was initially more difficult, and thus changes of mind were likely; right column, trials where changes of mind were unlikely. (**A** and **B**) J1-T. (**C** and **D**) J2-T. (**E** and **F**) J2-S. (**G** and **H**) N1-S. (**I** and **J**) N3-S.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.015](10.7554/eLife.04677.015)10.7554/eLife.04677.016Figure 4---figure supplement 5.Neural states during changes of mind typically did not resemble the baseline state.These plots are like [Figure 4G,H](#fig4){ref-type="fig"}, for the remaining datasets. (**A**) J1-T. (**B**) J1-S. (**C**) J2-T. (**D**) N2-S. (**E**) N3-S.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.016](10.7554/eLife.04677.016)Video 1.Two example free choice vacillation trials.The left panel shows the display that the monkey saw, plus descriptive text. The right panel shows the decoded choice trajectory for the same trial (black), and the decoded choice trajectories for forced choice trials for context (blue for left, red for right). Video is presented at 1/4 real-time speed.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.017](10.7554/eLife.04677.017)10.7554/eLife.04677.017

We performed two additional controls to aid in interpreting these apparent vacillations. First, we wished to verify that the activity in PMd and M1 agreed. For the 5 datasets that could be decoded most accurately (all four J datasets and N1-S), we considered the data from PMd and M1 separately. Specifically, we asked whether the decoded choice from these two areas agreed at time points at least 160 ms into the delay period; this time point was chosen to be late enough that the decoded choice reflected a real choice and not just noise ('Materials and methods'). Despite the much higher noise levels involved when splitting our data into two (not necessarily equal) parts, the results from decoding PMd agreed with the results from decoding M1 with a similar reliability as expected from how well each decoder agreed with the behavior. This was true when considering all trials ([Table 2](#tbl2){ref-type="table"}) or free choice trials alone ([Table 3](#tbl3){ref-type="table"}). Moreover, we could examine vacillation trials specifically. On the same trials, we could often see similar vacillations when decoding PMd and M1 separately ([Figure 4---figure supplement 2A--C](#fig4s2){ref-type="fig"}), though this was not always the case ([Figure 4---figure supplement 2D](#fig4s2){ref-type="fig"}).10.7554/eLife.04677.018Table 2.Decoding using PMd and M1 separately, all trials**DOI:** [http://dx.doi.org/10.7554/eLife.04677.018](10.7554/eLife.04677.018)Forced-choice decoder performance (leave-one-out)Decoder agreementCombinedPMdM1PMd-combinedM1-combinedPMd-M1J1-T0.990.990.900.920.850.80J1-S1.001.000.800.930.860.81J2-T0.980.970.800.960.870.86J2-S1.001.000.850.980.840.83N1-S0.900.840.950.930.720.67[^2]10.7554/eLife.04677.019Table 3.Decoding using PMd and M1 separately, free choice trials**DOI:** [http://dx.doi.org/10.7554/eLife.04677.019](10.7554/eLife.04677.019)Free-choice decoder performanceDecoder agreementCombinedPMdM1PMd-combinedM1-combinedPMd-M1J1-T0.940.860.770.900.830.77J1-S0.960.940.890.860.820.73J2-T0.970.960.820.960.820.80J2-S0.950.950.860.980.780.78N1-S0.880.820.790.910.720.67[^3]

Second, we addressed the concern that some of these vacillations might be related to the tendency for the baseline state (before maze onset) to produce a 'leftward' decoded choice in most datasets. To check for this possibility, we performed a simple control. For each vacillation trial, we considered the last time the decoded choice switched sign. We counted how many times it was left-to-right, and how many times it was right-to-left. In 3/7 datasets, left-to-right switches were more common; in 3/7, right-to-left were more common; in 1 dataset they were tied. It is not entirely clear why at baseline the decode choice tended to register as 'leftward', but it does not appear that this baseline bias affected our ability to identify vacillations.

Changes of mind in a changing environment {#s2-7}
-----------------------------------------

On some trials, we changed the difficulty of one option mid-trial to invite (but not force) the monkey to change his mind. We hypothesized that the monkey would sometimes change his mind on such trials, to be responsive to a changing environment.

The most straightforward of these trials was the 'encouraged switch' (forced-to-free) case. These trials began as forced, then a barrier changed difficulty during the delay to provide a free choice. On some trials the monkey reached to the always-accessible option ('untaken' switch trials). On other trials ('taken' switch trials) the monkey reached to the side that had changed, presumably reflecting a change of mind from the initial option to the newly-accessible target. Indeed, for taken-switch trials the decoded choice over time often reflected the change of mind well before movement onset (saturated traces in [Figure 4C](#fig4){ref-type="fig"}; [Figure 4---figure supplement 3](#fig4s3){ref-type="fig"}; [Video 2](#video2){ref-type="other"}). For these taken-switch trials, 40% exhibited a large change in the decoded choice (15--75%; assessed as for vacillations; 'Materials and methods') in the period from 160 ms after maze onset until 200 ms before movement onset. The remaining taken-switch trials presumably involved switches in the internal state that occurred after the analyzed period (i.e., just before or as the monkey began reaching), consistent with recent work showing that planning and re-planning can be rapid ([@bib3]; [@bib52]). On untaken-switch trials, the decoded choice was generally steady, as expected ([Figure 4D](#fig4){ref-type="fig"}). Only 5% (0--17%) of untaken-switch trials exhibited such a large change in the decoded choice. In all 7 datasets, large changes in the decoded choice were more common for taken-switch trials than untaken-switch trials (p \< 10^−9^ pooled; p \< 0.02 for 6/7 datasets assessed individually, N3-S n.s.; χ^2^ 2 × 2 contingency test; [Figure 4I](#fig4){ref-type="fig"}, center). Thus, changes in the decoded choice were common for conditions where they were expected to be present, and uncommon for conditions where they were expected to be rare. This result provides further validation of the decoder.Video 2.Two example 'taken-switch' trials.These trials began as forced then became free, and the monkey reached to the newly-accessible target. A red or blue dot appears on the decoded choice trace at the time of the barrier change (dot color indicates which side the change favored). Video is presented at 1/4 real-time speed.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.020](10.7554/eLife.04677.020)10.7554/eLife.04677.020

We then examined a case where decisions were more nearly free yet still under experimenter influence: 'biasing change' trials. These trials began with a free choice, with one side hard and the other easy. During the delay, the hard key barrier changed to become easy as well. Behavioral statistics indicate that these barrier changes successfully induced changes of mind on many trials ([Table 1](#tbl1){ref-type="table"}). In particular, there were many 'likely change' trials: for example, a trial where the rightward target had been hard, became easy, and was eventually chosen. Yet behavior alone cannot tell us *which* of those trials involved internal changes of mind: the monkey may have chosen the hard target from the start, as sometimes occurred during free choices. At the neural level, large changes in the decoded choice were frequently apparent: they comprised 41% (29--50%) of such likely change trials (saturated traces in [Figure 4E](#fig4){ref-type="fig"}; [Figure 4---figure supplement 4](#fig4s4){ref-type="fig"}; [Video 3](#video3){ref-type="other"}). Conversely, on trials where the monkey eventually reached to a target that was easy throughout, changes of mind were presumably uncommon: most likely the monkey immediately chose the easy target and maintained this plan. Accordingly, for these 'unlikely change' trials changes in the decoded choice were observed less frequently: only 12% (4--23%) of trials ([Figure 4F](#fig4){ref-type="fig"}). Likely-change trials exhibited large changes in the decoded choice more frequently than unlikely-change trials in all 6 datasets (N2-S excluded; see above discussion of [Table 1](#tbl1){ref-type="table"}), and this difference was highly statistically significant (p \< 10^−4^ pooled; p \< 0.05 for 3/6 individual datasets, χ^2^ 2 × 2 contingency test; [Figure 4I](#fig4){ref-type="fig"}, right).Video 3.Two example 'likely change' trials.These trials began with one side hard and the other easy, then a change made the initially easy side hard or the initially hard side easy. The monkey reached to the target that was not initially easy. Video is presented at 1/4 real-time speed.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.021](10.7554/eLife.04677.021)10.7554/eLife.04677.021

Neural state during changes of mind {#s2-8}
-----------------------------------

We wished to ask in greater detail what occurred during changes of mind. First, we asked whether these changes of mind required a return to the baseline state. To do so, we examined the distance between the neural state during changes of mind and the neural state before the maze onset (baseline). The changes of mind did not approach the baseline state for either induced changes (on biasing-change trials) or spontaneous vacillations ([Figure 4G,H](#fig4){ref-type="fig"}, [Figure 4---figure supplement 5](#fig4s5){ref-type="fig"}). That is, although we used a one-dimensional neural readout as a decoder, the neural state was multidimensional and in those other dimensions the neural state did not pass through baseline during changes of mind. This is consistent with previous findings about the neural response when a single target jumps from one location to another ([@bib4], [@bib5]; [@bib3]).

Second, we asked whether there was a population signature during changes of mind. This is challenging because of the heterogeneity of event timing, but we could nonetheless ask whether individual units\' firing rates were unusually high or low during these changes of mind. To do so, we compared firing rates during a time window around the change of mind with matched windows on similar non-change-of-mind trials ('Materials and methods'). For trials in which a change of mind was induced by a changing barrier, there was no systematic difference in firing rates relative to non-change-of-mind trials; units had higher-than-average and lower-than average firing rates with similar frequencies (30% were higher, 26% lower, 44% in the normal range; p = 0.16 pooled over datasets). However, during vacillation trials, firing rates tended to be slightly low relative to non-vacillation trials: 37% of units had lower-than-average firing rates during the vacillation, while only 27% were higher than average (p = 0.04 for J; p = 0.009 for N; Z-test for proportions; remaining units were in the normal range). This suggests that changes of mind induced by outside events may represent a slightly different process from spontaneous vacillation. However, vacillations occurred earlier on average than shifts in choice due to barrier changes, so this firing rate difference may reflect the time course of motor preparation rather than a difference between spontaneous vacillation and induced changes of mind.

Hesitation and indecision {#s2-9}
-------------------------

Finally, we exploited the single-trial view to examine two potentially informative but rare and variable circumstances---cases in which decision and/or execution were slowed. Focusing first on execution, we returned to untaken-switch trials. These correspond to a situation we have all experienced: at the last minute an option becomes available, but we choose not to exercise it. This last-moment offer nonetheless produced behavioral consequences: the monkey occasionally exhibited slowed RTs even though his choice was unaffected ([Figure 5A](#fig5){ref-type="fig"}, [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}). We hypothesized that this slowing might be due to a transient re-planning event. To our surprise, the decoded choice on these trials never wavered: the same decoded choice was always observed throughout each trial in all datasets ([Figure 5B](#fig5){ref-type="fig"}, [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}). This suggests that the slow RTs on these trials were not due to re-planning/vacillation, but instead involved a 'hesitation' to execute. That is, when presented with a new option, the monkeys hesitated to execute their seemingly still-valid motor plan.10.7554/eLife.04677.022Figure 5.Hesitation and indecision.(**A**) RT distribution for forced-choice trials (gray) and encouraged switch trials in which the monkey reached to the always-available target (black). Arrows indicate medians; difference, 21 ms, p = 0.014, Mann--Whitney *U* test. Dataset J1-T. (**B**) Decoded choice for the untaken switch trials from (**A**) with RTs \>450 ms (saturated colors), with forced-choice trials for context (faded colors). Red dots, time of barrier change. (**C**) RT distributions for non-delayed forced (gray) and free (black) trials. Arrows indicate medians; difference, 56 ms, p \< 0.001, Mann--Whitney *U* test. Dataset J2-S. (**D**) Strength of decoded choice in direction of eventual reach (positive toward reach) at 100 ms after maze onset, vs RT for non-delayed free-choice trials. One point per trial; line indicates regression fit, dashed lines show 95% CI of fit.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.022](10.7554/eLife.04677.022)10.7554/eLife.04677.023Figure 5---figure supplement 1.Decoded choice is undisturbed on slow-RT, untaken-switch trials.These plots are the same as [Figure 5A,B](#fig5){ref-type="fig"}, for the remaining datasets. (**A** and **B**) J1-S. (**C** and **D**) J2-T. (**E** and **F**) J2-S. (**G** and **H**) N1-S. (**I** and **J**) N2-S. (**K** and **L**) N3-S.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.023](10.7554/eLife.04677.023)10.7554/eLife.04677.024Figure 5---figure supplement 2.Slow-RT free-choice trials were rare in other datasets (J2-S shown in [Figure 5C,D](#fig5){ref-type="fig"}).All trials shown had no instructed delay. Left column, RT histograms; right column, RT vs strength of decoded choice in direction of eventual reach. (**A** and **B**) J1-T. (**C** and **D**) J1-S. Free choices for this dataset were significantly slower than forced choices (p = 0.011), but this difference was small. (**E** and **F**) J2-T. (**G** and **H**) N1-S. (**I** and **J**) N2-S. (**K** and **L**) N3-S.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.024](10.7554/eLife.04677.024)

Second, we examined an effect that corresponds to another intuitively common situation: the moment of indecision that can occur when faced with two good options. Such an effect is not inevitable (there is little advantage to indecision when both choices are good) and was not always observed. However, for one dataset the monkey did appear to undergo such moments of indecision: when a choice had to be made immediately upon maze presentation, the RT was often longer for two possible choices than for one choice ([Figure 5C](#fig5){ref-type="fig"}, dataset J2-S; median difference 56 ms, p \< 0.001, Mann--Whitney *U* test). These indecisive moments were present for trials resulting in either left or right choices (RT distributions were generally similar for left and right). Although this interesting behavior was only present in one dataset, the ability to analyze individual trials allows us to identify neural correlates. We hypothesized that these slow RTs might be due to a slowly-developing initial motor plan or quick vacillation. In accordance with this idea, there was a strong relationship between a trial initially exhibiting an 'incorrect' decoded choice (relative to the eventual reach) and that trial having a slow RT ([Figure 5D](#fig5){ref-type="fig"}). Thus, this moment of indecision was distinct from hesitation, which did not have an obvious correlate in the decoded choice. As a control, we compared the datasets in which free-choice RTs were not slowed substantially ([Figure 5---figure supplement 2](#fig5s2){ref-type="fig"}); the neural effect was absent in these datasets, as expected. Thus, neural 'indecision' was observed only when there was behavioral indecision.

Discussion {#s3}
==========

While changes of mind have been hypothesized to occur during decision making, and have even been observed when sensory evidence changes ([@bib26]; [@bib6]; [@bib31]; [@bib49]), little has been known about how decisions proceed during truly free choices. Here, we trained monkeys to perform a novel task that often presented two viable options with either answer resulting in the same reward. We then examined the dynamics of decision making using single-trial, moment-by-moment decoding of preparatory activity from PMd and M1. We found that motor plans for forced-choice and free-choice trials were typically similar and formed with similar speed. However, as suspected, these plans were sometimes revised later. These changes of mind were essentially never observed when the animal was presented with forced choices; this internal process was specific to free choices.

Several pieces of evidence support the validity of the changes of mind we observed. First, the decoder performed very well on forced choices, with nearly all decoder errors lying just on the wrong side of the threshold and not strongly favoring the opposite choice. These 'small' errors could not readily give rise to strong apparent changes of mind. Second, trials with short delay lengths effectively acted as probes of the decoded choice at different time points. These probes permitted us to verify that the decoded choice matched the monkey\'s intention throughout the delay, since the monkeys did not know the delay duration in advance. Third, we observed many clear changes of mind under conditions where they were expected (free-to-forced, taken-switch, and likely change trials), and much less frequently when they were expected to be uncommon (forced choice, untaken-switch, and unlikely change trials).

While neural responses to forced and free choices were generally similar, the decoder was somewhat less accurate for free choice trials than for forced choice trials. It is not entirely clear why this was the case. One candidate cause of this accuracy difference might have been systematic differences in tuning between forced and free. However, such differences do not seem to be at fault, because decoders trained using free choice trials performed similarly or less well. Other studies have presented two targets that were disambiguated only after the Go cue; in those circumstances, two competing motor plans have been observed both in the saccadic system ([@bib44]; [@bib20]) and for reaching movements ([@bib17]; [@bib16]). Here, however, competing motor plans seem unlikely to have interfered with the decoder on most trials: competing motor plans would tend to produce a decoded choice of intermediate magnitude, which was not typical in our data. Instead, we speculate that last-moment changes of mind, occurring after the epoch we decoded, were a more likely culprit. Two pieces of evidence support this hypothesis. First, it is known that responses can change quickly to follow a target that has jumped ([@bib4], [@bib5]). Second, our decoder\'s accuracy was lowest by far in cases where late changes of mind were frequent (taken-switch and likely change trials). This suggests that some of these changes of mind either do not require re-planning ([@bib3]) or that re-planning occurs at the very last moment ([@bib52]). This ability to change one\'s mind presumably reflects rich internal processing that can continually reevaluate both what act to make and whether to make it now.

From this work, it is not clear where the decision itself is made. Other studies have argued that PMd may sometimes play a role in decision making ([@bib35]; [@bib49]). Our data do not bear on this question, and it is possible that the decision machinery for this task may be largely or entirely upstream. However, PMd and M1 apparently reflect the ongoing decision process at a fast timescale (present 'Results' and [@bib48]; [@bib49]), allowing us to use decoding as a tool for gaining insight into the decision making process.

This ability to decode the motor plan at fast timescales allowed us to examine not only internally-driven changes of mind on single trials, but also features unique to individual datasets or occurring on only a relatively small fraction of trials. For example, indecision (delay in making an initial motor plan when faced with a choice) occurred in only one dataset, yet the decoder could provide insight into how a slowly-evolving initial motor plan might explain the slow RT. Such differences between datasets are likely to occur in rich cognitive behaviors, where individuals\' strategies may reasonably differ. On hesitation trials (slowed RT when a new option was presented but not exercised), the decoder revealed that the slow RT was not due to re-planning: no vacillations or weakening of the plan were observed on these trials. This permits comparison with saccadic inhibition ([@bib37]; [@bib10]), in which saccades are delayed when a distractor appears shortly after the Go cue. There is evidence that saccadic inhibition may be due to mutual inhibition of competing motor plans ([@bib7]). Hesitation did not obviously involve the formation of a competing motor plan, but it remains possible that competing motor plans are formed in a trigger-related or upstream area, or during other behaviors (such as indecision). As we learn more about each process, a more mechanistic comparison may become possible.

The similarity we observed between activity for forced and free choices suggests that the forced-free distinction may lie largely upstream of the motor cortices. This similarity has the practical consequence that neural prosthetics trained using forced choices will likely generalize well to free choices ([@bib34]; [@bib40]). In addition, this rapid-choice view challenges previous conclusions, based on trial-averaged data, which argue that humans make decisions unconsciously and only later become aware of them ([@bib32]; [@bib24]). In our data, motor plans were typically formed quickly, corresponding to preliminary choices. However, our data suggest that the moment when neural activity begins to change is not necessarily the moment a decision is finalized ([@bib41]): the movement can be delayed (hesitation) or the choice revised (vacillation).

Materials and methods {#s4}
=====================

Subjects {#s4-1}
--------

Animal protocols were approved by the Stanford University Institutional Animal Care and Use Committee. Subjects were two adult male macaque monkeys (*Macaca mulatta*), J and N, trained to perform a delayed reach task on a fronto-parallel screen for juice reward. Use of two monkeys is standard practice in the field. The surgical history of the monkeys has been described previously ([@bib12], [@bib11]); briefly, they were implanted with a head restraint and two 96-electrode silicon arrays (Blackrock Microsystems, Salt Lake City, UT) in surface M1 and caudal PMd of both monkeys (estimated from local anatomical landmarks). Both monkeys performed the task with their right arm, and the arrays were implanted in the left hemisphere.

Task details {#s4-2}
------------

As described in the 'Results', both monkeys performed a decision-making variant of the center-out delayed-reach 'maze' task. Both had previously performed other variants of the maze task, including thousands of different mazes ([@bib12]; [@bib30], [@bib29]). Typically, they completed novel mazes successfully on the first attempt. Errors for both novel and familiar mazes were almost always due to grazing the corner of a barrier along the correct path; other types of errors were much less common, and reaching toward a blocked target or into a dead end was extremely rare. These patterns of success and failure argue that the monkeys 'understood' the task and were not simply performing memorized stimulus-response associations.

The task was performed with a cursor projected on the screen just above the monkey\'s fingertip. Initially, the two targets jittered slightly in place, indicating that the monkey was not yet allowed to move. The targets and barriers always appeared simultaneously. 'Go' was indicated by cessation of target jitter, the targets filling in, and the fixation point extinguishing. The monkey was then required to make a brisk movement, curving to avoid the barriers, and end at either target. The delay duration and latency to barrier change were drawn from independent, truncated exponential distributions (τ = 500 ms). For the delay, the distribution was truncated at 1000 ms; for the barrier change, 1200 ms. To keep the task unpredictable, barrier locations and the occurrence and timing of barrier changes were randomized. All starting configurations and possible changes occurred with equal frequency. The two key barriers were not visibly different from the other barriers. Targets yielded equal rewards.

Identifying overt changes of mind {#s4-3}
---------------------------------

In previous studies using the maze task, we have excluded reaches whose velocity profiles differed too much from typical (correlation r \< 0.9). No such attempt was made here, since this could have introduced bias into decision-related analyses. However, to find overt changes of mind, rewarded trials with correlation coefficients less than 0.9 were screened by hand to identify those in which the monkey clearly began moving toward one target then switched to the other. All rewarded trials exhibiting a clear overt change of mind are plotted in [Figure 1E,F](#fig1){ref-type="fig"} and [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}.

Neural recordings {#s4-4}
-----------------

Data from these same arrays has appeared in previous publications for both J ([@bib12], [@bib11]; [@bib29]) and N ([@bib11]; [@bib29]). Since the primary goal was to decode the monkeys\' preparatory activity on single trials, all stable single- and multi-unit recordings with at least one spike during the relevant epoch were included (101 units for J1; 132 units for J2; 96 units for N1; 188 units for N2; 196 units for N3). Spike sorting was performed offline using a custom software package (available online as MKsort; <https://github.com/ripple-neuro/mksort>), and special attention was paid to ensuring the stability of isolations over the session. The total numbers of successful trials per dataset were: J1-T, 1302; J1-S, 1345; J2-T, 1108; J2-S, 1096; N1-S, 1282; N2-S, 869; N3-S, 739. For any given trial subset of interest, the number of trials was necessarily much lower.

Data selection {#s4-5}
--------------

Each monkey performed this task for approximately 2 weeks, resulting in eight possible datasets for monkey J and 10 for monkey N. For monkey J, on the first 4 days we did not yet have certain timing equipment in place; one of these datasets was used to pilot analyses but was not included for confirmatory analysis. On 2 days, we changed the mazes mid-session to achieve better behavior; these datasets were not analyzed. The remaining 2 days\' data were included. For monkey N, on 6 days we changed the mazes mid-session or the monkey exhibited unstable preferences over the session. Those datasets were not analyzed further. For one dataset, the neural data could not be decoded. In the remaining three datasets, the neural data could be decoded for the S maze but not the T maze. These three S maze datasets were included.

Similarity of forced- and free-choice responses for single neurons {#s4-6}
------------------------------------------------------------------

To determine whether neurons exhibited similar responses for forced and free choices, we performed a correlation analysis. For each neuron, we first collected a vector of trial-averaged firing rates over time for the forced left condition. Firing rates were smoothed with a Gaussian (30 ms SD). We concatenated this response vector with the smoothed response vector for the forced-right condition. We then correlated it (Pearson correlation) with the analogous response vector for the free-choice conditions. The resulting correlation coefficients were averaged over neurons. This analysis was performed separately for the T-maze and S-maze, and the epoch considered was from −200 to +300 ms from maze onset.

We restricted the above analysis to units with a reasonable signal-to-noise ratio (SNR), since 'modulation' for unresponsive units would simply be noise and produce correlation coefficients near zero. To compute signal, we concatenated the unit\'s forced and free response vectors then took the range of this vector. To compute the noise, we found the greatest SEM for any point in the concatenated response vector. The SNR was signal divided by noise. We included units with an SNR of at least four. This included a total of 219 units.

Single-trial decoding {#s4-7}
---------------------

In order to smooth the data in a principled way based on the data itself, and to reduce the possibility of overfitting the classifier, we first applied Gaussian Process Factor Analysis (GPFA; [@bib53]). Among other advantages, GPFA chooses smoothing kernels for each dimension to reflect both their natural spectral content and the signal-to-noise available in the data. For each trial, we took the portion of the data from 300 ms before maze onset to 200 ms before movement onset, and applied GPFA with a 20 ms bin width and 12 dimensions. Only successful trials were included. The dimensionality was chosen conservatively based both on previous analysis of PMd activity and cross-validation of the present data, which indicated that any dimensionality between ∼8--14 would retain most structure without increasing noise. Movement epoch data were excluded because firing rate changes tended to be much larger and thus dominated the resulting space, reducing the quality of the delay epoch trajectory estimation. For both monkeys, GPFA was performed on all successful trials from a single day together. The subsequent decoding did not appreciably change quality when performing the GPFA step on the T-maze and S-maze separately.

As our classifier, we trained a Support Vector Machine (SVM; [@bib18]) with a linear kernel (using the svmtrain function in Matlab, Mathworks, Natick, MA). The linear SVM identifies a classifying hyperplane (in this case, in the 12-D GPFA space) based on a linear weighted sum of the dimensions. Since the GPFA step is linear as well, the resulting classifier is simply a weighted sum of the neurons\' smoothed spike trains.

We chose to use an SVM for two reasons. First, the SVM is a wide-margin classifier, which is both inherently regularizing and well suited to non-Gaussian data. Second, in practice it performed qualitatively and quantitatively better in cross-validation than other decoders tested (such as logistic regression or a Naïve Bayes classifier). To obtain a graded decode of choice, we projected the data onto the vector normal to the hyperplane ([Figure 2C](#fig2){ref-type="fig"}). This is equivalent to taking the signed distance from the classifying hyperplane.

We trained the SVM using only forced-choice trials with delay durations of at least 300 ms. We used only these relatively-long-delay trials so that early delay activity was not overrepresented. To ensure that the decoder was trained on activity that at least partially reflected a choice, only time points from 80 ms after maze onset to 200 ms before movement onset were considered from these trials. For convenient scaling, the resulting decoded values were normalized by the 90th percentile of all decoded values for that dataset (not just forced-choice trials).

In order to test the decoder\'s performance with time ([Figure 3A](#fig3){ref-type="fig"}), we divided the distribution of delay durations into 60 ms bins. For each dataset, we then identified all the trials for which the last decoded time point happened to fall in that bin. The value reported is the fraction of trials for which the final point was decoded correctly; that is, whether it agreed with the monkey\'s subsequent choice.

We computed a p-value to verify that the cross-validated forced-choice decoder performed above chance. To do so, we performed a simulation in which we chose the 'decoded choice' for each trial to be left or right by chance (according to their overall prevalence), then checked how often this simulation performed as well as the real decoder. 10 million runs were performed with different random seeds.

Trial selection {#s4-8}
---------------

For all decoder-based analyses except those noted, only trials with delay durations ≥300 ms were used. Where noted, trials with delay durations of zero were used (the Go cue was presented simultaneously with maze onset). For producing PSTHs, trials with a delay duration of ≥350 ms were used. When forced or free choice trials are referenced without explicitly noting barrier changes, only trials with no barrier changes were included.

Identifying possible changes of mind for PSTHs {#s4-9}
----------------------------------------------

For producing PSTHs, the presence of changes of mind represented a potential confound. We therefore used the moment-by-moment decoded choice to aggressively exclude all trials that might have contained such changes of mind. Specifically, we excluded all trials for which the eventual choice did not match the decoded choice at any point more than 160 ms after maze onset (150 ms is the approximate length of time it takes for movement preparation to complete, see [@bib14]; we rounded this value up to the next multiple of 20 ms to align with our binning). This criterion was applied to both forced choice and free choice trials. Change-of-mind trials were also excluded before determining whether selectivity was consistent for forced and free choices (exclusion for free choices only). This exclusion was not performed before any other analyses.

Quantifying changes of mind in free choice, encouraged switch, and biasing change trials {#s4-10}
----------------------------------------------------------------------------------------

To identify trials with clear covert changes of mind, we used the following algorithm. For each trial with a delay of ≥300 ms, we considered time points ≥160 ms after maze onset (see above for justification of timing). After this time, to be considered a change of mind the time course of the decoded choice had to meet three criteria: (1) at some time point, it needed to change from leftward to rightward or vice versa; (2) at some time point, it needed to be ≥10 times as likely to come from the 'leftward' forced-choice distribution of decoded choice as from the 'rightward' forced-choice distribution of decoded choice for the same time point; and (3) at some time point, it needed to be ≥10 times as likely to come from the 'rightward' forced-choice distribution of decoded choice as from the 'leftward' forced-choice distribution of decoded choice for the same time point. That is, the decoded choice needed to swing from 'strongly left' to 'strongly right' or vice versa. To determine likelihoods, Gaussian fits were used for the leftward and rightward distributions. For determining the forced-choice distributions of decoded choice at late time points, all time points ≥600 ms were pooled. To be conservative, when this algorithm was applied to leave-one-out cross-validation trials, the classifier and distributions from that cross-validation fold were used. All trials meeting these criteria are shown in the relevant plots. This algorithm was also used to identify trials for [Figure 4G,H](#fig4){ref-type="fig"}.

Determining whether changes of mind passed near the baseline state {#s4-11}
------------------------------------------------------------------

We determined whether the neural state during a change of mind resembled the baseline state, in the 12-D GPFA space ([Figure 4G,H](#fig4){ref-type="fig"}, [Figure 4---figure supplement 5](#fig4s5){ref-type="fig"}). This 12-D state acts as a denoised summary of the firing rates of all the recorded neurons.

We first determined the mean baseline neural state. To do so, we averaged the neural states of all successful trials from −300 to −40 ms from maze onset.

We then found the distribution of the single-trial moment-by-moment baseline states around the mean. To do so, for each of the points from the previous step, we computed the Euclidean distance between the point and the mean baseline state. This distribution across trials and times is shown in gray.

Next, we identified change of mind trials: subsets of free choice trials and biasing change trials (which are free choices throughout, but in which one barrier changes difficulty during the delay). In each case, we identified these trials using the algorithm described in the section above. We then found the 'crossings', the time points just before and just after the decoded choice changed sign. Each trial thus contributed two points. Finally, for each of these points, we found the Euclidean distance to the mean baseline state as above. The resulting distributions are plotted in filled pink and green ([Figure 4G,H](#fig4){ref-type="fig"}, [Figure 4---figure supplement 5](#fig4s5){ref-type="fig"}).

Finally, for comparison, we considered all free choice trials and all biasing change trials (not just the crossing trials). For each point at least 160 ms after maze onset, we again found the Euclidean distance to the mean baseline state. These distributions are plotted in hollow purple and green.

Determining whether changes of mind had typical firing rates {#s4-12}
------------------------------------------------------------

To compare firing rates during changes of mind with firing rates on other trials, we had to choose a comparison population of trials and a matched window of time (since firing rates were not perfectly stable over the delay). We therefore used the following procedure. For each unit, for each vacillation trial, we found the last time that the decoder switched from indicating one choice to the other. We then found the firing rate of that unit in the 200 ms window centered on this crossing time. Next, we found the mean firing rate in the same window for the same unit for all non-vacillation free left-choice trials, and for all non-vacillation free right-choice trials. After repeating this procedure for each vacillation trial, we found three average firing rates: for all the vacillation trials, for all non-vacillation free lefts, and for all non-vacillation free rights. Finally, we categorized the vacillation firing rate as lower than both free rates, between them, or higher than both free rates. The procedure for bias trials was similar: analogously, we compared bias trials on which the decoder did indicate a change of mind (sign change in the decoded choice) with those in which it did not. If instead we repeated the analysis using free choice non-vacillation trials for comparison, results were similar. This last point indicates that the observed difference between vacillations and induced changes of mind were not due to differences in the comparison trials.

Regression-based indecision analysis {#s4-13}
------------------------------------

We wished to see whether a slowly resolving decoded choice might be responsible for the slow RTs sometimes observed on free choice trials ([Figure 5D](#fig5){ref-type="fig"}, [Figure 5---figure supplement 2](#fig5s2){ref-type="fig"}). To do so, we first identified free choice trials on which the Go cue was presented simultaneously with maze onset, and which evoked an RT ≥300 ms. For these trials, we considered the decoded choice at 100 ms after maze onset. For the regression, we ensured that a decoded choice agreeing with the eventual choice was positive while a decoded choice disagreeing with the eventual choice was negative. Thus, for trials on which the monkey chose the leftward target, we inverted the sign of the decoded choice. Linear regression was then performed.
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eLife posts the editorial decision letter and author response on a selection of the published articles (subject to the approval of the authors). An edited version of the letter sent to the authors after peer review is shown, indicating the substantive concerns or comments; minor concerns are not usually shown. Reviewers have the opportunity to discuss the decision before the letter is sent (see [review process](http://elifesciences.org/review-process)). Similarly, the author response typically shows only responses to the major concerns raised by the reviewers.

Thank you for sending your work entitled "Moment by moment: Vacillation, indecision and hesitation in monkey motor cortex" for consideration at *eLife*. Your article has been evaluated by Eve Marder (Senior editor) and three reviewers, plus a member of our Board of Reviewing Editors. Their opinion is favorable provided that you can address two main concerns described below, which entail additional analysis of behavioral data.

This manuscript describes population activity in premotor and motor cortex during single trials to study internal events occurring during free choice, such as changes of mind and vacillations. The results suggest that initial motor plans, even those that stem from free choices, are sometimes corrected or changed on the fly. Previous studies have reported evidence for such 'vacillations' before, but here the aim is to describe them in single trials. The results are likely to be of interest to a wide range of neuroscientists studying decision making and motor control. However, there are two main concerns.

First, the data are not very abundant, particularly for one of the monkeys. Only 5 datasets (∼3 days of recordings) had sufficient statistical power for single trial analysis. This leads to multiple questions. Five out of how many? What happens in the rest of the datasets? Does the decoder not work for them? How many neurons are in each data set? What is the sensitivity of the decoder to the number of neurons? How homogeneous is the weight of each neuron in the decoder?

The paucity of data in turn reflects on the other main concern, namely whether both monkeys indeed engaged in "decisions" and occasional "free choices". In one monkey, indeed, the supposed free choice conditions led to lopsided behavior (dataset J2, [Table 1](#tbl1){ref-type="table"}): for the T-maze, the animal moved left 92% of the time when that choice was easy, and 0% when it was hard ("diff"). Similarly lopsided percentages were seen for the S-maze, where the animal moved to the left nearly 100% of the time when the rightward choice was hard, and 6-23% of the time when it was easy.

Though these data may reflect truly free choices, a more prosaic explanation is that they reflect a learned, arbitrary sensorimotor association between a screen configuration and a reach movement. In the rare cases when the animal makes a movement to the other target (e.g. 8% of the time to the right in the easy\|easy condition for J2T), it may simply mean that he hasn\'t learned the association well enough and is making an "error" with regard to the association. An incomplete learning of the association may also help explain the activity of the other monkey, where the percentages are less lopsided.

If the monkey has learned to make a movement to the left when it sees a particular stimulus configuration, then it is hard to argue that it is making a free choice. For example, drivers learn to stop at a red light. But is that a decision in any interesting sense, i.e. does it involve weighing the outcomes of different alternatives and choosing one based on one\'s values or preferences, or after accumulating enough evidence about the correct answer? It is thus possible that the data here reflect arbitrary sensorimotor associations, which have been studied for years, particularly in PMd. In such learned associations between a stimulus and response, activity during the delay period is simply preparation for translating a sensory stimulus to a particular upcoming movement.

These two concerns are related: perhaps by analyzing more behavioral data (concern 1) it is possible to help the case for free choices (concern 2). Indeed, the current [Figure 2G-I](#fig2){ref-type="fig"} lumps together all the conditions, giving the potentially misleading impression that the animal is "freely" choosing to go either to the left or the right with nearly equal frequency. It would be useful to analyze more behavioral data, and to provide additional analyses. One could be a summary bar plot comparing the percentage of vacillations across all conditions for a given data set, i.e., forced choices, free choices, taken/untaken switches and likely/unlikely changes, indicating whether those percentages differed significantly across conditions (say, based simply on their overall occurrence and binomial statistics).

Other issues:

Why do all the decoded values start with a leftward (negative) bias (for instance, [Figure 2D-I](#fig2){ref-type="fig"}, x axis)? Because crossing the zero value is a criterion for determining a vacillation, it seems important to ensure that decoded values computed before the maze onset are not artificially biased, as this could potentially affect the labeling of trajectories as vacillations.

The monkeys show highly uneven preferences for each target ([Table 1](#tbl1){ref-type="table"}). Is there a neural correlate of this bias?

The present analysis makes no effort to separate neurons recorded from M1 and PMd. Yet, this group has recently documented a difference in preparatory activity between these two areas. Why is such a pooling acceptable? It would be more interesting to see a comparison between the two areas. What happens if the analysis is done for each area separately?

The vacillations in the decoder in the free choice condition ([Figure 2G-H](#fig2){ref-type="fig"}) look extremely stereotyped further supporting the idea that this condition is not reflecting a free choice but rather the temporal dynamics of planning of an arbitrary sensorimotor association. In both panels, the leftward movements almost always shift to the right first before shifting to the left.

It seems odd that vacillations are not associated with longer reaction times (RT). There was an effort to see if long RTs were associated with vacillations, but the reverse selection criterion might be more fruitful: having identified single trials as vacillations, are their RTs longer?

The manuscript states (in the Results section) that neuronal responses encoded forced and free choices similarly, and emphasizes that this result was not necessarily expected. It should be quantified more rigorously. How was the similarity between neuronal responses assessed? What were the reaction times for the respective choices? Using tuning preference as the only measure to make this point is rather weak.

The manuscript argues that because the time course of the neural response is nearly identical for forced and free trials, the monkey made up his mind quickly when presented with a free choice. This claim is unsubstantiated. An alternative explanation may be that the monkey rapidly integrated sensory information and associated a particular stimulus configuration with a particular movement.

Also in the Results, the authors state: "more traces cross the midline for free choices than forced choices." This should be quantified.

Still in the same section: "on roughly half of such trials, the monkey should have already fortuitously chosen the 'lucky' side." Given that choice probabilities were not 50/50, what proportion of the time did the monkey actually choose the "lucky" side?

The following sentence, in the Results: "in both monkeys, a modest number of trials exhibited spontaneous vacillations." Since decoded choices are ultimately a reflection of population firing rates, is there some feature of the population firing rate that was different on vacillated trials? Namely, were firing rates lower? If overall population firing rates were similar between vacillated trials and regular trials, is there a subset of neurons that changes firing rate? It would be good to understand if/how neural firing rates in both single cells and the population give rise to vacillations.

In the Results, the authors state: "to our knowledge, observations of such spontaneous vacillations when presented with a free choice---without changing external evidence---have not previously been described". This claim appears unsubstantiated. Vacillations could simply be measurement error in the neural trajectory. Indeed, in 40% of the datasets, there was no significant difference in the number of vacillated trials between free and forced choice conditions.

Discussion, first paragraph: Consider comparing these results with the work of Stanford and colleagues on saccades (Nat Neurosci 13:379, 2010; J Neurosci 33:16394, 2013), which also demonstrates competition between motor plans within the same task, from quick choices to slower trials in which the initially dominant motor plan is suppressed and overtaken by the alternative one ('changes of mind\'). Although that work is based on trial-averaged data, it tightly relates those motor planning patterns to behavior, and to RT in particular.

Discussion, second paragraph: "our data seem at odds with standard integrate-to-bound models." In what way are they incompatible? Most of the neurons in [Figure 2--figure supplement 1](#fig2s1){ref-type="fig"} differentiate one choice from the other in less than 200 ms relative to the onset of the maze, showing an initial rise and differentiation that resemble the data from saccade-based tasks. (Responses are much more variable when aligned on movement onset, but that is understandable given the dependencies of PMd and M1 neurons on kinematic parameters). Second, such rise-to-threshold models have been used successfully in a variety of choice tasks, not just in random-dots tasks 'when information is delivered slowly.' But if 'ramping' is understood simply as an increase in motor planning activity, then the classic ramping associated with saccades is indeed very quick, on the order of 200 ms (Science 274:427, 1996; Neuron 76:616, 2012). Again, the work of Stanford and colleagues illustrates that a scheme in which alternative motor plans compete to reach a threshold works well even when decisions are urgent and choices quick. The work of Cisek and colleagues is consistent with such competition too, but over much longer time scales (Neuron 45:801, 2005; J Neurosci 29:11560, 2009; Neuron 81:1401, 2014). Thus, the rate at which sensory information is delivered or perceived is orthogonal to this issue of how to characterize motor-planning activity.

The following statement in the Results: "the slow RTs on these trials were not due to re-planning, but instead involved a hesitation to execute." The high RTs on untaken switch trials ([Figure 4A](#fig4){ref-type="fig"}) is reminiscent of a phenomenon known as saccadic inhibition, in which a the appearance of an irrelevant distracter slows down a planned saccade to an unambiguous, unique, predictable target (J Cogn Neurosci 14:371, 2002; J Neurosci 31:12501, 2011; Vision Res 69:32, 2012). This is as if a sensory event (a change in a barrier, in this case) transiently interrupted and delayed an ongoing motor plan.

[Figure 2](#fig2){ref-type="fig"}: what are the dots on the decoder trajectories in this case?

Free-to-forced trials: it may be nice to show the decoder in these trials before and after the change in the maze.

Forced-to-free trials: how do we explain trials without a detectable change of mind?

What happens during unsuccessful trials?

The title is compelling, but the three phenomena it lists---vacillation, indecision and hesitation---are not clearly distinguished in the manuscript. It would be helpful if the manuscript described them better.

For instance, the definition of a vacillation (or change of mind, but better stick to one word) is clearly explained in the Methods, but it would be useful if the main text mentioned that they were identified as big swings in the decoded choice.

Results, tenth paragraph: consider adding some clarification when mentioning "...on free-choice trials...". Rather, the lower performance may reflect somewhat higher variability or complexity during free choices or something similar.

10.7554/eLife.04677.026

Author response

*\[...\] The results are likely to be of interest to a wide range of neuroscientists studying decision making and motor control. However, there are two main concerns*.

*First, the data are not very abundant, particularly for one of the monkeys. Only 5 datasets (∼3 days of recordings) had sufficient statistical power for single trial analysis*. *This leads to multiple questions. Five out of how many? What happens in the rest of the datasets? Does the decoder not work for them?*

We understand the concern about the small number of days' data included. First, we would like to note that the 5 datasets originally included constitute a large amount of data: we recorded many trials per day on a complex task while performing many simultaneous high-density neural recordings, resulting in \>700,000 unit-trials.

Nonetheless, to address this concern we screened 3 additional days' data for monkey N (this had not been done before the reviewers' request). Two produced sufficiently good decoders, and are included in the revised manuscript. The "new" datasets have lower trial counts, which is why they were not analyzed previous to this request. Nonetheless, they resulted in adequate decoding. We thus now have 7 datasets instead of 5 (40% more data), spanning 5 days of recording. The analysis of each dataset in detail now occupies 16 figures and 3 tables, including 150 figure panels.

Concerns about data selection are understandable. To address this concern, we have added a section to the Methods which summarizes all 18 days' data collected and how we chose the five days (seven datasets) included in the paper (please see the subsection "Data selection" in Materials and methods.)

How many neurons are in each data set?

Ranges are now included in the Results in addition to the Methods. The datasets included 101, 132, 96, 188, 196 single- and multi-units (datasets J1, J2, N1, N2, N3).

What is the sensitivity of the decoder to the number of neurons?

In general, this is an interesting question when developing neural decoders (for example, for neural prosthetics). In the present work the decoder is used as a tool, and is not itself intended as a focus; nonetheless, we agree that it is important to perform some basic checks on the decoder as the reviewers suggest. We describe two such checks below.

The decoder quality does not seem to strongly track the number of units across datasets. In monkey N, free choice decoding was most accurate for the dataset with the smallest unit count, while forced-choice decoding was better for the datasets with higher units counts. The reasons for this may be complex. First, trial count (and not just unit count) is important in identifying the optimal GPFA space and decoder. Second, GPFA automatically selects the smoothing kernels for each dimension, and when the signal-to-noise is lower it can partly compensate by choosing to smooth over a little more time. We now note this in the Methods (in the subsection headed "Single-trial decoding"): "Among other advantages, GPFA chooses smoothing kernels for each dimension to reflect both their natural spectral content and the signal-to-noise available in the data."

Nevertheless, we wished to test for sensitivity to unit count within each dataset. We followed the reviewers' suggestion of decoding from PMd and M1 separately (see below for more details). This cuts unit counts roughly in half. We found that we could readily decode choice from the two areas separately, implying that information is distributed across many units and both areas, and that decoder performance tends to decline slowly with unit count. That said, the decoder performance is of course somewhat less good when using only half the data. The values are given in the new Tables 2 and 3.

How homogeneous is the weight of each neuron in the decoder?

The weights tended to fall off smoothly, approximately as a double exponential or power-law distribution (for a typical dataset, J1--T, see [Author response image 1](#fig6){ref-type="fig"}). The one possible exception was dataset N1, in which one unit was strongly overrepresented (coefficient 80% larger than the next unit). The distributions were also smooth if we multiplied each unit's coefficient by the standard deviation of that unit's firing rate to get an estimate of the "influence" of the unit ([Author response image 1](#fig6){ref-type="fig"}, second row). We also examined the decoders' weights relative to the GPFA dimensions. Here again the distributions mostly fell off smoothly ([Author response image 1](#fig6){ref-type="fig"}, bottom row).10.7554/eLife.04677.027Author response image 1.This figure shows how the decoder depends on the units (top two rows) and the GPFA dimensions (bottom row) for dataset J1-T. We allowed a bias term for the power law fits; without the bias term, the double-exponential was clearly the better fit, and thus is the distribution mentioned in the manuscript.**DOI:** [http://dx.doi.org/10.7554/eLife.04677.027](10.7554/eLife.04677.027)

After looking carefully at these results for each dataset, our overall conclusion was that the decoders relied on many units. We have summarized this conclusion in the Results (in the subsection headed "Decoding the moment-by-moment population response"): "This decoder was simply a weighted sum of the neurons' smoothed spike counts ([Figure 2C](#fig2){ref-type="fig"}). Empirically, the decoder chose to exploit the activity of most neurons, with the decoder's weights distributed over units approximately as a double-exponential distribution (not shown)."

*The paucity of data in turn reflects on the other main concern, namely whether both monkeys indeed engaged in "decisions" and occasional "free choices". In one monkey, indeed, the supposed free choice conditions led to lopsided behavior (dataset J2, Table 1): for the T-maze, the animal moved left 92% of the time when that choice was easy, and 0% when it was hard ("diff"). Similarly lopsided percentages were seen for the S-maze, where the animal moved to the left nearly 100% of the time when the rightward choice was hard, and 6--23% of the time when it was easy*.

*Though these data may reflect truly free choices, a more prosaic explanation is that they reflect a learned, arbitrary sensorimotor association between a screen configuration and a reach movement. In the rare cases when the animal makes a movement to the other target (e.g. 8% of the time to the right in the easy\|easy condition for J2T), it may simply mean that he hasn\'t learned the association well enough and is making an "error" with regard to the association. An incomplete learning of the association may also help explain the activity of the other monkey, where the percentages are less lopsided*.

*If the monkey has learned to make a movement to the left when it sees a particular stimulus configuration, then it is hard to argue that it is making a free choice. For example, drivers learn to stop at a red light. But is that a decision in any interesting sense, i.e. does it involve weighing the outcomes of different alternatives and choosing one based on one\'s values or preferences, or after accumulating enough evidence about the correct answer? It is thus possible that the data here reflect arbitrary sensorimotor associations, which have been studied for years, particularly in PMd. In such learned associations between a stimulus and response, activity during the delay period is simply preparation for translating a sensory stimulus to a particular upcoming movement*.

*These two concerns are related: perhaps by analyzing more behavioral data (concern 1) it is possible to help the case for free choices (concern 2). Indeed, the current* [*Figure 2G-I*](#fig2){ref-type="fig"} *lumps together all the conditions, giving the potentially misleading impression that the animal is "freely" choosing to go either to the left or the right with nearly equal frequency. It would be useful to analyze more behavioral data, and to provide additional analyses. One could be a summary bar plot comparing the percentage of vacillations across all conditions for a given data set, i.e., forced choices, free choices, taken/untaken switches and likely/unlikely changes, indicating whether those percentages differed significantly across conditions (say, based simply on their overall occurrence and binomial statistics)*.

Thank you for raising this important question, which we certainly wish to address squarely and have it come across clearly in the manuscript. We have now added discussion of choice in our task, a new behavioral analysis, and the neural analysis suggested to address this point. These are described in turn.

First, we have added a brief discussion of both monkeys' previous experience in the task description, which argues that they understand the options well (in the subsection headed "Task details"):

"As described in the Results, both monkeys performed a decision-making variant \[...\] were not simply performing memorized stimulus-response associations."

Second, one gold standard for decision making is the presence of overt changes of mind (e.g., Resulaj et al. Nature 2009). These were present in our data, and we have now plotted them ([Figure 1E-F](#fig1){ref-type="fig"}; [Figure 1--figure supplement 1](#fig1s1){ref-type="fig"}). As we now note in the paper (in the third paragraph of the Results section):

"In most of these overt change-of-mind trials, both options were available when the monkey deviated from his original reach. Depending on the trial, these changes of mind were driven either by a barrier change that only altered the relative difficulties of the two options, or by some purely internal process."

In sum, (1) the monkeys seem to "understand" the options (given their prior experience and the near-total absence of inappropriate reaches), (2) the same stimulus elicited two different behaviors on different occasions, (3) small changes in the stimulus pushed around the probabilities of these behaviors in the expected ways, and (4) we observed overt changes-of-mind. This argues that the monkeys really did make choices about which target to reach to. This logic is now better outlined in the paper (in the third paragraph of the Results section):

"In agreement with this idea, the monkeys' choices statistically reflected the relative difficulties of the two options ([Table 1](#tbl1){ref-type="table"}) \[...\] they began reaching toward one target but performed a sharp turn and reached to the other target ([Figure 1E-F](#fig1){ref-type="fig"}, [Figure 1--figure supplement 1](#fig1s1){ref-type="fig"})."

Regarding biases, our task is quite different from many others such as the random dots task or the tokens task. In those tasks, there is a zero-coherence or balanced-information condition, and the monkey must guess at the "true" answer. Our task instead presents truly free choices. Either alternative will get the monkey the same reward, as long as he is fast and accurate. Thus, it is both expected and inevitable that the monkeys will have some biases. Critically, though, for all the analyzed datasets we succeeded in creating conditions where choices were in fact distributed between two options. This did not always occur for all combinations (e.g., it might be true for easy\|hard but not hard\|hard) and the distribution was rarely 50/50, but that is expected from the nature of the task. In each dataset we had at least two (and up to four) cases where choices were distributed among both options.

To explain the nature of the task and the leeway for bias, we were inspired by the reviewers' red light analogy. We now include, in the Results section, a traffic analogy that fits more closely:

"This task presented a continuum of situations, ranging from complete experimenter control ("forced choices," with only one target accessible), to moderate experimenter influence \[...\] Our task is roughly analogous: often the stimulus does not fully specify the right answer, leaving a choice to be made."

"While biases were common (much as they would be for drivers choosing lanes) both monkeys made reaches to both targets when given a choice, and in cases where one target was easier, it was chosen more often."

To address the concern about confusion over what is plotted in [Figure 2G-I](#fig2){ref-type="fig"}, we have added a clarification (in the subsection headed "Free choices"):

"Neural data from all the long-delay free choice trials (including four barrier configurations), in which neither target was blocked and in which no barrier changes occurred, are shown in [Figure 2G-I](#fig2){ref-type="fig"} (saturated traces, forced-choice trials shown as faded traces for context; see also [Figure 2--figure supplement 2B](#fig2s2){ref-type="fig"}; p\<10^-6^ for all datasets)." The probabilities of each choice under different circumstances are included in [Table 1](#tbl1){ref-type="table"}.

Finally, we have added the neural analysis suggested: a bar plot comparing how often the decoder exhibits large swings under different circumstances ([Figure 4I](#fig4){ref-type="fig"}). This makes it clear that we see these swings much more often when we expect them to be common than when we expect them to be rare. The associated statistics are also very strong. We found the plot surprisingly satisfying, and thank the reviewers for suggesting we make it.

*Other issues*:

*Why do all the decoded values start with a leftward (negative) bias (for instance,* [*Figure 2D-I*](#fig2){ref-type="fig"}*, x axis)? Because crossing the zero value is a criterion for determining a vacillation, it seems important to ensure that decoded values computed before the maze onset are not artificially biased, as this could potentially affect the labeling of trajectories as vacillations*.

This is an interesting point. There are two questions here: (1) Why is the baseline state decoded as "left"? and (2) Does this affect our labeling of trials as vacillators?

Considering the second question first, we have added the following control (in the subsection "Spontaneous changes of mind (vacillations) are present in the neural activity":

"Second, we addressed the concern that some of these vacillations might be related to the tendency for the baseline state (before maze onset) to produce a "leftward" decoded choice in most datasets. To check for this possibility, we performed a simple control. For each vacillation trial, we considered the last time the decoded choice switched sign. We counted how many times it was left-to-right, and how many times it was right-to-left. In 3/7 datasets, left-to-right switches were more common; in 3/7, right-to-left were more common; in 1 dataset they were tied."

Regarding the first question, it is not entirely clear why the baseline state tended to be decoded as "left". It was possible to find decoders that were more symmetrical, but the best-performing decoders we could identify were typically asymmetric. This may be related to the fact that rightwards reaches were contralateral to the recording arrays, but one can readily find neurons that increase their rates for leftward reaches instead of rightward. We have added the following text to the manuscript to explicitly note this point (at the end of the subsection "Spontaneous changes of mind (vacillations) are present in the neural activity"): "It is not entirely clear why baseline decodes tended to register as 'leftward', but it does not appear that baseline bias affected our ability to identify vacillations."

*The monkeys show highly uneven preferences for each target (*[*Table 1*](#tbl1){ref-type="table"}*). Is there a neural correlate of this bias?*

There are two possible neural correlates of the bias. First, and most straightforwardly, one expects to see more 'neural choices' in the biased direction. This was very much the case. Second, there might also be a bias during the pre-maze period. We did not find such a pre-existing bias.

Regarding the lack of a pre-existing bias, this is likely because the two maze types (T and S) were randomly interleaved on a trial-by-trial basis for both monkeys, so neither monkey could anticipate what options he would have on the next trial. Thus, we don't expect to see preparation before maze onset. As can be seen in the pre-maze-onset portion of the free-choice decodes ([Figure 2G-I](#fig2){ref-type="fig"}), baseline activity is not predictive of the monkey's choice. Moreover, attempts to decode the monkey's future choice from baseline activity did not succeed. This is now noted (in the subsection headed "Free choices"): "As expected, decoding was unsuccessful before maze onset, for either forced or free choices."

The present analysis makes no effort to separate neurons recorded from M1 and PMd. Yet, this group has recently documented a difference in preparatory activity between these two areas. Why is such a pooling acceptable? It would be more interesting to see a comparison between the two areas. What happens if the analysis is done for each area separately?

This is an important question: do the activity patterns for PMd and M1 agree? Answering this question is a bit technically challenging however, as it requires us to split our neural data in half. This is made still more difficult because our M1 recordings happened to have fewer units than PMd, and M1 generally has less preparatory activity. Despite the resulting signal-to-noise challenge, the two areas showed remarkable agreement. We have added two new tables showing the decoder performance for PMd and M1 separately and the fraction of time the separate decoders agreed, assessed over all trials ([Table 2](#tbl2){ref-type="table"}) and free choice trials only ([Table 3](#tbl3){ref-type="table"}). In addition, we have added a figure showing a few example vacillation trials in which the two areas exhibited the same vacillation (and one trial where they did not). The new accompanying text reads:

"We performed two additional controls to aid in interpreting these apparent vacillations. \[...\] we could often see similar vacillations when decoding PMd and M1 separately ([Figure 4--figure supplement 2A-C](#fig4s2){ref-type="fig"}), though this was not always the case ([Figure 4--figure supplement 2D](#fig4s2){ref-type="fig"})."

*The vacillations in the decoder in the free choice condition (*[*Figure 2G-H*](#fig2){ref-type="fig"}*) look extremely stereotyped further supporting the idea that this condition is not reflecting a free choice but rather the temporal dynamics of planning of an arbitrary sensorimotor association. In both panels, the leftward movements almost always shift to the right first before shifting to the left*.

We agree with the reviewers that there is one dataset for which vacillations were somewhat stereotyped (J2-S; [Figures 2H and 4B](#fig2 fig4){ref-type="fig"}). This stereotypy likely reflects exactly the momentary "indecision" that we found in this one dataset (though we could not measure indecision in long-delay trials, since it has resolved by the time of the Go cue; see next reply). This stereotypy was not present in any of the other six datasets (see [Figure 4A](#fig4){ref-type="fig"} and [Figure 4--figure supplement 1](#fig4s1){ref-type="fig"}), and, as expected, neither was indecision.

*It seems odd that vacillations are not associated with longer reaction times (RT). There was an effort to see if long RTs were associated with vacillations*, *but the reverse selection criterion might be more fruitful: having identified single trials as vacillations, are their RTs longer?*

This question gets at a fundamental technical challenge in examining vacillations. For trials in which we can observe neural vacillation, the vacillation must be complete (or nearly so) by the time the Go cue comes. Otherwise, since we don't analyze peri-movement data, we wouldn't have seen the vacillation. Since the vacillation is finished by the time of the go cue, we don't expect those trials to have altered RTs.

That is why we posed the question as we did. In one dataset, free choice trials without a delay often evoked slow RTs. We had the same intuition as the reviewers: perhaps this slowing was due to vacillation. We found that, for these trials, an "incorrect" plan (one that disagrees with the monkey's eventual reach) 100 ms after maze onset indicated indecision and therefore predicted a slow RT ([Figure 5C-D](#fig5){ref-type="fig"}).

*The manuscript states (in the Results section) that neuronal responses encoded forced and free choices similarly, and emphasizes that this result was not necessarily expected. It should be quantified more rigorously. How was the similarity between neuronal responses assessed? What were the reaction times for the respective choices? Using tuning preference as the only measure to make this point is rather weak*.

We agree that similarity of forced and free responses needed to be assessed more thoroughly. We have now performed and included a new correlation analysis as a stronger and more quantitative test. We have added the following text:

In Results (in the subsection headed "Multi-unit responses during forced and free choices"):

"... neurons' trial-averaged responses during the delay strongly correlated for forced and free choices (mean r=0.76, p\<0.001 for 6/7 datasets, p\<0.01 for N3-S; sign test; Materials and methods)."

In Materials and methods:

"Similarity of forced- and free-choice responses for single neurons:

To determine whether neurons exhibited similar responses for forced and free choices, we performed a correlation analysis. \[...\] We included units with an SNR of at least four. This included a total of 219 units."

Regarding reaction times, RTs were similar to both targets for all conditions. This is especially important for the result shown in [Figure 5C](#fig5){ref-type="fig"}, and we now mention it (last paragraph of the Results section): "These indecisive moments were present for trials resulting in either left or right choices (RT distributions were generally similar for left and right)."

*The manuscript argues that because the time course of the neural response is nearly identical for forced and free trials, the monkey made up his mind quickly when presented with a free choice. This claim is unsubstantiated. An alternative explanation may be that the monkey rapidly integrated sensory information and associated a particular stimulus configuration with a particular movement*.

This section ("Multi-unit responses during forced and free choices") has been rewritten to be more neutral. It now reads:

"Interestingly, for most neurons, the time course of the neural response was nearly identical for forced and free choices. This implies that the monkey formed a motor plan quickly when presented with a free choice: that is, the time to make an initial movement selection for free choices did not take appreciably longer than the time to determine which target was accessible for forced choices."

Also in the Results, the authors state: "more traces cross the midline for free choices than forced choices." This should be quantified.

This section has been rewritten to make clearer that it is an initial intuition-building and that the quantification comes later (in the last paragraph of the subsection "Free choices"):

"It is immediately clear from these free-choice plots that there are some trials in which the decoder first indicated a plan toward one target \[...\] then quantify these changes of mind."

Several additional statistics have also been added regarding the relative rates at which free and forced choices exhibit large changes in the decoded choice, and these statistics have been similarly expanded for taken and untaken switch trials and likely and unlikely change trials. Summaries for each are also now included in a new plot suggested by the reviewers, [Figure 4I](#fig4){ref-type="fig"}.

*Still in the same section: "on roughly half of such trials, the monkey should have already fortuitously chosen the 'lucky' side*.*" Given that choice probabilities were not 50/50, what proportion of the time did the monkey actually choose the "lucky" side?*

The fraction of time that the monkey will have chosen the "lucky" side is independent of his choice probabilities because of how we chose which side would have a barrier change. Imagine, for example, that for a particular barrier configuration the monkey always plans to the left. If half the time we block the left side, and half the time we block the right side, he will still be "lucky" half the time despite his bias. This is true for any monkey's choice probabilities as long as we choose which side to block with equal frequency.

We thank the reviewers for pointing out that readers are likely to stumble here. We have now emphasized this reasoning in the relevant sentence: "Since we randomly chose which side to make inaccessible, on roughly half of such trials the monkey should have already fortuitously chosen the 'lucky' (unchanging) side."

*The following sentence, in the Results: "in both monkeys, a modest number of trials exhibited spontaneous vacillations." Since decoded choices are ultimately a reflection of population firing rates, is there some feature of the population firing rate that was different on vacillated trials? Namely, were firing rates lower? If overall population firing rates were similar between vacillated trials and regular trials, is there a subset of neurons that changes firing rate? It would be good to understand if/how neural firing rates in both single cells and the population give rise to vacillations*.

This is a great question, and we have performed and added a new analysis to answer it. We both examined free choice vacillations and changes of mind induced by barrier changes, specifically, trials which were free throughout but in which a barrier changed and the decoded choice switched from one side to the other. In both cases, firing rates are sometimes higher and sometimes lower than average. However, these two kinds of changes-of-mind did not exhibit the same patterns of neural activity. We have now added the following to the Results (with further details in the Methods):

"Second, we asked whether there was a population signature during changes of mind. \[...\] so this firing rate difference may reflect the time course of motor preparation rather than a difference between spontaneous vacillation and induced changes of mind."

We sincerely thank the reviewers for motivating us to look at the firing rates this way, and we think it has added an important piece to the story.

*In the Results, the authors state: "to our knowledge, observations of such spontaneous vacillations when presented with a free choice---without changing external evidence---have not previously been described". This claim appears unsubstantiated. Vacillations could simply be measurement error in the neural trajectory. Indeed, in 40% of the datasets, there was no significant difference in the number of vacillated trials between free and forced choice conditions*.

To clarify, all 5 of the original datasets showed more vacillations in free choice trials than in forced choice trials. Only 3 of the 5 datasets individually achieved statistical significance. The 2 datasets that were not significant still provide evidence in favor of our conclusion; they are just not individually significant. In addition, both of the two new datasets (added in this revision) also include more vacillations in free choice trials than in forced choice trials, and both these datasets were individually statistically significant.

This is a central point of this work, and we thank the reviewers for noting that it was confusing. We have now clarified this sentence, added a pooled statistic, and updated to include the additional data (in the subsection headed "Spontaneous changes of mind (vacillations) are present in the neural activity"):

"Vacillation trials were more common among free-choice trials than forced-choice trials in every one of the 7 datasets (p\<10^-9^ pooled; χ^2^ 2x2 contingency test; [Figure 4I](#fig4){ref-type="fig"}, left). This difference in frequency also reached statistical significance for 5/7 datasets when considered individually (p\<0.05, χ^2^ 2x2 contingency test)."

*Discussion, first paragraph: Consider comparing these results with the work of Stanford and colleagues on saccades (Nat Neurosci 13:379, 2010; J Neurosci 33:16394, 2013), which also demonstrates competition between motor plans within the same task, from quick choices to slower trials in which the initially dominant motor plan is suppressed and overtaken by the alternative one ('changes of mind\'). Although that work is based on trial-averaged data, it tightly relates those motor planning patterns to behavior, and to RT in particular*.

We agree that this is relevant, and now mention this idea and these references in a new section of the (largely rewritten) Discussion. This portion reads:

"Other studies have presented two targets that were disambiguated only after the Go cue; in those circumstances, two competing motor plans have been observed both in the saccadic system ([@bib20]; [@bib44]) and for reaching movements ([@bib16]; [@bib17]). Here, however, competing motor plans seem unlikely to have interfered with the decoder on most trials: competing motor plans would tend to produce a decoded choice of intermediate magnitude, which was not typical in our data."

*Discussion, second paragraph: "our data seem at odds with standard integrate-to-bound models." In what way are they incompatible? Most of the neurons in* [*Figure 2--figure supplement 1*](#fig2s1){ref-type="fig"} *differentiate one choice from the other in less than 200 ms relative to the onset of the maze, showing an initial rise and differentiation that resemble the data from saccade-based tasks. (Responses are much more variable when aligned on movement onset, but that is understandable given the dependencies of PMd and M1 neurons on kinematic parameters). Second, such rise-to-threshold models have been used successfully in a variety of choice tasks, not just in random-dots tasks 'when information is delivered slowly.' But if 'ramping' is understood simply as an increase in motor planning activity, then the classic ramping associated with saccades is indeed very quick, on the order of 200 ms (Science 274:427, 1996; Neuron 76:616, 2012). Again, the work of Stanford and colleagues illustrates that a scheme in which alternative motor plans compete to reach a threshold works well even when decisions are urgent and choices quick. The work of Cisek and colleagues is consistent with such competition too, but over much longer time scales (Neuron 45:801, 2005; J Neurosci 29:11560, 2009; Neuron 81:1401, 2014). Thus, the rate at which sensory information is delivered or perceived is orthogonal to this issue of how to characterize motor-planning activity*.

This is a good argument. After careful consideration, we have removed our discussion of integration to bound. We agree with the reviewers that our data do not bear on this issue. We sincerely appreciate this most helpful feedback.

*The following statement in the Results: "the slow RTs on these trials were not due to re-planning, but instead involved a hesitation to execute." The high RTs on untaken switch trials (*[*Figure 4A*](#fig4){ref-type="fig"}*) is reminiscent of a phenomenon known as saccadic inhibition, in which a the appearance of an irrelevant distracter slows down a planned saccade to an unambiguous, unique, predictable target (J Cogn Neurosci 14:371, 2002; J Neurosci 31:12501, 2011; Vision Res 69:32, 2012). This is as if a sensory event (a change in a barrier, in this case) transiently interrupted and delayed an ongoing motor plan*.

This is a great comparison; thanks for pointing us to these references. The new text reads (in the Discussion):

"On hesitation trials (slowed RT when a new option was presented but not exercised) \[...\] As we learn more about each process, a more mechanistic comparison may become possible."

[*Figure 2*](#fig2){ref-type="fig"}*: what are the dots on the decoder trajectories in this case? *

We have now added "Small dots at last decoded time point" to the [Figure 2](#fig2){ref-type="fig"} legend. We include these dots to make it easier to see when a trajectory ends in a spot that is crowded with other trajectories. These should not be confused with the larger dots on the traces in [Figure 4C-F](#fig4){ref-type="fig"}; those indicate a change in barrier, with the color indicating which side the change made more favorable.

*Free-to-forced trials: it may be nice to show the decoder in these trials before and after the change in the maze*.

This is a great idea, and contributes to our ability to verify that our decoder can track fast changes. These plots now form [Figure 3B-C](#fig3){ref-type="fig"} and [Figure 3--figure supplement 1](#fig3s1){ref-type="fig"}. In addition, we added some quantification (in the third paragraph of the subsection "Early decision activity relates to behavior"):

"Second, we wished to confirm that our readout could reflect the monkeys' choices at fast timescales. \[...\] Thus, it was possible for the decoder to detect transient choices."

Forced-to-free trials: how do we explain trials without a detectable change of mind?

In our rewritten Discussion, we now include a substantial section on this important topic:

"While neural responses to forced and free choices were generally similar \[...\] that can continually reevaluate both what act to make and whether to make it now."

What happens during unsuccessful trials?

On most unsuccessful trials, the monkey clipped a barrier on his way to the target. Occasionally, he lifted his hand a little too far from the screen (we set a limit on this distance), or made a saccade before the Go cue. Other failure modes, not holding the target long enough, making too slow of a reach, reaching too early, were rare. He essentially never did something nonsensical, such as trying to reach to a blocked target. By far the most common reason for failure was grazing the corner of a barrier. We now discuss this in the Methods:

"Errors for both novel and familiar mazes were almost always due to grazing the corner of a barrier along the correct path; other types of errors were much less common, and reaching toward a blocked target or into a dead end was extremely rare."

We carefully considered whether there might be anything to learn from unsuccessful trials. One type of trial was of possible interest: "impossible trials" in which both targets were inaccessible. The monkey will necessarily be unsuccessful on such a trial, but we can ask what his neural activity does while he waits and perhaps hopes that a barrier change will make a target accessible. Most of the datasets show consistently weak planning for impossible trials, while one showed frequent strong vacillations. But since we cannot verify these decoded choices (no reach was made), we have decided to omit this unverifiable result.

*The title is compelling, but the three phenomena it lists*---*vacillation, indecision and hesitation---are not clearly distinguished in the manuscript. It would be helpful if the manuscript described them better.*

*For instance, the definition of a vacillation (or change of mind, but better stick to one word) is clearly explained in the Methods, but it would be useful if the main text mentioned that they were identified as big swings in the decoded choice*.

This is now done in several places. E.g.:

"In order to search for fully covert processes such as vacillation (unprompted changes of mind)..." (In the subsection "Early decision activity relates to behavior").

"Indeed, in both monkeys a modest number of trials exhibited such spontaneous vacillations... we identified trials in which the decoder initially produced a value indicating one choice, then underwent a large swing to indicate the opposite choice." (In the subsection "Spontaneous changes of mind (vacillations) are present in the neural activity").

"This suggests that the slow RTs on these trials were not due to re-planning / vacillation, but instead involved a "hesitation" to execute. That is, when presented with a new option, the monkeys hesitated to execute their seemingly still-valid motor plan." (In the subsection "Hesitation and indecision").

"... the monkey did appear to undergo such moments of indecision: when a choice had to be made immediately upon maze presentation, the RT was often longer for two possible choices than for one choice" (in the same subsection).

*Results, tenth paragraph: consider adding some clarification when mentioning "...on free-choice trials...". Rather, the lower performance may reflect somewhat higher variability or complexity during free choices or something similar*.

We have now added some clarification: "Rather, the lower performance of the decoder may reflect some additional complexity during free choices, such as last-moment changes of mind" (in the subsection headed "Free choices"). The reviewers' hypothesis about higher variability is a good guess, but does not appear to be the case, at least not in any coordinated fashion. We have inspected the trajectories in a high-dimensional data viewer (DataHigh; [http://users.ece.cmu.edu/∼byronyu/software/DataHigh/datahigh.html](http://users.ece.cmu.edu/%7Ebyronyu/software/DataHigh/datahigh.html)), and the neural trajectories for free choice trials have similar variability to those for forced choice trials. Formal tests for unequal variance ("heteroscedasticity") also turned up little of interest. Sometimes free had greater variance in a dimension, sometimes forced did, and it varied by dimension within a dataset. Since the variance story is complicated and largely uninformative, we have chosen to omit it.

[^1]: The first four columns show the probability that the monkey chose the leftward target given the particular barrier configuration. 'Easy\|hard' means that the barrier configuration was easy for the left and hard for the right. Trials included for these columns had no barrier changes. The Δp values show the change in p(left) when a trial presented a free choice throughout, but the difficulty of a key barrier changed during preparation (from 100 ms after maze onset to 50 ms after Go). These are separated by whether the change favored the left target (the left barrier became easier or the right harder) or the right target. Because dataset N2-S did not have consistent behavioral effects on trials with a change in barrier difficulty (starred entry), N2-S was not used for one analysis of biasing change trials.

[^2]: Statistics for decoding choice from PMd and M1 data separately. Decoder performance refers to the fraction of trials for which the final decoded point agreed with the target that the animal reached to. This was assessed on forced-choice trials with delays of at least 300 ms, using leave-one-out cross-validation. Decoder agreement refers to the mean fraction of time points per trial for which the decoded choice was the same using the two datasets indicated. For this statistic, all successful trials with delay periods of at least 300 ms were included. 'Combined' refers to the decoder trained using both PMd and M1 data.

[^3]: Same as [Table 2](#tbl2){ref-type="table"}, but only considering free-choice trials with delay periods of at least 300 ms. The decoders were trained using forced-choice trials.
