We report an automated procedure for high-throughput NMR resonance assignment for a protein of known structure, or of an homologous structure. Our algorithm performs Nuclear Vector Replacement (NVR) by Expectation/Maximization (EM) to compute assignments. NVR correlates experimentally-measured NH residual dipolar couplings (RDCs) and chemical shifts to a given a priori whole-protein 3D structural model. The algorithm requires only uniform 15 N-labelling of the protein, and processes unassigned H N -15 N HSQC spectra, H N -15 N RDCs, and sparse H N -H N NOE's (d NN s). NVR runs in minutes and efficiently assigns the (H N , 15 N) backbone resonances as well as the sparse d NN s from the 3D 15 N-NOESY spectrum, in O(n 3 ) time. The algorithm is demonstrated on NMR data from a 76-residue protein, human ubiquitin, matched to four structures, including one mutant (homolog), determined either by X-ray crystallography or by different NMR experiments (without RDCs). NVR achieves an average assignment accuracy of over 99%. We further demonstrate the feasibility of our algorithm for different and larger proteins, using different combinations of real and simulated NMR data for hen lysozyme (129 residues) and streptococcal protein G (56 residues), matched to a variety of 3D structural models.
Introduction
We seek to accelerate protein NMR resonance assignment and structure determination by exploiting a priori structural information. By analogy, in Xray crystallography, the molecular replacement (MR) technique (Rossman and Blow, 1962) allows solution of the crystallographic phase problem when a 'close' or homologous structural model is known a priori, thereby facilitating rapid structure determination. In contrast, a key bottleneck in NMR structural biology is the resonance assignment problem. One would hope that knowing a structural model ahead of time could expedite assignments. An automated procedure for rapidly determining NMR resonance assignments given an homologous structure, would similarly accelerate structure determination. Moreover, even when the structure has already been determined by x-ray crystallography or computational homology modelling, NMR assignments are valuable because NMR can be used to probe protein-protein interactions (Fiaux et al., 2002) (via chemical shift mapping Chen et al., 1993) ), protein-ligand binding (via SAR by NMR (Shuker et al., 1996) or line-broadening analysis (Fejzo et al., 1999) ), and dynamics (via, e.g., nuclear spin relaxation analysis (Palmer, 1997) ).
Current efforts in structural genomics are expected to determine experimentally many more protein structures, thereby populating the 'space of protein structures' more densely. This large number of new structures should make techniques such as x-ray crystallography MR and computational homology modelling more widely applicable for the determination of future structures. In the same way that MR attacks a critical informational bottleneck (phasing) in x-ray crystallography, an analogous technique for 'MR by NMR' should address the NMR resonance assignment bottleneck. We propose a new RDC-based algorithm, called Nuclear Vector Replacement (NVR) (Figure 1 ), which computes assignments that correlate experimentally-measured residual dipolar couplings, chemical shifts, H N -H N NOE's (d NN s) and amide exchange rates to a given a priori whole-protein 3D structural model. We believe this algorithm could form the basis for 'MR by NMR'.
Residual dipolar couplings (RDCs) (Tjandra and Bax, 1997; Tolman et al., 1995) provide global orientational restraints on internuclear bond vectors (these global restraints are often termed 'long-range' in the literature). For each RDC D, we have
where D max is a constant, and v is the internuclear vector orientation relative to an arbitrary substructure frame and S is the 3 × 3 Saupe order matrix (Saupe, 1968) . S is a symmetric, traceless, rank 2 tensor with 5 degrees of freedom, which describes the average substructure alignment in the dilute liquid crystalline phase. The measurement of five or more RDCs in substructures of known geometry allows determination of S (Losonczi et al., 1999) . Once S has been determined, RDCs may be simulated (back-calculated) given any other internuclear vector v i . In particular, suppose an (H N , 15 N) peak i in an H N -15 N HSQC (subsequently termed simply 'HSQC') spectrum is assigned to residue j of a protein, whose crystal structure is known. Let D i be the measured RDC value corresponding to this peak. Then the RDC D i is assigned to amide bond vector v j of a known structure, and we should expect that D i ≈ D max v T j Sv j (modulo noise, dynamics, crystal contacts in the structural model, etc).
Assigned RDCs have previously been employed by a variety of structure refinement (Chou et al., 2000) and structure determination methods (Hus et al., 2000; Andrec et al., 2001; Wedemeyer et al., 2002) , including: orientation and placement of secondary structure to determine protein folds (Fowler et al., 2000) , pruning an homologous structural database (Annila et al., 1999; Meiler et al., 2000) , de novo structure determination (Rohl and Baker, 2002) , in combination with a sparse set of assigned NOE's to determine the global fold (Mueller et al., 2000) , and a method developed by Bax and co-workers for fold determination that selects heptapeptide fragments best fitting the assigned RDC data (Delaglio et al., 2000) . Bax and co-workers termed their technique 'molecular fragment replacement', by analogy with x-ray crystallography MR techniques. Unassigned RDCs have been previously used to expedite resonance assignments (Zweckstetter and Bax, 2001; Delaglio et al., 2000; Tian et al., 2001) .
The idea of correlating unassigned experimentally measured RDCs with bond vector orientations from a known structure was first proposed by and subsequently demonstrated in AlHashimi et al. (2002) who considered permutations of assignments for RNA, and (Hus et al., 2002) who assigned a protein from a known structure using bipartite matching. Our algorithm builds on these works and offers some improvements in terms of isotopic labelling, spectrometer time, accuracy and computational complexity. Like Hus et al. (2002) , we call optimal bipartite matching as a subroutine, but within an Expectation/Maximization framework which offers some benefits, which we describe below. Previous methods require 13 C-labelling and RDCs from many different internuclear vectors (for example, 13 C -15 N, 13 C -H N , 13 C α -H α , etc.). Our method addresses the same problem, but uses a different algorithm and requires only amide bond vector RDCs, no triple-resonance experiments, and no 13 C-labelling. Moreover, our algorithm is more efficient. The combinatorial complexity of the assignment problem is a function of the number n of residues (or bases in a nucleic acid) to be assigned, and, if a rotation search is required, the resolution k 3 of a rotation-space grid over SO (3) . The timecomplexity of the RNA-assignment method, named CAP, proposed in grows exponentially with n. In particular, CAP performs an exhaustive search over all permutations, making it difficult to scale up to larger RNAs. The method presented in Hus et al. (2002) runs in time O(I n 3 ), where O(n 3 ) is the complexity of bipartite matching (Kuhn, 1955) and I is the number of times that the bipartite matching algorithm is called. I may be bounded by O(k 3 ), the size of the discrete grid search for the principal order frame over SO (3) (using 3 Euler angles) . Here, k is the resolution of the grid. Thus, the full timecomplexity of the algorithm presented in Hus et al. (2002) is O(k 3 n 3 ). The method presented in also performs a discrete grid search for the principal order frame over SO (3) , but uses a more efficient algorithm with time-complexity O(nk 3 ). Once the principle order frame has been computed, resonance assignments are made in time O(n 3 ). Thus, the total running time of the method presented in is O(nk 3 + n 3 ). (Zweckstetter, 2003) has recently reported a technique for estimating alignment tensors (but not assignments) using permutations of assignments on a subset of the residues identified using either selective labelling or C α and C β chemical shifts. If m residues can be identified a priori (using, e.g., selective labelling) as being a unique amino acid type, then (Zweckstetter, 2003) provides an O(nm 6 ) tensor estimation algorithm that searches over the possible assignment permutations for the m RDCs.
The algorithm presented in the current paper requires neither a search over assignment permutations, nor a rotation search over SO (3) . Rather, the technique of Expectation/Maximization (EM) (Dempster et al., 1977 ) is used to correlate the chemical shifts of the H N -15 N HSQC resonance peaks with the structural model. In practice, the application of EM on the chemical shift data is sufficient to uniquely assign a small number of resonance peaks. In particular, EM is able to assign a sufficient number of peaks for direct determination of the alignment tensor S. NVR eliminates the rotation grid-search over SO (3) , and hence any complexity dependency on a grid or its resolution k, running in O(n 3 ) time, scaling easily to proteins in the middle NMR size range (n = 56 to 129 residues). Moreover, our algorithm elegantly handles missing data (both resonances and RDCs). We note that NVR both adopts a 'best-first' strategy and uses structural homology to make assignments; best-first and homology-based strategies for disambiguating assignments are well-established techniques (e.g., Hoch et al., 1990; Redfield et al., 1983) .
From a computational standpoint, NVR adopts a minimalist approach (Bailey-Kellogg et al., 2000) , demonstrating the large amount of information available in a few key spectra. By eliminating the need for triple resonance experiments, NVR saves spectrometer time. NVR processes unassigned H N -15 N HSQC, H N -15 N RDCs (in two media), amide exchange data, and 3D 15 N-NOESY spectra, all of which can be acquired in about one day, when the NMR spectrometer is equipped with a cryoprobe. There are two classes of constraints used by our algorithm: geometric and probabilistic. The H N -15 N RDC, H-D exchange and 15 N-NOESY each provide independent geometric constraints on assignment. A sparse number of d NN s are extracted from the unassigned NOESY after the diagonal peaks of the NOESY are crossreferenced to the peaks in the HSQC. These d NN s provide distance restraints for assignments. In general, there are only a small number of unambiguous d NN s that can be obtained from an unassigned H N -H N NOESY. The amide exchange information probabilistically identifies the peaks in the HSQC corresponding to non hydrogen-bonded, solvent-accessible backbone amide protons. RDC's provide probabilistic constraints on each backbone amide-bond vector's orientation in the principle order frame. Finally, chemical shift prediction is employed to compute a probabilistic constraint on assignment. NVR exploits the geometric and probabilistic constraints by combining them within the Expectation/Maximization framework.
NVR is demonstrated on NMR data from a 76-residue protein, human ubiquitin, matched to four structures determined either by x-ray crystallography or by different NMR experiments (without RDCs, and using different NOESY data sets than that processed by NVR), achieving an average assignment accuracy of over 99%. In other words, we did not fit the data to a model determined or refined by that same data. Instead, we tested NVR using structural models that were derived using either (a) different techniques (xray crystallography) or (b) different NMR data. The feasibility of NVR for larger and different proteins is explored using different combinations of real and simulated NMR data for hen lysozyme (129 residues) and streptococcal protein G (56 residues).
Results and discussion
The experimental inputs to NVR are detailed in Table 1 . The method is divided into two phases, Tensor Determination and Resonance Assignment (Figure 1 ). In the first phase, chemical shift predictions, d NN s, and amide exchange rates are used to make a small number of assignments using Expectation/Maximization (EM). Specifically, this phase attempts to assign at least 5 peaks for the purpose of determining the alignment tensors directly (Losonczi et al., 1999) . The tensors are used to convert RDCs into probabilistic constraints. Algorithmically, the only difference between phases 1 and 2 is that phase 1 does not use RDCs (because the tensors have not yet been determined).
The molecular structure of human ubiquitin has been investigated extensively. A variety of data have been published including resonance assignments (Weber et al., 1987; Schneider et al., 1992) , backbone amide residual dipolar couplings recorded in two separate liquid crystals (bicelle and phage) (Cornilescu et al., 1998) , amide-exchange rates (Cornilescu et al., 1998) , 15 N-HSQC and 15 N-HSQC NOESY spectra (Harris, 2002) , and several independent highresolution structures solved by both x-ray crystallography (Ramage et al., 1994; Vijay-Kumar et al., 1987) and NMR (Babu et al., 2001; Johnson et al., 1999) . In 1998, the Bax lab published a new NMR structure for ubiquitin, (PDB Id: 1D3Z) (Cornilescu et al., 1998) . Unlike previous ubiquitin structures, 1D3Z was refined using dipolar couplings. Table  2 summarizes the differences in tertiary structures between 1D3Z and four alternative high-resolution structures (PDB Ids: 1G6J, 1UBI, 1UBQ, 1UD7) of human ubiquitin, none of which have been refined using dipolar couplings. We report both all-atom and backbone RMSDs because while NVR processes atomic coordinates from backbone atoms, the two programs used for chemical shift prediction (SHIFTS and SHIFTX) both require all-atoms and are therefore affected by all-atom RMSD. 1G6J, 1UBI and 1UBQ have 100% sequence identity to 1D3Z. 1UD7 is mutant form of ubiquitin where 7 hydrophobic core residues have been altered (I3V, V5L, I13V, L15V, I23F, V26F, L67I). 1UD7 was chosen to test the effectiveness of NVR when the model is a close homolog of the target protein. Our algorithm performs resonance assignment by fitting experimentally recorded dipolar couplings to bond vectors from structural models. We ran four independent trials, one for each of 1G6J, 1UBI, 1UBQ and 1UD7. In each test, both sets of experimentally recorded backbone amide dipolar couplings (Cornilescu et al., 1998) for human ubiquitin were fit to the amide bond vectors of the selected model. 15 N-HSQC and 15 N-HSQC NOESY spectra (Harris, 2002) were processed to extract sparse, unassigned d NN s.
In addition to the trials on ubiquitin, NVR was applied to two additional proteins, the 56-residue streptococcal protein G (SPG) and the 129-residue hen lysozyme. For both proteins, there exist published chemical shifts deposited into BMRB (Seavey et al., 1991) , amide-bond RDC data Schwalbe et al., 2001 ) and RDC-refined structures (PDB Id: 3GB1 ), (PDB Id: 1E8L (Schwalbe et al., 2001) ). Several high-resolution alternative structures are also available (Tables 3 and  4) . Using NVR, the experimentally recorded NH dipolar couplings Schwalbe et al., 2001) were fit to the amide bond vectors of the selected model. A set of sparse, unassigned d NN s were simulated for SPG (using SPG's chemical shifts and the PDB restraint file of NOEs for 3GB1) and lysozyme (using Lysozyme's chemical shifts and the PDB restraint file (Schwalbe et al., 2001) of NOEs for 1E8L). 
Expectation/maximization
We outline in this section the EM algorithm, a variation of which is used in both the first and second phases of NVR. Details of the algorithm, and its implementation are presented in the Methods section. EM has been described previously (Dempster et al., 1977) . EM is a statistical method for computing the maximum likelihood estimates of parameters for a generative model. EM has been a popular technique in a number of different fields, including machine learning and computer vision. It has been applied to bipartite matching problems in computer vision (Cross and Hancock, 1998 
where K is the set of peaks in the HSQC and R is the set of residues in the protein.
The weights Y G represent correct assignments, therefore encode a perfect matching in G. Hence, for each peak k ∈ K (respectively, residue r ∈ R), exactly one edge weight from k (respectively r) is 1 and the rest are 0. The probabilities on all variables in Y are parameterized by the 'model', which is the set of all assignments made so far by the algorithm. Initially, is empty. As EM makes more assignments, grows, and both the probabilities on the edge weights Y G and the probabilities on the alignment tensor values Y S will change. The goal of the EM algorithm is to estimate Y accurately to discover the correct edge weights Y G , thereby computing the correct assignments. The EM algorithm has two steps; the Expectation (E) step and the Maximization (M) step. The E step computes the expectation
Here, is a non-empty set of candidate new assignments that is disjoint from . The M step computes the maximum likelihood new assignments * , * = argmax E( ∪ | ).
Then the master list of assignments is updated, ← ∪ * . The alignment tensors are re-computed at the end of each iteration, using all the assignments in . Thus, the tensor estimates are continually refined during the run of the algorithm. The algorithm terminates when each peak has been assigned. Care must be taken to implement the probabilistic EM framework efficiently. The details of how the E and M steps are implemented are presented in the Methods section. (Ramage et al., 1994) X-ray (1.8 Å) 100% 1.3 Å 0.6 Å 1UBQ (Vijay-Kumar et al., 1987) X-ray (1.8 Å) 100% 1.4 Å 0.6 Å 1UD7 (Johnson et al., 1999) NMR 90% 2.5 Å 2.3 Å (Gallagher et al., 1994) X-ray (1.92 Å) 1.2 Å 0.6 Å
Missing data
The EM algorithm affords an elegant and intuitive means for handling missing data. Table 5 summarizes the data processed in our 20 experiments on 3 proteins. In theory, the HSQC spectrum should contain one peak per residue in the protein (except prolines, and the N-terminus). In reality, some peaks may be 'missing' from the spectrum. For example, the ubiquitin HSQC data processed by NVR lacks peaks for Glu24 and Gly53. Furthermore, it is not always possible to record two RDCs for each backbone amide group. The ubiquitin RDC data processed by NVR lacks RDCs for residues Thr9, Glu24, Gly53, Leu73, Arg74, Gly75, and Gly76 in one medium, and for residues Thr9, Glu24, Gly53, Arg72, Leu73, Arg74, Gly75, and Gly76 in the other. 1 Our algorithm processed the data as-is and handles missing data directly. Missing data is handled in NVR with unbiased estimates. For example, in the ubiquitin data set, it is clear that two peaks are missing from the HSQC because we expect to see 72 peaks (76 residues − 3 prolines − N-terminus = 72), and only 70 peaks are present. In this case, the algorithm constructs and includes 2 'dummy' peaks that are interpreted as follows. Each dummy peak is assigned a uniform probability (P = 1/72) to match all 72 expected residues when computing assignment probabilities using chemical shift data. That is, an unbiased (uniform) probability distribution is used. Similarly, if an RDC is missing in one or both media an unbiased probability distribution is used when computing assignment probabilities using RDCs.
Tensor determination (phase 1)
The experimentally determined RDC's cannot be interpreted as probabilistic constraints on assignment prior to the determination of the alignment tensor S. S has five degrees of freedom. Therefore, at least five resonance assignments are needed to compute S directly. Consequently, the purpose of the first phase is to assign at least five peaks using the geometric and probabilistic constraints contained in the chemical shifts, d NN s, and amide exchange rates. The details of how the chemical shifts, d NN s and amide exchange rates are converted into constraints on assignment is described in the Methods section. The EM algorithm is used to assign a small number of peaks. In all of our 20 experiments, no more than 2 iterations of the EM algorithm on the chemical shift data, d NN s and amide exchange rates were needed to obtain five assignments. Alignment tensors for both media are then computed directly by SVD (Losonczi et al., 1999) . The computational complexity of each iteration of the EM algorithm is O(n 2 ) time (see Methods). During (Vaney et al., 1996) X-ray (1.3 Å) 2.1 Å 1.5 Å 1AKI (Artymiuk et al., 1982) X-ray (1.5 Å) 2.1 Å 1.5 Å 1AZF (Lim et al., 1998) X-ray (1.8 Å) 2.1 Å 1.5 Å 1BGI (Oki et al., 1999) X-ray (1.7 Å) 2.1 Å 1.5 Å 1H87 (Girard et al., 2001) X-ray (1.7 Å) 2.1 Å 1.5 Å 1LSC (Kurinov and Harrison, 1995) X-ray (1.7 Å) 2.2 Å 1.6 Å 1LSE (Kurinov and Harrison, 1995) X-ray (1.7 Å) 2.2 Å 1.5 Å 1LYZ (Diamond, 1974) X-ray (2.0 Å) 2.1 Å 1.5 Å 2LYZ (Diamond, 1974) X-ray (2.0 Å) 2.1 Å 1.5 Å 3LYZ (Diamond, 1974) X-ray (2.0 Å) 2.1 Å 1.5 Å 4LYZ (Diamond, 1974) X-ray (2.0 Å) 2.1 Å 1.5 Å 5LYZ (Diamond, 1974) X-ray (2.0 Å) 2.1 Å 1.5 Å 6LYZ (Diamond, 1974) X-ray (2.0 Å) 2.1 Å 1.5 Å the first phase, the EM algorithm is called a constant number of times. Thus, the cost of the first phase is O(n 2 ).
Resonance assignment (phase 2)
Having determined the alignment tensors in the first phase, the RDCs are converted into constraints on assignment. Briefly, the amide bond vectors from the model are used to back-compute a set of RDCs using Equation 1. The difference between each backcomputed RDC and each experimentally recorded RDC is converted into a probability on assignment. This conversion of RDCs into probabilities is described in detail in the Methods section. The EM algorithm is used to iteratively assign the remaining peaks. At least one assignment is made per iteration. Therefore, the second phase terminates in O(n) steps. Each step takes O(n 2 ) time, thus the computational complexity of the second phase, and therefore the entire algorithm, is O(n 3 ). In practice, multiple peaks are assigned on each iteration and the algorithm quickly converges to a solution. In our experiments, no more than 10 iterations were ever needed to assign the HSQC spectrum, and the majority required 5 or fewer. Run-times ranged from 8 seconds for the smallest protein (SPG) to 4 min for the largest protein (lysozyme, 129 residues) on a Pentium 4-class workstation.
Accuracy
NVR achieves 100% accuracy in assigning the backbone peaks of the H N -15 N HSQC spectrum using each of the four ubiquitin models. In the ubiquitin data, (Ramage et al., 1994) 100% 1UBQ (Vijay-Kumar et al., 1987) 100% 1UD7 (Johnson et al., 1999) 100%
(B) SPG 1GB1 (Gronenborn et al., 1991 ) 100% 2GB1 (Groenenborn et al., 1991) 96% 1PGB (Gallagher et al., 1994) 100% Table 7 . Backbone amide resonance assignment accuracy: Lysozyme PDB ID Accuracy 193L (Vaney et al., 1996 ) 100% 1AKI (Artymiuk et al., 1982) 100% 1AZF (Lim et al., 1998) 100% 1BGI (Oki et al., 1999) 100% 1H87 (Girard et al., 2001 ) 100% 1LSC (Kurinov and Harrison, 1995) 100% 1LSE (Kurinov and Harrison, 1995) 100%
1LYZ (Diamond, 1974 ) 100% 2LYZ (Diamond, 1974) 100% 3LYZ (Diamond, 1974) 100% 4LYZ (Diamond, 1974) 100% 5LYZ (Diamond, 1974) 100% 6LYZ (Diamond, 1974 ) 100%
Glu24 and Gly53 had missing HSQC peaks as well as missing RDCs in both media. In this case, NVR discovers and reports that residues Glu24 and Gly53 have missing peaks. NVR performed perfectly on 1UD7, a mutant of ubiquitin. This suggests that NVR might be extended to use homologous structures. The average accuracies on lysozyme and streptococcal protein G were 100% and 99%, respectively. NVR achieves consistently high accuracies, suggesting NVR is robust with respect to choice of model. Even residues that had fewer than 2 RDCs, but had chemical shifts were always assigned correctly. That is, the chemical shifts alone, or the chemical shifts and 1 RDC gave enough constraint to assign the peak.
The single assignment error made on the streptococcal protein G model 2GB1 is easily explainable. Residues Val29 and Phe30 were incorrectly swapped in the final iteration of the algorithm, due to differences between the observed and back-calculated RDCs. The observed dipolar couplings for these two residues were an average of 5.2 Hz different from their expected values in both media. By making the incorrect assignment the NVR method reduced the apparent discrepancy to an average of 3.8 Hz.
Once the final set of assignments has been computed, the (now) assigned RDCs can be used to refine the structure of the model. This refined model can then be compared to the published RDC-refined structures of the 3 test proteins (1D3Z, 3GB1, 1E8L). If A is the model used by NVR, A is the model obtained by refining A using the RDCs assigned by NVR, and B is the published RDC-refined structure, then ideally,
, where RMSD(X, Y ) returns the root-mean-squared distance between two models. Using an earlier version of the NVR algorithm and a Monte-Carlo algorithm for finding a (new) conformation of the model's φ and ψ backbone angles that best matches the observed RDCs, we have previously reported up to an 11% reduction in (backbone) RMSD. This illustrates the potential application to structural genomics, in which NVR could be used to assign and compute new structures based on homologous models. We are presently incorporating into NVR, a more advanced method for refining structures using RDCs (Wang and Donald, 2004) . Table 8 reports, for each model, the assignments made after the end of phase 1. It is these assignments that are used to construct the initial tensor estimates for phase 2. The most common amino acid type to be assigned during phase 1 is Glycine. This is perhaps expected due to Glycine's characteristic 15 N shift. Among models for a given protein, the residues assigned during phase 1 are fairly consistent, although there is variety. Note that at the end of phase 1, more than 5 peaks have been assigned for most models. This is consistent with the nature of our algorithm (see Methods); on a given iteration, the algorithm makes all unambiguous assignments. Furthermore, if a given peak is assigned, but no RDC has been recorded for that peak, the algorithm stays in phase 1 until 5 peaks with RDCs in both media have been assigned. Therefore, V5,I13,S20,I36,A46  1UBI  S20,D21,T22,K33,G35,I36,A46  1UBQ  I13,S20,D21,T22"K33,G35,I36,A46,G47  1UD7  S20,T22,K33,G35,I36,A46,Y59   SPG  1GB1  K4,N8,E25,K31,Q32,Y33,D36,D46,D47,A48,T49,K50,T51,F52  1PGB  K4,I6,T11,G14,V21,E25,V29,Y33,G38,G41,D46,T49,K50,T51,F52  2GB1 N8,E25,Y33,A34,D36,G38,D46,D47,A48,T49,K50,T51,F52 Lysozyme 193L G4,H15,G16,G22,G26,S36,F38,N39,T40,N44 1AKI G4,G16,G26,S36,F38,N39,T40,N44,R45,D66 1AZF G4,G16,G26,S36,F38,N39,T40,R45,D66,I78 1BGI G4,H15,G16,G22,G26,S36,F38,T40,A42,D66 1H8C G4,M12,H15,G16,G22,G26,S36,F38,N39,T40,Q41,A42,N44,Y53,G54,D66 1LSC G4,H15,G16,G22,G26,S36,F38,N39,T40,Q41,N44,D66,D119 1LSE G4,G16,G26,S36,F38,N39,T40,N44,D66 1LYZ G4,H15,G26,T40,N44,D66 2LYZ G4,G26,V29,T40,D66 3LYZ G16,G26,V29,C30,F38 4LYZ G4,H15,G16,G22,G26,S36,F38,N39,T40,D66,I78 5LYZ G4,H15,G16,G22,G26,S36,F38,N39,T40,D66,I78 6LYZ G4,G16,G26,T40,D66 Figure 2 . Evolution of probabilities: 1G6J: The evolution of each peak's assignment probability to the residue it is ultimately assigned to. Iteration number refers to the number of iterations in Phase 2 of the algorithm. it is possible for more than 5 assignments to be made during phase 1. The tensors constructed using these assignments are, of course, approximations to the true alignment tensors. However, during phase 2, the alignment tensors are refined on each iteration as more and more assignments are made. Figure 2 depicts the evolution of the probability associated with the residue ultimately assigned a given peak for the Ubiquitin model 1G6J. The figure begins with the first iteration of phase 2 and ends at iteration 6, when all peaks have been assigned. Note that small groups of sequential residues tend to co-evolve in similar fashion. Figure 3 plots the individual probabilities of each residue in the main α-helix in Ubiquitin (residues 23-34). Figure 4 plots the evolution of the average probability, over all residues. Table 9 lists, for each peak in Ubiquitin's HSQC, the iteration at which that peak was assigned, and the probability of that assignment at the time the assignment was made. The minimum and maximum number of assignments on a given iteration are 1 (iteration 2) and 24 (iteration 3). Thus, a single assignment can dramatically reduce the overall uncertainty.
Progression of assignments

Stability analysis
We have demonstrated that NVR performs well on real NMR data from a variety of different proteins. It is useful, however, to establish how an algorithm's performance degrades as the quality and quantity of experimental data decreases; this is especially important for sparse-data algorithms, like NVR. In this section, we discuss a series of controlled experiments to probe the stability of our algorithm under various perturbations of the data from our three test proteins.
RDCs from a single aligning medium
Recording RDCs from two separate aligning media is a standard technique for addressing the degeneracies in RDCs. However, it is of interest to determine how well NVR performs when RDCs from a single medium alone are used. To test this, we ran NVR on each of the 20 models using only one set of RDCs. The tests were exhaustive; that is, for each of the 20 models, 3  73  V26  3  67  E64  3  11  K27  3  23  S65  5  2  A28  3  42  T66  5  4  K29  3  19  L67  3  91  I30  3  34  H68  1  26  Q31  4  1  L69  3  16  D32  3  6  V70  1  24  K33  4  6  L71  5  57  E34  4  65  R72  4  2  G35  3  87  L73  3  2  I36  Phase 1  99  R74  3  1  D39  4  27  G75  3  5  Q40  4  64  G76  4  2 we ran NVR using the first aligning medium alone, and then with the second aligning medium alone, for a total of 40 separate experiments. The mean accuracy over these 40 trials was 92%. The standard deviation was 13% and the median accuracy was 97%. Thus, the overall drop in average accuracy is modest. In twelve instances (Ubiquitin model: 1UBQ, medium 2; SPG models: 2GB1, medium 1; 1PGB, medium 1; 1PGB, medium 2; Lysozyme models: 193L, medium 1; 193L, medium 2; 1AKI, medium 1; 1H8C, medium 2; 1LSC, medium 1; 1LSC, medium 2; 2LYZ, medium 2; 6LYZ, medium 1) the algorithm achieves 100% accuracy on a single medium. It is interesting that the SPG model 2GB1 actually does slightly better using one medium, and not two. However, in one case (Ubiquitin model 1G6J, first medium), the accuracy dropped to 31%. We conclude that two sets of RDCs are important for overall robustness.
Reducing the number of HSQC peaks
As shown in Table 5 , an HSQC may lack peaks for one or more residues. In our next set of experiments, we varied the number of 'missing' HSQC peaks. We ran 100 trials on each of the 20 models.
On each trial, we randomly threw away x% of the peaks in the HSQC. These experiments were run for x ∈ {5, 10, 20, 30, 40, 50}. Thus, we ran 12,000 trials (20 proteins × 100 random selections × 6 percentages). Of course, when an HSQC peak is discarded, the associated RDCs, amide exchange rates, and any relevant d NN 's are discarded as well. As shown in Table 10 , accuracies decrease sharply when HSQC peaks are discarded. When as few as 5% of the peaks are missing, the average accuracy drops to 81%. Due to the poor performance on as few as 5% missing HSQC peaks, we ran follow-up experiments wherein we removed x HSQC peaks, randomly. These experiments were run for x ∈ {1, 2, 3, 4, 5}. That is, we ran an additional 10,000 trials (20 proteins × 100 random selections × 5 cases). As shown in run for x ∈ {10, 20, 30, 40, 50}. Thus, we ran 10,000 trials (20 proteins × 100 random selections × 5 percentages). As shown in x ∈ {1, 2, 3, 3, 5}. Thus, we ran 10,000 trials (20 proteins × 100 random selections × 5 cases). As shown in Table 13 , NVR is sensitive to mislabelled d NN 's; mean accuracies drop to 70% when as few as one d NN is mislabelled.
Reducing the number of slow-exchanging peaks
In our next set of experiments, we varied the number of slow-exchanging peaks input to NVR. We ran 100 trials on each of the 20 models. On each trial, we randomly mis-labelled x% of the slow-exchanging peaks in the HSQC as being fast-exchanging. These experiments were run for x ∈ {10, 20, 30, 40, 50}. Thus, we ran 10,000 trials (20 proteins × 100 random selections × 5 percentages). Note that in NVR, the edge-weights between slow-exchanging peaks and non-hydrogen bonded surface residues are set to zero (see Methods) ; by re-labelling a peak as being fast-exchanging, we remove a constraint, but do not eliminate any correct assignments from consideration. In contrast, in the next section, we consider the case where a peak may be incorrectly identified as a slow-exchanging peak, thereby disallowing a correct assignment from consideration. As shown in Table 14 , NVR is quite robust to a reduced set of slow-exchanging peaks; accuracies above 90% are reported when 50% of the slow-exchanging peaks are discarded.
Corrupting the amide exchange data
Finally, we tested the effect of corrupted amideexchange data. We ran 100 trials on each of the 20 models. Recall that each peak in the HSQC is labelled as either being a slow-or a fast-exchanging peak. On each trial, we flipped the designation of x randomly selected fast-exchanging HSQC peaks. These experiments were run for x ∈ {1, 2, 3, 4, 5}. Thus, we ran 10,000 trials (20 proteins × 100 random selections × 5 cases). As shown in Table 15 , NVR is sensitive to corrupted amide exchange data. While median accuracies above 90% are observed for up to 3 corrupted peaks, the mean accuracy falls to 85% when as few as one fast-exchanging peak is (incorrectly) labelled as a slow-exchanging peak. In contrast, in the previous section we saw that when a slow-exchanging peak is (incorrectly) labelled as being fast-exchanging, accuracy remains high when up to 50% of the slow-exchanging peaks are labelled as fast-exchanging. This behavior is to be expected given the way NVR applies amideexchange rates: The edge-weights emanating from those peaks designated as slow-exchanging and connected to solvent-accessible, labile protons are set to zero. We ran a follow-up experiment where these same edge weights were set to a small value > 0, rather than zero. In this experiment, the mean accuracy was improved to 93% (st. dev 11%, median 98%) when up to 50% of the amide exchange data is corrupted.
The effects of simulating assignment errors in phase 1
The initial tensor estimates for phase 2 are determined by the assignments made in phase 1. The quality of these tensor estimates may be poor if any of the assignments made in phase 1 are incorrect, or if the assigned substructure poorly matches the RDCs. A poor fit between substructure and data may be caused either by differences between the solution and the crystal structure, or by internal dynamics. In this section we describe the results of experiments where we simulate making a) incorrect assignments in phase 1, and b) making assignments on substructures that poorly match the RDC data.
To test the effects of incorrect assignments made during phase 1, we ran 100 trials on each of the 20 models. On each trial, we made 5 randomly-selected assignments, x of which were incorrect, in lieu of running phase 1; the algorithm then proceeds to phase 2. These experiments were run for x ∈ {1, 2, 3}. Thus, we ran 6,000 trials (20 proteins × 100 random selections × 3 cases). NVR is very sensitive to incorrect assignments made during phase 1; the mean accuracies for x = 1, 2, and 3 were, 48%, 30%, and 23%, respectively.
To test the effects of making assignments during phase 1 to substructures that poorly match the RDC data, we ran 1 experiment on each of the 20 models. For each model, we identified the five residues whose RDCs most poorly matched the RDC data. These five residues were chosen by first back-computing RDCs from the model using the 'correct' alignment tensor. By 'correct' we mean the tensor constructed from the model using the SVD method and the correct assignments. Next, the five residues with the largest combined difference (i.e., in both media) between the experimental and back-computed values were identified. These five assignments were made manually in lieu of running phase 1; the algorithm then proceeds to phase 2. NVR is not very sensitive to the quality of the initial tensor; the mean and median accuracy for these 20 experiments were 90% and 100%, respectively.
In summary, NVR is very sensitive to the accuracy of the initial phase 1 assignments, but not as sensitive to the quality of the initial tensor estimates. Given the results of our experiments using corrupted d NN 's, the sensitivity of NVR to inaccurate assignments is perhaps not surprising. That is, when a mis-assigned peak is involved in a d NN , it forces additional peaks to be mis-assigned. In contrast, because NVR continues to use all experimental data during phase 2, deficiencies in the tensor estimates due to model error or dynamics can be overcome. The integration of different lines of evidence is the essence of the NVR method.
Given the sensitivity to establishing correct assignments early, one could incorporate additional experimental evidence to reduce the overall uncertainty in the data. Selective isotopic labelling is an obvious possibility. Additionally, NVR might be adapted to use the techniques of Grzesiek and Bax (1993) or Gemmecker et al. (1993) to identify solvent-accessible protons. This data would be complementary to the amideexchange data already used by NVR: Zero or -edge weights would be formed between peaks associated with solvent-accessible protons and the non-solvent accessible residues from the model.
It is reasonable to consider alternative means for estimating alignment tensors, such that phase 1 might be skipped entirely. For example, structure-based tensor estimation methods (e.g., Zweckstetter and Bax, 2000) and a technique reported by Zweckstetter (2003) , based on selective isotopic labelling, have been reported. To test this scenario, we skipped phase 1 (making no assignments) and instead passed the correct alignment tensor to phase 2, and subsequently assigned all the peaks. The mean and median accuracy for these experiments, over all 20 models, were 97% and 100%, respectively. This suggests that, in the case where NVR were to make some incorrect assignments, but the final tensor estimates were still reasonably accurate, one could increase assignment accuracies by a 'bootstrapping' procedure in which phase 2 was re-run using the final tensor estimates but discarding the assignments from the first run. To test this, we ran 100 trials on each of the 20 models. On each trial, we constructed tensors using the SVD method on the model and a set of assignments, x% of which were incorrect, in lieu of running phase 1; after discarding the assignments, the algorithm then proceeds to phase 2. These experiments were run for x ∈ {1, 3, 6, 12, 25, 50, 100}. Thus, we ran 14,000 trials (20 proteins × 100 random selections × 7 percentages). The bootstrapping procedure is very robust; the mean accuracies for x = 1, 3, 6, 12, 25, 50, and 100 were 97%, 97%, 98%, 98%, 98%, 98%, and 96%, respectively. The median accuracies for all values of x were all 100%.
These results again suggest that NVR is not very sensitive to the quality of the initial tensor estimates, because the additional lines of evidence (chemical shift prediction, amide-exchange, d NN 's) can overcome these inaccuracies. NVR's voting algorithm (see p. 135) to integrate different lines of evidence is really just a means to increase a signal-to-noise ratio. Here the signal is the computed likelihood of the assignment between a peak and the (correct) residue. Ideally, this probability would be 1. The noise is the uncertainty in the data such that the probability mass is distributed among multiple residues. Each line of evidence (i.e., experiment) has noise, but the noise tends to be random and thus cancels when the lines of evidence are combined. Conversely, the signals embedded in each line of evidence tend to reinforce each other, resulting in (relatively) unambiguous assignments. Hence, even if the two initial tensor estimates are poor, it is unlikely that they can conspire (by voting together) to force an incorrect assignment. More generally, given NVR's voting scheme (p. 135), any pair of lines of evidence is unlikely to outvote the majority.
Detecting incorrect assignments
It is reasonable to ask whether the difference between experimentally-observed and back-computed RDCs may be used to identify incorrect assignments. Unfortunately, the difference between experimentally observed and back-computed RDCs can be quite large due to dynamics, discrepancies between the idealized physics and the conditions in solution, and model error. In general, there may be no bound on the disparity between a experimentally-observed and a backcomputed RDC. Thus, the difference between experimentally observed and back-computed RDCs cannot be used to used to identify any particular assignment as incorrect. However, the difference between experimentally observed and back-computed RDCs might be useful to assess the overall correctness of an ensemble of assignments. Recall that the alignment tensor for a given medium can be computed via SVD from a set of 5 or more assigned RDCs matched to a known substructure. In theory, any set of five assigned RDCs should yield the same tensor; in practice, noise and dynamics yield somewhat different tensors for different subsets of assignments. Consider a set of assignments for a set of n 5 peaks (and their associated RDCs). We will denote as A c a set of assignments for n peaks containing c incorrect assignments. For example, the set A 0 is the set of correct assignments, and A 2 is a set containing 2 erroneous assignments. At issue is whether tensors induced by subsets of A 0 are more consistent (similar) than tensors induced by subsets of A c , when c > 0. To test this hypothesis, we ran a series of experiments. For each of the twenty models, we constructed sets A c . Incorrect assignments were chosen randomly. Next, we constructed two tensors, one for each set of RDCs, for each A c . Let S cm be the tensor constructed using A c and RDCs from medium m. Let B k c be a subset of A c , such that |B k c | = k, where k ≥ 5. Let S k cm be the tensor constructed using B k c using RDCs from medium m. We randomly selected 100 subsets of size k for each A c and for each subset we then constructed two tensors, S k c,1 , and S k c,2 , one for each medium.
We then computed the similarity between the allresidue tensor S cm and each subset tensor S k cm as follows. Saupe matrices are completely specified by their eigenvalues and eigenvectors. Following standard notation (Wedemeyer et al., 2002) , we sort the eigenvectors by eigenvalue. We then compare eigenvalues and eigenvectors of the same rank. To quantify the similarity of the principal order frame (POF) of the subset tensor S k cm to the POF of the all-residue tensor S cm , we use the method of Yan et al. (2003) to compute a percentile that measures the fraction of all tensor orientations that fall within the angular deviations of the subset tensor (S k cm ) from the all-residue tensor (S cm ). Suppose we randomly and isotropically rotate the subset tensor S k cm . We compute the probability P S , that the eigenvectors of the randomly-oriented tensor are simultaneously within the three angular errors measured between the eigenvectors of S cm and the eigenvectors of S k cm . By integrating isotropically over SO (3) , we compute an upper bound on P S , which includes a 4-fold symmetry factor due to symmetry of the dipolar operator. 2 Thus, for each of the twenty models and a given pair of c and k, we obtain 200 similarity measurements (100 × two media). Let T k c be the set of these 4,000 (20 models × 200) measurements. We will denote the average, maximum and minimum of T k c as µ k c , κ k c , and ϕ k c , respectively. In our experiments, c ∈ {0, 2, 4, 8, 16, 32, n} and k ∈ {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15} and we computed T k c , µ k c and ϕ k c for all combinations of c and k. As shown in Figure 5 , average tensor consistency (µ k c ) is inversely correlated with the number of incorrect assignments. That is, for any fixed k, if x > y, then µ k x < µ k y . The average tensor consistency increases with k. This is to be expected; suppose that a single peak p in subset B k c is incorrectly assigned to a residue whose backbone amide bond vector is oriented in a different direction than the bond vector associated with the correct assignment. The SVD method for computing alignment tensors finds the tensor that minimizes the sum of the squares of the differences between the experimentally observed RDCs and the set of back-computed RDCs. That is, it is governed by a quadratic error function. Conceptually, the incorrect assignment represents an outlier that the SVD method is forced to fit. The larger an outlier p is, the more S k cm differs from S cm . However, if we increase the size of k, the effect that any single incorrect assignment, p, has on S k cm decreases, and the consistency between S cm and S k cm increases. In contrast, as shown in Figure 6 , minimum tensor consistency (ϕ k c ) is not a good indicator of the relative amount of incorrect assignments. This is also to be expected; as argued above, an incorrect assignment tends to generate an 'incorrect' tensor. Thus, if a given randomly chosen subset has a significant number of incorrect assignments, the tensor associated with that subset will be inconsistent with S cm . Perhaps more important, ϕ k 0 , the minimum tensor consistency value observed when the subsets are drawn from A 0 (the set of correct assignments), can also be very low, even for large k. As previously mentioned, it is not possible to distinguish incorrect assignments from anomalous RDCs or model error. Thus, it is not unexpected that we observe low values of ϕ k 0 . Maximum tensor consistency (κ k c ) is also not a good indicator of the relative number of incorrect assignments (data not shown). In all of our experiments, regardless of the sizes of c and k, we always observed at least one pair, (S cm , S k cm ), whose consistency fell into the 100 th percentile of accuracy. That is, when randomly selecting subsets of A c , it is likely that at least one subset will yield a tensor consistent with S cm .
As we have seen, no simple threshold applied to either ϕ k 0 or κ k c is sufficient to determine whether a set of assignments, A, contains errors. Average tensor consistency (µ k c ), on the other hand, is correlated with the number of incorrect assignments. As seen in Figure 5 , for any given value of k, a threshold can be chosen that perfectly separates A 0 from A 2 , A 4 , A 8 , A 16 , A 32 , and A n . However, this threshold varies with k. It is doubtful that the threshold might be chosen analytically; the specific value of µ k c almost certainly depends on the structural homology between the model and the target protein, which is unknown a priori. However, the correlation between tensor consistency and correctness of assignments does suggest a new strategy for performing resonance assignment wherein the goal is to maximize µ k c . This is an interesting area for future work.
Finally, it is worth considering the sensitivity of µ k c to the absolute number of errors. To test this, we computed t-tests between T k 0 and T k c , for all k and all c > 0. That is, we wish to determine for which value of k do µ k 0 and µ k c become statistically significantly different. Table 16 reports the p-values from a one-tailed t-test at a significance level of 0.05. Statistically significant differences between T k 0 and T k c , for all k and all c ≥ 4 are seen. That is, µ k c is sensitive to 4 or more incorrect assignments in subsets of k = 5 and greater. Statistically significant differences between T k 0 and T k c , for all k ≥ 6 and all c ≥ 4 are seen. Thus, using subsets of size 6, or greater, one could, in principle, distinguish between a correct set of assignments and an incorrect one using tensor consistency alone. Unfortunately, as previously argued, Figure 6 . Minimum tensor consistency and incorrect assignments: Minimum tensor consistency, ϕ k c , is not correlated with the either number of incorrect assignments, c, or with the size of the subset, k, (see text for details). tensor consistency alone cannot be used to identify which assignments are incorrect.
Discussion
It is reasonable, in principle, to cast the problem of resonance assignment of a known structure using RDCs, into a combinatorial optimization framework (Hus et al., 2002) . Hence, initially, we attempted to treat the problem as an optimal bipartite matching problem. NVR operates on bipartite graphs between peaks and residues. The edge weights from each peak to all residues form a probability distribution. (Neal et al., 2003) , and 6-7) constraints from RDCs in two media. As shown in Figure 7 , maximum bipartite matching (Kuhn, 1955) does not yield satisfactory accuracies on various combinations of these graphs. No combination achieves higher than 53% accuracy and the mean accuracy is only 11%. In other words, neither amide RDCs, nor any of the chemical shift prediction methods provide enough constraint to yield accurate assignments using maximum bipartite matching alone. Of course, neither SHIFTX nor SHIFTS are intended to perform resonance assignment directly. Brüschweiler and co-workers (Hus et al., 2002 ) have successfully applied maximum bipartite matching to resonance assignment, but that technique requires RDCs from several different bond types which, in turn, requires 13 C-labelling of the protein and triple resonance experiments. One of the initial goals of NVR was to answer the question, are backbone amide RDCs and d NN s sufficient for performing resonance assignment. Figure 7 does not imply that (Hus et al., 2002) performs poorly. Rather, it implies that the EM method may be more effective than bipartite matching alone on the different, and sparser set of experimental data employed in NVR. RDCs may exhibit both degeneracy, when two or more residues have the same RDC, and aberrations, when experimentally recorded residual dipolar couplings deviate significantly from their predicted values. RDC degeneracies arise due to the geometry of the protein and the dipolar operator. Aberrant RDCs may be the result of dynamics, discrepancies between the idealized physics and the conditions in solution, and, when the model structure is derived from crystallography, crystal contacts and conformational differences between the protein in solution versus in the crystal.
Chemical shifts, similarly, are also subject to degeneracy (peak overlap) and aberrations, when a given residue's amide chemical shifts fall outside their expected range. However, as also observed in (Hus et al., 2002) , by combining RDCs and chemical shifts, both degeneracy and aberrations may be partially overcome. For example, in Figure 7 , a maximum bipartite matching on the joint probabilities of chemical shift prediction and RDCs does better than chemical shift prediction or RDCs alone.
The advantage of NVR over maximum bipartite matching lies in its iterative nature. The algorithm takes a conservative approach, making only likely assignments, given the current information. After making these assignments, the edge weights between the remaining unassigned peaks and residues are updated. Suppose that, during the ith iteration of the algorithm, peak k is assigned to residue r. The edge weight between peak k and residue r is then set to 1, indicating the certainty of that assignment. As previously stated, the edge weights form a probability distribution. Accordingly, the edge weight between peak k and any other residue is set to 0. Similarly, the weights on the edges from any other peak to r are immediately set to 0. The (non-zero) edge weights from each remaining unassigned peak are re-normalized prior to the next iteration. Thus, a peak whose assignment may be ambiguous in iteration i may become unambiguous in iteration i + 1. The unassigned d NN s play an especially important role in disambiguating competing assignments (Figure 8) .
Limitations
There are a number of limitations to our algorithm worth noting. The first is that we have only tested NVR on models with both high sequence and structural homology. Consequently, the present form of the algorithm may be best applied to scenarios where a crystal structure of the same protein is available, as may be the case in a SAR by NMR study. Models with significantly less homology will likely have somewhat different networks of hydrogen bonds and NOEs, as well as different amide bond-vector orientations. The probabilistic framework in which RDCs are interpreted will likely be robust to reasonable amounts of variation. In contrast, the hard constraints employed by NVR in the interpretation of amide-exchange rates and d NN 's will likely force assignment errors in these cases. In terms of differences in hydrogen bonding patterns, NVR is not very sensitive to the total number of slow-exchanging peaks (as seen in Table 14 ). The difficulty is when a peak which should be fast exchanging (with respect to the model) is identified as being slow-exchanging. Our followup experiment (page 123) wherein we set the edge-weights between slow-exchanging peaks and labile protons to a small value (instead of 0), performed well (median accuracy 98%). Thus, a modified form of NVR might adopt this approach. In terms of differences in NOE networks, the majority of all d NN 's processed in our experiments were sequential. Thus, little or no compensation is required for low-homology models. Long range d NN 's, in contrast, might be handled by using a larger tolerance radius (see Methods section).
A more comprehensive analysis of the performance of the algorithm under varying amounts of homology (both structural and sequential) remains an important goal. Computational modelling could be used to construct a variety of alternative models having strictly controlled amounts of homology. These models may inform, for example, the minimum amount of homology required by NVR for a given set of experimental data. NVR is perhaps best seen as a framework; one instance of that framework is defined in Table 1 . NVR, could, however, be easily adapted to include more, and different kinds of NMR data. Homology studies might be used to define, for a given level of homology, which experimental data are required.
Finally, NVR relies on the ability to make an initial set of assignments using chemical shift predictions. Clearly, the ability to do so is a function of which amino acids comprise the protein and the peak density Figure 7 . Maximum bipartite matching accuracy: Comparison of the accuracy of the Kuhn-Munkres maximum bipartite matching algorithm on various combinations of the data processed by NVR. Column 1, BMRB, is a bipartite graph with edge weights computed using chemical shift prediction based on statistics from the BMRB. Columns 2 and 3, SHIFTX and SHIFTS, are bipartite graphs with edge weights computed using the chemical shift prediction programs SHIFTX and SHIFTS, respectively. Column 4, JOINT, CS, is a bipartite graph with edge weights computed by taking the joint probability (Eq. (7)) over BMRB, SHIFTX and SHIFTS graphs. Column 5, RDC, is a bipartite graph with edge weights computed by taking the joint probability of both sets of RDCs. Column 6, JOINT, ALL, is a bipartite graph with edge weights computed by taking the joint probability over BMRB, SHIFTX, SHIFTS, and both sets of RDCs using the correct alignment tensors. Squares are the mean accuracy over the 3 proteins and 20 test models. Vertical bars indicate the range of the maximum and minimum accuracies.
in various regions of the HSQC spectrum, neither of which can be controlled. Should chemical shift prediction incorrectly assign one or more peaks in phase 1, the tensors constructed using these assignments would be wrong, causing still more incorrect assignments to be made. We are presently exploring the incorporation of data from an 15 N-HSQC-TOCSY to provide more robust identification of amino acid type from chemical shift data. A related issue is that the NVR algorithm has no means for controlling which residues are assigned during phase 1. In particular, it is possible that the set of residues assigned during phase 1 may correspond to a set of bond vectors which lack sufficient independence to construct an accurate tensor. We note, however, that during phase 2, chemical shift predictions are also used, compensating for inadequacies in the tensors. Moreover, the tensor estimates are refined on every iteration, as more assignments are made. Hence, if the bond vectors from the model are reasonably independent, the algorithm is guaranteed to eventually construct a tensor using a set of vectors such that the tensor is determined accurately. Moreover, the algorithm could be modified such that it exits phase 1 only when the independence condition is met.
Conclusion
We have described a fast, automated procedure for high-throughput NMR resonance assignments for a protein of known structure, or of an homologous structure. NMR assignments are useful for probing protein-protein interactions, protein-ligand binding, and dynamics by NMR, and they are the starting point for structure refinement. The algorithm, Nuclear Vector Replacement (NVR) was introduced to compute assignments that optimally correlate experimentallymeasured NH residual dipolar couplings (RDCs) to a given a priori whole-protein 3D structural model. NVR requires only uniform 15 N-labelling of the protein, and processes unassigned 15 N-HSQC and H-D exchange-HSQC spectra, H N -15 N RDCs, and sparse H N -H N NOE's (d NN s), all of which can be acquired in a fraction of the time needed to record the traditional suite of experiments used to perform resonance assignments. NVR efficiently assigns the 15 N-HSQC spectrum as well as the sparse d NN s of the 3D 15 N-NOESY spectrum, in O(n 3 ) time. We tested NVR on data from 3 proteins using 20 different alternative structures. When NVR was run on NMR data from the 76-residue protein, human ubiquitin (matched to four structures, including one mutant/homolog), we achieved 100% assignment accuracy. Similarly good results were obtained in experiments with streptococcal protein G (99%) and hen lysozyme (100%) when they were matched by NVR to a variety of 3D structural models.
Finally, our success in assigning 1UD7, which is a mutant of ubiquitin, suggests that NVR could be applied more broadly to assign spectra based on homologous structures. Using the results of a sequence alignment algorithm (Altschul et al., 1990) , protein threading (Lathrop and Smith, 1996; Xu et al., 2000) , or homology modelling (Blundell et al., 1987; Fetrow and Bryant, 1993; Greer, 1991; Johnson et al., 1994; Sali et al., 1990) , one would modify NVR to perform assignments by matching RDCs to an homologous structure. Thus, NVR could play a role in structural genomics.
Software
The NVR software is available by contacting the authors, and is distributed under the Gnu Public License (Gnu, 2002) .
Methods
Data and preprocessing
Atomic coordinates for the 20 trial structures (Tables 2-4) , amide exchange data and residual dipolar coupling data for 1D3Z, 1E8L and 3GB1 were obtained from the PDB (Berman et al., 2000) . The unassigned 15 N-HSQC and 15 N-edited HSQC-NOESY peak list for ubiquitin were obtained from the Driscoll lab (Harris, 2002) Amide exchange rates were obtained from the restraints files of the PDB structure 1D3Z. Specifically, the backbone amides identified as hydrogen-bonded restraints were defined to be slow-exchanging. Table  17 summarizes the number of slow-exchanging peaks processed by NVR. The use of these hydrogen-bonds represent something of an idealized scenario. The implicit assumption is that the protection factors computed from amide-exchange experiments include these residues. We note, however, that it is also possible that the hydrogen bonded restraints in the '.mr' file may, in fact, be a subset of the peaks that might be identified as slow-exchanging in a standard amide-exchange study. This is not a problem; the results of our perturbation studies (Tables 14 and 15, indicate that NVR is only sensitive to mislabelling labile protons as slow-exchanging. Protons involved in hydrogen bonds (with other residues) are, by definition, not labile. Conversely, NVR is insensitive to non-labile protons being labelled as fast-exchanging. Thus, by using the hydrogen-bond restraints as a proxy for amide exchange rates, NVR is arguably using less information than might be obtained from an amide exchange study. Chemical shifts for SPG and Lysozyme were obtained from the BMRB (Seavey et al., 1991) . NOEs for SPG and Lysozyme were obtained from the restraints files from the PDB structures 3GB1 and 1E8L (Schwalbe et al., 2001) . Amide exchange rates for SPG and Lysozyme were obtained from the restraints files from the PDB structures 1GB1 (Gronenborn et al., 1991) 3 and 1E8L (Schwalbe et al., 2001) . Once again, peaks whose 1 H shifts were less than 0.01 ppm apart, or whose 15 N shifts were less than 0.1 ppm apart were said to be ambiguous, and their corresponding NOEs were not used in the experiments.
Pseudocode
Pseudocode for our algorithm is given in Algorithm listings 1-4, and described formally in the following sections. The pseudocode uses the symbols defined in the sections below.
Initialization
During the initialization step, 5 weighted bipartite graphs are constructed. Let R be the set of residues in the model (removing prolines and the N-terminus). For each residue r ∈ R, AAType(r) returns the amino acid type of residue r, and SSType(r) returns the secondary structure type of r. The amino acid and secondary structure types are used to predict the backbone amide chemical shifts. Let K be the set of peaks in the HSQC. The chemical shifts of each peak k ∈ K are given by ω(k) = (ω H (k), ω N (k)), where ω H (k) and ω N (k) are the amide proton and nitrogen chemical shifts, respectively. The difference between these experimentally determined chemical shifts and the set of predicted chemical shifts are converted into assignment probabilities.
Each bipartite graph is defined as follows: B = {K, R, E}, where E = K × R. Each edge e ∈ E is weighted, w : K × R → R + ∪ {0}. The edge weights from each peak k ∈ K are normalized so that they form a probability distribution. If there are missing peaks in the HSQC then |K| < |R|. In this case dummy peaks are added to the set K until |K| = |R|. Finally, the program MOLMOL (Koradi et al., 1996) was used to add amide protons to the x-ray structures and to identify any amide protons that are involved in hydrogen bonds or not solvent accessible. The hydrogen bonded and non-solvent accessible amide protons are correlated with H-D exchange rates.
Amide exchange constraints
Amide exchange rates are treated as binary geometric constraints. Specifically, non-hydrogen bonded surface residues (as determined by the program MOL-MOL on the input model) are assigned a zero edge weight to any slow-exchanging peak. A uniform probability is given to any non-zero edges from a given peak. Let B H D be the bipartite graph constructed using the amide exchange data. Constructing B H D takes O(n 2 ) time. B H D is only used during the initialization step of NVR to restrict the set of possible assignments.
We note that it is not necessary to compute exact amide-exchange rates. Rather, NVR requires only that slow-exchanging peaks be identified. These could be obtained, for example, as follows: While the HSQC, 2 RDC and NOESY spectra are being recorded, a second sample of the protein can be, in parallel, suspended in 100% D 2 O allowing amide exchange to occur. The recording, processing, peak picking and cross-referencing of the HSQC, 2 RDC, and NOESY spectra (in preparation for the NVR algorithm) will certainly require at least a day. Thus, the second lyophilized sample of the protein (in D 2 O) will have ample time for exchange to occur. A final HSQC spectrum can then be recorded on the D 2 O sample. It is to be expected that all labile protons will have exchanged by this point. Thus, only peaks from slow-exchanging protons will remain in the HSQC of the D 2 O sample. One may simply choose a threshold to identify slowexchanging peaks. For example, if a given peak in the D 2 O sample has at least 25% of the volume of the corresponding peak in the first HSQC, then that peak Algorithm 2 Pseudocode for E step. All symbols are defined in the Methods section. Note that |B| is at most 5, so |2 B | is a constant. 
Input
Input:
return * is labelled as being slow-exchanging. More conservative estimates can be obtained by setting this threshold higher. Alternatively, NVR already uses MOLMOL to predict which backbone amide protons are likely to be slow exchanging. Thus, the threshold could be set such that the expected number of peaks is (roughly) equal to the number of slow-exchanging amide protons, as predicted by MOLMOL. Furthermore, two thresholds might be used. The first (conservative) threshold might be set to 50%. Any peak in the deuterated HSQC that has 50%, or more, of the volume in the non-deuterated HSQC will be processed as stated above. The second threshold, say 25%, could be used as follows: For any peak volume that falls between the 25% and 50% threshold, we label it as being slow-exchanging, but apply a 'soft-threshold'. That is, rather than setting the edge probability between these peaks and labile protons to 0, we instead set the probability to some small value > 0. Our perturbations studies on corrupted amide exchange data (page 123) suggest that NVR is robust to significant noise and error in the amide exchange data when -weights are used.
d NN s are also interpreted as binary geometric constraints, as follows: If a particular spin system i has a d NN with spin system j , and i is assigned to a particular residue r, then j 's possible assignments are constrained to the set of residues that are within δ Å of r in the model. In our experiments, δ varied by the size of the protein, ranging from 5 Å to 8 Å. The larger tolerance for the largest protein (Lysozyme), compensates for crystal contacts and conformational differences between the protein in solution versus in the crystal. Larger proteins may have larger violations of d NN s, particularly non-sequential d NN s. The average number of non-sequential residues in our δ-radius were 2.0, 3.5, and 7.9 for SPG, Ubiquitin, and Lysozyme, respectively. Let B NOE be the bipartite graph built constructed using the NOESY data. Constructing B NOE takes O(n 2 ) time. Initially, B NOE is a complete bipartite graph, with all edge weights set to 1/n where n is the number of residues in the model. However, edges with weight 0 in B H D are immediately set to 0 in B NOE as well, because the H-D exchange exchange data indicates that assignment is impossible. These H-D exchangederived constraints are propagated throughout B NOE as follows. Let k ∈ K be a peak with one or more zero-weight edges (due to H-D exchange-derived constraints). Let Q ⊂ R be the set of residues with non-zero edge weights to k. That is, Q is the set of possible assignments for k. Let T ⊂ R be the set of residues within δ Å of any element of Q. Let U ⊂ K be the set of peaks that have a d NN with k. For each u ∈ U , let V u ⊂ R be the set of residues with non-zero edge weights to u. We then set V u ← V u ∩ T .
This procedure for propagating assignment constraints via the d NN s is run after each iteration of the Expectation/Maximization algorithm (described below). We will call this procedure ApplyNOE(B NOE ) which takes as input B NOE and updates B NOE in the manner just described. ApplyNOE(B NOE ) takes O(n 2 ) time because each peak is considered once, in some fixed order. If a peak has a d NN , then it forces an update of at most a constant number of other peaks, due to geometric constraints and the sparseness of the unambiguous d NN s. Each update may require updating O(n) edges.
Chemical shift constraints
A training set of 457 different protein structures (solved by NMR) and their associated chemical shifts as deposited in the BMRB (Seavey et al., 1991) were obtained. None of the 3 proteins in our test set (Ubiquitin, Lysozyme, SPG) were present in this set. The average and standard deviation of the amide proton and nitrogen chemical shift was computed for each amino acid, in each secondary structure type (α, β, coil). In addition, the maximum number of standard deviations above and below the mean was recorded for the training set. These statistics were used to construct edge weights on a bipartite graph:
where k ∈ K and r ∈ R. Here,
Consider the distribution of a subset of all chemical shifts in our training set with the same amino-acid and secondary structure type as r. µ(r) is a pair, (µ H (r), µ N (r)), corresponding to the mean amide proton and nitrogen chemical shifts observed in that distribution. σ(r), similarly, is defined as the standard deviations of the amide proton and nitrogens of that distribution. The function N (x − µ, σ) is the probability of observing the difference x − µ in a normal distribution with mean µ and standard deviation σ. That is,
Thus, the probabilities are computed using two onedimensional Gaussian distributions (one for proton shifts, one for nitrogen shifts) with means µ(r) and standard deviation σ(r). We are thus implicitly assuming that the two dimensions are independent. More sophisticated treatments that model the covariance between the two dimensions are worth investigating. If a given amide proton or nitrogen shift is beyond the maximum number of standard deviations (as computed in the training set), its weight is set to zero. Let B bmrb be the bipartite graph whose edges are computed using the statistics from the subset of the BMRB. Constructing B bmrb takes O(n 2 ) time.
The same training set was used to compute statistics on the accuracies of the programs SHIFTS (Xu and Case, 2001 ) and SHIFTX (Neal et al., 2003) . The mean and standard deviation between the predicted amide proton and nitrogen shift, as well as the maximum number of standard deviations above and below the mean was computed for the training set. These statistics were used to construct two additional bipartite graphs, in the manner just described, between the peaks and residues in our test set. Let B shif ts and B shif tx be the bipartite graphs whose edges are computed using the statistics computed from the programs SHIFTS and SHIFTX, respectively. Constructing B shif ts and B shif tx takes O(n 2 ) time.
When the sequence of the target protein is not 100% identical to the structural model, chemical shift predictions are made based on the amino acid type of the target protein, but the secondary structure type of the homologous model. For example, 1UD7 is mutant form of ubiquitin where 7 hydrophobic core residues have been altered (I3V, V5L, I13V, L15V, I23F, V26F, L67I). Chemical shift predictions were made using the BMRB statistics of the target protein's (1D3Z's) native sequence (I3, V5, I13, L15, I23, V26, L67) but the secondary structure types dictated by 1UD7.
Next, the graphs B NOE , B bmrb B shif ts and B shif tx are synchronized. That is, any edge whose weight is zero in one graph is set to zero in all graphs. The NVR algorithm always ensures that all graphs are synchronized prior to any iteration. Using B bmrb B shif ts and B shif tx , the top γ candidate assignments for each peak are then extracted by first selecting, for each peak, the edge whose weight is larger than n−γ of the remaining edges. This edge-weight is used as a threshold and the n − γ edges whose edge-weights are smaller than the threshold are set to 0. Selecting the threshold can be done in O(n) time ( (Cormen et al., 2001), pp 189-192) . In all our experiments we took γ = 30. Each of the γn selected edges selects a residue in R. Let Q γ ⊂ R be the subset of residues selected in this manner. Clearly the size of Q γ is O(n). The reduction from a quadratic to a linear number of edges makes each bipartite graph sparse. NVR repeatedly calls maximum bipartite matching as a subroutine. We used an implementation of the Kuhn-Munkres algorithm for maximum bipartite matching (Kuhn, 1955) . On a complete graph, that algorithm runs in time O(n 3 ), where n is the number of vertices in the graph (here, n is also the number of residues in the protein, excluding prolines and the N-terminus). Kuhn-Munkres considers every edge in the bipartite graph, performing O(n) work per edge. A complete graph has O(n 2 ) edges, so Kuhn-Munkres requires O(n 3 ) time on a complete graph. In our algorithm, however, there are only O(n) edges, thus, this same algorithm runs in time O(n 2 ) on a sparse graph. The Kuhn-Munkres algorithm does assume that a complete matching is possible in the resulting graph. That is, each peak k ∈ K must be assigned to a unique residue r ∈ R. In principle, if only the top γn candidate assignments are used then it is possible that |Q γ | < |R|, thereby violating this assumption. However, it can be shown using a probabilistic argument (Cormen et al., 2001, pp. 109-110) that the constant γ = 30 will suffice for any n ≤ 10 13 , which more than adequately covers range of protein sizes accessible to NMR. Furthermore, from a purely complexity-theoretic point of view, the same argument says that the constant γ = 3 would suffice for every protein we tested; in practice we used the constant γ = 30 for robustness: since the NVR algorithm runs in only seconds to minutes, there is no practical performance distinction between using 3 versus 30. Finally, we note that the complete graph could be used as input, and that this would result in a slow-down by only a linear factor (O(n)).
Tensor determination (phase 1)
The input to the first phase are the bipartite graphs B NOE , B bmrb , B shif ts and B shif tx . Let be the master list of assignments. Initially, is empty. Expectation/Maximization is used to make the first few assignments using B bmrb , B shif ts and B shif tx .
The E step is computed as follows. We construct a new bipartite graph V , called the expectation graph, whose edge weights are initialized to 0. Let B = {B bmrb , B shif ts , B shif tx } and 2 B be the powerset of B. Thus, each element b ∈ 2 B is a subset of B. The size of 2 B is 3 i 3 i = 7. Combine-Graphs is a function that takes as input a set of bipartite graphs and returns a new bipartite graph. The edge weights of the output graph are the joint probabilities of the edges in the input graphs:
w(k, r) = i∈b w i (k, r) .
Let C = {Combine-Graphs(b) | b ∈ 2 B }. Clearly, |C| = |2 B | = 7. Furthermore, each c ∈ C is sparse because the edges in c are the same as the edges in B bmrb , B shif ts , and B shif tx , which are each sparse. Only the weights are different (Equation 7).
For each combined graph c ∈ C, we compute a maximum bipartite matching. Let H c ⊂ E be the matching computed on c. For each edge e ∈ H c we increment the weight on the same edge in the expectation graph, V , by 1. This is done for all 7 bipartite matchings. Informally, each bipartite matching 'votes' for a set of edges. Thus, edge weights in V record the number of times a particular edge was part of a maximum bipartite matching. Note that the edge weights are probabilities in the bipartite graphs. Thus, a bipartite matching gives a maximum likelihood solution on that graph, which in turn maximizes the expected log-likelihood of the average edge weight.
Let w max be the largest edge weight in V . The M step is computed, and assignments are made by ← ∪ w −1 (w max ). As previously stated, each of the constituent votes used to construct V is a maximum likelihood solution -it maximizes the expected edge weight in the matching. Therefore, in the bipartite graph V , those edges with maximum votes have the highest expected values over all combinations of the data, thus satisfying the condition in Eq. (3). In our 20 experiments w max was always 7. That is, all possible combinations of B bmrb , B shif ts and B shif tx voted for the same edge.
When an assignment is made, the associated nodes k ∈ K and r ∈ R are removed from B NOE . Next, the procedure ApplyNOE(B NOE ) is applied. Finally, B bmrb , B shif ts , and B shif tx are synchronized with B NOE so that all graphs have the same set of zeroweight edges. Each graph is then re-normalized so that the edge weights from each peak form a probability distribution. This completes a single iteration of the EM algorithm.
The E step takes O(n 2 ) time. Computing the 7 maximum bipartite matchings takes O(n 2 ) because each graph is sparse. The M step also takes O(n 2 ) time to identify the maximum weight edges and O(n 2 ) time to run ApplyNOE(B NOE ). Thus, each iteration of the EM algorithm takes O(n 2 ). In the first stage, this algorithm is repeated until at least 5 assignments have been made. In our 20 trials, this never required more than 2 iterations. The algorithm then proceeds to phase 2.
Resonance assignments (phase 2)
The input to the second phase are the current bipartite graphs B NOE , B bmrb , B shif ts and B shif tx and , the master list of assignments. There are at least 5 assignments in , thus we can determine the alignment tensors for the two RDC media using SVD (Losonczi et al., 1999) . Let S 1 and S 2 be the alignment tensors computed using the assignments in for media 1 and 2, respectively. Each order matrix is used to backcompute a set of expected RDCs from the model using Eq. (1) . Let D m be the set of observed RDCs in medium m, and F m be the set of back-computed RDCs using the model and S m . Two bipartite graphs M 1 and M 2 are constructed on the peaks in K and residues in R. The edge weights are computed as probabilities as follows:
where k ∈ K and r ∈ R. Here, and standard deviation σ m . We used σ = L/8 Hz in all our trials, where L is the range of the RDCs in that medium (the maximum-valued RDC minus the minimum valued RDC). If an RDC is missing in medium i for a peak k, then we set the weight w(k, r) = 1/n 0 in graph M i , for each residue r of the n 0 remaining (i.e., unassigned) residues. The bipartite graphs M 1 and M 2 are synchronized with B NOE and then re-normalized so that the edge weights are probabilities. The second phase uses the same EM algorithm as in phase 1, except that there are now two additional bipartite graphs (M 1 and M 2 ) used to compute the expectation graph, V . Thus, there are 5 i 5 i = 31 graph combinations used to construct V . At the end of each iteration, the alignment tensors S 1 and S 2 are updated (refined) using the master set of assignments, , and M 1 and M 2 are recomputed using Equation 8. As in the first phase, each iteration of the EM algorithm takes O(n 2 ). Thus making the remaining O(n) assignments, takes O(n 3 ) time. In all our trials, no more than 10 iterations were ever required to make all remaining assignments, since in practice, multiple assignments are made on each iteration.
A performance enhancement can be gained at the end of each iteration by taking M 1 and M 2 and computing a maximum bipartite matching on each. Let H 1 ⊂ K × R and H 2 ⊂ K × R be the maximum bipartite solutions for M 1 and M 2 , respectively. Let H = H 1 ∩ H 2 . If H = ∅, then the assignments in H are made. This saves a constant factor in the runtime because only two bipartite matchings are needed. The use of this heuristic is justified because in general, RDCs are better predictors of assignment than are chemical shift statistics (see Figure 7) .
Notes
