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ВСТУП 
В теорії надійності складних систем склалися два принципово рі-
зних підходи: 
 елементний S-підхід, моделі надійності якого побудовані на 
основі структури системи та характеристик надійності її елементів; 
 функціональний F-підхід, моделі надійності якого побудова-
ні на основі структури функцій, які виконує система, тобто на основі 
алгоритму функціонування. 
S-підхід відповідає класичній теорії надійності систем, в якій за 
основні показники обрано ймовірність безвідмовної роботи та коефі-
цієнт готовності. Як початкові дані для моделювання надійності вико-
ристовуються ймовірнісно-часові характеристики відмов – випадко-
вих подій втрати роботоздатності. 
F-підхід відповідає теорії надійності алгоритмів, теорії надійності 
людино-машиних систем, теорії надійності трудових та технологічних 
процесів. В F-підході узагальненим показником надійності виступає 
ймовірність досягнення мети, яка для прикладних задач інтерпрету-
ється показниками безпомилковості, бездефектності, достовірності, 
своєчасності тощо. Початковими даними для моделей F-надійності є 
ймовірнісно-часові характеристики помилкового виконання окремих 
функцій – операцій алгоритму функціонування. В F-надійності під 
функціональною відмовою розуміється випадкова подія порушення 
правильного виконання функції елементом системи за умов збере-
ження їм роботоздатності. 
Кожна операція алгоритму реалізуються певними засобами, на-
дійність яких визначається за S-підходом. Тому найбільш повним 
описом надійності складних систем є поєднання F- та S-підходів. Во-
но дозволяє покращити надійність, використовуючи як прийоми S-
підходу (наприклад, резервування засобів, знарядь праці та суб’єктів), 
так і прийоми F-підходу (наприклад, введення в процес функціону-
вання операцій контролю). 
Методи покращення S-надійності добре розроблені як в теорети-
чному, так і в практичному (інженерному) зрізах. Теорії надійності 
алгоритмічних процесів приділено значно менше досліджень. 
Під алгоритмічним процесом (АП) будемо розуміти розгорнуту в 
часі послідовність дій, операцій або робіт, виконання яких забезпечує 
досягнення мети, тобто отримання кінцевого результату: інформації, 
знань, документації, продукції тощо. Прикладами АП можуть бути 
процеси функціонування АСУ та комп’ютерних мереж, навчальні 
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процеси, процеси виконання науково-дослідних і конструкторських 
робіт, технологічні процеси тощо. 
При проектуванні АП важливо вміти розв’язувати задачі оціню-
вання та забезпечення таких показників надійності як: 
– ймовірність правильного виконання АП, яка може інтерпрету-
ватися як достовірність інформації, бездефектність продукції, надій-
ність функціонування алгоритму і т.і.; 
– час виконання АП, який може використовуватися для оціню-
вання продуктивності АП або своєчасності досягнення мети. 
В більшості робіт моделювання та оптимізація надійності АП 
здійснюється за бінарною концепцією врахування помилок, де розріз-
няються лише два стани виконання АП: з помилками або без помилок. 
Між собою помилки не розрізняються, тобто не важливо, яка саме по-
милка зроблена. В багатьох реальних задачах використання бінарної 
концепції врахування помилок є недоцільним, оскільки для різних ти-
пів помилок різняться ймовірності їх внесення, виявлення та усунен-
ня, так само як і витрати на ці процедури. 
В монографії розглядаються так звані багатовимірні АП, тобто 
процеси при виконанні яких вносяться, виявляються та усуваються 
помилки різних типів. Помилки різних типів, що виникають в АП, 
пов’язані з неправильним виконанням людиною або технікою деякого 
фрагменту алгоритму, тобто послідовності операцій, дій або робіт. 
Монографія складається з семи розділів. 
В першому розділі розглядаються багатовимірні АП, аналізуються 
методи оцінювання та забезпечення їх надійності, пропонуються 
принципи моделювання та оптимізації надійності таких АП. 
В другому розділі розглядаються моделі надійності операторів, 
логічних умов та алгоритмічних структур за багатоарної концепції 
врахування помилок функціонування. 
В третьому розділі формулюються постановки задач оптимізації 
АП, що враховують різноманітні способи управління надійністю. 
Пропонується загальна постановка задачі векторної оптимізації АП та 
аналізуються способи її скаляризації за допомогою функції ризику, 
цільового програмування, умовної оптимізації та їх поєднання. Про-
понується підхід до синтезу з загальної задачі оптимізації окремих, які 
віддзеркалюють практичні потреби управління надійністю АП. 
В четвертому розділі пропонуються градієнтні алгоритми опти-
мізації найбільш поширених задача забезпечення надійності багато-
вимірних АП, а саме розстановки контрольних точок та вибору крат-
ностей контролів. 
В п’ятому розділі розроблюються реалізації генетичних операцій 
та схеми гібридного ГА, які необхідні для швидкого знаходження 
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розв’язків задач оптимізації надійності АП. Перевірка запропонованих 
моделей та алгоритмів здійснюється на множині тестових задач. 
В шостому розділі узагальнюються багатовимірні моделі надій-
ності операторів, логічних умов та типових алгоритмічних структур 
на випадок нечітких початкових даних. Застосування моделей ілюст-
рується на прикладі прогнозування надійності АП проведення платіж-
ного доручення в інтернетівській системі «клієнт-банк». 
В сьомому розділі пропонуються постановки та методи 
розв’язання задач забезпечення надійності багатовимірних АП для 
випадків, коли нечіткими числами задано характеристики надійності 
операторів і логічних умов та мету і обмеження оптимізації. Нечітка 
оптимізація здійснюється генетичним алгоритмом, в якому хромосоми 
оцінюються за принципом Беллмана–Заде з нечіткої теорії прийняття 
рішень та обираються в нову популяцію за схемою турнірної селекції. 
Монографія розвиває ідеї моделювання та оптимізації надійності 
АП з авторських книг [72, 79, 82]. Роботу над нею автори розподілили 
таким чином: О.П. Ротштейн написав розділ 2; С.Д. Штовба – розді-
ли 3 і 7 та підрозділи 5.1–5.5; О.М. Козачко – підрозділи 4.4, 5.6 та 
6.4–6.6. Решта матеріалу написана авторами спільно. Загальне редагу-
вання здійснив О.П.Ротштейн. В монографії використовуються ре-
зультати кандидатської дисертації О.М.Козачка. 
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1. ПРОБЛЕМА НАДІЙНОСТІ АЛГОРИТМІЧНИХ ПРОЦЕСІВ 
 
Розглядаються багатовимірні АП, аналізуються методи оціню-
вання та забезпечення їх надійності, пропонуються принципи моде-
лювання та оптимізації надійності таких АП. 
1.1. Алгоритмічний процес як об’єкт моделювання 
надійності 
Під алгоритмічним процесом (АП) розуміється розгорнута у часі 
послідовність дій, операцій або робіт, виконання яких забезпечує до-
сягнення мети [73]. Цю послідовність дій можна формалізувати де-
яким алгоритмом з такими властивостями [48]: 
• його правильне виконання забезпечує досягнення наперед заданої 
мети, тобто на виході отримується певний кінцевий результат – 
продукт праці, інформація, документація, знання тощо; 
• він складається з елементарних операцій, які утворюють кінцеву 
множину; 
• послідовність операцій алгоритму детермінована; 
• одночасно може виконуватися дискретна, наперед визначена кі-
лькість операцій, причому для систем без паралелізму вона дорі-
внює 1; 
• він має початок і кінець, причому перехід з початкового стану в 
кінцевий здійснюється за кінцеву кількість операцій. 
Типовими представниками АП є процеси функціонування АСУ 
та комп’ютерних мереж, процеси автоматичної та автоматизованої 
обробки інформації і прийняття рішень, технологічні процеси вироб-
ництва продукції, процеси функціонування людино-машинних систем, 
інженерне проектування, процеси виконання науково-дослідних робіт, 
процеси навчання, алгоритми діяльності операторів тощо. Класифіка-
ція АП представлена на рис. 1.1. 
За структурованістю АП поділяють на регулярні та нерегулярні. 
В регулярних АП відсутні перехрещені зворотні зв’язки, а в нерегуля-
рних – наявні. Надалі розглядатимемо регулярні АП тому, що згідно з 
теоремою В. Глушкова про регуляризацію [18] довільний нерегуляр-
ний алгоритм можна перетворити в еквівалентний регулярний за до-
помогою послідовних, розгалужувальних та циклічних структур. При-
клад такого перетворення при аналізі надійності діалогу «людина–
комп’ютер» наведено в [26]. 
Успадковуючи ідеї публікацій [7, 79, 95-97] АП записуватимемо 
мовою алгоритмічних алгебр Глушкова [18]. Ця алгебра є четвіркою 
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21,,, ΩΩBU , 
де  ...},,,{ CBA=U  – множина операторів; 
...},,,{ γβα=B  – множина логічних умов; 
1Ω  – множина операцій, які породжують логічні умови з множи-
ни В; 
2Ω  – множина операцій, які породжують оператори з множини 
U. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Алгоритмічні процеси
Структро–
ваність 
Структурні
елементи 
Ресурси Характер 
помилок 
 
 
 
 
 
 
 
Рис. 1.1. Класифікація АП 
 
Оператор – це відображення інформаційної множини про стан 
системи в себе, тобто перетворення одного стану системи в інший. 
Умова – це відображення поточного стану системи в двохелемен-
тну множину {1, 0}, де 1 – істина; 0 – хибність. 
До операцій з множини 1Ω , які породжують логічні умови, від-
носяться булеві операції диз’юнкції, кон’юнкції та заперечення. 
Нерегулярні
Регулярні 
Обмежені 
Нескінченні
Нечіткі 
Чіткі 
Паралельні
Послідовні
Розгалужу–
вальні 
Циклічні 
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До операцій з множини 2Ω , які породжують оператори, відно-
сяться: 
• композиція 21AA  – бінарна операція, що породжує оператор, 
який полягає в послідовному застосуванні операторів U  
і U∈2A  за порядком запису; 
∈1A
• ω-диз’юнкція )  – тернарна операція, що породжує 
оператор, який дорівнює U
( 21 AA ∨ω
∈1A  при ω=1, та дорівнює 
U∈2A  при ω=0, B∈ω ; 
• ω-ітерації }{ A  – бінарна операція, що полягає в циклічному 
застосуванні оператора A (при хибному ω) до тих пір, поки 
умова ω не стане істиною. 
ω
При моделюванні надійності АП використовують показники без-
помилковості, тривалості та вартості. В залежності від типу АП ці по-
казники інтерпретуються як: 
• ймовірність досягнення мети, достовірність перетворення та пе-
редачі інформації, рівень бездефектності продукту праці, ймовір-
ності відсутності помилок кожного типу, ймовірність своєчасного 
виконання алгоритму; 
• трудомісткість технологічного процесу, тривалість виконання за-
дачі, тривалість перетворення інформації; 
• собівартість виробництва продукції, витрати на перетворення чи 
передачу інформації, витрати на виконання задачі, вартість дося-
гнення мети. 
Ресурси на виконання АП можуть бути обмеженими, наприклад, 
загальна тривалість чи вартість процесу, або кількість ітерацій циклі-
чних структур – тобто число запасних заготовок в технологічному 
процесі виробництва продукції, кількість спроб введення пін-коду при 
отримані готівки через банкомат або кількість перездач екзамену. При 
вичерпанні ресурсів АП переривається. В монографії розглядатимемо 
АП з нескінченними ресурсами. 
Будемо розглядати АП з чітким характером помилок, який одно-
часно знаходиться лише в одному з двох станів – без помилок та з по-
милками. Тобто, вважатимемо, що наперед відомо, що є помилкою 
функціонування, і відповідно існує чітка границя між станами прави-
льного та помилкового виконання. Процеси з нечітким характером 
помилок [84], тобто з розмитою границею між правильним та непра-
вильним виконанням, не входять в об’єкт дослідження. 
За стаціонарністю структури АП поділимо на процеси з фіксова-
ною та гнучкою структурами. За фіксованої структури послідовність 
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виконання операцій або їх склад не залежать від тривалості або варто-
сті деякого фрагмента АП, а за гнучкої структури – залежать. Прикла-
дом АП з гнучкою структурою є виконання студентом курсової робо-
ти. Студент при наближені до встановлених термінів через дефіцит 
часу може змінити структуру АП, вилучивши з нього деякі операції, 
наприклад, самоконтроль курсової роботи. Формально гнучкої струк-
тури АП можна позбутися, якщо ввести в алгоритм функціонування 
додаткові логічні умови. 
За стаціонарністю початкових даних АП поділимо на процеси з 
постійними та змінними характеристики. В останньому випадку хара-
ктеристики надійності елементів процесу залежать від тривалості пев-
ного фрагмента АП або від кількості повторів деяких операторів чи 
логічних умов. Наприклад, тривалість та безпомилковість повторного 
введення пароля людиною-оператором може відрізнятися від характе-
ристик першої спроби; або при дефіциті часу тривалість і якість вико-
нання операцій зазвичай зменшуються. Нестаціонарності початкових 
даних можна позбутися перетворивши початковий АП за ідеями регу-
ляризації алгоритмів. Для цього на кожне значення характеристики 
надійності створюємо окремий алгоритмічний елемент і за додатко-
вими логічними умовами обираємо релевантні реалізації операцій. 
Надалі розглядатимемо АП з фіксованою структурою та з постійними 
характеристики надійності елементів. 
Відповідно до концепції врахування помилок АП поділяються на 
одновимірні та багатовимірні. В одновимірних АП алгоритм може бу-
ти виконано з двома наслідками: 0 – з помилками або 1 – без помилок. 
В багатовимірному АП можливі m+1 наслідки: 1 – без помилок, 01 –
 помилка першого типу, 02 – помилка другого типу, ..., 0m – помилка 
m-го типу (рис. 1.2). Таким чином, багатовимірним АП назвемо такий 
процес функціонування, при виконанні якого можуть з’являтися, ви-
являтися та виправлятися  помилки різних типів. 
Прикладами багатовимірних АП є технологічний процес вироб-
ництва і контролю якості РЕА [79], процес фільтрації води [167], про-
цес функціонування системи «оператор–ЕОМ» [39, 102] та інші. Дета-
льний опис цих АП наведено в табл. 1.1. 
Для оцінювання надійності функціонування АП найчастіше ви-
користовують такі показники: 
1p  – ймовірність відсутності будь-якої помилки на виході АП; 
 – ймовірність помилки j-го типу ( mj ,1= ); 
T  – середній час виконання АП; 
C  – середня вартість виконання АП. 
Таблиця 1.1 
Приклади багатовимірних АП 
Назва АП Приклади основних операцій Вхідні дані Кінцевий результат Типи помилок 
Технологічний 
процес  
виробництва 
РЕА 
1. Підготовка купованих  
елементів 
2. Виготовлення комплектуючих. 
3. Набивка та пайка друкованих 
плат 
4. Складання та регулювання вуз-
лів 
Сировина, 
матеріали, 
комплек-
туючі еле-
менти 
РЕА 
1. Порушення порядку розмі-
щення радіоелементів 
2. Неправильне розміщення мі-
кросхеми 
3. Розрив контактної доріжки 
4. Неякісна пайка 
5. Неякісна металізація отворів 
Процес  
фільтрації  
води 
 
1. Механічне очищення води 
2. Виведення змулених частинок і 
частинок, що осідають 
3. Біологічне очищення 
4. Бактеріологічне очищення 
 
Забруднена 
вода 
Очищена 
вода 
 
1. Наявність піску та каменню 
2. Наявність змулених частинок 
3. Наявність азоту, фосфору та 
сірководню 
4. Наявність бактерій 
 
 
Система «опе-
ратор-ЕОМ» 
при продажі 
квитків 
 
 
1. Запит клієнта 
2. Набір запиту на клавіатурі 
3. Обробка запиту на ЕОМ 
4. Друкування квитка 
 
Запит  
клієнта Квиток 
 
1. Помилка дати поїздки 
2. Помилки в паспортних даних 
клієнта 
3. Неправильний номер рейсу 
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При проектуванні АП за критерієм надійності виникає необхід-
ність в розв’язані: 
– задачі аналізу, яка полягає в прогнозуванні показників надійно-
сті на основі структури АП та ймовірнісних, часових та вартісних ха-
рактеристик операторів та логічних умов; 
– задачі синтезу, яка полягає в генеруванні такого варіанта АП, 
який забезпечує необхідні рівні показників надійності. 
На практиці найбільш поширеними задачами синтезу АП є [12, 
38, 52, 75, 76, 93]: 
– розподіл контрольних точок; 
– вибір кратностей та часток контролю; 
– вибір способів реалізації операцій процесу. 
1.2. Методи оцінювання та забезпечення надійності 
алгоритмічних процесів 
Перші роботи з оцінювання АП з’явилися закордоном на початку 
1960-х років. Більшість моделей з ранніх досліджень спрямовані на 
розрахунок лише тривалості або вартості АП, та не враховують без-
помилковості його виконання. Серед цих робіт найбільш відомими є 
мережі ПЕРТ С. Ейснера [130] та Х. Ельмаграбі [131], мережі ГЕРТ 
Притскера [101] та моделі комп’ютерних програм Б. Байцера [2]. 
В 70-х роках ХХ ст. в відкритій пресі з’являються перші роботи 
радянських вчених з моделювання надійності АП. Це роботи 
І. Сафонова [7, 94–97] з моделювання процесів функціонування ЕОМ і 
АСУ, А. Губінського [23, 24] з моделювання процесів функціонування 
людино-машиних систем та Б. Вігмана [10, 11] і Г. Дружиніна [29–31] 
з моделювання технологічних процесів. Спільною рисою цих робіт є 
1 
АП 
 … 01 010 
a) б) 
Рис. 1.2. Наслідки виконання: 
а) одновимірного АП; б) багатовимірного АП 
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 оцінювання показників надійності АП за допомогою типових струк-
тур з основних та допоміжних операцій. В них показниками надійнос-
ті обрано ймовірність безпомилкового виконання АП, тривалість та 
вартість. Для моделювання надійності АП використовували такі типо-
ві структури: «послідовна», «паралельна», «робота–контроль–
доробка», «робота–контроль–переробка», «робота–контроль–
діагностика» та інші. В деяких роботах враховувалися як помилки     
1-го, так і 2-го родів при контролі, тобто помилки типу «хибна трево-
га» та «пропуск цілі» [49]. Більшість алгоритмічних структур склада-
ються з таких елементів [79]: 
• робочий оператор A, підчас виконання якого помилки мо-
жуть бути внесені, але не виявлені і не усунені; 
• доробка R, підчас виконання якої усуваються раніше внесені 
помилки, при цьому не виключається поява нових помилок; 
• доробка U, підчас виконання якої усуваються раніше внесені 
помилки, при цьому нові помилки не вносяться; 
• оновлення Z, підчас якого замінюється предмет діяльності на 
новий; 
• тотожний оператор E, який не змінює стан системи; 
• контроль ω , підчас виконання якого внесені помилки вияв-
ляються. 
На початку 1980-х А. Півоваров [62] запропонував моделі оціню-
вання достовірності та середньої тривалості обробки інформації в 
АСУ з використанням апарату теорії ймовірності та графів подій. Піз-
ніше А. Маміконов [54] розробив моделі оцінки достовірності, серед-
нього часу та вартості обробки інформації послідовних та циклічних 
алгоритмічних структур при незалежних, марківських та напівмарків-
ських процесах виникнення помилок. 
Закордонні дослідження в цій області зосереджені на аналізі на-
дійності технологічних процесів [118, 119, 125, 128, 134, 136, 140, 143, 
146, 148, 150, 157, 160, 161, 173, 176, 178, 181–183]. Причому суттєво 
переважають прикладні дослідження з прогнозування показників без-
дефектності, трудомісткості та прибутковості з урахуванням особли-
востей конкретного технологічного процесу. Більшість досліджень 
виконують вчені з Китаю, Тайваню та Індії. Моделі з цих робіт розрі-
зняються за: 1) типом процесу (послідовні чи складальні); 2) за типа-
ми вхідних, проміжних та вихідних та буферів; 3) за поводженням з 
забракованими виробами (доробка, заміна чи утилізація); 4) за враху-
ванням помилок 1-го та 2-го родів при контролі; 5) за типом інспекції 
(перевірка однієї операції чи усіх попередніх операцій).  
Огляд методів моделювання надійності АП зведено в табл. 1.2. В 
ній посилання йде за прізвищем першого співавтора або наукового 
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 керівника, якщо про це відомо. Винятком є стійкі авторські колективи, 
які вказані повністю. Англійською наведені прізвища іноземців, робо-
ти яких не перекладено на українську або російську мови. 
 
Таблиця 1.2 
Класифікація методів моделювання надійності АП 
Ознака Значення Дослідники та публікації 
1 2 3 
Т
ип
  А
П
 
Формальні 
алгоритми 
С. Ейснер [130], Х. Ельмаграбі [131], При-
тскер [101], І. Сафонов [94, 95], І. Кузьмін 
[50], О. Ротштейн та С. Штовба [82, 85, 
164, 172]. 
Інформаційні те-
хнології 
А. Ашеров [1], Б. Байцер [2], Н. Зінгер 
[42], А. Маміконов [54], А. Півоваров [62], 
І. Сафонов [7, 96, 97]  
Технологічні 
(трудові) 
процеси 
Б. Вігман [10, 11], А. Гарсіа-Діас [136], 
Г. Дружинін [29–31], О. Ротштейн [70, 79, 
164], B. Yum [183], C. Tang [176], D. Ballou 
та H. Pazer [118, 119], D. Yao та S. Zheng 
[125, 181], E. Jewkes [148], G. Rabinowitz 
[160], H. Gurnani [143], J. Foster та 
J. Vilalobos [134, 177, 178], J. Hsu [146], 
K. Kang [150], N. Deliman [128], S. Gunter 
[140], T. Raz [161], W. Shin [173], 
Y. Narahari [157] 
Людино-
машинні  
процеси 
М. Гриф та Є. Цой [20], А. Губінський [22–
26, 43, 64, 67], В. Євграфов [14], 
О. Ротштейн [71, 77, 164], П. Чабаненко 
[104] 
Ч
іт
кі
  п
ок
аз
ни
ки
  
на
ді
йн
ос
ті
 
Ймовірність 
безпомилковості 
Усі з названих, окрім С. Ейснера, Притс-
кера та Б. Байцера 
Тривалість або 
вартість Усі з названих 
Ймовірність пе-
реривання 
А. Губінський [25, 26, 43, 67], В. Євграфов 
[14], О. Ротштейн [79] 
Ймовірності по-
милок кожного 
типу 
О. Ротштейн [71, 77, 79] 
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 Продовження табл. 1.2 
1 2 3 
Н
еч
іт
кі
  п
ок
аз
ни
ки
  
на
ді
йн
ос
ті
 
Ймовірність 
безпомилковості О. Ротштей та С. Штовба [82, 85, 164, 172]
Тривалість або 
вартість О. Ротштей та С. Штовба [82, 85, 164, 172]
Ймовірність  
переривання – 
Ймовірності по-
милок  
кожного типу 
– 
Т
ип
  
по
м
ил
ок
 Бінарні Усі з названих 
Багатоарні  
несумісні О. Ротштейн [71, 77, 79] 
Багатоарні  
сумісні – 
П
ом
ил
ки
  п
ри
  к
он
тр
ол
і Відсутні 
А. Вострєцов [12], І. Сафонов [7, 96, 97], 
J. Hsu [146], S. Gunter [140], C. Tang 
[176], E. Jewkes [148], H. Gurnani [143], 
Y. Narahari [157], G. Rabinowitz [160], 
D. Yao та S. Zheng [125, 181] 
Тільки  
2-го роду 
А. Гарсіа-Діас [136], Г. Дружинін [29–
31], А. Маміконов [54], W. Shin [173], 
N. Deliman [128] 
1-го та 2-го 
 родів 
Б. Вігман [10, 11], М. Гриф та Є. Цой 
[20], А. Губінський [22-26, 43, 64, 67], 
В. Євграфов [14], І. Кузьмін [49], 
О. Ротштейн [71, 77, 79, 164], B. Yum 
[183], J. Foster та J. Vilalobos [134, 177, 
178], K. Kang [150], T. Raz [161] 
Н
ев
из
на
че
ні
ст
ь 
 
по
ча
тк
ов
их
  д
ан
их
 
Математичне 
сподівання Усі з названих 
Дисперсія 
А. Губінський [22, 25, 43, 67], 
О. Ротштейн [79], В. Євграфов [14], 
D. Yao та S. Zheng [125, 181] 
Ймовірнісні 
розподіли О. Ротштейн [79] 
Нечіткі  
розподіли 
О. Ротштей та С. Штовба [82, 85, 164, 
172] 
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 В теоретичному плані найбільш результативними виявились дос-
лідження наукової школи А. Губінського, які систематизовані в кни-
гах [1, 14, 20, 22, 23, 43, 64, 79, 82]. Серед цих робіт виділимо моног-
рафії [79, 82], в яких запропоновано принципово нові підходи до мо-
делювання надійності АП. 
В книзі [79] та в роботах [71, 77], що їй передували, О. Ротштейн 
для врахування помилок різних типів запропонував матричні моделі 
надійності операторів, логічних умов та алгоритмічних структур. Таке 
багатоарне моделювання надійності потрібно для врахування факту 
про те, що ймовірності внесення, виявлення та усунення помилок різ-
них типів є неоднаковими, так само як і витрати ресурсів на ці події. 
Матричне представлення характеристик безпомилковості дозволило 
отримати компактні моделі надійності алгоритмічних структур, які 
виявилися навіть простішими ніж з бінарними помилками. 
В монографії О. Ротштейна і С. Штовби [82] та в роботах [85, 
164, 172], що їй передували, запропоновано задавати нечіткими чис-
лами невизначені характеристики елементів АП, та відповідно роз-
роблено нечіткі моделі надійності алгоритмічних структур. Нечіткі 
моделі отримані з чітких за принципом нечіткого узагальнення [58, 
186]. 
Вважається, що нечіткі числа задаються в α -формі 
 ( )~ U
]1,0[
,
∈
=
α αα
yyy , (1.1)
де  αy  та αy  –  найменше та найбільше значення α-зрізу нечіткого 
числа y~ . 
За класифікацією з монографії [124] метод з [82], відноситься до 
класу probist fuzzy reliability – нечітка теорія надійності (reliability) з 
чіткими бінарними станами (binary states) системи та нечіткими ймо-
вірностями (fuzzy probability) переходів між ними. За методом [82] 
можна прогнозувати нечіткі ймовірність правильного виконання та 
тривалість АП за експертних оцінок характеристик надійності типу 
«Низька безпомилковість», «Середня тривалість» тощо. Пізніше нечі-
ткі моделі з [82] застосовувалися при прогнозуванні надійності АП в 
роботах [17, 19, 111]. 
Сучасний стан моделювання надійності алгоритмічних структур 
описано табл. 1.3.  
В табл. 1.3 використовується алгоритмічна мова алгебри 
В. Глушкова для запису послідовних, паралельних, розгалужувальних 
та циклічних алгоритмічних структур. 
 
 18
 Таблиця 1.3 
Моделі надійності алгоритмічних структур 
(Crisp – чіткі моделі; Fuzzy – нечіткі моделі; «+» – є; «–» – немає) 
Алгоритмічні  
структури 
Бінарні  
помилки 
Багатоарні  
помилки 
Crisp Fuzzy Crisp Fuzzy 
П
ос
лі
до
вн
і 
21AA  + + + – 
NA  + + + – 
П
ар
ал
ел
ьн
і 
], 21 AA[  + – + – 
21, AA  + – – – 
Ро
зг
ал
уж
ув
ал
ьн
і 
)21 A∨( Aω
 + + + – 
)UE ∨(A
ω
 + – + – 
)RE ∨(A
ω
 + + + – 
))U∨( ( EEA ∨
ωψ
 + – + – 
))R∨( ( EEA ∨
ωψ
 + + + – 
Ц
ик
лі
чн
і ω
}{ZA  + + + – 
}UE ∨{A
ω
 + – + – 
}RE ∨{A
ω
 + – + – 
 
Нижче наведено визначення алгоритмічних структур з табл. 1.3: 
 21AA  – виконання робочих операторів 1A  та 2A  в порядку запису; 
 NA  – виконання робочого оператора A рівно N раз; 
 ],  – паралельне виконання різних задач операторами 1A  
та 2A ; 
[ 21 AA
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  21, AA  – паралельне виконання однієї задачі операторами 1A  
та 2A ; 
 )  – виконання робочого оператора 1A  за істинності умо-
ви (ω=1) та робочого оператора 2A  в протилежному випадку, 
тобто коли ω=0; 
( 21 AA ∨ω
 )  та )  – виконання робочого оператора A, кон-
тролю 
( UEA ∨
ω
( REA ∨
ω
ω  та доробки (U або R) при виявленні помилок; 
 )  та )  – виконання робочого опе-
ратора A, який з ймовірністю ψp  потрапляє на контроль ω та при 
виявленні помилок на доробку (U або R); 
( )( UEEA ∨∨
ωψ
( )( REEA ∨∨
ωψ
  – циклічне виконання оператора оновлення Z та робочого 
оператора A. Цикл закінчується якщо контролем ω не знайдено 
помилок виконання останнього оператора A; 
ω
}{ZA
 } та } – виконання робочого оператора A та 
циклу контроль ω – доробка (U або R) при виявленні помилок. 
{ UEA ∨
ω
{ REA ∨
ω
З табл. 1.3 зрозуміло, що на сьогодні відсутні нечіткі моделі на-
дійності алгоритмічних структур для процесів з багатоарними помил-
ками. 
Оптимізувати надійність АП можна шляхом варіювання: 
а) переліком та кількістю контрольних процедур; б) варіантами реалі-
зацій операторів та логічних умов; в) факторами, що впливають на ха-
рактеристики надійності операторів та логічних умов. Шляхи (а) та (б) 
назвемо структурною оптимізацією АП, а шлях (в) – параметричною 
оптимізацією. 
Серед задач структурної оптимізації найбільш популярними є оп-
тимізація контролей – розстановка контрольних точок та вибір крат-
ності контролю. Задачі оптимізації контролю полягають в забезпечені 
екстремальних значень одного показника надійності при обмеженнях 
на інший. Їх аналогами в класичній дискретній оптимізації є задача 
про рюкзак [154]. Відповідність між задачами є такою: предмети рюк-
зака – операції контролю; об’єм рюкзака – вартість або тривалість АП; 
корисність рюкзака – безпомилковість АП. Відмінність полягає в ха-
рактері цільової функції та обмежень; вони лінійні в задачі про рюкзак 
та нелінійні в задачі оптимізації надійності АП. Таким чином задача 
розстановки контрольних точок є нелінійним аналогом задачі про рю-
кзак. Задача про рюкзак є NP-складною [137], тому і складність задачі 
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 розстановки контрольних точок є щонайменше такою ж. 
Задачу структурної оптимізації АП назвемо загальною, якщо в 
ній поєднано розстановку контрольних точок (чи встановлення крат-
ності контролю) з вибором реалізацій операторів та логічних умов. 
Структурно-параметричною назвемо оптимізацію АП, яка поєднує 
керовані змінні з задач структурної та параметричної оптимізації. 
Класифікація методів оптимізації надійності АП зведена в табл. 1.4. В 
ній посилання на авторів йде за правилами формування табл. 1.2. 
 
Таблиця 1.4 
Класифікація методів оптимізації надійності АП 
Оз–
нака Значення Дослідники та публікації 
1 2 3 
За
да
ча
  о
пт
им
із
ац
ії 
Розташування  
контролів 
Б. Вігман [10, 11], А. Вострєцов [12], 
М. Гриф та Є. Цой [20], А. Губінський 
[43], В. Євграфов [14], Н. Зінгер [42], 
С. Заносін [38], В. Лопухін [52], 
О. Ротштейн [75, 76, 79] 
Вибір реалізацій 
операцій 
Б. Вігман [10, 11], М. Гриф та Є. Цой 
[19–21], А. Губінський [24, 43], 
В. Євграфов [14], І. Кузьмін [50], 
І. Рибаков [93], І. Сафонов [7, 96, 97], 
О. Ротштейн [70, 79, 82, 172] 
Загальна задача 
структурної  
оптимізації 
Б. Вігман [10, 11] 
Параметрична  
оптимізація – 
Структурно-
параметрична  
оптимізація 
– 
М
ет
од
  
оп
ти
м
із
ац
ії 
Повний перебір Б. Вігман [10, 11], Н. Зінгер [42] 
Динамічне 
 програмування 
М. Гриф та Є. Цой [20], А. Гарсіа-Діас 
[136], А. Губінський [43], В. Євграфов 
[14], І. Рибаков [93], І. Сафонов [7, 96, 97], 
C. Tang [176], D. Yao та S. Zheng [181], 
H. Gurnani [143], J. Foster та J. Vilalobos 
[178], J. Hsu [146], S. Gunter [140] 
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 Продовження табл. 1.4 
1 2 3 
М
ет
од
  о
пт
им
із
ац
ії Гілок та меж 
О. Ротштейн [70, 79, 82], T. Raz [161], 
B. Yum [183] 
Лінійне 
програмування 
М. Гриф та Є. Цой [19-21], А. Губінський 
[43], В. Євграфов [14], А. Маміконов [54] 
Евристики 
М. Гриф та Є. Цой [19-21], А. Губінський 
[43], В. Лопухін [52], О. Ротштейн [75, 76, 
79], J. Foster та J. Vilalobos [134], K. Kang 
[150] 
К
ри
те
рі
ї о
пт
им
ал
ьн
ос
ті
 
Безпомилковість 
А. Губінський [24, 43], В. Євграфов [14], 
Н. Зінгер [42], А. Маміконов [54], 
О. Ротштейн [70, 75, 76, 79, 82, 172], 
І. Сафонов [7, 96, 97] 
Тривалість 
А. Губінський [43], В. Євграфов [14], 
А. Маміконов [54], О. Ротштейн [70, 75, 
76, 79, 82, 172], І. Сафонов [7, 96, 97], 
H. Gurnani [143], Y. Narahari [157], 
G. Rabinowitz [160] 
Вартість або  
прибуток 
А. Вострєцов [12], А. Гарсіа-Діас [136], 
А. Губінський [24, 43], С. Заносін [38], 
В. Євграфов [14], В. Лопухін [52], 
А. Маміконов [54], І. Рибаков [93], 
О. Ротштейн [70, 75, 76, 79, 82, 172], 
B. Yum [183], C. Tang [176], D. Ballou та 
H. Pazer [118, 119], D. Yao та S. Zheng 
[125, 181], E. Jewkes [148], G. Rabinowitz 
[160], H. Gurnani [143], J. Foster та 
J. Vilalobos [134, 177, 178], J. Hsu [146], 
K. Kang [150], N. Deliman [128], S. Gunter 
[140], T. Raz [161], W. Shin [173], 
Y. Narahari [157] 
Ймовірність поми-
лок кожного типу – 
Ймовірність 
переривання – 
Кількість  
контролю – 
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 Продовження табл. 1.4 
1 2 3 
О
бм
еж
ен
ня
 
Безпомилковість 
А. Губінський [43], В. Євграфов [14], 
А. Маміконов [54], І. Рибаков [93], 
О. Ротштейн [70, 75, 76, 79, 82, 172], 
І. Сафонов [7, 96, 97], J. Foster та 
J. Vilalobos [134] 
Тривалість 
А. Губінський [43], В. Євграфов [14], 
А. Маміконов [54], О. Ротштейн [70, 75, 
76, 79, 82, 172], І. Сафонов [7, 96, 97], 
J. Foster та J. Vilalobos [134, 178], B. Yum 
[183], W. Shin [173], H. Gurnani [143], 
D. Yao та S. Zheng [181], 
Вартість або прибу-
ток 
А. Губінський [43], В. Євграфов [14], 
А. Маміконов [54], О. Ротштейн [70, 75, 
76, 79, 82, 172] 
Ймовірність поми-
лок кожного типу – 
Ймовірність  
переривання – 
Кількість контролю – 
М
ет
а Чітка Усі з названих 
Нечітка – 
О
бм
е–
ж
ен
ня
 Чіткі Усі з названих 
Нечіткі О. Ротштей та С. Штовба [82, 172] 
Ц
іл
ьо
ва
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З табл. 1.4 видно, що дослідження зосереджені на вирішенні част-
кових задач структурної оптимізації АП за критеріями безпомилково-
сті, тривалості та вартості (або прибутковості). При оптимізації не 
враховуються такі важливі для деяких АП показники як ймовірності 
відсутності помилок кожного типу, ймовірність переривання АП та 
кількість контролерів. Останній показник особливо важливий при ро-
зробці АП з системою автоматизованого контролю, коли кожен конт-
рольний пост реалізується апаратурно. Зовсім не досліджені задачі 
 23
 параметричної оптимізації АП та змішані задачі структурно-
параметричної оптимізації. Такий стан пояснюється складністю задач 
оптимізації. Навіть найлегша з них – розстановка контрольних точок є 
NP-складною. Тому розробка алгоритмів вирішення цих задач на базі 
класичних методів оптимізації є вкрай складною. 
Вперше задачі нечіткої оптимізації надійності АП запропоновані 
в [82]. Вони стосуються одного класу задач структурної оптимізації 
АП, а саме – вибору варіантів реалізації операторів та логічних умов 
за критеріями нечіткої безпомилковості та нечіткої тривалості. Опти-
мізація здійснюється за узагальненим на випадок нечітких початкових 
даних алгоритмом гілок та меж з [79]. Алгоритм оптимізації формує 
паретівську множину шляхом відсікання неперспективних фрагмен-
тів. Для цього застосовуються тривіальні правила порівняння альтер-
натив з нечіткими показниками надійності Вибір розв’язку з паретів-
ської множини альтернатив здійснюється після дефаззіфікації нечіт-
ких показників надійності. Інші задачі нечіткої оптимізації надійності 
АП досі не сформульовані. 
Зважаючи на те, що нечітка оптимізації АП майже не досліджена, 
проведемо огляд можливих варіантів її розв’язання. В теорії нечітких 
множин задача оптимізації вважається нечіткою якщо виконується 
хоча б одна із таких умов: 
• значенням цільової функції або обмежень є нечіткі числа; 
• праві частини обмежень задані нечіткими числами; 
• мета оптимізації задана нечіткими числами. 
Математичні задачі нечіткої оптимізації досліджували багато на-
уковців, зокрема С. Орловський [59], В. Тарасов [58 глава 9], 
О. Вощінін [13], Ю. Зайченко [36, 37], М. Згуровський [41], А. Язенін 
[112, 113], Б. Лю [53], H. Zimmerman [186]. В більшості робіт вважа-
ється, що функція належності нечітких чисел є трикутною (рис. 1.3). 
 
Рис. 1.3. Нечітке число з трикутною функцією належності  
(μ – ступінь належності) 
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 При нечіткій оптимізації потрібно вміти відповідати на питання: 
1) чи задовольняє обмеження поточний вектор керованих змін-
них; 
2) чи досягає екстремуму цільова функція для поточного век-
тора керованих змінних; 
3) як діяти, щоб з поточної точки потрапити в оптимум. 
Аналогічні питання виникають і при чіткій оптимізації [69], але 
відповідь на перше з них є тривіальним. В нечіткому випадку кожне 
питання вирішується неоднозначно через необхідність порівняння не-
чітких чисел. Відношення порядку над нечіткими числами A~  та B~  
однозначно можна встановити лише в тривіальному випадку, коли  
 ( )ααα BA ≤таαα BA ≤∈∀ :]1,0[ , (1.2)
де [ ]αα AA ,  та [ ]αα BB ,  – α -зрізи цих нечітких чисел. Експериме-
нтальні дослідження, які проведені [82] показали, що при оптимізації 
реальних АП за правилом (1.2) відсікається небагато варіантів, тому 
на виході отримуємо велику паретівську множину альтернатив. Звідси 
ранжувати варіанти АП доводиться за евристичними правилами порі-
вняння нечітких чисел. Аналогічна проблема виникає при порівнянні 
чіткого числа з нечітким. 
В нечіткій оптимізації склалися 2 підходи. За першим підходом 
намагаються перетворити нечітку оптимізацію в чітку [13, 36, 53, 58, 
59, 112, 113, 115, 186]. Для цього вводять евристичні правила порів-
нянь нечітких чисел, або оптимізують на деякому α-рівні функції на-
лежності. За другим підходом [37, 58, 186] застосовують принцип 
Беллмана–Заде про злиття цілей та обмежень з нечіткої теорії прийн-
яття рішень [4, 121]. 
Перший підхід схожий на класичні пошукові методи оптимізації – 
чіткі постановки розмивають за принципом нечіткого узагальнення. 
Таке розмиття задачі оптимізації має за мету пом’якшити обмеження, 
сформувавши нечітку область допустимих розв’язків. Спочатку роз-
беремось, якими чином треба ввести нечіткі числа в обмеження задачі 
оптимізації, щоб сформувати коректну нечітку область допустимих 
розв’язків. Для прикладу розглянемо чітке обмеження з вартості АП 
9)(X ≤C , (1.3) 
яке, спробуємо пом’якшити механічною заміною чіткого числа в пра-
вій частині на нечітке число. В результаті отримуємо такий вираз: 
9~)( ≤XC
9
, (1.4) 
~  – нечітке число з відомою на момент оптимізації функцією на-де  
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 лежності. 
Припустимо, що нечітке число 9~  задано трикутною функцією 
належності (рис. 1.3) з параметрами a=7, b=9, c=11. Тоді, за визначен-
ням операцій порядку над нечіткими числами [4], умова (1.4) буде ви-
конана, якщо ]7,0[)( ∈XC  (рис. 1.4а), що з урахуванням невід’ємності 
цього показника можна записати як 7)( ≤XC . Таким чином, умова 
(1.4) з нечіткою правою частиною не тільки не пом’якшила обмежен-
ня (1.3), а зробило його більш жорстким. 
Для пом’якшення умови (1.3) праву частину задають так званим 
нечітким числом з насиченням, ядро якого складають усі числа, що не 
перевищують 9. Функція належності нечіткого числа з насиченням є 
монотонною. В аналізованому випадку ядро нечіткого числа з наси-
ченням дорівнюватиме ]  (рис. 1.4б). При ]9,0[ 9,0[)( ∈XC  ступінь ви-
конання такої нечіткої умови дорівнюватиме 1, тобто нечітке обме-
ження задовольняється повною мірою. Значення ]9,0[)( ∈XC  задово-
льняють і аналогічне чітке обмеженню (1.2). При більших значеннях 
C(X) ступінь виконання нечіткої умови визначається функцією нале-
жності нечіткого обмеження. 
 
 
Рис. 1.4. Нечіткі обмеження 9~)( ≤XC  
 
Узагальнюючи на довільні значення правих частин, сформулює-
мо такі правил перетворення чітких обмежень-нерівностей в нечіткі 
умови 
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, (1.5) 
де A  та A  – найменш та найбільш можливі значення змінної a; 
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 ε  – мала величина; 
)~(Acore  – ядро нечіткого числа A~ . 
Припустимо, що в постановці задачі оптимізації є V нечітких 
умов. Позначимо ступені виконання цих умов розв’язком X через 
)(1 Xμ , )(2 Xμ , ..., )(XVμ . Виникає питання як врахувати таку інфор-
мацію при прийнятті рішення. На нашу думку тут можливі такі два 
способи. 
Перший спосіб стосується встановлення відношення порядку над 
розв’язками задачі оптимізації. Для цього використовують такі триві-
альні правила: 
 якщо значення цільової функція для 1X  краще ніж для 2X  та 
)()( 21 XX vv μμ ≥ , Vv ,1= , тоді 1X  краще за 2X ; 
 якщо значення цільової функція для 1X  не гірше ніж для 2X , 
та )v ()(: 21 XX vv μμ ≥∀ , та )()(: 1X vvv 2Xμμ >∃ , 
}...,,2,1{ Vv∈ , тоді 1X  краще за 2X . 
Для нетривіальних випадків відношення порядку між розв’язками 
без залучення евристик встановити неможливо, тому використання 
такого способу є обмеженим. 
Другий спосіб стосується визначення області допустимих 
розв’язків. Пропонується визначити V-місну функцію, яка б відобра-
жала ( )(1 Xμ , )(2 Xμ , ..., )(XVμ ) в двохелементну множину {0 – недо-
пустимий розв’язок, 1 –допустимий розв’язок}. 
Відображення ( }1,0{)(...,),(),( 21 →XXX V )μμμ  можна реалізува-
ти різними функціями згорток. Найпростіше це зробити, встановивши 
для кожного обмеження мінімальне порогове значення ступеня нале-
жності, досягнення якого розв’язком задачі оптимізації інтерпретуєть-
ся як виконання нечіткої умови. Позначимо через  – порогове зна-
чення ступеня належності v-ої нечіткої умови, 
*
vμ
V,1v = . Тоді розв’язок 
буде допустимим, якщо 
*)(:}...,,2 vvV μμ ≥X,1{v∈∀ . (1.6) 
Функції належності нечітких умов та порогові значення ступеня 
належності відомі до початку оптимізації, тому їм можна поставити у 
відповідність звичайні чіткі обмеження. Для усунення цього недоліку 
можна крім порогових значень  за кожним нечітким обмеженням 
встановити і інтегральну планку 
*
vμ
*μ  
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⎜⎜⎝
⎛∈ ∑
=
V
Vv
v ,*
,1
*μμ . 
Але і в цьому випадку з (1.7) та з аналітичних виразів функцій 
належності можна записати еквівалентні обмеження без нечітких чи-
сел. Відповідно, другий спосіб використання інформації про нечітке 
задоволення пом’якшених обмежень фактично не відрізняється від чі-
ткого послаблення обмежень. 
Таким чином, спроба сформувати нечітку оптимізацію за прин-
ципом нечіткого узагальнення чітких постановок задач пошуку екст-
ремуму призводить до залучення евристичних правил порівняння не-
чітких чисел, що вносить суб’єктивізм в ранжування альтернатив. На-
магання обійдися без евристичних правил порівняння нечітких чисел 
вироджує задачі нечіткої оптимізації в задачі чіткого математичного 
програмування, тобто є завуальованою під нечіткі числа реалізацією 
чітких обмежень. 
За другим підходом до нечіткої оптимізації при ранжуванні аль-
тернатив застосовують принцип Беллмана–Заде. Замість знаходження 
екстремуму нечіткої цільової функції на нечіткій області допустимих 
розв’язків задачу оптимізації ставлять як пошук вектора керованих 
змінних X, який більшою мірою задовольняє нечітку мету G~ . Нечітка 
мета може складатися з декількох нечітких критеріїв VCCC
~...,,~,~ 21 .  
Позначимо через )(~ X
iC
μ  – ступінь задоволення альтернативою X 
нечіткого критерію iC
~ , Vi ,1= . Тоді за принципом Беллмана–Заде [4, 
121] ступінь задоволення мети оптимізації за всіма критеріями одно-
часно розраховують таким чином: 
)(... ~ X
VC
)()()( ~~~
21
XXX CCG μμμμ ∧∧∧= , (1.8) 
де  – t-норма, яку зазвичай реалізують операцією мінімуму. ∧
Як оптимальний розв’язок обирають альтернативу з максималь-
ним ступенем належності (1.8). 
Переваги нечіткої оптимізації за принципом Беллмана–Заде над 
оптимізацією за нечітким узагальненням полягають в: 1) простішій 
схемі прийняття рішення; 2) меншій обчислювальній складності; 
3) меншому суб’єктивізмі, тому що є лише один евристичний пара-
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 метр – реалізація t-норми в (1.8). Як недолік, вкажемо на те, що досі 
залишаються відкритими такі питання: 
• як розрахувати ступінь задоволення нечіткого критерію до-
вільною альтернативою; 
• за якими правилами генерувати альтернативи, щоб знайти 
оптимум за прийнятний час. 
1.3. Принципи моделювання надійності алгоритмічних 
процесів 
Ґрунтуючись на основних ідеях моделювання надійності АП [2, 
10, 11, 29-31] та методів оптимізації надійності АП [43] сформулюємо 
ряд методологічних принципів, які будемо використовувати для оці-
нювання та забезпечення надійності багатовимірних АП: 
1. Принцип опису АП мовою алгоритмічних алгебр. У відповідно-
сті до цього принципу структуру довільного АП можна записати за 
допомогою системи алгоритмічних алгебр Глушкова [18]. 
2. Принцип переходу від алгоритмічного до ймовірнісного опису. 
Згідно з цим принципом, на основі алгоритмічного опису будуються 
ймовірнісні моделі, які дозволяють оцінити показники надійності АП 
за відомими характеристиками надійності операторів і логічних умов. 
Алгоритмічний опис відображає логіко-часову послідовність дій при 
функціонуванні системи. Елементами алгоритмічного опису є опера-
тори і логічні умови. Ймовірнісним описом називаються отриманні на 
основі алгоритмічного опису формули розрахунку показників надій-
ності за відомими характеристиками часу, витрат і ймовірності прави-
льного виконання операторів та логічних умов. 
3. Принцип типових алгоритмічних структур. Відповідно до цьо-
го принципу оцінка показників надійності АП здійснюється за такою 
методикою: 
– виділення комбінацій операторів і логічних умов, які часто зу-
стрічаються, в типові структури; 
– розробка моделей надійності таких типових структур; 
– оцінка показників надійності типових структур, шляхом заміни 
на єдиний оператор з еквівалентними характеристиками; 
– послідовне застосування типових структур для редукції почат-
кового АП до єдиного оператора. 
4. Принцип багатоваріантності АП. Відповідно до цього прин-
ципу АП може перебувати в багатьох станах, які визначаються наяв-
ністю помилок різних типів. Після виконання будь-якого оператора чи 
логічної умови стани АП можуть бути такими: 1) відсутність будь-
яких помилок функціонування; 2) наявність помилки функціонування 
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1-го типу; 3) наявність помилки функціонування 2-го типу тощо. За 
сумісних помилок АП може знаходитися також в станах з парними, 
трійними, четверними помилками тощо. Якщо помилки не розрізня-
ються за типами, тоді АП може знаходитися в одному з двох станів – 
без помилок функціонування та з помилками. 
5. Принцип представлення експертних оцінок початкових даних 
нечіткими числами. Відповідно до цього принципу ймовірнісні та ча-
сові характеристики надійності операторів та логічних умов задаються 
нечіткими числами у вигляді такої трійки [163, 164] 
 ( )lqqq ,,= , (1.9)
де ( )qq  – нижня (верхня) межа зміни q ; 
l – експертна оцінка параметра  в діапазоні q ],[ qq , яка обирається 
з терм-множини {Низький, Середній, Вище Середнього, Високий}. 
6. Принцип α-рівневого представлення нечітких чисел. Відповідно 
до цього принципу для зручності розрахунків та компактності моде-
лей нечіткі числа задаватиме α-формі (1.2) 
7. Принцип нечіткого узагальнення моделей надійності. Відпові-
дно до цього принципу відомі моделі надійності типових алгоритміч-
них структур узагальнюються на випадок нечітких початкових даних, 
що дозволяє використовувати експертні оцінки. 
8. Принцип багатоваріантності постановок задач оптимізації 
надійності АП. Відповідно до цього принципу задачі оптимізації на-
дійності АП можна ставити в різний спосіб. Багатоваріантність поста-
новок задач оптимізації полягає як в різних способах формування 
критеріїв і обмежень, так і різних методах покращення надійності АП. 
При цьому задачі оптимізації за характером керованих змінних мо-
жуть бути дискретними, неперервними та змішаними. 
9. Принцип генетичної оптимізації надійності АП. Відповідно до 
цього принципу різноманітні задачі оптимізації надійності АП 
розв’язуватимемо з єдиних позицій за допомогою ГА. Особливістю 
ГА є можливість отримання гарних розв’язків для дискретних, непе-
рервних та змішаних задач оптимізації без суттєвих модифікацій ос-
новних генетичних процедур. 
10. Принцип поєднання ГА з схемою Беллмана–Заде для нечіткої 
оптимізації надійності АП. Відповідно до цього принципу в нечіткій 
оптимізації альтернативи ранжуватимемо за схемою Беллмана–Заде з 
нечіткої теорії прийняття рішень. Генерувати альтернативи будемо за 
допомогою ГА, який за рахунок імітації механізмів природної еволю-
ції суттєво скорочує перебір варіантів. 
 2. МОДЕЛЮВАННЯ   НАДІЙНОСТІ 
БАГАТОВИМІРНИХ   АЛГОРИТМІЧНИХ   ПРОЦЕСІВ 
В цьому розділі наводяться матричні моделі надійності операто-
рів, логічних умов, типових алгоритмічних структур та алгоритм ана-
лізу надійності багатовимірних алгоритмічних процесів. Матеріали 
розділу базуються на роботах [71, 77, 79]. 
2.1. Аналіз помилок різних типів 
Помилки різних типів, що виникають в АП, пов’язані з неправи-
льним виконанням людиною (оператором, технологом, контролером) 
або технікою деякого фрагмента алгоритму, тобто послідовності опе-
рацій, дій або робіт. В більшості робіт з теорії надійності алгоритмів 
[30, 96] врахування помилок здійснюється за бінарною концепцією, де 
розрізняються лише два стани виконання алгоритму з помилками або 
без помилок. Самі ж помилки не розрізняються за типом, тобто не ва-
жливо, яка помилка зроблена при виконанні алгоритму. В багатьох 
реальних задачах використання бінарної концепції врахування поми-
лок є недоцільним, оскільки для різних типів помилок різними є ймо-
вірності їх внесення, виявлення та усунення, так само як і витрати ре-
сурсів на ці процедури. Наприклад, для процесу виробництва друко-
ваних плат ймовірність виправлення дефектів травлення, пов’язаних з 
неправильним розташуванням фотошаблону, майже завжди дорівнює 
нулю, а ймовірність виправлення дефекту, пов’язаного з неповною 
очисткою плати від відпрацьованого фоторезисту є близькою до оди-
ниці. Врахування помилок різних типів дозволяє ефективніше проек-
тувати АП. Проілюструємо це на прикладі технологічного процесу 
виробництва РЕА. 
Приклад 2.1 Розглядається такий фрагмент процесу виготовлення 
РЕА 
 , (2.1) )( UEAB ∨=
ω
де  А – пайка друкованої плати; { 21, }ωωω∈  – множина контролів якості виконання операції А; 
U – доробка, яка виправляє дефекти, що виявлені контролем ω. 
Будемо вважати, що під час пайки можуть бути внесені 2 типа 
дефектів: 1 – непропай; 2 – перегрів мікросхеми. Ймовірності внесен-
ня 1-го та 2-го типу дефектів такі: =0,15; =0,05. Вартість вико-10Ap 2
0
Ap
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 нання пайки =20. Ac
Будемо вважати, що при контролі відсутні помилки першого роду 
(«хибна тривога»). Ймовірнісно-вартісні характеристики контролів ω 
наведені в табл. 2.1. В цій таблиці через  та  позначено ймо-
вірності виявлення дефектів 1-го та 2-го типу, а через  – вартості 
виконання контролів ω. 
100ωk 200ωk
ωc
 
Таблиця 2.1 
Ймовірнісно-вартісні характеристики контролів ω 
Варіант 100ωk 200ωk ωc   
1ω  0,88 0,40 18 
2ω  0,75 0,80 20 
 
При виконанні доробки дефекти виправляються з ймовірністю 
1
Uν =0,98. Середня вартість виконання доробки c =80.  U
Ціна експлуатації РЕА з дефектами 1-го та 2-го типу така: c1=10; 
c2=300. 
Необхідно визначити, який контроль краще встановити 1ω  чи 2ω  
та порівняти прийняття рішення за бінарною та n-арною концепцією 
врахування помилок. 
Розв’язок. Визначимо ймовірнісно-вартісні характеристики алго-
ритму (2.1). Для цього розрахуємо ймовірності появи дефектів 1-го та 
2-го типу на виході алгоритму (2.1) за такими формулами 
( )10000 111 1 UAB kpp νω ⋅−⋅= , 
( )10000 222 1 UAB kpp νω ⋅−⋅= . 
Середня вартість виконання алгоритму (2.1) розраховується так 
( )2211 000000 ωωω kpkpcccc AAUAB ⋅+⋅⋅++=
1
Bp
21 001 1 BBB ppp −−=
. 
В табл. 2.2 наведено ймовірнісно-вартісні характеристики різних 
варіантів виконання алгоритму (2.1). В цій таблиці через  позначе-
но ймовірність безпомилкового виконання (2.1), яку розраховано так 
. 
Розглянемо прийняття рішення за бінарною концепцією враху-
вання помилок. Безпомилковість варіантів виконання алгоритму (2.1) 
 32
 є однаковою =0,95, але середня вартість виготовлення РЕА з конт-
ролем 
1
Bp
1ω  є дешевшою і тому цей варіант є оптимальним. 
 
Таблиця 2.2 
Ймовірнісно-вартісні характеристики алгоритму (2.1) 
Варіант 1Bp 1
0
Bp 2
0
Bp Bc    
)(
1
UEA ∨=
ω
B  0,95 0,02 0,03 50,2 
)( UEAB ∨=
2ω
 0,95 0,04 0,01 52,2 
 
При багатоарній концепції враховують не тільки бездефектність і 
вартість процесу, але і ймовірності дефектів різних типів. З табл. 2.2 
видно, що хоча бездефектність є однаковою для обох варіантів, але в 
першому варіанті «дорогих» дефектів (другий тип) в тричі більше ніж 
в другому варіанті. Тому як критерій прийняття рішення будемо вико-
ристовувати сумарні витрати на виробництво та експлуатацію РЕА. 
Вони розраховуються таким чином  
( )2010 21 cpcpcc BBB ⋅+⋅+= . 
Загальні витрати для першого та другого варіантів склали 59,4 та 
55,6. Таким чином варіант виконання алгоритму (2.1) з контролем 2ω  
є оптимальним. 1 
З наведеного прикладу видно, що врахування помилок різних 
типів дає можливість управляти надійністю та знизити ризик 
експлуатації кінцевого результату, що отримується на виході АП. У 
зв’язку з цим виникає зацікавленість в розробці теорії проектування 
АП з врахуванням помилок різних типів. 
2.2. Моделі надійності операторів та логічних умов 
В теорії надійності АП використовуються робочий оператор, 
оператор доробки, оператор оновлення та оператор тотожності [71, 
79]. 
Робочим оператором називається такий оператор А, при 
виконанні якого помилки лише вносяться в АП, але не виявляються та 
не усуваються. 
                                                 
1 Тут і надалі символом  позначено кінець прикладу 
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При виконанні робочого оператора можливі такі події: 1 –
 робочий оператор виконаний безпомилково;  – робочий оператор 
виконаний з помилкою j-го типу, 
j0
mj ,1= . На рис. 2.1 зображено граф 
переходів між станами робочого оператора. Припускається, що пере-
ходи з одних типів помилок на інші не допускаються. На рис. 1.3 че-
рез  позначено ймовірність правильного виконання робочого опе-
ратора А,  а через 
1
Ap
j
Ap
0  ймовірність внесення помилки j-го типу при 
виконанні оператора А, причому , ∑+
=
m
j
Ap
1
1 =Ajp0 1 m,1=j . 
 0m 1 01 
Рис. 2.1. Граф переходів при виконанні робочого оператора А 
1
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Використовуючи граф переходів (рис. 2.1), модель надійності ро-
бочого оператора представимо такою матрицею: 
 . (2.2) 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
100
010
001 1
...
............
...
p...pp mAAA
AP
Оператором доробки називається такий оператор U, при вико-
нанні якого помилки, що виникають в АП, усуваються. 
Будемо вважати, що при доробці додаткові помилки не вносять-
ся. При виконанні оператора доробки можливі такі події: 1 – оператор 
доробки виконаний безпомилково; 0  – при доробці помилка j-го типу 
не усунена, 
j
mj ,1=
)( 01 jj UU vv
. 
На рис. 2.2 зображено граф переходів оператора доробки, де че-
рез  позначено ймовірність усунення (не усунення) помилки 
 j-го типу при виконанні оператора доробки U, причому , 101 =+ jj UU vv
mj ,1= . 
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Рис. 2.2. Граф переходів при виконанні оператора доробки U 
За графом переходів з рис. 2.2 модель надійності оператора до-
робки представимо такою матрицею: 
 . (2.3) 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
mm
UU
UU
U
v...v
...
...vv
...
01
01
0
0
001
11
P
На рис. 2.3. зображено граф переходів оператора доробки R, при 
виконанні якого вносяться додаткові помилки. На цьому рисунку че-
рез 1Rν  позначено ймовірність правильного виконання оператора до-
робки R , а через jR
10ν  – ймовірність внесення помилки j-го типу при 
доробці R, причому , 1
1
01 =+ ∑
=
m
j
R
jv1Rv mj ,1= . 
За графом переходів з рис. 2.3 модель надійності оператора до-
робки R представимо такою матрицею: 
 . (2.4) 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
mm
m
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0
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111 ννν
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Рис . 2.3. Граф переходів при виконанні оператора доробки R 
 
Оператором оновлення називається такий оператор Z, який при-
значений для заміни робочого оператора, в якому виявлені помилки, 
на новий. 
При виконанні оновлення Z з ймовірністю 1 відбувається перехід 
з будь-якого стану в стан відсутності помилок (рис. 2.4). 
 1 01 0m 
1 
. . .  
 
1 1 
 
 
 
 
 1
 
 Рис. 2.4. Граф переходів при виконанні оператора оновлення Z 
За графом переходів з рис. 2.4 модель надійності оператора онов-
лення представимо такою матрицею: 
 
1
...
2
1
0...01
............
0...01
0...01
121
+⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
+
=
m
m
ZP . (2.5) 
Оператор оновлення Z вводиться в АП, коли при виявленні поми-
лок відбувається повна переробка виконаного робочого оператора. 
Тотожним оператором називається оператор Е, який не змінює 
стан АП. 
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 В реальних АП цей оператор відсутній, але його вводять для мо-
делювання АП засобами мови алгоритмічних алгебр [18]. На рис. 2.5 
зображено тотожній оператор Е у вигляді графа. 
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Рис. 2.5. Тотожний оператор Е  
 
За графом з рис. 2.4 модель надійності оператора тотожності 
представимо такою матрицею: 
 . (2.6) 
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Для підвищення надійності алгоритму в процес функціонування 
вводять контроль. 
Контролем називається логічна умова ω, яка вводиться в АП для 
виявлення допущених помилок. При виконанні контролю можливі та-
кі події: 
11 (10) – відсутність помилок ідентифіковано контролем прави-
льно (неправильно); 
00j (01j) – наявність помилки j-го типу ідентифіковано контролем 
правильно (неправильно). 
На рис. 2.6 зображено граф переходів при контролі з врахуванням 
помилок першого та другого роду. На цьому рисунку через  
позначено ймовірність того, що відсутність помилок ідентифіковано 
правильно (неправильно), а через )  ймовірність пропуску 
(виявлення) помилки j-го типу, причому , 
)( 1011 ωω kk
( 0001 jj kk ωω
01 +jkω 100 =jkω mj ,1= . 
На рис. 2.6 ймовірності  та  формуються до перевірки 
умови ω та необхідні для прийняття того чи іншого рішення при керу-
1ωp jp
0
ω
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 ванні процесом функціонування АП (рішення «1» або рішення «0»), 
причому:  – апріорна ймовірність відсутності помилок в АП;  –
 апріорна ймовірність наявності помилок j-го типу, 
1ωp jp
0
ω
mj ,1=  
( ). 1
1
1 ∑+
=
m
j
pω
...
11
1
ω
ωK
+
0 =jpω
⎜⎜
⎜⎜
⎜
⎝
⎛
=
k
0
0
K1
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За графом переходу контролю ω його модель надійності предста-
вимо такими матрицями: 
 ;   , (2.7) 
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причому IK =0ωω , де І – одинична матриця. 
Матричне представлення операторів (2.2)–(2.6) та логічної умови 
(2.7) забезпечує компактність моделей прогнозування надійності бага-
товимірних АП. 
2.3. Моделі надійності алгоритмічних структур 
Алгоритмічна структура – це така комбінація операторів та логі-
чних умов, для яких отриманні математичні моделі, які дозволяють 
замінити її єдиним оператором з еквівалентними характеристиками 
надійності. Згідно з теоремою про регуляризацію довільний алгоритм 
може бути представлений у вигляді таких алгоритмічних структур: 
«послідовна»,  «ω-диз’юнкція»  та  «ω-ітерація».  В табл. 2.3  наведено 
01 
11
101ωk 100ωk
1ωp 10ωp p 0ω
ωk mk 00ω
mk 01ω
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m
ГРис. 2.6. раф переходів при виконанні контролю ω 
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 Таблиця 2.3 
Моделі надійності типових алгоритмічних структур 
А1 
А2 
Назва Позначення Граф-схема Еквівалентні 
характеристики 
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 моделі надійності цих алгоритмічних структур, а також структур 
«робота–контроль–доробка», «багаторазова робота» та «ω-доробка», 
які часто зустрічаються при проектуванні АП. В цій таблиці через 
 позначено час виконання робочого оператора А, 
оператора доробки U та контролю ω. Використання моделей 
надійності (табл. 2.3) дозволяє перетворити довільний АП до єдиного 
робочого оператора з еквівалентними характеристиками часу 
виконання, ймовірності безпомилкового виконання та ймовірностей 
наявності помилок кожного типу. 
tA ωttU та,
Приклад 2.2. Розглянемо структуру «робота–контроль–доробка» 
. Ймовірнісно-часові характеристики робочого оператора 
А, оператора доробки U та контролю ω представлені в табл. 2.4. 
Необхідно обчислити еквівалентні характеристики надійності цієї 
структури. 
)( UEAF ∨=
ω
 
Таблиця 2.4 
Ймовірнісно-часові характеристики елементів структури 
«робота–контроль–доробка» 
Робочий оператор А Оператор доробки U Контроль ω 
⎟⎟
⎟
⎠
⎞
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
2,008,0
01,09,0
001
UP ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
05,000
002,00
009,0
1ωK⎜⎜
⎜
⎝
⎛
=
100
010
07,003,09,0
AP   
4=At 8 =Ut 2 =ωt  
 
Еквівалентні характеристики надійності структури «робота–
контроль–доробка» розрахуємо за формулами з табл. 2.3 
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Таким чином середній час та ймовірність безпомилкового вико-
нання структури «робота-контроль-доробка» складає 7,5 та 0,979, а 
ймовірності появи помилок 1-го та 2-го типу складає 0,004 та 0,017.  
2.4. Алгоритм моделювання надійності 
Розрахунок показників надійності багатовимірних АП розрахову-
ється за таким алгоритмом: 
〈Задати структуру АП у вигляді суперпозиції М алгоритмічних 
структур 〉; 
〈Встановити лічильник алгоритмічних структур: і:=1 〉; 
While 〈Виконується умова Mi ≤ 〉 do 
If 〈 i-та структура «послідовна»? 〉 
〈 Замінити i-ту структуру єдиним оператором за формулою 
структури «послідовна» з табл.2.3 〉; 
End; 
If 〈 i-та структура «ω-диз’юнкція»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулою 
структури «ω-диз’юнкція» з табл. 2.3〉; 
End; 
If 〈i-та структура «ω-ітерація»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулою 
структури «ω-ітерація» з табл. 2.3 〉; 
End; 
If 〈 i-та структура «робота-контроль-доробка»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулою 
структури «робота-контроль-доробка» з табл. 2.3 〉; 
End; 
If 〈 i-та структура «багаторазова робота»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулою 
структури «багаторазова робота» з табл. 2.3 〉; 
End; 
If 〈 i-та структура «ω-доробка»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулою 
структури «ω-доробка» з табл. 2.3 〉; 
End; 
End. 
 3. ФОРМАЛІЗАЦІЯ  ЗАДАЧ  ОПТИМІЗАЦІЇ  НАДІЙНОСТІ 
АЛГОРИТМІЧНИХ   ПРОЦЕСІВ 
 
Формулюються постановки задач оптимізації АП, що враховують 
різноманітні способи управління надійнстю. Пропонується загальна 
постановка задачі векторної оптимізації АП та аналізуються способи її 
скаляризації за допомогою функції ризику, цільового програмування, 
умовної оптимізації та їх поєднання. Пропонується підхід до синтезу 
окремих задач оптимізації з загальних задач, які віддзеркалюють 
практичні потреби управління надійністю АП. 
3.1. Формалізація керованих змінних для задач оптимізації 
надійності 
З інженерної точки зору найбільш доцільними шляхами управ-
ління надійністю АП є варіювання: а) переліком та кількістю контро-
льних процедур; б) варіантами реалізацій операторів та логічних 
умов; в) факторами, що впливають на характеристики надійності опе-
раторів та логічних умов. Шляхи (а) та (б) можна інтерпретувати як 
структурну оптимізацію АП, а (в) – як параметричну оптимізацію. 
Нижче формалізуються шляхи варіювання надійності за допомогою 
векторів керованих змінних. 
Нехай АП складається з  потенційно-контрольованих операто-
рів. Тоді перелік контрольних процедур опишемо таким вектором 
n
)....,,,( 21 cnccc xxx=X , 
в якому координата  вказує на наявність (cix 1=cix ) або відсутність 
( 0) контролю після i-го оператора, =cix ni ,1= . 
Кратність контрольних процедур теж можна задати вектором  
за умови, що його координати прийматимуть цілочисельні значення 0, 
1, 2, .... 
сX
В задачах оптимізації АП крім покращувальних підстановок з 
[79] можуть використовуватися і ітеративні структури «робота–
контроль–оновлення» або «робота–контроль–доробка» з пам’яттю, в 
яких число зворотних зв’язків обмежено. В цьому випадку координа-
ти вектора  прийматимуть цілочисельні значення 0, 1, 2, ..., які за-
дають граничну кількість перевірок. Нульове значення керованої 
змінної вказує на відсутність контролю. 
сX
Нехай АП складається з h операторів та логічних умов, які можна 
реалізувати різними способами. Тоді варіант АП опишемо таким век-
тором: 
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 )....,,,( 21 ahaaa xxx=X , 
де   – вказує на номер способу альтернативної реалізації 
i-ї операції, 
...},2,1{∈aix
hi ,1= . 
Позначимо через  – i-й фактор впливу на надійність елемента 
АП, значення якого можна змінювати. Тоді варіант АП опишемо та-
ким вектором: 
fix
)....,,,( 21 fkfff xxx=X , 
де  k – кількість факторів впливу. 
Формально надійність АП оптимізується зміною координат век-
торів ,  та . Можливі варіанти формування керованих 
змінних з цих векторів наведені в табл. 3.1. Наприклад, для першого 
варіанта – для задачі оптимальної розстановки контрольних точок – 
керовані змінні задаються вектором  з бінарними значеннями ко-
ординат. Всього існує 11 варіантів формування вектора X керованих 
змінних задачі оптимізації надійності АП з векторів ,  та . З 
цих 11 задач оптимізації 5 розглядалися раніше, а 6 є новими. 
сX aX fХ  
сX
сX aX fХ  
 
Таблиця 3.1 
Класифікація задач оптимізації надійності АП за переліком 
керованих змінних (B – бінарні значення, M – цілочисельні значення, 
N – не застосовується, Y – застосовується) 
Новиз–
на 
№ Керовані змінні Назва задачі 
cX  aX  fX
Відомі 
задачі 
1 B N N Розстановка контрольних точок 
2 M N N Вибір кратності контролю 
3 N Y N Вибір способів реалізації елементів 
4 B Y N Загальна задача структурної 
оптимізація АП 5 M Y N 
Нові  
задачі 
6 N N Y Параметрична оптимізація АП 
7 N Y Y 
Структурно-параметрична 
оптимізація АП 
8 B N Y 
9 M N Y 
10 B Y Y 
11 M Y Y 
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 3.2. Показники надійності, які враховуються при 
оптимізації 
При оптимізації надійності АП пропонується враховувати такі 
показники: 
1p  – ймовірність безпомилкового виконання АП; 
j0p  – ймовірність появи помилки j-го типу на виході АП, 
m,j 1= ; 
I  – ймовірність переривання АП; 
С  – вартість виконання АП; 
T  – тривалість виконання АП; 
S  – загальна кількість допоміжних (контрольно–доробчих) про-
цедур в АП. 
Показники , C та T застосовували при оптимізації АП і раніше. 
Використання показників , 
1p
jp0 I  та S  при оптимізації надійності АП 
пропонується цією роботою. Показники , jp0 mj ,1=  застосовуються 
при моделюванні надійності багатовимірних АП. Показник I доцільно 
застосовувати при оптимізації АП, при виконанні яких можливі пере-
ривання через вичерпання ресурсів. Прикладами обмежених ресурсів 
є число запасних заготовок в технологічному процесі виробництва 
продукції, кількість спроб введення пін-коду при отримані готівки че-
рез банкомат або ліміт часу на виконання курсової роботи студентом 
університету. Показник S доцільно враховувати при оптимізації АП, 
операції якого з деяких причин не можливо перевірити в повному об-
сязі. Наприклад, АП з 50 операцій виконується в приміщенні, в якому 
одночасно можна розташувати лише 5 робочих місць контролерів. 
3.3. Задачі багатокритеріальної оптимізації надійності 
В загальному випадку оптимізацію надійності АП за критеріями 
 сформулюємо як задачу век-
торної оптимізації. Вона являє собою пошук варіанта АП у вигляді 
деякого вектора керованих змінних X, який забезпечує 
},,,,,...,,,{ 0001 21 STCIppppCriteria m=
⎪⎪
⎪
⎭
⎪⎪
⎪
⎬
⎫
→
→
→
→
=→
→
.min)(
min,)(
min,)(
min,)(
,1min,)(
max,)(
0
1
X
X
X
X
X
X
S
T
C
I
mjp
p
j
  (3.1) 
 44
 Задачі векторної оптимізації АП (3.1), які виникають на практиці, 
породжують Парето-множину великої потужності. Тому доцільно за-
мість інтерактивного перебору паретівських альтернатив, скаляризу-
вати задачу векторної оптимізації АП та вирішувати її добре розроб-
леними методами пошуку екстремуму. 
3.4. Скаляризація задачі багатокритеріальної оптимізації 
надійності 
Можливі 4 підходи скаляризації задачі багатокритеріальної оп-
тимізації надійності АП. Перший підхід базується на мінімізації сере-
дніх сумарних витрат на основі функції ризику, другий – ідеях цільо-
вого програмування, третій – на ідеях умовної оптимізації, а четвер-
тий поєднує другий та третій підходи. 
3.4.1. Застосування функції ризику 
Відповідно до [79] задачу оптимізації АП можна звести до міні-
мізації середніх сумарних витрат 
 min→+ )(C)C( e XX , (3.2) 
де   – майбутні експлуатаційні витрати, які викличе результат 
виконання АП X. 
)X(Ce
Експлуатаційні витрати з ймовірностями помилок на виході АП 
пов’язані деякою спадною функцією 
))(p),...,(p),(f(p)(C mЕ XXXX
000 21= . 
Для практичних задач цю залежність зазвичай апроксимують лі-
нійно через функцію ризику. В цьому випадку (3.2) перетвориться в 
таку задачу: 
 , (3.3) min)()(
1
0 →⋅+ ∑
=
m
j
jRpC j XX
де  – майбутні витрати через наявність помилки j-го типу на ви-
ході АП, 
jR
m,j 1= . 
При відсутності достовірних даних про коефіцієнти функції ри-
зику (що часто буває на етапі проектування АП) оптимізувати за пос-
тановкою (3.3) неможливо. Крім того, в постановці (3.3) не враховані 
показники I, T та S. Тому практичне застосування скаляризації за цим 
підходом при оптимізації надійності АП є вкрай обмеженим. 
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 3.4.2. Застосування цільового програмування 
Визначимо мету оптимізації, тобто бажані значення показників 
,  (1p jp0 m,j 1= ), I, C, T та S. Позначимо їх , , 1p& jp0& I& , С& , T&  та S& . 
Тоді задачу векторної оптимізації (3.1) запишемо у такій скалярній 
формі: 
 min)( →Δ⋅+Δ⋅=Δ ∑∑
∈
+
∈
−
CriteriaK
KK
CriteriaK
KK gbX , (3.4) 
де )  – відхилення від поставленої мети АП, який задано векто-
ром X; 
(XΔ
Kg  – штраф за перевищення на одиницю бажаного значення K&  
за K-им критерієм; 
Kb  – штраф за відхилення на одиницю в меншу сторону від ба-
жаного значення K&  за K-м критерієм; 
⎩⎨
⎧ >−−=Δ−
інакше
KKякщоKK
K ,0
0)(),( XX &&  – відхилення в меншу сто-
рону від бажаного значення за K-м критерієм; 
⎩⎨
⎧ >−−=Δ+
інакше
KKякщоKK
K ,0
0)(,)( && XX  – відхилення в більшу сто-
рону від бажаного значення за K-м критерієм. 
Для критеріїв, які потрібно максимізувати,  та . В 
цьому випадку )  можна розглядати як премію за перевищення 
встановленого рівня 
0>Kg 0≤Kb
( Kbabs
K&
0≤K
 за K-м критерієм. Для критеріїв, які потрібно 
мінімізувати,  та 0 . В цьому випадку )  ототожню-
ється з премією за недобір за K-м критерієм. 
g >Kb ( Kgabs
Порахуємо кількість окремих постановок задач оптимізації АП, 
які можна синтезувати з загальної постановки (3.4) вилученням одно-
го або декількох критеріїв. На загал, існує 6426 =  комбінацій критері-
їв з 6-ти елементної множини Criteria . В задачі оптимізації надійності 
АП має враховуватися хоча б один із ймовірнісних критеріїв (  або 
) та хоча б один з ресурсних критеріїв (С , 
1p
jp0 T  або S ). З 64 можли-
вих варіантів існує 42 коректні та 22 недопустимі комбінації критеріїв 
(табл. 3.2). З 42 коректних комбінацій критеріїв половина містить S, 
тобто стосується задач оптимізації контролів. В цій 21 задачі оптимі-
зації керовані змінні обов’язково включають координати вектора , 
тому кількість коректних комбінацій керованих змінних становитиме 
8 (див. табл. 3.1). Відповідно, кількість коректних постановок з крите-
cX
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 рієм S становитиме 168821 =⋅=SN
21
. Для решти задач оптимізації АП 
існує 11 комбінацій керованих змінних (див. табл. 3.1). Відповідно, 
кількість коректних постановок задач, які не передбачають зміну чис-
ла контролей, становитиме 23111 =⋅=NSN
ати
. Таким чином, за фор-
мулою (3.4) можна синтезув 399= 231168 +1 =+= NSNSNN  
окремих задач оптимізації надійності АП. З них на оптимізацію конт-
ролів прип 336адає 8421 =⋅= даCN  за ч. 
 
Таблиця 3.2 
Некоректні комбінації критеріїв при оптимізації надійності АП за (3.4) 
(N – відсутній, Y – наявний, A – довільне значення) 
Критерії Кількість ком-
бінації 1p p j0  I C T S 
N N A A A A 16 
Y Y A N N N 2 
Y N A N N N 2 
N Y A N N N 2 
Всього некоректних комбінації 22 
 
3.4.3. Застосування умовної оптимізації 
Серед показників ,  (1p jp0 m,j 1= ), I, C, T та S оберемо один 
найголовніший та визначимо його як критерій оптимізації. Решта по-
казників відіграватимуть роль обмежень. Можливі постановки таких 
задач оптимізації АП зведені в табл. 3.3 
Таблиця 3.3 
Класифікація задач умовної оптимізації надійності АП  
(G – критерій оптимальності, С – обмеження, N – не застосовується) 
Група 
задач 
Показники алгоритмічного процесу Кіль-
кість 
задач 1p  jp0  I C T S 
1 G C або N C або N C або N C або N C або N 28 
2 C або N G та С C або N C або N C або N C або N 28 
3 C або N C або N G C або N C або N C або N 21 
4 C або N C або N C або N G C або N C або N 24 
5 C або N C або N C або N C або N G C або N 24 
6 C або N C або N C або N C або N C або N G 24 
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 Розглянемо першу групу задач оптимізації з максимізації . Як-
що враховується лише обмеження за C або за T, тоді це відомі задачі 
оптимізації надійності в зворотній постановці: 
1p
 ; (3.5) 
⎩⎨
⎧
≤
→
*)(
max)(1
CC
p
X
X
 , (3.6) ⎩⎨
⎧
≤
→
*)(
max)(1
TT
p
X
X
де  *С  та T* – максимально допустимі вартість та тривалість АП. 
При оптимізації багатовимірних АП в постановки (3.5)–(3.6) до-
дамо обмеження за допустимим рівнем помилок кожного типу на ви-
ході АП. Тоді задачі оптимізації матимуть вигляд 
 
⎪⎩
⎪⎨
⎧
=≤
≤
→
mjqp
CC
p
jj ,1,)(
*)(
max)(
0
1
X
X
X
; (3.7) 
 
⎪⎩
⎪⎨
⎧
=≤
≤
→
mjqp
TT
p
jj ,1,)(
*)(
max)(
0
1
X
X
X
, (3.8) 
де  – максимально допустима ймовірність появи помилки j-го 
типу на виході АП, 
jp0
m,j 1= . 
Аналогічно до (3.5)–(3.8) поставимо задачі оптимізації надійності 
з іншими комбінаціями обмежень. Порахуємо кількість можливих 
окремих постановок задач оптимізації. Для п’яти показників існує 
 комбінацій різних обмежень. Врахуємо, що задача оптимізації 
має містити хоча б одне обмеження, тому кількість допустимих ком-
бінацій зменшиться на 1. Крім того, в задачі оптимізації має бути хоча 
б одне ресурсне обмеження (C, T або S). Відповідно, недопустимими 
будуть задачі оптимізації надійності з обмеженнями лише за , за 
3225 =
jp0 I  
або за I  та  разом. Таким чином, число коректних постановок за-
дач зменшиться ще на 3 і становите 
jp0
281 =n
*
. Ці постановки задач зве-
дені в табл. 3.4. Серед них новими є 26 постановок задач. В табл. 3.4 
використовуються такі позначення: I  – максимально допустима 
ймовірність переривання АП; *S  – максимально допустима кількість 
контролів АП. 
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 Таблиця 3.4 
Постановки задач максимізації ймовірності правильного виконання 
АП (С – обмеження, N – не застосовується) 
№ jp0 I C T S Постановка задачі 
1  N N N N C ⎩⎨
⎧
≤
→
*
max1
SS
p  
2  N N N C N ⎩⎨
⎧
≤
→
*
max1
TT
p  
3  N N N C C ⎩⎨
⎧
≤≤
→
**
max1
SSтаTT
p  
4  N N C N N ⎩⎨
⎧
≤
→
*
max1
СС
p  
5  N N C N C ⎩⎨
⎧
≤≤
→
**
max1
SSтаСС
p  
6  N N C C N ⎩⎨
⎧
≤≤
→
**
max1
SSтаTT
p  
7  N N C C C ⎩⎨
⎧
С
p
≤≤≤
→
***
max1
SSтаTTтаС
 
8  N C N N C ⎩⎨
⎧
≤≤
→
**,
max1
SSII
p  
9  N C N C N ⎩⎨
⎧
≤≤
→
*,*
max1
TTII
p  
10  N C N C C ⎩⎨
⎧
≤≤≤
→
**,*,
max1
SSTTII
p  
11  N C C N N ⎩⎨
⎧
≤≤
→
**,
max1
CCII
p  
12  N C C N C ⎩⎨
⎧
≤≤≤
→
**,*,
max1
SSCCII
p  
13  N C C C N ⎩⎨
⎧
≤≤≤
→
**,*,
max1
TTCCII
p  
14  N C C C C ⎩⎨
⎧
≤≤≤≤
→
**,*,*,
max1
SSTTCCII
p  
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 Продовження таблиці 3.4 
№ jp0 I C T S Постановка задачі 
15  C N N N C 
⎩⎨
⎧
=≤≤
→
mjqpSS
p
j
j ,1,*,
max
0
1
 
16  C N N C N ⎩⎨
⎧
=≤≤
→
mjqpTT
p
jj ,1,,*
max
0
1
 
17  C N N C C 
⎩⎨
⎧
=≤≤≤
→
mjqpTTSS
p
j
j ,1,*,*,
max
0
1
 
18  C N C N N 
⎩⎨
⎧
=≤≤
→
mjqpCC
p
j
j ,1,*,
max
0
1
 
19  C N C N C ⎪⎩
⎪⎨
⎧
=≤≤≤
→
mjqpCCSS
p
jj ,1,*,*,
max
0
1
 
20  C N C C N 
⎩⎨
⎧
=≤≤≤
→
mjqpCCTT
p
j
j ,1,*,*,
max
0
1
 
21  C N C C C 
⎩⎨
⎧
=≤≤≤≤
→
jqpTTCCSS
p
j
j ,1,*,*,*,
max
0
1
m
22  C C N N C ⎩⎨
⎧
=≤≤≤
→
mjqpSSII
p
j
j ,1,*,*,
max
0
1
 
23  C C N C N 
⎩⎨
⎧
=≤≤≤
→
mjqpTTII
p
j
j ,1,*,*,
max
0
1
 
24  C C N C C 
⎩⎨
⎧
=≤≤≤≤
→
mjqpSSTTII
p
j
j ,1,*,*,*,
max
0
1
25  C C C N N ⎪⎩
⎪⎨
⎧
=≤≤≤
→
mjqpCCII
p
jj ,1,*,*,
max
0
1
 
26  C C C N C ⎩⎨
⎧
=≤≤≤≤
→
mjqpSSCCII
p
j
j ,1,*,*,*,
max
0
1
27  C C C C N ⎩⎨
⎧
=≤≤≤≤
→
mjqpTTCCII
p
j
j ,1,*,*,*,
max
0
1
 
28  C C C C C ⎪⎩
⎪⎨
⎧
≤≤≤≤
=≤
→
**,*,*,
,,1,
max
0
1
SSTTCCII
mjqp
p
j
j  
 50
 Постановки задач з другої групи стосуються мізації багато-
вимірних процесів, к доцільно мінімізувати ймовірність появи 
найбільш н ез н по лки на виході АП. Щодо помилок інших 
типів, то ймовірності їх появи обмежимо зверху. Кількість різних ко-
рект
 опти
в я
ої 
их 
миеб печ
них постановок задач цієї групи становить 282 =n . Їх синтезуємо 
так само, як і для першої групи, тобто за табл. 3.4. Усі постановки за-
дач цієї групи є новими. 
В задачах третьої групи мінімізуємо ймовірність переривання 
АП. Ці задачі мають включати хоча б одне ресу бмеження (C, T 
або S) та хоча б одне обмеження з рівня безпомилковості ( 1p  або 
jp0 )
рсне о
нан
оді це відомі задачі опт
де 
. Таким чином, кількість різних коректних постановок задач цієї 
групи становить 21)12()12( 233 =−⋅−=n . Усі постановки задач цієї 
групи є новими. 
В задачах четвертої та п’ятої груп мінімізуємо вартість вико-
ня АП та його тривалість відповідно. Якщо враховується лише об-
меження за 1p , т имізації надійності в прямій 
постановці 
 ⎩⎨
⎧
≥
→
*1 )(
min)(
Pp
C
X
X
    або     ⎩⎨
⎧
≥
→
*1 )(
min)(
Pp
T
X
X
, (3.9) 
*P  – мінімально допустима ймовірність виконання АП без поми-
ок на виході. 
При оптимізації багатовимірних  в постановки (3.9) додамо
обмеження за допустимим рівнем помилок кожного типу на виході 
. То
л
 АП  
АП ді задачі оптимізації (3.9) матимуть вигляд 
 
⎪⎩
⎪⎨
⎧
=≤
≥
→
mjqp
Pp
C
jj ,1,)(
)(
min)(
0
*1
X
X
X
  або  
⎪⎩
⎪⎨
⎧
≤
≥
→
p
Pp
T
j )(
)(
min)(
0
*1
X
X
X
. (3.10) 
= mjq j ,1,
Постановки задач четвертої та п’ятої груп мають містити хоча б 
дне обмеження з рівня безпомилковості ( або ). Тому 
кількість коректних постановок в кожній групі становить 
іл ь к
ит
з м
кість
о загальна 1p   jp0
 
24)12(2 235 =−⋅=n . Серед них 22 постановки є новими. 
В задачах шостої групи мінімізуємо к ькіст онтрольних про-
цедур. Коректні постановки цих задач мають міст и хоча б одне об-
меження рівня безпо илковості ( p  або jp0 ). Таким чином, кіль-
4 =n
1
 різних коректних постановок задач цієї групи становить 
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 24)12(2 236 =−⋅=n . Оскільки критерій оптимальності набуває дис-
кретних значень, то можливі декілька оптимумів. Для формалізації 
прийняття рішення з декількох оптимумів в постановку задачі слід ве-
 кращого варіанта. Найпростіше це зробити шля-
хом визначення пріоритетного показника з множини { 1p , jp0 , 
сти правило вибору
I , С , 
T }. Наприклад, якщо за пріоритетний обрано показник С , тоді серед 
варіантів АП, які задовольняють усі обмеження та містять мінімальне 
число контролів, як рішення обираємо альтернативу мі ма о ва -
сті. Усі постановки задач цієї групи є новими. Таким ч ном, комбі-
нуючи різні показники АП в критерії та обмеження, можна синтезува-
ти 
ні
и
льн ї р
то
=+++++ 654321 nnnnnn  =28+28+21+24+24+24=149 коректних 
варіантів. Враховуючи, що керовані змінні в кожній задачі оптимізації 
можуть бути скомбіновані з координат векторів сX , aX  та fХ   (див. 
таб льна кількість коректних задач оптимі-
зації надійності становить 15672
л. 3.1), отримуємо, що зага
=N . Процес розрахунку цієї кількос-
ті задач зведено в табл. 3.5. В ній враховано, що  числа 
контролів керовані змінні обов’язково включають координати вектора 
сX . Тому в передостанньо табл. 3.5 кількість комбінацій ке-
рованих змінних дорівнює 8. 
Таблиця 3.5 
Розрахунок кількості коректних постановок задач умовної  
оптиміз
при
 
комбінацій
мінімізації 
му 
а
 комбі
рядку 
ції 
- Кіль
надійності АП
кість Цільова 
функ
Кількість
ція націй обмежень з 
табл. 3.2 
керованих змінних з постаново
задач 
Кількість 
к 
 
табл. 3.1 
ma1 →p x   8 28 11 28x11=30
min0 →jp  28 11 8 28x11=30
min→I  21 11 21x11=231 
min→С  24 11 24x11=264 
min→T  24 11 24x11=264 
min→S  24 8 28x8  =192 
Всього коректних постановок задач умовн
оптимізації 
ої  1567=N  2
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цільового 
 значень 
критеріїв
 
3.4.4. Спільне застосування умовної опти
програмування 
В задачу
мізації та 
 оптимізації (3.4) додамо обмеження з порогових
. В загальному випадку задача (3.4) перетвориться на таку: 
⎪⎪
⎪
⎭
⎬
⎫
≤
≤
≤
≤
=≤
≥
→Δ⋅+Δ⋅ ∑ +−
*)(
*)(
*)(
*)(
,1,)(
)(
min
0
*1
SS
TT
CC
II
mjqp
Ppумовза
gb
jj
X
X
X
X
X
X
 (3.11) 
Окремі задачі оптимізації, що ґрунтуються на (3.11), матимуть 
від 1 до 6 обмежень. Для задач оптимізації контролів кількість можли-
вих комбінацій обмежень становить . В задачах опти-
мізац
⎪⎪
⎪⎪
⎪⎪
⎪∈∈ CriteriaK KKCriteriaK KK
=Δ ∑)(X
 63126 =−=CO
ії, в яких не змінюється число контролів, відсутня умова 
*)( SS ≤X , тому кількість можливих комбінацій обмежень становить 
31125 =−=NCO . Відповідно, кількіс кремих задач оп-
тимізаці  дорівнює 
1212331)336399(63336)( 11 =⋅
ть постановок о
ї
13 −+⋅=⋅−+⋅ ONNO . 
Таким чином, практичні
поставити  
= NCCCCNN
 задачі оптимізації надійності АП можна 
08725231211567399321 =++=++= NNNN  
різними способами. В розділу 4 наводяться градієнтні алгоритми оп-
тимізації контролів в багатовимірних АП за постановками (3.7) та 
(3.10) та аналізуються їх переваги та недоліки. Усі поставлені задачі 
 оптимізації можна вирішити ГА. В розділі 5 пропонуються реалізації
елементів ГА, які необхідні для розв’язання поставлених задач опти-
мізації та порівнюються результати оптимізації з градієнтим пошуком. 
 
 4. ГРАДІЄНТНА  ОПТИМІЗАЦІЯ  КОНТРОЛІВ  В 
БАГАТОВИМІРНИХ  АЛГОРИТМІЧНИХ  ПРОЦЕСАХ 
Пропонуються градієнтні алгоритми оптимізації найбільш важ-
ливих в практичному плані задач оптимізації надійності АП –
 розподіл контрольних точок та вибір кратностей контролів. Вони уза-
гальнюють градієтні методи оптимізації з [79] на багатовимірні АП. 
Матеріали розділу базуються на публікаціях авторів [79, 86, 88, 90]. 
4.1. Задачі розподілу контрольних точок 
Розглядається АП, що складається з n потенційно-
контрольованих робочих операторів . Поте-
нційно-контрольований оператор записується так: 
)(...,),(),( 2211 nn xAxAxA
 ni
xA
xUEA
xA
ii
iii
ii i ,1,
0якщо,
1якщо),(
)( =
⎪⎩
⎪⎨
⎧
=
=∨
= ω , (4.1) 
де   – робочий оператор, під час виконання якого в АП можуть бути 
внесені помилки різних типів, 
iA
ni ,1= ; 
iω  – контроль правильності виконання робочого оператора , 
причому 
iA
)0(1=iω , якщо  виконана без помилок (з помилками), iA
n,i 1= ; 
iU  – оператор доробки, який усуває помилки, які виявлені 
контролем iω , ni ,1= ; 
Е – тотожній оператор, який використовується для фіксації 
результату виконання робочого оператора ; iA
ix  – умова переходу на контроль після виконання робочого 
оператора : , якщо  виконується з контролем (без 
контролю), 
iA )0(1=ix iA
ni . ,1=
Оператор (4.1) може бути виконаний з контролем iω  та доробкою 
 або без них, iU ni ,1= . 
Показники надійності потенційно-контрольованого робочого 
оператора розраховуються так: 
 ( )
iiiiii UAiAiiA xxx PKKPPP ⋅+⋅⋅+⋅−= 01)1()( ωω ; (4.2) 
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  , (4.3) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
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= mj AAUAiAiiA
j
i
j
iiiiiiii
kpkpcccxcxxc
,1
000101)1()( ωωω
де , та  – вартість виконання робочого оператора , конт-
ролю 
iAc icω
i
iUc iA
ω  і доробки , відповідно, iU ni ,1= . 
Запишемо в матричній формі характеристики надійності та сере-
дню вартість багатовимірного АП так: 
 ∏
=
=
ni
iA xi
,1
)()( PXP ; (4.4) 
 ∑
=
=
ni
iA xcC i
,1
)()(X , (4.5) 
де  – вектор керованих змінних, в якому координата 
 вказує на наявність ( 1
( nxxx ...,,, 21=X )
ix =ix ) або відсутність ( 0=ix ) контролю з до-
робкою після і-го робочого оператора , iA ni ,1= ; 
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)(1 Xp
 – характеристики надійності багато-
вимірного АП:  – ймовірність безпомилкового виконання; 
–ймовірність наявності помилки j-го типу, )(0 Xjp mj ,1=
)(X
. 
C  – середня вартість виконання АП. 
Використовуючи співвідношення (4.2) – (4.5) задачі оптимізації 
(3.7) та (3.10), перепишемо таким чином: ( )nxxx ...,,, 21Пряма постановка: знайти =X
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, щоб 
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 Зворотна постановка: знайти ( )nxxx ...,,, 21=X , щоб 
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 (4.7) 
Згідно з табл. 3.2 задача (4.6) відноситься до четвертої групи за-
дач оптимізації надійності, а задача (4.7) – до першої групи. 
4.2. Задачі вибору кратностей контролів 
Розглядається АП , що складається з n ро-
бочих операторів, які виконуються з багаторазовим контролем та до-
робкою. Такі робочі оператори записуються так: 
)(...,),(),( 2211 nn xAxAxA
 ,,1,)()( niUEAxA i
i
x
iiii =∨= ω  (4.8) 
де  – кратність виконання контролю ix iω  з доробкою  після робо-
чого оператора , 
iU
iA ni ,1= . 
Оператор (4.8) є робочим оператором , після якого  разів ви-
конується контроль 
iA ix
iω  та доробка  (якщо виявлені помилки), iU
ni ,1= . 
Припустимо, що для оператора  характеристики всіх контролів 
та операторів доробки є однаковими. Тоді показники надійності опе-
ратора )  розраховуються за такою ітеративною схемою: 
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( ii xA
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 де ∑
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ix
 – ймовірність переходу на 
доробку Uі  після -кратного контролю. 
Якщо знехтувати помилками першого роду при контролі 
( ), то формули (4.9) та (4.10) перетворяться в такі співвідно-
шення: 
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iiiii
x
UAiA x PKKPP ⋅+⋅= 01)( ωω ; (4.11) 
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Зауважимо, що при 1=ix  та  співвідношення (4.11), (4.12) 
перетворюються в співвідношення (4.2), (4.3). 
010 =
i
kω
В матричній формі показники надійності багатовимірного АП за-
пишемо таким чином: 
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де  – вектор керованих змінних, в якому координата 
 позначає кратність виконання процедур контролю та 
доробки після робочого оператора Аі.  
( nxxx ...,,, 21=X ){ }...,2,1,0∈ix
Використовуючи співвідношення (4.13), (4.14) задачі оптимізації 
(3.7) та (3.10), запишемо у вигляді таких співвідношень: 
( )nxxx ...,,, 21Пряма постановка: знайти =X , щоб 
)(
( ) 
( ) ⎪⎪⎪
⎪
⎭
⎪⎪
⎪⎪
⎬
⎫
=≤⎥⎦
⎤⎢⎣
⎡ ⋅−⋅−−
≥⎥⎥⎦
⎤
⎢⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ ⋅−−⋅+
→⎥⎥⎦
⎤
⎢⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −⋅⋅+⋅+
∏
∏ ∑
∑ ∑
=
= =
= =
ni
j
x
UA
ni mj
x
UAA
ni mj
x
AUiA
mjqkp
Pkpp
kpccxc
ij
i
j
i
j
i
ij
i
j
i
j
ii
ij
i
j
iiii
,1
1000
,1
*
,1
10001
,1 ,1
010
,,1,111
,11
min,1
ν
ν
ω
ω
ωω
 (4.15) 
 57
 Зворотна постановка: знайти ( )nxxx ...,,, 21=X , щоб 
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 (4.16) 
Згідно з таблицею 3.2 задача (4.15) відноситься до четвертої гру-
пи задач оптимізації надійності, а задача (4.16) – до першої групи. 
Поставлені задачі розподілу контрольних точок та вибору крат-
ностей контролів є нелінійними аналогами задачі про рюкзак, тому 
для них не існує поліноміального алгоритму розв’язання. Це обумов-
лює пошук евристик та метаевристик, використання яких забезпечу-
вало б швидке знаходження якісних, тобто близьких до оптимальних 
розв’язків. 
Нижче пропонуються швидкі моделі оптимізації для розв’язання 
задач (4.6), (4.7), (4.15) та (4.16), які базуються на градієнтних та гене-
тичних принципах. Для тестування цих моделей розроблено бібліоте-
ку задач. 
4.3. Бібліотека тестових задач 
Бібліотека тестових задач розміщена за адресою [5]. Вона склада-
ється з чотирьох множин тестових задач: А_4_1, А_4_2, В_4_1 та 
В_4_2. Множини задач А_4_1 та А_4_2 використовуються для тесту-
вання моделей оптимізації задач (4.6) та (4.15), а В_4_1 та В_4_2 – для 
задач (4.7) та (4.16). В кожній множині задач розглядаються АП з чо-
тирма різними типами помилок (m=4) з кількістю робочих операторів 
n=20, 40, 60, 80, 100, 120. Для задач з множини А_4_1 та B_4_1 існує 
один важливий тип помилки. Ймовірність появи цього типу помилки 
на виході АП необхідно забезпечити на порядок нижче за інші. Для 
задач з множини А_4_2 та B_4_2 всі типи помилок мають приблизно 
однакову важливість. Кожна тестова задача представляється тексто-
вим файлом, в якому записані ймовірнісно-вартісні характеристики 
операторів та логічних умов АП. Фрагмент такого текстового файла 
зображено на рис. 4.1. В кожному рядку цього файла записані надійні-
сні характеристики потенційно-контрольованого робочого оператора 
(для задачі розподілу контрольних точок) або робочого оператора з х-
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 кратним контролем та доробкою (для задачі вибору кратностей конт-
ролів). Кількість рядків у файлі відповідає кількості робочих операто-
рів в АП. 
Значення ймовірнісних характеристик операторів та логічних 
умов генерувалися випадково з таких діапазонів [79]: 
для робочих операторів: 
]10,3[∈
iAc ; ; ][ 1,95.0
1 ∈
iAp mjp
j
iA
,1],01.0,0[0 =∈ , ni ,1= ; 
для операторів доробки: 
]25,5[∈
iUc ; ]1,97.0[
1 ∈j
iU
ν , mj ,1= , ni ,1= ; 
для логічних умов:  
]15,1[∈
i
cω ; ; , ]1,95.0[11 ∈ikω ]8.0,3.0[
00 ∈j
i
kω mj ,1= , ni ,1= . 
Вказані діапазони відповідають статистичним даним характерис-
тик надійності технологічних операцій виробництва радіоелектронних 
приладів [79]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 4.1. Фрагмент початкових даних тестової задачі А_4_2 при n=20  
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 Постановки тестових задач А_4_1, А_4_2 та В_4_1, В_4_2 наве-
дені в табл. 4.1 та табл. 4.2. 
 
Таблиця 4.1 
Умови тестових задач А_4_1 та А_4_2 
*n задача P  1q 2q 3q 4q    С 
20 А_4_1 ≥0,9631 <0,0066 <0,0240 <0,0258 <0,0285 →min 
А_4_2 ≥0,9561 <0,0081 <0,0098 <0,0109 <0,0159 →min 
40 А_4_1 ≥0,9448 <0,0096 <0,0404 <0,0410 <0,0405 →min 
А_4_2 ≥0,9269 <0,0158 <0,0198 <0,0223 <0,0269 →min 
60 А_4_1 ≥0,9305 <0,0144 <0,0538 <0,0575 <0,0590 →min 
А_4_2 ≥0,9010 <0,0186 <0,0222 <0,0269 <0,0357 →min 
80 А_4_1 ≥0,8670 <0,0237 <0,0758 <0,0866 <0,0964 →min 
А_4_2 ≥0,8725 <0,0255 <0,0315 <0,0355 <0,0390 →min 
100 А_4_1 ≥0,8529 <0,0261 <0,0632 <0,0786 <0,0898 →min 
А_4_2 ≥0,8450 <0,0299 <0,0367 <0,0417 <0,0478 →min 
120 А_4_1 ≥0,8357 <0,0290 <0,1005 <0,1112 <0,1119 →min 
А_4_2 ≥0,8105 <0,0369 <0,0460 <0,0520 <0,0611 →min 
 
Таблиця 4.2 
Умови тестових задач В_4_1 та B_4_2 
n задача *C 1q 2q 3q 4q 1p      
20 В_4_1 ≤226,01 <0,0056 <0,0240 <0,0258 <0,0285 →max 
В_4_2 ≤179,8 <0,0095 <0,0124 <0,0138 <0,0152 →max 
40 В_4_1 ≤441,6 <0,0106 <0,0404 <0,0410 <0,0405 →max 
В_4_2 ≤317,96 <0,0150 <0,0189 <0,0211 <0,0240 →max 
60 В_4_1 ≤541,01 <0,0139 <0,0538 <0,0575 <0,0590 →max 
В_4_2 ≤525,8 <0,0187 <0,0237 <0,0265 <0,0300 →max 
80 В_4_1 ≤714,96 <0,0242 <0,0758 <0,0866 <0,0964 →max 
В_4_2 ≤670,11 <0,0264 <0,0329 <0,0372 <0,0413 →max 
100 В_4_1 ≤979,70 <0,0262 <0,0897 <0,1061 <0,1400 →max 
В_4_2 ≤829,14 <0,0319 <0,0398 <0,0445 <0,0499 →max 
120 В_4_1 ≤1140,1 <0,0278 <0,1005 <0,1112 <0,1119 →max 
В_4_2 ≤1021,2 <0,0372 <0,0465 <0,0521 <0,0584 →max 
 
 60
 4.4. Градієнтна оптимізація надійності багатовимірних 
алгоритмічних процесів 
4.4.1. Ідея градієнтного пошуку 
Особливістю градієнтного пошуку є лінійна апроксимація цільо-
вої функції з метою пошуку максимуму в напрямку найбільшого зрос-
тання, тобто за градієнтом [63]. 
Градієнтну оптимізацію розподілу контрольних точок та вибору 
кратностей контролів при бінарній концепції врахування помилок за-
пропоновано в [79]. Аналогами цих моделей є градієнтний метод оп-
тимального резервування з теорії надійності [44, 100, 114] та пожад-
ливий алгоритм розв’язання задачі про рюкзак в дискретній оптиміза-
ції [36, 61]. 
В основу градієнтної оптимізації розподілу контрольних точок та 
вибору кратностей контролів в [79] покладено ітераційну процедуру 
зміни значення однієї керованої зміни, що приводить до локального 
покращення градієнта контролю. Градієнтом контролю називається 
відношення [79] 
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Xγ  (4.17) 
в якому чисельник та знаменник відповідають приростам безпомилко-
вості та вартості виконання АП при введені додатково контролю з до-
робкою після робочого оператора . iA
Градієнт (4.17) є аналогом критерію ефективності складних сис-
тем. Градієнт (4.17) показує відносну ефективність щодо встановлен-
ня додаткового контролю з доробкою після робочого оператора . 
Градієнт (4.17) не враховує здатність контролю та доробки, виявляти 
та усувати помилки різних типів. Нижче узагальнюється співвідно-
шення (4.17) на випадок помилок різних типів. 
iA
4.4.2. Градієнт  контролю  при  багатовимірному 
алгоритмічному  процесі 
Для багатовимірних АП пропонується градієнт і-го контролю ро-
зраховувати таким чином 
 
),()1,(
),()1,()(
iii
iii
ii xCxxC
xxxx
XX
XPXP
γ −+=
= + − , (4.18) =
де чисельник відповідає приросту характеристик надійності при вве-
дені контролю та доробки після і-го робочого оператора , а знамен-
ник приросту вартості на виконання АП. 
iA
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 Приріст характеристик надійності в (4.18) запишемо так: 
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=⋅⋅−⋅+⋅⋅+⋅= − )()()()( 10101 XPPIPKKPKKP iAUxUA xiiiiiiiii ωωωω  
)()()( 1 XPPIBBP ⋅⋅−⋅⋅= − iAixiA xiii . 
Приріст ресурсів на виконання АП в (4.18) запишемо так: 
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Тоді градієнт контролю (4.18) запишемо у вигляді 
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де    – ймовірність переходу на доробку; 
iii Ui PKKB ⋅+= 01 ωω
ZP  – матриця надійності оператора оновлення; 
I
•
))1( C( += ii xxX
 – одинична матриця; 
 – ліве домноження матриці. 
В (4.19) ліве домноження матриці  забезпечує перетворення 
матриці на вектор, в якому перший елемент відповідає відношенню 
приросту безпомилковості до приросту вартості. Решта елементів – 
це відношення зменшення ймовірностей помилок різних типів до при-
росту вартості. 
ZP
(XP
На розрахунки градієнтів за формулою (4.19) необхідно значно 
менше часу, ніж за формулою (4.18), тому що непотрібно для кожного 
нового варіанта АП перераховувати показники  та 
. В (4.19) показник )  є однаковим для всіх 
))1( ( += ii xxXP
nixi ,1, =  та обчислюється один раз, а в (4.18) для всіх nixi ,1, =  необ-
хідно перераховувати показники ))1( ( += ii xxXP  та C( . ))1( += ii xxX
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 4.4.3. Градієнтний розподіл контрольних точок при 
обмеженнях на безпомилковість 
Нижче пропонується градієнтний алгоритм оптимізації розподілу 
контрольних точок, яка забезпечує мінімальну вартість АП. Цей алго-
ритм складається з двох ітеративних ділянок. На першій ділянці пос-
лідовно встановлюються контрольно-доробчі оператори з максималь-
ними градієнтами до отримання першого допустимого розв’язку, а на 
другій ділянці послідовно знімаються контролі для покращення 
розв’язку задачі (4.6). 
Початковий вектор керованих зміних )...,,,( 002
0
1
0 ><><><>< = nxxxX  
будемо визначати з такої умови 
 ⎪⎩
⎪⎨⎧ <=><
інакше,0
,1якщо,1 10 mpx Ai i
=> ,або 0* jqpP jAji ,    n,1=i . (4.20) 
Градієнтний алгоритм оптимізації розподілу контрольних точок 
(4.6) наведено нижче. 
 
| Перша ітеративна ділянка: ( )><><> 002 n, ...,x, x
)
<>< = 010 xX  за формулою (4.20), N:=0〉; 〈Ініціалізувати 
〈 Розрахувати  та ( 01 ><Xp mjp j ,1),( 00 =><X  за формулою (4.4) 〉; 
While 〈  та *1 )( Pp N <><X mjqp jNj ,1,)(0 =>><X  〉 
〈 Ініціалізувати множину контролів =: ∅L  〉; 
For i=1…n   |  для всіх робочих операторів 
If 〈  〉 0=><Nix
><〈Обчислити градієнт контролю Niγ
},{: i
 за формулою (4.19) 〉; 
〈 Присвоїти L L=  〉; 
End 
End 
〈Визначити контроль з максимальним градієнтом 
 〉; ><
∈
= Ni
Li
l γmaxarg:  
〈 Встановити , N:=N+1, 1:=><Nlx >−<>< = 1: NN XX  〉; 
〈 Обчислити  та )(1 ><Np X mjp Nj ,1),(0 =><X  〉; 
End 
| Друга ітеративна ділянка: 
While 〈  та *1 )( Pp N ≥><X mjqp jNj ,1,)(0 =≤><X  〉 
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 〈 Встановити N:=N+1, >−<>< = 1: NN XX  〉; 
〈 Ініціалізувати множину надлишкових контролів ∅=:L  〉; 
For i=1…n   |  для всіх робочих операторів 
If 〈  〉; 1=><Nix
〈 Встановити  〉; 0:=><Nix
〈Розрахувати )(1 ><Np X , mjp Nj ,1),(0 =><X  та  〉; )( ><NiC X
If 〈 *1 )( Pp N ≥><X  та mjqp jNj ,1,)(0 =≤><X  〉; 
〈 Присвоїти },{: iLL =  〉; 
End 
〈 Встановити  〉; 1:=><Nix
End 
End 
If 〈 ∅=L  〉;  Break   |  вихід з циклу While Else 
〈Визначити контроль з мінімальною вартістю  
)(minarg ><∈=
N
i
Li
Cl X 〉; 
〈 Встановити  〉; 0:=><Nlx
〈 Обчислити  та )(1 ><Np X mjp Nj ,1),(0 =><X  〉; 
End; 
End. 
В наведеному алгоритмі оптимізації вектори градієнтів  
(
><N
iγ
ni ,1= ) порівнюються за першою координатою, що відповідає від-
ношенню приросту безпомилковості до приросту вартості. 
Градієнтний алгоритм оптимізації розподілу контрольних точок 
протестовано на задачах А_4_1 та А_4_2. Результати оптимізації на-
ведені в табл. 4.3. 
На рис 4.2 порівнюється час оптимізації АП з швидким обчис-
ленням градієнта контролю (4.19) та за формулою (4.18) при 
розв’язані тестових задач А_4_1 та А_4_2. З рис. 4.2 видно, що на ро-
зрахунки градієнтів за формулою (4.19) необхідно значно менше часу, 
ніж за формулою (4.18). 
На рис. 4.3 зображено протокол покрокової оптимізації розподілу 
контрольних точок для задачі А_4_2 з 20 робочими операторами 
(n=20). Вісь, що ліворуч, відповідає ймовірності безпомилкового ви-
конання АП, а вісь, що праворуч – ймовірностям помилок різних ти-
пів. Задача розподілу контрольних точок розв’язана за 11 ітерацій. На 
рис. 4.3 ітерації позначені числами від 1 до 11. З цього рисунка видно, 
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 що на 9-й ітерації були виконанні обмеження по , а на 10-й іте-
рації – по . На 11-й ітерації відбулося покращення розв’язку. В 
табл. 4.4 наведено протокол покрокової оптимізації задачі А_4_2. 
41...qq
1p
 
Таблиця 4.3 
Результати градієнтної оптимізації РКТ тестових задач А_4_1 і А_4_2 
*Задача P  10p 20p 30p 40p    C 
n=20 А_4_1 0,9635 0,0065 0,0087 0,0092 0,0122 226,50 А_4_2 0,9575 0,0077 0,0093 0,0104 0,0151 157,29 
n=40 А_4_1 0,9468 0,0094 0,0127 0,0134 0,0177 466,64 А_4_2 0,9276 0,0127 0,0160 0,0182 0,0254 327,87 
n=60 А_4_1 0,9310 0,0133 0,0165 0,0186 0,0207 554,76 А_4_2 0,9015 0,0177 0,0210 0,0255 0,0343 488,11 
n=80 А_4_1 0,8704 0,0235 0,0298 0,0335 0,0428 727,99 А_4_2 0,8729 0,0245 0,0302 0,0343 0,0381 713,39 
n=100 А_4_1 0,8566 0,0258 0,0322 0,0373 0,0481 1005,09А_4_2 0,8458 0,0292 0,0363 0,0412 0,0475 867,22 
n=120 А_4_1 0,8397 0,0289 0,0367 0,0416 0,0531 1125,9 А_4_2 0,8107 0,0357 0,0443 0,0503 0,0590 968,01 
 
Таблиця 4.4 
Протокол покрокової оптимізації РКТ тестової задачі А_4_2 при n=20 
№
Х )(XC )(
1 Xp )(10 Xp )(20 Xp )(30 Xp )(40 Xp
   
0 00000000000000000000 100,90 0,9040 0,0173 0,0208 0,0243 0,0335
1 00010000000000000000 101,58 0,9096 0,0164 0,0193 0,0229 0,0317
2 00010000100000000000 102,83 0,9148 0,0154 0,0183 0,0216 0,0300
3 00010000100000000100 107,84 0,9207 0,0143 0,0169 0,0199 0,0282
4 00010000100000010100 114,51 0,9270 0,0133 0,0156 0,0183 0,0257
5 00010100100000010100 122,05 0,9339 0,0120 0,0141 0,0164 0,0235
6 00010100100010010100 124,79 0,9362 0,0116 0,0137 0,0159 0,0227
7 00010100101010010100 132,82 0,9428 0,0105 0,0125 0,0139 0,0204
8 00010100101010110100 141,74 0,9489 0,0093 0,0111 0,0123 0,0184
9 00010110101010110100 153,13 0,9560 0,0080 0,0096 0,0107 0,0156
10 00010111101010110100 160,54 0,9598 0,0072 0,0089 0,0098 0,0143
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 11 00010111101000110100 157,80 0,9575 0,0077 0,0093 0,0104 0,0151
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 4.2. Порівняння часу оптимізації АП з швидким обчислення 
градієнта контролю (4.19) та за формулою (4.18) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Рис. 4.3. Протокол покрокової оптимізації розподілу контрольних 
точок задачі А_4_1 при n=20 
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4.4.4. Градієнтний розподіл контрольних точок при 
обмежених ресурсах 
Нижче пропонується градієнтний алгоритм оптимізації розподілу 
контрольних точок при обмежених ресурсах. Цей алгоритм має дві 
ітеративні ділянки. На першій ділянці послідовно встановлюються ко-
нтрольно-доробчі операції з максимальними градієнтами. При пере-
вищенні допустимих ресурсів *C  починається друга ітеративна діля-
нка, на якій алгоритм оптимізації намагається повернути розв’язок за-
дачі в допустиму область. Початковий вектор керованих зміних 
)...,,,( 002
0
1
0 ><><><>< = nxxxX  будемо визначати з такої умови 
 ⎪⎩
⎪⎨⎧ =>=><
інакше,0
,1,якщо,1 00 mjqpx jAi
j
i , ni ,1= . (4.21) 
Градієнтний алгоритм оптимізації задачі розподілу контрольних 
точок наведено нижче. 
| Перша ітеративна ділянка: 
〈 Ініціалізувати ( )><><><>< = 002010 n, ...,x, xxX  за формулою (4.21) 〉; 
〈 Розрахувати )C  за формулою (4.5), N:=0 〉; (
)( N <><X
0><X
*CWhile 〈 C  〉 
〈 Ініціалізувати множину контролів =: ∅L  〉; 
For i=1…n   |  для всіх робочих операторів 
If 〈  〉 0=><Nix
><〈Обчислити градієнт контролю Niγ
}i
 за формулою (4.19)〉; 
〈Присвоїти ,{: LL =
>N:  
1:=><Nlx
 〉; 
End 
End 
<
∈
= i
Li
l γmaxarg
〈Визначити контроль з максимальним градієнтом  
〉; 
〈 Встановити , N:=N+1, >−<>< = 1: NN XX  〉; 
〈 Обчислити 〉; )( ><NC X
End  
| Друга ітеративна ділянка: 
If 〈 Розв’язок Х не задовольняє умови mjqp jNj ,1,)(0 =≤><X  〉 
 67
 〈 Задача немає розв’язків 〉 Else 
〈 Зробити відкат на 1 крок назад: >−<>< = 1: NN XX  〉; 
While 〈  〉 *)( CC N ≤><X
〈 Ініціалізувати множини додаткових контролів ∅=:L  〉; 
For i=1…n    | для всіх робочих операторів 
If 〈  〉; 0=><Nix
〈 Встановити  〉; 1:=><Nix
〈 Обчислити )(1 ><Nip X , mjp Nj ,1),(0 =><X  та  〉; )( ><NC X
If 〈  та *)( CC N ≤><X mjqp jNj ,1,)(0 =≤><X  〉; 
〈 Присвоїти },{: iLL =  〉; 
End 
〈 Встановити  〉; 0:=><Nix
End 
End 
If 〈 ∅=L  〉; Break    |  вихід з циклу While Else 
〈Визначити контроль з максимальною ймовірністю 
 〉; )(maxarg: 1 ><
∈
= Ni
Li
pl X
〈 Встановити , N:=N+1, 1:=><Nlx >−<>< = 1: NN XX  〉; 
〈 Обчислити  〉; )( ><NC X
End; 
End; 
End. 
Градієнтний алгоритм оптимізації розподілу контрольних точок 
протестовано на задачах B_4_1 та B_4_2. Результати оптимізації на-
ведені в табл. 4.5. Жирним шрифтом в табл. 4.5 виділені розв’язки, які 
не задовольняють обмеження з табл. 4.3. 
На рис. 4.4 показано як знайдені розв’язки задовольняють обме-
ження (3.7) для тестових задач B_4_1 та В_4_2. На цих рисунках осям 
ординат відповідає такий відносний показник: 
для )(XC : %100)()( *
*
⋅−=
C
CC XX ; ψ
для : )(0 Xjp mj
q
pq
j
j
j
,1%,100
)(
)(
0
=⋅−= XX . ψ
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 Від’ємне значення )(Xψ  свідчить, що розв’язок  не задоволь-
няє обмеження. Розв’язки, що не задовольняють обмеження, знайдені 
для тестових задач В_4_1 при n=20, 40, 100 та 120. 
X
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Рис. 4.4. Виконання оптимальними розв’язками обмежень (3.7) 
 
Таблиця 4.5 
Результати градієнтної оптимізації РКТ тестових задач В_4_1 і В_4_2 
*задача C  10p 20p 30p 40p 1p     
n=20 В_4_1 201,45 0,0067 0,0088 0,0094 0,0125 0,9626 В_4_2 176,94 0,0086 0,0114 0,0127 0,0143 0,9530 
n=40 В_4_1 431,07 0,0109 0,0145 0,0156 0,0201 0,9389 В_4_2 317,95 0,0148 0,0185 0,0208 0,0236 0,9224 
n=60 В_4_1 539,49 0,0135 0,0167 0,0188 0,0206 0,9304 В_4_2 521,86 0,0186 0,0232 0,0258 0,0296 0,9028 
n=80 В_4_1 710,89 0,0241 0,0307 0,0342 0,0438 0,8672 В_4_2 667,81 0,0262 0,0327 0,0370 0,0410 0,8631 
n=100 В_4_1 963,90 0,0268 0,0337 0,0391 0,0511 0,8494 В_4_2 826,34 0,0317 0,0396 0,0443 0,0498 0,8346 
n=120 В_4_1 1126,38 0,0283 0,0360 0,0408 0,0519 0,8429 В_4_2 1019,5 0,0370 0,0461 0,0519 0,0582 0,8068 
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 На рис. 4.5 зображено протокол покрокової оптимізації розподілу 
контрольних точок для задачі В_4_2 з 20 робочими операторами. Ця 
задача розв’язана за 11 ітерацій. На 9-й ітерації було виконано обме-
ження по , а на 10-й ітерацій – по  та  але порушено 
по . На 11-й ітерацій алгоритм оптимізації повернув розв’язок в 
допустиму область. В табл. 4.6 наведено протокол покрокової оптимі-
зації цієї задачі. 
321 та, qqq 4q
1p
*C
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Рис. 4.5. Протокол покрокової оптимізації розподілу контрольних  
точок задачі В_4_2 при n=20 
 
Таблиця 4.6 
Протокол покрокової оптимізація РКТ тестової задачі В_4_1 при n=20 
)(XC№ Х )(1 Xp )(10 Xp )(20 Xp )(30 Xp )(40 Xp
   
0 00000000000000000000 89,52 0,8635 0,0262 0,0326 0,0375 0,0402
1 00000000000000000100 90,17 0,8705 0,0247 0,0310 0,0355 0,0382
2 00000010000000000100 95,00 0,8834 0,0223 0,0279 0,0319 0,0345
3 00000110000000000100 100,76 0,8912 0,0206 0,0261 0,0300 0,0321
4 00001110000000000100 106,38 0,8983 0,0190 0,0244 0,0280 0,0302
5 00001110000000001100 113,16 0,9050 0,0179 0,0228 0,0260 0,0282
6 00001110000000101100 124,01 0,9155 0,0161 0,0203 0,0229 0,0252
 70
 7 00101110000000101100 137,61 0,9268 0,0137 0,0177 0,0198 0,0220
8 00101111000000101100 155,65 0,9401 0,0111 0,0144 0,0161 0,0182
9 00101111100000101100 168,21 0,9484 0,0095 0,0125 0,0139 0,0156
10 00101111100000101101 181,93 0,9573 0,0080 0,0103 0,0115 0,0129
11 00101111100000101110 179,23 0,9524 0,0088 0,0115 0,0128 0,0145
 
4.4.5. Градієнтний вибір кратностей контролів при 
обмеженнях на безпомилковість 
Нижче пропонується градієнтний алгоритм оптимізації вибору 
кратностей контролів, яка забезпечує мінімальну вартість АП. Він 
складається з двох ітеративних ділянок. На першій ділянці відбуваєть-
ся поелементне нарощування кратностей контролів до отримання 
першого допустимого розв’язку, а на другій ділянці відбувається пок-
ращення розв’язку за рахунок зняття контролів з максимальною варті-
стю, для яких не порушуються обмеження задачі (4.19). 
Градієнтний алгоритм оптимізації задачі вибору кратностей кон-
тролів наведено нижче. 
 
| Перша ітеративна ділянка: 
〈Ініціалізувати ( )><><><>< = 002010 n, ...,x, xxX  за формулою (4.20) , N:=0〉; 
〈Розрахувати  та )( 01 ><Xp mjp j ,1),( 00 =><X
*1 )( Pp N <><X
 за формулою (4.13) 〉; 
While 〈  та mjqp jNj ,1,)(0 =>><X
>
 〉 
For i=1…n    |  для всіх робочих операторів 
<〈Обчислити градієнт контролю Niγ
><
∈
= Ni
Li
l γmaxarg
1
 за формулою (4.19) 〉; 
End 
〈Визначити контроль з максимальним градієнтом  
〉; 
〈Встановити : += ><>< NlNl xx , N:=N+1, >−<>< = 1: NN XX  〉; 
〈Обчислити  та )(1 ><Np X mjp Nj ,1),(0 =><X  〉; 
End  
| Друга ітеративна ділянка: 
While 〈  та *1 )( Pp N ≥><X mjqp jNj ,1,)(0 =≤><X  〉 
〈Встановити N:=N+1, >−<>< = 1: NN XX  〉; 
〈 Ініціалізувати множину надлишкових контролів ∅=:L  〉; 
For i=1…n    |  для всіх робочих операторів 
〈Встановити 1: −= ><>< NiNi xx  〉; 
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 〈Розрахувати )(1 ><Np X , mjp Nj ,1),(0 =><X  та  〉; )( ><NiC X
If 〈 *1 )( Pp N ≥><X  та mjqp jNj ,1,)(0 =≤><X  〉; 
〈Присвоїти },{: iLL =  〉; 
End 
〈 Встановити 1: += ><>< NiNi хх  〉; 
End 
If 〈 ∅=L  〉;  Break     |  вихід з циклу While 
Else 
〈Визначити контроль з мінімальною вартістю  
)(minarg ><∈=
N
i
Li
Cl X 〉; 
〈 Встановити 1: −= ><>< NlNl xx  〉; 
〈 Обчислити  та )(1 ><Np X mjp Nj ,1),(0 =><X  〉; 
End; 
End. 
Алгоритм оптимізації вибору кратностей контролів протестовано 
на задачах А_4_1 та А_4_2. Результати оптимізації наведені в 
табл. 4.7. Порівняння табл. 4.3 та табл. 4.7 показує, що перехід від за-
дачі розподілення контрольних точок до задачі вибору кратностей ко-
нтролів дозволяє при тих самих ресурсах синтезувати АП з кращими 
показниками надійності, особливо для задач А_4_2. 
 
Таблиця 4.7 
Результати градієнтної оптимізації ВКК тестових задач А_4_1 і А_4_2 
задача 1p 10p 20p 30p 40p     C 
n =20 A_4_1 0,9632 0,0066 0,0087 0,0093 0,0123 203,02 A_4_2 0,9577 0,0077 0,0093 0,0103 0,0150 154,37 
n =40 A_4_1 0,9471 0,0093 0,0126 0,0133 0,0178 460,99 A_4_2 0,9271 0,0128 0,0162 0,0183 0,0256 325,25 
n =60 A_4_1 0,9307 0,0134 0,0166 0,0187 0,0206 540,25 A_4_2 0,9011 0,0177 0,0212 0,0257 0,0342 482,24 
n=80 A_4_1 0,8703 0,0236 0,0298 0,0333 0,0429 719,90 A_4_2 0,8729 0,0244 0,0302 0,0344 0,0381 700,97 
n=100 A_4_1 0,8548 0,0257 0,0326 0,0378 0,0491 992,01 A_4_2 0,8452 0,0294 0,0364 0,0413 0,0476 860,59 
n=120 A_4_1 0,8410 0,0287 0,0364 0,0412 0,0527 1118,05A_4_2 0,8112 0,0356 0,0442 0,0502 0,0588 962,69 
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На рис 4.6 порівнюються час оптимізації АП з швидким 
обчисленням градієнта контролю (4.19) та за формулою (4.18) для 
задач А_4_1 та А_4_2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 4.6. Порівняння часу оптимізації АП з швидким обчис-
ленням градієнта контролю (4.19) та за формулою (4.18)  
 
 
4.4.6. Градієнтний вибір кратностей контролів при  
обмежених ресурсах 
Нижче пропонується градієнтний алгоритм оптимізації вибору 
кратностей контролів при обмежених ресурсах. Цей алгоритм склада-
ється з двох ітеративних ділянок. На першій ділянці аналогічно попе-
редньому алгоритму оптимізації відбувається поелементне нарощу-
вання контролів до отримання першого допустимого розв’язку, а на 
другій – покращення розв’язку за рахунок розподілення ресурсів, що 
залишилися. 
Градієнтний алгоритм оптимізації задачі вибору кратностей кон-
тролів наведено нижче. 
 
| Перша ітеративна ділянка: 
〈 Ініціалізувати ( )><><><>< = 002010 n, ...,x, xxX  за формулою (4.21) 〉; 
〈 Розрахувати  за формулою (4.14), N:=0 〉; )( 0><XC
While 〈  〉 *)( CC N <><X
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 For i=1…n    |  для всіх робочих операторів 
〈Обчислити градієнт контролю ><Niγ  за формулою (4.19) 〉; 
End 
〈Визначити контроль з максимальним градієнтом  
><
∈
= Ni
Li
l γmaxarg:  〉; 
〈 Встановити 1: += ><>< NlNl xx , N:=N+1, >−<>< = 1: NN XX  〉; 
〈 Обчислити  〉; )( ><NC X
End  
| Друга ітеративна ділянка: 
If 〈 Розв’язок Х не задовольняє умови mjqp jNj ,1,)(0 =≤><X  〉 
〈Задача немає розв’язків 〉; 
Else 
〈 Зробити відкат на 1 крок назад >−<>< = 1: NN XX  〉; 
While 〈  〉 *)( CC N ≤><X
〈Ініціалізувати множини додаткових контролів ∅=:L  〉; 
For i=1…n     | для всіх робочих операторів 
〈 Встановити 1: −= ><>< NiNi хх  〉; 
〈 Обчислити , )(1 ><Nip X mjp Nj ,1),(0 =><X  та  〉; )( ><NC X
If 〈 *)( CC N ≤><X  та mjqp jNj ,1,)(0 =≤><X  〉; 
〈 Присвоїти },{: iLL =  〉; 
End 
〈 Встановити 1: −= ><>< NiNi xx  〉; 
End 
If 〈 ∅=L  〉; Break   |  вихід з циклу While 
Else 
〈Визначити контроль з максимальною ймовірністю  
)(maxarg: 1 ><
∈
= Ni
Li
pl X
1: += >
 〉; 
〈 Встановити <>< NlNl xx >−<>, N:=N+1, < = 1: NN XX
)( ><NX
 〉; 
〈 Обчислити C  〉; 
End; 
End; 
End. 
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 Градієнтний алгоритм оптимізації вибору кратностей контролів 
протестовано на задачах B_4_1 та B_4_2. Результати оптимізації на-
ведені в табл. 4.8. Жирним шрифтом в табл. 4.8 виділені розв’язки, які 
не задовольняють обмеження з табл. 4.2. Розв’язки, що не задоволь-
няють обмеження, знайдені для тестових задач В_4_2 при n=20, n=60 
та n=100. 
Таблиця 4.8 
Результати градієнтної оптимізації ВКК тестових задач В_4_1 і В_4_2 
Задача С 10p 20p 30p 40p 1p     
n=20 B_4_1 205,15 0,0063 0,0082 0,0088 0,0115 0,9652 B_4_2 179,12 0,0087 0,0110 0,0123 0,0140 0,9539 
n=40 B_4_1 441,54 0,0103 0,0137 0,0149 0,0188 0,9423 B_4_2 313,21 0,0147 0,0184 0,0209 0,0235 0,9225 
n=60 B_4_1 522,44 0,0143 0,0179 0,0202 0,0222 0,9254 B_4_2 525,73 0,0184 0,0230 0,0255 0,0293 0,9037 
n=80 B_4_1 714,96 0,0239 0,0300 0,0341 0,0431 0,8689 B_4_2 670,10 0,0260 0,0324 0,0366 0,0408 0,8642 
n=100 B_4_1 969,18 0,0263 0,0330 0,0384 0,0499 0,8524 B_4_2 829,10 0,0315 0,0391 0,0438 0,0494 0,8363 
n=120 B_4_1 1140,91 0,0275 0,0348 0,0397 0,0501 0,8479 B_4_2 1021,16 0,0367 0,0459 0,0517 0,0578 0,8080 
 
На рис. 4.7 порівнюються розв’язки тестових задач B_4_1 та 
B_4_2, що задовольняють обмеження з табл. 4.2 при розв’язані задач 
розподілу контрольних точок та вибору кратностей контролів. 
 
 75
  76
 
 
 
Рис. 4.7 Виконання оптимальними розв’язками обмежень (3.7)  
 
З рис. 4.7 видно, що градієнтні алгоритми оптимізації розподілу 
контрольних точок та вибору кратностей контролів при обмежених 
ресурсах добре працюють, коли допустимі ймовірності наявності по-
милок різних типів приблизно однакові. Для задач, в яких ці 
ймовірності відрізняються суттєво, запропоновані алгоритми не 
завжди знаходять допустимий розв’язок при встановлених ресурсних 
обмеженнях. Для покращення розв’язку в градієнтних алгоритмах 
необхідно в другій ітеративній ділянці збільшувати кількість кроків 
відкату назад. З ростом кількості таких кроків складність алгоритму і 
відповідно витрати часу на пошук оптимуму зростають за 
експоненційним законом. Тому, виникає необхідність в розробці 
алгоритмів оптимізації, які б за прийнятний час знаходили розв’язок 
близький до оптимального, а при відсутності дефіциту часу знаходили 
глобальний екстремум. Наступних два розділа присвячено розробці 
таких алгоритмів, які грунтуються на генетичних принципах 
оптимізації. 
 5. ГЕНЕТИЧНА  ОПТИМІЗАЦІЯ НАДІЙНОСТІ 
БАГАТОВИМІРНИХ АЛГОРИТМІЧНИХ  ПРОЦЕСІВ 
Пропонуються ГА оптимізації надійності багатовимірних алгори-
тмічних процесів. Проводиться порівняльний аналіз запропонованих 
градієнтних та ГА оптимізацій за теоретичною складністю, практич-
ною швидкодією та якістю знайденого розв’язку. В розділі використо-
вуються матеріали робіт [72, 86, 91, 109, 110, 133, 139, 152, 174, 175]. 
5.1. Ідея генетичного пошуку 
ГА оптимізації представляє собою стохастичний пошук, що 
базується на механізмах еволюції живої природи [107, 139, 154, 156]. 
Основу ГА оптимізації складають поняття хромосома, ген, популяція 
та фітнес-функція. В класичній теорії оптимізації цим поняттям 
відповідають вектор керованих змінних, керована змінна, множина 
розв’язків та цільова функція. 
Принципова відмінність ГА оптимізацій від класичних методів 
оптимізації полягає в тому, що вони не використовують частинні 
похідні при виборі напрямку пошуку оптимуму, а базуються на 
операціях схрещування, мутації і селекції. 
Схрещування представляє собою операцію С, що виконується над 
двома батьківськими хромосомами, в результаті якої отримуються дві 
хромосоми-нащадки, що успадковують частину генів від кожної 
батьківської хромосоми. 
Мутація хромосоми представляє собою операцію M, в якій 
відбувається випадкова зміна значення гена. 
Селекція S – це вибір у нову популяцію найкращих хромосом 
відповідно до значень фітнес-функції. 
Пошук оптимуму в ГА оптимізації відбувається одночасно з 
множини початкових точок { }sizepop _21 ...,,, XXX , які складають 
популяцію з pop_size хромосом. Оптимізація відбувається шляхом 
багатократного виконання операцій схрещування С, мутації M та 
селекції S. Типовий ГА оптимізації реалізується такою процедурою 
[72, 139]: 
〈Ініціалізувати параметри генетичного алгоритму: 
pop_size – розмір популяції; num_iter – кількість ітерацій; 
num_cross – кількість операцій схрещувань; num_mut – кількість опе-
рацій мутацій 〉; 
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 〈Ініціалізувати популяцію { }><><><>< = 0 _02010 ...,,, sizepopXXXX  〉; 
〈Оцінити фітнес-функцію хромосом початкової популяції 〉; ><0X
For  t=1… num_iter 
〈 Ініціалізувати ∅=>< :CX  〉; 
For i=1…num_cross 
〈 Вибрати з популяції ><tX  дві хромосоми ><>< tktk 21 та XX 〉; 
〈 Виконати операцію схрещування ( ) ( )><><= tktkC 2121 ,, XXXX  〉; 
〈 Присвоїти { }21,,: XXXX ><>< = CC  〉; 
End; 
〈 Ініціалізувати ∅=>< :MX  〉; 
For i=1…num_mut 
〈 Вибрати з популяції ><tX  хромосому ><tkX  〉; 
〈 Виконати операцію мутації )( ><= tkM XX  〉; 
〈 Присвоїти { }XXX ,: ><>< = MM  〉; 
End; 
><CX  та  〉; ><MX〈 Оцінити фітнес-функцію нових хромосом  
〈 Виконати селекцію { }( )><><><>+< = MCtt S XXXX ,,1  〉; 
End. 
При застосуванні ГА для розв’язання конкретних задач оптиміза-
ції потрібно реалізувати операції кодування, схрещування, мутації та 
селекції. Нижче пропонуються реалізації цих генетичних операцій. 
5.2. Генетичне кодування варіанта алгоритмічного процесу 
В підрозділі пропонуються схеми генетичного кодування варіан-
тів АП для задач структурної, параметричної, та структурно-
параметричної оптимізації. Розглядаються як часткові, так і загальна 
задачі структурної оптимізації АП. 
5.2.1. Задача оптимізації контролів 
Розглядаються задачі розстановки контрольних точок та вибору 
кратностей контролів. Ці задачі структурної оптимізації АП мають 
номери 1 та 2 за класифікацією з табл. 3.1. Для цих за cX= , 
причому кількість керованих змінних дорівнює n . Тому варіант АП 
закодуємо хромосомою з n генів )
дач 
:
X
 ...,,,( 21 сnсс xx x=X , які набувають 
дискретних значень. Для задачі розподілу контрольних точок i-ий ген 
вказує на наявність ( 1) або відсутність ( 0=сix =сix ) контролю iω  з 
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 доробкою  (або з оновленням ) після і-го робочого оператора , iU iZ iA
ni ,1= . При виборі кратностей контролів }...,,2,1,0{ сiсi xx ∈  задає кі-
лькість таких покращувальних процедур, де сix  – апріорі визначена 
верхня межа кратності i-го контролю. Для алгоритмічних структур з 
пам’яттю  кратність контролю інтерпретується як максимально допус-
тима кількість перевірок. 
На рис. 5.1 наведено приклад генетичного кодування для задачі 
розподілу контрольних точок в АП з 10-ти потенційно–
контрольованих робочих операторів. У цьому прикладі контрольні то-
чки встановлені після 1-го, 5-го, 7-го і 10-го робочих операторів. 
 
            
Наявність контролю         ⇒ 1 0 0 0 1 0 1 0 0 1 
Порядковий номер контролю  ⇒ 1 2 3 4 5 6 7 8 9 10
            
Рис. 5.1. Приклад кодування хромосоми для задачі 
 розстановки контролів 
 
На рис. 5.2 наведено приклад генетичного кодування для задачі 
оптимізації кратностей контролів. Хромосома з цього рисунку вказує, 
що після 1-го, 5-го, 7-го та 10-го робочих операторів встановлені од-
нократні контролі, а після 2-го та 4-го робочих операторів –двократні 
контролі. 
 
            
Кратність контролю        ⇒ 1 2 0 2 1 0 1 0 0 1  
Порядковий номер контролю ⇒ 1 2 3 4 5 6 7 8 9 10  
            
Рис. 5.2. Приклад кодування хромосоми для задачі оптимізації 
кратностей контролів 
5.2.2. Задача  вибору  варіантів  реалізацій  операторів та 
логічних умов 
Розглядається задача структурної оптимізації АП про вибір реалі-
зацій операторів та логічних умов. Відповідно до підрозділу 3.1 для 
цієї задачі оптимізації , причому кількість керованих змінних 
дорівнює . Тому варіант АП закодуємо хромосомою з  генів: 
. Значення гена 
aXX =
h
,2ax
h
)...,,( 1 aha xx=X }...,,2,1{ aiai xx ∈  вказує на по-
рядковий номер способу реалізації i-го елемента АП (оператора або 
логічної умови), де aix
1-ий, 9-ий  10-ий елементи АП реалізовані 1-им способом, 2-ий,      
 – кількість можливих варіантів i-го елемента. 
Таким чином, гени хромосоми набувають дискретних значень. На 
рис. 5.3 наведено приклад генетичного кодування для АП, в якому     
 та
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 3-ій, 4-ий та 7-ий елементи реалізовані 2-им способом, а 5-ий, 6-ий та  
8-ий елементи – 3-м способом. 
 
           
Номер способу реалізації  ⇒ 1 2 2 2 3 3 2 3 1 1 
Порядковий номер елемента ⇒ 1 2 3 4 5 6 7 8 9 10
           
Рис. 5.3. Приклад кодув няа
структурної
структурної
н  хромосоми для д
Загальні   оптимізації алгоритмічних 
а  оптимізації одночасно обирають 
спос
 за ачі и в бору 
варіантів реалізацій операторів та логічних умов 
5.2.3. 
В зага
 задачі
чах 
процесів 
льних зад
оби реалізацій елементів АП та розставляють контрольні точки 
(або визначають кратності контролів). Ці задачі оптимізації мають 
номери 5 та 6 за класифікацією з табл. 3.1. Для них вектор керованих 
змінних визначається таким чином: сa XXX U= . При цьому можливі 
дві ситуації: 1) коли контролі, для як ться оптимальні кра-
тності, реалізовані лише одним способом та 2) коли необхідно не 
тільки обрати найкращий спосіб реалізації деяких контролів, але і ви-
значити чи потрібно на цьому місці ставити контроль та якою має бу-
ти його кратність. Розглянемо генетичне кодування варіанта АП для 
кожної ситуації. 
Для першої 
их визначаю
ситуації ∅=сa XX I , тому варіант АП генетично 
пред на м хром
ситуації
ставимо простим поєд осом з попередніх задач (див. 
пункти 5.2.1 та 5.2.2). Загальна кількість генів в цій хромосомі стано-
вите nh + .  
Для
ння
 другої  ≠∅сaX , тому варіант АП закодуємо 
хром де 
XI
генів, осомою з )( dnh −+  сa XX Id =  – кількість контро-
лів, які відобра , і в сX . З  хромосома склада-
ється з хромосоми зад вибо способів реалізації елементів АП та 
тих генів cx  хромосоми задачі оптимізації контролів для яких 
acx X∉ . Керовані змінні, що описують контрол  лише з однієї з двох 
 aX  або сX , кодуємо як в попередніх пунктах. Кодування ге-
нами кер аних нних з множини сa XX I  розглянемо для задач 
№4 та №5 окремо. 
В задачі №4 од
жені і aX
ачі 
апропонована
і  
множин
ов змі
ночасно розставляються контрольні точки та оби-
рают
ру 
ься способи реалізацій елементів АП (див. табл. 3.1). Позначимо 
через jx  ті контролі, які відображені і в aX , і в сX , dj ,1= . Тоді, від-
повідний ген в хромосомі набуватиме значень }...,{ jx∈ , які ,2,1,0jx
 80
 вказують на порядковий номер способу реалізації контролю; jx  – кі-
лькість способів реалізації контролю ; нульове значення відповідає 
відсутності контролю. 
jx
В задачі №5 одночасно визначаються кратності контролів та оби-
раються способи реалізацій елементів АП (див. табл. 3.1). Позначимо 
через  – верхню межу кратності контролю . Тоді ген, що відпо-
відає за цей контроль, прийматиме одне з 
jm jx
)1( +jj xm  можливих зна-
чень відповідно до рис. 5.4. 
 
  
 
0 ← без контролю 
  1 ← однократний контроль першого способу
  2 ← однократний контроль другого способу 
  …  
  jx  ← однократний контроль jx -го способу 
   1+jx  ← двократний контроль першого способу 
  
 
jx
2+jx  ← двократний контроль другого способу 
  …  
  jx⋅2  ← двократний контроль jx -го способу 
  ….  
  jj xm ⋅ jm ← -кратний контроль jx -го способу 
Рис. 5.4. Генетичне кодування контролю  за комбінаторною 
схемою для загальної задачі структурної оптимізація АП 
jx
 
Вище описана комбінаторна схема кодування є компактною, але 
дещо складною, особливо коли відрізняються максимальні кратності 
різних реалізацій контролів. Нижче пропонується проста альтернати-
вна схема кодування контролю за допомогою декількох генів. Кіль-
кість генів відповідає числу реалізацій контролю. Кожен з генів задає 
кратність відповідної реалізації операції. Наприклад, хромосомою з 
рис. 5.5 закодована така інформація: 1-ий контроль реалізовано 3-м 
способом; 2-ий контроль відсутній; 3-ій контроль реалізовано 2-м 
способом з кратністю 3. Вводячи обмеження на значення генів за цією 
схемою можна закодувати різні варіанти управління надійністю. На-
приклад, якщо кратні контрольні операції є однаковими, тоді серед 
усіх генів лише один може мати ненульове значення. Якщо дозволені 
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 перевірки різними способами, тоді це обмеження зайве. Якщо обме-
жена максимальна кратність перевірок, тоді сума значень генів не по-
винна перевищувати відповідне порогове значення. 
 
           
Номер реалізації          3 1 ⇒ 21 3 1 2 4 5 2
Кратність контролю        ⇒ 0 0 1 0 0 0 0 0 0 3
Порядковий номер контролю ⇒  1 2 3 
           
Рис. 5.5. Приклад кодування ко р в за оз и  е  
5.2.4. Задачі  параметричної  оптимізації  алгоритмічних 
В зад етричної оптимізації обираємо значення факто-
рів, 
нт олі  р ш реною сх мою
для загальної задачі структурної оптимізація АП 
процесів 
ачах парам
що впливають на характеристики надійності операторів та логіч-
них умов АП. Для цих задач оптимізації fXX = , причому кількість 
керованих змінних дорівнює k. Ці задачі в та  записані під №3. 
Позначимо через F – кількість елементів АП, надійнісні характе
бл. 3.1
-
ристики яких можна змінювати шляхом варіювання факторами. Фак-
тори впливу на характеристики надійності i-го елемента позначимо 
через ( )iVii fff ...,,, 21 , причому i ∑= =Fi ,1
ється закодувати хромосомою з рис. 5.6. Гени цієї хромосоми можуть 
i kV . Тоді варіант АП пропону-
набувати як дискретних, так і неперервних значень, відповідно до мо-
жливостей варіювання факторами. 
 
   ...    ...  ...   ...  
 Фактори го м Фактори го Фактори  елемента  1-  еле ента  2- елемента   F-го
       
Рис. 5.6. оду ння хромосоми для задачі параметричної  
5.2.5. Задачі  структурно-параметричної  оптимізації 
В зад чної оптимізації одночасно вста-
новл
1
1f
1f
1f 2f 22f
2f Ff Ff FVFf1 22 V1 V21
К ва
оптимізація АП 
алгоритмічних  процесів 
ачах структурно-параметри
юємо значення факторів, що впливають на характеристики надій-
ності операторів та логічних умов, та обираємо структуру АП – визна-
чаємо способи реалізацій елементів АП, розставляємо контрольні точ-
ки або визначаємо їх кратності. Ці задачі оптимізації в табл. 3.1 мають 
номери з 7 по 11. Для них вектор керованих змінних визначається та-
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 ким чином: fa XXX U= , або fc XXX U= , або fca XXXX UU= . 
При цьому м вані змінні ї 
та параметричної оптимізації стосуються різних елементів АП та 
2) коли деякі елементи АП беруть участь і в структурній, і в парамет-
ричній оптимізації. Розглянемо генетичне кодування варіанта АП для 
кожної ситуації. 
В першій си
ожливі дві ситуації: 1) коли керо  з структурно
туації керовані змінні незалежні, тому варіант АП 
генетично представимо простим поєднанням хромосом з задач струк-
турної оптимізації та з параметричної оптимізації (див. пункти 5.2.4). 
Графічне зображення цієї хромосоми наведено на рис. 5.7. 
 
 
                
Структурні гени ар ет чнП ам ри і гени   
Рис. 5.7.  хромосоми -
парамет их 
 другій ситуації деякі керовані змінні є залежними. Для прикла-
ду р
Кодування для задачі структурно
ричної оптимізації АП при незалежних керованих змінн
 
В
озглянемо випадок, коли відомими є декілька способів реалізації 
певного робочого оператора. Причому для деяких варіантів цього 
оператора відомі залежності характеристик надійності від факторів 
впливу. Перелік факторів впливу для різних реалізацій оператора мо-
же бути різним. Для врахування можливості варіювання не тільки ре-
алізаціями оператора, але і факторами впливу, пропонується хромо-
сома з вкладеною структурою генів (рис. 5.8). Вона складається з генів 
трьох типів: структурних, параметричних та змішаних. Структурні та 
параметричні гени такі самі, як і в хромосомі з рис. 5.7. Змішані гени 
задають структурні елементи АП одночасно зі значеннями контрольо-
ваних факторів, які впливають на їх надійність. В хромосомі з рис. 5.8 
перші 10 генів задають структуру АП. Змішані гени з номерами 3 та 8 
задають ще і значення факторів впливу для відповідних структурних 
елементів. На характеристики надійності 3-го структурного елемента 
впливає 4 фактори, а на характеристики 8-го елемента – 3 фактори. За-
значимо, що якщо змішаний ген задає спосіб реалізації елемента АП, 
тоді кількість його параметричних генів може бути різною і визнача-
тися значенням структурного гена. В цьому випадку доцільно викори-
стовувати розширене кодування з рис. 5.5. У випадку малої кількості 
комбінацій значень факторів впливу, кожну таку комбінацію можна 
представити як окрему реалізацію елемента АП. Це дозволяє закоду-
вати варіант АП як для загальної задачі структурної оптимізації і тим 
самим позбутися складної структури хромосоми з рис. 5.8. 
 83
          
№ 1 2 3 4 5 6 7 8 9 10 11 12  Легенда 
               - ні гени  структур
            - параметричні 
             - змішані гени   
                
Рис 5 . о у н я ро о м  для дачі структурно-
5.3. Мутація  та  схрещення  хромосом 
ачень одного чи декі-
лько
т  
. .8 К д ва н  х м со и за
параметричної оптимізація АП 
Мутація – це операція випадкової зміни зн
х генів хромосоми. Вона розширює область пошуку, тим самим 
забезпечує вихід ГА з локальних оптимумів. Схрещення – це операція, 
в результаті якої отримуються дві хромосоми-нащадки, що спадкують 
властивості хромосом-батьків. Під час оптимізації вона відповідає 
етапу експлуатації кращих розв’язків. 
При оптимізації АП будемо викорис овувати звичайну одногенну 
мутацію [139]. Вона полягає в випадковій зміні значення одного гена 
обраної хромосоми (рис. 5.9). Хромосома та ген, які потрапляють під 
мутацію, обирають випадково. 
 
 Хромосома до мутації    ⇒ 1 2 4 4.4 21 8  
   ⇓     
 Хромосома після мутації ⇒ 1 2 1 4.4 21 8  
 
Рис. 5.9. Мутація однорядкових хромосом 
 
утацію, що вкладеною 
стру
М  припадає на змішаний ген хромосоми з 
ктурою (рис. 5.9), пропонується проводити у такий спосіб: 
< Згенерувати випадкове число ]1,0(∈δ  > 
If *δδ >  
<Змутувати один параметричний елемент змішаного гена> 
анта ]1,0[*∈
 
Else    
Згенерувати нові значення всіх елементів змішаного гена > < 
End. 
Конст δ  задає частоту мутації структурного елемента 
змішаного гена. Якщо 0* , тоді мутують лише параметричні еле-=δ
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 мент  ілюстру
турою
етрич-
них елементів   
Мутація структу-
рного елемента 
и. Рис. 5.10 є два варіанти мутації змішаного гена хромо-
соми з вкладеною струк . 
 
 Мутація парам
Хромосоми 
до мутації 
1 2  4 0 1 8    1 2  4 0 1 8  
              
2 5 3 0 1      2 5 3 0 1    
    ⇓          ⇓    
Хромосоми 
після 
мутації 
1 2  4 0 1 8    1 2  4 0 1 8  
              
2 5 1 0 1      1 2 0 1 5    
Ри а я а ого г на р о
вкладеною структурою 
Схрещення викону , парамет-
ричних та змішаних генів. Хромосоми із структурних генів та із пара-
метр
с. 5.10. Мут ці  зміш н е  х омос ми з 
 
ватимемо окремо для структурних
ичних генів з дискретними значеннями пропонується схрещувати 
за типовою схемою з однією лінією розтину (рис. 5.11). Хромосоми із 
параметричних генів з неперервними значеннями пропонується схре-
щувати за типовою схемою на основі лінійної комбінації (рис. 5.12). 
 
Хромосоми - 
батьки 
    ⇓      
Хромосоми - 
нащадки 
Рис. 5  хромосом з дискретними  
значеннями генів 
 
Хромосоми з вкладеною онується схрещувати в 
такий спосіб. Якщо структурні елементи змішаного гена батьківських 
хром
.11. Типове схрещення
 структурою проп
осом ідентичні, тоді обидві дочірні хромосоми успадкують їх. 
При цьому параметричні елементи дочірніх хромосом утворимо за 
правилами з рис. 5.11 та 5.12. Якщо структурні елементи батьківських 
хромосом різні, тоді одна дочірня хромосома повністю успадковує 
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 змішаний ген першої батьківської хромосоми, а інша – успадковує 
змішаний ген другої батьківської хромосоми. 
 
 
Хромосоми - 
батьки 
а1 а2 аМ 
b1 b2 bM 
 ⇓ 
Хромосоми - 
нащадки 
λ⋅а1+(1−λ)⋅b1 λ⋅а2+(1−λ)⋅b2 λ⋅аM+(1−λ)⋅bM 
λ⋅b1+(1−λ)⋅a1 λ⋅b2+(1−λ)⋅a2 λ⋅bM+(1−λ)⋅aM 
 
Рис. 5.1 ще з н
значеннями генів
2. Типове схре ння хромосом еперервними  
, )1,0(∈λ  
 
ізації з обмеженням остіВ задачах оптим  з кільк  контрольних про-
цедур мутацію та схрещення виконуватимемо з такою додатковою 
проц
5.4. Фітнес-функція хромосом та селекція нової популяції 
В задачах максимізації показника надійності фітнес-функції пос-
тави ч 
мінім
мовними. Врахування обмежень задач умовної опти-
мізац
льняли усі обмеження. Цей спосіб враху-
ванн
едурою: якщо кількість контролів перевищує допустиме значення 
S*, тоді зменшимо алелі одного чи декількох генів. Порядкові номера 
цих генів визначимо випадково. В задачах загальної структурної оп-
тимізації АП з розширеним кодуванням хромосом (рис. 5.5) порушен-
ня генотипу відкоригуємо зміною алелів генів, які не потрапили під 
мутацію. 
мо у відповідність цільову функцію задачі оптимізації. Для зада
ізації як фітнес-функцію оберемо функцію, що обернена до ці-
льової функції. 
З 25087 можливих постановок задач оптимізації надійності АП 
лише 399 є безу
ії можна здійснити трьома способами [139]: корегуванням, вилу-
ченням та штрафуванням. 
За першим способом, гени хромосоми з недопустимої області ко-
регують, щоб вони задово
я обмежень доцільний для простих правил корегування генів. На-
приклад, розглянемо задачу розстановки контрольних точок з обме-
женнями на максимальну кількість контролів, вартість та тривалість 
АП. Для неї правило корегування хромосоми може бути таким: ітера-
ційно випадковим чином обрати ген та занулити його, доки не будуть 
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 виконанні усі обмеження. Корегувати хромосоми слід при їх появі, 
тобто при ініціалізації початкової популяції, схрещенні та мутації. 
Якщо в обмеження входять «конфліктні» показники, наприклад, без-
помилковість та швидкодія, тоді правила корегування генів стають 
складними, призводячи до сповільнення оптимізації. При врахуванні 
всіх обмежень процес повернення хромосоми в допустиму область 
може наблизитися за складністю до пошуку оптимуму. 
За другим способом недопустимі розв’язки вилучають, допуска-
ючи до селекції лише хромосоми, що задовольняють усі обмеження. 
Цей 
е
простий спосіб врахування обмежень можна застосовувати до до-
вільної задачі умовної оптимізації АП. Але вилучення всіх недопус-
тимих розв’язків може призвести до суттєвого уповільнення оптимі-
зації. Наприклад, можлива ситуація, коли всі хромосоми популяції є з 
області недопустимих розв’язків. Тоді їх усіх треба вилучити і згене-
рувати нову популяцію, тобто розпочати оптимізацію «з нуля». Крім 
цього, з теорії математичного програмування відомо, що інколи опти-
мум знаходять набагато швидше, коли дозволено крокувати по області 
недопустимих розв’язків. Оптимум часто знаходиться на границі об-
ласті допустимих розв’язків, тому щоб накрити його «сіткою» з хро-
мосом популяція має містити як допустимі, так і недопустимі 
розв’язки (рис. 5.13). Щодо оптимізації надійності АП, то вилучення 
недопустимих хромосом доцільн  для задач типу (3.11). Обмеження 
цих задач визначають зону, поза якою нестача одних показників не 
компенсується надлишком інших. Іншими словами, «торг» між крите-
ріями поза зоною недоречний, тому доцільно з популяції вилучати не-
допустимі розв’язки. 
 
 
Рис. 5.13. Накриття оптимуму популяцією хромосом 
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 За 
її штрафу
залежить
розв’
функ
вибо
третім способом при виході ромосоми за допустиму область 
ю трафу 
 від кількості порушень та відстані від зони допустимих 
цією. Якщо фітнес-функція поєднує цільову та штрафну 
 фітнес-функції [139]. Для 
ля цього потрібно відсортувати хромосоми за 
знач м
кращі хр
ченням фітнес-
функ
х
ть, зменшуючи значення фітнес-функції. Величина ш
язків. Врахування обмежень за допомогою штрафів доцільне для 
задач з оптимізацією за одним головним критерієм на кшталт (3.5) – 
(3.10). Для (3.11) такий підхід недоречний, тому що цільова функція 
задачі оптимізації являє собою штрафну функцію за порушення мети. 
Зону, в якій ця штрафна функція діє, визначає система обмежень зада-
чі (3.11).  
Будемо використовувати селекцію з елітизмом, коли спочатку в 
нову популяцію обирається найкраща хромосома з максимальною фі-
тнес-функ
ції, тоді додатково до першою елітної хромосоми в нову популя-
цію оберемо одну найкращу хромосому з області допустимих 
розв’язків. Відбір решти хромосом можна проводити за різними схе-
мами, серед яких, на нашу думку, найбільш вдалими є пропорційна, 
відсічна, турнірна та комбінована селекції. 
За пропорційною селекцією (селекцією за «колесом рулетки») ко-
жній хромосомі на віртуальному колесі рулетки відповідає свій сек-
тор, площа якого пропорційна значенню її
ру хромосоми в нову популяцію необхідно кинути кульку на ко-
лесо рулетки і визначити на якому секторі вона спиниться. Імітаційно 
відбір реалізовують через розрахунок кумулятивних ймовірностей 
хромосом та генерацію випадкових чисел з діапазону [0, 1]. При на-
ближенні стагнації, коли усі хромосоми приблизно однакові, пропор-
ційна селекція майже не відокремлює добрі розв’язки від поганих. Для 
їх дистанціювання в теорії ГА [139, 144, 156] застосовують нелінійне 
масштабування цільової функції або ранжування хромосом. Якщо у 
фітнес-функцію входить штрафна функція, тоді використовують адап-
тивні штрафи, значення яких залежать не тільки від величини пору-
шення обмежень, але і від якості поточної популяції або кількості ви-
конаних ітерацій ГА. 
За відсічною селекцією нова популяція формується з τ -частки 
кращих хромосом, які мають однакову ймовірність бути обраними, 
)1,0(∈τ  [144, 156]. Д
енням фітнес-функції, що при великих популяціях ви агатиме 
значного часу. Ще одним недоліком є те, що в обрізаній популяції 
омосоми не мають преференцій з виживання. 
За турнірною селекцією нова популяція формується за результа-
тами турнірів серед невеликого числа випадково обраних хромосом. 
Переможців турнірів визначають за найбільшим зна
ції [144]. За обчислювальною складністю турнірна селекція є 
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 найкращою. 
За турнірної селекції можна легко врахувати обмеження задачі 
оптимізації і без коефіцієнтів штрафної функції за такою новою схе-
мою. Переможцем турніру оберемо ту хромосому, що порушує менше 
обме
мізація  надійності 
алгоритмічних   процесів 
В підрозділі пропонуються шляхи поєднання ГА з іншими мето-
дами дається гі-
бридизац тодами дискретної оптимізації 
для г
их  методів  дискретної  оптимізації 
Почат , випадко-
вим  початкової популяції до точки оптимуму 
нижч вати початкові значення генів не за рівно-
мірн
жень. Якщо кількість порушень обмежень кількома конкуруючи-
ми хромосомами однокова, тоді переможець обирається за найкращим 
значенням цільової функції. Така схема селекції та врахування обме-
жень задачі оптимізації має добру обчислювальну складність та не 
вимагає настроювання штрафних коефіцієнтів. Вона краще працюва-
тиме при великому числі обмежень оптимізаційної задачі. 
Комбінована селекція поєднує відсічну селекцію з іншими. Спо-
чатку залишають τ-частку кращих хромосом, а потім застосовують 
пропорційну або турнірну селекцію. 
5.5. Гібридна  генетична  опти
 для пришвидшення оптимізації надійності АП. Розгля
ія ГА: 1) з пожадливими ме
енерування якісної початкової популяції хромосом; 2) з мураши-
ними алгоритмами оптимізації для покращення поточної популяції за 
острівною схемою; 3) з методами локального пошуку для покращення 
окремих хромосом. 
5.5.1. Генерування  якісної  початкової  популяції  за  ідеями 
пожадлив
5.5.1.1. Основна  ідея 
кову популяція хромосом генерують, як правило
чином. Для наближення
е пропонується генеру
им ймовірнісним розподілом, а за таким, що враховує апріорні 
знання про якість алелів. Кожній алелі поставимо у відповідність де-
який показник ефективності АП. Вважатимемо, що чим більше зна-
чення показника ефективності алелі, тим більше у неї шансів потрапи-
ти в оптимальний розв’язок. Відповідно, при ініціалізації початкової 
популяції ймовірності вибору алелі пов’яжемо прямою пропорційною 
залежністю з показниками ефективності відповідних альтернатив. 
Нижче розглядається як створити ймовірнісний розподіл значень генів 
для задач структурної оптимізації АП. 
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 5.5.1.2. Генерування якісної початкової популяції при виборі 
способів реалізації операторів та логічних умов 
 
[154] і 
[79, 100], як -
ня к
тивності елемента АП при різних постановках задачі 
оптимізації
За ідеями пожадливих алгоритмів розв’язання задачі про рюкзак
 та їх аналогів – градієнтних алгоритмів оптимізації надійност
 показник ефективності елемента АП виберемо відношен
орисності до витрат. Формули розрахунку ефективності операто-
рів та логічних умов для різних постановок задач зведені в табл. 5.1. В 
формулах ефективності логічної умови ймовірності помилок типу 
«хибна тривога» не враховані. Таке спрощення є допустимим при оп-
тимізації АП, в яких такі помилки не завдають великої шкоди та трап-
ляються рідко. Крім того, при формуванні табл. 5.1 вважалось, що при 
оптимізації багатовимірних АП показник )(j0 Xр  виступає як крите-
рій оптимізації. 
 
Таблиця 5.1 
Показник ефек
 ( )1,0(∈η  – ваговий коефіцієнт) 
Критерій та обмеження 
задачі оптимізації АП 
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ратора A  
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Нехай деякий ген абуває одне з N альтернативних значень, ефе-
ктивності яких дорівнюють N
н
γ γ γ...,,, 21 . Тоді частоту появи i-го аль-
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 тернативного значення цього гена при ініціалізації популяції визна-
чимо таким чином: 
 ∑
=
=
Nj
j
ii
,1
γ
γ Ni ,1=β ,    . (5.1) 
Якщо серед значень гена існує домінуюча альтернатива з вели-
кою частотою (5.1), наприклад, 95,0>β , 
дотрима
тоді диверсифікація почат-
кової популяція буде поганою. Це порушить важливий принцип мета-
евристичної оптимізації, а саме, ння коректного балансу між 
етапами експлуатації потенційно-найкращої альтернативи та розши-
ренням області пошуку [123, 156]. Для ( )jidτΔ розширення пошукової 
області встановимо порогове значення ( *β ) частоти появи домінуючої 
альтернативи. Ця умова аналогічна обмеженню обсягу віртуальних 
феромонів з максмінного мурашиного алгоритму [175] дискретної оп-
тимізації. Частоти появи решти альтернатив збільшимо за таким алго-
ритмом: 
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, (5.2) 
де 5,0*>β  – найбільше дозволене значення частоти появи альтер-
нативи в початковій популяції. 
лю 
т, тобто 
відношення сті АП до витрат через встанов-
ленн
надійності. 
5.5.1.3. Генерування якісної початкової популяції при 
оптимізації контро
Як показник ефективності контролю оберемо його градієн
 приросту безпомилково
я контролю. Формули градієнта контролю зведені в табл. 5.2. Пе-
рші дві формули відповідають градієнту контролю з робіт по оптимі-
зації АП за ймовірнісно-часовими та ймовірнісно-вартісними критері-
ями [79]. Решта формул узагальнює його на інший перелік показників 
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 Таблиця 5.2 
Градієнт i-го контролю при різних постановках задачі оптимізації АП 
( )1,0(∈η  – ваговий коефіцієнт) 
Критерій та обме-
тимізації АП 
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Прим і т к а :  при оптимізації багатовимірних АП виступає як 
критерій оптимізаці
 
я популяції хромосом мурашиними  
алгоритмами за острівною схемою 
Острі нієї і тієї же задачі оп-
тимі и методами з обміном найкращими поточ-
ними кий час. Вона часто застосовується для па-
рале
 )(j0 Xр  
ї. 
5.5.2. Покращенн
5.5.2.1. Основна ідея 
вна схема являє собою розв’язання од
зації одночасно різним
 розв’язками через дея
льного пошуку екстремуму мережею комп’ютерів. Кожен 
комп’ютер вирішує задачу оптимізації певним методом і знайдені 
проміжні розв’язки через локальну мережу передає іншим 
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 комп’ютера. Можлива реалізація острівної схеми і на одному ком–
п’ютері, коли кожному методу оптимізації виділяються деякі обчис-
лювальні сурси. Застосування острівно схеми дозволяє в ростий 
спосіб поєднати переваги різних методів оптимізації. При цьому ме-
тоди оптимізації не зазнають змін; потрібно лише реалізувати інтер-
фейс обміну розв’язками. 
Одним із найперспективніших методів дискретної оптимізації є 
мурашині алгоритми, які ґрунтуються на принципах поведінки колонії 
біологічних мурах. Мураш
ре ї п
ині алгоритми забезпечують добрий баланс 
між 
ність такої схеми для різ-
нома
швидкодією та точністю оптимізації для різноманітних NP-
складних задач [108, 123, 127, 129], в тому числі і для багатовимірної 
задачі про рюкзак [117, 133, 152, 174]. Між задачами структурної оп-
тимізації надійності АП та задачею про рюкзак встановлено чітку ана-
логія. Звідси випливає перспективність розробки мурашиного алгори-
тму структурної оптимізації надійності АП. 
Взаємодію між ГА та мурашиним алгоритмом реалізуємо за ост-
рівною схемою (рис. 5.14), яку запропоновано для задачі оптимальної 
маршрутизації вантажівок [162]. Перспектив
нітних задач дискретної оптимізації підтверджено подальшими 
дослідженнями інших науковців в роботах [116, 159, 182]. 
 
Рис. 5.14. Генетико-мурашина оптимізація за острівною схемою 
 
У випадку однокомп’ютерної реалізації оптимізації генетичний 
та му  
ітерацій. Якщо ГА покращив розв’язок, тоді він передається мураши-
ному
рашиний алгоритми працюють послідовно протягом декількох
 алгоритму для оновлення феромонних слідів. Далі оптимізація 
йде за мурашиним алгоритм і найкращий розв’язок передається до 
ГА, де він заміщує найгіршу хромосому. Після цього знову оптимізу-
ємо за ГА і т.д. Кількість ітерацій ГА та мурашиного алгоритму мож-
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 на поставити в залежність від якості оптимізації. Таку адаптацію про-
понується проводити за принципом «дворукого бандита» [68, 145]. 
Ідея адаптації полягає в збільшенні кількості ітерацій для кращого ал-
горитму оптимізації, та відповідно зменшення тривалості роботи гір-
шого алгоритму. Переможця в змаганні алгоритмів визначатимемо за 
збільшенням фітнес-функції на одну ітерацію алгоритму. Корегувати 
кількість ітерацій можна як за результатами кожного включення, так і 
за сумарною ефективністю за декілька включень. 
Таким чином, в схемі на рис. 5.14 відомими є ГА та інтерфейс 
взаємодії алгоритмів. Залишилося розробити мурашиний алгоритм 
оптимізації надійності АП. Мурашині алгоритмі придатні для 
 а  
розв’язання задач дискретної оптимізації. Серед задач оптимізації АП 
дискретними є задачі структурної оптимізації надійності АП, які ма-
ють порядкові номерами 1–5 з  класифікацією з табл. 3.1. Щоб дові-
льну задачу дискретної оптимізації вирішити мурашиними алгорит-
мами необхідно звести її до пошуку шляху на деякому графі, обрати 
способи ініціалізації та оновлення феромону, та визначити евристичні 
правила вибору маршруту. Нижче пропонуються реалізації основних 
складових мурашиної оптимізації надійності АП. 
5.5.2.2. Графове представлення задач структурної оптимізації 
алгоритмічних процесів 
( )Позначимо через nxxx ...,,, 21=X  – вектор керованих змінних
чі структурної оптимізації надійності АП. Кожна керована зміна
набувати значення 
 
зада  
ix  може з дискретної множини { }iiuiii ddd ...,,, 21=D , елементи якої відповідають реалізаціям опера-
и логічної умови А , тобто iixтора ч П D∈ , n,1= . Кожні реалізації 
ість одну вершину графа. Такий підхід відпові-
розв’язання задачі про рюкзак [117, 133, 152, 
174], коли кожному предмету відпов ина графа. Для за-
дач структурної оптимізації АП аналогами предметів є варіанти реалі-
зацій операторів та логічних умов. 
При мурашиному розв’язанні задачі про рюкзак можливі 3 варіа-
нти розміщення віртуальних феромонів на графі: 
1) феромони залишаються на 
i й 
поставимо у відповідн
дає ідея мурашиного 
ідає одна верш
вершинах графа [152]; 
2) феромони залишаються на дугах, що з’єднують вершини з 
множини iD  з вершинами з множини 1+iD , 1,1 −= ni  [133]; 
3) феромони залишаються на дугах, що з’єднують вершини з 
множини iD  з вершинами з множини jD , nji ,1, =  [174]. 
Обчислювальні експерименти, які проведені в [ 7] свідчать, щ11 о 
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 найкращі розв’язки знаходять за третім варіантом розміщення феро-
. Щодо динаміки оптимізації, то найкращим  перший варімонів є ант, 
який поступається за цим показником лише при наближенні до опти-
муму. За острівної схеми ми найбільш зацікавлені в добрій динаміці 
оптимізації, тобто в швидкому генеруванні розв’язків, які близькі до 
оптимального. Перетворити субоптимальні розв’язки, які знайдені од-
ним методом, на оптимальні зможе другий метод. Крім того, на за-
ключному етапі оптимізації для швидкого досягнення екстремуму 
можна застосувати методи локального пошуку. Враховуючи і те, що 
програмна реалізація мурашиної оптимізації за першим варіантом 
найпростіша, віртуальні феромони розміщуватимемо на вершинах 
графа. Включимо до графа і одну фіктивну вершину, з якою 
пов’яжемо всі інші. Задача вибору варіанта АП зведемо до пошуку 
дерева, яке включає фіктивну вершину та по одній вершини з кожної 
множини iD , ni ,1=  (рис. 5.15). Найкращим розв’язком буде дерево 
графа, яке задовольняє постановку задачі оптимізації з підрозділу 3.2. 
 
Рис. 5.15. Графове представлення задачі структурної оптимізації 
АП для трьох керованих змінних  
(варіант розв’язку виділено жирними лініями) 
5.5.2.3. Реаліз ного алгоритму 
Для багатьох найкращі 
розв’язки знайдені максмінним мурашиним алгоритмом [175]. Тому 
на й
АП. 
],[)d(
 
ація основних елементів мураши
 тестових задач дискретної оптимізації 
ого базі створимо мурашиний алгоритм оптимізації надійності 
Відповідно до [175] встановимо мінімально та максимально мож-
ливі обсяги феромонів на кожній вершині графа: 
 maxminij ττ∈τ ,  ni ,1= ,  iuj ,1= . (5.3) 
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 ладемо maxτ  кіль-На початку алгоритму на кожну вершину відк
кість 
граф
феромонів. Кількість феромонів,  вершини які відкладаємо на
а за маршрутом X визначимо таким чином: 
 ( ) ⎨⎧ ∈=Δ якщо),(/, XXX ijij dFQdτ ,  ⎩ інакше,0 ni ,1= iuj ,1=,  , (5.4) 
 генетичної  надійно-
 маршрутом
де Q
F(
А
 – константа
X) – зн
; 
ачення фітнес-функції з
 X. 
им поточним
 оптимізації
 (
сті П для розв’язку
Після кожної ітерації феромони відкладатимемо тільки на вер-
шинах графа за найкращ +X
ма
). Якщо він гі-
рше найкращого маршруту ( bestX ), знайденого від початку роботи ал-
горитму, тоді феромони відкладемо і на вершинах ршруту bestX . 
Математично запишемо це та ом: 
 
ким чин
( )( ) ( )⎪⎩ Δ+Δ
>
+ інакше,,,
)()(що
best
ijij dd
FF
XX
XX
ττ
⎪⎨
⎧Δ=Δ
++ як,,
)(
best
ij
ij
d
d
Xττ , (5.5) 
де )( ijdτΔ  – обсяг феромонів, які відкладаємо ш на вер ину , ijd
n,1 , i = iu
ування феромонів реалізуємо за типовою схемою 
j ,1= . 
паровВи
 ><>+< ⋅−= tijtij dpd )()1()( 1 ττ ,    ni ,1= ,    iuj ,1= , (5.6) 
е )1,0(∈pд  – коефіцієнт випаровування феромонів; 
t – порядковий номер поточної ітерації мурашиного алгоритму. 
З (5.3)–(5 еромонів: 
 
.6) отримуємо таке правило оновлення ф
( ) ⎬⎫⎨⎧ Δ+⋅−= ><>+< )()()1(,min,max) maxmin1 ijtijtij ddpd ττττ ,  ⎭⎩(τ
ni ,1= , i
Ймовірність включення ве ини графа ijd  в маршрут 
значимо за таким випадково-пропорційним правилом: 
uj ,1= . 
(5.7)
мурахи ви-рш
 ∑
=
⋅
ius
isis dd
,1
)()( βα
⋅= ijijij dddprob )()()(
βα
γτ
γτ
,    ni ,1= ,    j = iu,1 . (5.8) 
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 де )( ijdγ  – ефективність альтернативи , яка розрахована за фо-
мулами пункту 5.5.1; 
α>0 та β>0 – коефіцієнти, які визначають важливості досвіду по-
пуляції (слідів феромону) та пожадливого правила (ефективності аль-
натив) п уту.
йвірогіднішим буде вибір альтернатив з найбі-
ти γ(dij) > 
< З озв’язок Mbest >  
< Обч -функції F(Mbest) > 
%Осн
     | tmax - кількість ітерацій алгоритму 
хи 
м (5.8) > 
(Mk(t)) > End 
+ 
розв’язку M+ > 
If  F
End 
< Ви
 jid ,
р
тер ри виборі продовження маршр   
Якщо α→0, тоді на
льшою ефективністю. У класичній теорії оптимізації це відповідає, 
так званому, пожадливому алгоритму. Якщо β→0, тоді працює лише 
феромонне підсилення, що приводить до швидкого завершення робо-
ти алгоритму через збігання маршрутів усіх мурах до одного субоп-
тимального розв’язку.  
Зауважимо, що (5.8) визначає лише ймовірності вибору альтерна-
тив. Сам вибір здійснюється за принципом колеса рулетки, на якій 
кожній альтернативі відведено сектор з площею пропорційною до 
ймовірності (5.8). 
5.5.2.4. Мурашиний алгоритм оптимізації надійності 
Мурашиний алгоритм оптимізації структурної надійності АП 
пропонується нижче. 
<Ініціалізація параметрів алгоритму α, β, Q, τmin, τmax> 
For i=1:n 
For j=1:ui   
< Розрахува
< τ(dij)=τmax >  
 End
End 
генерувати допустимий р
на ня фітнесислити з чен
 цикл: овний
1:tmaxFor t=
For k=1: number_ants    | для кожної мура
k< Побудувати маршрут M (t) за правило
ити значення фітнес-функції F< Обчисл
< Обрати кращий поточний розв’язок M > 
+) <Зафіксувати значення фітнес-функції F(M
< Оновити феромонні сліди за правилом (5.7) > 
+ best(M )> F(M ) 
best + best +< M =M  > та  < F(M )=F(M ) > 
EndIf 
вести найкращий розв’язок Mbest > 
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 При ь запропонованого алгоритму від мура-
шиних алго  полягає в різному 
врахуванні нь. В задачі про рюкзак при додаванні будь-якого 
пред можна перевірити виконання обмежень задачі оптимізації. 
Прич ислювальному плані. То-
му в
генетичної оптимі-
зації [92, 139, 144, 156] свідчать, що застосування методів локального 
пош -
чутним  стає коли хромосоми знаходяться в околі 
екст ати процедури локального пошуку треба 
часті
ння неперервних методів 
лока
оритми з 
нципова відмінніст
ритмів вирішення задачі про рюкзак
обмеже
мета 
ому, така перевірка є нескладною в обч
 задачі про рюкзак ймовірнісний розподіл на кшталт (3.22) ство-
рюється лише для допустимих альтернатив. В загальних задачах стру-
ктурної оптимізації АП обмеження є нелінійними, тому в більшості 
випадків неможливо перевірити задовольняння обмежень за фрагмен-
тами розв’язку. Тому перевірка обмежень здійснюється не для фраг-
мента, а для цілого розв’язку. Якщо протягом однієї ітерації мураши-
ного алгоритму не знайдено ні одного допустимого розв’язку, тоді 
феромони додаються лише на вершини маршруту bestM . 
5.5.3. Покращення хромосоми методами локального пошуку 
5.5.3.1. Основна ідея 
Результати обчислювальних експериментів з 
уку суттєво пришвидшує знаходження екстремуму. Особливо від
 таке пришвидшення
ремуму. Тому підключ
ше на заключних ітераціях оптимізації. На початку генетичної 
оптимізації локальний пошук не доцільний. 
Нижче розглядається як застосувати методи локального пошуку 
для скорочення часу генетичної оптимізації надійності АП. Методи 
локального пошуку розроблені для дискретних або неперервних задач 
оптимізації. В загальному випадку аналізована задача оптимізації є 
непервно-дискретною. Тому для застосува
льного пошуку слід зафіксувати дискретні алелі хромосом. Від-
повідно, при застосуванні дискретних методів локального пошуку за-
фіксуємо неперервні алелі хромосом. Крім того, на відміну від ГА ме-
тоди локального пошуку зазвичай проблемно-орієнтовані. Вони роз-
роблені для вирішення специфічних задач, наприклад, розстановки 
контрольних точок, і не придатні для загальних задач структурної оп-
тимізації АП. Тому додатково зафіксуємо ті алелі хромосом, які не 
можна покращити відповідним методом локального пошуку. 
5.5.3.2. Застосування  градієнтних  методів  оптимізації 
контролю 
Для задач розстановки контрольних точок та вибору кратностей 
контролів розроблено градієнтні алгоритми оптимізації. Алг
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 [75,  одним 
обмеженням ідає постановкам (3.5), (3.6) та (3.9). Алгорит-
ми з
ді замість відкату на 1 крок зменшуватимемо кількість конт-
й в пункті 5.5.2.4 мурашиний алгоритм придатний 
для вирішення як загальної, так і окремих задач структурної оптиміза-
ції н  як 
методів лок ку зафіксуємо лише значення параметричних 
генів
 неперервної
всіх структурних генів та дискретні 
значення параметричних генів хромосоми, тоді задача оптимізації на-
дійн я. Для її 
вирішення м вувати добре розроблені методи неперервної 
опти
-
лька методів локального пошуку за такою схемою: 
1) фіксуємо значення структурних генів та покращуємо значен-
ня параметричних генів методом неперервної оптимізації; 
76, 79] вирішують пряму та обернену задачу оптимізації з
, що відпов
 розділу 4 крім цього враховують і обмеження з ймовірностей по-
яви помилок кожного типу, що відповідає постановкам (3.7), (3.8) та 
(3.10). 
При застосуванні означених алгоритмів як методів локального 
пошуку слід зафіксувати всі алелі хромосом, окрім тих, що відповіда-
ють за кратності контролю. В самі алгоритми оптимізації внесемо такі 
зміни: 
• початковим розв’язком вважатимемо хромосому з ГА, а не ві-
дсутність контролю; 
• якщо початковий розв’язок порушує ресурсне обмеження, то-
рольних точок поки не потрапимо в область допустимих 
розв’язків. 
5.5.3.3. Застосування  мурашиних  алгоритмів  дискретної 
оптимізації 
Запропоновани
адійності АП. Тому при застосуванні мурашиного алгоритму
ального пошу
 хромосоми. Передану в мурашиний алгоритм хромосому вважа-
тимемо за перший допустимий розв’язок bestM . Через це вимагати-
мемо, щоб в мурашиний алгоритм для покращення передавалися лише 
хромосоми з допустимої області. 
5.5.3.4. Застосування  класичних  методів  
оптимізації 
Якщо зафіксувати значення 
ості АП зведеться до задачі математичного програмуванн
ожна застосо
мізації [69] та відповідні програмні пакети, наприклад, [158]. 
5.5.3.5. Спільне  застосування  різних  методів  локального  
пошуку 
Для покращення хромосом можна одночасно застосовувати декі
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 2) фіксуємо знайдені значення параметричних генів та покращ
 значення
у-
ємо  структурних генів мурашиними або пожадли-
 
 
ст
5.6.1 Завдання та методика комп’ютерних експериментів 
ментальні 
дослідже . 
Вибі
айбільш уживаних за-
дач в практиці надійнісного проектування АП. По-друге, алгоритмічна 
скла соб-
ливо
вими алгоритмами; 
3) повторюємо попередні кроки поки покращується розв’язок
або до вичерпання ліміту часу. 
Запропонована схема є аналогом методу покоординатного спуску
Гауса–Зейделя при пошуку екстремуму функції багатьох змінних. При 
цьому кожній координаті відповідає сукупність параметричних або 
руктурних генів. 
5.6. Експериментальні дослідження з генетичної  
оптимізації багатовимірних  алгоритмічних  процесів 
Наводяться результати комп’ютерних експериментів з тестування 
запропонованих ГА оптимізації надійності АП. 
З 25087 можливих задач оптимізації надійності, експери
ння проведемо з оптимізації контролю багатовимірних АП
р задач цього типу обумовлено двома причинами. По-перше, оп-
тимізація розташування контролю є однією із н
дність цих задач є достатньою, щоб при тестуванні виявити о
сті їх оптимізації. Для цих задач розроблена відповідна бібліотека 
тестових задач. 
Тестувати ГА будемо з метою встановлення якості знайденого 
розв’язку та витрат часу на оптимізацію. Дослідження проведемо екс-
периментальним шляхом багатократного прогону алгоритмів оптимі-
зації з фіксацією результатів після кожного запуску. Експерименти 
проведемо для ГА з такими параметрами: розмір популяції – 25 хро-
мосом; кількість схрещень за 1 епоху – 30; кількість мутацій за 1 епо-
ху – 30. 
Дослідження точності алгоритмів проведемо за значенням цільо-
вої функції для тих розв’язків, що задовольняють усі обмеження зада-
чі оптимізації. Для порівняння як альтернативний метод оптимізації 
оберемо градієнтний алгоритм оптимізації АП з робіт [79, 86, 88]. При 
дослідженнях швидкодії алгоритмів засічемо час знаходження опти-
муму при кожному прогоні та усереднимо ці значення. При дослі-
дженні впливу схеми селекції на час оптимізації для кожної тестової 
задачі сформуємо 10 різних початкових популяцій хромосом. Потім 
для кожної початкової популяції запустимо по 10 раз ГА з кожним ти-
пом селекції та усереднимо час оптимізації. Дослідження проведемо 
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 для турнірної, відсічної та пропорційної селекцій з елітизмом. 
На час оптимізації впливає вибір початкової популяції. Нижче за-
пропонована нова процедура генерування початкової популяції, тому 
порівняємо її з відомою – випадковою ініціалізацією. Порівнювати 
будемо за частотою вгадувань оптимальних значень генів. Також на 
прикладі однієї з тестових задач дослідимо як впливає якість початко-
вої популяції на швидкість оптимізації. 
Обчислювальні експерименти проведемо в середовищі 
MATLAB 6.5 в операційній системі Windows XP на комп’ютері з опе-
ративною пам’яттю в 256 MB та процесором Intel Celeron 900 МГц. 
5.6.2 Генетичний розподіл контрольних точок при 
обмеженнях на безпомилковість 
ії ко
ля 
оцінювання с-функція 
[86, 
Для оптимізац розподілу нтрольних точок будемо 
використовувати ГА оптимізації з підрозділу 5.1. Операції кодування, 
схрещування та мутації описано в підрозділах 5.2 та 5.3. Д
 якості розв’язків пропонується така фітне
110] 
 
⎪⎪⎩
⎪⎪⎨
⎧
−
−
=
інакше,
(
)(1
язокро 'ийнедопустимякщо1
X
X
Х
XX
C
D
,
)(C)(F , (5.9) 
де (XD
)
зв
]1,0[)∈  – шт функція, яка враховує порушення 
хромосомою Х обмежень оптимізації (3.9) та (3.10). 
Пропонується  таку штрафну функцію
 
рафна 
 задач 
використовувати  [86, 110] 
⎟⎠⎜⎝
⎟⎠Δ⎜⎝+ =j jP 1 max*1
⎟⎟
⎞
⎜⎜
⎛
⎟⎞⎜⎜⎝
⎛ Δ+⎟⎟⎠
⎞⎜⎛ −⋅= ∑
α
m jpP
m
D
1* )()(,0max1)(
XXX , (5.10) 
де  0>α  – коефіцієнт, що визначає вагомість штрафів за порушення 
обмежень за ймовірностями помилок ( )mqqq ...,,, 21 ; 
 – величина порушенн
мою Х j-го обмеження, 
⎟⎠
⎞⎜⎝
⎛ −=Δ jj qp j )(,0max)( 0 XX я хромосо-
mj ,1= ; ( ))(,max
_,1
x Xj
sizepopk
Δ=
=
ε  – якість поточної популяції, яка ви-majΔ
значається максимальними порушеннями обмеження по mjq ,1, = . j
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 Штрафи (5.10) за одні ті й  ж 
хромосом неоднакові
 чином, щоб п
порушення обмежень при різних 
популяціях 
популяції таким
на 
зада
ного РКТ для тестових задач А_4_1 та А_4_2 
 
. Ці штрафи адаптуються під якість 
ри селекції дистанціювати погані 
розв’язки від добрих. 
ГА оптимізаціїї розподілу контрольних точок протестований 
чах А_4_1 та А_4_2. Результати оптимізації наведені в табл. 5.3. 
 
Таблиця 5.3 
Результати генетич
задача *P  10p  20p  30p  40p  C 
А_4_1 0,9636 0,0063 0,0086 0,0088 0,0127 206,98n=20 А_4_2 0,9568 0,0079 0,0094 0,0106 0,0153 156,35
n=40 А_4_1 0,9457 0,0095 0,0130 0,0136 0,0182 457,72А_4_2 0,9271 0,0129 0,0161 0,0182 0,0257 324,99
n=60 А_4_1 0,9308 0,0133 0,0166 0,0186 0,0206 542,61А_4_2 0,9014 0,0177 0,0210 0,0256 0,0343 484,31
n=80 А_4_1 0,8685 0,0236 0,0305 0,0339 0,0435 718,87А_4_2 0,8727 0,0245 0,0303 0,0344 0,0381 704,52
n=100 А_4_1 0,8543 0,0257 0,0328 0,0380 0,0492 989,83А_4_2 0,8456 0,0293 0,0363 0,0412 0,0475 864,94
n=120 А_4_1 0,8381 0,0289 0,0371 0,0422 0,0536 1114,0А_4_2 0,8107 0,0356 0,0444 0,0503 0,0590 965,44
 
н и в щ л и за 
генетичн г м о а п о ні 
гр г  о .4 и ня 
роботи ч т  є 0 ]: 
1) процедура ініціалізації якісної початкової популяції; 2) процедура 
шви
 
 
Комп’ютер і експер менти с ідчать, о трива ість опт мізації 
им ал оритмо  значн  більш  ніж ри вик ристан
адієнтн
 
их ал оритмів з підр зділу 4 .3 [81]. Для пр скорен
генети ної оп имізації нижче пропону ться [1 9, 110
дкого обчислення показників надійності АП; 3) ефективна схема 
селекції. 
Процедура ініціалізації популяції генерує хромосоми в області 
допустимих розв’язків або в її околі. В цій процедурі значення гена ix  
пропонується визначати таким чином [109, 110]: 
 
⎪⎪⎩
⎪⎪⎨
<
≥=
5.0якщо,0
5.0якщо,1
)(
)(
)(
i
i
i
g
f
g
ix
γ
γ
γ
ξ
ξ ,    
⎧ )( if γ
ni ,1= , (5.11) 
де  ξ – випадкове число з діапазону [0, 1];  
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  – градієнт і-iγ го контролю iω ; ( )
i
j
nj
if γ
γ
γ ,1
min
)( == я гена x  в 1,  – показник ефективності встановленн i
]1,0[)( ∈if γ ; 
( )ji γig
γγ( = фективност
nj ,1=
я гена в 0, 
max
)  – показник е і встановленн ix  
]1,0[)( ∈ig γ  
Покажемо, щ (
встановлює елі генів в одиницю  в нулі. 
Для ідеального контролю  ймовірнісні 
характеристики А
о для ефективних контролів формула 5.11) 
ал , а дл
, який
я неефективних
 не погіршує
П, ∞→iγ . Це означає, що )(lim =∞→ if 0i γγ  та 
00∞=∞→ )(lim igi γγ . Таким чин ом )( ∞∞→ igi γ
)(lim =if =γ . Тому γ
10)( ==∞→ ξξlim
)(
γ
γ
γ i
g . Для абсолютн  нееф ного контр лю 0→ii
if
о ектив о γ . 
Це означає, що ∞→)( if→0ilim γγ  та → 0)(lim0→ igi γγ . Таким чином 
∞=∞=→ 0)(
)(lim
0 i
i
g
f
i γ
γ
γ . Тому 0lim ,0 =
∞
→ ξγlim ,0→
10
)(
10 ≤≤≤≤ ξ
) =γ(ξ
γ
ξ
if
На основі ) п а а процедура 
ініціалізації популяції
мір поп
ожного
γ i i
. i
11  
pop_size 
граді
g
формули (5. ропонується т к
: 
〈Ініціалізувати роз уляції 〉; 
For i=1…n   | для к  гена 
〈Обчислити за формулою (4.19) єнт контролю )( ii xγ  〉; 
〈 Обчислити показники )( if γ , )( ig γ 〉; 
For j=1...pop_size   | для кожної хромосоми  
〈Згенерувати випадкове число ξ з діапазону ]1,0[  〉; 
ення хі в хромосомі 
E
ї процедури ініціалізації 
по ініціалізацією, яка 
jX 〉; 〈Ініці ліз ю (5.11) знача увати за формуло
End; 
nd. 
Порівняємо ефективність запропоновано
чаткової популяції з випадковою 
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 вико то  
вгадування оптимальних значень генів за такою формулою 
 
ристовується в ГА. Ефективність будемо оцінювати час тою
( )∑ ∑
= =
Δ⋅= j i ii
xx
nsizepop
w
1 1
,
_
, (5.12) 
де ( ) ⎪⎪⎨⎧ ≠==Δ jopt i
opt
ij
i
opt
xx
xxxx
,0
,1, ; 
⋅ sizepop n jopt_1
 – алель і-го гену оптимальної хромосоми X
 – алель і-го гену j-ої згенерованої хромосоми , 
⎩ ii
j
opt
ix
opt ; 
j
ix
jX
sizepopj _,1= . 
Показник w характеризує середню частоту збігу алелів генів 
хромосом початкової популяції з алелями генів оптимальної 
хромосо щ ініціалізовані 
хромо  о а
В  н я о гені
при випадковій та запропонованій процедурах ініціалізації для 
тест
ань w 
ми. Великі значення частоти свідчать, о 
соми наближаються до птим льних. 
 табл. 5.4 порів юєтьс  частота вгадувань птимальних в 
ових задач А_4_1 та А_4_2. 
 
Таблиця 5.4 
Середня частота вгадув
 (для 50 експериментів, коли pop_size=50) 
Задача n=20 n=40 n=60 n=80 n=100 n=120 Середня
А_4_1 ініціалізація 
0,49 0,47 0,49 0,50 0,50 0,51 0,49 випадкова 
запропонована
ініці 65 0,67 0,65 
 
ія 0,65 0,63 0,62 0,71 0,алізац
А_4_2 
вип
ізація 
адкова 
ініціал 0,48 0,49 0,50 0,50 0,49 0,49 0,49 
за а пропонован
ініціалізація 0,72 0,69 0,68 0,67 0,64 0,65 0,68 
 
На рівнюються розподілення часу генетичної 
оптимізації пр о й  ій оц х 
і ац для задачі А_4_2 (n=20). Рис. 5.16 свідчить, що 
з н і ц ї ко  
оптимізац  в з  
Процедура швидкого обчислення показників надійності АП. На 
рис. 5.17а т о
 точок д чі
рис. 5.16 по
 при за опон вані  та випадков  пр едура
ніціаліз
апропо
ій популяції 
ована процедура ініц
 2 ра
аліза
и.
ії популяці  прис рює генетичну
ію більше ніж
 зображено результат профілювання гене ичног  розподілу 
контрольних ля тестової зада  А_4_2 n=20. З цього рисунку 
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 видно, що найбільше часу витрачається на обчислення показників 
надійності АП за формулами (4.2)–(4.5). Щоб прискорити обчислення, 
спочатку розрахуємо значення P ) та для всіх( ix  iA iA
значень ix , 
 )( ixc   можливих 
ni ,1=  та збережемо їх в оперативній пам’яті. Тоді, під час 
оптимізації розрахунок показників надійності варіантів АП 
здійснюється за формулами (4.4), (4.5) для відповідних наперед розра-
хованих значень )( iiA xP  та )( iiA xc . 
 
 
 
 
 
 
 
 
 
 
 
 
На рис. 5.17б зображено результати профілювання генетичного 
 контрольних точок з швидким обчисленням показників 
адійн спосіб 
бчислення показників над оляє значно скоротити час 
птимізації. 
Вибір ективної м  селекції. На рис. 5.18–5.20  
сере
при різних порогах τ відсічної селекції. Параметр τ 
пока
ис. 5.16. Порівняння запропонованої і типової процедур ініціалізації 
популяції для задачі А_4_2 при n=20 
(статистика 50 обчислювальних експериментів) 
 
 
 
Р
 
 
розподілу
н ості АП. З цього рисунку видно, що запропонований 
ійності дозво
о
еф схе и  порівнюються
дні динаміки генетичної оптимізації розподілу контрольних точок 
з різними стратегіями селекцій. Всі схеми селекцій були протестовані 
на 5 різних початкових популяціях. Для кожної початкової популяції 
ГА оптимізації запускався 25 разів. На рис. 5.18 зображено динаміку 
оптимізації 
зує процент хромосом, яких вилучають з популяції до 
застосування колеса рулетки. Добрі результати досягаються при 
τ≈50%. На рис. 5.19 зображено динаміку оптимізації задач при різній 
кількості t учасників змагань турнірної селекції. Добрі результати 
досягаються при t≈6. 
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Рис. 5.17. Результати профілювання генетичної 
обчисленням показників надійності АП:  
 а) звичайним способом; б) швидким способом
 
 
 
 
РКТ з  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5.18. Динаміка генетичної оптимізації з відсічною селекцією   
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5.19. Динаміка генетичної оптимізації з турнірною селекцією  
 
 
Рис. 5.20 свідчить, що селекція за колесом-рулетки має найгіршу 
инаміку. Динаміки відсічної селекції і турнірної селекцій порівнянні, 
ле ГА з 
5.6.3. Генетичний р  точок при 
ування та 
мутації описані в підрозділах 5.2 та 5.3. Для оцінювання якості 
розв’язків пропонується використовувати таку фітнес-функцію [109] 
Рис. 5.20. Динаміка генетичної оптимізації з різними  
стратегіями селекцій
д
а турнірною селекцією знаходить оптимум швидше. 
озподіл контрольних
обмежених ресурсах 
Для оптимізації розподілу контрольних точок використаємо ГА 
оптимізації з підрозділу 5.1. Операції кодування, схрещ
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Зауважимо, що 1( ) ≤XD  оскільки кожний доданок в (5.14) не 
перевищу
,
є 1. 
ГА оптимізації розподілу контрольних точок протестований на 
 В_4_1 та В_4_2. Результати оптимізації наведені в
 
Таблиця 5.5 
Результати генетичної оптимізації РКТ тестових задач В_4_1 і В_4_2 
задачах  табл. 5.5. 
задача *C  0p 1  20p  30p  40p  1p  
20 В_4_1 225,80 0,0055 0,0076 0,0078 0,0113 0,9677n= В_4_2 178,11 0,0088 0,0111 0,0125 0,0141 0,9534
n=40 В_4_1 436,60 0,0105 0,0142 0,0151 0,0203 0,9399В_4_2 317,70 0,0146 0,0185 0,0207 0,0233 0,9228
n=60 В_4_1 540,57 0,0132 0,0169 0,0190 0,0203 0,9306В_4_2 525,27 0,0185 0,0232 0,0257 0,0294 0,9032
n=80 В_4_1 714,15 0,0240 0,0304 0,0347 0,0432 0,8677В_4_2 668,94 0,0260 0,0326 0,0368 0,0411 0,8635
n=100 В_4_1 974,48 0,0261 0,0332 0,0386 0,0498 0,8522В_4_2 828,57 0,0316 0,0393 0,0440 0,0497 0,8354
n=120 В_4_1 1138,81 0,0277 0,0355 0,0406 0,0506 0,8455В_4_2 1021,17 0,0368 0,0463 0,0517 0,0580 0,8071
 
 о р г о м розподілу 
контроль ч ах  
ін п  н  ю за 
формуло 1 ц швидкого л о ів 
на  . 
 є с ад о н ів 
при випадковій та при запропонованій процедурах ініціалізацій 
популяції 
Для приск
них то
рення 
ок при обмежених
оботи енетичн
 ресурс
ї опти
 пропон
ізації 
уються процедура
іціалізації по уляції, в якій значен я генів генеру ться 
ю (5.1 ), про едура  обчис ення п казник
дійнос
В та
ті АП та ефективна схема селекції
бл. 5.6 порівню ться ча тота вг увань птималь их ген
для тестових задач B_4_1 та B_4_2. 
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 Таблиця .6 
Середня частота вгадувань w  ( ля 50 експериментів, pop_size=50) 
Задача n=20 n=40 n=60 n=
5
д
80 n=100 n=120 Середня
B_4_1
випадкова 
ініціалізація 0,49 0,48 0,50 0,49 0,48 0,48 0,48 
запропонована 0,60 0,61 0,59 0,70ініціалізація 0,62 0,66 0,63 
B
випадкова 0,51 0,49 0,50 0,48 0,49 0,50 0,50 
_4_2 ініціалізація запропонована 
ініціалізація 0,69 0,72 0,68 0,69 0,65 0,69 0,69 
 
рівнюються динаміки генетичного розподілу 
контрол м т ія селекцій р 21 
зображен птимізації при різних порогах τ  відсічної 
селекції. 
сягаються при τ≈50%. На рис. 5.22 зображено 
динаміку ьк  с  нь 
урнірної рі результати досягаються при t≈6.  
. 5.21. Динаміка генетичної оптимізації з відсічною селекцією 
На рис. 5.21–5.23 по
ьних точок з 
а о
різни и с ратег ми . На ис. 5.
динаміка 
Добрі результати до
 оптимізації 
 селекції. Доб
при різній кіл ості t уча ників змага
т
Рис. 5.23 свідчать, що селекція за колесом-рулетки має найгіршу 
динаміку. Динаміки відсічної селекції і турнірної селекції порівнянні, 
але ГА з турнірною селекцією знаходить оптимум швидше. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис 
 
 109
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.6.4. Генетичний вибір кратностей контролів при 
обмеженнях на безпомилковість 
Для оптимізації вибору кратностей контролів будемо 
икорист ілу 5.1. 
перації ілах 5.2 
а 5.3. Як фітнес-функці увати формулу (5.9). ГА 
оптимізації кратностей контролів протестований на задачах А_4_1 та 
А_4_2. Результати оптимізації наведені в табл. 5.7. 
Рис. 5.23. Динаміка генетичної оптимізації з різними  
стратегіями селекцій 
 
 
 
 
Рис. 5.22. Динаміка генетичної оптимізації з турнірною селекцією 
 
 
 
в овувати генетичний алгоритм оптимізації з підрозд
 кодування, схрещування та мутації описані в підроздО
т ю будемо використов
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 Таблиця 5.7 
Рез т в і А_4_2 уль ати
ча
 генетичної оптимізації ВКК тесто и А_4_1 х задач 
зада  *P  10p  20p  30p  40p  C 
n=20 А_4_1 0,9637 0,0065 0,0086 0,0092 0,0120 195,67 А_4_2 0,9569 0,0079 0,0094 0,0105 0,0153 153,27 
n=40 А_4_1 0,9451 0,0096 0,0130 0,0139 0,0184 451,97 А_4_2 0,9272 0,0128 0,0161 0,0182 0,0257 32 5 2,3
А_4_1 0,9306 0,0134 0,0166 0,0188 200,0 6 532,88 n=60 А_4_2 0,9010 0,0177 0,0212 0,0258 0,0343 478,45 
n=8 _1 0,8681 0,0237 0,0305 0,0344 0,0433 710,40 0 А_4А_4_2 0,8727 0,0243 0,0303 0,0344 0,0382 697,51 
n=100 А_4_1 0,8531 0,0260 0,0331 0,0386 0,0492 975,04 А_4_2 0,8451 0,0294 0,0364 0,0413 0,0477 859,29 
n=120 А_4_1 0,8383 0,0290 0,0371 0,0421 0,0535 1105,1 А_4_2 0,8105 0,0356 0,0444 0,0505 0,0590 958,92 
 
тимізації  
кр т т и о с е іц ї 
по и ч я н  
т и ї.
і ц т о з  
генів о 1
Для приско
д
н
рення роботи генетичної оп вибору
атнос
пуляц
ей кон ролів н жче пр понують я проц дура ін іалізаці
ії, проце ура шв дкого об исленн  показник
г
ів надій ості АП
а вибір
Про
 ефектив ої схем  селекці  
цедура ніціаліза ії поча кової п пуляції енерує начення
 ix  за такою формул ю [109, 10] 
( )( )iii x⋅ii x +⋅ λx = -1на λ ni ,1=ціла_части , , (5.15)  
)(
)(
i
i
g
ii
γде  
f γ
ξλ =  – число з діапазону [0, 1], яке визначає положення ix  на 
відрізку nixx ii ,1],,[ = ; 
ix  – нижня межа кратності і-го контролю, ni ,1= ; 
i  тролю, x – верхня межа кратності і-го кон ni ,1=
З пункту 5.7.1 відомо, що 1lim →∞→ ii
. 
λγ  та lim0→i 0→iλγ
ефективних контролів формула (5.15) спрямовує ix  до 
. Тому для 
ix , а для 
ективнихнееф  до ix . 
Порі ти
яка генерує
вняємо ефек вність запропонованої процедури ініціалізації, 
з випадковою 
ініціал  за критерієм (5.12). В 
табл. 5 оптимальних генів 
випадкової процедури ініціалізації з запропонованою. 
 значення генів за формулою (5.15), 
ізацією. Ефективність будемо оцінювати
.8 порівнюється частота вгадувань 
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 Т
pop_size=50) 
 С
аблиця 5.8 
Задача n=20 n=40 n=60 n=80 n=100 =120 ередня
Середня частота вгадувань w (для 50 експериментів, 
n
А_4_1 ініціалізація 
0,38 0,37 0,40 0,41 0,38 0,39 0,38 випадкова 
запропонована
ініціалізація 0,50 0,48 0,50 0,54 0,51 0,49 0,52 
А_4_2 
в падкова 
ініціалізація 0,42 0,38 0,39 0,39 0,39 0,40 39 
и 0,
запропонована
ініціалізація 0,60 0,47 0,50 0,53 0,54 0,56 0,54 
 
На порівнюються з ен ча  
о ї в к п у іці ії 
і 4 р = Р 4 чит о 
запропо д і з о ці ск генетичну 
оптиміза ні  р
 
 
роцедура швидкого обчислення показників надійності АП. На 
рис. 5.25а зображено результат профілювання генетичної оптимізації 
вибору кратностей контролів для тестової задачі А_4_2 при n=20. З 
цього рисунка видно, що найбільше часу витрачається на обчислення 
показників надійності АП за формулами (4.11)–(4.14). На рис. 5.25б 
зобра тей 
. 5.24. Порівняння запропонованої і випадкової процедур 
ініціалізації популяції для задачі А_4_2 при n=20  
рис. 5.24  ро
ипад
поділ
ової 
ня 
роцед
су генетичної
ри іноптиміз
популя
ації запропон вано  та алізац
ції для задач  А_
ура ін
_2 п
ціалі
и n
ації п
20. 
пуля
ис. 5.2
ї при
 свід
орює 
ь, щ
нована проце
цію більше ж в 2 ази. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис 
 
(статистика 50 обчислювальних експериментів)  
 
П
жено результати профілювання генетичного вибору кратнос
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 контролів з швидким способом обчислення показників 
який  в задачі розподілу контрольних 
надійності АП, 
точок. 
ибір ефективної схеми селекції. На рис. 5.26–5.28 порівнюються 
середні динаміки генетичного вибору кратностей контролів з різними 
стратегіями селекцій.  
а рис. 5.26 зображено динаміку оптимізації при різних порогах τ 
відсічної селекції. Задовільні результати досягаються при τ≈50%. На 
р  
учасників змагань ту ультати досягаються 
при ≈6. 
ис. 5.28 свідчить, що селекці за колесом-рулетки має найгіршу 
динаміку. Динаміки відсічної селекції і турнірної селекції порівнянні, 
але Г
 використовувався
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5.25. Результати профілювання генетичного ВКК з обчисленням 
показників надійності АП: 
а) звичайним способом; б) швидким способом 
 
 
 
 
В
Н
ис. 5.27 зображено динаміку оптимізації задач при різній кількості t
рнірної селекції. Добрі рез
t
Р я 
А з турнірною селекцією знаходить оптимум швидше. 
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 Рис. 5.26. Динаміка генетичної оптимізації з відсічною 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
селекцією 
 
 
 
 
 
 
 
 
Рис. 5.27. Динаміка генетичної оптимізації з турнірною селекцією  
Рис. 5.28. Динаміка генетичної оптимізації з різними  
стратегіями селекцій  
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 5.6.5. Генетичний вибір кратностей контролів при обмежених 
ресурсах 
Для оптимізації вибору кратностей контролів будемо 
икористовувати ГА оптимізації з підрозділу 5.1. Операції кодування, 
хрещування та мутації описані в підрозділах 5.2 та 5.3. Як фітнес-
ункцію будемо використовувати формулу (5.13). ГА оптимізації 
ибору кратностей контролів протестований на задачах В_4_1 та 
В_4_2. Результати оптимізації наведені в табл. 5.9. 
кратностей  при обмежених ресурсах пропонуються 
процедура о в я 
дач В_4_1 і В_4_2 
3  
в
с
ф
в
Для прискорення роботи генетичної оптимізації вибору 
контролів
ініціалізації п пуляції, якій значенн генів генеруються за 
формулою (5.15), процедура швидкого обчислення показників 
надійності АП та ефективна схема селекції. 
 
Таблиця 5.9 
Результати генетичної оптимізації ВКК тестових за
задача *C  10p  20p  0p 40p  1p  
n=20 В_4_1 225,21 0,0053 0,0070 0,0074 0,0111 0,9693 В_4_2 179,67 0,0083 0,0110 0,0122 0,0138 0,9546 
n=40 В_4_1 440,51 0,0101 0,0136 0,0145 0,0193 0,9425 В_4_2 317,28 0,0146 0,0183 0,0206 0,0232 0,9233 
n=60 В_4_1 540,66 0,0133 0,0165 0,0185 0,0208 0,9309 В_4_2 525,18 0,0183 0,0229 0,0254 0,0294 0,9040 
n= _1 714,78 0,0237 0,0303 0,0336 0,0426 0,8697 80 В_4В_4_2 669,45 0,0257 0,0323 0,0363 0,0408 0,8649 
n=100 В_4_1 979,60 0,0257 0,0326 0,0382 0,0487 0,8548 В_4_2 829,01 0,0312 0,0389 0,0435 0,0491 0,8372 
n=120 В_4_1 1140,85 0,0274 0,0350 0,0396 0,0498 0,8482 В_4_2 1021,05 0,0364 0,0457 0,0514 0,0575 0,8091 
 
В т ю а а о ь ів 
ви і ії л з л ) 
для а _ с а о н ів 
ро ю
9 о т е а н о 
ви т   і е а 
ри о ц р п τ 
ідсічної селекції. Добрі результати досягаються при τ≈50%. На 
рис.
абл. 5.10 порівн ється ч стота вг дувань птимал них ген
падков
 зад
ої процедури ін ціалізац  з ініціа ізацією а форму ою (5.15
ч B_4_1 та B 4_2. Ча тоту вг дувань птималь их ген
зрахов
На 
ано за формуло  (5.12). 
рис. 5.2 –5.31 п рівнюю ься сер дні дин міки ге етичног
бору 
с. 5.29
кратностей кон ролів з різними стратег ями сел кцій. Н
 зображено динаміку птиміза ії при ізних орогах 
в
 5.30 зображено оптимізацію задач при різній кількості t учасників 
змагань турнірної селекції. Добрі результати досягаються при t≈6. 
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 Таблиця 5.10 
Середня частота вгадувань w  (для 50 експериментів, pop_size=50) 
Задача n=20 n=40 n=60 n=80 n=100n=120Середня
B_4_1 
випадкова 
ініціалізація 0,36 0,39 0,40 0,40 0,39 0,39 0,38 
запропонована 
ініціалізація 0,42 0,49 0,49 0,56 0,50 0,48 0,50 
B ініціалізація 
випадкова 0,39 0,40 0,41 0,40 0,39 0,41 0,40 
_4_2 запропонована 
ізація 0,51 0,60 0,57 0,56 0,55 0,54 0,56 ініціал
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5.29. Динаміка генетичної оптимізації з відсічною селекцією 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5.30. Динаміка генетичної оптимізації з турнірною селекцією 
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 Рис. 5.31 свідчить, що селекція за колесом-рулетки 
инаміку. Динаміки відсічної селекції і турнірної селекції
ле ГА з турнірною селекцією знаходить оптимум швидше
 
 
 
 
 
 
 
 
має найгіршу 
 порівнянні, 
. 
 
5.6.6. Порівняння алгоритмів оптимізації надійності 
багатовимірних алгоритмічних процесів 
На рис. 5.32 порівнюються як знайдені за градієнтними та гене-
ичними алгоритмами розв’язки задач В_4_1 задовольняють обме-
ення (4.6) та (4.16). На рис. 5.33 порівнюються розв’язки задач 
_4_2. З ’язки, 
кі задов  знахо-
ять допустимий розв’яз
Оцінимо складність градієнтних та ГА оптимізацій, яку будемо 
визн та градіє-
нту контро ізації складність 
визн
д
а
 
 
 
 
 
 
Рис. 5.31. Динаміка генетичної оптимізації з різними  
ст ратегіями селекцій
 
т
ж
В цих рисунків видно, що ГА оптимізації знаходить розв
ольняють всі обмеження, тоді як градієнтні не завждия
д ок. 
ачати як кількість обчислень показників надійності АП 
лю. Тоді для градієнтних алгоритмів оптим
ачимо так: 
IIIгр OОО += , 
де ( )III OO  – складність першої та другої ітеративних ділянок  граді-
єнтного алгоритму оптимізації. 
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Рис. 5.33. Виконання оптимальними розв’язками  
обмежень задач В_4_2  
Рис. 5.32. Виконання оптимальними розв’язками
обмежень задач В_4_1 
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 Визн
ділянці 
дорівнює
ачимо складніс розподілу контрольних
цієї задачі оптимі кількість обчислень
ть 
зації 
 точок. На
 градієнта 
 першій
контролю
 
 
 ( ) ( )∑
=
−⋅⋅=+−
1,1
1
1 2
2
1
ki
knkin , де  – х 
, Кількість обчислень показників  на 
 1k кількість вста
 надійності
новлени
 АПконтролів
цій ділянці
nk ≤≤ 11 . 
 дорівнює
 
. Тоді 11 +k  ( )1)2(⋅21 −⋅= n
kOI дру-11 ++ kk . На 
гій ділянці обчислюються лише показники надійності АП, кількість 
яких складає ( ) ( )2 2
2
1 kn
k
kinkQ −⋅⋅+=+−+= ∑ , де k  –
додаткових ів при зворотній постановці, nk
2
прямій
2
постановці 
,1 2k
тролів
2
i=
 кон
II
надлишкових
 контрол
2
 аб кількість  при  о задачі
≤≤ 21 . Тоді скла-
дність оптимізації розп у контроді ольних точок скл ладає 
( ) ( ) ( ) ( ) ( ) ( ) 1
2
112
2
12
2
2
2
о нижню та верхню межу . Мінімальна с
2
1212
2
211
1 ++⋅−+⋅+=−⋅⋅++++−⋅⋅= kkkknknkkkknkOгр . 
Визначим склад ть 
досягається при 11 =k  та 02
грO ні
=k . Вона становить 2+= nOгр . Макси-
мальна, тобто теоретична, складність досягаєт  nk =1  та 
12 −= nk . Вона складає  
ься при
( ) ( ) ( ( ) ) 1211
2
111 222 −+=+−+⋅−−+⋅+= nnnnnnnOгр .  
Таки
льняє у умов
Для обчислення градієнта контролю та показників надійності за 
формулами (4.25) та (4.10)–(4.11) необхідно виконати nm ⋅2  елемен-
тарних операцій. Таким чином, при оптимізації розподілу контроль-
м чином складність алгоритму оптимізації розподілу контроль-
них точок задово  так у: 
 122 2 +≤≤+ nnOn гр .  −
них точок кількість елементарних операцій задовольняє таку умову 
( ) ( )122 22 −⋅+⋅⋅ nnnmOnnm гр . 
Визначимо складність вибору кратностей контролю. На першій 
ділян
*2 ≤≤+⋅⋅
ці цієї задачі оптимізації складність дорівнює ( ) nkkOI ⋅++= 11 1 , а на другій ( )12 +⋅= nkOII причому 
1;;1 21 ≥⋅≤≤ kknkk . Тоді складність оптимізації вибору кратностей 
, 
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 контролю складає 
( ) ( ) ( ) ( ) 1111 21211 +⋅+=+⋅+⋅++= nkknknkkOгр . +
Мінімальна складність – ( ) ( ) ( ) 2112111 + 32 =++⋅≥++⋅+= nnkkO
) ( )
nгр , 
а максимальна – 
( ( ) 12211211 2 +⋅+⋅⋅=++⋅⋅≤++⋅ knknknn . 
Таким чином 
21 += kkOгр
складність градієнтної оптимізації вибору кратнос-
тей контролів задовольняє умову 
,  122 +⋅⋅+⋅⋅ nknk 1≥k232 ≤≤+ On гр . 
Для обчислення показників надійності за формулам та 
виконати 
и (4.14) 
nm ⋅2  (4.15) необхідно елементарних операцій. Таким чи-
ном, при оптимізації вибору кратностей контролів кількість елемента-
рних операцій задовольняє таку умову: 
( ) ( ) 1,12232 2 ≥+⋅⋅+⋅⋅⋅⋅≤≤+⋅⋅⋅ knknknmOnnm гр 2*2 . 
Для ГА оптимізації розподілу контрольних точок та вибору крат-
ностей контролів складність визначимо співвідношенням 
 опгінцген OO .O= + ,  
де інцO  та опгO .  – складність процедури ініціалізації та проведення ге-
нетичних операцій. 
Складність процедури ініціалізації дорівнює , 
а 
 pop_sizenOінц +=
проведення генетичних операцій ( )mutnumchromnumiternumO опг __2_. +⋅⋅= . Тоді генO  запишемо 
ак: т
( )mutnumchromnumiternumsizepopnO __2__ +⋅⋅++=ген . 
дність обчислення градієнта контролю та 
пока
Оскільки скла
nm ⋅2 , зників надійності пропорційні величені то останн
пишемо так: 
ю 
рівність пере
( )mutuchroге __ . ( )n mmnumiternumsizepopnnmO н 2__2 +⋅⋅++⋅⋅=
В табл. 5.11 порівнюються складності градієнтних т ГА 
оптимізацій для задач розподілу контрольних точок та вибору 
крат
а 
ностей контролю. 
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 Таблиця 5.11 
Складність градієнтних та генетичних моделей оптимізації РКТ і ВКК 
 
 
С
кл
ад
ні
ст
ь Градієнтний  Генетичний 
РКТ ВКК РКТ ВКК 
Нижня 
межа ( )22 +⋅⋅ nnm  ( )322 +⋅⋅⋅ nnm  nm ⋅2 ⋅(
hr
n+pop_size+
+num_iter⋅(2⋅num_c
om+num_mut)) 
Верхня ,2 ⋅⋅ rnm
м  2= nrежа ( )12 −⋅+ n  ( )1222 +⋅⋅+ nk2 ⋅⋅⋅⋅ nknm ≥1k  
 
енетич ошук є стохаст , тому неможливо теоретично 
визначити, скільки разів потрібно розраховувати цільову функцію, 
досягти оптимуму. Тому швидкодію визначимо 
е ментально. 
рис. 5.34 та рис. 5.35 порівнюютьс ї 
 та градієнтного вибору кратностей к ч 
А А_4_2 та В_4_1, В_4_2. Оптимізація градієнтними  
роводилася з використанням швидких процедур обчислення 
град
е ів. п на 
 типового генетичного алгоритму з роботи [86]. 
Г ний п ичним
щоб 
кспери
На 
генетичного
_4_1, 
я час оптимізаці
онтролів для зада
 моделями
п
ієнта та розрахунку показників надійності АП. Час оптимізації за 
генетичними моделями розраховано як середнє значення 100 
обчислювальних ксперимент Для орівняння рисунках 
наведено швидкодію
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 5.34. Середній час розв’язання градієнтного та генетичного ВКК 
з різними схемами селекцій: а) для задач В_4_1; б) для задач В_4_2 
а) б) 
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 З рис. 5.34 та рис. 5.35 видно, що для задач великої розмірності 
 
 
 
 
.6.7. Дослідження вірогідності алгоритмів оптимізації 
надійності багатовимірних алгоритмічних процесів 
озглянемо задачу розподілу контрольних точок, яка використана 
 проектувані АП для виговлення друкованих плат хімічним методом. 
П виготовлення друкованої плати за цим методом складається з та-
их потенційно-контрольованих робочих операторів [75]: 
 – отримання заготовок та фіксуючих отворів; 
бом; 
 – о
запропоновані генетичні алгоритми знаходять розв’язки навіть 
швидше, ніж градієнтні. Причому, найшвидше оптимальний розв’язок 
знаходять генетичні алгоритми з турнірною селекцією. Таким чином 
градієнтні алгоритми доцільно використовувати при дефіциті часу, 
наприклад, для on-line адаптації АП. Генетичні алгоритми корисні на 
етап проектування АП. 
 
 
і 
 
 
 
 
 
 
 
 
 
 
Рис. 5.35. Середній час розв’язання градієнтного та генетичного ВКК з 
різними схемами селекцій: а) для задач А_4_1; б) для задач А_4_2 
а) б) 
5
Р
у
А
к
1A
2A  – підготовка поверхні при отримані рисунка фотоспосо
тримання захисного рельєфу; 3A
4A  – травлення міді; 
5A  – видалення захисного рельєфу сіткографією; 
6A  – отримання захисної маски; 
7A  – нанесення знаків маркування; 
8
9A  – отримання монтажних отворів; 
1A  – обробка контуру. 
A  – лудіння контактних площадок сплавом Розе; 
0
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 Ха ті відповідних 
контрол ведені в [75]. Необхідно спроек-
тувати ат, щоб при мінімальній тру-
доміско
Ро  градієнтним методом за бі-
нарною . Оптимальний вектор конт-
ролів
рактеристики бездефектності та трудомісткос
ьних та доробчих операцій на
АП виготовлення друкованих пл
*сті 80,0=P  (пряма постановка). 
зв’язок цієї задачі отримано в [75]
 ння помилокконцепцією врахува
{ }0,1,1,1,0,1,1,1,1,0=X  забезпечує 808,0)(Xp  та 
3,189)( =X
1 =
C . 
Для розв’язання цієї задачі застосуємо градієнтний алгоритм оп-
тимізації ро контрольних точок з
типі
зподілу  підрозділу 4.4.3. Кількість 
точок
ігаються з реальним резул та чному випадку, о
кількість помилок дорівнює одиниці. Цим підтверджується вірогід-
ність
в помилок дорівнює m=1. В табл. 5.12 наведено динаміку оптимі-
зації. З цієї таблиці видно, що результати градієнтної оптимізації роз-
поділу контрольних , при якій враховуються помилки різних ти-
пів, зб ь том в грани  к ли 
 запропонованих градієнтних алгоритмів оптимізації розподілу 
контрольних точок. ГА з підрозділу 5.7.1 знайшов оптимальний 
розв’язок в 3 ітерації. 
 
Таблиця 5.12 
Динаміка оптимізації РКТ 
№ X  )(1 Xp )(0 Xp  )(XC
1 0 0 0 0 0 0 0 0 0 0 0,2423 0,7577 115,20
2 0 1 0 0 0 0 0 0 0 0 0,2788 0,7212 115,84
3 0 1 0 0 0 0 1 0 0 0 0,3083 0,6917 116,53
4 0 1 0 0 0 0 1 0 0 1 0,3112 0,6888 117,05
5 0 1 0 0 0,6858 0 1 1 0 0 1 0,3142 117,59
6 0 1 1 0 0 1 1 0 0 0,5914 132,421 0,4086
7 0 1 1 0 0 1 1 0 1 1 0,4727 0,5273 143,34
8 0 1 1 0 1 1 1 0 1 1 0,5718 0,4282 158,01
9 0 1 1 1 1 1 1 0 1 1 0,6848 0,3152 173,29
10 0 1 1 1 1 1 1 1 1 1 0,8243 0,1757 190,31
11 0 1 1 1 1 1 1 1 1 0 0,8165 0,1835 189,79
12 0 1 1 1 1 0 1 1 1 0 0,8088 0,1912 189,25
 
Р гл ем за чу и у а ос й т
ву ьс в [76] я ні а  в ра н л
ється -х от ці о нт л а х о   
правильного в он н П а ут не ен  з
к дані наведено [7  Розв’ о ці задачі 
оз ян о да  в бор  кр тн те кон ролів, яка використо-
єт я дл мі міз ції ит т на ко тро ь АП. Процес склада-
з 4  п ен йн ко ро ьов ни роб чих операцій. Ймовірність
ик ан я А  м є б и  м ша а * >P 9995,0 . Почат-
ові  в 6]. язк м єї є вектор (4=X )3,4,4,  
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 к н е т лі и е чу  рат ост й кон ро в, як й заб зпе є 9995,0= 2  та)(1 Xp
19,69)( =XC . 
Для розв’язання цієї задачі застосуємо з підрозділу 4.4.5 градієн-
тний алгоритм оптимізації вибору кратностей контролів при m=1. Ко-
ординати початкової точки оптимізації такі [76]: ( )1,3,2,4=X . Дина-
міка оптимізації кратностей контролю наведена в табл  
таблиці видно, що результати градієнтної оптимізації виб
стей контролю, при якій враховуються п и ів, 
 
. 5.13. З
ору 
милки різних т
 випадку, 
Табли
 цієї
кратно-
о п
результатом в [76] для граничного коли збігаються з
кількість типів помилок дорівнює 1. ГА з підрозділу 5.6.4 знайшов оп-
тимальний розв’язок за чотири ітерації. 
ця 5.13 
Динаміка оптимізації ВКК 
№ X  )(1 Xp  )(0 Xp  )(XC  
0 4 2 3 1 0,9976 0,0024 47,10 
1 4 2 3 2 0,9983 0,0017 50,10 
2 4 2 4 2 0,9987 0,0013 54,19 
3 4 2 4 3 0,9988 0,0012 57,19 
4 5 2 4 3 0,99897 0,00103 62,19 
5 5 3 0,00053 68,18 4 3 0,99947 
6 5 4 4 3 0,99966 0,00034 74,23 
7 4 4 4 3 0,99952 0,00048 69,19 
 
Порівняємо зв’яз  градієнтних ти які  
в дро лах 4 –4.4.6 а 5.6. .6.4, льн зв’я за 
м дом овно перебору. Дл тест ач 20, м 
перебором отримані глобальні розв’язк ро онт х 
точок т вибор кратностей к трол оз іга з 
генетичними. Г дієнтн розв’язки є им о ь 
. 5.14. В цій блиці веден озб ра роз  з 
 ро ки та ГА оп мізацій, наведені
пі зді .4.3  т 1–5  з глоба ими ро зками 
ето  п го я ових зад  при n= повни
и задач зподілу к рольни
а у он ів. Ці р в’язки зб ються 
ра
 та
і 
 на
локальн
іжність г
и, про щ
дієнтних 
свідчит
в’язківтабл
глобальними
о р
. Час повного перебору для задачі розподілу контрольних 
точок склав 15 хвилин, а для задачі вибору кратностей контролів – 37 
хвилин. Нагадаємо, що на розв’язання  цих задач генетичним 
пошуком знадобилось 2 с та 4 с відповідно. 
Порівняємо градієнтні алгоритми оптимізації надійності, які 
запропоновані в підрозділі 4.4 з бінарними алгоритмами оптимізації, 
які запропоновані в [79]. Для порівняння треба перерахувати 
характеристики надійності з багатовимірної концепції врахування 
помилок в бінарну. Такий перерахунок пропонується здійснити таким 
чином: 
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 ∑⋅= m j
ii
k
m
k 000 1 ωω  та =j 1
0 ∑⋅= mU ji m
11 1 ν ni ,1=
=j i1 U
ν , . 
 
Таблиця 5.14 
Розбіжність градієнтних та глобальних розв’язків ля тестових задач, 
в яких n=20 (гл –глобальний розв’язок, гр – градієнтний розв’язок) 
− 1р 40
Показники надійності АП, які синтезовані за бінарним 
градієнтним алгоритмом оптимізації наведені в табл. 5.15. Значення 
цих показників отримані підстановкою оптимальних векторів 
контролю в формули (4.4), (4.5) та (4.13), (4.14). 
 
 д
Задача гргл CC 10глp -
0
гp 22
00
гргл pp − 33 00 гргл pp − 40 гргл pp −  11 гргл pp −
РКТ 
А_4_1 -20.5 -0,0001 -0,0001 -0,0004 0,0005 0,0001 
А_4_2 -1 0,0002 0,0001 0,0002 0,0002 -0,0007
В_4_1 24.3 -0,0012 -0,0012 -0,0016 -0,0012 0,0051 
В_4_2 1.8 0,0002 -0,0003 -0,0001 -0,0002 0,0004 
ВКК 
А_4_1 -7.3 -0,0001 -0,0001 -0,0001 -0,0003 0,0005 
А_4_2 -1 0,0002 0,0001 0,0002 0,0003 -0,0008
В_4_1 20 -0,0010 -0,0012 -0,0014 -0,0004 0,0040 
В_4_2 0.5 -0,0004 -0,0000 -0,0001 -0,0002 0,0007 
 
Табли  
а ст і ан ієн на
моде ти ії  ш а у в
   
ж p 20  
ця 5.15
Показники н дійно і АП, як синтезов і за град тною бі рною 
ллю оп мізац (жирний рифт вк зує недоп стимі роз ’язки) 
N мно ина С 10  p  30p 40p  1p  
то
чо
к 
20 
А_4_ 22 ,0 08 2 01 6,52 0 065 0,0 7 0,009 0,0122 ,9635
А_4_ 15 ,0 09 4 02 7,28 0 077 0,0 3 0,010 0,0151 ,9575
В_4 21 ,0 08 5 0_1 9,17 0 060 0,0 0 0,008 0,0108 ,9667
ко
нт
ро
ль
ни
х
В_4_2 179,53 0,0092 0,0123 0,0137 0,0151 0,9498
40 
А_4_1 457,7 0,0095 0,0130 0,0136 0,0182 0,9457
Ро
зп
од
іл
   
А_4_2 328,78 0,0129 0,0158 0,0185 0,0255 0,9273
В_4_1 438,01 0,0106 0,0142 0,0153 0,0198 0,9401
В_4_2 31 1 0,0148 0,0184 0,0208 0,0235 0,92253,2
60 
А_4_1 544,95 0,0134 0,0164 0,0184 0,0206 0,9312
А_4_2 488,43 0,0175 0,0216 0,0248 0,0349 0,9012
В_4_1 538,44 0,0137 0,0167 0,0188 0,0210 0,9299
В_4_2 524,74 0,0188 0,0233 0,0257 0,0298 0,9025
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  126
е л 5 
Ро
зп
од
іл
   
ко
нт
ро
ль
ни
х 
  т
оч
ок
N м
Продовж ння таб иці 5.1
ножина С 10p  20p  30p  40p  1p   
80 
А_4_1 736,41 0,0240 0,0307 0,0338 0,0430 0,8686
А_4_2 711,78 0,0243 0,0303 0,0345 0,0382 0,8727
В_4_1 712,38 0,0247 0,0317 0,0350 0,0436 0,8650
В_4_2 669,68 0,0265 0,0329 0,0369 0,0414 0,8623
100 
А_4_1 985,54 0,0260 0,0327 0,0379 0,0501 0,8534
А_4_2 867,92 0,0293 0,0364 0,0411 0,0479 0,8453
В_4_1 977,71 0,0265 0,0334 0,0386 0,0509 0,8507
В_4_2 828,65 0,0320 0,0397 0,0445 0,0504 0,8337
120 
А_4_1 1121,20 0,0297 0,0381 0,0424 0,0541 0,8358
А_4_2 971,46 0,0356 0,0442 0,0500 0,0593 0,8109
В_4_1 1138,23 0,0286 0,0365 0,0408 0,0517 0,8425
В_4_2 1019,70 0,0374 0,0467 0,0518 0,0588 0,8054
 
В табл. 5.16 наведено кількість недопустимих розв’язків задач з 
бібліотеки [5], які отримані при бінарній та багатовимірній 
оптимізаціях надійності АП. 
 
Таблиця 5.16 
Порівняння кількості недопустимих розв’язків різними  
алгоритмами оптимізації 
Задача А_4_1 А_4_2 B_4_1 B_4_2 Bсього РКТ ВКК РКТ ВКК РКТВККРКТВКК РКТ ВКК
Багатовимірне 0 0 0 0 4 3 0 0 4 3 
Бінарне 2 3 0 2 5 4 4 1 16 11 
 
З табл. 5.16 видно, що з 24 задач розподілу контрольних точок за 
бінарним градієнтним алгоритмом знайдено 16 недопустимих 
розв’язків, а за запропонованою – 4. З 24 задач вибору кратностей 
контролів за бінарним градієнтним алгоритмом знайдено 11 
недопустимих розв’язків, а за запропонованою – 3. Таким чином 
запропоновані багатовимірні градієнтні алгоритми значно краще за 
бінарні алгоритми розв’язують задачі оптимізації надійності АП з 
урахуванням помилок різних типів. Крім того, зменшення 
багатовимірними градієнтними алгоритмами кількості недопустимих 
розв’язків підвищує якість проектування АП. 
 
 6. НЕЧІТКІ   МОДЕЛІ   НАДІЙНОСТІ   БАГАТОВИМІРНИХ 
АЛГОРИТМІЧНИХ   ПРОЦЕСІВ  
Узагальнюються багатовимірні моделі надійності операторів, ло-
гічних умов і типових алгоритмічних структур на випадок нечітких 
початкових даних. Застосування моделей ілюструється на прикладі 
прогнозування надійності АП проведення платіжного доручення в ін-
тернетівській системі «клієнт-банк». В розділі використовуються ма-
теріали робіт [82, 87, 89]. 
6.1. Нечіткі початкові дані 
Невизначені ймовірнісно-часові характеристики надійності опе-
раторів та логічних умов алгоритмів будемо задавати в формі (1.1). В 
нечіткій теорії надійності для формалізації лінгвістичних термів за-
звичай використовують трикутну, трапецієподібну, гаусову та 
дзвіноподібну функції належності. Аналітичні вирази та графіки цих 
функцій належностей наведено в табл. 6.1 та на рис. 6.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 6.1. Графіки функцій належності: 
а) трикутна; б) трапецієподібна; в) гаусова; г) дзвіноподібна   
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 Таблиця 6.1 
Моделі функцій належностей [82, 135] 
Назва Аналітичний вираз Перехід до α-форми
Трикутна 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
−
−
−
−
=
qq
qq
qq
qq
qq
,0
,
ˆ
,
ˆ
,0
)(~μ
>
≤≤
<≤
<
qq
qqq
qqq
qq
якщо
ˆякщо
ˆякщо
якщо
ˆ
, 
 де q  – координата максимуму; 
),( qq q – носій нечіткого числа ~  
( )α ⋅−+ α= qqqq ˆ , 
 
 ( ) αα ⋅−−= qqqq ˆ  
Трапеціє- 
подібна 
⎪⎪
⎪⎪
⎪
⎩
⎪⎪
⎪⎪
⎪
⎨
⎧
−
−
−
−
=
10
0
01
0
~
якщо,0
якщо,
якщо,1
якщо,
якщо,0
)(
qq
qq
qq
qq
qq
>
≤≤
<≤
<≤
<
0
01
11
10
0
qq
qqq
qqq
qqq
qq
μ
 де ), 00 qq q( –носій числа 
~ ; 
],[ 11 qq  – ядро нечіткого числа q
~
( )= −+ αα 010 qqqq ⋅
 
 
 ( ) αα ⋅−−= 100 qqqq
 
Гаусова 
⋅⎟⎠
⎞⎜⎝
⎛⋅−= chq αα
1ln2⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
−−=
2
2
2
)(exp
c
hq
~ )(qqμ , 
де h – координата максимуму;  
     с – коефіцієнт концентрації 
chq ⎟⎠
⎞⎜⎝
⎛⋅+= αα
1ln2  
Дзвіно-
подібна 
bq hq
q
2
~
1
1)(
−+
=μ
c
, 
де b – коефіцієнт крутизни 
b
hcq
2/11 ⎟⎠
⎞⎜⎝
⎛ −⋅−= α
α
α
b
hcq
2/11 ⎟⎠
⎞⎜⎝
⎛ −⋅+= α
α
α
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 Виконувати розрахунки з нечіткими числами зручно, якщо пред-
ставити їх в α-формі (1.1). Перехід від трикутної, трапецієподібної, 
гаусівської та дзвіноподібної функцій належностей до α-форми здійс-
нюється за формулами з табл. 6.1. 
Вплив факторів на лінгвістичні значення показників надійності 
можна врахувати за допомогою нечіткої бази знань. Нечітка база 
знань це сукупність таких логічних висловлювань [55, 72, 74, 82] 
( ) ,,1,
1 1
kjlqax j
s
p
n
i
jp
ii
j ==→⎥⎦
⎤⎢⎣
⎡ =
= =
U I  (6.3)  
де  – логічні операції «ТА» («АБО»); ( )IU ( )kjl j ,1=  – лінгвістична оцінка параметра q, яка визначається на 
терм-множині { }; klll ...,,, 21
jp
ia  – лінгвістична оцінка фактора  в правилі з номером  ix jp( )jspkjni ,1,,1,,1 === ; ( )kjs j ,1=  – кількість правил, яка визначає значення параметра 
. jlq =
Ідентифікація залежностей «входи – вихід» на основі нечітких 
баз знань розглянута в [72]. Застосування нечітких баз знань для 
ідентифікації залежностей надійності при моделювані АП розглянуто 
в роботах [82, 83]. 
6.2. Нечіткі моделі надійності операторів та логічних умов 
Нечіткі характеристики надійності робочого оператора А задамо 
такою матрицею 
 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
100
010
~~~
~
001 1
...
............
...
p...pp mAAA
AP , (6.4) 
де 1~Ap  – нечітка ймовірність правильного виконання оператора А; 
j
Ap
0~  – нечітка ймовірність внесення помилки j-го типу при вико-
нанні оператора А, причому ∑ =+
=
m
j
AA
jpp
1
01 1~~~ , mj ,1= , де 1~  – «нечітка 
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 одиниця» [82]: 1;1),,(1~
]1,0[
≥≤= ∈ ααααα eeeeU . 
Модель (6.4) узагальнює на нечіткий випадок матричного пред-
ставлення надійності робочого оператора при n-арній концепції вра-
хування дефектів. 
Нечіткі характеристики надійності оператора доробки U задамо 
такою матрицею 
 , (6.5) 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
mm
UU
UU
U
v...v
...
...vv
...
01
01
~0~
0~~
001
~ 11P
де )  – нечітка ймовірність усунення (не усунення) помилки j-
го типу при доробці U, причому 
~(~ 01 jj UU vv
1~~01 =+ jj UU v~v , m,1=j . 
Час виконання робочого оператора А та оператора доробки U по-
значимо нечіткими числами At
~  та Ut
~ . 
Нечіткі характеристики надійності логічної умови ω задамо та-
кими матрицями: 
 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
mk...
............
...k
...k
01
01
11
1
~00
0~0
00~
~ 1
ω
ω
ω
ωK ;   
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
mk...
............
...k
...k
00
00
10
0
~00
0~0
00~
~ 1
ω
ω
ω
ωK , (6.6) 
де   – нечітка ймовірність того, що відсутність помилок іде-
нтифіковано правильно (неправильно); 
)~(~ 1011 ωω kk
)~(~ 0001 jj kk ωω  – нечітка ймовірність пропуску (виявлення) помилки 
j-го типу, причому 1~~~ 0001 =+ jj kk ωω , mj ,1= . 
Час виконання контролю ω позначимо нечітким числом ωt~ . 
6.3. Принцип нечіткого узагальнення 
Для отримання моделей надійності АП при нечітких початкових 
даних пропонується використовувати принцип узагальнення. Він фо-
рмулюється таким чином: 
Принцип узагальнення. Якщо )...,,,( 21 Nqqqfy =  – функція від N 
незалежних аргументів Niqi ,1, = , які задані нечіткими числами 
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 Niqqq iii ,1),,(
~
]1,0[
==
∈ ααα
U , то значенням функції 
 називається число )~...,,~,~(~ 21 Nqqqfy = ),(~
]1,0[
ααα
yyy
∈
= U , де 
 )...,,,(inf **2
*
1
,1
],[*
N
Ni
qqq
qqqfy
iii=
∈
=
αα
α ; (6.7) 
 )...,,,(sup **2
*
1
,1
],[*
N
Ni
qqq
qqqfy
iii=
∈
=
αα
α . (6.8) 
Застосування принципу узагальнення зводиться до розв’язання 
для кожного α-зрізу такої задачі оптимізації: знайти максимальне та 
мінімальне значення функції )...,,,( 21 Nqqqfy =  при умові, що аргу-
менти можуть набувати значень з відповідних α-зрізів [82]. Кількість 
α-зрізів вибирається так, щоб забезпечити необхідну точність обчис-
лень. 
Нижню (верхню) межу αy  ( αy ) можна визначити за такою мето-
дикою [82]: 
1. Представити початкову математичну модель у вигляді функції 
. ( )Nqqqfy ...,,, 21=
2. Визначити границі зміни аргументів [ ] Niqqq iii ,1,, =∈ . 
3. Знайти частинні похідні Ni
q
y
i
,1, =∂
∂ . 
4. Позначити: 
rq  – аргументи, для яких 0≥∂
∂
rq
y  на всій області визначення; 
sq  – аргументи, для яких 0≤∂
∂
sq
y  на всій області визначення; 
lq  – аргументи, для яких 
lq
y
∂
∂  є знакозмінною функцією і її 
знак залежить лише від значень аргументів  та , тобто rq sq
).,(l q sr
l
qg
q
y =∂
∂  
5. Записати нечітку математичну модель ( )Nqqqfy ~...,,~,~~ 21=  у 
 вигляді 
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]1,0[
,,,,,
∈ ⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛=
α αααααα
II
lsr
I
lsr qqqfqqqfy , 
де 
⎪⎩
⎪⎨
⎧
<
≥
=
0),(gпри,
0),(gпри,
l
l
srl
srlI
l qqq
qqq
q
α
α
α
; 
⎪⎩
⎪⎨
⎧
<
≥
=
0),(gпри,
0),(gпри,
l
l
srl
srlII
l qqq
qqq
q
α
α
α
. 
6.4. Нечіткі моделі надійності типових алгоритмічних  
структур 
Моделювання надійності АП будемо проводити з використанням 
типових алгоритмічних структур: «послідовна», «ω-диз’юнкція», «ω-
ітерація», «робота-контроль-доробка», «багаторазова робота» та «ω-
доробка». 
 
Твердження 6.1. При нечітких ймовірнісно-часових характерис-
тиках операторів алгоритмічна структура «послідовна»  мо-
же бути замінена єдиним робочим оператором з такими еквівалентни-
ми характеристиками надійності: 
21 AAB ⋅=
 U
]1,0[
111 ,~
∈
⎟⎠
⎞⎜⎝
⎛=
α αα BBB
ppp , (6.9) 
де 111
21 AAB
ppp ⋅= ; 111
21 AAB ppp ⋅= ; 
 mjppp jjj BBB ,1,,
~
]1,0[
000 =⎟⎠
⎞⎜⎝
⎛=
∈
U
α αα
, (6.10) 
де jjj AAAB pppp
0010
121
+⋅= ; jjj AAAB pppp
0010
121
+⋅= ; 
 ( )U
]1,0[
,~
∈
=
α αα
BBB ttt , (6.11) 
де 
21 AAB ttt += ; 21 AAB ttt += . 
Доведення. Початкова математична модель ймовірнісних характе-
ристик структури «послідовна» є такою [79] 
 
21 AAB PPP ⋅= . (6.12) 
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 Перепишемо вираз (6.12) таким чином 
⎟⎟
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... 00100111001001
121
1
1
1
21212
1
221
1
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mmmm
AAAAAAAAAAAAAA
B
pppppppppppppp
P
⎠⎝⎠⎝⎠⎝ 1...001...001...00
. 
З останньої матриці запишемо ймовірнісні характеристики струк-
тури «послідовна»: 
 ; (6.13) 111
21 AAB ppp ⋅=
 mjpppp jjj AAAB ,1,
0010
121
=+⋅= . (6.14) 
Початкова модель середнього часу виконання структури «послі-
довна» визначається за такою формулою [79] 
 
21 AAB ttt += . (6.15) 
Для узагальнення моделей (6.13)–(6.15) на випадок нечітких по-
чаткових даних в табл. 6.2 представлені частинні похідні та їх знаки. 
За знаками частинних похідних показників надійності (табл. 6.2) 
згідно з кроком 5 методики узагальнення отримаємо нечіткі моделі 
надійності (6.9)–(6.11). 
 
 
Таблиця 6.2 
Знаки частинних похідних показників надійності 
структури  «послідовна» 
Показник Частинна похідна Знак похідної 
1
Bp    
1
1
1
2
1
A
A
B p
p
p =∂
∂ ;         11
1
1
2
A
A
B p
p
p =∂
∂  «+» 
mjp j ,1,0 =B    10
0
1
=
∂
∂
j
j
A
B
p
p ;               1
0
0
1
2
A
A
B p
p
p
j
j
=
∂
∂  «+» 
Bt    1
1
=∂
∂
A
B
t
t ;               1
2
=∂
∂
A
B
t
t  «+» 
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 Твердження 6.2. При нечітких ймовірнісно-часових характерис-
тиках операторів та логічної умови алгоритмічна структура «ω-
диз’юнкція» )( 21 AAC ∨=ω  може бути замінена єдиним робочим опе-
ратором з такими еквівалентними характеристиками надійності: 
 U
]1,0[
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∈
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ppp , (6.16) 
де ))(( 1111
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ω
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, (6.17) 
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 ( )U
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∈
=
α αα
CCC ttt , (6.18) 
 134 
 де  
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Доведення. Початкова математична модель ймовірнісних харак-
теристик структури «ω-диз’юнкція» задається такою формулою [79] 
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З останньої матриці запишемо ймовірнісні характеристики струк-
тури «ω-диз’юнкція»: 
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Початкова модель середнього часу виконання структури «ω-
диз’юнкція» визначається за такою формулою [79] 
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Для узагальнення моделей (6.20)–(6.22) на випадок нечітких по-
чаткових даних в табл. 6.3 представлені частинні похідні та їх знаки. 
 
Таблиця 6.3 
Знаки частинних похідних показників надійності 
структури «ω-диз’юнкція» 
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 Продовження таблиці 6.3 
Показн
ик Частинна похідна Знак похідної 
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 За знаками частинних похідних показників надійності (табл. 6.3) 
згідно з кроком 5 методики узагальнення отримаємо нечіткі моделі 
надійності (6.16)-(6.18). 
 
Твердження 6.3. При нечітких ймовірнісно-часових характерис-
тиках оператора та з логічної умови алгоритмічна структура «ω-
ітерація»  може бути замінена єдиним робочим оператором з 
такими еквівалентними характеристиками надійності: 
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Доведення. Початкова математична модель ймовірнісних харак-
теристик структури «ω-ітерація» є такою [79] 
 110 )( ωω KPPKIPPP ⋅⋅⋅−⋅⋅= −AZAZD . (6.26) 
Перепишемо вираз (6.26) таким чином 
 138 
 =⋅
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
⋅
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
−
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⋅⋅=
−
1
1
001
001
001
00
00
10
...
............
...
...
...00
............
0...0
0...0
1...00
............
0...10
0...01
1
1
1
1
ω
ω
ω
ω
KPPP
m
m
m
m
AAA
AAA
AAA
AZD
ppp
ppp
ppp
k
k
k
 
⋅⋅=
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⋅
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
⋅−⋅−⋅−
⋅−⋅−⋅−
⋅−⋅−⋅−
⋅⋅=
−
AZ
AAA
AAA
AAA
AZ
mmmmm
m
m
k
k
k
kpkpkp
kpkpkp
kpkpkp
PPPP
01
01
11
1
000000001
000000001
100100101
...00
............
0...0
0...0
1...
............
...1
...1
1
1
1111
1
ω
ω
ω
ωωω
ωωω
ωωω
 
⋅
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
⋅−⋅−⋅⋅
⋅⋅−⋅−⋅
⋅⋅∑ ⋅−
⋅
∑ ⋅−⋅−
⋅
=
=
111
11
1
000101000001
000000101001
100100
,1
000
,1
000101
1...
............
...1
...1
1
1
ωωωω
ωωωω
ωωω
ωω
kpkpkpkp
kpkpkpkp
kpkpkp
kpkp
AAAA
AAAA
AA
mj
A
mj
AA
mm
mmm
mjj
jj
 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
⋅⋅⋅
⋅⋅⋅
⋅⋅⋅
⋅
∑ ⋅−⋅−
=
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⋅
= mm
mm
mm
jj
kpkpkp
kpkpkp
kpkpkp
kpkp
k
k
k
AAA
AAA
AAA
mj
AA 010010111
010010111
010010111
,1
000101
01
01
11
...
............
...
...
1
1
...00
............
0...0
0...0
11
11
11
2
1
ωωω
ωωω
ωωω
ωω
ω
ω
ω
 
З останньої матриці запишемо ймовірнісні характеристики струк-
тури «ω-ітерація»: 
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Початкова модель середнього часу виконання структури «ω-
ітерація» визначається за такою формулою [79]: 
 
b
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+=
1
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 Для узагальнення моделей (6.27)–(6.29) на випадок нечітких по-
чаткових даних в табл. 6.4 представлені частинні похідні та їх знаки. 
 
Таблиця 6.4 
Знаки частинних похідних показників надійності  
структури  «ω-ітерація» 
Показник Частинна похідна Знак похідної
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 Продовження табл. 6.4 
Показник Частинна похідна Знак похідної 
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За знаками частинних похідних показників надійності (табл. 6.4) 
згідно з кроком 5 методики узагальнення отримаємо нечіткі моделі 
надійності (6.23)–(6.25). 
 
Твердження 6.4. При нечітких ймовірнісно-часових характерис-
тиках операторів та логічної умови алгоритмічна структура «робота-
контроль-доробка»  може бути замінена єдиним робо-
чим оператором з такими еквівалентними характеристиками надійно-
сті: 
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Доведення. Початкова математична модель ймовірнісних харак-
теристик структури «робота-контроль-доробка» є такою [79] 
 ( )UAF PKKPP ⋅+⋅= 01 ωω . (6.33) 
Перепишемо вираз (6.33) таким чином: 
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З останньої матриці запишемо ймовірністні характеристики стру-
ктури «робота-контроль-доробка»: 
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 Початкова модель середнього часу виконання структури «робота-
контроль-доробка» визначається за такою формулою [79] 
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Для узагальнення моделей (6.34)–(6.36) на випадок нечітких по-
чаткових даних в табл. 6.5 представлені частинні похідні та їх знаки. 
 
Таблиця 6.5 
Знаки частинних похідних показників структури 
«робота-контроль-доробка» 
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За знаками частинних похідних показників надійності (табл. 6.5) 
згідно з кроком 5 методики узагальнення отримаємо нечіткі моделі 
надійності (6.30)-(6.32). 
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 Твердження 6.5. При нечітких ймовірнісно-часових характерис-
тиках оператора алгоритмічна структура «багаторазова робота» 
MAG =  може бути замінена єдиним робочим оператором з такими 
еквівалентними характеристиками надійності: 
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де   AG tMt ⋅= ;  AG tMt ⋅= . 
 
Доведення. Початкова математична модель ймовірнісних харак-
теристик структури «багаторазова робота» є такою [79] 
 ( )MAG PP = . (6.40) 
Перепишемо вираз (6.40) таким чином 
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З останньої матриці запишемо ймовірнісні характеристики струк-
тури «багаторазова робота»: 
 ( )MAG pp 11 = , (6.41) 
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Початкова модель середнього часу виконання структури «багато-
разова робота» визначається за такою формулою [79] 
 AG tMt ⋅= . (6.43) 
Для узагальнення моделей (6.41)–(6.43) на випадок нечітких по-
чаткових даних в табл. 6.6 представлені частинні похідні та їх знаки. 
 
Таблиця 6.6 
Знаки частинних похідних показників надійності структури  
«багаторазова робота» 
Показник Частинна похідна Знак похідної
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 За знаками частинних похідних показників надійності (табл. 6.6) 
згідно з кроком 5 методики узагальнення отримаємо нечіткі моделі 
надійності (6.37)-(6.39). 
 
Твердження 6.6. При нечітких ймовірнісно-часових характерис-
тиках оператора та логічної умови алгоритмічна структура «ω-
доробка»  може бути замінена єдиним робочим оператором з 
такими еквівалентними характеристиками надійності: 
}{UL
ω
=
 ⎟⎠
⎞⎜⎝
⎛=
∈
11
]1,0[
1 ,~ ααα LLL
ppp U , (6.44) 
де ∑ ⋅−−
⋅⋅+=
= mj U
U
L jj
jjj
k
kp
pp
,1 001
0010
11
)1(1 ω
ωω
ω ν
ν
;  ∑
⋅−−
⋅⋅+=
= mj U
U
L
jj
jjj
k
kp
pp
,1 001
0010
1
)1(1 ω
ωωω ν
ν
; 
 ⎟⎠
⎞⎜⎝
⎛=
∈
jjj
LLL ppp
00
]1,0[
0 ,~ ααα
U , (6.45) 
де 
jj
jj
j
k
kp
p
U
L 001
000
0
)1(1
)1(
ω
ωω
ν ⋅−−
−⋅= ;  
jj
jj
j
k
kp
p
U
L 001
000
0
)1(1
)1(
ω
ωω
ν ⋅−−
−⋅= ; 
 ( )ααα LLL ttt ,~ ]1,0[∈= U , (6.46) 
де 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ ⋅+−⋅−
+⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ ⋅+−⋅
+=
=
=
mj
A
mj
L
jj
jj
kpkp
ttkpkp
tt
,1
000111
,1
000111
)1(1
)1(
ωωωω
ωωωωω
ω ; 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ ⋅+−⋅−
+⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ ⋅+−⋅
+=
=
=
mj
A
mj
L
jj
jj
kpkp
ttkpkp
tt
,1
000111
,1
000111
)1(1
)1(
ωωωω
ωωωωω
ω . 
 
Доведення. Початкова математична модель ймовірнісних харак-
теристик структури «ω-доробка» задається такою формулою [79]: 
110 )( ωωω KPKIPP ⋅⋅−⋅= − UL . (6.47) 
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 Перепишемо вираз (6.47) таким чином 
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З останньої матриці запишемо ймовірнісні характеристики струк-
тури «ω-доробка»: 
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Початкова модель середнього часу виконання структури 
«ω-доробка» визначається за такою формулою [79] 
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Для узагальнення моделей (6.48)–(6.50) для нечітких початкових 
даних в табл. 6.7 представлені частинні похідні та їх знаки. 
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 Таблиця 6.7 
Знаки частинних похідних показників надійності  
структури  «ω-доробка» 
Параметр Частинна похідна Знак похідної
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За знаками частинних похідних показників надійності (табл. 6.7) 
згідно з кроком 5 методики узагальнення отримаємо нечіткі моделі 
надійності (6.44)–(6.46). 
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 6.5. Алгоритм аналізу надійності багатовимірних 
алгоритмічних процесів при нечітких початкових даних 
Нечіткі характеристики надійності багатовимірних АП 
пропонується розраховувати за алгоритмом, який наведено нижче. Він 
узагальнює алгоритм нечіткого аналізу надійності АП [82] на випадок 
багатовимірної концепції врахування помилок. 
 
〈 Задати структуру АП у вигляді суперпозиції М алгоритмічних 
 структур 〉; 
〈 Задати за формулою (6.1) початкові ймовірнісно-часові 
 характеристики операторів та логічних умов 〉; 
〈 Перетворити початкові характеристики в α-форми за формулами 
з табл. 6.1 〉; 
〈 Встановити лічильник алгоритмічних структур: і:=1 〉; 
While 〈 Виконується умова Mi <  〉  do 
If 〈 i-та структура «послідовна»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулами 
(6.9)–(6.11)〉; 
End; 
If 〈 i-та структура «ω-диз’юнкція»? 〉 
〈 Замінити i-ту структуру єдиним оператором за формулами 
(6.16)–(6.18)〉; 
End; 
If 〈 i-та структура «ω-ітерація»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулами 
(6.23)–(6.25)〉; 
End; 
If 〈 i-та структура «робота–контроль–доробка»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулами 
(6.30)–(6.32)〉; 
End; 
If 〈 i-та структура «багаторазова робота»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулами 
(6.37)–(6.39)〉; 
End; 
If 〈 i-та структура «ω-доробка»? 〉 
〈Замінити i-ту структуру єдиним оператором за формулами 
 (6.44)–(6.46)〉; 
End; 
End. 
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 Наведений алгоритм перетворює довільний багатовимірний АП 
до єдиного робочого оператора з еквівалентними нечіткими характе-
ристиками часу виконання, ймовірності безпомилкового виконання та 
ймовірностей наявності помилок різних типів. 
Параметри функцій належностей, якими формалізуються 
ймовірнісно-часові характеристики операторів та логічних умов, 
впливають на значення показників надійності АП по-різному. Одні 
параметри мають значний вплив, а інші незначний. Для визначення 
впливу параметрів на практиці, як правило, застосовують аналіз 
чутливості, який дозволяє визначити діапазони чутливості показників 
надійності до варіації цих параметрів [69]. Якщо діапазон чутливості є 
суттєвим, то при проектуванні АП необхідно звернути увагу на 
точність експериментального визначення впливових параметрів. 
Нижче наводиться ітераційний алгоритм аналізу чутливості: 
 
〈Позначити параметр функції належності через а〉; 
〈 Задати для параметра діапазон його зміни ],[  〉; aa
〈 Задати крок варіювання  h 〉; 
〈 Присвоїти aa =:  〉; 
While 〈 Виконується умова aa <  〉 do 
〈 Обчислити показник надійності АП 〉; 
〈 Присвоїти haa +=:  〉; 
End; 
〈 Визначити діапазон чутливості показника надійності 〉. 
 
Приклад 6.1. Розглянемо такий АП: 
 
 . (6.51) 554321
321
}){()( AAAAUEAY
ωωω
∨∨=
Нечіткі характеристики надійності операторів та логічних умов 
алгоритму (6.51) наведені в табл. 6.8–6.10. При виконані алгоритму 
(6.51) можливі 5 станів: «0» – відсутність помилок; «1» – помилка 1-го 
типу; «2» – помилка 2-го типу; «3» – помилка 3-го типу; «4» –
 помилка 4-го типу. Для розрахунку показників надійності АП (6.53) 
виконаємо такі кроки: 
Крок 1. За нечіткими моделями (6.30)–(6.32) розрахуємо еквіва-
лентні характеристики структури )(
1
11 UEAB ∨= ω
: 
1
1
~
Bp =(0,9963,  1)0U (0,9978,  1)0,5U (0,9993,  0,9993)1; 
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 1
1
2
1
3
1
4
1
1
0~
Bp =(0,  0,0008)0U (0,0002,  0,0006)0,5 (0,0004,  0,0004)1; U
0~
Bp =(0,0005,  0,0013)0U (0,0008,  0,0012)0,5 (0,0011,  0,0011)1; U
0~
Bp =(0,0008,  0,0016)0U (0,0010,  0,0014)0,5 (0,0012,  0,0012)1; U
0~
Bp =(0,0010,  0,0018)0U (0,0013,  0,0017)0,5 (0,0016,  0,0016)1; U
~
Bt =(9,76,  16,33)0U (10,87,  14,14)0,5U (11,99,  11,99)1; 
Крок 2. За нечіткими моделями (6.16)–(6.18) розрахуємо еквіва-
лентні характеристики структури )( 322
2
AAB ∨=
ω
U
: 
1
2
~
Bp =(0,9262,  1)0U (0,9521,  0,9892)0,5 (0,9781,  0,9781)1; 
10~
Bp 2
2
2
3
2
4
2
2
=(0,  0,0132)0U (0,0018,  0,0084)0,5 (0,0037,  0,0037)1; U
0~
Bp =(0,0006,  0,0137)0U (0,0023,  0,0088)0,5U (0,0040,  0,0040)1; 
0~
Bp =(0,0011,  0,0142)0U (0,0027,  0,0092)0,5U (0,0042,  0,0042)1; 
0~
Bp =(0,0016,  0,0146)0U (0,0034,  0,0099)0,5U (0,0052,  0,0052)1; 
~
Bt =(8,11,  17,7597)0 (9,45,  14,31)0,5 (10,79,  10,79)1; U U
Крок 3. За нечіткими моделями (6.23)–(6.25) розрахуємо 
еквівалентні характеристики структури 
3
}{ 43 ω
AB = : 
1
3
~
Bp =(0,9941,  1)0U (0,9955,  1)0,5 (0,9969,  0,9969)1; U
10~
Bp 3
2
3
3
3
4
3
=(0,  0,0006)0U (0,0001,  0,0003)0,5U (0,0001,  0,0001)1; 
0~
Bp =(0,0003,  0,0009)0U (0,0004,  0,0007)0,5 (0,0005,  0,0005)1; U
0~
Bp =(0,0004,  0,0010)0U (0,0006,  0,0009)0,5 (0,0008,  0,0008)1; U
0~
Bp = (0,0004,  0,0010)0 (0,0006,  0,0009)0,5 (0,0007,  0,0007)1; U U
3
~
Bt =(8,15,  19,55)0 (11,36,  17,12)0,5 (14,75,  14,75)1; U U
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 Таблиця 6.8 
Характеристики надійності робочих операторів А1–А5 алгоритму (6.51) 
Ймовірність 
безпомилкового 
виконання 
Ймовірності помилок Час виконання 
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 Таблиця 6.9 
Характеристики надійності оператору доробки U алгоритму (6.51) 
Ймовірність усунення помилок Час виконання 
  
 
 
Таблиця 6.10 
Характеристики надійності логічних умов ω1–ω3 алгоритму (6.51) 
Ймовірність пропуску 
помилки 
Ймовірність 
виявлення помилок 
Час виконання 
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 Крок 4. За нечіткими моделями (6.37)–(6.39) розрахуємо еквіва-
лентні характеристики структури : 5= 54 AB
4
1~
Bp =(0,9511,  0,9995)0U (0,9570,  0,9811)0,5 (0,9630,  0,9630)1; U
10~
Bp 4
2
4
3
4
4
4
4
=(0,  0,0077)0U (0,0009,  0,0048)0,5U (0,0019,  0,0019)1; 
0~
Bp =(0,0056,  0,0134)0U (0,0094,  0,0133)0,5 (0,0132,  0,0132)1; U
0~
Bp =(0,0113,  0,0191)0U (0,0151,  0,0190)0,5 (0,0189,  0,0189)1; U
0~
Bp =(0,0169,  0,0249)0U (0,0198,  0,0238)0,5 (0,0226,  0,0226)1; U
~
Bt =(13,79,  38,06)0U (19,86,  31,99)0,5U (25,93,  25,93)1; 
Крок 5. За нечіткими моделями (6.9)–(6.11) розрахуємо еквівале-
нтні характеристики структури 215 BBB ⋅= : 
1
5
~
Bp =(0,9228,  1)0U (0,9499,  0,9892)0,5U (0,9774,  0,9774)1; 
10~
Bp 5
2
5
3
5
4
5
=(0,  0,0140)0U (0,0020,  0,0090)0,5U (0,0040,  0,0040)1; 
0~
Bp =(0,0010,  0,0150)0U (0,0031,  0,0101)0,5 (0,0052,  0,0052)1; U
0~
Bp =(0,0019,  0,0158)0U (0,0037,  0,0106)0,5 (0,0055,  0,0055)1; U
0~
Bp =(0,0026,  0,0165)0U (0,0047,  0,0116)0,5 (0,0068,  0,0068)1; U
5
~
Bt =(17,89,  34,90)0U (20,33,  28,45)0,5U (22,79,  22,79)1; 
Крок 6. За нечіткими моделями (6.9)–(6.11) розрахуємо еквівале-
нтні характеристики структури 356 BBB ⋅= : 
1
6
~
Bp =(0,9173,  1)0U (0,9456,  1)0,5 (0,9743,  0,9743)1; U
10~
Bp 6
2
6
3
6
=(0,  0,0146)0 (0,0021,  0,0093)0,5 (0,0042,  0,0042)1; U U
0~
Bp =(0,0013,  0,0158)0 (0,0034,  0,0107 )0,5 (0,0056,  0,0056)1; U U
0~
Bp =(0,0023,  0,0168)0 (0,0042,  0,0115)0,5 (0,0062,  0,0062)1; U U
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 4
6
0~
Bp =(0,0030,  0,0175)0U (0,0052,  0,0125)0,5 (0,0075,  0,0075)1; U
6
~
Bt =(26,04,  53,64)0U (31,69,  45,57)0,5U (37,53,  37,53)1; 
Крок 7. За нечіткими моделями (6.9)–(6.11) розрахуємо еквівале-
нтні характеристики структури 467 BBB ⋅= , які є еквівалентними ха-
рактеристиками надійності алгоритмічного процесу (6.51): 
1~
Yp =(0,8724,  0,9995)0 (0,9050,  0,9811)0,5 (0,9383,  0,9383)1; U U
10~
Yp =(0,  0,0222)0U (0,0030,  0,0141)0,5 (0,0060,  0,0060)1; U
20~
Yp =(0,0064,  0,0292)0U (0,0123,  0,0240)0,5 (0,0185,  0,0185)1; U
30~
Yp =(0,0126,  0,0360)0U (0,0184,  0,0305)0,5 (0,0246,  0,0246)1; U
40~
Yp =(0,0185,  0,0424)0U (0,0239,  0,0363)0,5 (0,0296,  0,0296)1; U
Yt
~ =(39,84,  91,71)0U (51,56,  77,57)0,5 (63,46,  63,46)1; U
 
Отримані оцінки зображені на рис. 6.2. При терм-множині {Низь-
кий, Нижче Середнього, Середній, Вище Середнього, Високий} вони 
інтерпретуються так: 
 
Yt
~ =<39,84,  91,71,  Середня>; 
1~
Yp =<0,8724,  0,9995,  Середня>;  
10~
Yp =<0,  0,0222,  Низька>;  
20~
Yp =<0,0064,  0,0292,  Середня>; 
30~
Yp =<0.0126, 0.0360, Середня>; 
40~
Yp =<0.0185, 0.0424, Середня>. 
 
На рис. 6.3 зображені графіки чутливості показників надійності 
алгоритму (6.51) до зміни лінгвістичних  значень  нечітких характери-
стик операторів А1 та А5. Лінгвістичним значенням відповідають ко-
ординати максимумів , ,  та  трикутних функцій на-
лежностей нечітких чисел 
1
5ˆ Ap 1 1ˆ Ap
1
5
5ˆAt 1ˆAt
~
A
1p , 1~Ap , 5
~
At  та 1
~
At .  
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Рис. 6.2. Нечіткі характеристики надійності виконання алгоритму (6.51) 
 
 
а) б) 
в) 
 
 
 
 
 
 
 
 
 
 
 
 
 г) 
 
 
 
 
 
 
 
 
 
 
 
Рис. 6.3. Графіки чутливості: а) нечіткого часу Yt
~  до параметра 
б) нечіткого часу
 
5ˆAt ;  
 Yt
~  до параметру в)  ймовірності  1~Yp  1ˆAt ; нечіткої 
до параметру 1 5~ ~A ; p г) нечіткої ймовірності 
1 1
1
~p pY  до параметру A  
 З графіків видно, що час ( Yt
~ ) та ймовірність ( 1~Yp ) виконання ал-
горитму майже не залежать від лінгвістичних оцінок показників  та 1
~
At
1
1
~
Ap , але є чутливими до 5
~
At  та , відповідно.  1~Ap 5
6.6. Моделювання надійності системи «клієнт-банк» 
В цьому розділі ілюструється застосування запропонованих нечі-
тких моделей при моделюванні надійності функціонування системи    
«клієнт-банк», яка є комерційним продуктом компанії «Банк’с Софт & 
Cистемс» (http:\\www.bssys.com). Система впроваджена в такі крупні 
російські банки як «ГАЗПРОМБАНК», «НЕФТЕПРОМБАНК», 
«ПРОМСТРОЙБАНК», «ФОНДСЕРВИСБАНК», «СОБИНБАНК» та 
інші. 
Система «клієнт-банк» дозволяє організувати обмін документами 
між клієнтом та банком за безпаперовою технологією. Вона реалізує 
електронну доставку в банк платіжних доручень, виписок, довідок від 
клієнта. Однією з задач цієї системи є обробка запиту клієнта по про-
веденню платіжного доручення через Інтернет. Макет цього запиту 
показаний на рис. 6.4. Він представляє собою форму, в якій клієнт за-
повнює відповідні реквізити. Опис реквізитів макета наведено в до-
датку А. 
 
 
 
 Рис. 6.4. Макет платіжного доручення клієнта [3] 
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 Відповідно до [3] обробку клієнтського запиту представимо АП 
такого виду 
 , (6.52) )(321 }{ )()( }{}{}{NNN
3223221
6541321 ωωωωωωω
BEBEABEAAUAAAY ∨∨∨=
де  – ручне заповнення реквізиту форми документа; 1A
2A  – заповнення реквізиту форми документа з довідника банку; 
3A  – заповнення реквізиту форми документа з довідника клієнта; 
321 ,, NNN  – кількість реквізитів в формі документу, що заповню-
ються вручну, з довідника банка та з довідника клієнта, відповідно; 
1ω  – контроль правильності заповнення реквізитів на стороні 
клієнта; 
1U  – доробка документа при виявленні помилок контролем ω ; 1
4A  – електроно-цифрове підписування документа; 
5A  – передача документа каналом зв’язку; 
2ω  – контроль реквізитів та підпису документа на стороні банку; 
2U  – повідомлення клієнта про відмову виконання запиту; 
6A – завантаження документа в автоматизовану банківську систему; 
3ω  – контроль документа в автоматизованій банківській системі; 
5412 }{
1
AAUUB
ω
=  – позначення для спрощеного запису алгоритму 
(6.52). 
Схему алгоритму проведення платіжного доручення зображено 
на рис. 6.5.  
При виконанні алгоритму (6.52) можливі такі стани [3]: 
«0» – помилки відсутні; 
«1» – форматна помилка; 
«2»  – операційна помилка; 
«3»  – помилка електроно-цифрового підпису. 
Класифікацію можливих помилок наведено в додатку Б. 
На етапі проектування системи скільки часу потрібно для оброб-
ки запиту клієнта [3]. Спрогнозуємо цей показник при нечітких даних 
про ймовірнісно-часові характеристики операторів та логічних умов 
алгоритму, які наведені в табл. 6.11. Початкові дані отримано в 
результаті опитування проектувальників системи. Для лінгвістичної 
оцінки ймовірнісно-часових характеристик використовується терм-
множина {Низький, Середній, Вище Середнього, Високий}. Характе-
ристики надійності операторів та логічних умов задані трикутними 
функціями належності. α-форми нечітких чисел наведено в додатку В. 
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Рис. 6.5. Схема алгоритму проведення  платіжного доручення 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Повідомлення про від-
мову обробки запиту 
Заповнення реквізиту з 
корпоративного довідника 
ω1 Корегування докуме-нта клієнтом 
Підписування документа 
Відправка документа 
в банк  
ω2 
Завантаження докумен-
та в АБС 
ω3 
Контроль документа 
на стороні клієнта 
Контроль документа на 
стороні банку 
Контроль документа в 
автоматизованій 
банківській системі 
1 
0 
1 
0 
1 
0 
Ручне заповнення  
реквізиту 
Заповнення реквізиту з 
внутрішнього довідника 
на обробку 
А1 
А2 
А3 
А5 
А4 
А6 
U1 
U2 
 
 
 
N1 раз 
N2 раз 
N3 раз 
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Таблиця 6.11 
Характеристики надійності алгоритму (6.52) 
Елемент Характеристика Нижня межа Верхня межа
Лінгвістична 
оцінка 
1A
1
1
~
Ap
1
1
0~
Ap
2
1
0~
Ap
1
 
 
 
 
~
At  
N1 
0,995 
0 
0 
4 
6 
0,999 
0,006 
0,0003 
6 
6 
Вище 
середнього 
Середній 
Середній 
Високий 
– 
2A
1
2
~
Ap
1
2
0~
Ap
2
2
0~
Ap
2
 
 
  
~
At  
N2 
0,9997 
0 
0 
2 
4 
0,9999 
0,0008 
0,0004 
4 
4 
Високий 
Низький 
Низький 
Середній 
– 
3A
1
3
~
Ap
1
3
0~
Ap
2
3
0~
Ap
3
 
 
  
~
At  
N3 
0,9996 
0 
0 
1,5 
4 
0,9999 
0,0009 
0,0003 
3 
4 
Високий 
Низький 
Низький 
Середній 
– 
4A
1
4
~
Ap
3
4
0~
Ap
4
 
  
~
At  
0,99997 
 
0 
 
3 
1 
 
0,00005 
 
30 
Вище 
середнього 
Низький 
Середній 
 
1
5
~
Ap  
5
~
At  
1 
15 
1 
150 
– 
Вище 
середнього 
5A
6A  
1
6
~
Ap  
6
~
At  
1 
5 
1 
60 
– 
Середній 
 Продовження таблиці 6.11 
Елемент Характеристика Нижня межа Верхня межа Лінгвістична оцінка 
1U
1
1
1~
Uν  
2
1
1~
U
 ν  
~
1Ut  
0,9 
 
0,92 
 
10 
0,93 
 
0,95 
 
35 
Низький 
 
Середній 
 
Високий 
2U
1
2
~
Uν   ~
2Ut  
1 
 
15 
1 
 
150 
– 
Вище 
середнього 
11
1
~
ωk
1
1
00
 
~
ωk
2
1
00
 
1ω  ~
ωk
1
 
~ωt  
1 
 
0,88 
 
0,93 
 
0,5 
1 
 
0,96 
 
0,97 
 
1 
– 
 
Високий 
 
Вище 
середнього 
 
Низький 
11
2
~
ωk
1
2
00
 
~
ωk
2
2
00
 
~
2ω  ωk
3
2
00
 
~
ωk
2
 
~ωt  
1 
 
0,88 
 
0,93 
 
1 
 
0,5 
1 
 
0,96 
 
0,97 
 
1 
 
1,2 
– 
 
Високий 
 
Вище 
середнього 
– 
 
Низький 
11
3
~
ωk
1
3
00
 
~
ωk
2
3
00
 
 3ω ~
ωk  
3
~ωt  
1 
 
0,82 
 
0,9 
 
1 
1 
 
0,87 
 
0,95 
 
1,5 
– 
 
Високий 
 
Високий 
 
Низький 
 
Алгоритм (6.52) містить типові алгоритмічні структури «послідо-
вна», «ω-доробка», «робота-контроль-доробка» та «багаторазова робо-
та». Застосовуючи моделі надійності цих алгоритмічних структур, 
отримаємо α-форми часу виконання алгоритму (6.52) 
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Yt
~ =(76,4,  348,2)0U (115,6,  319,1)0,25U (154,9,  290,2)0,5U  
U
Yt
 (194,3, 261,8)0,75U  (233,7,  233,7)1. 
 
~Отримане нечітке число  зображено на рис. 6.6. Його можна ін-
терпретувати таким чином 
Yt
~ =<76,4,  348,2,  середній>. 
Покроковий розрахунок надійності АП (6.52) наведено в 
додатку Г. 
На рис. 6.7 показано реальний ймовірністний розподіл часу 
реакції системи «клієнт-банк» та прогнозовану нечітку оцінку Yt
~ . Ре-
альне розподілення отримано при навантаженому тестуванні системи 
протягом трьох місяців 2005 р. Математичне очікування за цим 
розподілом складає 224 с. Після дефазіфікації нечіткого числа Yt
~  за 
методом центра тяжіння отримуємо тривалість середнього часу 220 с. 
З рис. 6.7 видно, що отримана оцінка нечіткого часу Yt
~  практично 
збігається з експериментальними даними. Розбіжність між результата-
ми дефазіфікації та математичним очікуванням складає 4 с. Це 
підтверджує достовірність нечітких моделей надійності алгоритмічних 
структур, що запропоновані в підрозділі 6.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Рис. 6.6. Прогнозований час вико-
нання алгоритму (6.52) 
Рис. 6.7. Порівняння реального 
розподілу часу з прогнозованим  
 
Порівняємо результати чіткого та нечіткого прогнозування. Для 
цього: 
1) використаємо координати максимумів трикутних функцій на-
лежностей з додатку В як значення ймовірнісно-часових характери-
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стик операторів та логічних умов; 
2) спрогнозуємо час  за допомогою алгоритму аналізу надійно-
сті АП, що наведено [79]. 
Yt
В результаті отримаємо, що чіткий прогноз середнього часу про-
ведення платіжних доручень складає 234 с, що на 10 с більше реально-
го. 
Таким чином, на етапі проектування алгоритму (6.52) нечіткі мо-
делі надійності дозволяють підвищити достовірність прогнозу за раху-
нок використання лінгвістичних оцінок. 
Проведемо аналіз чутливості часу обробки запиту Yt
~  до 
лінгвістичного значення нечіткого часу передачі платіжного доручен-
ня каналом зв’язку. Для цього будемо змінювати координату макси-
муму  трикутної функції належності нечіткого числа 
5
ˆAt 5
~
At  в діапазоні 
[15, 150]. Цей діапазон відповідає зміні лінгвістичної оцінки від «низь-
кої» до «високої». 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Yt
~  до параметра t
5
ˆA  Рис. 6.8. Аналіз чутливості нечіткого часу  
 
 
В результаті аналізу чутливості встановлено, що лінгвістична 
оцінка часу виконання алгоритму Yt
~  змінюється від «Нижче Середньо-
го» до «Вище Середнього». Графік чутливості нечіткого часу Yt
~  до 
варіації параметра  зображено на рис. 6.8. 
5
ˆAt
 7. НЕЧІТКА  ОПТИМІЗАЦІЯ  НАДІЙНОСТІ 
АЛГОРИТМІЧНИХ  ПРОЦЕСІВ 
Пропонуються постановки та методи розв’язання задач оптиміза-
ції надійності багатовимірних АП для випадків нечіткої мети і обме-
жень задачі оптимізації та нечітких показників надійності альтерна-
тив. Нечітка оптимізація здійснюється ГА, в якому хромосоми оці-
нюються за принципом Беллмана–Заде з нечіткої теорії прийняття рі-
шень та обираються в нову популяцію за схемою турнірної селекції. 
7.1. Концепція нечіткої оптимізації надійності 
Керовані змінні в задачах нечіткої оптимізації надійності АП бу-
дуть такі ж, як і в чіткому випадку. Таким чином, задачами нечіткої 
оптимізації надійності АП можуть бути розстановка контрольних то-
чок, вибір кратностей контролів, вибір реалізацій операторів та логіч-
них умов та інші задачі структурної, параметричної та структурно-
параметричної оптимізації АП (див. табл. 2.1). 
Нечітку оптимізацію надійності АП пропонується здійснювати на 
основі ГА з розділу 5. При цьому операції схрещування та мутації, які 
генерують варіанти АП, залишаються без змін. Відбір хромосом в но-
ву популяцію здійснимо за запропонованою новою схемою турнірної 
селекції, яка демонструє добру динаміку оптимізації і, найголовніше, 
не потребує штрафних коефіцієнтів для врахування обмежень. Єди-
ним елементом ГА, який потрібно розробити для нечіткої оптимізації 
надійності АП, є фітнес функція, тобто модуль порівняння хромосом 
за нечіткими значеннями показників надійності та (або) за нечітких 
обмежень задачі оптимізації. Нижче розглядається як реалізувати по-
рівняння альтернатив в таких нечітких умовах. 
Для врахування нечіткості при оптимізації надійності АП спробу-
ємо поєднати ідеї багатокритеріального прийняття рішень за схемою 
Беллмана–Заде [4, 121] та цільового програмування з пункту 3.4.2. 
Вважатимемо, що мета оптимізації задана вектором (P*, С*, T*, 
I*, S*, ) бажаних значень показників , С, T, I, S та , 
=G~
jq
1p jp0 m,j 1=  
надійності АП. Будемо вважати відомими ступені задоволення мети 
оптимізації ( )X*~Pμ , ( )X*~Cμ , ( )X*~Tμ , ( )X*~Iμ , ( )X*Sμ  та ( )Xjq~μ  ва-
ріантом АП, який задано вектором керованих змінних X, mj ,1= . Згі-
дно з принципом Беллмана–Заде ступінь виконання мети оптимізації 
за усіма критеріями одночасно розрахуємо таким чином: 
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( ) ( ) ( ) ( )
( ) ( ) ,,1,
)(
~*~
*~*~*~*~~
mjjqS
ITCPG
=∧∧
∧∧∧∧=
XX
XXXXX
μμ
μμμμμ
 (7.1) 
де  – операція мінімуму. ∧
За (7.1) та за відомими функціями належностей бажаних значень 
показників надійності АП нечітку мету оптимізації можна представи-
ти нечітким відношенням  на декартовому добутку критеріїв. Підс-
тавляючи в функцію належності цього нечіткого відношення показни-
ки надійності варіанта X, отримуємо )
G~
(~ XGμ  – ступінь належності АП 
до нечіткої мети оптимізації. Як представити нечітку мету у вигляді 
нечіткого відношення розглянемо на такому прикладі. 
Приклад 7.1. Розглядається задача оптимізації АП в такій поста-
новці: 
⎪⎩
⎪⎨⎧ =
=
*~)(
*~)(1
CC
Pp
X
X . 
Графіки функцій належності нечітких чисел *~P  та  зображені 
на рис. 7.1. 
*~C
 
Рис. 7.1. Нечіткі числа з прикладу 7.1 
З (7.1) нечітку мету оптимізації можна зобразити еквівалентним 
нечітким відношенням на CP×  (рис. 7.2). Функція належності нечіт-
кого відношення розраховується таким чином: 
( ))(),(min),( ~~~ CPCP CPG μμμ = , )C~supp(C),P~supp(P ∈∈ . 
На рис. 7.3 незалита частина поверхні нечіткого відношення 
показує область повного задоволення мети оптимізації. Найтемніша 
частина поверхні відповідає області недопустимих розв’язків. Ступінь 
виконання нечіткого відношення тотожний ступеню виконання 
нечіткої мети оптимізації АП.  
За ідеєю нечіткої теорії прийняття рішень [180] за нерівноважли-
вих критеріїв формула (7.1) перетворюється на таку: 
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 (7.2) 
де 0  – коефіцієнти важливості відповідних критеріїв, які зна-
ходять різними методами обробки експертних думок, наприклад, за 
парними порівняннями Сааті. 
(.) >w
 
Рис. 7.2. До прикладу 7.1: нечітка мета оптимізації в вигляді  
нечіткого відношення 
За (7.2) та за відомими нечіткими бажаними значеннями показни-
ків надійності АП мету оптимізації можна представити нечітким від-
ношенням  на декартовому добутку критеріїв. Як це зробити розг-
лянемо на такому прикладі. 
G~
Приклад 7.2. За даними попереднього прикладу представимо не-
чітку мету оптимізації нечітким відношенням за умови нерівноважли-
вих критеріїв. 
За коефіцієнтів важливостей  та  критеріїв P та С функція 
належності нечіткого відношення розраховується таким чином: 
Pw Cw
( )CP wCwPG CPCP )(,)(min),( ~~~ μμμ = , . )C~supp(),P~supp( ∈∈ CP
Нечітке відношення для різних значень коефіцієнтів важливості 
зображено на рис. 7.3.  
Таким чином, запропоновано прості реалізації усіх етапів нечіткої 
оптимізації за винятком одного – розрахунку ступеня виконання варі-
антом АП мети оптимізації. Нижче розробляються правила розрахун-
ку цих ступенів для кожного з трьох вищеописаних випадків нечіткої 
оптимізації. 
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Рис. 7.3. До прикладу 7.2: нечітка мета оптимізації в вигляді нечіткого 
відношення при різних коефіцієнтах важливості критеріїв 
7.2. Оптимізації  за  нечіткої  мети 
Нечітку мету оптимізації сформулюємо у вигляді вектора бажа-
них нечітких значень показників надійності АП  
( )*~*,~,~*,~*,~*,~~ SIqTCPG j= , mj ,1= .  
Ці значення назвемо цільовими нечіткими числами. Вони визна-
чають нечітку область допустимих розв’язків задачі оптимізації АП. 
Ядра цільових нечітких чисел визначають чітку область розв’язків, в 
якій обмеження виконано повною мірою. Відповідно до (1.5) ядра ці-
льових нечітких чисел є такими: 
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 (7.3) 
Узагальнюючи задачу (3.11), оптимізацію АП при чітких почат-
кових даних та нечітких цілях поставимо як пошук вектора X, при 
якому: 
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 (7.4) 
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 Ступені досягнення варіантом X мети оптимізації  за кожним 
нечітким критерієм позначимо через 
G~( )X*~Pμ , ( )X*~Cμ , ( )X*~Tμ , ( )X*~Iμ , ( )X*Sμ  та ( )Xjq~μ , mj ,1= . Ступені належності знаходимо 
підстановкою чітких чисел P(X), C(X), T(X), I(X), S(X) та )  в фо-
рмули функції належності цільових нечітких чисел 
(Xj
*~
q
P , *~C , *~T , *~I , 
*~S  та jq~  ( mj ,1= ). Якщо для варіанта X якийсь показник АП знахо-
диться за межами носія цільових нечітких чисел, тоді ступень вико-
нання відповідного критерію дорівнюватиме 0. 
Серед двох варіантів  та  кращим буде АП з більшим зна-
ченням ступеня належності (7.8). Тобто, якщо 
1X 2X
)()( 2~1~ XX GG μμ >
)2X
, тоді 
обираємо . Відповідно, якщо 1X () ~1X G(~G μμ < , тоді обираємо . 
При рівних ступенях належності )
2X
( 2X)( ~1X G~G μμ =  рішення приймає-
мо за найважливішим критерієм (з максимальним значенням вагового 
коефіцієнту). Якщо 1X  X є неприпустимими, тобто якщо  та 2  
0)()( 21~ == XXG ~Gμμ , тоді обираємо варіант з меншим числом пору-
шень цілей оптимізації. При рівній кількості порушень обираємо варі-
ант з кращим значенням найважливішого критерію. Описану вище по-
слідовність дій сформулюємо у вигляді такого алгоритму вибору кра-
щого розв’язку (X) з альтернатив  та : 1X 2X
If )()( 2~1~ XX GG μμ >  then 1: XX = ; 
elseif  )()( 1~2~ XX GG μμ >  then 2: XX = ; 
elseif 0)( 1~ >XGμ  then  <обрати альтернативу за кращим  
значенням найважливішого критерію>; 
elseif  then )()( 21 XX EE < 1: XX = ; 
elseif  then )()( 21 XX EE > 2: XX = ; 
else  <обрати альтернативу за кращим значенням важливішого 
 критерію>; 
end 
%E –  кількість порушених цілей оптимізації. 
 
Якщо в задачі оптимізації якийсь з критеріїв не застосовано, тоді 
відповідний ступінь належності прирівнюємо до 1, тобто вважатиме-
мо, що обмеження виконано. Якщо обмеження за якимось критерієм 
задано нерівністю з чітким пороговим значенням, тоді представимо 
його нечітким критерієм з ступінчатою функцію належності. Напри-
клад, обмеження (1.3) задамо нечітким число, функція належності 
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 якого приймає нульові значення для 9)( >XC , та дорівнює 1 коли 
9)( ≤XC . 
Якщо в задачі оптимізації важливість критеріїв однакова, тоді 
особа, що відповідає за прийняття рішення, призначає найважливіший 
критерій, за яким обирається розв’язок коли )()( 2~1~ XX GG μμ = . В 
цьому випадку його можна інтерпретувати як критерій нечіткої опти-
мальності, а решту показників АП як нечіткі обмеження задачі опти-
мізації. 
Приклад 7.3. Розглядається задача вибору варіантів реалізації 
операторів АП за нечіткої мети оптимізації. АП складається з послі-
довного виконання двох операторів – 21AAY = , кожен з яких можна 
реалізувати двома способами: }, 2_11_1 A{1 AA ∈  та . 
Характеристики надійності операторів зведені в табл. 7.1. 
},{ 2_21_22 AAA ∈
 
Таблиця 7.1 
Характеристики надійності операторів з прикладу 7.3 
Оператори 
Характеристики 
1p  C T 
1_1A  0,96 4 3 
2_1A  0,99 9 5 
1_2A  0,975 5 6 
2_2A  0,97 6 5 
 
Задача оптимізації ставиться як пошук вектора X реалізацій опе-
раторів, який забезпечує:  
⎪⎩
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≤
≤
≥
*,~)(
*;~)(
*;~)(1
TT
CC
Pp
X
X
X
 
де цільові нечіткі числа задані такими функціями належності: 
⎪⎪⎩
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>
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Задачу розв’яжемо повним перебором, тому що є лише такі чоти-
ри можливі варіанти значень керованих змінних: 
X=(1, 1), якій відповідає АП 1_21_1 AAY = ; 
X=(1, 2), якій відповідає АП 2_21_1 AAY = ; 
X=(2, 1), якій відповідає АП 1_22_1 AAY = ; 
X=(2, 2), якій відповідає АП 2_22_1 AAY = . 
Показники надійності кожного варіанта АП розрахуємо за моде-
лями послідовної структури [79] таким чином: 
( ) 936,0975,096,0)1,1(1 =⋅==Xp ; 
( ) 954)1,1( =+==XC ; 
( ) 853)1,1( =+==XT ; 
( ) 931,097,096,0)2,1(1 =⋅==Xp ; 
( ) 1064)2,1( =+==XC ; 
( ) 963)2,1( =+==XT ; 
( ) 965,0975,099,0)1,2(1 =⋅==Xp ; 
( ) 1459)1,2( =+==XC ; 
( ) 963)1,2( =+==XT ; 
( ) 96,097,099,0)2,2(1 =⋅==Xp ; 
( ) 1569)2,2( =+==XC ; 
( ) 1055)2,2( =+==XT . 
Підставляючи розраховані значення в функції належності цільо-
вих нечітких чисел отримуємо ступені належності розв’язків до мети 
оптимізації. Процес розрахунку цих ступенів належності зображено на 
рис. 7.4. 
 
 170
 Підставляючи в (7.1) ступені належності з рис. 7.5, отримуємо: 
( ) 607,011607,0)1,1(~ ∧==XG ; μ ∧ =( ) 406,011406,0)2,1(~ =∧∧==XGμ ; ( ) 044,0044,0801,01)1,2(~ =∧∧==XGμ ; ( ) 458,0458,0607,01)2,2(~ =∧∧==XGμ . 
За цими ступенями належності альтернативи впорядкуємо таким 
чином: 
1-ий ранг для X=(1, 1); 
2-ий ранг для X=(2, 2); 
3-ій ранг для X=(1, 2); 
4-ий ранг для X=(2, 1). 
 
Рис. 7.4. Виконання розв’язками нечіткої мети оптимізації 
в прикладі 7.3 
Проранжуємо альтернативи для нерівноважливих критеріїв. Не-
хай коефіцієнти важливості критеріїв є такими: =0,7, =0,1 та 
=0,2. Тоді, за (7.2) отримуємо: 
Pw Cw
Tw
( ) 705,011607,0)1,1( 2.01.07.0~ =∧∧==XGμ ; 
( ) 532,011406,0)2,1( 2.01.07.0~ =∧∧==XGμ ; 
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 ( ) 535,0044,0801,01)1,2( 2.01.07.0~ =∧∧==XGμ ; 
( ) 855,0458,0607,01)2,2( 2.01.07.0~ =∧∧==XGμ . 
Коефіцієнти важливості змінили відношення порядку для двох 
пар альтернатив. Тепер альтернативи впорядковані таким чином: 
1-ий ранг для X=(2, 2); 
2-ий ранг для X=(1, 1); 
3-ій ранг для X=(2, 1); 
4-ий ранг для X=(1, 2).  
7.3. Оптимізація  за нечітких початкових даних  
Розглянемо випадок коли значення характеристик надійності 
елементів АП задані нечіткими числами. За нечіткими моделями на-
дійності АП для розв’язку X отримуємо нечіткі значення )(~1 Xp , 
)(~ XC , )(~ XT , )(~ Xjq  ( mj ,1= ), )(~ XI . Метою цього підрозділу є зна-
ходження відповідей на такі питання: 
 як визначити ступінь виконання нечіткими показниками на-
дійності чітких цілей оптимізації? 
 як визначити найкращий розв’язок за нечіткими показника-
ми надійності? 
Задачу оптимізації АП при нечітких початкових даних та чітких 
цілях оптимізації поставимо таким чином: знайти вектор X, що забез-
печує: 
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де *p  – мінімальне граничне значення ; )(1 Xp
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 jq  – максимальне граничне значення ; )(
0 Xjp
*I  – максимальне граничне значення I(X); 
*C – максимальне граничне значення C(X); 
*T – максимальне граничне значення T(X); 
supp  та supp  – мінімальне та максимальне значення носія нечіт-
кого числа. 
В (7.5) обмеження з S(X) записано в чіткій формі, тому що кіль-
кість контрольних операцій в АП, що синтезується в результаті опти-
мізації, є чітким числом. Введення в (7.5) граничних значень ( *P , jq , 
*I , *C , *T ) гарантує, що в будь-якому випадку показники надійності 
синтезованого АП не вийдуть за встановлені межі. Іншими словами, 
граничні значення які входять в чіткі обмеження–нерівності визнача-
ють чітку область допустимих розв’язків. Їх можна розглядати як ана-
логи обмежень на хвости розподілень випадкових величин при опти-
мізації в умовах ймовірнісної невизначеності [8]. Якщо особу, яка від-
повідає за прийняття рішення, не лякає можливість виходу деякого 
показника АП за дозволені межі, тоді вилучимо відповідні граничні 
значення з постановки задачі оптимізації. 
Ступені досягнення варіантом X мети оптимізації за кожним кри-
терієм розрахуємо таким чином: 
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де centroid – дефаззіфікація за центром тяжіння; 
core та core – мінімальне та максимальне значення ядра нечітко-
го числа. 
В (7.6)–(7.10) перший випадок нульового значення ступеня нале-
жності відповідає порушенню граничного обмеження з постановки 
задачі оптимізації (7.5). Другий випадок нульового значення ступеня 
належності відповідає ситуації, коли найбільш можливе значення по-
казника надійності не задовольняє мету оптимізації. Третій випадок 
нульового значення ступеня належності відповідає ситуації, коли зна-
чення показника надійності в середньому (за центром тяжіння нечіт-
кого числа) не задовольняє ціль оптимізації. Ця умова необов’язкова – 
введення її в (7.6)–(7.10) реалізує песимістичний підхід щодо ризико-
ваності при прийнятті рішень. Рис. 7.6 на прикладі формули (7.12) по-
яснює розрахунок ступеня задоволення чіткої мети оптимізації альте-
рнативою X з нечітким значенням показника надійності АП за песимі-
стичного підходу щодо ризикованості при прийнятті рішення. 
Як і в попередньому випадку (підрозділ 7.2) якщо в задачі опти-
мізації якийсь з критеріїв не застосовано, тоді відповідний ступінь на-
лежності прирівнюємо до 1. Якщо значення характеристики надійнос-
ті АП представлено чітким числом, тоді ступінь виконання відповід-
ного критерію розрахуємо за аналогією з формулою (7.11). 
Для визначення ступеня досягнення мети за всіма критеріями од-
ночасно, підставимо розраховані за (7.6)–(7.11) значення в формули 
(7.1) або (7.2). Вибір кращого розв’язку (X) з альтернатив  та  
здійснимо за таким алгоритмом: 
1X 2X
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 If )()( 2~1~ XX GG μμ >   Then  1: XX = ; 
elseif  )()( 1~2~ XX GG μμ >   Then 2: XX = ; 
elseif   0)( 1~ >XGμ   Then 
<обрати альтернативу за більшим значенням  ступеня  
 виконання  найважливішого  критерію>; 
elseif     Then   )()( 21 XX EE < 1: XX = ; 
elseif      Then   )()( 21 XX EE > 2: XX = ; 
else  <обрати альтернативу за більшим значенням  ступеня виконан-
ня найважливішого критерію>; 
end 
Відмінність цього алгоритму від попереднього з підрозділу 7.2 
полягає в порівнянні альтернатив не за абсолютним значенням найва-
жливішого критерію, а за ступенем його виконання. Це зроблено, щоб 
не порівнювати нечіткі числа, якими в даному випадку задані абсолю-
тні значення критеріїв. Якщо ці ступені належності однакові, тоді по-
рівнюємо за результатами дефаззіфікації нечіткого значення найваж-
ливішого критерію. Якщо і ці числа будуть однаковими, тоді рішення 
приймемо за критерієм з другим рангом важливості і т.д. 
 
Рис. 7.5. До формули (7.6) 
Приклад 7.4. Розглядається задача вибору варіантів реалізації 
операторів АП з нечіткими характеристиками надійності. АП склада-
ється з послідовного виконання двох операторів – 21AAY = , кожен з 
яких можна реалізувати двома способами: }2_1A ,{ 1_11 AA∈  та 
. Нечіткі характеристики надійності реалізацій опера-
торів АП зведені в табл. 7.2. Проранжуємо варіанти АП за такої мети 
оптимізації: 
},{ 2_21_22 AAA ∈
 P*=0,94; 9,0*=P ; 
 С*=14; 22*=C ; 
 T*=10; 12*=T . 
 175
 Як і в прикладі 7.3 задачу розв’яжемо повним перебором можли-
вих варіантів АП. Цим варіантам АП поставимо у відповідність такі 
вектори керованих змінних: 
  Æ  X=(1, 1); 1_21_1 AA
1
2_21_1 AA   Æ  X=(1, 2); 
1_22_1 AA  Æ X=(2, 1); 
2_22_1 AA  Æ X=(2, 2). 
Таблиця 7.2 
Параметри функцій належності характеристик надійності  
операторів з прикладу 7.2 
~p C~ (трикутна функ-
ція належності) 
 (трапецієвидна фу-
нкція належності) 
TA 
~  (трикутна функ-
ція належності) 
1_1A  a=0,93; b=0,97; c=1 a=4; b=5; c=5,5; d=7 a=1; b=2; c=7 
2_1A  a=0,96; b=0,98; 
c=0,99 a=5; b=6; c=7; d=12 a=3; b=4; c=5 
1_2A  a=0,97; b=0,98; c=1 a=3; b=4; c=5; d=10 a=2; b=5; c=7 
2_2A  a=0,95; b=0,97; 
c=0,99 a=2; b=4; c=5; d=8 a=1; b=2; c=4 
 
Нечіткі показники надійності кожного варіанта АП розрахуємо за 
нечіткими моделями послідовної структури [82]. Для цього нечіткі 
числа представимо сукупністю α -зрізів на α -рівнях 0, 0,25, 0,5, 0,75 
та 1. Розрахунки зведемо в табл. 7.3 та в табл. 7.4. 
Підставляючи ступені належності з рис. 7.6 в (7.1) отримуємо: 
( ) 00539,0217,0)1,1(~ =∧∧==XGμ ; ( ) 0857,0778,00)2,1(~ =∧∧==XGμ ; ( ) 2,0333,02,0697,0)1,2(~ =∧∧==XGμ ; ( ) 25,0125,0273,0)2,2(~ =∧∧==XGμ . 
За алгоритмом прийняття рішення отримуємо, що кращою є аль-
тернатива X=(2, 2), а другою за рангом – X=(2, 1). Решта альтернатив 
порушує по одній меті оптимізації (рис. 7.6). Проранжуємо їх, вважа-
ючи за домінантний критерій ймовірність відсутності помилки на ви-
ході АП. Для альтернативи X=(1, 1) результат дефаззіфікації нечіткого 
числа ~ )(1 Xp  більший, ніж для альтернативи X=(1, 2) (див. табл. 7.5). 
Відповідно третій ранг надамо альтернативі X=(1, 1), а четвертий ранг 
альтернативі X=(1, 2). 
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 Проранжуємо альтернативи за таких коефіцієнтів важливості 
критеріїв: =0,7, =0,1 та =0,2. За (7.2) отримуємо Pw Cw Tw
( ) 00539,0217,0)1,1( 2.01.07.0~ =∧∧==XGμ ; 
( ) 0857,0778,00)2,1( 2.01.07.0~ =∧∧==XGμ ; 
( ) 777,0333,02,0697,0)1,2( 2.01.07.0~ =∧∧==XGμ ; 
( ) 403,0125,0273,0)2,2( 2.01.07.0~ =∧∧==XGμ . 
Відповідно альтернативи впорядковуємо такими чином:  
1-ий ранг для X=(2, 1);  
2-ий ранг для X=(2, 2);  
3-ій ранг для X=(1, 1);  
4-ий ранг для X=(1, 2).  
Таблиця 7.3 
До прикладу 7.4: нечіткі показники надійності операторів в -формі α
Оператор α  αP  αP  αC  αC  αT  Tα  
1_1A  
1 0,97 0,97 5 5,5 2 2 
0,75 0,96 0,9775 4,75 5,875 1,75 3,25 
0,5 0,95 0,985 4,5 6,25 1,5 4,5 
0,25 0,94 0,9925 4,25 6,625 1,25 5,75 
0 0,93 1 4 7 1 7 
2_1A  
1 0,98 0,98 6 7 4 4 
0,75 0,975 0,9825 5,75 8,25 3,75 4,25 
0,5 0,97 0,985 5,5 9,5 3,5 4,5 
0,25 0,965 0,9875 5,25 10,75 3,25 4,75 
0 0,96 0,99 5 12 3 5 
1_2A  
1 0,98 0,98 4 5 5 5 
0,75 0,9775 0,985 3,75 6,25 4,25 5,5 
0,5 0,975 0,99 3,5 7,5 3,5 6 
0,25 0,9725 0,995 3,25 8,75 2,75 6,5 
0 0,97 1 3 10 2 7 
2_2A  
1 0,97 0,97 4 5 2 2 
0,75 0,965 0,975 3,5 5,75 1,75 2,5 
0,5 0,96 0,98 3 6,5 1,5 3 
0,25 0,955 0,985 2,5 7,25 1,25 3,5 
0 0,95 0,99 2 8 1 4 
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 Таблиця 7.4 
До прикладу 7.4: нечіткі характеристики надійності варіантів АП 
X α  αP  αP  αC  αC  αT  Tα  
(1, 1) 
1 0,9506 0,9506 9 10,5 7 7 
0,75 0,9384 0,96284 8,5 12,125 6 8,75 
0,5 0,92625 0,97515 8 13,75 5 10,5 
0,25 0,91415 0,98754 7,5 15,375 4 12,25 
0 0,9021 1 7 17 3 14 
(1, 2) 
1 0,9409 0,9409 9 10,5 4 4 
0,75 0,9264 0,95306 8,25 11,625 3,5 5,75 
0,5 0,912 0,9653 7,5 12,75 3 7,5 
0,25 0,8977 0,97761 6,75 13,875 2,5 9,25 
0 0,8835 0,99 6 15 2 11 
(2, 1) 
1 0,9604 0,9604 10 12 9 9 
0,75 0,95306 0,96776 9,5 14,5 8 9,75 
0,5 0,94575 0,97515 9 17 7 10,5 
0,25 0,93846 0,98256 8,5 19,5 6 11,25 
0 0,9312 0,99 8 22 5 12 
(2, 2) 
1 0,9506 0,9506 10 12 6 6 
0,75 0,94087 0,95794 9,25 14 5,5 6,75 
0,5 0,9312 0,9653 8,5 16 5 7,5 
0,25 0,92157 0,97269 7,75 18 4,5 8,25 
0 0,912 0,9801 7 20 4 9 
 
Таблиця 7.5 
До прикладу 7.4: результати дефаззіфікації нечітких показників 
надійності варіантів АП 
( ) ( )( ) ~)(~ XCcentroid  ~X )(1 Xpcentroid  )(XTcentroid  
(1, 1) 0,95066 10,313 7,4688 
(1, 2) 0,93949 9,9375 4,7813 
(2, 1) 0,96043 12 8,8438 
(2, 2) 0,94913 11,625 6,1563 
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Рис. 7.6. Виконання нечіткими показниками надійності варіантів АП 
мети оптимізації в прикладі 7.4 
7.4. Оптимізації  за  нечіткої  мети  та  нечітких 
початкових даних 
Розглянемо випадок, коли і значення характеристик надійності 
елементів АП, і мета оптимізації задані нечіткими числами. Задачу 
оптимізації надійності АП в цьому випадку поставимо таким чином: 
знайти вектор X, щоб 
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 за умови, що ядра цільових нечітких чисел *~P , *C~ , *T~ , jq~  ( mj ,1= ), 
*~I  та *~S  задані з (7.3). 
Як і в (7.4), так і в (7.12) чіткі обмеження–нерівності визначають 
чітку область допустимих розв’язків. Порушення будь-якого з них ро-
бить розв’язок недопустимим. 
Ступені досягнення варіантом X мети оптимізації за кожним кри-
терієм розрахуємо таким чином: 
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  ( ) ( ))(*~*~ XX SSS μμ = , (7.18) 
де )()()( *~)(~ uuu CCC μμμ −=Δ X ; 
)()()( *~)(~ uuu TTT μμμ −=Δ X ; 
)()()( *~)(~ uuu III μμμ −=Δ X ; 
)()()( )(00 uuu jjj qpp μμμ −=Δ X ; 
))()( *~)(~1 Puuu Ppp μμμ −=Δ X . 
В (7.13)–(7.17) перший випадок нульового значення ступеня на-
лежності відповідає порушенню граничного обмеження з постановки 
задачі оптимізації (7.12). Другий випадок нульового значення ступеня 
належності відповідає ситуації, коли найбільш можливе значення по-
казника надійності АП гірше найбільш можливого значення цільового 
нечіткого числа. Третій випадок нульового значення ступеня належ-
ності відповідає ситуації, коли значення показника надійності АП в 
середньому (за центром тяжіння нечіткого числа) гірше найбільш мо-
жливого значення цільового нечіткого числа. Ця умова є нео-
бов’язковою – введення її в (7.13)–(7.17) реалізує песимістичний під-
хід щодо ризикованості при прийнятті рішень. Рис. 7.7 на прикладі 
формули (7.13) пояснює розрахунок ступеня задоволення нечіткої ме-
ти оптимізації альтернативою X з різними нечіткими значеннями по-
казника надійності АП при песимістичному підході щодо ризиковано-
сті при прийнятті рішення. На рис. 7.7г ступінь належності розрахова-
но таким чином: 68,0)43,075,0(1)(*~ =−−=XPμ . 
 
Рис. 7.7. До формули (7.13) 
Після розрахунків за (7.13)–(7.18) результати підставляємо в фо-
рмулу (7.7) або (7.8) та приймаємо рішення так само, як і в поперед-
ньому випадку, тобто за алгоритмом з підрозділу 7.5. 
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 Приклад 7.5. Проранжуємо варіанти АП з прикладу 7.3, якщо їх 
показники надійності описані нечіткими числами з табл. 7.4. 
Порівняння нечітких показників надійності варіантів АП з цільо-
вими нечіткими числами наведено на рис. 7.8. При розрахунку ступе-
ня досягнення нечіткої мети оптимізації за (7.13)–(7.15) застосовано 
лінійну інтерполяцію функції належності за вузлами α -зрізів нечітких 
чисел )(~1 Xp ,  та ))(~ XC (~ XT . Ступені належності розраховані за оп-
тимістичним підходом врахування ризику при прийнятті рішення, 
тобто формули (7.13)–(7.15) застосовані без обмеження на значення 
результату дефаззіфікації нечітких показників надійності АП. 
Підставляючи ступені належності з рис. 7.9 в (7.7), отримуємо 
( ) 001723,0)1,1(~ =∧∧==XGμ ; 
( ) 0110)2,1(~ =∧∧==XGμ ; 
( ) 669,0669,0734,01)1,2(~ =∧∧==XGμ ; 
( ) 864,01873,0864,0)2,2(~ =∧∧==XGμ . 
За алгоритмом з підрозділу 7.3 знаходимо, що кращою є альтер-
натива X=(2, 2), яка відповідає АП 2_22_1 AAY = . Другою за рангом є 
альтернатива X=(2, 1). Решта альтернатив порушує по одній нечіткій 
меті (рис. 7.8), тому для їх ранжування потрібно знати домінантний 
критерій. Нехай, як і в попередніх прикладах, ним буде ймовірність 
відсутності помилки на виході АП. Для альтернативи X=(1, 1) резуль-
тат дефаззіфікації нечіткого числа )(~1 Xp  дорівнює 0,951, а для альте-
рнативи X=(1, 2) – 0,938. Відповідно, третій ранг надаємо альтернати-
ві X=(1, 1), а четвертий ранг – альтернативі X=(1, 2). 
Проранжуємо альтернативи за такими коефіцієнтами важливості 
критеріїв: =0,7, =0,1 та =0,2. За (7.2) отримуємо Pw Cw Tw
( ) 001723,0)1,1( 2.01.07.0~ =∧∧==XGμ ; 
( ) 0110)2,1( 2.01.07.0~ =∧∧==XGμ ; 
( ) 923,0669,0734,01)1,2( 2.01.07.0~ =∧∧==XGμ ; 
( ) 903,01873,0864,0)2,2( 2.01.07.0~ =∧∧==XGμ . 
В цьому випадку альтернативи впорядковуємо такими чином:  
1-ий ранг для X=(2, 1); 2-ий ранг для X=(2, 2); 3-ій ранг для X=(1, 1); 
4-ий ранг для X=(1, 2). 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Рис. 7.8. Виконання розв’язками нечіткої мети оптимізації  
в прикладі 7.5 
7.5. Особливості генетичного алгоритму нечіткої оптимізації 
Нечітку оптимізацію надійності АП за постановками (7.4), (7.5) та 
(7.12) за будь-яких керованих змінних може здійснити ГА з розділу 5. 
Нечітка оптимізація вносить такі особливості в реалізацію генетичних 
операцій: 
 фітнес-функцію реалізуємо за формулою (7.1) або 
(7.2);  
 селекцію популяції проведемо за новою турнірною 
схемою, порівнюючи хромосоми за алгоритмами ви-
бору кращого розв’язку з підрозділів 7.2 та 7.3; 
 
 при генеруванні якісної початкової популяції чітким 
значенням в формулах з табл. 5.1 та табл. 5.2  поста-
вимо у відповідність результати дефаззіфікації за 
центром тяжіння цільових нечітких чисел та нечітких 
початкових даних про характеристики надійності опе-
раторів та логічних умов АП; ⎪⎪⎭
⎪⎪⎬
⎫
 
(7.19)
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⎭
 у випадку нечітких характеристик надійності опера-
торів та логічних умов розрахунки показників надій-
ності варіанта АП проведемо за моделями типових 
структур з розділу 6. 
⎬⎫ (7.20)
Генетичне кодування варіанта АП, операції мутації та схрещення 
залишимо без будь-яких змін. Нижче наведено ГА нечіткої оптиміза-
ції надійності АП для загального випадку за нечіткої мети та нечітких 
початкових даних. 
 
〈Ініціалізувати параметри генетичного алгоритму: 
pop_size – розмір популяції; num_iter –  кількість ітерацій; 
num_cross – кількість схрещувань за одну ітерацію;  
num_mut – кількість мутацій за одну ітерацію〉 
〈Згенерувати  якісну  початкову популяцію за (7.19)〉 
〈Розрахувати показники надійності закодованих варіантів за  (7.20)〉 
〈Розрахувати фітнес-функцію нових хромосом за схемою Беллмана-
Заде згідно з формулами (7.1) або  (7.2)〉 
For t=1:num_iter 
〈Виконати  num_cross  схрещень хромосом〉 
〈Виконати  num_mut  мутацій хромосом〉 
〈Для нових хромосом розрахувати показники надійності за (7.20)〉 
〈Розрахувати фітнес-функцію нових хромосом за схемою 
 Беллмана–Заде згідно з формулою (7.1) або  (7.2)〉 
〈Зафіксувати елітну хромосому з найкращою фітнес-функцією〉 
〈Включити елітну хромосому в нову популяцію〉 
〈За алгоритмами з підрозділу 5.6 провести pop_size-1 турнірів〉 
〈Сформувати нову популяцію з переможців турнірів〉 
End 
〈Декодувати елітну хромосому〉. 
 ПІСЛЯМОВА 
 
Багатовимірні АП дозволяють формалізувати дискретні процеси 
у вигляді алгоритму функціонування, що описує події внесення, вияв-
лення та усунення помилок різних типів. Помилки різних типів вини-
кають при неправильному виконанні людиною або технікою деякого 
фрагменту алгоритму. До таких процесів можна віднести технологічні 
процеси в радіоелектронній, приладобудівній, харчовій промислово-
стях та алгоритми діяльності операторів АЕС, повітряно-космічних 
систем тощо. 
В книзі поставлено задачу моделювання та оптимізації надійності 
багатовимірних АП та розроблено комплекс моделей та алгоритмів 
для їхнього розв’язання. 
Моделювання надійності здійснено за середнім часом, середньою 
вартістю та за ймовірністю безпомилкового виконання багатовимірно-
го АП, а також за ймовірностями виникнення на виході таких процесів 
помилок кожного типу. Розроблені моделі надійності дозволяють оці-
нювати ці показники для чітких і нечітких початкових даних. 
Для забезпечення надійності багатовимірних АП розроблено гра-
дієнтні та генетичні алгоритми оптимізації, які дозволяють достатньо 
швидко знаходити оптимальну структуру АП. Розроблений комплекс 
алгоритмів забезпечує необхідні рівні основних показників надійності 
як для чітких так і для нечітких початкових даних. 
Автори сподіваються, що читач знайшов в цій книзі відповіді на 
такі запитання: 
1. Що таке багатовимірний АП ? 
2. Як оцінювати надійність багатовимірних АП для чітких і нечі-
тких початкових данних ? 
3. Як застосовувати моделі надійності багатовимірних АП ? 
4. Як забезпечити необхідні рівні надійності багатовимірних 
АП ? 
5. Як проводити оптимізацію надійності АП для нечітких почат-
кових даних ? 
6. Як прискорити алгоритми оптимізації надійності ? 
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 Додаток А 
 
Опис реквізитів форми платіжного доручення 
В додатку використовуються мaтеріали з [3]. 
 
 
1 – Номер документа 
2 – Дата документа 
3 – Спосіб відправки 
4 – Показник статусу 
5 – ІНН 
6 – КПП 
7 – Сума 
8 – Форма власності платника 
9 – Платник 
10 – Рахунок платника 
11 – Тип банку платника 
12 – Назва банку платника 
13 – БІК або код платника 
14 – Коротка назва типу населе-
ного пункту банку платника 
15 – Назва населеного пункту 
банку платника 
16 – Кореспондентський раху-
нок платника 
17 – Тип банку отримувача 
18 – Назва банку отримувача 
19 – БІК або код отримувача 
20 – Коротка назва типу 
населеного пункту банку 
отримувача 
21 – Назва населеного пункту 
банку отримувача 
22 – Кор, рахунок отримувача 
23 – ІНН  отримувача 
24 – КПП отримувача 
25 – Форма власності отримува-
ча 
26 – Назва отримувача 
27 – Рахунок отримувача 
28 – Пошук 
29 – ПДВ 
30 – Вид операції 
31 – Черговість платежу 
32 – Ставка ПДВ у відсотках 
33 – Спосіб обчислення ПДВ 
34 – Код бюджетної класифіка-
ції 
35 – Код ОКАТО 
36 – Показник призначення пла-
тежу 
37, 38, 39 – Показники податко-
вого періоду 
40 – Показник номера документа 
41, 42, 43 – Показник дати доку-
мента 
44 – Показник типу платежу 
45 – Призначення платежу 
46 – Код типу валютної операції 
47 – Номер паспорта угоди 
 
 
 199
 Додаток Б 
 
Класифікація помилок в системі «клієнт-банк» 
 
В додатку використовуються мaтеріали з [3]. 
 
1. Форматні помилки 
1.1.   Відсутній номер документа; 
1.2.   Незаповнена підстава платежу; 
1.3.   В платежу не вказано показник статусу платника податку; 
1.4.   Не вказано значення КБК; 
1.5.   Не вказано значення коду ОКАТО; 
1.6.   Не вказано «Показник підстави платежу»; 
1.7.   Не вказано «Показник податкового періоду»; 
1.8.   Не вказано КПП платника; 
1.9.   Не вказано КПП отримувача; 
1.10. Не вказано «Показник номера документа»; 
1.11. Поле «Показник дати документа» некоректно заповнено; 
1.12. Не вказано показник типу платника; 
1.13. Не вказано ІНН платника; 
1.14. Не вказано ІНН отримувача; 
1.15. Значення поля «Показник статусу» повинен бути обраний 
з довідника; 
1.16. Номер документа перевищує допустиму довжину; 
1.17. При розрахунку з участю нерезидентів в підставі платежу 
повинна бути вказана інформація про вид валютної 
операції та паспорт угоди при його наявності; 
1.18. Некоректний формат інформації про код типу валютної 
операції та паспорт угоди; 
1.19. Наявність недопустимих символів в паспорті угоди; 
1.20. Неправильна довжина рахунку отримувача; 
1.21. Неправильний ключ рахунку отримувача; 
1.22. Номер документа містить пробіли; 
1.23. Номер документа містить недопустимі символі; 
1.24. Номер документа дорівнює нулю; 
1.25. Недопустима рівність нулю трьох останніх цифр номера 
документа; 
1.26. Номер документа перевищує три символи; 
1.27. Рахунок платника повинен мати довжину з 20 символів; 
1.28. Ключ рахунку платника неправильний; 
1.29. Неправильна довжина рахунку отримувача (20 символів); 
1.30. В документі вказана нульова або від’ємна сума; 
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 1.31. Довжина підстави платежу перевищує допустиму; 
1.32. В підставі платежу не знайдено згадування про ПДВ; 
1.33. В платежу виявлено більше одного згадування про ПДВ; 
1.34. Некоректне значення в полі «Показник податкового 
періоду» 
1.35. Некоректне значення «Показник податкового періоду» 
для типу періодичності; 
1.34. Показник дати документа для документів з підставою 
платежу повинен вказуватися обов’язково; 
1.37. Неправильне значення в полі «Показник дати документа»; 
1.38. Неправильна довжина КПП платника; 
1.39. Неправильна довжина КПП отримувача; 
1.40. Наявність недопустимих символів в полі КП отримувача; 
1.41. Поле «ІНН платника» містить недопустимі символи; 
1.42. Неправильна довжина ІНН платника, Допустимо 10 
символів у юридичних осіб та 12 символів у фізичних 
осіб; 
1.43. Поле «ІНН отримувача» містить недопустимі символи. 
 
2. Операційні помилки 
2.1.   Вказаний код валютної операції відсутній в довіднику 
кодів; 
2.2.   Валюта рахунку отримувача не знайдена в довіднику 
валют; 
2.3.   Рахунок платника # закритий для платежів; 
2.4.   БІК отримувача відсутній в файлах NSI; 
2.5.   Недопустимий для платіжного доручення тип операції; 
2.6.   Неправильний спосіб відправки; 
2.7.   Введене значення коду бюджетної класифікації відсутнє в 
довіднику; 
2.8.   Значення поля «Показник підстави платежу» повинне 
бути в довіднику; 
2.9.   Введене значення показника типу платежу відсутнє в 
довіднику; 
2.10. Код валюти рахунку отримувача не відповідає коду 
національної валюти; 
2.11. Дата документа раніша від допустимої; 
2.12. Дата документа перевищує допустиму; 
2.13. Документ з таким номером на цю дату вже існує; 
2.14. Рахунок платника йому не належить; 
2.15. Код валюти рахунку платника не відповідає коду 
національної валюти; 
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 2.16. ІНН платника в документі не відповідає вказаному в дові-
днику рахунків для цього рахунку; 
2.17. КПП платника, що вказаний в документі, не відповідає 
вказаному в реквізитах; 
2.18. Рахунок  отримувача  повинен  відрізнятися  від  рахунку 
платника; 
2.19. Дані про банк платника не збігаються з довідником  
банків; 
2.20. Код валюти рахунку отримувача не відповідає коду 
національної валюти; 
2.21. Дані про банк отримувача не збігаються з довідником 
банків; 
2.22. Документ з таким номером вже існує; 
2.23. Документ № %0:s від %1:s на суму %2:s валюти %3:s з 
рахунком %4:s в банку %5:s на рахунку  %6:s вже існує; 
2.24. Виконання документа може призвести до нестачі коштів 
на рахунку; 
2.25. Вказана в документі сума перевищує допустимий ліміт; 
2.26. Сума документів, які утворені за останні %кілька% днів, 
включаючи поточний, перевищує допустимий ліміт. 
 
3. Помилки електроно-цифрового підпису 
3.1.   Неправильний електроно-цифровий підпис; 
3.2.   Електроно-цифровий підпис неправомірний. 
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 Додаток В 
 
Початкові дані для прогнозування часу проведення платіжних  
доручень в системі «клієнт-банк» 
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  Рис. В.1. Функції належності 
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 Рис. В.2. Функції належності  
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Рис. В.3. Функції належності  2
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iωРис. В.5. Функції належності   
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6,1, =it iA Рис. В.6. Функції належності  
 
 
 
 
 
 
 
 
 
 
3,1, =it iω   Рис. В.7. Функції належності 
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Рис. В.8. Функції належності 
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 Додаток Г 
 
Покроковий аналіз надійності системи «клієнт-банк» 
 
 
B1=A1^N1   – «багаторазова робота» 
B2=A2^N2   – «багаторазова робота» 
B3=A3^N3   – «багаторазова робота» 
B4=B1 & B2   – «композиція» 
B5=B3 & B4   – «композиція» 
B6=ω1-{U1}   – «ω-доробка» 
B7=B5 & B6   – «композиція» 
B8=B7 & A4   – «композиція» 
B9=B8 & A5   – «композиція» 
B10=U2 & B6  – «композиція» 
B11=B10 & A4  – «композиція» 
B12=B11 & A5  – «композиція» 
B13={B12}-ω2  – «ω-ітерація» 
B14=B9-ω2-B13  – “робота–контроль–доробка» 
B15=B14 & A6  – “композиція» 
B16=B12-ω2-B13  – “робота–контроль–доробка» 
B17={B16}-ω3  – “ω-ітерація» 
B18=B15-ω3-B17  – “робота–контроль–доробка» 
 
 
Покроковий аналіз АП 
Крок 1 | Оператор B1: 
Альфа-рівень         Час виконання 
0,0000     24,0000 36,0000 
0,2500     27,0000 36,0000 
0,5000     30,0000 36,0000 
0,7500     33,0000 36,0000 
1,0000     36,0000 36,0000 
 
Крок 2 | Оператор B2: 
Альфа-рівень         Час виконання 
0,0000     8,0000 16,0000 
0,2500     8,6667 14,6667 
0,5000     9,3333 13,3333 
0,7500     10,0000 12,0000 
1,0000     10,6667 10,6667 
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 Крок 3 | Oператор B3: 
Альфа-рівень         Час виконання 
0,0000     6,0000 12,0000 
0,2500     6,5000 11,0000 
0,5000     7,0000 10,0000 
0,7500     7,5000 9,0000 
1,0000     8,0000 8,0000 
 
Крок 4 | Оператор B4: 
Альфа-рівень         Час виконання 
0,0000     32,0000 52,0000 
0,2500     35,6667 50,6667 
0,5000     39,3333 49,3333 
0,7500     43,2000 48,0000 
1,0000     46,6667 46,6667 
 
Крок 5 | Оператор B5: 
Альфа-рівень         Час виконання 
0,0000     38,0000 64,0000 
0,2500     42,1667 61,6667 
0,5000     46,3333 59,3333 
0,7500     50,5000 57,0000 
1,0000     54,6667 54,6667 
 
Крок 6 | Оператор B6: 
Альфа-рівень         Час виконання 
0,0000     11,0000 38,2443 
0,2500     17,2816 37,7469 
0,5000     23,5888 37,2550 
0,7500     29,9236 36,7686 
1,0000     36,2875 36,2875 
 
Крок 7 | Оператор B7: 
Альфа-рівень         Час виконання 
0,0000     49,0000 102,7144 
0,2500     59,4482 99,7974 
0,5000     69,9222 96,8892 
0,7500     80,4236 93,9898 
1,0000     90,9542 90,9542 
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 Крок 8 | Оператор B8: 
Альфа-рівень         Час виконання 
0,0000     52,0000 132,7144 
0,2500     64,6982 125,2974 
0,5000     77,4222 117,8892 
0,7500     90,1736 110,4898 
1,0000     102,9542 102,9542 
 
Крок 9 | Оператор B9: 
Альфа-рівень         Час виконання 
0,0000     67,0000 282,7144 
0,2500     102,1982 264,0474 
0,5000     137,4222 245,3892 
0,7500     172,6736 226,7398 
1,0000     208,0987 208,0987 
 
Крок 10 | Оператор B10: 
Альфа-рівень         Час виконання 
0,0000     36,0000 187,1334 
0,2500     63,0846 176,4258 
0,5000     90,1703 165,7249 
0,7500     117,2573 155,0314 
1,0000     144,3455 144,3455 
 
Крок 11 | Оператор B11: 
Альфа-рівень         Час виконання 
0,0000     39,0000 217,1334 
0,2500     68,3346 201,9258 
0,5000     97,6703 186,7249 
0,7500     127,0073 171,5314 
1,0000     156,3455 156,3455 
 
Крок 12 | Оператор B12: 
Альфа-рівень         Час виконання 
0,0000     54,0000 367,1334 
0,2500     105,8346 340,6758 
0,5000     157,6703 314,2249 
0,7500     209,5073 287,7814 
1,0000     261,3455 261,3455 
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 Крок 13 | Оператор B13: 
Альфа-рівень         Час виконання 
0,0000     56,0000 372,2558 
0,2500     108,0847 345,2503 
0,5000     160,1706 318,2654 
0,7500     212,2579 291,2984 
1,0000     264,3470 264,3470 
 
Крок 14 | Оператор B14: 
Альфа-рівень         Час виконання 
0,0000     70,4000 286,2713 
0,2500     105,0738 266,6252 
0,5000     139,7918 247,2872 
0,7500     174,5576 228,2171 
1,0000     209,3749 209,3749 
 
Крок 15 | Оператор B15: 
Альфа-рівень         Час виконання 
0,0000     75,4000 346,2713 
0,2500     114,6571 317,4586 
0,5000     153,9585 288,9539 
0,7500     193,3076 260,7171 
1,0000     232,7082 232,7082 
 
Крок 16 | Оператор B16: 
Альфа-рівень         Час виконання 
0,0000     55,0000 369,5997 
0,2500     106,9584 342,8883 
0,5000     158,9169 316,1943 
0,7500     210,8754 289,5110 
1,0000     262,8341 262,8341 
 
Крок 17 | Оператор B17: 
Альфа-рівень         Час виконання 
0,0000     62,0000 432,6027 
0,2500     118,5417 396,4728 
0,5000     175,0836 360,3612 
0,7500     231,6254 324,2611 
1,0000     288,1674 288,1674 
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Крок 18 | Оператор B18: 
Альфа-рівень         Час виконання 
0,0000     76,4000 348,2020 
0,2500     115,6579 319,0543 
0,5000     154,9607 290,3021 
0,7500     194,3122 261,8769 
1,0000     233,7160 233,7160 
Наукове видання 
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