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Abstract
The batch exponentiated gradient (EG) method provides a principled ap-
proach to convex smooth minimization on the probability simplex or the space
of quantumdensity matrices. However, it is not always guaranteed to converge.
Existing convergence analyses of the EG method require certain quantitative
smoothness conditions on the loss function, e.g., Lipschitz continuity of the loss
function or its gradient, but those conditions may not hold in important appli-
cations. In this paper, we prove that the EG method with Armijo line search
always converges for any convex loss function with a locally Lipschitz contin-
uous gradient. Because of our convergence guarantee, the EG method with
Armijo line search becomes the fastest guaranteed-to-converge algorithm for
maximum-likelihood quantum state estimation, on the real datasets we have.
1 Introduction
1.1 Problem Formulation
Consider the convex minimization problem
ρ⋆ ∈ argmin
{
f (ρ)
∣∣ ρ ∈D } , (1)
where f is a continuously differentiable convex loss function, and D is the set of
(quantum) density matrices, i.e., for some d ∈N,
D :=
{
ρ ∈C d×d
∣∣∣ ρ = ρH ,ρ ≥ 0,Tr(ρ)= 1} .
A density matrix is a non-commutative analog of a probability distribution—if ρ is
diagonal, its diagonal elements define a probability distribution on {1, . . . ,d }.
The (batch) exponentiated gradient (EG) method [2, 23, 39] provides a princi-
pled approach to solving such a convex program. Starting with some non-singular
density matrix ρ0, the EG method iterates as
ρk+1 = c−1k exp
[
log(ρk )−αk f ′(ρk )
]
, k ∈Z+, (2)
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for some given step size αk , where ck is a positive number normalizing the trace of
ρk+1. The EG method, in its formulation, is also a special case of mirror descent
[7, 28] and the interior gradient method [4]. We choose to call (2) the EGmethod, as
this name refers exactly to the expression we consider.
Our goal is to show that if the step sizes are computed by Armijo line search, the
EG method converges for almost all continuously differentiable convex loss func-
tions. We will define precisely the class of loss functions we consider in Section 1.3.
By considering only diagonalmatrices, the convex program (1) and theEGmethod
(2) are equivalent to their vector counterparts, respectively (see, e.g., Section 4.3 in
[12] for the vector formulation). The theory in this paper hence automatically spe-
cializes to the vector case.
1.2 Motivation
To derive a step size αk that guarantees the convergence rate of the EGmethod, one
needs to impose some quantitative smoothness condition on the loss function. The
standard condition is L-Lipschitz continuity of the loss function or its gradient on
D [4, 7, 28]. L-Lipschitz continuity with respect to the relative entropy, instead of
a norm, was considered in [5, 15]. An L-Lipschitz-like condition was proposed in
[6], requiring Lh− f to be convex for some L > 0, where h denotes the negative en-
tropy function. The Lipschitz-like condition was later shown to be equivalent to L-
Lipschitz continuity of the gradient with respect to the relative entropy in [27]. Once
a condition is verified and the corresponding parameter L is explicitly computed,
the step size αk is then set as a function of L and the iteration counter k.
However, the conditions may not hold, and verifying the conditions is usually
non-trivial. For instance, consider minimizing the loss function
f1(x, y) :=− log(x)− log(y),
on the probability simplex
P :=
{
(x, y) ∈R2
∣∣ x ≥ 0, y ≥ 0,x+ y = 1} .
Neither f1 nor its gradient f ′1 is Lipschitz continuous, due to the presence of the log-
arithmic function. The Lipschitz-like condition [5, 6, 15, 27] requires the convexity
of Lh(x, y)− f1(x, y) for some L > 0 on D, where h(x, y) is the negative entropy func-
tion:
h(x, y) := x log(x)+ y log(y).
A necessary condition is
L
∂2h(x, y)
∂x2
− ∂
2 f1(x, y)
∂x2
= L
x
− 1
x2
≥ 0, for all (x, y) ∈P ,
which cannot hold for any fixed L, because x can be arbitrarily close to zero.
The loss function f1 is not simply an artificial example. Consider a generalization
of minimizing
f2(x) :=−
1
n
n∑
i=1
log〈bi ,x〉
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on the probability simplex for some n ∈ N, where b1, . . . ,bn are vectors in the non-
negative orthant, for which f1 is a special case with b1 = (1,0) and b2 = (0,1). A min-
imizer corresponds to the best constant rebalanced strategy for log-optimal port-
folio selection [16]. Consider a further generalization under the non-commutative
setting:
f3(ρ) :=−
1
n
n∑
i=1
logTr(Miρ), ρ ∈D, (3)
whereM1, . . . ,Mn are given positive semi-definite matrices in Cd×d . A minimizer of
f3 on D is a maximum-likelihood (ML) estimate for quantum state estimation [22],
and also an ML estimate of the PhaseLifted signal for phase retrieval with Poisson
noise [31].
As log-optimal portfolio selection by the EG method had been studied under
the on-line setting (see, e.g., [14, 19]), it is possible to extend existing results to the
batch non-commutative formulation (i.e., minimizing f2 on D). Such an extension,
however, might not be able to address all other cases. For example, the hedged ap-
proach to ML quantum state estimation considers minimizing f2−λ1 logdet(ρ) for
some λ1 > 0 [11]; themax-entropy approach considers minimizing f2+λ2Tr(ρ logρ)
for some λ2 > 0 [37]; the approach to low-rank matrix estimation proposed in [25]
considers minimizing
∑
i
[
yi −Tr(Miρ)
]2 +λ3Tr(ρ logρ) for some real numbers yi ,
Hermitian matrices Mi , and λ3 > 0; and a similar vector formulation of empirical
risk minimization with Shannon entropy penalization was studied in [24]. In all ex-
amples, the loss functions are not Lipschitz continuous in function values nor their
gradients.
Why do we not use the projected gradient method? Indeed, it was shown in [17]
that the projected gradient method with Armijo line search converges for minimiz-
ing any continuously differentiable loss function. We notice that, however, the pro-
jected gradient method may be not well-defined. Consider minimizing f1 on the
probability simplex as an example. As projection onto the probability simplex often
results in a sparse output, it can happen that some iterate (xk , yk ) is exactly sparse;
then f1(xk , yk ) and f
′
1(xk , yk ) are not defined, and the algorithm is forced to termi-
nate. An explicit example is given by setting (xk−1, yk−1) = (0.99999,0.00001) and
the step size (or the upper bound of it for Armijo line search) to be 1, for which
(xk , yk )= (0,1).
1.3 Our Contribution
Unlike existing results, we are interested in seeking for anuniversal approach to con-
vex smooth minimization on D, which converges for minimizing almost all contin-
uously differentiable convex functions.
We consider finding the step sizes by the Armijo line search rule. The pseudo
code is shown in Algorithm 1, in which we define
ρ(α) := c−1 exp
[
log(ρ)−α f ′(ρ)
]
, (4)
for any non-singular density matrix ρ and α > 0, where the positive number c nor-
malizes the trace of ρ(α). The outer for-loop in Algorithm 1 implements the EG
3
method; the inner while-loop applies the Armijo rule to find a proper step size.
Algorithm1 Exponentiated Gradient Method with Armijo Line Search
Require: α> 0, r ∈ (0,1), τ ∈ (0,1), ρ0 ∈ int(D)
1: for k = 0,1,2, . . . do
2: αk ←α
3: while f (ρk (αk ))> f (ρk )+τ
〈
f ′(ρk ),ρk (αk )−ρk
〉
do
4: αk ← rαk
5: end while
6: ρk+1← ρk (αk )
7: end for
The EGmethod with Armijo line search had been studied in [3, 4], but the anal-
yses therein assume Lipschitz continuity of f ′.
Our contribution lies in deriving a convergence guarantee under a very weak
smoothness condition on the loss function.
Definition 1 We say that f has a locally Lipschitz continuous gradient, if for every
x ∈ dom( f ), there exists a neighborhood in dom( f ) on which f ′ is Lipschitz contin-
uous. ✷
Remark 1 It is easily checked that if f is twice continuously differentiable ondom( f ),
then f has a locally Lipschitz continuous gradient. Therefore, for instance, the func-
tions f1, f2, and f3 all have locally Lipschitz continuous gradients. ✷
The main result of this paper is Theorem 1, which is proved in Section 2.
Theorem1 Consider solving the convex program (1) by Algorithm 1. Assume that f
has a locally Lipschitz continuous gradient, and dom( f ) contains all non-singular
density matrices. The following statements hold.
1. The Armijo line search (Line 3–5) terminates in finite steps.
2. ρk ∈D for all k.
3. f (ρk+1)≤ f (ρk ) for all k.
4. The sequence (ρk )k∈N has at least one limit point.
5. Every limit point of (ρk )k∈Nminimizes f onD. ✷
Notice that both Algorithm 1 and Theorem 1 do not assume the local Lipschitz
constants of f ′ to be known nor uniformly bounded.
Our problem formulation does not impose any quantitative smoothness condi-
tion on the loss function, so we do not have a guarantee on the convergence rate.
Numerical experiments on ML quantum state estimation (Section 3), nevertheless,
show that the empirical convergence rate of the EGmethod with Armijo line search
can be competitive. In fact, the EG method with Armijo line search is the fastest
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among all existing guaranteed-to-converge algorithms for ML quantum state esti-
mation, on the real experimental data we have. Recall that existing analyses for the
EGmethod, with andwithout line search, do not directly apply toML quantum state
estimation, and the projected gradient method is, rigorously speaking, not applica-
ble.
1.4 Notations
Let g be a convex function taking values in R∪ {±∞ }. The (effective) domain of g ,
denoted by dom(g ), is given by dom(g )=
{
x
∣∣ g (x)<+∞}. We denote the gradient
of g by g ′, and the Hessian by g ′′.
We will focus on the non-commutative formulation (1) in the rest of this paper.
To define the gradient of f properly is tricky, as a non-constant real-valued function
of complex variables cannot be analytic. We define f ′(x) at x ∈dom( f ) as the unique
matrix such that
f (y)≥ f (x)+
〈
f ′(x), y − x
〉
,
for all y ∈ dom( f ), where the inner product is the Hilbert-Schmidt inner product,
i.e., for any matrices X ,Y ∈Cd×d ,
〈X ,Y 〉 := Tr(X HY ).
The definition of the EGmethod (cf. (2)) presumes that f ′ is Hermitian.
The inner products in the rest of this paper will be all Hilbert-Schmidt, unless
otherwise specified. We denote by ‖ · ‖F the Frobenius norm, and ‖ · ‖Tr the trace
norm.
The functions exp(·) and log(·) in (2) arematrix exponential and matrix logarith-
mic functions. Generally speaking, let X = ∑ j∈J λ jP j be the spectral decomposi-
tion of a Hermitian matrix X , where P j is the projection onto the eigenspace corre-
sponding to λ j for all j ∈J . Let g be a real-valued function whose domain contains
{λ j : j ∈J }. Then g (X ) is defined as
∑
j∈J g (λ j )P j .
The von Neumann entropy of a density matrix ρ is given by
h(ρ) :=−Tr(ρ logρ),
where we adopt the convention that 0log0 = 0. The quantum relative entropy be-
tween two density matrices ρ and σ, denoted byD(ρ,σ), is given by
D(ρ,σ) :=
{
Tr(ρ logρ)−Tr(ρ logσ) if ker(ρ)⊇ ker(σ),
+∞ otherwise.
The relative entropy is always non-negative. Two non-singular density matrices ρ
and σ are the same, if and only if D(ρ,σ)= 0.
2 Proof of Theorem 1
Section 2.1 provides some necessary background knowledge. Section 2.2 presents
a local Peierls-Bogoliubov inequality, which is key in establishing the convergence
statement in Theorem 1. Section 2.3 shows the complete proof of Theorem 1.
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2.1 Preliminaries
We defined ρ(α) explicitly in (4). The following lemma shows that ρ(α) admits an
equivalent definition.
Lemma 1 For any non-singular density matrix ρ and α> 0, one has
ρ(α)= argmin
{〈
f ′(ρ),σ−ρ
〉
+ 1
α
D(σ,ρ)
∣∣∣∣σ ∈D
}
. (5)
✷
PROOF Combine the arguments in [7] and Section 4.3 of [12], or directly solve the
convex program as in [39]. 
Notice that ρ itself is a feasible point of the convex program (5). One then has
〈
f ′(ρ),ρ(α)−ρ
〉
+ 1
α
D(ρ(α),ρ)≤ 0.
This proves the following corollary.
Corollary 1 For any non-singular density matrix ρ and α> 0, one has
〈
f ′(ρ),ρ(α)−ρ
〉
≤−D(ρ(α),ρ)
α
. ✷
Lemma 1 implies a fixed-point characterization of a minimizer.
Lemma 2 A non-singular density matrix ρ minimizes f on D, if ρ = ρ(α) for some
α> 0. On the other hand, if a non-singular density matrix ρminimizes f on D, then
ρ = ρ(α) for all α≥ 0. ✷
PROOF The first-order optimality condition (see, e.g., [29]) says that ρ is a mini-
mizer, if and only if 〈
f ′(ρ),σ−ρ
〉
≥ 0,
for all σ ∈D. Equivalently, we write
〈
f ′(ρ)+α−1h˜′(ρ)−α−1h˜′(ρ),σ−ρ
〉
≥ 0, (6)
where h˜(ρ) := Tr(ρ logρ)−Tr(ρ). It is easily checked that (6) is the optimality condi-
tion of
ρ = argmin
{ 〈
f ′(ρ),σ−ρ
〉
+α−1D(σ,ρ)
∣∣σ ∈D } ,
as D(·, ·) coincides with the Bregman divergence defined by h˜ on D ×D (see, e.g.,
[35]). The lemma then follows from Lemma 1. 
The local Lipschitz continuity of f ′ allows us to bound the first-order approxi-
mation error locally.
Lemma 3 Let ρ be a non-singular density matrix. For α small enough, one has
0≤ f (ρ(α))−
[
f (ρ)+
〈
f ′(ρ),ρ(α)−ρ
〉]
≤ LρD(ρ(α),ρ),
where Lα is the local Lipschitz continuity constant for f
′ in a neighborhood of ρ. ✷
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PROOF Notice that ρ(α) is a continuous function wrt α. Following the proof of
Lemma 1.2.3 in [29]), one has
0≤ f (ρ(α))−
[
f (ρ)+
〈
f ′(ρ),ρ(α)−ρ
〉]
≤
Lρ
2
‖ρ(α)−ρ‖2F ,
for small enoughα, where Lρ denotes the local Lipschitz constant of f ′. By Pinsker’s
inequality [20], one has
Lρ
2
‖ρ(α)−ρ‖2F ≤
Lρ
2
‖ρ(α)−ρ‖2Tr ≤ LρD(ρ(α),ρ),
which proves the lemma. 
2.2 A Local Peierls-Bogoliubov Inequality
Let ρ be any non-singular density matrix. Define
ϕ(α;ρ) := logTrexp
[
log(ρ)−α f ′(ρ)
]
.
The function ϕ plays a key role in the proof of Theorem 1. We will often omit ρ and
write ϕ(α) for convenience, when the corresponding ρ is irrelevant, or clear from
the context.
ThePeierls-Bogoliubov inequality says thatϕ is a convex function (see, e.g., [13]);
equivalently, one hasϕ′′(α)≥ 0 for allα ∈R. In this paper, we need a slightly stronger
version.
Theorem2 (Peierls-Bogoliubov Inequality) One has ϕ′′(α) ≥ 0 for all α ∈ R. More-
over,ϕ′′(α)= 0, if and only if f ′(ρ)=κI for some κ ∈R. ✷
PROOF The proof below is essentially a combination of the proofs in [32] and [33].
We show it to identify the condition for ϕ′′ = 0.
Let A, B be twoHermitianmatrices. DefineHt := A+tB , andΦ(t) := logTrexp(Ht )
for t ∈R. By the relation [41]
∂exp(Ht )
∂t
=
∫1
0
exp[(1−u)Ht ]B exp(uHt ) du,
one can obtain
Φ
′′(t)=
〈B,B〉BKM 〈I , I 〉BKM−〈I ,B 〉2BKM[
Trexp(Ht )
]2 ,
where 〈·, ·〉BKM denotes the Bogoliubov-Kubo-Mori inner productwith respect toHt :
〈X ,Y 〉BKM :=
∫1
0
Tr
{
exp[(1−u)Ht ]X exp(uHt )Y
}
du,
for anyHermitianmatrices X ,Y . Set A = log(ρ) andB =− f ′(ρ). The theorem follows
from the Cauchy-Schwarz inequality and its equality condition. 
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The following lemma establishes the connection betweenϕ and the EGmethod,
which is easy to prove, but perhaps not obvious at first glance.
Lemma 4 For any non-singular density matrix ρ and α> 0, one has
D(ρ(α),ρ)=ϕ(0)−
[
ϕ(α)+ϕ′(α)(0−α)
]
,
D(ρ,ρ(α))=ϕ(α)−
[
ϕ(0)+ϕ′(0)(α−0)
]
. ✷
PROOF By Theorem 3.23 in [21], one can obtain
ϕ′(α)= Tr
{
− f ′(ρ)exp
[
log(ρ)−α f ′(ρ)
]}
Trexp
[
log(ρ)−α f ′(ρ)
] .
The lemma is then verified by direct calculation. 
We now prove the main result of this sub-section, a local Peierls-Bogoliubov in-
equality. Its formulation was motivated by a result in [17], which, in the context of
this paper, says that the mapping
α 7→ ‖ΠD (ρ−α f
′(ρ))‖F
α
is non-increasing on (0,+∞), where ΠD denotes the projection onto D with respect
to the Forbenius norm ‖ ·‖F .
Proposition 1 (Local Peierls-Bogoliubov Inequality) For any non-singular density
matrix ρ and α¯> 0, there exists some γ≥ 2 such that
Γ(α) := D(ρ(α),ρ)
αγ
(7)
is non-increasing on (0,α¯]. Moreover, γ depends continuously on ρ. ✷
PROOF We prove the proposition by verifying Γ′(α) ≤ 0 on (0,α¯]. Applying Lemma
4, a direct calculation gives
Γ
′(α)=
ϕ(α)−ϕ′(α)α+ ϕ
′′(α)
γ
α2
γ−1αγ+1
=
ϕ(α)+ϕ′(α)(0−α)+ ϕ
′′(α)
γ
(0−α)2
γ−1αγ+1
.
Notice that 0=ϕ(0). Then one has Γ′(α)≤ 0, if and only if
ϕ(0)−
[
ϕ(α)+ϕ′(α)(0−α)
]
≥ ϕ
′′(α)
γ
(0−α)2. (8)
The function ϕ′′ is continuous, so it takes its minimum µ ≥ 0 and maximum L ≥ 0
on [0,α¯]. The Taylor formula with the integral remainder (see, e.g., [36]) gives
ϕ(0)−
[
ϕ(α)+ϕ′(α)(0−α)
]
=α2
∫1
0
∫t
0
ϕ′′(α+τ(0−α))dτdt ≥ µ
2
α2.
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Therefore, the inequality (8) holds, if (µ/2)≥ (L/γ).
We consider two cases:
1. If µ= 0, Theorem 2 implies that f ′(ρ)=κI for some κ ∈R. Then one can verify
ρ(α) = ρ for all α. Therefore, Γ(α) = 0 for all α, and the proposition trivially
holds with γ= 2.
2. If µ 6= 0, one can simply choose γ= (2L/µ)≥ 2. Write
L :=max
{
ϕ′′(α;ρ)
∣∣α ∈ [0,α¯]} .
Notice that ϕ′′(α;ρ) is continuous on [0,α¯]×D as a function of the pair (α,ρ),
and D is a compact set. Therefore, L is continuously dependent on ρ [8]. Sim-
ilarly, µ and hence γ are also continuously dependent on ρ. 
While the Peierls-Bogoliubov inequality requires ϕ′′(α)≥ 0 for all α, Proposition
1 essentially requires ϕ′′(α) to be strictly positive restricted on [0,αˆ]. This explains
why we call Proposition 1 a local Peierls-Bogoliubov inequality.
2.3 Proof of Theorem 1
We present the proofs of the five statements in Theorem 1 one by one. The proofs of
Statements 1–4 are simple; the difficulties lie in the proof of Statement 5.
Proof of Statement 1 Statement 1 follows from the following proposition.
Proposition 2 For any non-singular density matrix ρ in dom( f ) and τ ∈ (0,1), there
exists some α˜> 0 such that
f (ρ(α))≤ f (ρ)+τ
〈
f ′(ρ),ρ(α)−ρ
〉
, (9)
for all α∈ (0,α˜). ✷
PROOF Equivalently, we have to verify
f (ρ(α))−
[
f (ρ)+
〈
f ′(ρ),ρ(α)−ρ
〉]
≤−(1−τ)
〈
f ′(ρ),ρ(α)−ρ
〉
.
By Corollary 1 and Lemma 3, it suffices to prove
LD(ρ(α),ρ)≤ (1−τ)D(ρ(α),ρ)
α
, (10)
in a neighborhood of ρ, where L denotes the local Lipschitz constant of f ′ in the
neighborhood. If ρ is a minimizer of f on D, one has ρ(α) = ρ by Lemma 2; hence
the proposition holds. If ρ is not a minimizer, (10) is equivalent to L ≤ (1− τ)/α,
which holds when α is small enough. 
Proof of Statement 2 This is obvious by definition.
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Proof of Statement 3 The Armijo rule ensures that
f (ρk+1)≤ f (ρk )+τ
〈
f ′(ρk ),ρk+1−ρk
〉
, k ∈Z+.
Notice that ρk+1 = ρk (αk ). Statement 3 then follows from Corollary 1.
Proof of Statement 4 This statement follows from Statement 2 and the compact-
ness of the constraint set D.
Proofof Statement5 Equivalently, wewill show that any convergent sub-sequence
of (ρk )k∈N converges to a minimizer of f on D.
We first check the feasibility of a limit point.
Lemma 5 All limit points of (ρk )k∈N lie in dom( f ). ✷
PROOF Otherwise, Statement 3 in Theorem 1 cannot hold by the continuity of f . 
Lemma 5 allows one to talk about the local Lipschitz constant of f ′ around any
limit point.
Proposition 3 Let (ρk )k∈K be a convergent sub-sequence for someK ⊆N, converging
to some ρ¯ ∈D. Then there exists some constant β > 0, such that D(ρk (β),ρk )→ 0 as
k→∞ in K . ✷
PROOF If ρk ′ is a minimizer for some k
′ ∈K , Lemma 2 implies that ρk = ρk ′ for all
k > k ′ in K , and the proposition trivially holds. In the rest of the proof, we assume
that ρk is not a minimizer for all k ∈K .
We will denote by γk the value of γ in Proposition 1 corresponding to ρk for all k.
By continuity, γk converges to some γ¯≥ 2; hence one has (1/2)γ¯≤ γk ≤ 2γ¯ for large
enough k ∈K .
Suppose that liminf {αk | k ∈K } ≥ α for some α > 0. Let (αk )k∈K ′ be a sub-
sequence of (αk )k∈K converging to α. By assumption, one has αk ≤ 2α for large
enough k ∈K ′. Then one can write
f (ρk )− f (ρk+1)≥−τ
〈
f ′(ρk ),ρk+1−ρk
〉
≥ τα−1k D(ρk+1,ρk )
= ταγk−1
k
α
−γk
k
D(ρk+1,ρk )
≥ ταγk−1
k
α¯−γkD(ρk (α¯),ρk )
≥CD(ρk (α¯),ρk ),
where C := (2α)2γ¯−1 is independent of k. We have applied the definition of the
Armijo rule in the first inequality, Corollary 1 in the second inequality, and Proposi-
tion 1 in the third inequality. The proposition follows from the continuity of f .
Suppose that liminf {αk | k ∈K }= 0. Let (αk )k∈K ′ be a sub-sequence of (αk )k∈K
converging to 0. Since then it is impossible to have αk =α for all k ∈K ′, one has
f (ρk (r
−1αk ))> f (ρk )+τ
〈
f ′(ρk ),ρk (r−1αk )
〉
.
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By Lemma 3 and Lemma 1 , one can write
LD(ρk (r
−1αk ),ρk )
≥ f (ρk (r−1αk ))−
[
f (ρk )+
〈
f ′(ρk ),ρk (r−1αk )−ρk
〉]
>−(1−τ)
〈
f ′(ρk ),ρk (r−1αk )
〉
≥ (1−τ)D(ρk (r
−1αk ),ρk )
r−1αk
,
for large enough k in K ′, where L is a local Lipschitz constant of f ′ in a neighbor-
hood of ρ¯. Proposition 1 then implies
D(ρk (r
−1αk ),ρk )≥ C˜
[
D(ρk (r
−1α),ρk )
]1/γk [D(ρk (γ−1αk ),ρk )]1−1/γk ,
where C˜ := (1−τ)/(r−1αL) is independent of k. Since we assume ρk is not a mini-
mizer for all k, D(ρk (r
−1αk ),ρk ) 6= 0 for all k. Then one obtains
[
D(ρk (r
−1α),ρk )
]1/γk ≤ C˜−1 [D(ρk (r−1αk ),ρk )]1/γk .
The dependence of γk on k can be removed by writing
[
D(ρk (r
−1α),ρk )
]1/2γ¯ ≤ C˜−1 [D(ρk (r−1αk ),ρk )]2/γ¯ ,
for large enough k ∈K ′. It remains to show that D(ρk (γ−1αk ),ρk )→ 0 as k→∞ in
K ′. This can be verified by Lemma 4 and the assumption that αk → 0 as k→∞ in
K ′:
D(ρk (r
−1αk ),ρk )=ϕk (0)−
[
ϕk (r
−1αk )(0− r−1αk )
]
≤ Lk
2
(αk
r
)2
≤ L¯
(αk
r
)2
,
for large enough k ∈K ′, whereϕk (t) :=ϕ(t ;ρk ) for t ∈R, Lk denotes the supremum
ofϕ′′
k
on [0,γ−1α], and L¯ denotes the supremum ofϕ′′(· ; ρ¯) on the same interval. We
used the fact that Lk ≤ 2L¯ for k large enough in the second inequality; notice that Lk
converges to L¯, as shown at the end of the proof of Proposition 1. 
If ρ¯ is non-singular, Proposition 3 implies D(ρ¯(β), ρ¯) = 0 for some β > 0; there-
fore, ρ¯(β) = ρ¯, so ρ¯ is a minimizer by Lemma 2. However, if ρ¯ is singular, ρ¯(β) is
not well-defined in (4). Although the equivalent definition of ρ¯(β) given by Lemma
1 is still valid when ρ¯ is singular, it is unclear whether the limiting argument goes
through. We show explicitly that Proposition 3 implies the optimality of ρ¯ in the rest
of this sub-section.
The idea is to consider thefirst-order optimality condition—although ρ¯ (β)might
be not well-defined when ρ¯ is non-singular, the first-order optimality condition is
always well-defined. For any ρ ∈dom( f ), define
ψ(ρ) := inf
{〈
f ′(ρ),σ−ρ
〉 ∣∣σ ∈D } . (11)
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The first-order optimality condition says that a density matrix ρ⋆ minimizes f on
D, if and only if ψ(ρ⋆) = 0 (see, e.g., [29]). Notice that ψ is a continuous function
well-defined on dom( f ). Our goal is to show that
ψ(ρ¯)= lim
k→∞∈K
ψ(ρk )= 0,
for any convergent sub-sequence (ρk )k∈K .
Lemma 6 For any non-singular density matrix ρ and β> 0, it holds that
−β−1D(ρ(β),ρ)≤ψ(ρ)≤ 0. ✷
PROOF The upper bound onψ is obvious, as one can choose σ= ρ in (11).
It is easily verified that
ψ(ρ)=λmin( f ′(ρ))−
〈
f ′(ρ),ρ
〉
,
for any ρ ∈D, where λmin(·) denotes the minimum eigenvalue. A direct calculation
gives
D(ρ(β),ρ)=−β
〈
f ′(ρ),ρ(β)
〉
− logTrexp
[
log(ρ)−β f ′(ρ)
]
.
We bound the two terms at the right-hand side separately. Noticing thatD(ρ(β),ρ)≥
0, Corollary 1 implies
−
〈
f ′(ρ),ρ(β)
〉
≥−
〈
f ′(ρ),ρ
〉
.
As f ′(ρ)−λmin( f ′(ρ))I is positive semi-definite, one has
logTrexp
{
log(ρ)−β
[
f ′(ρ)−λmin( f ′(ρ))I
]}
≤ logTrexplog(ρ)= 0,
i.e.,
− logTrexp
[
log(ρ)−β f ′(ρ)
]
≥βλmin( f ′(ρ)).
The lemma follows. 
Consider any convergent sub-sequence (ρk )k∈K converging to a limit point ρ¯.
We have proved that there exists some constant β> 0 such that D(ρk (β),ρk )→ 0 as
k→∞ in K . Lemma 6 and the continuity ofψ then imply
lim
k→∞ inK
ψ(ρk )=ψ(ρ¯)= 0,
which establishes the optimality of ρ¯.
3 Numerical Experiment: MLQuantumStateTomogra-
phy
Quantumstate tomography is theproblemof estimating an unknowndensitymatrix
ρ ∈C d×d , by measuring multiple independent and identically prepared copies of it
(for details, see, e.g., [34]). It is essential in quantum information applications; for
12
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example, researchers estimate the density matrix of a prepared quantum gate for
calibration.
A measurement setting is mathematically described by a probability operator-
valued measure (POVM), a set of Hermitian positive semi-definite matrices sum-
ming up to the identity. LetM :=
{
M j : j ∈J
}
be a POVM. The correspondingmea-
surement outcome of ρ is a random variable ξ, taking values in J and satisfying
P
{
ξ= j
}
= Tr(M jρ) for all j ∈J . Given n independent measurement outcomes on
n copies, the normalized negative log-likelihood function is then given by f3 (cf. (3)),
where eachMi is an element in the POVM applied to the i -th copy of ρ.
The experimental data we have was generated following the setting in [18], in
whichPauli-basedmeasurements are used tomeasure theW -state (a specific single-
rank density matrix). Under this setting, eachMi is a single-rank matrix of the form
vvH , v being a tensor product of eigenvectors of Pauli matrices.
As discussed in Section 1.2, f3 is not Lispchitz continuous in its function value
nor its gradient; hence there are few guaranteed-to-converge existing algorithms.
To the best of our knowledge, the diluted RρR algorithm [40], SCOPT [38], and the
modified Frank-Wolfe algorithm [31] are the only existing algorithms that are guar-
anteed to converge. We will also consider the RρR algorithm [22], which does not
converge in some cases [40], but is much faster than its diluted version, the diluted
RρR algorithm.
We compare the convergence speeds for the 6-qubit (d = 26) and 8-qubit (d = 28)
cases, in Fig. 1 and 2, respectively. The corresponding “sample sizes” (i.e., number
of summands in f3) are n = 60640 and n = 460938, respectively. The experiments
were done in MATLAB R2015b, on a MacBook Pro with an Intel Core i7 2.8GHz pro-
cessor and 16GB DDR3 memory. We set α = 10, and γ = τ = 0.5 in Algorithm 1 for
both cases. In both figures, f ⋆ denotes the minimum value of f3 found by the five
algorithms in 120 iterations.
One can observe that the EGmethod with Armijo line search has the fastest em-
pirical convergence speed, in terms of the actual elapsed time. The numerical re-
sults can be explained by theory.
1. The diluted RρR algorithm, using the notation of this paper, iterates as
ρk+1 = c−1k
[
I +λk f ′(ρk )
]H
ρk
[
I +λk f ′(ρk )
]
,
where ck normalizes the trace of ρk+1, and to guarantee convergence, the step
size λk is computed by exact line search. The exact line search procedure ren-
ders the algorithm slow.
2. SCOPT is a projected gradient method for minimizing self-concordant func-
tions [30, 29], which chooses the step size such that each iterate lies in the
Dikin ellipsoid centered at the previous iterate. It is easily checked that f3 is a
self-concordant function of parameter 2
p
n. Following the theory in [30, 29],
the radius of the Dikin ellipsoid shrinks at the rate O(n−1/2), so SCOPT be-
comes slow when n is large.
3. The modified Frank-Wolfe algorithm is essentially the same as the standard
Frank-Wolfe algorithm, with a novel step size to guarantee convergence for
14
minimizing f3. Like the standard Frank-Wolfe algorithm, themodified version
suffers for a sub-linear convergence rate due to the zig-zagging phenomenon
(see, e.g., [26] for an illustration).
We notice that the empirical convergence rate of the EGmethod with Armijo line
search is linear, despite that f3 is not globally strongly convex.
4 AHistorical Remark
We have discussed existing analyses of the EG method in Section 1. As for Armijo
line search, there are few existing convergence results as general as Theorem 1. The
Armijo rule was originally proposed for unconstrained convex minimization [1], as-
suming that the loss function has a Lipschitz continuous gradient. Bertsekas ex-
tended the formulation of Armijo line search for continuously differentiable convex
functions, and showed that the projected gradient method with Armijo line search
(henceforth abbreviated as PGA) always converges for the box and positive orthant
constraints in [9]. According to [9] and [17], Goldstein proved the convergence of
PGA for a class of constraint sets in a conference paper in 1974. A general conver-
gence result for PGA, which is valid for any continuously differentiable convex func-
tion and any convex constraint set, appeared first in [17], and was then summarized
in [10] (what we cited is the last edition of the book). To the best of our knowledge,
there was no such general convergence result for the EG method. Our Theorem 1
fills this gap.
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