Abstract-This paper considers problems motivated by the dynamic allocation of limited heterogeneous resources in new product development (NPD) projects. The interchangeability of resources and simultaneous resource sharing are defining characteristics of NPD processes. A continuous flow model is introduced that incorporates these features. For problems without activity precedence constraints, a linear program is presented which yields the minimum completion time for all activities. A dynamic, rule-based algorithm is shown to be optimal for two resources processing a multiple-activity arrival stream. For problems with precedence constraints, some special cases are solved, and structural properties of the class of optimal controls for the general problem are discussed.
I. INTRODUCTION
T HE resource allocation problems considered in this paper are motivated by the problem of allocation of heterogeneous resources (mainly people) in the product development process. New product development (NPD) has increasingly become a critical factor in the long term success of firms, especially those that are technology oriented. These firms devote a great deal of effort and resources to manage their portfolio of NPD projects. Key tasks in this context include the selection of an appropriate set of development projects (the portfolio), the allocation of resources (funds and people) to the selected projects, and the dynamic reallocation of resources and re-orientation of projects based on periodic review of the portfolio and the projects. An important recent development has been a move away from viewing NPD as a creative and unmanageable effort to one that is viewed (and managed) as a repeatable and standardized business process. It is recognized that different development projects often exhibit substantial similarities in the flow of their constituent activities and, therefore, a structured process map can be considered for each project. This setting allows for a methodical approach to the allocation of resources. This is especially important in the case of human resources, who are often a critical constraint in the development process, and their effective allocation has a great impact on the success of NPD projects.
To address NPD resource allocation problems, we consider a control-theoretic approach based on a deterministic continuous-flow model of the workload. The key characteristic features of NPD projects, such as resource divisibility and flexibility, the possibility of simultaneous resource sharing or task sharing among resources, and ease of preemption of tasks, are incorporated into the model. To our knowledge, this approach has not been used in the context of NPD resource allocation.
In the past decade, there have been significant advances in the development and application of continuous-flow models to problems in many areas of interest, including communication networks [10] , [16] , queueing systems [5] , [1] , and production control and resource allocation [13] , [4] , [12] , [14] , [15] , [18] . These models are most commonly used as a relaxation technique for optimization problems which have discrete-unit (e.g., integer) constraints. This simplifying assumption of continuity often significantly reduces the complexity of the problem and has led to promising near-optimal solutions. To date, most of the literature on applications of deterministic continuous-flow models has focused on the minimization of buffer holding costs, an important consideration in areas such as inventory management and queueing systems. However, in the context of NPD, this is equivalent to assigning a cost to the remaining time to complete a task, which is often of secondary interest. Instead, more appropriate performance criteria are those considered in the classical scheduling theory of jobs shops and flow shops, such as the minimization of functions which depend on due dates and completion times [7] , [2] , [9] .
On the other hand, models considered in the classical scheduling literature, mostly motivated by problems in manufacturing production, are too restrictive for the NPD setting. This literature has covered numerous research results on scheduling parallel machines. Most of the available research results assume a multiple, identical machine environment [11] , [6] . Even when the machines are not assumed to be identical, it is often assumed that there exists a proportionality constant for each machine, which results in proportional processing rates [17] . The general makespan problem is NP-hard if posed using a classical scheduling model, while it is solvable under our model, which more accurately captures reality for NPD projects.
In practice, the critical path method (CPM), and its stochastic variant, the project evaluation and review technique (PERT), 0018-9286/02$17.00 © 2002 IEEE form the foundation for many project management models. CPM and PERT depict an idealized flow of project activities. However, they assume that resources are dedicated to a single project. Thus, since the allocation of limited resources across multiple projects is not explicitly considered, the actual completion time of a project often extends beyond the projected completion time given by these methods.
Another approach to project management, which explicitly accounts for constrained resources, and therefore more accurately captures reality, is the generalized resource-constrained project scheduling problem (GRCPSP) [8] . Much of the GR-CPSP literature assumes a single-project, multiple-activity environment, in which the activities are depicted in an acyclic PERT-like network competing for the limited resources. Typically, each activity has a constant duration and the resource requirements are known constants over the processing interval of the activity. Moreover, no activity may be interrupted, once it has commenced, i.e., activity preemption is not allowed. In addition, it is also assumed that the level of availability of each resource is a known constant throughout the duration of the project.
We focus on the allocation of the key resources in the NPD process, namely, human resources. These resources are heterogeneous, i.e., they vary in their skills in performing tasks. Firms have been cross-training their employees so that each one is capable of performing a variety of tasks. There is more demand for personnel who possess a variety of skills and are able to adapt to the fast pace of change in technology than those who have a single developed skill. As a result, more and more companies are establishing and maintaining an employee skill proficiency database. In these databases, skills are itemized and performance criteria are quantified, allowing companies to approximate individual employee knowledge and experience. The resource allocation task, then, involves determining which of a number of possible resources who are capable to perform a task, but differ in the rate at which they perform the task, should be allocated to it. This issue is the key motivation for the problems considered in this paper.
For problems without activity precedence constraints, a linear program is presented which yields the minimum completion time for all activities. A dynamic, rule-based algorithm is shown to be optimal for two resources processing a multiple-activity arrival stream. The ratio of the processing rate of resources, i.e., their relative efficiency, can be used as an index to determine the assignment of activities to resources. This policy is independent of activity workloads. For problems with precedence constraints, some special cases are solved, and structural properties of the class of optimal controls for the general problem are discussed. The results can be viewed, on one hand, as extensions of classical scheduling results, and, on the other, as a new application of a control-theoretic approach based on continuous-flow models.
The remainder of the paper is organized as follows. In Section II, we discuss some of the defining characteristics of NPD processes, which should be incorporated into any viable model. In Section III, a continuous-flow model is introduced and in Section IV an optimal control formulation of the problem of minimization of makespan is presented. Section V contains the main results of the paper. In Section VI, we give concluding remarks and directions for future research.
II. MODEL ASSUMPTIONS
The NPD model studied in this paper is constructed based on the following observations and assumptions about activity and project management.
• Resource divisibility is the ability of the resource, at any given time, to distribute its capacity among multiple activities simultaneously.
In classical scheduling theory, a machine is constrained to dedicate its entire capacity, at any given time, to a single job. However, in new product development, it is common for the project team members to juggle many activities simultaneously. The manner in which the team members allocate their time to each of these activities will make a significant difference in the completion times of the projects. Simultaneous resource sharing and interchanging is a defining characteristic of resource allocation in the new product development process. Thus, allowing resources to be shared by multiple activities more closely models the reality of product development.
• Preemption occurs when a resource temporarily interrupts its processing on a given activity. We say that the processing by the resource on the activity was preempted. Many models, for example the GRCPSP model discussed earlier, do not allow for activity preemption. However, it is common for product development team members to allocate their time intermittently among multiple activities. In our model we assume that preemption is allowed.
• Activity sharing is the ability of an activity, at any given time, to be simultaneously processed by multiple resources. Although job shop scheduling models in classical scheduling theory allow for preemptive schedules (thus providing a convention for modeling continuous jobs), the model considered in this paper also allows for the possibility of concurrent processing by two resources on the same activity.
Classical scheduling theory treats an activity as a rigid block. As a consequence, each job occupies at most one machine at any given time [17] . However, one of the significant characteristics of NPD management is group work. Thus, the ability for several resources to be working simultaneously on the same activity is an important characteristic of NPD management, and must be incorporated into any viable model.
• Resource flexibility is the capability of a resource to work on several different types of activities. In today's product development environment, it has become increasingly necessary for engineers and technicians to be capable of handling a wide variety of tasks beyond their normal, day-to-day functions in the organization. This flexibility is a direct benefit of the cross-training among the different functions in modern corporations. If a project becomes delayed to a point at which the product engineers become the bottleneck in the project network, then it is common for a portion of activities originally processed by product engineers to be taken over by product technicians. This interchangeability between differing resources is a defining characteristic of resource allocation in product development processes. Therefore, allowing resources to interchange assignments more closely models the reality in which the product development process is managed.
It is not reasonable to assume total flexibility of the workforce, i.e., that all resources are able to work on all activities. Clearly, some activities require expertise. For example, the activity of testing a product prototype to insure conformance to specifications may only be performed by product engineers, not process engineers. The model we propose effectively captures any desired degree of resource flexibility.
• Resource constraints impose capacity conditions on each resource. In NPD, each project is divided into several activities. It is necessary to determine how to assign these activities among the available personnel. This assignment is made more challenging by the flexibility introduced by both the interchangeability of resources and the possibility of simultaneous sharing of a resource among multiple projects. It is further complicated by capacity limitations and the subsequent scarcity of resources required to execute the assignments. Thus, a key component of an accurate model for the management of NPD projects is the explicit incorporation of resource dynamics and constraints.
• Precedence constraints impose sequencing rules on the start and/or completion of activities. For example, in NPD, the pilot production phase cannot be commenced until the detailed design phase is completed.
• General resource processing rates allow for the possibility that the processing rate for a particular activity is completely independent from resource to resource. In particular, the resource processing rates may be neither identical nor proportional.
III. CONTINUOUS-FLOW MODEL FOR NPD
Consider projects to be completed by resources (e.g., engineers, marketers, etc.). Assume that in order to complete the projects several activities, say , are necessary. Also, for , let be the set of activities which are required in order to complete project .
Let be the fraction of resource dedicated to activity at time . Thus, since, at each time instant, a resource cannot be more than 100% allocated, it follows that (1) for . Define to be the maximum rate at which resource is able to process activity , if it is completely dedicated to it. Also, suppose that is the amount of activity remaining at time . Thus, (2) where can be thought of as the "size" of activity . Define to be the completion time of project , i.e., for all Some typical performance objectives include makespan (total completion time), average lateness, maximum lateness and weighted lateness. Problems involving these performance criteria have been studied extensively in classical scheduling theory. However, as discussed earlier, our model differs from the models used in classical scheduling theory. For example, in classical scheduling theory, a job cannot be processed at two machines simultaneously.
In the following section, using the continuous-flow model, we present an optimal control formulation of the NPD dynamic allocation problem.
IV. OPTIMAL CONTROL FORMULATION
Consider the problem of determining the optimal resource allocation vector which minimizes the performance criterion for some instantaneous cost function and terminal penalty function . Differentiating (2), the workload evolution equations, for , are given by
In order to incorporate precedence constraints, define an indicator function for each activity as if for any otherwise (4) where is the set of activities which must be completed before processing may begin on activity . Then, the constraints on the control are for and, modifying (1)
for . Defining the Hamiltonian as (6) the minimum principle yields (7) with an optimal control given by (8) where is the feasible control region [i.e., the set of all possible controls as defined by (5)] at time , and is the resulting optimal state vector.
Note that, if the functions for were known, then equation (8) indicates that an optimal control would be to dedicate all of the capacity of resource any activity having the largest value of . This structural behavior has been studied extensively in queuing theory, where such controls are called index policies [3] , [1] . Unfortunately, it is often intractable to analytically determine the values of , for , particularly when precedence constraints are present.
V. MINIMIZATION OF MAKESPAN
Throughout the remainder of this paper, we will consider the minimization of the makespan (i.e., completion time of all of the activities and projects), i.e., where is the completion time of all of the activities, i.e., the smallest time such that for all . Thus, the Hamiltonian (6) becomes where the optimal control is given by (9) We divide the problem into two categories: the precedence-constrained problem and the nonprecedence-constrained problem. It will be shown that there exists a simple solution to the problem without precedence constraints.
In general, the precedence-constrained problem is considerably more challenging. However, as will be shown, if all of the resources are identical, then the solution is straightforward. In addition, we will be able to determine some of the structural results for the nonprecedence-constrained problem which carry over to the precedence-constrained problem.
A. Workload Standardization
The results in this section are based on the fact that, by appropriately normalizing the workload, we are able to define a Lyapunov-type function. The basic standardization criterion is that, under an optimal control, the maximum standardized output rate should be a constant for each resource, regardless of which activity(ies) the resource is working on.
Remark 1 Workload Standardization: Consider the -activity, -resource, minimum makespan scheduling problem. Suppose that there exists a set of nonnegative constants such that, if we define the standardized workload as (10) then, for any feasible initial control ,
Suppose that there also exists some control under which (11) for , where . Then the minimum principle implies that is an optimal control, and . Note that it follows from Remark 1 that is the remaining time-to-completion for the activities.
B. Precedence-Constrained Problem
In general, the precedence-constrained problem is difficult to solve. Thus, we will discuss some structural properties of the optimal policy. As the next lemma shows, the optimal schedule will be work-conserving (i.e., none of the resources are idle before ). Lemma 1: For the -activity, -resource, minimum makespan scheduling problem, if for all activities and resources, then a necessary condition for the optimality of a schedule is that all resources complete processing at the same time.
The proof may be easily obtained by showing that the workload, and thus the makespan, will be reduced by having any resource, which had completed working before , continue working on any activity.
Notice that this conclusion holds for both precedence-constrained and nonprecedence-constrained situations.
1) Proportional-Rate Resources: Theorem 1: Suppose that there are activities to be completed by proportional-rate resources, i.e., for a set of resource-dependent constants . Then, the minimum makespan is given by where . Furthermore, any work-conserving allocation will be optimal.
Proof: For , set where . Then, the time derivative of the standardized workload is with equality being achieved if, and only if, all of the resources are working all of the time.
This result reinforces a significant difference between our model and the model used in classical scheduling theory. That is, in classical scheduling theory, it is not possible for more than one resource/machine to work on the same activity/job simultaneously. For example, consider the scenario described in Theorem 1, with the additional assumptions that the machines are identical and that there are no precedence constraints. Under our model, Theorem 1 states that any working-conserving resource allocation will achieve an optimal makespan of However, the classical scheduling theory optimal makespan for this problem is given by with as previously given and
2) Two Resources, Two Tandem Chains of Activities:
As mentioned earlier, when there are precedence constraints on the activities, the determination of the optimal solution to the minimum makespan problem is, in general, very difficult. Note that the results in the previous section may be used as a heuristic in the computational and theoretical analysis.
In order to illustrate the potential difficulty, and to form a framework for which we can derive some structural results, we consider the simplified problem, as shown in Fig. 1 . Two projects are to be scheduled, each of which consists of a tandem chain of activities. Suppose that there are two resources. The objective remains to minimize the overall makespan, i.e., the completion time of both projects.
It is possible to attempt to approximating solve the problem using dynamic programming. However, since this is a continuous-time problem, and the workload is continuous, it would be necessary to discretize the state space. Then, in order to increase the accuracy of the solution, the resolution of the discretization would have to be increased. For moderate-sized problems, this would cause the computational burden to grow to an unacceptable amount. 
TABLE I POSSIBLE RESOURCE-ACTIVITY PAIRS
Notice that, at each time , there will be either one or two activities available to be processed. If there is only one activity available for processing, then it is straightforward to see that this activity should be processed by both resources, until it is completed.
Consider the case in which there are two available activities. If we denote the two activities as and , then, at any time , exactly one of the four activity-processing pairs shown in Table I will occur.
Theorem 2: Suppose, at some time , activities and are available for processing. If then it will be not optimal for resource to work on activity and, simultaneously, for resource to work on activity . Any of the other three resource-activity pairs are possible.
Proof: The proof is by contradiction. Assume that, on the optimal trajectory, there exists an amount of time , during which activity is processed on resource 1 and activity on resource 2. During this time, the workloads for activities and are reduced by and , respectively. If (12) and we instead allocate resource 1 to activity and resource 2 to activity , then the resulting completion time for the reduced amount of workload for activity 1 and 2 will be for for .
Since each of these is smaller than , the optimal solution should exclude the possibility that activity is processed on resource 1 and activity on resource 2. For precedence-constrained problem, we can not eliminate the pairs and as candidate optimal allocations, since it may be optimal to complete an upstream activity as fast as possible so that the next two available activities are best paired to achieve a minimized overall completion time.
Based on Theorem 2, it is straightforward to construct a nonlinear programming (NLP) algorithm to determine the optimal schedule. We will not pursue this further in this paper.
C. Non-Precedence-Constrained Problem
When there are no precedence constraints, i.e., the constituent activities of every project may be processed at any time instant, from (7), it follows that constant.
Also, the utilization control constraints simplify to for . The fact that is constant immediately suggests the following candidate solution: choose any activity with the largest , and process it until it is completed. This suggests that a nonpreemption policy may lead to optimality in the nonprecedence-constrained problem. As we shall see, this is indeed the case.
1) Equivalent Linear Programming Formulation:
In this section, we provide an LP formulation which will solve the minimum makespan allocation problem. Such an LP formulation is common in resource allocation problems (see, for example, [17] ), and is included here for completeness. It should be stressed that the LP formulation will be feasible only if the parameter values are known and constant, which may not be a realistic assumption in many environments. Thus, a major contribution of this paper is the introduction of dynamic policies, that are robustly optimal for a range of (possibly unknown) parameter values.
Suppose that the optimal allocation , and is known. Define Then, under the optimal allocation, resource will process a total of units of activity . Note that the overall makespan does not depend on the specific order in which each resource performs the activities. This means that the minimum makespan will be achieved by any allocation for which the fraction of total time which resource allocates to activity is equal to . Thus, it is sufficient, and simpler, to solve the optimization problem in terms of , where
The general linear programming formulation is as follows. Let be the time that all activities are completed. Then, setting , it is straightforward to generate the following linear program: (14) subject to for (15) and for (16) where is the number of activities, and is the number of resources.
Example 1:
The optimal solution to the linear program for is with a resulting optimal makespan of . Once the linear program has generated an optimal solution, it is possible to "go backward" and determine a corresponding standardized workload function. For this example (17) and it can be verified that, under the optimal allocation for (18) Note that, although the linear program will always provide the optimal time slices, it is a static solution. That is, the solution of the linear program will provide no information about the dynamic distribution of the time slices. Thus, this formulation cannot handle dynamic arrivals. In addition the initial workloads and maximum processing rates must be known. In order to generate more flexible solutions, we will pursue dynamic controls.
2) Two Resources and Multiple Activities:
The following theorem provides an optimal index policy for the two-resource, multiple-activity problem with no sequence constraints. Note that this policy allows the optimal order in which activities are processed to be determined independently of any knowledge of the workloads.
Theorem 3: Consider the -activity, 2-resource, minimum makespan scheduling problem with no precedence constraints.
Without loss of generality, assume that the activities are ordered so that Then, an optimal policy is for resource 1 to process activities in the sequence and for resource 2 to process activities in the sequence . Also, , if the last activity is processed by both resources; otherwise, . Proof: The proof is contained in the Appendix. Since and are dependent on the size of the activities, they are not initially known. However, it is important to understand that the structure and implementation of optimal control presented in Theorem 3 does not depend on knowing the values of and . To implement the optimal control, the resources begin with activities on opposite ends of the ordered list, and work their way toward the middle.
Corollary 1: Under the scenario and control given in Theorem 3, the resulting optimal makespan will be where if otherwise.
Proof: Assume that the activities are labeled from 1 to in the descending order of . Activity will be the one that meets the following criteria: and Resource is the resource which "reaches" activity first (by completing all of its other activities). Thus, resource will complete units of activity before the other resource also begins processing activity . This yields the desired result.
Example: Managerial Intuition and Optimality: Consider the following example with two resources: a trainee and a veteran. Suppose that there are six activities. Each resource is able to work on any of the activities. However, for each   TABLE II  PROCESSING RATES AND INITIAL WORKLOADS FOR A TWO-RESOURCE, SIX-ACTIVITY EXAMPLE activity, the veteran is able to work faster than the trainee. The activity-dependent processing rates and initial workloads are given in Table II .
At first glance, it may be tempting to assign activities 1, 2, and 3 to the veteran, since they are the top three activities with the largest workload and the veteran is able to work on them at the fastest rate. This intuitive schedule results in a makespan of 30 units of time.
However, applying Theorem 3, the optimal solution is for the veteran to complete all of activities 3, 4, 5, and 6 and part of activity 2, while the trainee processes all of activity 1, and the remaining part of activity 2. This schedule gives an optimal makespan of about 25 units of time, for an improvement of about 16% over the more intuitive solution.
This simplified example has significant managerial implications. In reality, there are numerous examples of working efficiency strata. As discussed earlier, it is common for functional teams to share and interchange their human resources. Even within the same functional team, differing levels of expertise will result in varying degrees of working efficiency.
This example also indicates that the ratio of the processing rates is the most critical factor in the determination of the sequence in which the activities should be processed, while the initial workload of the activity does not play a crucial role.
3) Dynamic Arrivals of Activities on Two Resources: Suppose that new activities arrive in real-time, and the objective is still to minimize the time that all of the activities are completed. Then, as will be shown in Theorem 4, a dynamic version of Theorem 3 will be optimal. The following simple lemma will be needed in the proof of the theorem. The proof is completed by multiplying both sides by .
Theorem 4: Consider two resources and with an initial set of activities . Suppose that new activities 1 will arrive at times , where , and is finite and bounded. Assume that the arrival times and workloads are independent of the control used, but, otherwise, are arbitrary. In particular, the arrival times may be random or deterministic. Define to be the set of activities available (and not yet completed) at time . Then, it is optimal for resource to work on any such that, for all Similarly, it is optimal for resource to work on any such that, for all , This control will be called the -rule. Proof: The proof, which generalizes Theorem 3, is contained in the Appendix.
4) Two Activities and Multiple Resources:
Suppose that there are multiple resources and only two activities to be completed. Such a situation would arise if the total workforce is to be split between two projects.
Theorem 5: Consider the 2-activity, -resource, minimum makespan scheduling problem with no precedence constraints. Without loss of generality, assume that (19) Then, an optimal priority rule is for activity 1 to select resources in the order and for activity 2 to select resources in the reverse order . Also, , if the last resource processes both activities; otherwise, . Proof: The proof is analogous to the proof of Theorem 3.
Note that Theorem 5 indicates that only one of the resources could possibly be shared by two activities. This shared resource is called the common resource and labeled as .
Assume that the resources are labeled from 1 to in nonascending order of . The common resource will be the one that meets the following criteria: Also, it is not difficult to show that the optimal makespan in this case will be given by
Remark: There is a strong relationship between the -activity, 2-resource and 2-activity, -resource problems, in that the roles which the activities and resources play switch in these two cases. In the latter problem, the activities may be viewed as selecting the resources following a rule analogous to that by which the resources select the activities in the former problem.
Note also that the optimal policy given in Theorem 3 may be implemented without necessarily knowing the optimal completion time. However, in order to determine the resource list for each activity, based on Theorem 5, it necessary for the optimal completion to be known. Thus, it is not possible to generate a dynamic version of Theorem 5, as was done for Theorem 3.
VI. CONCLUSION AND FURTHER RESEARCH
In this paper, we investigated scheduling of activities in the context of new product development projects. The optimal solution was obtained for the general scheduling problem without precedence constraints. For problems with precedence constraints, some structural properties of the class of optimal controls were determined.
It is worth noting that although the model presented explicitly allows resources to simultaneously work on multiple activities, and also allows preemption, it was shown that there exist optimal schedules that have neither of these characteristics. The optimal control policy is not unique. If resources are appropriately allocated, it is possible to construct a policy for which resources can concentrate on an activity until it is completed, as opposed to juggling multiple activities. Such policies are often desirable for reasons other than minimizing makespan.
In was shown that relative efficiency of resources, i.e., the ratio of their processing rates, can be used as an index to derive optimal policies in some cases. The optimality result is independent of activity workloads. It is worth investigating the development of heuristic policies based on relative efficiency indices. This is one of the objectives of our future work. Other directions include considering other performance measures such as due dates, and extending the structural results in order to facilitate the search for near optimal solutions for larger-size problems.
APPENDIX

Proof of Theorem 3
The proof follows the Lyapunov-type argument of workload standardization. Assume that the control described in Theorem 3 is implemented. Then, there are three possible scenarios: resource 1 completes all of its processing before resource 2 completes its processing; resource 2 completes all of its processing before resource 1 does; both resources complete processing at the same time.
Case 1) Resource 1 finishes first. Suppose resource 1 completes its processing at time , and resource 2 continues processing. From Lemma 1, the only way that this can happen is that, at time , all remaining activities have . But, from Theorem 3, resource 2 will give highest priority to activities for which . This means that all of the activities on which resource 2 worked up until time must also have . Therefore, the bottleneck in this scenario is caused by activities on which only resource 2 can work. Thus, the minimum makespan under this scenario is Since the control described in Theorem 3 completes all of the activities in this time, it is optimal.
Case 2) Resource 2 finishes first.
The proof in this case follows immediately by analogy to Case 1.
Case 3) Resources finish at the same time.
First, assume that ; that is, both resources finish by processing the same activity . Noting the fact that, in the optimal solution, the Hamiltonian is identically equal to 0, for , we define
for all activities which are processed on the same resource , and for the shared activity set 
Substituting (22) and (23) into the time derivative of (10), using (3), leads to
By implementing the control described in Theorem 3, it will follow that for
The proof is completed using Lemma 1, since, for
If the last activity is not processed by both resources, then we cannot use equation (21). In order to get around this technicality, we introduce a fictitious activity with fictitious processing rates and chosen so that
Then, activity will be the final activity processed, and it will be processed by both resources. Thus, we replace (21) with (26) and the proof is completed as before.
Proof of Theorem 4
The proof is by contradiction. Suppose that there exists a control and an such that some control other than the -rule is used by resource over a time interval . That is, suppose that, under , resource works on activity over the interval , even though there is some activity with , such that, for all and (27) Then, there are two possibilities. 1) Under control , resource will work on activity on an interval which commences at some time after . 2) Under control , resource does not work on activity over any subsequent interval. If condition 1) holds, then suppose that resource works on activity during for some . Then, there are again two possible cases. If , then consider the control which is identical to , except that resource works on activity during and on activity during . Then, the -rule will hold on the interval , and the makespans of and are the same. If , then consider the control which is identical to , except that resource works on activity during and on activity during . Then, the -rule will hold on the interval , and the makespans of and are the same. Suppose that condition 2) holds. Then, resource must complete the processing of activity at some later time. In particular, select any interval with , during which resource works on activity . Define . Note that, under , resource will complete units of activity during , and resource will complete units of activity during . Now consider the control which is identical to , except that resource works on activity during and resource works on activity during . Resource will complete units of activity in units of time, and resource will complete units of activity in units of time.
From (27), it follows that
This implies that either , or , or both. Case 1) If and , then clearly both resources are able to complete the assigned workload within a time less than , which is a contradiction. Case 2) If and , then resource finishes before resource . Using Lemma 1, it will follow that part of the workload will shift from resource to resource , in order to for the resources to complete processing at the same time. The completion time, as derived from Theorem 2, will be , which, using Lemma 2, will be less than . Case 3) If and , then the proof is analogous to that considered in Case 2.
