Positive solutions of an elliptic equation with negative exponent: Stability and critical power  by Du, Yihong & Guo, Zongming
J. Differential Equations 246 (2009) 2387–2414Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Positive solutions of an elliptic equation with negative
exponent: Stability and critical power✩
Yihong Du a,b,∗, Zongming Guo c
a Department of Mathematics, School of Science and Technology, University of New England, Armidale, NSW 2351, Australia
b Department of Mathematics, Qufu Normal University, Qufu, Shandong 273165, PR China
c Department of Mathematics, Henan Normal University, Xinxiang 453007, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 May 2008
Revised 19 August 2008
Available online 10 September 2008
MSC:
primary 35B45
secondary 35J40
Keywords:
Critical power
Isolated singularity
Singular nonlinearity
Stable solution
We study positive solutions of the equation
u = |x|αu−p in Ω ⊂RN (N  2),
where p > 0, α > −2, and Ω is a bounded or unbounded domain.
We show that there is a critical power p = pc(α) such that
this equation with Ω = RN has no stable positive solution for
p > pc(α) but it admits a family of stable positive solutions when
0 < p  pc(α). If p > pc(α−) (α− = min{α,0}), we further show
that this equation with Ω = Br \ {0} has no positive solution
with ﬁnite Morse index that has an isolated rupture at 0, and
analogously it has no positive solution with ﬁnite Morse index
when Ω = RN \ BR . Among other results, we also classify the
positive solutions over Br \ {0} which are not bounded near 0.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We consider positive solutions of the equation
u = |x|αu−p in Ω ⊂RN , N  2, (P)
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2388 Y. Du, Z. Guo / J. Differential Equations 246 (2009) 2387–2414where p > 0, α > −2, and Ω is a domain of the form Ω0 \ {0}, or RN \Ω0, or RN , with Ω0 a bounded
simply connected domain in RN containing the origin 0.
We want to better understand when problem (P) has a stable positive solution. In most cases, we
show that there exists a critical exponent p = pc depending on α and the dimension N such that
there is no stable positive solution when p > pc , and there exists at least one stable positive solution
when 0 < p  pc . Moreover, for the case p > pc , not only that (P) has no stable positive solution,
we actually prove that there is no positive solution with ﬁnite Morse index. Problem (P) has many
positive solutions, one of them (with possible singularity at x = 0) can actually be explicitly given by
U0(x) = Λ|x|
α+2
p+1 , Λ =
[
α + 2
p + 1
(
N − 2+ α + 2
p + 1
)]−1/(p+1)
. (S)
Our results imply that the Morse index of U0 jumps from 0 (stable) to ∞ as p increases across the
critical pc .
Equations of the form (P) with a negative exponent arise in several applied problems and have
been considered in a number of recent papers; see, for example, [1,3,6–10,12,13]. In the work of
Esposito, Ghoussoub and Guo [1], problem (P) with α  0, p = 2 and Ω = RN was considered as
a limiting problem of similar equations over a bounded domain, which occur in the modeling of
electrostatic micro-electromechanical systems (MEMS). It was shown in [1] (see Theorem 1.4 there)
that in this case, problem (P) has no stable positive solution if either (i) 1  N  7, or (ii) N  8
and α > αN := 3N−14−4
√
6
4+2√6 ; on the other hand, when N  8 and 0 α  αN , there exists at least one
stable positive solution.
For the special case α = 0, problem (P) with Ω = RN was studied by Ma and Wei [13] (see also
the earlier paper [12] for the case α = 0 and p = 1). Among other things, they showed that in this
case, (P) has no stable positive solution if 2  N < 2 + 41+p (p +
√
p2 + p) (see Theorem 6 there);
moreover, if N = 2, it has no positive solution with ﬁnite Morse index (see Theorem 7 of [13]).
In this paper, we provide a rather uniﬁed approach to the general problem (P), which in partic-
ular reveals the underlying relationship of the results in [1] and [13] mentioned above – they are
consequences of a general result involving a certain critical exponent pc (see Theorem 1.1 below).
Moreover, through investigations of the cases Ω = Ω0 \ {0} and Ω =RN \ Ω0, we show that, at least
in the range −2 < α  0, this critical exponent for (P) is actually determined by local rather than
global properties of its solutions; more precisely, it is completely determined by the stability of its
positive solutions near inﬁnity alone (Theorem 1.2), or by the stability of its positive solutions near
the origin alone (Theorem 1.3). For the case α > 0, our result is weaker, and it is unclear whether
this is caused merely by the methods being used in this paper. It turns out that the most diﬃcult
case to handle is that with Ω = Ω0 \ {0} and u approaching 0 along a sequence xn → 0. Borrowing
a terminology from the theory of thin ﬁlms, we say such a solution has an isolated rupture at the
origin 0. (In the thin ﬁlm problem, the equation u = u−p − c (c a constant) occurs, and the set of
ruptures Σ := {x: u(x) = 0} corresponds to “dry spots” in the thin ﬁlm; see [11] and the references
therein for details.) The techniques developed here to treat positive solutions with an isolated rupture
at 0 can be modiﬁed to handle the other cases. On the other hand, if Ω = Ω0 \ {0} and if 0 is not
an isolated rupture of a positive solution u of (P), then the behavior of u(x) near x = 0 can be easily
understood by making use of some classical results of Serrin on the classiﬁcation of isolated singu-
larities (Theorem 1.5). If a positive solution of (P) has an isolated rupture at x = 0, its regularity near
the rupture is investigated (Theorem 1.4). We also show that (P) has inﬁnitely many solutions which
become unbounded near x = 0 at any given admissible rate (Theorem 1.6).
Our uniﬁed approach to problem (P) explores an idea in a recent paper of Farina [2] on the fol-
lowing well-studied positive exponent problem
−u = |u|q−1u, q > 1. (Q)
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terminologies. We say that u is a positive solution of (P) if u ∈ W 1,2loc (Ω) ∩ C(Ω), u > 0 in Ω and∫
Ω
(∇u · ∇φ + |x|αu−pφ)= 0 ∀φ ∈ C10(Ω). (1.1)
Let us observe that if u is a positive solution of (P), then by standard elliptic regularity (see [4])
u ∈ C2(Ω \ {0}) and hence is a classical solution of (P) in Ω \ {0}. In particular, u ∈ C2(Ω) whenever
0 /∈ Ω . When α  0 and 0 ∈ Ω , a positive solution of (P) is also C2 at 0, but this is no longer the case
when α < 0 (it is only Hölder continuous at 0 when α is close to −2).
A positive solution u of (P) is said to be stable if
Qu(ψ) :=
∫
Ω
(|∇ψ |2 − p|x|αu−(p+1)ψ2) 0 ∀ψ ∈ C10(Ω).
Since C10(Ω) is dense in W
1,2
0 (Ω) and |x|α is integrable in a neighborhood of 0 (because α > −2
and N  2), it is easily seen that if a positive solution u of (P) is stable, then Qu(ψ)  0 for all
ψ ∈ W 1,2loc (Ω) ∩ L∞(Ω) which has compact support in Ω . For the same reason, (1.1) holds when φ
is taken from this class of functions. (This observation is needed in the case 0 ∈ Ω and α < 0 when
functions of the form uγ φ are used as test functions.)
We say that a solution u of (P) has Morse index k 0 if k is the maximal dimension of all subspaces
X of C10(Ω) such that Qu(ψ) < 0 for any ψ ∈ X \ {0}. Therefore u is stable if and only if it has Morse
index 0. Moreover, if Ω1 ⊂ Ω and u is a positive solution of (P), then u can be regarded as a positive
solution of (P) over Ω1, and by deﬁnition the Morse index of u over Ω1 is no bigger than the Morse
index of u over Ω , in other words, the Morse index is monotone with respect to the underlying
domain of the solution.
If u is a positive solution of (P) with ﬁnite Morse index k  1, then there exists X =
span{φ1, . . . , φk} with φi ∈ C10(Ω) such that Qu(φi) < 0 for i = 1, . . . ,k. Let Ki denote the supporting
set of φi . Then K :=⋃ki=1 Ki is a compact subset of Ω and for any ψ ∈ C10(Ω \K ), we have Qu(ψ) 0,
for otherwise one may use X ′ := span{φ1, . . . , φk,ψ} to conclude that the Morse index of u is at least
k + 1. Thus, a positive solution of (P) with ﬁnite Morse index must be stable over Ω \ K for some
compact subset K of Ω (called stable outside a compact set in [2]).
We say that a positive solution of (P) has an isolated rupture at 0 if Ω contains a punctured ball
Br(0) \ {0}, 0 /∈ Ω and u converges to 0 along some sequence xn → 0. Throughout this paper, we use
Br(x) to denote the open ball in RN centered at x with radius r. We also write Br = Br(0).
An elementary calculation shows that for α > −2, p > 0 and N  2,
⎧⎪⎪⎨
⎪⎪⎩
p
α + 2
p + 1
(
N − 2+ α + 2
p + 1
)
<
(N − 2)2
4
if p < pc(α),
p
α + 2
p + 1
(
N − 2+ α + 2
p + 1
)
>
(N − 2)2
4
if p > pc(α),
(1.2)
where
pc(α) =
{0 if N = 2,
P (N,α) if 3 N < 10+ 4α,
+∞ if N  10+ 4α,
with
P (N,α) := (N − 2)
2 − 2(N − 2)(α + 2) − 2(α + 2)2 + 2√(α + 2)3(2N − 2+ α)
.
(N − 2)(10+ 4α − N)
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pc(α) =
{
α+N−√(α+2)(α+2N−2)
α−N+4+√(α+2)(α+2N−2) if 2 N < 10+ 4α,
∞ if N  10+ 4α.
Let us observe from (1.2) that pc(α) is strictly decreasing in α when 3 N < 10+ 4α.
The number pc(0) was introduced in Guo and Wei [10] and shown to play a critical role for the
behavior of the Cauchy problem
ut = u − u−p
(
x ∈RN , t > 0), u|t=0 = φ (x ∈RN).
The research of Farina [2] demonstrates that the related number
qc(0) :=
{∞ if 1 N  10,
−P (N,0) if N  11
is a critical power for problem (Q). The following result of our research here shows that pc(α) is a
critical number for (P).
Theorem 1.1. If p > pc(α) and α > −2, then there are no stable positive solutions to (P) in RN ; on the other
hand, for 0< p  pc(α), (P) admits a family of stable positive radial solutions in RN .
It is easily checked that Theorem 1.4 of [1] mentioned above follows from this theorem by taking
p = 2, and Theorem 6 of [13] follows from this theorem by taking α = 0. However, the conclusion of
Theorem 1.1 can be signiﬁcantly strengthened, especially when −2 < α  0. Indeed, denoting α− =
min{α,0}, we have
Theorem 1.2. For N  2, α > −2, p > pc(α−) and R > 0, there is no positive solution of (P) in RN \ BR(0)
that has ﬁnite Morse index.
Note that a solution with ﬁnite Morse index over RN is also a solution with ﬁnite Morse index
over RN \ BR , but the converse needs not be true; therefore our Theorem 1.2 improves the conclusion
of Theorem 1.1 (when α ∈ (−2,0]), as well as Theorem 7 in [13] (which follows from Theorem 1.2 by
taking α = 0 and N = 2; recall that pc(α) = 0 for any α when N = 2).
Remark 1. It is interesting to compare Theorem 1.1 with Theorem 1 of [2], where the following con-
clusion is proved:
Let u ∈ C2(RN ) be a stable solution of (Q) with 1 < q < qc(0). Then u ≡ 0. On the other hand, if
q qc(0) (which is possible only if N  11), then (Q) admits a smooth positive, bounded, stable radial
solution.
The following two theorems are our main results on isolated ruptures.
Theorem 1.3. For N  2, α > −2, p > pc(α−) and r > 0, there is no positive solution of (P) in Br \ {0} with
ﬁnite Morse index that has an isolated rupture at 0. On the other hand, if 0 < p  pc(α), (P) has a stable
positive radial solution on RN \ {0} with an isolated rupture at 0 (which is U0 given in (S)).
Theorem 1.4. Suppose that α > −2, p > 0, 3 N  10 and u ∈ C2(Br \ {0}) ∩ L∞(Br) is a positive solution
of (P) with an isolated rupture at 0 that has ﬁnite Morse index. Then u is Hölder continuous at 0, i.e., upon
deﬁning u(0) = 0, u ∈ Cτ (Br) for some τ > 0.
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For N  11, the conclusion in Theorem 1.4 still holds provided that we assume further that p < p∗(N);
see Theorem 2.2 for details. We do not know whether this extra restriction, and also the condition
p > pc(α−) in Theorems 1.2 and 1.3 (instead of the more natural looking p > pc(α)) are merely
technical.
We will show (see Theorem 2.3 below) that for α > −2, p > 0 and any r0 > 0, problem (P) in
Br0 \ {0} has a unique positive radial solution that has an isolated rupture at 0, which is actually
deﬁned for all r > 0 and is given by (S), namely U0(r) = Λr
α+2
p+1 . For α ∈ (−2,0], our Theorems 1.3
and 1.2 infer that U0 has Morse index zero over RN \ {0} if 0 < p  pc(α) (U0 is also a stable solution
of (P) in RN for such p), but its Morse index jumps to ∞ both near 0 (namely in Br0 \ {0} for any
small r0 > 0) and near inﬁnity (namely in RN \ BR for any large R) once p > pc(α). If our condition
p > pc(α−) in Theorems 1.3 and 1.2 is necessary, would this jump of Morse index be ﬁnite as p
crosses pc(α) for α > 0? (One easily sees from the proof of Theorem 1.1 that there is a jump of
Morse index as p crosses pc(α) when U0 is considered as a nonnegative solution on RN .)
On the other hand, our restriction α > −2 has a clear meaning: When α −2, any positive solu-
tion of (P) over Br0 \ {0} must be unbounded near 0 (see Theorem 2.4).
It turns out that if a positive solution of (P) has no rupture at 0, then its behavior near 0 can be
easily understood by using the classical results of Serrin on isolated singularities. Let
E(x) =
{ |x|2−N if N  3,
log(1/|x|) if N = 2
denote the fundamental solution of the Laplacian operator .
Theorem 1.5. Assume that p > 0, α > −2, R > 0 and u ∈ C2(BR \ {0}) satisﬁes
u = |x|αu−p, u  c > 0 in BR \ {0}. (1.3)
Then one of the following holds:
(i) u can be deﬁned at x = 0 to become a positive solution of (P) in BR ,
(ii) limx→0 u(x)E(x) = d, where d ∈ (0,∞) is a constant.
There are many solutions of (P) that behave like a constant multiple of E(x) near 0. The following
is a neat example (see also Theorem 3.5).
Theorem 1.6. For any d ∈ (0,∞) and λ  Λ, there exists a positive radial solution ud,λ of (P) such that
ud,λ(1) = λ and
lim|x|→0
ud,λ(|x|)
E(x)
= d, lim|x|→∞|x|
− α+2p+1 ud,λ
(|x|)= Λ,
where Λ is given in the deﬁnition of U0 above.
Remark 2. Most of our results remain valid when the term |x|α in (P) is replaced by a more general
function f (x) satisfying
C1|x|α  f (x) C2|x|α, C1,C2 > 0. (1.4)
More precisely, the nonexistence part of Theorem 1.1 holds if (1.4) is satisﬁed for all x ∈ RN ; Theo-
rem 1.2 holds if (1.4) is satisﬁed for all x near ∞; the nonexistence part of Theorem 1.3 holds if (1.4)
is satisﬁed for all x near 0; Theorems 1.4 and 1.5 hold if (1.4) is satisﬁed for all x near 0. These can be
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Our approach relies on various subtle estimates for positive solutions of (P) near |x| = 0 and
|x| = ∞, and the following integral estimate for stable solutions:
Proposition 1. Let Ω be a domain (bounded or not) of RN (N  2). Let u be a stable positive solution of (P)
with p > 0 and α > −2. Then for any γ ∈ (−1 − 2p − 2√p(p + 1),−1] and any m max{ p−γp+1 ,2}, there
exists a constant C > 0 depending only on p, m, γ and α such that
∫
Ω
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p)|ψ |2m  C ∫
Ω
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1 (1.5)
for all test functions ψ ∈ C20(Ω) satisfying |ψ | 1 in Ω .
Proposition 1 is a variant of a corresponding result for (Q) in Farina [2], namely Proposition 4
there. As in [2], the idea of using (1.5) to obtain a one sided estimate for stable solutions plays a
key role in our approach. However, signiﬁcant technical diﬃculties arise here due to the different
nature of problem (P) from problem (Q), and the generality we allow here; for example, unlike the
situation in [2] where a one sided estimate for the solution is enough for the contradiction argument,
the proof of our main result here is more subtle and requires two sided estimates for the solutions;
see (2.7) and (3.13). For the regularity result (Theorem 2.2) and classiﬁcation of isolated singularities
(Theorem 3.4) we rely on Serrin’s well-known results in [14,15]. Various analytical techniques for
radially symmetric solutions also play an important role in our approach.
In order to clearly reveal the ideas and techniques, we do not follow the exact order of the above
theorems in the organization of the rest of the paper. In Section 2 we study isolated ruptures, and
prove Theorems 1.3 and 1.4, among other results. Theorems 1.1, 1.2, 1.5 and 1.6 are proved in Section 3.
In the last section, Section 4, we give a full proof of Proposition 1 for the sake of completeness.
2. Isolated ruptures
Theorem 2.1. Let Ω0 be a bounded domain in RN (N  2) with 0 ∈ Ω0 , and Ω = Ω0 \ {0}, α > −2,
p > pc(α−) (α− := min{α,0}). Then problem (P) has no positive solution with ﬁnite Morse index that has
an isolated rupture at 0. On the other hand, if 0 < p  pc(α), problem (P) has a stable positive solution with
an isolated rupture at 0.
Proof. A direct calculation shows that
U0(x) := Λ|x|
2+α
p+1 , Λ :=
[
2+ α
p + 1
(
N − 2+ 2+ α
p + 1
)]−1/(p+1)
, (2.1)
is a solution of (P) in RN , positive in RN \ {0}, with 0 an isolated rupture.
Moreover, for every ψ ∈ C10(RN ),
QU0 (ψ) =
∫
Ω
|∇ψ |2 − p
∫
Ω
|x|αU−(p+1)0 ψ2
=
∫
N
|∇ψ |2 −
∫
N
pΛ−(p+1)|x|−2ψ2.
R R
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deﬁnition of pc(α) we easily ﬁnd
pΛ−(p+1)  (N − 2)
2
4
.
It follows that
∫
RN
|∇ψ |2 −
∫
RN
pΛ−(p+1)|x|−2ψ2 
∫
RN
|∇ψ |2 −
∫
RN
(N − 2)2
4
|x|−2ψ2,
and the right side is nonnegative by the well-known Hardy inequality. Therefore, QU0 (ψ) 0, that is,
U0 is a stable solution of (P) on RN . In particular, it is a stable positive solution of (P) on Ω .
Next we suppose that p > pc(α) (which is possible only for 2  N < 10 + α, as pc(α) = ∞ for
p  10 + α). Arguing indirectly we assume that (P) has a positive solution u with ﬁnite Morse index
that has an isolated rupture at 0. Then u is stable outside a compact subset of Ω and hence there
exists R∗ > 0 small such that u is stable in BR∗ \ {0}. We show that this leads to a contradiction if
p > pc(α−). The rather involved arguments below are divided into several steps.
Step 1. Suppose that α > −2, p > 0 and u is a stable positive solution of (P) in BR∗ \ {0}. Then there
exists R0 ∈ (0, R∗) such that for every γ ∈ (−1 − 2p − 2√p(p + 1),−1] and every r ∈ (0, R0/2), we
have ∫
{r<|x|<R0}
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p) C + DrN+ (α+2)γ+α−2pp+1 , (2.2)
where C and D are positive constants depending on m, p, N , α, R0, R∗ but not on r.
Since u is stable in BR∗ \ {0}, Proposition 1 holds with Ω = BR∗ \ {0}. To choose a suitable test
function for our purpose here, we ﬁx a function ϕ0 ∈ C2(R) satisfying 0 ϕ0  1 everywhere on R,
and
ϕ0(t) =
{
0 if t  1,
1 if t  2.
We also choose a function θ0 such that θ0 ∈ C2(R), 0 θ0  1 everywhere on R and
θ0(t) =
{
1 if t  R0,
0 if t  (R0 + R∗)/2.
For every r ∈ (0, R0/2), we deﬁne ξr as follows
ξr(x) =
{
θ0(|x|) if |x| R0/2,
ϕ0(
2|x|
r ) if |x| R0/2.
Clearly ξr belongs to C20(BR∗ \ {0}) and satisﬁes 0  ξr  1 everywhere on RN . We now choose
m = 1+max{ p−γp+1 ,2} and apply Proposition 1 with Ω = BR∗ \ {0} and ψ = ξr to obtain
∫
{r<|x|<R0}
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p)
 C
∫
N
|x| (γ+1)αp+1 (|∇ξr |2 + |ξr ||ξr |) p−γp+1
R
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[ ∫
{R0|x|R∗}
|x| (γ+1)αp+1 (∣∣θ ′0(|x|)∣∣2 + θ0(|x|)∣∣θ ′′0 (|x|)∣∣) p−γp+1
+
∫
{r|x|2r}
|x| (γ+1)αp+1 (r−2∣∣ϕ′0(2|x|/r)∣∣2 + r−2ϕ0(2|x|/r)∣∣ϕ′′0 (2|x|/r)∣∣) p−γp+1
]
 C1 + C2rN+
(α+2)γ+α−2p
p+1
for all r ∈ (0, R0/2) and all γ ∈ (−1−2p−2√p(p + 1),−1]. Hence the desired integral estimate (2.2)
holds.
Step 2. Suppose that α > −2, p > 0 and u is a stable positive solution of (P) in BR∗ \ {0}. Then for
every γ ∈ (−1− 2p − 2√p(p + 1),−1] and every open ball BR(y) with 0 < |y| < 45 R∗ and R = |y|/4,
we have
∫
BR (y)
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p) C RN+ (α+2)γ+α−2pp+1 , (2.3)
where C is a positive constant depending on m, p, N , α but not on y.
To prove (2.3) we apply Proposition 1 with m = 1 + max{ p−γp+1 ,2} and test function ψ(x) :=
ϕ0(
|x−y|
R ). This leads to
∫
BR (y)
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p)
 C
∫
B2R (y)\BR (y)
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1
 C˜
∫
B2R\BR
|x− y| (γ+1)αp+1 (R−2∣∣ϕ′0(|x|/R)∣∣2 + R−2ϕ0(|x|/R)∣∣ϕ′′0 (|x|/R)∣∣) p−γp+1
 C1RN+
(α+2)γ+α−2p
p+1 ,
and this completes the proof of Step 2.
Step 3. Suppose α > −2, p > pc(α−) and u is a stable positive solution of (P) in BR∗ \ {0}. Then
there exists a small 0 = 0(p,N) > 0 such that for every  ∈ [0, 0] and every open ball B2R(y) with
0 < |y| 23 R∗ and R = |y|/8, we have
∫
B2R (y)
(|x|αu−(p+1)) N2−  C RN− 2N2− , (2.4)
where C is a positive constant depending on m, p, N , α but not on y and  .
We ﬁrstly consider the function
(p, γ ,α) : = N(p + 1) + (α + 2)γ + α − 2p
= N(p + 1) + 2γ − 2p + α(γ + 1).
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
(
p, γ (p),α
)= 0 for p = pc(α); (p, γ (p),α)< 0 for p > pc(α).
Hence (p, γ (p),0) < 0 if p > pc(0). Moreover, since γ (p)+1 < 0, from the expression of (p, γ ,α)
one sees that

(
p, γ (p),0
)

(
p, γ (p),α
)
< 0
if p > pc(α) and α ∈ (−2,0]. Therefore for p > pc(α−), we always have (p, γ (p),0) < 0. By con-
tinuity we can ﬁx γ∗ ∈ (γ (p),−1) such that (p, γ∗,0) < 0, or equivalently, p−γ∗(p+1)N/2 > 1. Therefore
we can ﬁnd 0 > 0 suﬃciently small so that
p − γ∗
(p + 1)θ > 1 ∀θ ∈
[
N
2
,
N
2− 0
]
.
Fix such a θ and set
ξ = p − γ∗
(p + 1)θ .
We are now ready to prove (2.4). By Hölder’s inequality and (2.3),
∫
B2R (y)
(|x|αu−(p+1))θ  ( ∫
B2R (y)
|x|αuγ∗−p
)1/ξ( ∫
B2R (y)
|x| α(θξ−1)ξ−1
)(ξ−1)/ξ
 C R(N+
(α+2)γ∗+α−2p
p+1 )
1
ξ R(N+
α(θξ−1)
ξ−1 )
ξ−1
ξ
= C RN−2θ ,
which gives (2.4) if we take θ = N2− .
Step 4. Harnack inequality: Under the conditions of Step 3, there exists a positive constant K such that
max|x|=r u(x) K min|x|=r u(x) ∀r ∈ (0, R∗]. (2.5)
Regarding u = u(x) as a solution of the linear equation
u + b(x)u = 0
with b(x) = −|x|αu−(p+1) , and using (2.4), we ﬁnd that Harnack’s inequality holds on each ball BR(y)
with 0 < |y| < 23 R∗ , R = |y|8 ; namely
sup
BR (y)
u  K inf
BR (y)
u, (2.6)
where K depends on N, p,α and R‖b‖
L
N
2− (B2R (y))
(see [4, p. 209]). Due to (2.4),
R‖b‖ N
2−
 RC R− = C .
L (B2R (y))
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ﬁnite number of balls of the form BR(y) with |y| = r and R = |y|/8 = r/8, and this ﬁnite number is
independent of r. Therefore, by enlarging K in (2.6) properly, we have
max|x|=r u(x) K min|x|=r u(x) ∀r ∈
(
0,
2
3
R∗
]
.
Since u is positive and continuous in { 23 R∗  |x|  R∗}, by further enlarging K if necessary, we can
guarantee that the above inequality holds for all r ∈ (0, R∗], and (2.5) is proved.
Step 5. Under the conditions of Step 3, there exist positive constants C1 and C2 such that
C1|x|
α+2
p+1  u(x) C2|x|
α+2
p+1 ∀x ∈ BR∗ \ {0}. (2.7)
From (2.4) with  = 0 we obtain
τ
[
sup
BR (y)
u
]− N(p+1)2
RN(1+
α
2 ) 
∫
BR (y)
[|x|αu−(p+1)] N2  C,
where τ := τ (N) is a positive constant independent of y, u and R . It follows that
sup
BR (y)
u  (τ/C)
2
N(p+1) R
2+α
p+1 .
We can now apply (2.6) to obtain
inf
BR (y)
u  1
K
(τ/C)
2
N(p+1) R
2+α
p+1 .
In particular,
u(y) 1
K
(τ/C)
2
N(p+1) R
2+α
p+1 = C1|y|
α+2
p+1
for all y satisfying 0 < |y| 23 R∗ . Since both u(y) and |y|
2+α
p+1 are positive and continuous on { 23 R∗ |y| R∗}, by shrinking C1 if necessary, we have
u(y) C1|y|
α+2
p+1 for all y satisfying 0 < |y| R∗. (2.8)
To complete the proof of (2.7), it remains to show
u(y) C2|y|
α+2
p+1 for all y satisfying 0 < |y| R∗. (2.9)
Use spherical coordinates to write u(x) = u(r, θ) with r = |x| and θ = x/|x|; we have
urr + N − 1
r
ur + 1
r2
SN−1u = rαu−p .
Let
U (r) = 1|SN−1|
∫
N−1
u(r, θ)dθ.S
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(
rN−1U ′(r)
)′ = rN−1+α|SN−1|
∫
SN−1
u(r, θ)−p dθ > 0 for 0 < r < R.
Therefore rN−1U ′(r) is increasing and has a limit L ∈ [−∞,∞) as r → 0+ .
If L > 0, then there are L˜ ∈ (0, L) and r0 > 0 such that
U ′(r) L˜r1−N for r ∈ (0, r0). (2.10)
Choosing 0 < r∗ < r < r0 and integrating (2.10) from r∗ to r, we obtain
U (r) − U (r∗) L˜
2− N
(
r2−N − r2−N∗
)
for N  3
or
U (r) − U (r∗) L˜ log r
r∗
for N = 2.
Since u has an isolated rupture at 0 and (2.5) holds, we can ﬁnd a sequence rn → 0 such that
U (rn) → 0. Taking r∗ = rn and letting n → ∞, we obtain from the above inequalities that U (r)∞,
which is absurd. Therefore L > 0 cannot happen.
If L ∈ [−∞,0), then there are Lˆ ∈ (−∞,0) and r1 > 0 such that
rN−1U ′(r) Lˆ for r ∈ (0, r1).
It follows that
U (r) − U (r∗) Lˆ
r∫
r∗
s1−N ds for 0 < r∗ < r < r1.
Since 1 − N  −1, taking r∗ = rn and letting n → ∞, we obtain from the above inequality that
U (r)−∞, again a contradiction.
Therefore we must have L = 0. Substituting (2.8) into the equation for U (r) we deduce
(
rN−1U ′(r)
)′  C−p1 rα−p α+2p+1 +N−1 for 0 < r < R∗.
It follows that
rN−1U ′(r) − rN−1∗ U ′(r∗) C
(
rα−p
α+2
p+1 +N − rα−p
α+2
p+1 +N∗
)
for 0 < r∗ < r < R∗.
Since α > −2 and N  2, taking r∗ = rn and letting n → ∞, we obtain from L = 0 and the above
inequality that
rN−1U ′(r) Crα−p
α+2
p+1 +N for 0 < r < R∗.
It follows that
U (r) − U (r∗) C˜
(
r
α+2
p+1 − r
α+2
p+1∗
)
for 0 < r∗ < r < R∗.
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U (r) C˜r
α+2
p+1 for 0 < r < R∗.
In view of (2.5), this implies (2.9), and the proof of Step 5 is complete.
Step 6. Reaching a contradiction when p > pc(α−).
We show that the estimates in Step 5 contradict that in Step 1. Recall that

(
p, γ (p),α
)
< 0 for p > pc(α), (p,−1,α) = (N − 2)(p + 1) 0.
Therefore we can ﬁnd γ0 ∈ (γ (p),−1] such that (p, γ0,α) = 0, that is,
N + (α + 2)γ0 + α − 2p
p + 1 = 0.
Choosing γ = γ0 in (2.2), we obtain ∫
{r<|x|<R0}
|x|αuγ0−p  C + D.
On the other hand, using (2.7) we deduce
∫
{r<|x|<R0}
|x|αuγ0−p  Cγ0−p2
∫
{r<|x|<R0}
|x|α+ α+2p+1 (γ0−p)
= Cγ0−p2
R0∫
r
s−1 ds
= Cγ0−p2 log(R0/r) → ∞ as r → 0.
This contradiction shows that when p > pc(α−), (P) has no positive solution with an isolated rupture
at 0 that has ﬁnite Morse index.
The proof of the theorem is now complete. 
Theorem 2.2. Suppose that Ω0 is a bounded domain in RN (N  2)with 0 ∈ Ω0 , and Ω = Ω0 \ {0}, α > −2,
p > 0. Let u ∈ C2(Ω) ∩ L∞(Ω) be a positive solution of problem (P) with ﬁnite Morse index that has an
isolated rupture at 0. Then for 3 N  10, u can be extended (by deﬁning u(0) = 0) to a Hölder continuous
function over Ω0 . If N  11, the same conclusion holds if we further assume
p < p∗(N) := 2(N − 2) + 2
√
8(N − 2)
(N − 2)(N − 10) .
Since pc(α) = 0 when N = 2, due to Theorem 2.1 the above result is applicable only for N  3.
Proof. Clearly we only need to study the behavior of u near 0. Since u has ﬁnite Morse index, there
is a small R∗ > 0 such that u is stable in BR∗ \ {0}. Hence we can apply Proposition 1 as in Steps 1
and 2 of the proof of Theorem 2.1 to conclude that (2.2) and (2.3) still hold.
Let γ ∈ (−1− 2p − 2√p(p + 1),−1] and choose θ > 0 such that
p − γ
> 1. (2.11)
pθ
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deduce
∫
BR (y)
(|x|αu−p)θ = ∫
BR (y)
|x| αpθp−γ u−pθ |x|− αθγp−γ

( ∫
BR (y)
|x|αuγ−p
) pθ
p−γ ( ∫
BR (y)
|x|− αθγp−γ−pθ
) p−γ−pθ
p−γ
 C |y|(N+ (α+2)γ+α−2pp+1 ) pθp−γ |y|(N− αθγp−γ−pθ ) p−γ−pθp−γ
= C |y| (α−2p)θ+N(p+1)p+1 .
Since the sphere Sr := {x: |x| = r} can be covered by a ﬁnite number of balls of the form B |y|/4(y),
|y| = r, and this ﬁnite number is independent of r, from the above inequality we can ﬁnd  > 0 and
C > 0 independent of r such that
∫
(1−)r|x|(1+)r
(|x|αu−p)θ  Cr (α−2p)θ+N(p+1)p+1 ∀r ∈ (0, 2
3
R∗
)
.
If
(α − 2p)θ + N(p + 1) > 0, (2.12)
then we may deﬁne
r0 = R∗/2, r j =
(
1− 
1+ 
) j
r0, j = 1,2, . . . ,
and
M(r) =
∫
(1−)r|x|(1+)r
(|x|αu−p)θ , σ = (α − 2p)θ + N(p + 1)
p + 1
to obtain
M(r) Crσ ,
∞∑
j=0
M(r j) Crσ0
∞∑
j=0
(
1− 
1+ 
)σ j
< ∞.
This implies that
∫
BR∗/2
(|x|αu−p)θ < ∞. (2.13)
Therefore if we can ﬁnd some θ > N/2 so that both (2.11) and (2.12) hold, then |x|αu(x)−p belongs
to Lθ (BR∗/2) (θ > N/2), and hence, since u ∈ L∞(Ω) and N  3, we can apply Serrin’s result [14,
Theorems 10 and 8] to conclude that u can be extended to a Hölder continuous function on BR∗/2.
(Note that u is already C2 away from 0.)
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can ﬁnd some suitable γ and θ > N/2 satisfying (2.11) and (2.12).
We ﬁrst ﬁnd the conditions for p > 0 so that
N
2
<
p − γ (p)
p
= p − (−1− 2p − 2
√
p(p + 1) )
p
, (2.14)
which is equivalent to
(N − 6)p − 2< 4√p(p + 1). (2.15)
If N  10, (2.15) clearly holds for all p > 0. For N  11, (2.15) holds trivially when 0 < p  2/(N − 6).
If p > 2/(N − 6), (2.15) is equivalent to
(N − 2)(N − 10)p2 − 4(N − 2)p + 4 < 0, (2.16)
which holds when p∗ < p < p∗ with
p∗ = 2(N − 2) − 2
√
8(N − 2)
(N − 2)(N − 10) , p
∗ = 2(N − 2) + 2
√
8(N − 2)
(N − 2)(N − 10) .
Thus (2.14) holds for all p > 0 if 3  N  10, and it holds for p ∈ (0, 2N−6 ] ∪ (p∗, p∗) when N  11.
However, an elementary analysis shows that 2N−6 > p∗ for all N  11. Therefore (2.14) holds under
our assumptions on p.
We are now ready to choose γ and θ . Firstly using (2.14) we can choose γ ∈ (γ (p),−1) close
enough to γ (p) so that
N
2
<
p − γ
p
.
Next we observe that α > −2 implies
(α − 2p)N
2
+ N(p + 1) > 0.
Therefore we can ﬁnd θ ∈ ( N2 , p−γp ) so that
(α − 2p)θ + N(p + 1) > 0.
The proof is complete. 
Remark 3. In the above theorem, the restriction u ∈ L∞(Ω) can be relaxed to u ∈ L NN−2+δ(Ω) for some
δ > 0, since an isolated point has N-capacity zero, and Serrin’s result only requires u ∈ L NN−2+δ(Ω).
Theorem 2.3. Let u ∈ C2(BR \ {0}) be a positive radial solution of (P) with u(0) = 0 and α > −2. Then
u(r) ≡ U0(r) := Λr
2+α
p+1 , Λ−(p+1) = 2+ α
p + 1
[
N − 2+ 2+ α
p + 1
]
.
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Repeating the arguments in the proof for (2.9), we obtain
lim
r→0+
rN−1u′(r) = 0. (2.17)
This in turn implies that u′(r) > 0 for r ∈ (0,1). Therefore, u−p(s)  u−p(r) for s ∈ (r∗, r), and we
obtain from the equation of u that for 0< r∗ < r < 1,
rN−1u′(r) − rN−1∗ u′(r∗) =
r∫
r∗
sN−1+αu−p(s)ds
 u−p(r)
[
rN+α
N + α −
rN+α∗
N + α
]
.
Sending r∗ → 0, by (2.17) we deduce
up(r)u′(r) r
1+α
N + α for r ∈ (0,1),
which gives
u(r) C1r
2+α
p+1 for r ∈ (0,1), (2.18)
with
C1 =
[
p + 1
(2+ α)(N + α)
]1/(p+1)
.
Using (2.18) we can argue as in the proof for (2.9) to conclude that there exists C2 > 0 such that
u(r) C2r
2+α
p+1 for r ∈ (0,1). (2.19)
Deﬁne
a(t) = r− 2+αp+1 u(r), b(t) = r− 2+αp+1 +1u′(r), t = − log r. (2.20)
From the equation for u(r) we obtain
⎧⎪⎪⎨
⎪⎪⎩
a′(t) = 2+ α
p + 1 a − b,
b′(t) =
(
N − 2+ 2+ α
p + 1
)
b − a−p .
(2.21)
In view of (2.18) and (2.19) we have C1  a(t)  C2 for all large t . On the other hand, a simple
phase-plane analysis of (2.21) shows that
(a,b) ≡
(
Λ,
2+ α
p + 1Λ
)
, Λ =
[
2+ α
p + 1
(
N − 2+ 2+ α
p + 1
)]− 1p+1
,
is the only orbit of (2.21) such that a(t) has the boundedness property C1  a(t) C2 for all large t .
Thus we necessarily have a(t) ≡ Λ, i.e., u(r) ≡ U0(r).
The proof is complete. 
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Theorem 2.4. Let α −2 and u ∈ C2(BR \ {0}) be a positive solution of (P). Then u is unbounded near 0.
Proof. We argue indirectly by assuming that u is bounded near 0, say u  M . Use spherical coordi-
nates to write u(x) = u(r, θ) with r = |x| and θ = x/|x|; we have
urr + N − 1
r
ur + 1
r2
SN−1u = rαu−p .
Let
U (r) = 1|SN−1|
∫
SN−1
u(r, θ)dθ.
Then from the above equation for u(r, θ) we obtain
(
rN−1U ′(r)
)′  0 for 0 < r < R.
Therefore rN−1U ′(r) is increasing and has a limit L ∈ [−∞,∞) as r → 0+ . Using u  M , we can
slightly modify the arguments used for (2.9) to conclude that L = 0.
Since u  M near 0, from the equation for u(r, θ) we obtain
(
rN−1U ′(r)
)′  crα+N−1
for some c > 0 and all small r > 0, say r ∈ (0, R0). Therefore
rN−1U ′(r) − rN−1∗ U ′(r∗) c
r∫
r∗
sα+N−1 ds for 0< r∗ < r < R0.
If N + α  0 then the above inequality readily leads to a contradiction, as when r∗ → 0, in view of
L = 0, the left side converges to rN−1U ′(r) while the right side goes to +∞. Hence N + α > 0 and
rN−1U ′(r) − rN−1∗ U ′(r∗) c
rN+α − rN+α∗
N + α .
Letting r∗ → 0 we obtain, in view of L = 0 and N + α > 0,
rN−1U ′(r) c r
N+α
N + α ∀r ∈ (0, R0).
Hence
U ′(r) c r
α+1
N + α , U (r) − U (r∗)
c
(N + α)
r∫
r∗
sα+1 ds
for 0 < r∗ < r < R0. Letting r∗ → 0 we arrive at a contradiction: The left side of the second inequal-
ity stays bounded while the right side goes to +∞, because α  −2. This shows that u must be
unbounded near 0. The proof is complete. 
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In this section, we ﬁrst consider problem (P) with Ω =RN or Ω =RN \ Ω0, then we consider the
case that Ω = Ω0 \ {0} but u is bounded away from 0 near x = 0, where as before Ω0 is a bounded
domain containing 0.
3.1. Solutions over the entire space or over an exterior domain
The ﬁrst result in this subsection is the following.
Theorem 3.1. If p > pc(α) and α > −2, then problem (P)withΩ =RN has no stable positive solution; on the
other hand, for 0 < p  pc(α), problem (P) with Ω =RN admits a family of stable positive radial solutions.
The proof of this theorem requires the following lemma.
Lemma 3.2. Suppose that p > 0 and α > −2. Then for every κ > 0, problem (P) with Ω =RN (N  2) has a
unique positive radial solution uκ satisfying u(0) = κ . Moreover, uκ is of the form
uκ (r) = κu1
(
κ−
p+1
2+α r
)
,
where u1 is the unique solution of the problem
⎧⎪⎨
⎪⎩
u′′(r) + N − 1
r
u′(r) = rαu−p(r), r > 0,
u(0) = 1, lim
r→0+
r−α−1u′(r) = 1
N + α ,
(3.1)
and uκ has the properties
(i) for every κ > 0,
lim
r→∞ r
− 2+αp+1 uκ (r) = Λ :=
(
2+ α
p + 1
(
N − 2+ 2+ α
p + 1
))−1/(p+1)
, (3.2)
(ii) for N  3 and 0 < p  pc(α),
uκ (r) > U0(r) := Λr
2+α
p+1 ∀r > 0, ∀κ > 0. (3.3)
Proof. The conclusions in this lemma are known for the special case α = 0; see [10] and [5]. The
general case α > −2 can be treated similarly. Since the proof of the above property (3.3) in [10]
contains a gap, for completeness we provide the details here.
A simple calculation conﬁrms that uκ (r) = κu1(κ−
p+1
2+α r). Therefore it suﬃces to show (3.2) and
(3.3) for u1. To simplify notations, we use u(r) instead of u1(r) to denote the solution of (3.1). Re-
garding (3.1) as an initial value problem, the local existence and uniqueness of solutions can be proved
by considering the operator
T (u)(r) := 1+
r∫
t1−N
t∫
sN−1+αu−p(s)dsdt.0 0
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S :=
{
u ∈ C([0, r0]): max
r∈[0,r0]
∣∣u(r) − 1∣∣ 1/2},
T : S → S is a contraction mapping. Its unique ﬁxed point is a solution of (3.1) deﬁned in [0, r0].
Conversely it is easily seen that any local solution of (3.1) gives rise to a ﬁxed point of T .
The global existence and property (3.2) of the solution can be easily shown by using the transfor-
mation
a(t) = r− 2+αp+1 u(r), b(t) = r− 2+αp+1 +1u′(r), t = − log r. (3.4)
As in Step 4 of the proof of Theorem 2.3, a simple phase-plane analysis shows that any orbit of the
following ODE system
⎧⎪⎪⎨
⎪⎪⎩
a′(t) = 2+ α
p + 1 a − b,
b′(t) =
(
N − 2+ 2+ α
p + 1
)
b − a−p
starting in the set {(a,b) ∈ R2: a > 0} stays in this set in both positive and negative time t , and is
attracted to the unique unstable equilibrium point (Λ, α+2p+1Λ) as t → −∞. We may now use (3.4) to
conclude that the local solution of (3.1) can be continued to all r > 0 and (3.2) holds.
To show (3.3), we follow the argument in the proof of Proposition 4.4 part (ii) in [10] but will ﬁll
in a gap in the proof there. Following the notations in [10], we denote
δ = α + 2
p + 1 , c0 = 2δ + N − 2, L =
[
δ(N − 2+ δ)]−1/(p+1)(= Λ),
and let
v(t) = r−δu(r), t = log r.
Then
v ′′(t) + c0v ′(t) + v
(
L−(p+1) − v−(p+1))= 0, t ∈ (−∞,∞), (3.5)
with v > 0 and limt→−∞ v(t) = +∞, limt→+∞ v(t) = L. Since
v ′(t) = d
dr
(
r−δu(r)
)dr
dt
= r−δ[ru′(r) − δu(r)],
we have
lim
t→−∞
v ′(t)
v(t)
= −δ. (3.6)
If u(r) > U0(r) does not hold for all r > 0, then since u(0) > U0(0) there is a ﬁrst r = r1 > 0 such
that u(r1) = U0(r1) and u(r) > U0(r) for r ∈ [0, r1). Letting t1 = log r1 we obtain
v(t) > L ∀t ∈ (−∞, t1), v(t1) = L.
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v ′′ + c0v ′ < 0,
(
ec0t v ′
)′
< 0 in (−∞, t1).
In view of (3.6), this implies that v ′(t) < 0 for all t ∈ (−∞, t1].
Let q(v) = v ′(t). Then
dq
dv
+ c0 + v(L
−(p+1) − v−(p+1))
q
= 0, q < 0 for v ∈ [L,∞), (3.7)
and due to (3.6),
lim
v→∞
q(v)
v
= −δ.
Therefore in the (q, v)-plane, the graph of q = q(v) (v > L) intersects all lines q = μ(L − v) with
μ > δ. For each such μ, denote the intersection with the smallest v coordinate by (vμ,q(vμ)). Then
q′(vμ)−μ, vμ > L and
q′(vμ) = −c0 + v
−p
μ − L−(p+1)vμ
μ(L − vμ)
= −c0 + L
−(p+1)(L − vμ) + pξ−(p+1)(L − vμ)
μ(L − vμ) with ξ ∈ (L, vμ)
< −c0 + (p + 1)L
−(p+1)
μ
.
Therefore
−μ < −c0 + (p + 1)L
−(p+1)
μ
∀μ > δ,
or equivalently
M(μ) := μ2 − c0μ + (p + 1)L−(p+1) > 0 ∀μ > δ.
Since the minimum of the function M(μ) is achieved at μ = c02 = δ + N−22 > δ (recall that we assume
N  3 here), the above inequality implies that
μ2 − c0μ + (p + 1)L−(p+1) > 0 ∀μ ∈R,
which is equivalent to
c20 − 4(p + 1)L−(p+1) < 0.
But when 0 < p  pc(α), we have
c20 − 4(p + 1)L−(p+1) = (N − 2)2 − 4pδ(N − 2+ δ) 0.
We reach a contradiction and (3.3) is proved. 
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for r > 0 provided 0 < κ1 < κ2; but if p > pc(α), the graph of uκ (r) oscillates around that of U0(r)
for every κ > 0. These properties are not needed in this paper though.
Proof of Theorem 3.1. We ﬁrst show the nonexistence of stable positive solutions of (P) for p > pc(α).
Arguing indirectly we assume that p > pc(α) and (P) has a positive solution u that is stable. We are
going to deduce a contradiction.
For every R > 0, we deﬁne the test function ψR(x) = ϕ( |x|R ), where ϕ ∈ C20(R), 0  ϕ  1 every-
where on R and
ϕ(t) =
{
1 if |t| 1,
0 if |t| 2.
We observe that for any γ ∈ (−1 − 2p − 2√p(p + 1),−1) and any m max{ p−γp+1 ,2}, Proposition 1
gives
∫
BR
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p) C ∫
B2R\BR
|x| (γ+1)αp+1 [|∇ψR |2 + |ψR ||ψR |] p−γp+1
 C RN+
(α+2)γ+α−2p
p+1 ∀R > 0, (3.8)
where C is a positive constant independent of R .
Recall that, with γ (p) = −1− 2p − 2√p(p + 1),
N + (α + 2)γ (p) + α − 2p
p + 1 < 0 for p > pc(α).
Therefore, since we have assumed p > pc(α), we can choose γ ∈ (γ (p),−1) close enough to γ (p)
such that
N + (α + 2)γ + α − 2p
p + 1 < 0.
Fix such a γ and let R → +∞ in (3.8); we conclude
∫
RN
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p)= 0.
This implies uγ−p ≡ 0 in RN ; a contradiction.
Next we show that if 0 < p  pc(α) (which is possible only if N  3), then for every κ > 0, the
positive radial function uκ deﬁned in Lemma 3.2 is a stable solution of (P). Since α > −2, one easily
checks that uκ ∈ W 1,2loc (RN ). Since (3.3) holds, we have, for every ψ ∈ C10(RN ),
Quκ (ψ) =
∫
RN
|∇ψ |2 − p
∫
RN
|x|αu−(p+1)κ ψ2

∫
RN
|∇ψ |2 − p
∫
RN
|x|αU−(p+1)0 ψ2
=
∫
N
|∇ψ |2 −
∫
N
pΛ−(p+1)|x|−2ψ2.
R R
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pΛ−(p+1) = p (2+ α)
p + 1
(
N − 2+ 2+ α
p + 1
)
 (N − 2)
2
4
.
Therefore
∫
RN
|∇ψ |2 −
∫
RN
pΛ−(p+1)|x|−2ψ2 
∫
RN
|∇ψ |2 −
∫
RN
(N − 2)2
4
|x|−2ψ2
and the right side of the above inequality is nonnegative by Hardy’s inequality. Thus Quκ (ψ) 0. This
means that uκ is a stable solution of (P). This completes the proof of Theorem 3.1. 
Our second result in this subsection greatly improves the conclusion of Theorem 3.1, especially in
the case α ∈ (−2,0]. It is parallel to Theorem 2.1.
Theorem 3.3. Suppose that N  2, −2 < α < +∞, p > pc(α−) and Ω0 is a bounded domain containing 0.
Then problem (P) with Ω =RN \ Ω0 has no positive solution that has ﬁnite Morse index.
Proof. Arguing indirectly we assume that (P) has a positive solution u with ﬁnite Morse index. Then
u is stable outside a compact subset of Ω and hence there exists R∗ > 0 suﬃciently large such that
u is stable in RN \ BR∗ . We show that this leads to a contradiction.
The arguments are parallel to that in the proof of Theorem 2.1. Therefore we only sketch the steps
and point out the differences.
Step 1. There exists R0 > R∗ such that for every γ ∈ (−1 − 2p − 2√p(p + 1),−1] and every r > 2R0,
we have
∫
{R0+2<|x|<r}
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p) C + DrN+ (α+2)γ+α−2pp+1 , (3.9)
where C and D are positive constants depending on m, p, N , α, R0, R∗ but not on r.
The proof is the same as in Theorem 2.1, except that we now use the test function
ξ˜r(x) =
{
θR0(|x|) if |x| R0 + 3,
ϕ( |x|r ) if |x| R0 + 3,
with ϕ ∈ C2(R) satisfying 0 ϕ  1 on R and
ϕ(t) =
{
1 if |t| 1,
0 if |t| 2,
and θs ∈ C2(R), 0 θs  1 on R and
θs(t) =
{
0 if |t| s + 1,
1 if |t| s + 2.
Step 2. For every γ ∈ (−1 − 2p − 2√p(p + 1),−1] and every open ball BR(y) with |y| > 65 R∗ and
R = |y|/4, we have
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BR (y)
(∣∣∇(u γ+12 )∣∣2 + |x|αuγ−p) C RN+ (α+2)γ+α−2pp+1 , (3.10)
where C is a positive constant depending on m, p, N , α but not on y.
The proof of this step is the same as in Theorem 2.1.
Step 3. There exists a small 0 = 0(p,N) > 0 such that for every  ∈ [0, 0] and every open ball
B2R(y) with |y| 43 R∗ and R = |y|/8, we have∫
B2R (y)
(|x|αu−(p+1)) N2−  C RN− 2N2− , (3.11)
where C is a positive constant depending on m, p, N , α but not on y and  .
The proof of this step is the same as in Theorem 2.1.
Step 4. Harnack inequality: There exists a positive constant K such that
max|x|=r u(x) K min|x|=r u(x) ∀r  R∗. (3.12)
This step is proved by exactly the same argument as in Theorem 2.1.
Step 5. There exist positive constants C1 and C2 such that
C1|x|
α+2
p+1  u(x) C2|x|
α+2
p+1 ∀x ∈RN \ BR∗ . (3.13)
The ﬁrst half of (3.13) is proved the same way as in Theorem 2.1. To prove the second half, we
again use spherical coordinates to write u(x) = u(r, θ) and deﬁne U (r) = 1|SN−1|
∫
SN−1 u(r, θ)dθ . From
the ﬁrst half of (3.13) we deduce
(
rN−1U ′(r)
)′  C−p1 rN−1+αr−p α+2p+1 ∀r  R∗.
It follows that, for all r > R∗ ,
rN−1U ′(r) − RN−1∗ U ′(R∗) C−p1
(
α + N − pα + 2
p + 1
)−1(
rα+N−p
α+2
p+1 − Rα+N−p
α+2
p+1∗
)
.
Therefore there exist c1 > 0 and R1 > R∗ such that
rN−1U ′(r) c1rα+N−p
α+2
p+1 ∀r  R1,
which infers, for all r > R1,
U (r) − U (R1) c1 p + 1
α + 2
(
r
α+2
p+1 − R
α+2
p+1
1
)
.
Thus there exist c2 > 0 and R2 > R1 such that
U (r) c2r
α+2
p+1 ∀r  R2.
Since U (r) and r
α+2
p+1 are both positive continuous functions for r ∈ [R∗, R2], by enlarging c2 if neces-
sary, the above inequality also holds for r ∈ [R∗, R2]. In view of (3.12), the second half of (3.13) then
follows. This completes the proof of Step 5.
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As in Theorem 2.1, we show that the estimates in Step 5 contradict that in Step 1. Choosing γ = γ0
in (3.9), so that
N + (α + 2)γ0 + α − 2p
p + 1 = 0,
we obtain
∫
{R0+2<|x|<r}
|x|αuγ0−p  C + D.
On the other hand, using (3.13) we deduce
∫
{R0+2<|x|<r}
|x|αuγ0−p  Cγ0−p2
∫
{R0+2<|x|<r}
|x|α+ α+2p+1 (γ0−p)
= Cγ0−p2
r∫
R0+2
s−1 ds
= Cγ0−p2 log
(
r/(R0 + 2)
)→ ∞
as r → ∞. This contradiction shows that (P) has no positive solution with ﬁnite Morse index. The
proof of the theorem is now complete. 
3.2. Isolated singularities
In this subsection we consider problem (P) with Ω = Ω0 \ {0}, where Ω0 is a bounded domain
containing 0. Suppose that u ∈ C2(Ω) is a positive solution of (P) and 0 is not a rupture of u. Then
there exists some constant c > 0 such that
u(x) c > 0 for all small |x| > 0, say 0< |x| r0. (3.14)
We assume (3.14) throughout this subsection. We say that 0 is a removable singularity of u if we
can extend u to x = 0 so that the extended function is continuous over Ω0 (and hence a solution
of (P) over Ω0 due to (3.14) and Serrin’s result [14]); otherwise, we say that 0 is a non-removable
singularity.
Theorem3.4. Assume that u ∈ C2(Ω) is a positive solution of (P) and (3.14) holds. Then 0 is either a removable
singularity or
lim
x→0
u(x)
E(x)
= d, (3.15)
where d ∈ (0,∞) is a constant and
E(x) =
{ |x|2−N if N  3,
log(1/|x|) if N = 2.
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we have
|x|αu−p(x) c−p |x|α for 0 < |x| r0.
Since α > −2, this implies that |x|αu−p(x) belongs to Lθ (Br0 ) for some θ > N/2. Hence we can apply
Theorems 1 and 5 in Serrin [15] to conclude that either 0 is a removable singularity or
u(x) = dE(x) + w(x) for 0 < |x| < r0,
with w(x) a continuous function in Br0 . 
Next we show that for every d > 0, problem (P) has many solutions behaving like (3.15) near 0.
Theorem 3.5. Suppose that Ω0 is a bounded domain with smooth boundary. Then for every d > 0 and every
continuous function ψ(x) satisfying
ψ(x) U0(x) on ∂Ω0,
the problem
u = |x|αu−p in Ω0 \ {0}, u = ψ on ∂Ω0 (3.16)
has a solution satisfying (3.15).
Let us recall that U0(x) = Λ|x|
α+2
p+1 .
Proof. For suﬃciently small  > 0, consider the problem
v = |x|αv−p in Ω0 \ B, v = dE + U0 on ∂B, v = ψ on ∂Ω0. (3.17)
Choose M > 0 large enough such that M > ψ on ∂Ω0. Then one easily sees that u∗ := dE + U0 and
u∗ := dE+M are lower and upper solutions of (3.17). Therefore it has a minimal solution u satisfying
u∗  u  u∗ in Ω0 \ B .
The minimality of u and the fact u  u∗ = dE+U0 implies that u1  u2 when 1 < 2 on Ω0 \ B2 .
Therefore u0 := lim→0 u exists and satisﬁes u∗  u0  u∗ in Ω0 \ {0}. Moreover, a standard local
regularity and compactness argument shows that u0 is a solution to (3.16). Since
dE + U0  u0  dE + M,
(3.15) is clearly satisﬁed. 
Theorem 3.6. For every d ∈ (0,∞) and λΛ, there exists a positive radial solution Ud,λ of (P) on RN such
that Ud,λ(1) = λ and
lim|x|→0
Ud,λ(x)
E(x)
= d, lim|x|→∞|x|
− α+2p+1 Ud,λ(x) = Λ =
[
α + 2
p + 1
(
N − 2+ α + 2
p + 1
)]− 1p+1
.
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B1 \ {0} that satisﬁes (3.15) and u = λ on ∂B1. This solution can be chosen as the limit of the minimal
solutions u . The minimality of u implies that they are radially symmetric. Therefore there exists a
radial solution u(r) deﬁned over 0 < r  1 satisfying u(1) = λ and (3.15). We may now use the trans-
formation (3.4) and a phase-plane analysis exactly as in the proof of Lemma 3.2 to conclude that the
solution u(r) can be continued to all r > 0 and
lim
r→∞ r
− α+2p+1 u(r) = Λ.
We take Ud,λ = u and the proof is complete. 
Remark 5. The singular behavior of positive solutions of (P) at 0 with α −2 is an interesting prob-
lem. When α < (2− N)p − N , one easily sees that Λ > 0 and Λ|x| α+2p+1 is a solution of (P) that grows
faster than E(x) as |x| → 0.
4. Proof of Proposition 1
This is a simple modiﬁcation of the proof of Proposition 4 in [2]. We give the full proof here
for completeness, and also for the reason that it reveals the relationship between the problems (P)
and (Q). Recall that u ∈ W 1,2loc (Ω) ∩ C(Ω) and u > 0 in Ω . We ﬁrstly observe that the conclusion of
Proposition 1 is trivially true for γ = −1; indeed, in this case, (1.5) follows directly from Qu(ϕ) 0
with ϕ = ψm and |ψ | 1.
Therefore we only need to consider the case that γ < −1. We divide the proof into three steps.
Step 1. For any ϕ ∈ C20(Ω),
∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 = − (γ + 1)2
4γ
∫
Ω
|x|αuγ−pϕ2 + γ + 1
4γ
∫
Ω
uγ+1
(
ϕ2
)
. (4.1)
This is obtained by taking φ = uγ ϕ2 in (1.1).
Step 2. For any ϕ ∈ C20(Ω), we have
(
p + (γ + 1)
2
4γ
)∫
Ω
|x|αuγ−pϕ2 
∫
Ω
uγ+1|∇ϕ|2 +
(
γ + 1
4γ
− 1
2
)∫
Ω
uγ+1
(
ϕ2
)
. (4.2)
The function ψ = u γ+12 ϕ belongs to W 1,2loc (Ω) ∩ L∞(Ω) and has compact support, thus it can be
used as a test function in the quadratic form Qu(ψ). Hence, the stability assumption on u gives
p
∫
Ω
|x|αuγ−pϕ2 
∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 + ∫
Ω
uγ+1|∇ϕ|2 + 2
∫
Ω
u
γ+1
2 ϕ∇(u γ+12 ) · ∇ϕ.
As
2
∫
Ω
u
γ+1
2 ϕ∇(u γ+12 ) · ∇ϕ = 1
2
∫
Ω
∇(uγ+1) · ∇(ϕ2)
= −1
2
∫
uγ+1
(
ϕ2
)
,Ω
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p
∫
Ω
|x|αuγ−pϕ2 
∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 + ∫
Ω
uγ+1|∇ϕ|2 − 1
2
∫
Ω
uγ+1
(
ϕ2
)
. (4.3)
Using (4.1) in (4.3) we obtain
p
∫
Ω
|x|αuγ−pϕ2 − (γ + 1)
2
4γ
∫
Ω
|x|αuγ−pϕ2 +
(
γ + 1
4γ
− 1
2
)∫
Ω
uγ+1
(
ϕ2
)+ ∫
Ω
uγ+1|∇ϕ|2,
which immediately gives inequality (4.2).
Step 3. For any γ ∈ (−1 − 2p − 2√p(p + 1),−1) and any m  max{ p−γp+1 ,2}, there exists a constant
C > 0 depending only on p, m, γ and α such that
∫
Ω
|x|αuγ−p |ψ |2m  C
∫
Ω
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1 , (4.4)
∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m  C ∫
Ω
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1 (4.5)
for all test functions ψ ∈ C20(Ω) satisfying |ψ | 1 in Ω .
From (4.2), we see that for any ϕ ∈ C20(Ω),
β
∫
Ω
|x|αuγ−pϕ2 
∫
Ω
uγ+1|∇ϕ|2 + κ
∫
Ω
uγ+1ϕϕ (4.6)
with
β = p + (γ + 1)
2
4γ
, κ = 1− γ
4γ
.
For γ ∈ (−1−2p−2√p(p + 1),−1), an elementary analysis shows that p+ (γ+1)24γ > 0, and hence
β > 0; clearly κ < 0.
For any ψ ∈ C20(Ω) with |ψ |  1 in Ω , we set ϕ = ψm . Since m  2, the function ϕ belongs to
C20(Ω) and it follows from (4.6) that∫
Ω
|x|αuγ−p |ψ |2m  C1m,p,γ ,α
∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |),
where C1m,p,γ ,α > 0 depends on m, p, γ ,α. An application of Hölder’s inequality yields
∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)

(∫
|x|αuγ−p |ψ |2m
) γ+1
γ−p [∫
|x| (γ+1)αp+1 |ψ |2(m− p−γp+1 )(|∇ψ |2 + |ψ ||ψ |) p−γp+1 ]
p+1
p−γ
. (4.7)Ω Ω
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∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)

(∫
Ω
|x|αuγ−p |ψ |2m
) γ+1
γ−p (∫
Ω
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1 )
p+1
p−γ
,
and hence ∫
Ω
|x|αuγ−p |ψ |2m  C1(m, p, γ ,α)
∫
Ω
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1 , (4.8)
which proves (4.4) with C = (C1m,p,γ ,α)
p−γ
p+1 .
To prove (4.5) we combine (4.1) and (4.6). This leads to, for every ϕ ∈ C20(Ω),
∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 − (γ + 1)2
4γ
[
1
β
∫
Ω
uγ+1|∇ϕ|2 + κ
β
∫
Ω
uγ+1ϕϕ
]
+ γ + 1
2γ
[∫
Ω
uγ+1|∇ϕ|2 +
∫
Ω
uγ+1ϕϕ
]
= A
∫
Ω
uγ+1|∇ϕ|2 + B
∫
Ω
uγ+1ϕϕ
with
A = − (γ + 1)
2
4γ β
+ γ + 1
2γ
, B = − (γ + 1)
2κ
4γ β
+ γ + 1
2γ
.
Now we insert the test function ϕ = ψm in the last inequality to ﬁnd
∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m  ∫
Ω
uγ+1|ψ |2m−2(|A|m2|∇ψ |2 + |B|m(m− 1)|∇ψ |2 + Bm|ψ ||ψ |),
and hence ∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m  C2m,p,γ ,α
∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |) (4.9)
with C2m,p,γ ,α = |A|m2 + |B|m(m − 1) + |B|m > 0. We may now use Hölder’s inequality in (4.9), and
the assumption |ψ | 1 and our choice for m, as before, to obtain
∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m
 C2m,p,γ ,α
(∫
|x|αuγ−p |ψ |2m
) γ+1
γ−p (∫
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1 )
p+1
p−γ
. (4.10)Ω Ω
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∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m  C2(m, p, γ ,α)
∫
Ω
|x| (γ+1)αp+1 (|∇ψ |2 + |ψ ||ψ |) p−γp+1
with C2(m, p, γ ,α) = C2m,p,γ ,α(C1(m, p, γ ,α))
γ+1
γ−p , which gives the desired inequality (4.5).
The required estimate (1.5) follows immediately by adding inequality (4.4) to inequality (4.5). This
completes the proof of Proposition 1.
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