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HARDY SPACES FOR BESSEL-SCHRÖDINGER OPERATORS
EDYTA KANIA AND MARCIN PREISNER
Abstract. Consider the Bessel operator with a potential on L2((0,∞), xα dx), namely
Lf(x) = −f ′′(x) −
α
x
f ′(x) + V (x)f(x).
We assume that α > 0 and V ∈ L1
loc
((0,∞), xα dx) is a non-negative function. By definition,
a function f ∈ L1((0,∞), xα dx) belongs to the Hardy space H1(L) if
sup
t>0
∣
∣
∣e
−tLf
∣
∣
∣ ∈ L
1((0,∞), xα dx).
Under certain assumptions on V we characterize the space H1(L) in terms of atomic decompositions
of local type. In the second part we prove that this characterization can be applied to L for α ∈ (0, 1)
with no additional assumptions on the potential V .
1. Introduction
1.1. Background. The Schrödinger operator on Rd is given by
L˜f = −∆f + V · f,
where ∆ is the Laplace operator and V is a function called a potential. If we assume that V ∈ L1loc(Rd)
and V ≥ 0 then one can find a densely defined, self-adjoint operator L on L2(Rd), that corresponds to
L˜. It is well known that L generates the semigroup of contractions Kt = exp(−tL) and Kt admits an
integral kernel Kt(x, y) such that
Ktf(x) =
∫
Rd
Kt(x, y)f(y)dy,
0 ≤Kt(x, y) ≤ (4pit)−d/2 exp
(
−|x− y|
2
4t
)
.
There have been wide studies on harmonic analysis related to Schrödinger operators and, more
generally, operators with Gaussian bounds. We refer the reader to [1], [2], [3], [4], [5], [6], [7], [8], [9],
[10], [11], [12], [13], [14], [15], [16], [17], [18], and references therein. In particular, the Hardy spaces
(1.1) H1(L) =
{
f ∈ L1(Rd) : ‖f‖H1(L) :=
∥∥∥∥sup
t>0
|Ktf |
∥∥∥∥
L1(Rd)
<∞
}
related to L were intensively studied. At this point let us mention that the classical Hardy space
H1(−∆) has many equivalent definitions, e.g. in terms of: various maximal functions, singular integrals,
square functions, etc. A particulary useful result is the atomic decomposition theorem (see [19], [20]):
a function f ∈ H1(−∆) can be decomposed as f(x) = ∑k λkak(x), where ∑k |λk| ≃ ‖f‖H1(−∆) and
ak are classical atoms, that is, there exist balls Bk such that:
supp ak ⊆ Bk, ‖ak‖∞ ≤ |Bk|−1,
∫
a(x)dx = 0.
In other words atoms satisfy some localization, size, and cancellation conditions.
Let us mention that Hofmann et al. [17] have found general results (for V satisfying 0 ≤ V ∈ L1loc(Rd))
saying that H1(L) given above is equal to the Hardy spaces via: square functions, atomic or molecular
decompositions. However, atoms used in [17] are given in terms of L, to be more precise: a function
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a ∈ L2(Rd) is an atom if there exist a ball B and b ∈ Dom(L), such that: a = Lb, supp b ⊆ B and b,Lb
satisfy some size condition.
An another approach, started by Dziubański and Zienkiewicz in the 90’s, was to find atomic spaces
with simple geometric conditions that characterize H1(L). It appeared that this cannot be done in
full generality, and the properties of atoms depend strictly on the potential V and the dimension d.
For example, if d ≥ 3, V ∈ C∞c (Rd), and V 6≡ 0, then atoms have modified cancellation condition∫
a(x)ω(x) dx = 0, where ω is such that 0 < C−1 ≤ ω(x) ≤ C. For this result and generalizations
see [12], [14], [21]. Other results, see [11], lead to Hardy spaces with local atoms. It was first observed
by Goldberg [22] that if we take supremum for 0 < t ≤ τ2 in (1.1), then one obtains atomic space with
classical atoms complemented with the atoms of the form |B|−11B(x), where the ball B has radius τ .
In [11] the authors assume that for 0 ≤ V ∈ L1loc(Rd) there exists a family of cubes Q = {Qk : k ∈ N}
such that
∪kQk = Rd, |Qk ∩Qj | = 0 for k 6= j, d(Qk) ≃ d(Qj) if Q∗∗∗k ∩Q∗∗∗j 6= ∅.
Here d(Q) is the diameter of Q and Q∗ is a cube that has the same center as Q but with slightly enlarged
diameter. The atomic space H1at(Q) is built on classical atoms and atoms of the form |Qk|−11Qk(x).
The main result of [11] states that under two additional assumptions on V,Q,Kt (see [11, p.41], con-
ditions: (D), (K)) we have that H1(L) = H1at(Q), see [11, Thm. 2.2]. In other words the atoms for
H1(L) are either classical atoms or local atoms related to some Qk ∈ Q.
Among examples of atoms for which one can find a family Q such that the assumptions of [11, Thm.
2.2] are satisfied, there are potentials V in the Reverse Hölder class in dimension d ≥ 3. For more
examples see [11]. Later, Czaja and Zienkiewicz [5, Thm. 2.4] proved that in dimension one for any
0 ≤ V ∈ L1loc(R) there is a family of intervals such that [11, Thm. 2.2] gives local atomic decompositions
for H1(L). Let us mention that results of this type in dimension d = 2, are much unlike those in d = 1
and d ≥ 3, see [13].
A question that we are concerned with is: what happens if we replace −∆ by the Bessel operator
Bf(x) = −f ′′(x) − α/x f ′(x) on L2((0,∞), xα dx)? It is known that if α + 1 ∈ N then B corresponds
to −∆ on radial functions on Rd with d = α + 1, however B exists and generates a semigroup for all
α > −1, which can be considered as the Laplace operator on spaces with non-integer dimensions.
In this paper we prove results similar to [11] and [5] for the Bessel operator with a potential. We
were motivated to consider non-integer parameters α by the fact, that the Hardy space H1(L) admits
different atomic decompositions in different dimensions, as it was mentioned above. Especially, we were
interested in the dimensions α+1 ∈ (1, 2), having in mind the difference of results for α = 0 and α = 1,
see [5], [11], and [13]. Although we use the same scheme of proofs as in [11] and [5], some technical
difficulties appear. Indeed, in the space with the weighted measure xα dx the analysis is more delicate.
One of the main problems is that the measure µ is not invariant under translation, and the induction
argument used to prove Lemma 4.6 becomes more complicated. Also, we added a precise explanation
of the superharmonicity of φI (see (4.7)) in the Appendix. Let us notice that the semigroup related to
the Bessel operator B, which is used intensely in the proof of Theorem 1.11, is given in terms of Bessel
functions Iα, but we shall use mainly the Gaussian estimates (2.4) for exp(−tB), which are obtained
from asymptotics of Iα. In particular, we need to prove an atomic characterization for local Hardy
space related to B, see Subsection 2.2.
Furthermore, for readers convenience, recall that with the operator B on L2((0,∞), xαdx) we can re-
late another Bessel operator B˜f(x) = UBU−1f(x) = −f ′′(x)+α(α−2)4x2 f(x), whereU : L2((0,∞), xαdx)→
L2((0,∞), dx) is an isometry given by Uf(x) = xα/2f(x). Therefore, the L2-theory of B and B˜ can
be studied simultaneously. However, it seems that U (or even U2 which is an isometry of suitable L1
spaces) cannot help in studies of Hardy spaces. To see this, one can look at the atomic decompositions
of the Hardy spaces H1(B) and H1(B˜) given in [23]. It appears that all the atoms for H1(B) have
cancellation conditions with respect to xαdx (see Section 2 below), but some atoms for H1(B˜) are of
the form a(x) = δ−1χ(0,δ)(x) with δ > 0, so they do not satisfy any cancellations. Moreover, H
1(B˜)
for each α > 0 is the same space, which can not be said about H1(B).
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1.2. Definitions. For α > 0 let (X, ρ, µ) be a metric-measure space, where X = (0,∞), ρ(x, y) =
|x− y| and dµ(x) = xα dx. Denote B(x, r) = {y ∈ X : ρ(x, y) < r} and observe that X is a space of
homogeneous type in the sense of Coifman-Weiss [19], i.e. the doubling condition holds
µ(B(x, 2r)) ≤ Cµ(B(x, r)),
where C does not depend on x ∈ X and r > 0.
The classical Bessel operator is given by
Bf(x) = −f ′′(x) − α
x
f ′(x).
Slightly abusing notation, we shall also writeB for the densely defined, self-adjoint operator on L2(X,µ)
that corresponds to the differential operator above, see Subsection 2.1 for the semigroup generated byB.
In this paper we consider the Bessel-Schrödinger operator L,
(1.2) Lf = Bf + V · f,
where V ∈ L1loc(X,µ), V ≥ 0. To be more precise, denote 〈f, g〉µ =
∫
fg dµ and define a quadratic
form
Q(f, g) = 〈f ′, g′〉µ + 〈
√
V f,
√
V g〉µ,
with the domain
(1.3) Dom(Q) = cl
{
f ∈ C1c [0,∞) : f ′(0+) = 0
} ∩ {f ∈ L2(X,µ) : √V f ∈ L2(X,µ)} ,
where cl(A) stands for the closure of the set A in the norm ‖f‖L2(X,µ) + ‖f ′‖L2(X,µ). The quadratic
form Q is positive and closed. Therefore, it defines a self-adjoint operator L with the domain
(1.4) Dom(L) =
{
f ∈ Dom(Q) : ∃h ∈ L2(X,µ) ∀g ∈ Dom(Q) Q(f, g) = 〈h, g〉µ
}
.
For f, h as above we put Lf := h. Let Kt = exp(−tL) be the semigroup generated by L. Denote by
Bs the Bessel process on (X,µ). By using the Feynman-Kac formula,
Ktf(x) = E
x
(
exp
(
−
∫ t
0
V (Bs) ds
)
f(Bt)
)
,
one gets that Kt has an integral kernel Kt(x, y) and
(1.5) 0 ≤ Kt(x, y) ≤ Pt(x, y),
where Pt(x, y) is the kernel related to Pt = exp (−tB), see Subsection 2.1.
We define the Hardy space H1(L) by means of the maximal operator associated with Kt, namely
(1.6) H1(L) =
{
f ∈ L1(X, µ) : ‖f‖H1(L) =
∥∥∥∥sup
t>0
|Ktf |
∥∥∥∥
L1(X,µ)
<∞
}
.
The goal of this paper is to give an atomic characterizations of local type for H1(L). Let |I| be the
diameter of I.
Definition 1.7. Let I be a collection of intervals that are closed with respect to the topology on
(0,∞). We call a family I a proper section of X if:
(a) for I, J ∈ I, I 6= J , the intersection I ∩ J is either the empty set or a singleton,
(b) X =
⋃
I∈I I,
(c) there exists a constant C0 > 0 such that for I, J ∈ I, I ∩ J 6= ∅ we have
C−10 |I| ≤ |J | ≤ C0|I|.
Denote τB(c, r) := B(c, τr). For an interval I = B(x, r) (if I = (0, 2A) we take I = B(A,A)), let
cI := B(x, cr). For a family I as in Definition 1.7 we set I∗ := βI for some fixed β > 1. By choosing
any β < min
(
21/3, (1 + C−10 )
1/3
)
we have that I∗∗∗ ∩ J∗∗∗ 6= ∅ if and only if I ∩ J 6= ∅ and
(1.8) I∗∗∗ ⊂ 2I.
We say that a function a : X → C is an (I, µ)-atom if:
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(i) there exist I ∈ I and an interval J ⊂ I∗∗, such that: supp(a) ⊂ J , ‖a‖∞ ≤ µ(J)−1,
∫
a dµ = 0,
or
(ii) there exists I ∈ I, such that a(x) = µ(I)−11I(x).
The atoms as in (ii) are called local atoms.
The atomic Hardy space H1at(I, µ) associated with the collection I is defined in the following way.
We say that f ∈ H1at(I, µ) if
(1.9) f(x) =
∑
n
λnan(x),
where λn ∈ C, an are (I, µ)-atoms, and
∑
n |λn| <∞. Set
(1.10) ‖f‖H1at(I,µ) := inf
∑
n
|λn| ,
where the infimum is taken over all possible representations of f as in (1.9).
For a collection I as above and V ≥ 0, V ∈ L1loc(X,µ) we consider the following two conditions:
- there exist constants C, ε > 0 such that
(D) sup
y∈I∗∗
∫
X
K2k|I|2(x, y) dµ(x) ≤ Ck−1−ε for I ∈ I, k ∈ N,
- there exist constants C, δ > 0 such that
(K)
∫ 2t
0
∫
X
Ps(x, y)1I∗∗∗(y)V (y) dµ(y) ds ≤ C
(
t
|I|2
)δ
for x ∈ X, I ∈ I, t ≤ |I|2.
1.3. Statement of results. Our first main result is the following, cf. [11, Thm. 2.2]
Theorem 1.11. Assume that a proper section I and 0 ≤ V ∈ L1loc(X,µ) are given, so that (D) and
(K) hold. Then H1(L) = H1at(I, µ) and there exists a constant C > 0, such that
C−1 ‖f‖H1at(I,µ) ≤ ‖f‖H1(L) ≤ C ‖f‖H1at(I,µ) .
In the second part we give an important application of Theorem 1.11. Let us restrict ourselves
to α ∈ (0, 1). We prove that for any 0 ≤ V ∈ L1loc(X,µ) we can find a family I(V ) such that the
assumptions of Theorem 1.11 hold, cf. [5, Thm. 2.4] for the case α = 0. To be more precise, let D be
a family of dyadic intervals on (0,∞), that is D = {[k2n, (k + 1)2n] : k ∈ N, n ∈ Z} ∪ {(0, 2n] : n ∈ Z}.
Consider the family I(V ) that consists of maximal dyadic closed intervals I that satisfy
(S)
|2I|2
µ(2I)
∫
2I
V (y) dµ(y) ≤ 1.
In Section 4 we prove that I(V ) is a well defined proper section. The second main result is the
following.
Theorem 1.12.
Let α ∈ (0, 1) and 0 ≤ V ∈ L1loc(X,µ). Then the family I(V ) satisfies the assumptions of Theorem
1.11.
Corollary 1.13. Let α ∈ (0, 1) and 0 ≤ V ∈ L1loc(X,µ). Then there is C > 0, such that
C−1 ‖f‖H1at(I(V ),µ) ≤ ‖f‖H1(L) ≤ C ‖f‖H1at(I(V ),µ) .
The paper is organized as follows. In Section 2 we study the atomic Hardy spaces related to B and
its local versions. This is used in a proof of Theorem 1.11, which is provided in Section 3. Finally, in
Section 4 a proof of Theorem 1.12 is given.
HARDY SPACES FOR BESSEL-SCHRÖDINGER OPERATORS 5
2. Hardy spaces for the Bessel operator
2.1. Global Hardy space for B. In this section we consider the case α > 0. Let Pt = exp(−tB) be
the Bessel semigroup given by
Ptf(x) =
∫
X
Pt(x, y)f(y) dµ(y),
Pt(x, y) = (2t)
−1 exp
(
−x
2 + y2
4t
)
Iα−1
2
(xy
2t
)
(xy)−
α−1
2 ,(2.1)
where Iα(x) =
∑∞
m=0
1
m!Γ(m+α+1)
(
x
2
)2m+α
is the modified Bessel function of the first kind. It is clear
that Pt(x, y) = Pt(y, x) and, since B1(0,∞)(x) = 0, we have that
(2.2)
∫
X
Pt(x, y) dµ(x) = 1.
Let us recall that
(2.3) µ(B(x, t)) ≃ t(x+ t)α.
It is known that the kernel Pt(x, y) satisfies the two-side Gaussian estimates (see, e.g. [24, Lem. 4.2]),
(2.4) C−1µ(B(x,
√
t))−1 exp
(
−|x− y|
2
c1t
)
≤ Pt(x, y) ≤ Cµ(B(x,
√
t))−1 exp
(
−|x− y|
2
c2t
)
,
while the derivative satisfies
(2.5)
∣∣∣∣ ∂∂xPt(x, y)
∣∣∣∣ ≤ Ct−1/2µ(B(x,√t))−1 exp
(
−|x− y|
2
ct
)
.
Let H1(B) be the Hardy space related to Pt, i.e. the space defined as in (1.6) with L andKt replaced
by B and Pt, respectively. We call a function a an µ-atom if
(iii) there exists an interval J ⊆ X , such that: supp(a) ⊂ J , ‖a‖∞ ≤ µ(J)−1,
∫
a dµ = 0.
The atomic Hardy space H1at(µ) is defined as in (1.9) and (1.10) with an being µ-atoms.
Theorem 2.6. [23, Thm. 1.7] Let α > 0. There is C > 0 such that
C−1 ‖f‖H1at(µ) ≤ ‖f‖H1(B) ≤ C ‖f‖H1at(µ) .
2.2. Local Hardy space for B. For τ > 0 we define h1τ (B), the local Hardy space related to B, as
the set of L1(X,µ) functions for which the norm
‖f‖h1τ (B) =
∥∥∥∥∥ supt≤τ2 |Ptf |
∥∥∥∥∥
L1(X,µ)
is finite.
Let Iτ be a proper section of X that consists of closed intervals of length τ .
Theorem 2.7. (a) There exists C > 0 such that for τ > 0 and an (Iτ , µ)-atom a we have
‖a‖h1τ (B) ≤ C.
(b) Let I be an interval such that supp(f) ⊂ I∗ and f ∈ h1|I|(B). Then
f =
∞∑
n=0
λnan,
∞∑
n=0
|λn| ≤ C ‖f‖h1
|I|
(B) ,
where a0(x) = µ(I)
−1
1I(x) and an are µ-atoms supported in I
∗∗ for n ≥ 1.
Let us remark that another characterization of h1τ (B), by mean of a local Riesz transform, was given
in [25, Thm. 2.11]. Theorem 2.7 will be used to prove Theorem 1.11.
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Proof. (a) Obviously, if a is µ-atom, then the statement follows from Theorem 2.6. Assume then that
a(x) = µ(I)−11I(x) and |I| = τ . It is well known that (2.4) implies the boundedness of the maximal
operator supt>0 |Ptf | on L2(X,µ). Using this fact and the Schwarz inequality,∥∥∥∥∥ supt≤τ2 |Pta|
∥∥∥∥∥
L1(I∗∗,µ)
≤ Cµ(I)1/2
∥∥∥∥sup
t>0
|Pta|
∥∥∥∥
L2(X,µ)
≤ Cµ(I)1/2 ‖a‖L2(X,µ) ≤ C.
Denote by cI the center of I and notice that |x− y| ≃ |x− cI | when y ∈ I and x ∈ (I∗∗)c. By (2.4),∥∥∥∥∥ supt≤τ2 |Pta|
∥∥∥∥∥
L1((I∗∗)c,µ)
≤ C
∫
(I∗∗)c
sup
t≤τ2
∫
I
µ(B(x,
√
t))−1 exp
(
−|x− cI |
2
c3t
)
µ(I)−1 dµ(y) dµ(x)
≤ C
∫
(I∗∗)c
sup
t≤|I|2
t−1/2
t
|x− cI |2 dx
≤ C
∫
(I∗∗)c
|I||x− cI |−2 dx ≤ C.
(b) Define λ0 :=
∫
fdµ and g(x) = f(x)− λ0µ(I)−11I(x). Notice that
|λ0| ≤ ‖f‖L1(X,µ) ≤ ‖f‖h1
|I|
(B) .
Therefore, ‖g‖L1(X,µ) ≤ 2 ‖f‖L1(X,µ). Our goal is to prove that
(2.8) ‖g‖H1(B) ≤ C ‖f‖h1
|I|
(B) .
For t ≤ |I|2 using (a) we obtain∥∥∥∥∥ supt≤|I|2 |Ptg|
∥∥∥∥∥
L1(X,µ)
≤ ‖f‖h1
|I|
(B) + |λ0|
∥∥µ(I)−11I∥∥h1
|I|
(B)
≤ C ‖f‖h1
|I|
(B) .
For t ≥ |I|2 we shall use ∫ gdµ = 0. By the symmetry of Pt(x, y) and (2.5),∥∥∥∥∥ supt≥|I|2 |Ptg|
∥∥∥∥∥
L1((I∗∗)c,µ)
≤
∫
(I∗∗)c
sup
t≥|I|2
∣∣∣∣∫
I∗
(Pt(x, y)− Pt(x, cI)) g(y) dµ(y)
∣∣∣∣ dµ(x)
≤
∫
(I∗∗)c
∫
I∗
sup
t≥|I|2
|y − cI |√
t
µ(B(x,
√
t))−1 exp
(
−|x− cI |
2
c2t
)
|g(y)| dµ(y) dµ(x)
≤ C ‖g‖L1(X,µ) |I|
∫
(I∗∗)c
sup
t≥|I|2
t−1 exp
(
−|x− cI |
2
c2t
)
dx
≤ C ‖f‖L1(X,µ) |I|
∫
(I∗∗)c
|x− cI |−2 dx ≤ C ‖f‖h1
|I|
(B) .
Likewise, ∥∥∥∥∥ supt≥|I|2 |Ptg|
∥∥∥∥∥
L1(I∗∗,µ)
≤ C
∫
I∗∗
∫
I∗
sup
t≥|I|2
µ(B(x,
√
t))−1 |g(y)| dµ(y) dµ(x)
≤ C ‖g‖L1(X,µ)
∫
I∗∗
sup
t≥|I|2
t−1/2 dx ≤ C ‖f‖h1
|I|
(B) .
From (2.8) we have that g ∈ H1(B), so using Theorem 2.6 we obtain λk and µ-atoms ak such that
g =
∑∞
k=1 λkak. Consequently,
f =
∞∑
k=0
λkak,
∞∑
k=0
|λk| ≤ C ‖f‖h1
|I|
(B) ,
where a0(x) = µ(I)
−1
1I(x).
The only problem we have to deal with is that ak are not necessarily supported in I
∗∗. Let ψ be a
function such that ψ ≡ 1 on I∗, ψ ≡ 0 on (I∗∗)c, and ‖ψ′‖∞ ≤ C|I|−1. Then f = ψf . To complete the
proof we will show, that for every µ-atom ak there exist sequences λ
j
k ∈ C and ajk, such that each ajk is
either µ-atom or ajk = µ(I)
−1
1I , and ak =
∑
j λ
j
ka
j
k,
∑
j |λjk| < C, with C that not depend on k. Fix
a = ak and an interval J ⊆ X such that: supp(a) ⊂ J , ‖a‖∞ ≤ µ(J)−1. Obviously supp(ψa) ⊆ I∗∗∩J ,
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and if J ⊂ I∗, then ψa = a is an µ-atom. Furthermore, if J ⊂ (I∗∗)c, then ψa = 0, so it suffices to
consider the case that J ∩ (I∗)c ∩ I∗∗ 6= ∅. Denote K := I∗∗ ∩ J . Observe that |K| ≤ C0|I| and let
N ∈ N be such that 1/2N+1|I| ≤ C−10 |K| ≤ 1/2N |I|.
Define λ :=
∫
ψa dµ and notice that
|λ| =
∣∣∣∣∫
K
ψ(x)a(x) dµ(x)
∣∣∣∣ = ∣∣∣∣∫
K
a(x)(ψ(x) − ψ(cK)) dµ(x)
∣∣∣∣
≤ C|I|−1µ(K)−1
∫
K
|x− cK | dµ(x)
≤ C|I|−1|K| ≤ C2−N .
Let us choose intervals Ij , such that K =: I0 ⊂ I1 ⊂ · · · ⊂ IN ⊂ I∗∗, where |Ij+1|/|Ij | = 2 and
|IN | ≃ |I|. Then
ψa =
(
ψa− λµ(I0)−11I0
)
+
N∑
j=1
λ
(
µ(Ij−1)
−1
1Ij−1 − µ(Ij)−11Ij
)
+ λ(µ(IN )
−1
1IN − µ(I)−11I) + λµ(I)−11I =
N+2∑
j=0
bj .
Observe that:
(1) supp(b0) ⊆ I0,
∫
b0 dµ = 0, and
‖b0‖∞ ≤ C(1 + 2−N)µ(I0)−1 ≤ Cµ(I0)−1,
(2) for j = 1, ..., N we have: supp(bj) ⊆ Ij ,
∫
bj dµ = 0, and
‖bj‖∞ ≤ C|λ|µ(Ij)−1 ≤ C2−Nµ(Ij)−1,
(3) supp(bN+1) ⊆ I∗∗, ‖bN+1‖∞ ≤ C|λ|µ(I)−1 and
∫
bN+1 dµ = 0.
We conclude that bj are multiples of (I|I|, µ)-atoms and∥∥∥∥∥∥
N+2∑
j=0
bj
∥∥∥∥∥∥
H1at(I|I|,µ)
≤ C
N+2∑
j=0
2−N ≤ C.

Corollary 2.9. There exists a constant C > 0 such that for τ > 0 we have
C−1 ‖f‖H1at(Iτ ,µ) ≤ ‖f‖h1τ (B) ≤ C ‖f‖H1at(Iτ ,µ) .
The right inequality in Corolarry 2.9 follows easily from Theorem 2.7(a). For the left inequality one
uses Theorem 2.7(b) with a suitable partition of unity and methods as in Lemmas 3.2 and 3.5 below.
We omit the details.
3. Proof of Theorem 1.11
3.1. Auxiliary estimates. For a proper section I let {φI}I∈I be a partition of unity associated with
I, that is a family of C∞ functions on X , such that supp(φI) ⊂ I∗, 0 ≤ φI ≤ 1, ‖φ′I‖∞ ≤ |I|−1 and∑
I∈I φI(x) = 1 for all x ∈ X .
The perturbation formula states that
(3.1) Pt(x, y)−Kt(x, y) =
∫ t
0
∫
X
Pt−s(x, z)V (z)Ks(z, y) dµ(z)ds.
To prove Theorem 1.11 we closely follow the proof of [11, Thm. 2.2]. However, in our weighted
space, some technical difficulties appear. Therefore we present all the details for convenience of the
reader.
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Lemma 3.2. For I ∈ I and f ∈ L1(X, µ),∥∥∥∥∥ supt≤4|I|2 |Pt(φIf)|
∥∥∥∥∥
L1((I∗∗)c, µ)
≤ C ‖φIf‖L1(X, µ) .
Proof. Denote by cI the center of the interval I ∈ I. For x ∈ (I∗∗)c and y ∈ I∗ we have |x− y| ≃
|x− cI |. Notice that (2.3) implies
(3.3) µ(B(x,
√
t))−1xα ≤ t−1/2.
Using (2.4) the left-hand side is bounded by∫
(I∗∗)c
sup
t≤4|I|2
∫
I∗
µ(B(x,
√
t))−1e−
|x−y|2
c2t |φI(y)f(y)| dµ(y) dµ(x)
≤ C ‖φIf‖L1(X,µ)
∫
(I∗∗)c
sup
t≤4|I|2
x−αt−
1
2 e
−
|x−cI |
2
c3t dµ(x)
≤ C ‖φIf‖L1(X,µ)
∫
(I∗∗)c
sup
t≤4|I|2
t−
1
2
t
|x− cI |2 dx
≤ C ‖φIf‖L1(X,µ)
∫
(I∗∗)c
|I||x− cI |−2 dx
≤ C ‖φIf‖L1(X, µ) .

Lemma 3.4. For I ∈ I and f ∈ L1(X, µ),
‖φIf‖h1
|I|
(B) ≃
∥∥∥∥∥ supt≤|I|2 |Pt(φIf)|
∥∥∥∥∥
L1(I∗∗, µ)
.
Denote
f˜I :=
∑
J:I∩J 6=∅
φJf, f¯I := f − f˜I =
∑
J:I∩J=∅
φJf.
Lemma 3.5. For I ∈ I and f ∈ L1(X, µ),∥∥∥∥∥ supt≤|I|2
∣∣∣Kt (φI f˜I)− φIKt (f˜I)∣∣∣
∥∥∥∥∥
L1(I∗∗, µ)
≤ C
∑
J:I∩J 6=∅
‖φJf‖L1(X,µ) .
Proof. Denote I˜ = ∪J:I∩J 6=∅J∗. Note that for x ∈ I∗∗ and y ∈ I˜, there is |x− y| ≤ C|I| and
(3.6) sup
t≤|I|2
t−
1
2 e−
|x−y|2
c2t ≤ C |x− y|−1 .
Using (1.5), (2.4), (3.3), and (3.6),
∥∥∥∥∥ supt≤|I|2
∣∣∣Kt (φI f˜I)− φIKt (f˜I)∣∣∣
∥∥∥∥∥
L1(I∗∗, µ)
≤
∫
I∗∗
sup
t≤|I|2
∫
I˜
|φI(y)− φI(x)|Kt(x, y)
∣∣∣f˜I(y)∣∣∣ dµ(y) dµ(x)
≤ C
∫
I∗∗
∫
I˜
|x− y| ‖φ′I‖∞ sup
t≤|I|2
t−
1
2 e−
|x−y|2
c2t
∣∣∣f˜I(y)∣∣∣ dµ(y) dx
≤ C
∫
I∗∗
|I|−1dx
∥∥∥f˜I∥∥∥
L1(X,µ)
.

Lemma 3.7. Assume that V and I are given, so that (D) holds. Then∑
I∈I
∥∥∥∥sup
t>0
∣∣Kt (f¯I)∣∣∥∥∥∥
L1(I∗∗∗, µ)
≤ C ‖f‖L1(X,µ) .
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Proof. Denote sm = 2
m|I|2 and let m ≥ 2. By the semigroup property, (1.5), (2.4),∥∥∥∥∥ supsm≤t≤sm+1Kt(|φJf |)
∥∥∥∥∥
L1(X,µ)
≤
∫
X
sup
sm≤t≤sm+1
∫
X
∫
X
Pt−sm−1(x, z)Ksm−1(z, y) |φJ (y)f(y)| dµ(z) dµ(y) dµ(x)
≤ C
∫
X
|φJ (y)f(y)|
∫
X
Ksm−1(z, y)
∫
X
s−1/2m exp
(
−|x− z|
2
c3sm
)
dx dµ(z) dµ(y)
≤ C(m− 1)−1−ε · ‖φJf‖L1(X,µ) .
In the last inequality we have applied (D). Using the above estimate and Lemma 3.2,∑
I∈I
∥∥∥∥∥supt>0
∣∣∣∣∣Kt
( ∑
J:I∩J=∅
φJf
)∣∣∣∣∣
∥∥∥∥∥
L1(I∗∗∗, µ)
≤
∑
J∈I
∑
I:J∩I=∅
∥∥∥∥sup
t>0
Kt(|φJf |)
∥∥∥∥
L1(I∗∗∗, µ)
≤ C
∑
J∈I
∥∥∥∥sup
t>0
Kt(|φJf |)
∥∥∥∥
L1((J∗∗)c, µ)
≤ C
∑
J∈I
∥∥∥∥∥ supt≤4|J|2Kt(|φJf |)
∥∥∥∥∥
L1((J∗∗)c, µ)
+ C
∑
J∈I
∞∑
m=2
∥∥∥∥∥ supsm≤t≤sm+1Kt(|φJf |)
∥∥∥∥∥
L1((J∗∗)c, µ)
≤ C
∑
J∈I
‖φJf‖L1(X,µ) + C
∑
J∈I
∞∑
m=2
m−1−ε · ‖φJf‖L1(X,µ) ≤ C ‖f‖L1(X,µ) .

Lemma 3.8. ∫ ∞
0
∫
X
V (z)Ks(|f |)(z) dµ(z) ds ≤ C ‖f‖L1(X,µ)
Proof. By integrating (3.1) and using (2.2) we obtain∫ t
0
∫
X
V (z)Ks(z, y) dµ(z) ds ≤ C.
The proof is finished by setting t→∞. 
Lemma 3.9. Assume that V and I are given, so that (K) holds. Then for I ∈ I,∥∥∥∥∥ supt≤|I|2 |(Pt −Kt)(φIf)|
∥∥∥∥∥
L1(X,µ)
≤ C ‖φIf‖L1(X, µ) .
Proof. By (1.5) and Lemma 3.2,∥∥∥∥∥ supt≤|I|2 |(Pt −Kt)(φIf)|
∥∥∥∥∥
L1((I∗∗)c, µ)
≤ C ‖φIf‖L1(X,µ) .
Consider the integral on I∗∗. From (3.1),
(Pt −Kt)(φIf)(x) =
∫ t
0
Pt−s(V
′′Ks(φIf))(x) ds +
∫ t
0
Pt−s(V
′Ks(φIf))(x) ds
where V = 1I∗∗∗V + 1(I∗∗∗)cV = V
′ + V ′′. Repeating the argument from the proof of Lemma 3.2 and
using Lemma 3.8 we obtain∥∥∥∥∥ supt≤|I|2
∫ t
0
Pt−s(V
′′Ks(φIf)) ds
∥∥∥∥∥
L1(I∗∗, µ)
≤ C ‖φIf‖L1(X,µ) .
To estimate the integral that contains V ′ write∣∣∣∣∫ t
0
Pt−s(V
′Ks(φjf))(x) ds
∣∣∣∣ ≤ ∫ t/2
0
Pt−s(V
′Ps(|φjf |))(x) ds +
∫ t
t/2
Pt−s(V
′Ps(|φjf |))(x) ds
= A1,t(x) +A2,t(x).
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Let tm = 2
−m|I|2. Similarly as in proof of the Lemma 3.7 we obtain∥∥∥∥∥ supt≤|I|2A1,t
∥∥∥∥∥
L1(X,µ)
≤
∞∑
m=0
∫
X
sup
tm+1≤t≤tm
∫ t/2
0
∫
X
Pt−s(x, y)V
′(y)Ps(|φIf |)(y) dµ(y) ds dµ(x)
≤ C
∞∑
m=0
∫
X
∫ tm
0
V ′(y)Ps(|φIf |)(y)
∫
X
t
− 1
2
m e
− |x−y|
2
c3tm dx ds dµ(y)
≤ C
∞∑
m=0
∫ tm
0
∫
X
1I∗∗∗(y)V (y)Ps(|φIf |)(y) dµ(y) ds
≤ C
∞∑
m=0
(
2−m|I|2
|I|2
)δ
‖φIf‖L1(X,µ) .
In the last inequality we have used (K). To estimate A2,t we proceed similarly noticing that for
t ∈ [tm+1, tm] and s ∈ [t/2, t] we have s ∈ [tm+2, tm]. The details are left to the reader. 
3.2. Proof of Theorem 1.11. First inequality. Assume that f ∈ H1(L). Observe that φIf = φI f˜I
and
Kt (φIf) = Kt
(
φI f˜I
)
− φIKt
(
f˜I
)
− φIKt
(
f¯I
)
+ φIKt (f) .
From Lemmas 3.5 and 3.7 we deduce that
∑
I∈I
∥∥∥∥∥ supt≤|I|2 |Kt(φIf)|
∥∥∥∥∥
L1(I∗∗, µ)
≤
∑
I∈I
∥∥∥∥∥ supt≤|I|2
∣∣∣Kt (φI f˜I)− φIKt (f˜I)∣∣∣
∥∥∥∥∥
L1(I∗∗, µ)
+
∑
I∈I
∥∥∥∥∥ supt≤|I|2 ∣∣φIKt (f¯I)∣∣
∥∥∥∥∥
L1(I∗∗, µ)
+
∑
I∈I
∥∥∥∥∥ supt≤|I|2 |φIKtf |
∥∥∥∥∥
L1(I∗∗, µ)
≤C
(
‖f‖L1(X,µ) + ‖f‖H1(L)
)
≤ C ‖f‖H1(L) .
The above estimate, together with Corollary 3.4 and Lemma 3.9, lead to
∑
I∈I
‖φIf‖h1
|I|
(B) ≤ C
∑
I∈I
∥∥∥∥∥ supt≤|I|2 |(Pt −Kt)(φIf)|
∥∥∥∥∥
L1(I∗∗, µ)
+ C
∑
I∈I
∥∥∥∥∥ supt≤|I|2 |Kt(φIf)|
∥∥∥∥∥
L1(I∗∗, µ)
≤ C ‖f‖H1(L) .
Now we use Theorem 2.7(b) for each φIf getting (λ
I
n)n and (I, µ)-atoms (aIn)n, so that
φIf(x) =
∑
n
λIna
I
n(x), and
∑
n
∣∣λIn∣∣ ≤ C ‖φIf‖h1
|I|
(B) .
Notice that
∑
n,I
∥∥λInaIn∥∥L1(X,µ) <∞, since ∥∥aIn∥∥L1(X,µ) ≤ 1. Summing up for all I ∈ I we finish the
first part of the proof.
Second inequality. Let a be an (I, µ)-atom, such that supp(a) ⊂ I∗∗. There exists an integer
m ≥ 0, independent of I, such that
inf
{|I|2 : J ∈ I, J ∩ I 6= ∅} ≥ 2−m|I|2.
Denote tn = 2
−n|I|2, n ∈ Z. Observe that∥∥∥∥ sup
t≤tm
|Kt(a)|
∥∥∥∥
L1(X,µ)
≤
∥∥∥∥ sup
t≤tm
|(Kt − Pt)(a)|
∥∥∥∥
L1(X,µ)
+
∥∥∥∥ sup
t≤tm
|Pt(a)|
∥∥∥∥
L1(X, µ)
≤ ‖a‖L1(X,µ) .
In the last inequality we applied Lemma 3.9 and Theorem 2.7(b), since a is also an (I|I|, µ)-atom.
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It suffices to estimate
∥∥supt>tm |Kta|∥∥L1(X,µ). This is done by using (1.5) and (K). Indeed, using
similar methods as in the proof of Lemma 3.2,∥∥∥∥ sup
t>tm
|Kta|
∥∥∥∥
L1(X, µ)
≤
∑
n≤m
∥∥∥∥∥ suptn≤t≤tn−1 |Kta|
∥∥∥∥∥
L1(X,µ)
≤
∑
n≤m
∥∥∥∥∥ suptn+1≤t≤3tn+1Kt ∣∣Ktn+1a∣∣
∥∥∥∥∥
L1(X, µ)
≤ C
∑
n≤m+1
∫
X
∫
X
K2−n|I|2(x, y) |a(y)| dµ(y) dµ(x)
≤ C ‖a‖L1(X,µ) ≤ C,
since the operator suptn+1≤t≤3tn+1 Kt is bounded on L
1(X,µ), see (2.4).
4. Proof of Theorem 1.12.
In the whole section we assume that α ∈ (0, 1). Recall that for 0 ≤ a < b,
(4.1) µ((a, b)) =
b1+α − a1+α
1 + α
≃
{
bα+1 2a ≤ b
(b− a)aα 2a ≥ b.
If I = (a, b) ⊂ (0,∞), by (4.1) and the Mean-Value Theorem we easily get
(4.2)
|I|2
µ(I)
≃ b1−α − a1−α.
Lemma 4.3. For α ∈ (0, 1) and I ⊂ J ⊂ (0,∞),
|I|2
µ(I)
∫
I
V (y) dµ(y) ≤ |J |
2
µ(J)
∫
J
V (y) dµ(y).
Proof. Obviously, since V ≥ 0, it is enough to prove that
(4.4)
|I|2
µ(I)
≤ |J |
2
µ(J)
,
provided that I ⊂ J ⊂ (0,∞).
Let a ≤ b ≤ c ≤ d and I = (b, c) ⊂ (a, d) = J . Denote Γ(x, y) = (y− x)2/(yα+1 − xα+1). Now, (4.4)
is equivalent to Γ(b, c) ≤ Γ(a, d). This is done in two steps.
Step 1: Γ(b, c) ≤ Γ(a, c). Denote a = sc and b = tc, where 0 < s ≤ t < 1. It is enough to prove
(1 − t)2
1− tα+1 ≤
(1 − s)2
1− sα+1 .
By a simple calculus argument, the function F1(x) = (1 − x)2/(1− xα+1) is monotonically decreasing
for x ∈ (0, 1).
Step 2: Γ(a, c) ≤ Γ(a, d). Similarly, let c = t′a, d = s′a, 1 < t′ ≤ s′. The function
F2(x) = (x− 1)2/(xα+1 − 1) is monotonically increasing in (1,∞), thus
(t′ − 1)2
(t′)α+1 − 1 ≤
(s′ − 1)2
(s′)α+1 − 1 .

Proposition 4.5. Let V ∈ L1loc(X,µ), V ≥ 0. Then the family I(V ) of maximal dyadic intervals
satisfying (S) is a proper section (see Definition 1.7).
Proof. For a closed dyadic interval I consider F (I) = |2I|2µ(2I)−1 ∫
2I
V dµ and denote by Id the
smallest dyadic interval properly containing I. Notice that 2I ⊆ 2Id and, by Lemma 4.3, we have
F (I) ≤ F (Id). Also, for an increasing sequence of dyadic intervals In ⊂ In+1 we have limn→∞ F (In) =
∞ and limn→−∞ F (In) = 0, see (4.2).
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This justifies the choice of I(V ) as maximal dyadic intervals such that (S) holds. What is left to
prove is that I(V ) is a proper section, namely we need to show that for I, J ∈ I(V ), I ∩J 6= ∅ we have
|I| ≃ |J |.
By contradiction, suppose that there exist Ik, Jk such that Ik ∩ Jk 6= ∅ and |Ik|/|Jk| → ∞. We can
assume that 2Jdk ⊆ 2Ik for all k. Denote, ak = |Ik|2µ(Ik)−1|Jk|−2µ(Jk). By the choice of I,
1 ≥ |2Ik|
2
µ(2Ik)
∫
2Ik
V (y) dµ(y) ≥ |2Ik|
2
µ(2Jdk )
µ(2Ik)
∣∣2Jdk ∣∣2
∣∣2Jdk ∣∣2
µ(2Jdk )
∫
2Jd
k
V (y) dµ(y) ≥ C−1ak.
The proof will be finished when we show that ak →∞. This follows from (4.1) by considering several
cases. Let a, b, c be such that 0 ≤ a < b < c.
Case 1: Jk = [a, b], Ik = [b, c].
Subcase 1: 4a ≤ 2b ≤ c. Using (4.1) we have
ak ≃ (c/b)2(b/c)1+α = (c/b)1−α ≃ (|Ik|/|Jk|)1−α.
Subcase 2: 4a ≤ 2b ≥ c. This subcase can hold only for finite k.
Subcase 3: 4a ≥ 2b ≤ c. Using (4.1) we have
ak ≃ c
2
(b− a)2
(b− a)aα
cα+1
=
aαc
cα(b − a) ≥
c1−α
(b− a)1−α ≃ (|Ik|/|Jk|)
1−α.
Subcase 4: 4a ≥ 2b ≥ c. Using (4.1) we have
ak ≃
(
c− b
b− a
)2
(b− a)aα
(c− b)bα ≃ |Ik|/|Jk|.
Case 2: Jk = [b, c], Ik = [a, b]. Then
ak ≥ C
( |Ik|
|Jk|
)2 |Jk|bα
|Ik|bα ≃ |Ik|/|Jk|.

Recall that 〈f, g〉µ =
∫
X fg dµ, so that 〈−Bφ, ψ〉µ = 〈φ,−Bψ〉µ for appropriate ψ, φ. For y > 0 the
equation
〈−Bφy, ψ〉µ = ψ(y)
has the solution given by φy(x) =
1
2(1−α)
∣∣x1−α − y1−α∣∣. We shall use φy to construct superharmonic
functions that will be crucial in the proof of (D).
Lemma 4.6. Let α ∈ (0, 1), 0 ≤ V ∈ L1loc(X,µ), and I(V ) is as in Proposition 4.5. Then∫
X
K2n|I|2(x, y) dµ(x) ≤ C2−
1−α
2
n
for y ∈ I∗∗, I ∈ I(V ), and n ≥ 0.
Proof. Let I be a dyadic interval such that
|2I|2
µ(2I)
∫
2I
V dµ ≤ 1, |2I
d|2
µ(2Id)
∫
2Id
V dµ > 1.
From (1.8) we have I∗∗ ⊂ 2I. By a continuity argument there exists J such that 2I ⊂ J ⊂ 2Id and
|J|2
µ(J)
∫
J
V dµ = 1. Let J = (a, b) and observe that |J | ≃ |I|. Define
(4.7) φI(x) = 1 +
1
2(1− α)
∫
J
V (y)
∣∣x1−α − y1−α∣∣ dµ(y).
Fix z ∈ I∗∗. By (4.2) and the doubling condition,
(4.8) φI(z) ≤ 1 + C sup
y,y′∈J
|y1−α − (y′)1−α|
∫
J
V dµ ≃ C.
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Also, we claim that for x ∈ X ,
(4.9) φI(x) ≃ 1 +
µ(J)
∣∣x1−α − z1−α∣∣
|J |2 .
Indeed, if x is such that |x1−α − z1−α| ≤ C|J |2µ(J)−1, with C large enough, this follows exactly as in
(4.8). In the opposite case |x1−α − z1−α| ≥ C|J |2µ(J)−1, we have |x1−α − z1−α| ≃ |x1−α − y1−α| for
y ∈ J and the claim follows.
Now we proceed to a crucial argument that uses superharmonicity. Observe that formal calculation
gives
−LφI(x) = −BφI(x)− V (x)φI (x) = V (x)(1J (x)− φI(x)) ≤ 0
and, consequently,
∂
∂t
KtφI(z) =
∫
X
Kt(z, x)(−LφI(x)) dµ(x) ≤ 0.
This leads to
(4.10) KtφI(z) ≤ φI(z), t > 0.
However, φI is not in Dom(L) (or even in L
2(X,µ)), thus we provide a detailed proof of (4.10) in
Appendix.
Denote
θ(t) =
∫
X
Kt(z, x) dµ(x), t > 0.
Our goal is prove that, there exists c0 such that for every n ∈ N
(4.11) θ(2n|I|2) ≤ c02−
1−α
2
n.
This will follow by induction argument. Let t > 0. By (1.5) and (2.4),
(4.12) K2t(z, x) =
∫
X
Kt(z, y)Kt(y, x) dµ(y) ≤ Cθ(t)µ(B(x,
√
t))−1
and
θ(2t) =
∫
|x1−α−z1−α|<R
K2t(z, x) dµ(x) +
∫
|x1−α−z1−α|>R
K2t(z, x) dµ(x) = A1 +A2.
Here R > 0 will be specified later. By (4.9), (4.10), and (4.8) we have
A2 ≤ |J |
2
Rµ(J)
∫
|x1−α−z1−α|>R
K2t(z, x)
µ(J)
∣∣x1−α − z1−α∣∣
|J |2 dµ(x)
≤ CR−1|J |2µ(J)−1
∫
K2t(z, x)φI(x) dµ(x)
≤ CR−1|J |2µ(J)−1.
To estimate A1 we use (4.12) and (2.3),
A1 ≤ Cθ(t)
∫
|x1−α−z1−α|<R
µ(B(x,
√
t))−1 dµ(x)
≤ Cθ(t)t−1/2
∫
|x1−α−z1−α|<R
dx.
Case A: z1−α ≥ 2R, then∫
|x1−α−z1−α|<R
dx = (z1−α +R)
1
1−α − (z1−α −R) 11−α ≤ CRzα.
In this case
(4.13) θ(2t) ≤ c1
(
θ(t)t−1/2Rzα +R−1|J |2µ(J)−1
)
.
Case B: z1−α < 2R, ∫
|x1−α−z1−α|<R
dx ≤ C(z1−α +R) 11−α ≤ CR 11−α .
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In this case
(4.14) θ(2t) ≤ c2
(
θ(t)t−1/2R
1
1−α +R−1|J |2µ(J)−1
)
.
Now we proceed to the proof of (4.11). The first step, θ(|I|2) ≤ C, follows simply by (1.5). Assume
that (4.11) holds for some n. The proof is finished by considering four cases. Since the calculations are
similar in all the cases we present a detailed argument only in Subcase 1.1.
Case 1: ρ(0, I) ≥ 2|I|. In this case µ(I) ≃ |I|zα.
Subcase 1.1: θ(2n|I|2) ≥ 2n/2|I|2z−2. Observe that
R1 := 2
−1θ(2n|I|2)−1/2(2n|I|2)1/4|I|1/2z−α
≤ 2−12−n/4|I|−1z 2n/4|I|1/2|I|1/2z−α
= z1−α/2.
Therefore we can use (4.13) with R = R1 and t = 2
n|I|2 together with the induction hypothesis, getting
θ(2n+1|I|2) ≤ c1[θ(2n|I|2)(2n|I|2)−1/22−1θ(2n|I|2)−1/2(2n|I|2)1/4|I|1/2z−αzα
+ 2θ(2n|I|2)1/2(2n|I|2)−1/4|I|−1/2zα|I|2µ(I)−1]
≤ c3(θ(2n|I|2)1/22−n/4 + θ(2n|I|2)1/22−n/4|I|−1zα|I|2(zα|I|)−1)
= 2c3θ(2
n|I|2)1/22−n/4
≤ 2c3c1/20 2−n
1−α
4 2−
n
4 ≤ c02−(n+1)
1−α
2 .
The last inequality holds if we choose c0 such that c0 ≥ (2c3)221−α.
Subcase 1.2: θ(2n|I|2) ≤ 2n/2|I|2z−2. One easily checks that
R2 := 2
−1
(
θ(2n|I|2)−1(2n|I|2)1/2|I|z−α
) 1−α
2−α
> z1−α/2.
Putting R = R2 and t = 2
n|I|2 into (4.14) and using the induction hypothesis,
θ(2n+1|I|2) ≤ c4
(
θ(2n|I|2)(2n|I|2)−1/2|I| 11−α z− α1−α
) 1−α
2−α
≤ c4
(
θ(2n|I|2)(2n|I|2)−1/2|I|
) 1−α
2−α
≤ c4
(
c0(2
−n)
1−α
2
+ 1
2
) 1−α
2−α ≤ c02−(n+1) 1−α2 .
In the last inequality we choose c0 such that c0 ≥ c2−α4 2(1−α)(2−α)/2. Notice that we have used z ≥ |I|,
which follows from ρ(0, I) ≥ 2|I|.
Case 2: ρ(0, I) ≤ 2 |I|. In this case µ(I) ≃ |I|α+1. Notice that z ≤ 4|I|.
Subcase 2.1 θ(2n|I|2) ≥ 2n/2|I|2−αzα−2. Observe that
R3 := 2
−1θ(2n|I|2)−1/2(2n|I|2)1/4|I| 1−α2 z−α/2 < z1−α/2.
Putting R = R3 and t = 2
n|I|2 into (4.13) and using the induction hypothesis,
θ(2n+1|I|2) ≤ c5θ(2n|I|2)1/22−n/4zα/2|I|−α/2
≤ c5c1/20 2−n
1−α
4 2−
n
4 zα/2|I|−α/2
≤ c5c1/20 2α2−n
1−α
4 2−
n
4
≤ c02−(n+1)
1−α
2 .
The last inequality holds if we choose c0 such that c0 ≥ c2521+α.
Subcase 2.2 θ(2n|I|2) < 2n/2|I|2−αzα−2. One easily checks that
R4 := 2
−1
(
θ(2n|I|2)−1(2n|I|2)1/2|I|1−α
) 1−α
2−α
> z1−α/2.
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Putting R4 and t = 2
n|I|2 into (4.14) we obtain
θ(2n+1|I|2) ≤ c6
(
θ(2n|I|2)(2n|I|2)−1/2|I|
) 1−α
2−α
≤ c6
(
c0(2
−n)
1−α
2
+ 1
2
) 1−α
2−α ≤ c02−(n+1)
1−α
2 ,
similarly as in subcase 1.2. 
Lemma 4.15. Let α ∈ (0, 1), 0 ≤ V ∈ L1loc(X,µ), and I(V ) is as in Proposition 4.5. Then the pair
(V, I(V )) satisfies (K).
Proof. Case 1: ρ(0, I) ≤ 2 |I|. In this case µ(I) ≃ |I|1+α. Using (2.4), (2.3) and (1.8),∫ 2t
0
∫
I∗∗∗
Ps(x, y)V (y) dµ(y) ds ≤ C
∫ 2t
0
s−
1+α
2 ds ·
∫
I∗∗∗
V dµ ≤ Ct 1−α2 µ(I)|I|2 ≤ C
(
t
|I|2
) 1−α
2
.
Case 2: ρ(0, I) > 2 |I|. In this case µ(I) ≃ |I|cαI , where cI denotes the center of I. Using (2.4), (1.8)
and the doubling condition,∫ 2t
0
∫
I∗∗∗
Ps(x, y)V (y) dµ(y) ds ≤ C
∫ 2t
0
∫
I∗∗∗
µ(B(y,
√
s))−1V (y)dµ(y)ds
≤ C
∫ 2t
0
s−
1
2 c−αI ds ·
∫
I∗∗∗
V (y)dµ(y)
≤ Ct 12 µ(I)|I|2 c
−α
I ≤ C
(
t
|I|2
) 1
2
.

Combining Lemmas 4.6 and 4.15 we obtain Theorem 1.12.
Appendix
The goal of this Appendix is to give a precise proof of the formula (4.10). In order to do this
we need to pay careful attention to boundary conditions near zero, c.f. (1.3) and (1.4). Recall that
J = (a, b), 0 ≤ a < b, and ∫
J
V dµ = µ(J)|J |−2 =: cJ > 0. Moreover, by (4.7), φI ∈ L∞loc[0,∞),
|φI(x) − φI(0)| ≤ Cx1−α at x = 0, and
(4.16) φ′I(x) =
1
2
x−α

−cJ , x ≤ a∫ x
a V (y) dµ(y)−
∫ b
x V (y) dµ(y), x ∈ (a, b)
cJ , x ≥ b,
(4.17) − φ′′I (x)−
α
x
φ′I(x) = −1J(x)V (x).
Since φI is not bounded in the infinity, we shall need some cut-off functions:
ηn ∈ C∞c (X), ηn → 1X , χ[0,n](x) ≤ ηn(x) ≤ χ[0,n+1](x), ‖η′n‖∞ + ‖η′′n‖∞ ≤ C.
Lemma 4.18. Let n ∈ N, ψ ∈ Dom(Q), ψ ≥ 0, supp(ψ) ⊆ [0, n]. Then φIηn+1 ∈ Dom(Q) and
(4.19) Q(ψ, φIηn+1) ≥ 0.
Proof. To simplify the notation we denote η = ηn+1. Let us first prove that φIη ∈ Dom(Q). It is clear
that
√
V φIη ∈ L2(X,µ), since supp η is compact, φI , η ∈ L∞loc(X) and V ∈ L1loc(X). Observe that
φIη ∈ C1(X), but near zero we only have |(φIη)′(x)| ≤ Cx−α . Let τk ∈ C∞c (X) be such that
χ[2/k,∞)(x) ≤ τk(x) ≤ χ[1/k,∞)(x) and ‖τ ′k‖∞ ≤ Ck.
Define a sequence κk = φIητk + φI(0)η(1 − τk). It is clear that κk ∈ C1c [0,∞), κ′k(0+) = 0, and
κk → φIη in L2(X,µ). Moreover,
κ′k = (φIη)
′τk + φI(0)η
′(1− τk) + (φI − φI(0))ητ ′k = (φIη)′τk + rk.
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Observe that η′(1− τk) = 0 and
‖(φI − φI(0))ητ ′k‖2L2(X,µ) ≤ C
∫ 2/k
1/k
x2(1−α) ‖τ ′k‖2∞ dµ(x) ≤ Ckα−1,
thus ‖rk‖L2(X,µ) → 0. Now, (φIη−κn)′ = (φIη)′(1− τk)− rk → 0 in L2(X,µ) since (φIη)′ ∈ L2(X,µ).
This finishes the proof that φIη ∈ Dom(Q).
What is left is to check (4.19). Since φI ≥ 1, ψ ≥ 0, and −φ′I(x)xα|x=0+ = cJ/2 > 0 the proof
follows from a formal calculation based on (4.17), namely
(4.20)
∫
X
ψ′(x)(φI (x)η(x))
′ dµ(x) = −
∫
X
ψ(x)1J (x)V (x) dµ(x) − ψ(x)φ′I (x)xα|x=0+ .
In the rest of the proof, for reader’s convenience, we provide a detailed argument for (4.20). The main
problem is to deal with the boundary x = 0. Since ψ ∈ Dom(Q), we can find ψk ∈ C1c [0,∞), ψ′k(0+) =
0, such that ψk → ψ, ψ′k → ψ′ in L2(X,µ). We can additionally assume that supp(ψk) ⊆ [0, n + 1].
By integrating by parts,∫
X
ψ′(φIη)
′dµ = lim
k→∞
∫
X
ψ′kκ
′
k dµ = lim
k→∞
∫
X
ψ′k(φIη)
′τk dµ
= − lim
k→∞
∫
X
ψk
(
(φIη)
′′
+
α
x
(φIη)
′
)
τk dµ− lim
k→∞
∫
X
ψk (φIη)
′
τ ′k dµ
= A1 +A2
Since, η = 1 on supp(ψk), by (4.17) we get A1 → −
∫
X
ψ1JV dµ as k → ∞. Notice that (φIη)′ (x) =
φ′I(x) = −x−α(cJ/2− p(x)) on (1/k, 2/k), where p(x) = 0 when a > 0 or p(x) =
∫ x
0 V dµ when a = 0.
We shall consider only the latter case, getting
A2 = lim
k→∞
∫ 2/k
1/k
ψk
(cJ
2
− p(x)
)
τ ′k dx
= lim
k→∞
(
cJ
2
ψk(2/k)− ψk(2/k)p(2/k)−
∫ 2/k
1/k
ψ′k
(cJ
2
− p(x)
)
τk dx +
∫ 2/k
1/k
ψkV τk dµ(x)
)
= A3 +A4 +A5 +A6.
From the fact that ψ, ψn, ψ
′, ψ′n ∈ L2(X) one can deduce that ψ, ψn ∈ C[0,∞). Moreover, by the
Cauchy-Schwarz inequality,
|ψk(x) − ψk(0)| =
∣∣∣∣∫ x
0
ψ′k(y)dy
∣∣∣∣ ≤ C ‖ψ′k‖L2(X,µ) x(1−α)/2 ≤ Cx(1−α)/2.
As a consequence we get that ψk(0)→ ψ(0) and A3 → φ(0)cJ/2 > 0. The proof is finished by noticing
that A4, A6 → 0 and
|A5| ≤ C
∫ 2/k
1/k
ψ′k(x)dx ≤ C sup
j
∥∥ψ′j∥∥L2(X,µ) k(α−1)/2 → 0.

Recall that z ∈ J is fixed and denote ϑ(u) = KuφI(z). Our goal is to prove that ϑ(t + s) ≤ ϑ(t)
for t, s > 0. Denote k(x) := Kt(x, z) = Kt/2(Kt/2(·, z))(x). Since the semigroup Kt is analytic and
Kt/2(·, z) ∈ L2(X,µ) (see (1.5) and (2.4)), we have k ∈ Dom(L) ⊂ Dom(Q).
First, observe that
(Ku(k)ηn−1)
′(φIηn+1)
′ = (Ku(k)ηn−1)
′φ′I = Ku(k)
′φ′Iηn−1 +Ku(k)φ
′
Iη
′
n−1.
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Using this,
Q(Ku(k), φIηn−1) =
∫
X
Ku(k)
′(φIηn−1)
′ dµ+
∫
X
VKu(k)φIηn−1 dµ
=
∫
X
Ku(k)
′φ′Iηn−1 dµ+
∫
X
Ku(k)
′φIη
′
n−1 dµ+
∫
X
V Ku(k)φIηn−1 dµ
=
∫
X
(Ku(k)ηn−1)
′(φIηn+1)
′ dµ−
∫
X
Ku(k)φ
′
Iη
′
n−1 dµ+
∫
X
Ku(k)
′φIη
′
n−1 dµ
+
∫
X
V (Ku(k)ηn−1)(φIηn+1) dµ
= Q(Ku(k)ηn−1, φIηn+1)
− 2
∫
X
Ku(k)φ
′
Iη
′
n−1 dµ−
∫
X
Ku(k)φIη
′′
n−1 dµ−
∫
Ku(k)φIη
′
n−1
α
x
dµ
= Q(Ku(k)ηn−1, φIηn+1)− 2B1 −B2 −B3.
(4.21)
Proposition 4.22. For fixed I and z ∈ J ⊇ 2I the function ϑ(u) = KuφI(z) is non-increasing.
Proof. Observe that (Ks(k)− k)φI is in L1(X,µ). Using (4.21),
ϑ(t+ s)− ϑ(t) =
∫
X
(Ks(k)− k) (x)φI(x) dµ(x)
= lim
n→∞
∫
X
(Ks(k)− k)(x)φI (x)ηn−1(x) dµ(x)
= lim
n→∞
∫
X
(∫ s
0
(−L)Ku(k)(x) du
)
φI(x)ηn−1(x) dµ(x)
= − lim
n→∞
∫ s
0
∫
X
LKu(k)(x)φI (x)ηn−1(x) dµ(x) du
= − lim
n→∞
∫ s
0
Q(Ku(k), φIηn−1) du
= − lim
n→∞
∫ s
0
(Q(Ku(k)ηn−1, φIηn+1)− 2B1 −B2 −B3) du.
Having in mind Lemma 4.18 it is enough to show that
∫ s
0
Bi du → 0 as n → ∞ for i = 1, 2, 3.
This follows from Lebesgue’s Dominated Convergence Theorem and the estimates we have already
established. For example, for B2 observe that
∣∣φI(x)η′′n−1(x)∣∣ ≤ C|x|1−α1[n−1,n](x) for n ≥ N with N
large enough. Then a majorant is∫ s
0
∫
X
sup
n≥N
∣∣Ku(k)(x)φI (x)η′′n−1(x)∣∣ dµ(x) du
≤ C
∫ s
0
∫
X
|x|1−α
µ(B(x,
√
t+ u))
exp
(
− |x− z|
2
c2(t+ u)
)
xα dx du
≤ C
∫ s
0
∫
X
|x|1−α
(t+ u)1/2
(
x
x+
√
t+ u
)α
exp
(
− |x− z|
2
c2(t+ u)
)
dx du
≤ Ct−1/2s
∫
X
|x|1−α exp
(
− |x− z|
2
c2(t+ s)
)
dx
≤ C(I, t, s).
The integrals with B3 and B1 goes similarly. For the latter one we use |φ′I(x)| ≤ Cx−α. 
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