The Evolving tree (ETree) is a hierarchical clustering and visualization model that allows the number of clusters to grow and evolve with new data samples in an online learning manner. While many hierarchical clustering models are available in the literature, ETree stands out because of its visualization capability. It is an enhancement of the Self-Organizing Map, a famous and useful clustering and visualization model. ETree organises the trained data samples in the form of a tree structure for better presentation and visualization especially for high-dimensional data samples. Even though ETree has been used in a number of applications, its use in textual document clustering and visualization is limited. In this paper, ETree is modified and deployed as a useful model for undertaking textual documents clustering and visualization problems. We introduce a new local re-learning procedure that allows the tree structure to grow and adapt to new features, i.e., new words from new textual documents. The performance of the proposed ETree model is evaluated with two (one benchmark and one real) document data sets. A number of key aspects of the proposed ETree model, which include its topology representation, learning time, as well as recall and precision rates, are evaluated. The results show that the proposed local re-learning procedure is useful for handling increasing number of features incrementally. In summary, this study contributes towards a modified ETree model and its use in a new domain, i.e., textual document clustering and visualization.
Introduction
Clustering is a process of organising a set of data samples comprising multi-dimensional features into different appropriate groups based on data similarity [1] . The data samples within B Kai Meng Tay kmtay@unimas.my; tkaimeng@yahoo.com 1 Faculty of Engineering, Universiti Malaysia Sarawak, Kota Samarahan, Sarawak, Malaysia 2 Institute for Intelligent Systems Research and Innovation, Deakin University, Geelong, Australia a cluster share similar features, as compared with those in other clusters. Examples of popular clustering models include the self-organizing map (SOM) [2] [3] [4] , adaptive resonance theory (ART) [5, 6] , fuzzy c-means [7] , and k-means clustering [8] models. Recently, a multi-view self-paced learning technique has been employed for clustering [9] , and the left-stochastic matrix factorization process is adopted to estimate the unknown cluster probabilities in a similarity-based clustering method [10] . SOM is popular for its capability of projecting high dimensional data samples onto a lower dimensional map for visualization, while preserving the topological relationships among the data samples. Numerous extensions of SOM have been proposed in the literature, e.g., hierarchical search [11, 12] , growing SOM [13, 14] , growing hierarchical SOM [4, 15] , binary tree time adaptive SOM [16] , semi-supervised growing SOM [17] , and the Evolving tree (ETree) [18, 19] . The focus of this paper is on ETree, which is well-known as an extension of SOM for both clustering and visualization and with the incremental learning capability.
Textual document clustering and visualization is one of the popular applications of clustering with high-dimensional data samples. The task is to categorise textual documents into different groups based on their similarity [20, 21] and to discover their underlying structures. Examples of popular textual document clustering models include WEBSOM [22, 23] , naïve Bayes-based document clustering [24] , and K-means clustering [25] . In general, textual document clustering and visualization can be divided into two main steps, namely (1) data transformation; (2) grouping and illustration [26] . The details are as follows.
The first step (data transformation) involves two sequential procedures: data preprocessing and data sampling [26] . Data pre-processing reduces the number of features (i.e., words/terms) representing a textual document [20, 23, [26] [27] [28] . The number of words/terms within a document determines the dimension of the feature space. It is important to reduce the feature dimension, in order to avoid the curse of dimensionality. One way to reduce the feature dimension is by removing the stop words (i.e., less informative words) [23, 26] . Other popular feature dimension reduction methods include the principal component analysis [29] , linear discriminant analysis [30] , locally linear embedding [31] , and Laplacian Eigenmaps [32] . The use of clustering methods and/or dimension reduction methods is common in image processing problems, e.g., image classification [33] , image clustering [34] , image retrieval [35] , web image re-ranking [36] and gait recognition [37] . In [33] , adaptive hypergraph learning was used to perform dimension reduction of high-dimensional image data as well as to model the higher-order relationships of data. In [34] , a sparse patch alignment framework was adopted for dimension reduction of image data, in order to allow the images to be clustered. An asymmetric bagging-based support vector machine was proposed for tackling several challenges in content-based image retrieval, e.g., the number of features was higher than the size of the training data [35] . Sparse coding was adopted for dimension reduction with respect to web image re-ranking [36] . A general tensor discriminant analysis was proposed as a pre-processing step for some conventional classifiers such as the linear discriminant analysis for dimension reduction [37] . Recently, data transformation with dimension reduction and word embedding techniques in textual analysis were proposed [38, 39] . In [38] , the tensor canonical correlation analysis was used for advertisement classification using textual features. In [39] , word embedding, i.e., a continuous-valued representation of words, was used to represent a large number of possible input samples using only a small number of features; therefore avoiding the curse of dimensionality.
On the other hand, data sampling transforms the features into training data samples for further segregation [20, 21] . The data samples are projected to a lower dimensional data space [40] [41] [42] [43] . One of the popular data sampling methods is conversion or projection of the features into a normalised word histogram [22, 23, 43] . Each feature in the histogram is associated with a weight, which describes the importance of the feature [22, 23, 28, 43] . The second step, i.e., grouping and illustration, attempts to categorise textual documents according to their word histograms into appropriate groups using a clustering algorithm, along with visualization of the underlying structures. As an example, in WEBSOM [22, 23, 44, 45] , SOM is adopted to cluster and visualise the word histograms.
The aim of this paper is to develop a textual document clustering model with an incremental learning capability [5, 6, 46] , i.e., the capability of learning and adapting to new textual documents that come with new feature(s) on-the-fly without re-training. This approach is important in this digital era, because new textual documents are generated or created in a rapid pace, and it is not practical to perform re-training of a model whenever a new document is made available. A number of existing clustering algorithms, e.g. WEBSOM [22, 23] , naïve Bayes-based document clustering [24, 47] , and K-means clustering [25] , assume that the number of features and the associated weights in a normalised word histogram are fixed during the transformation process. It is difficult to extend these methods to perform incremental learning. Indeed, the key challenge in developing an incremental learning textual document clustering model is handling new features, i.e., how to cope with new words from new textual documents and new feature weights on-the-fly as they become available. To simplify the problem, most traditional clustering models [22] [23] [24] [25] 38, 48, 49] assume that the number of features is fixed, which poses an inflexible way of handling voluminous textual documents in an incremental learning manner.
In this study, an improved ETree model with a new local re-learning and local data transformation procedure is proposed. The local re-learning procedure is advantageous as it allows the number of features to be dynamically increased, instead of fixed in most of the existing textual document clustering models [22] [23] [24] [25] . It is important to allow the number of features and weights in a normalised word histogram to increase as new textual documents are made available for clustering because (1) new features (i.e., new words) can appear in new documents; and (2) the weight of each feature can vary when new documents are provided [48] . As such, the proposed ETree model serves as an alternative to handle evolving features incrementally. The tree structure consists of a root node as well as a set of trunk nodes and leaf nodes. The tree structure is able to grow freely, i.e., new trunk and leaf nodes can be created subject to the new data characteristics. A leaf node can be upgraded to a trunk node with other associated leaf nodes; this process is called splitting [11, 12] . The proposed local re-learning procedure acts as an alternative to the splitting process. The best matching unit (BMU) is a leaf node with the highest similarity to the new data sample. When a leaf node becomes the BMU for a predefined number of times, a local data transformation procedure is carried out, by considering only those documents associated with the BMU. Data pre-processing and data sampling are conducted, and a local word histogram for each document is developed for clustering.
In our previous work [50] , a preliminary investigation on textual document clustering and visualization with ETree was described. It showed the potential of ETree as an alternative to SOM for visualization of textual documents [50] . In [51] , the use of fuzzy c-means clustering for splitting was investigated, as an alternative to the existing splitting algorithm of ETree [18] . Both fuzzy c-means clustering and the splitting algorithm require the number of clusters to be predefined. In this study, the findings in [50, 51] are combined and extended. While ETree is still used as an alternative to SOM for visualization of textual documents, a local re-learning procedure inspired by the ART model [5] is developed as an alternative to fuzzy c-means clustering and the splitting algorithm in ETree [18] , in order to overcome the need to pre-define the number of clusters. Therefore, this study contributes towards new techniques for local data transformation and local re-learning of ETree. To evaluate the resulting ETree model in textual document clustering and visualization problems, a series of experiments is conducted with the benchmark Reuters-21578 (Distribution 1.0 [52] ) data set and a realworld document data set from a flagship conference of Universiti Malaysia Sarawak (i.e., ENCON 2008) . The proposed ETree model is evaluated from a number of perspective, viz., its topology representation, learning time, and recall and precision rates, with the results analysed and discussed thoroughly.
The organisation of this paper is as follows. In Sect. 2, the ETree model is reviewed. In Sect. 3, the proposed learning algorithm of ETree is explained. The experimental study and results are presented and discussed in Sect. 4. Finally, concluding remarks are presented in Sect. 5.
The Evolving Tree
In this section, the structure of ETree and its learning algorithm are presented.
The Structure of ETree
As depicted in Fig. 1 , a tree structure with N node nodes is considered. Each node is labelled as N l, j , where l = 1, 2, …, N node is the node identity, and j = 0, 1, … is its parent node, and l = j. As an example, the identity of N 2,1 is l = 2, and its parent node is N 1,0 . In other words, N 2,1 is one of the child nodes of N 1,0 . Besides that, each node is associated with a weight vector, i.e., W l = w l,1 , w l,2 , . . . , w l,n , where n is the number of features, and a hit counter, i.e., b l , which contains the number of times the node becomes the BMU. The tree size is determined by the number of nodes, i.e., N node . The tree depth is determined by the maximum number of layers. As an example, the size and depth of ETree in Fig. 1 is 9 (i.e., N node = 9) and 4, respectively.
There are three types of nodes in ETree, i.e., a root node, trunk nodes, and leaf nodes (denoted as N lea f , lea f ∈ l). The root node is the first node, denoted as N 1,0 , and is located at the first layer of the tree. It has no parent node, i.e., j = 0. A trunk node (white circles in Fig. 1, except N 1,0 ) is located between the root node and leaf nodes. A trunk node is static, and it is also the connecting node for its leaf nodes. The leaf nodes (black circles in Fig. 1 ) are nodes without any child nodes. The tree distance between two leaf nodes is determined by the minimum number of trunk nodes (which can include the root node) connecting two leaf nodes. As an example, the number of trunk nodes between N 4,2 and N 7,3 is 3. As such, the tree distance between N 4,2 and N 7,3 is 3, i.e., d T N 4,2 , N 7,3 = 3. 
The Learning Algorithm
Two pre-defined parameters in the ETree learning algorithm are the splitting threshold, i.e., θ splitting , and the number of child nodes to be created when splitting occurs, i.e., θ children_node . Given a new training data sample with n features, i.e., X (t) = [x 1 , x 2 , . . . , x n ], the ETree learning algorithm comprises seven steps to learn information from the training data sample, as depicted as follows.
Step 1: Fetching a new training data sample, i.e.,
Step 2: Loading a trained model or creating a new model (if the trained model is not available) with parameters θ splitting and θ chidren_node ).
Step 3: Determining the N B MU for X (t). This is a top-down process, starting from the root node towards a leaf node. From the root node, its child nodes at the 2 nd layer are matched with X (t) based on the Euclidean similarity measure, i.e.,
The child node at the 2 nd layer with the minimum dist (X (t) , W l ) is the BMU of the 2 nd layer. If the BMU of the 2 nd layer is a leaf node, then it is denoted as N B MU for X (t). Otherwise, the child nodes pertaining to the BMU of the 2 nd layer are matched in the same manner. This process is repeated until a leaf node is found. If there are more than one leaf nodes with the same score of dist (X (t) , W l ), one of them is randomly chosen as the BMU.
Step 4: Updating the weight vector of the BMU and increasing its hit counter, i.e., b B MU = b B MU + 1. The Kohonen learning rule is used to update the weight vector of the BMU, i.e.,
The neighbourhood function, h N B MU _lea f , is calculated as follows.
where the tree distance between N B MU and N lea f is denoted as d T N B MU , N lea f . The learning rate, ∝ (t), and the Gaussian kernel width, σ (t), are reduced monotonically with t.
Step 5: Growing the tree. If b B MU = θ splitting , N B MU is upgraded to a parent (trunk) node with θ chidren_node child (leaf) nodes. The weights of all θ chidren_node child nodes are initialised to be the same as their parent weights.
Step 6: Updating the trained model for learning new data.
Step 7: End. 5. Determining the 7. Growing of the tree using local relearning approach.
8. Updating and refining the model.
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ETree with Local Re-learning
Given a new document i.e., d |D|+1 , the learning algorithm of the proposed ETree model is depicted in Fig. 2 . Assume that a data set with a corpus of |D| documents, denoted as To facilitate the learning process, a pre-defined splitting threshold, θ splitting , and a matching threshold, θ matching , are required. A learning rate, denoted as α split , is used to update the child nodes when splitting occurs. To further clarify the algorithm, a document from [52] with 554 local terms is used as an example. The main steps depicted in Fig. 2 are explained, as follows.
Step 1: Fetching a textual document. A new textual document, denoted as d |D|+1 , is fetched and added to D. Step 2: Pre-processing d |D|+1 . The local terms of d |D|+1 are pre-processed using the method in [20] [21] [22] [23] [24] . The symbols and numerical characters are removed, and the local terms of d |D|+1 are converted to lowercases. The local terms are then stemmed to their root words using the Porter stemmer algorithm [53] . As an example, "computes", "computing", and "computer" are mapped to the stem "compute". To avoid a large number of features, only the local terms that are not listed in the pre-defined stop-words list in [54] are included in the bag of words. After the pre-processing stage, w |D|+1,k and T F w |D|+1,k , d |D|+1 are obtained. Based on the example in [46] , the number of local terms after removing symbols and numerical characters is 438. Finally, the stop and duplicated words are removed. At this stage, the total number of w |D|+1,k is 129 (i.e., k |D|+1 = 129). 
which can also be visualised by a word histogram. Based on the given example, a word histogram, as in Fig. 3 , is obtained.
Step 4: Loading a trained model or creating a new model (if the trained model is not available) with the pre-determined parameters (θ splitting and θ matching ).
Step 5: Determining the N B MU for X (|D| + 1). This process is similar to the ETree learning algorithm, i.e., matching X (|D| + 1) from the root node towards the leaf nodes. Instead of using the Euclidean similarity measure as described in Sect. 2, the Cosine similarity metric (Equation (6)), which is more suitable for textual document similarity measurement [3, 25] , is used, i.e.,
The node with the maximum score of cosine (X (|D| + 1) , W l ) is the BMU of each layer. The procedure is repeated until the final BMU, which is a leaf node, is found, i.e., N B MU .
Step 6: Updating the weight vector of the leaf node using Equation (7) and increasing the hit counter of N B MU (i.e., b B MU = b B MU + 1).
where
is the ratio of the number of documents in the l-th node to the highest number of documents in the leaf nodes. In the experimental study, γ has been set to 0.6, after several trials.
Step 7: Growing the tree using a local re-learning procedure. If b B MU ≥ θ splitting , the documents in N B MU are retrieved, which are denoted as
Then, all local documents are pre-processed and sampled as in Steps 2 and 3 (without updating the bag of words). A new child node for N B MU , i.e., N N node +1,B MU , is created, whereby the weight
is matched with N N node +1,B MU using Eq. (6) . If the maximum cosine X (L) , W * ,B MU score is smaller than θ matching , a new child node associated with N B MU is created. The weight vector of the new child node is initialised based on X (L). Otherwise, X (L) is mapped to the node with the maximum score of cosine X (L) , W |D|+1 , and is updated using Eq. (8) . (new) , and the tree remains static. Otherwise, the tree is expanded with the number of child nodes created.
Step 8: Updating and refining the model.
Step 9: End.
Analysis
The proposed ETree model with local re-learning is analysed empirically in four aspects, i.e., (1) topology preservation and visualization, (2) computation complexity, (3) performance evaluation with true positive rate (t p), false positive rate ( f p) and the receiver operating characteristic (ROC) curve, and (4) cost function to analyse the similarity among the clusters and their corresponding textual documents.
Topology Preservation and Visualization
Consider the scenario where a set of data samples (documents) need to be clustered with the ETree model. Topological preservation of the data samples can be visualised based on the tree distance among the leaf nodes (clusters). Referring to Fig. 1 , N 8,5 is closely connected to N 9, 5 . The similarity level between these two nodes is high, as compared with those from other leaf nodes. As such, the textual documents mapped to these nodes are expected to be similar too.
Computation Complexity for the Proposed Learning Algorithm
The computation complexity of the ETree learning algorithm (depicted in Fig. 2 ) is measured based on the computation time from Steps (1) to (9) for each d |D|+1 . The computation complexity is expected to increase as new textual documents are fed, due to the increase in the size of the bag of words and the tree structure. Note that d i consists of k i unique terms that need to be mapped to the bag of words for producing a word histogram. The larger the size of the bag of words, the longer the computational time for the mapping process.
Performance Evaluation
In this paper, the ETree performance is evaluated using the ROC curve [26] . The evaluation procedure is as follows.
Step 1: An identical word (denoted as m quer y ) is considered, i.e., m quer y is considered as a textual document with a word.
Step 2: Data transformation is executed. Steps 2 and 3 (without updating the bag of words) from Sect. 3.1 is conducted, by considering m quer y as a new document with a single word.
Step 3: The leaf nodes are ordered. The similarity measure of the weight for all leaf nodes, W lea f with respect to X m quer y is firstly obtained with
Then, all leaf nodes are ordered according to cosine X m quer y , W lea f in a descending order.
Step 4: The similarity measure between documents d i and m quer y is obtained through cosine X m quer y , X (d i ) .
Step 5: Documents d i are ordered, with the priority given to the outcome of cosine X m quer y , W lea f , in a descending order. This is followed by cosine X m quer y , Step 6: The ROC curve is constructed. t p (ret) and f p (ret) are firstly obtained with Equations (9) and (10), respectively. 
Experimental Studies and Analyses
A series of experiments was carried out with a benchmark data set i.e., Reuters-21578 (available publicly), and a real document data set from ENCON 2008 (collected by the authors). Reuters-21578 was used in [55, 56] , while ENCON 2008 was used in [50] . After several trials, b splitting was set to 5, 10, and 15, which produced good results. All experiments were carried out on a personal computer, with an i3 quad core processor and 4 GB RAM with Matlab R2010a.
Reuters-21578
Out of a total of 21,578 articles in Reuters-21578, we selected documents with an associated category and body contents; therefore only 19,043 documents were used for experimentation.
Topology Preservation and Visualization
Based on the procedure in Fig. 2 , the tree structures of b splitting = 5, 10, and 15 were obtained. Fig. 4a depicts the tree structure for b splitting = 5. For clarity, part of Fig. 4a (i.e., N 14,7 ) is expanded in Fig. 4b . Each node (i.e., N l, j ) was labelled with l for better visualization. A total of 224 leaf nodes (clusters) were produced. The tree size and depth were 403 and 15, respectively. The trained documents were transformed to match with N lea f using Eq. (6), in order to observe the number of documents mapped to each N lea f . The average number of documents mapped to a node was 54, with variations from 1 to 2379. Table 1 shows a summary of the tree structure with the number of clusters created, tree size, and tree depth. As expected, different b splitting led to different tree models. A larger number of nodes in a tree was able to provide more insight to the clustered textual documents. The textual documents mapped to each node were more specific. As expected, a higher b splitting setting resulted in a lower number of nodes, with less complex tree size and tree depth.
From Fig. 4b , N 81,14 and N 82,14 share the same parent node (N 14,7 ). The similarity measure between N 81,14 , (i.e., cluster-81) and N 82,14 , (i.e., cluster-82) was 0.0152, while the similarity measures of N 81, 14 and N 82,14 with respect to N 14,7 were 0.2780 and 0.2796, respectively. This indicated that cluster-81 and cluster-82 retained some of the features from their parent node. N 81,14 contained ten documents, i.e., i = 221, 1185, 5687, 6046, 6088, 6383, 6461, 9846, 10,005, and 11,005. These ten textual documents had high similarity measures with respect to N 81, 14 . As an example, the similarity score of the first document (No. 221) with respect to N 81,14 was 0.8228. By comparing with documents in other clusters, the similarity scores of document No. 221 with respect to N 161,141 was 0.3017 (the second highest score), i.e. lower than that of N 81, 14 . N 82,14 also contained ten documents, i.e., i = 243, 201, 1046, 1096, 1762, 2048, 2862, 4456, 8676, and 9473. As an example, the similarity score of the first document (No. 243) with respect to N 82,14 was 0.7804. Again, by comparing with other clusters, the similarity score of document No. 243 with respect to N 286,217 was 0.082 (the second highest score). As expected, this score was lower than that of N 82, 14 . Table 2 shows the similarity measures among the documents in N 81,14 . The best match was between documents Nos. 6461 and 6383 with a similarity score of 0.7570. There were also some documents with a similarity score close to zero, e.g., between document No. 1185 and documents Nos. 6088, 6383, 6461, and 9846. However, the similarity measure between document No. 1185 and the weight vector of N 81,14 was 0.2056, i.e., the highest as compared with those from other clusters. Tables 7 and 8 (in Appendix) show the list of textual documents mapped to N 81,14 and N 82,14 , respectively. The first column indicates the index of the textual documents, while the next few columns include its tags, i.e., topics, places, people, and organizations, provided by Reuters-21578 (Distribution 1.0 [1] ). The text column describes the original texts extracted from Reuters-21578. Comparing both Tables 7 and 8 , N 81,14 contained documents mainly related to USA, and those in N 82,14 related to Italy. Documents Nos. 8676 and 9473 were duplicates, and were clustered to the same leaf node. 
Computation Complexity
The computational complexity was investigated with b splitting = 5, 10, and 15. Figure 5 shows the computation time for b splitting = 15. Fluctuation pertaining to the computation time of each document was observed. The minimum and maximum computation times were 0.0101 seconds (|D| = 34) and 254.5118 seconds (|D| = 18989), respectively. The computation time of |D| = 1 was 1.0278 second, which was higher as compared with that of |D| = 34, owing to fewer new words were included to the bag of words for |D| = 34. As shown in Fig. 5 , the average computation time over the number of documents increased exponentially at the initial stage (before 6000 documents). However, it became lower at the later stage (after 6000 documents), because the number of new unique terms to be added to the bag of words after 6000 documents became very few. The computation time for b splitting = 5 and 10 exhibited similar increment trends as shown in Fig. 5. 
Receiver Operating Characteristic Curve
To analyse the ROC, "corn" was selected as example to form m quer y . As such, documents with labels contained "corn" were relevant. Figure 6 shows the ROC curves constructed with "corn", for b splitting = 5, 10 and 15. Note that b splitting =15 depicts the best result. The circle in Fig. 6 shows that the tree model covers 75% t p, with only 0.9% f p, i.e., with 75% relevant and 0.9% non-relevant documents retrieved. This is followed by b splitting =5 and b splitting =10, with 3.6 and 6.0% f p subject to 75% t p, respectively.
ENCON 2008
In this study, a total of 315 abstracts pertaining to articles from ENCON 2008 were used for experimentation. With the proposed ETree model, the articles could be clustered and visualised as a tree structure. The proposed ETree model with local re-learning was further analysed by comparing with the online k-Means, SOM, and ETree results. These methods were evaluated with a stability test and a robustness test subject to noisy words. The cluster Fig. 6 The ROC curves of the Reuters-21578 data set for query "corn" stability was evaluated with a cost function by computing the similarity measures between the clusters with their corresponding textual documents. The cost function, cost (C, W ), inspired the work by [57] , is shown in Eq. (11) .
where, {C 1 , C 2 , c 3 , . . . , C k } are the leaf nodes or clusters, while {W 1 , W 2 , W 3 , . . . , W k } are the weights of the leaf nodes or clusters. Cosine similarity is used to compute the similarity measures between the clusters, C j , and their corresponding textual documents, X j , where X j ∈ C j . Robustness of ETree for noisy words was evaluated with noisy textual documents, i.e., noisy words such as typographical errors, abbreviations, and grammatical errors were embedded into the documents. Six randomly selected textual documents were experimented. Each noisy document was embedded with 0% (no noisy word included), 5, 10, 15, 20, 25 and 30% of randomly selected noisy words. Noisy documents were fed to the tree model, and the best matching node was observed. Figure 7 depicts the tree structure obtained using the procedure in Fig. 2 , with b splitting = 5. It consisted of 11 leaf nodes or clusters, and the tree size and tree depth were 19 and 7, respectively. Table 3 shows a summary of the tree structure with b splitting = 5, 10, and 15. As expected, different b splitting led to different tree complexity. A larger number of clusters provided more insight to the trained textual documents, and the textual documents mapped to each cluster were more specific. A higher b splitting setting resulted in a lower number of clusters, and less complex tree size and tree depth.
Topology Preservation and Visualization
From Fig. 7 , N 4,2 and N 5,2 shared the same parent, i.e, N 2,1 . The similarity score between N 4,2 (cluster-4) and N 5,2 (cluster-5) was 0.0269, while the similarity scores with respect to their parent node were 0.2493 and 0.1167, respectively. These scores were relatively higher as compared with those of its competing parent node, i.e., N 3,1 . Therefore, it was appropriate to include cluster-4 and cluster-5 as part of N 2,1 . Cluster-4 was associated with 7 textual documents, i.e., Documents #1, #98, #100, #101, #159, #278, and #279. The similarity scores of documents in cluster-4 ranged from 0.2314 to 0.8661. This range of similarity scores was relatively higher as compared with those from textual documents not belonging to cluster-4, which ranged from 0 to 0.0625. Cluster-5 was associated with only three textual documents, i.e., Documents #3, #13, and #20, with similarity scores of 0.9450, 0.2095, and 0.2102, respectively. Again, this range of similarity scores was relatively higher as compared with those from textual documents not belonging to cluster-5, which ranged from 0.009 to 0.1235. Table 4 summarises the similarity scores of the documents in cluster-4. The similarity scores ranged from 0.0024 to 0.7425. Documents #101 and #278 shared the lowest degree of similarity, but with a high degree of similarity as compared with cluster-4 i.e., 0.2314 and 0.2587, respectively. Tables 9 and 10 (in Appendix) show a summary of the documents mapped to cluster-4 and cluster-5, respectively. From Table 9 , the documents were generally related to risk management and analysis. From Table 10 , the documents were generally related to mechanical process for improving material sustainability. Figure 8 shows the computation complexity for b splitting = 5. The minimum computation time was 0.0025 seconds (|D| = 5), while the maximum was 2.7227 seconds (|D| = 1). The computation time of |D| = 1 was high, owing to many new words were included to the bag of words. The computation time increased in line with the increase in the number of documents. Figure 9 shows the ROC curves constructed with "fuzzy" as m quer y . Documents with its local term contained "fuzzy" were relevant. The setting of b splitting =5 produced the best result, followed by b splitting = 10 and 15 with 100% t p, and 0.9, 1.6, 7.7% f p, respectively. The outcome showed that all relevant documents were retrieved, with a mixture of only few non-relevant documents with high similarity measures. Table 5 shows the cost functions computed for the proposed ETree with local re-learning, ETree, online k-Means, and classical SOM. In these experiments, b splitting of both ETree and the proposed ETree with local re-learning were set at 5. The online k-Means model was analysed using four different pre-defined cluster numbers, i.e., 3, 5, 8, and 11. The classical SOM model was analysed with a [3 × 3] map. The cost function was computed based on the last textual document fed in the experiment. The results showed that ETree yielded the highest stability score (i.e., 30.36 for the cost function) with a high number of clusters (i.e., 93 clusters), for a total of 315 textual documents. This was due to the splitting condition of ETree, with a pre-fixed number of child nodes. A high number of clusters incurs unnecessary computation burden [18] . The classical SOM model yielded the second highest stability Fig. 9 The ROC curves for query "fuzzy" score, i.e., 22.42. However, the classical SOM model does not support incremental learning, and it comes with a pre-defined map size. The stability result of the proposed ETree with local re-learning (i.e., 9.84) was comparable with those from online k-Means (i.e., 13.70, 10.6853, 8.6874 and 7.2042, for 11, 8, 5, and 3 clusters, respectively), but without the need to pre-define the number of child nodes. Table 6 summarises the experimental results with noisy documents. The tree model is robust for Documents #1 and #2. Documents #1 and #2, which belonged to cluster-4 and cluster-8, respectively, were successfully retrieved even with 30% noisy words. With 30% noisy words, the predicted cluster of Documents #7 changed from cluster-8 to cluster-16. The same trend could be observed for Documents #172 and #191. The predicted cluster for Document #109 was inconsistent when noisy words were injected. In short, the proposed Etree model was robust for most of the documents, with up to 20% noisy words. Only a few documents illustrated inconsistency in the predicted clusters in the presence of randomly injected noisy words.
Computation Complexity
Receiver Operating Characteristic Curve
Stability and Robustness Analysis
Concluding Remarks
An improved ETree model with local re-learning for incremental textual document clustering and visualization has been proposed in this paper. The proposed ETree model is able to adapt to new textual documents incrementally, i.e., the documents used for data transformation, clustering, and visualization, are learned one after another. A bag of words is created to store the unique terms that appear in every textual document. The size of the bag of words is allowed to increase as a new unique term is available. For data transformation, a textual document is transformed into a word histogram based on the features in the bag of words, with the importance of the features evaluated. Each feature in the word histogram is associated with a weight, which can be changed as new textual documents become available. At the clustering and visualization stage, the word histogram is fed into the proposed ETree model for online learning. A splitting threshold is set at each node for local re-learning. The textual documents mapped to the splitting node are retrieved for re-learning purposes, which include data transformation as well as grouping and illustration. A tree structure is built during the learning phase. The tree structure provides visualization pertaining to the topological relationship of textual documents. A series of experiments using documents from Reuters-21578 [52] and ENCON 2008 data sets has been conducted. The results have been analysed with respect to topology preservation of the model, computation complexity, and validation using the ROC curve. The outcomes indicate that the proposed ETree model with local re-learning is suitable for incremental learning subject to a large number of textual documents. The increase in computation complexity is expected to be high at the initial stages, i.e., due to new unique words, and decreases later as new unique words become fewer over time. The b splitting parameter is normally set to a small value when the size of the bag of words is small, and to a larger value as the size of the bag of words increases, in order to prevent over-learning by the proposed ETree model.
For future research, useful methods that allow dynamic b splitting settings will be investigated. This will prevent over-learning by the proposed ETree model. Furthermore, efficient methods to improve the computation time will be studied by simplifying the data transformation and similarity comparison procedures for online data processing. In addition, the use of Lin's similarity measure [58, 59] , together with the proposed ETree model, will be evaluated. Financial results for the first six months of the company's operations were not disclosed. Equicor provides employee group plans to 1,500 corporations nationwide. It said it aims to double its marketshare in five years from the about 3.5 pct of the employee benefits industry it controls. Reuter &#3; Christian Democrats demanded the meeting after Craxi said a pact agreed during a government crisis last August, under which he was to hand over the prime minister's job next month, was unlikely to be fulfilled. Political sources said the Christian Democrats are likely to leave the coalition, which also includes Republicans, Social Democrats and Liberals, unless they get the prime minister's job. They said Craxi's plans to resign show he has decided to stick to the pact but talks on a leader, a government program and sharing of ministries will not be easy. They said there is dissent among the partners and that Forlani has been trying to mediate to avoid a crisis. They said the five are likely to begin talks tomorrow on whether formation of a new government is feasible or early elections are inevitable. Elections are not due until 1988. REUTER &#3;
1046 -Italy --Socialist Prime Minister Bettino Craxi said his five party coalition government would resign. Craxi, Italy's prime minister for a postwar record of 3-1/2 years, told the Senate (upper house) he would hand his and the government's resignation to President Francesco Cossiga immediately after leaving the chamber. Craxi has been prime minister, at the head of two separate but identical five-party coalitions, since August 1983. Reuter &#3; In the context awareness, information would be retrieved, processed, shared, and reused in the maximum automatic way possible. our study in the context awareness application has shown that these are rarely a matter of true or false but rather procedures that require degrees of relatedness, similarity, or ranking. apart from the wealth of applications that are inherently imprecise, information itself is many times imprecise or uncertain. for example, temperature is "cold" "warm" "hot" and tourist is "low" "medium" "high" are examples of such concepts. dealing with such type of information would yield more realistic, intelligent and effective applications. in this paper we propose a fuzzy owl web ontology language, in order to be able to capture, and represent with such type of uncertain concepts Corrosion is a common form of degradation in pipelines that reduces both the static and cyclic strength of a pipeline. in the structural engineering field, metal corrosion is considered as one of the most dominant failure mechanisms that significantly affects the reliability of structure. this paper presents a methodology for the assessment of corrosion in pipelines known as risk-based assessment (rba). rba has been a topic of interest among structure owners and inspection vendors due to its great capability in ensuring pipeline safety and integrity as well as enhancing the cost effectiveness. rba is a systematic approach which aims to reduce the overall risk exposure by focusing on the areas of higher risk. this approach reduces the total scope of work and inspection costs in a structured and justifiable way. the paper reviews about three types of risk assessment techniques which are qualitative (q), semi-quantitative (sq) and quantitative risk assessment (qra). however, the paper mainly focused on qra which focusing on risk estimation (likelihood analysis and consequence analysis). this technique can be utilised to avoid unnecessary inspection and extend the inspection intervals based on the risks associated with the pipelines. therefore, inspection personnel can prioritise the inspection schedule on the high risk areas 278 External factors; Cause of the problems; Corrective action; Corporate performance.
Construction industry as a sector that contribute 4-8% to gross domestic product (gdp) need to improve their ability both state own contractors and private contractors. with the improvement of ability, contruction company will able to compete in domestic and international. in order to improve company ability, construction company need as early as possible to make corrective action in form of control system toward factors that can influence successfullness of the company. Few factors that affected and be determined of company successfulness are: internal factors, external factors, and market forces. external factors are a factor that is out of stakeholders control and need to anticipate early. external factors commonly are dominated by government regulation which is giving legal aspect outside monetary aspect, material ability, project safety, low cost competitors, money depreciation, technological changes, natural disasters, lack of material and worker. The research objective discussed in this paper is to identify the corrective action of the problems arise in a construction company's external factors that influence the company's success performance. The methods used are literature studies and survey for identifying the problems and lesson learned corrective action. Analyses used in this research are statistical analysis and delphi method. the results show the corrective actions are implemented toward the cause of the problems by regarding its effects (as a risk factor) whether the highest risk or the lowest risk, and also considering that those corrective actions are preventive and anticipative actions in order to decrease the external problems in the construction company To fulfil the needs of proper housing for public, the government have made some strategies that set on the national plan of mid term development year 2004-2009, the plan containing the availability of facility and infrastructure of low-budgeted housing area, in which one of the project is the construction of 60,000 units low-cost apartments (rusunawa) and 250,000 low cost leased apartment (rusunami) that dedicated for public with low income. The construction is involving private sector. the limited budget has pushed the government to persuade the private sector to involve on the construction project. one of the cooperation schemes that offered to the private sector is build-operate-transfer. this scheme is become an alternative to attract the private sector to involve on the construction project. however, build-operate-transfer scheme has an uncertainty on the investment return. Risk assessment should be made in order to the answer the uncertainty of investment return. identification and analysis of the risk factor is become the subject of this research that expected can be a consideration to the private sector in risk simulating and therefore can produce a clear picture on the opportunity and risk on the investment, this picture is expected can attract the private sector to join on the rusunawa investment. interpretation of identification on the research is carried out through analysis on stake holder and rank sorting with analytical hierarchy process (ahp) also regression analysis that applied to investment risk research. complicated bureaucracy, difficulties on licenses issuance, and uncontrollable inflation are identified as the significant risk factors that affect the rusunawa investment. this research is also expected can assist the government to attract the private sector in succeeding the public housing project A planar curve called generalised log aesthetic curve segment (glac) has been proposed using the curve synthesis process with two types of formulation; |Ñ-shift and |Ê-shift. both methods were carried out by extending the formulation of generalized cornu spiral (gcs) in a similar manner to the log aesthetic curve (lac). the family of glac comprises of planar curves of high quality such as gcs, lac, clothoid, logarithmic spiral, circle involute and etc. the glac segment has an additional parameter to determine its shape as compared to gcs and lac segment, hence an extra constraint can be satisfied when shaping the glac segment. the final section of this paper shows some numerical examples 13 Wire electrical discharge machining; 304 stainless steel; Surface roughness; Tolerance; Machining time.
Wire electrical discharge machining (wedm) is a process which has been implemented widely in various applications. it works very effectively in machining of difficultto-cut materials and alloys in die and aerospace industries with high dimensional accuracies. however, this capability is affected by the parameters being used for the cutting. the optimum selection of manufacturing conditions is very important in wire edm processes. this research presents a study on wedm on stainless steel 304 using mitsubishi ra 90 series. particularly, this study investigate the significance of several parameters including voltage gap, peak current, wire tension and wire speed toward the surface quality, tolerance and machining time. a two level full factorial design of experiment method was used to determine the significance of the parameters 20 Acoustic emission; Low speed bearing; Lubrication condition.
This paper investigates the capability of acoustic emission technique in monitoring and accessing the lubrication condition in a low speed rolling element bearing (reb) operating with constant speed of 47 rpm. the rig consists of a motor/gearbox system, a test bearing (47 rpm) and a hydraulic cylinder ram. the bearing test rig employed for this study is a spherical roller bearing selected from a split cooper bearing and subjected to 1000 psi and 2000 psi load via a hydraulic cylinder ram. measurements have been carried out using of a physical acoustic corporation (pac) broad band ae transducer model wdi and the amplification is provided with by a pac pre-amplifier type 1220a. four simulations of various grease fillings up to full, a quarter full, half full capacity and dry condition have been carried out. the time domain parameters which have been utilized are rms and energy. the results of this study can be exploited to bring information from the lubrication condition to determine the suitable lubrication filling for the bearing. thus, the lubrication of the bearing can be improved and the lifetime of the bearing lengthen. it is expected that the properly lubricated bearing element will transmit more energy of ae signal compared to a poorly lubricated bearing, as there would be more contact between asperity points and lubricant. the results of the experiment indicate that the values of rms and energy are capable to distinguish various lubricant conditions in the bearing. the obtained results show that the rms and energy values increase with the increment of lubricant amount in the low speed bearing housing. this phenomenon is different from the results normally obtained in a high speed reb
