Abstract-Differentiating normal from adventitious respiratory sounds (RS) is a major challenge in the diagnosis of pulmonary diseases. Particularly, continuous adventitious sounds (CAS) are of clinical interest because they reflect the severity of certain diseases. This study presents a new classifier that automatically distinguishes normal sounds from CAS. It is based on the multiscale analysis of instantaneous frequency (IF) and envelope (IE) calculated after ensemble empirical mode decomposition (EEMD). These techniques have two major advantages over previous techniques: high temporal resolution is achieved by calculating IF-IE and a priori knowledge of signal characteristics is not required for EEMD. The classifier is based on the fact that the IF dispersion of RS signals markedly decreases when CAS appear in respiratory cycles. Therefore, CAS were detected by using a moving window to calculate the dispersion of IF sequences. The study dataset contained 1494 RS segments extracted from 870 inspiratory cycles recorded from 30 patients with asthma. All cycles and their RS segments were previously classified as containing normal sounds or CAS by a highly experienced physician to obtain a gold standard classification. A support vector machine classifier was trained and tested using an iterative procedure in which the dataset was randomly divided into training (65%) and testing (35%) sets inside a loop. The SVM classifier was also tested on 4592 simulated CAS cycles. High total accuracy was obtained with both recorded (94.6% ± 0.3%) and simulated (92.8% ± 3.6%) signals. We conclude that the proposed method is promising for RS analysis and classification.
I. INTRODUCTION

P
ULMONARY auscultation is an essential technique even in cursory physical examinations. Respiratory sounds (RS) contain relevant information about the structure and function of the respiratory system. Therefore, the skills of understanding and interpreting RS are crucial. However, physician subjectivity is a substantial problem in this field and it may lead to an incorrect diagnosis.
RS are generally classified as normal or abnormal [1] , [2] . Normal RS originate in healthy lungs, as a consequence of the airflow through the airways during normal breathing. On the other hand, abnormal RS appear in certain pulmonary disorders and they are further classified into discontinuous adventitious sounds and continuous adventitious sounds (CAS). Discontinuous adventitious sounds are explosive and transient sounds that are short in duration but contain a wide range of frequencies. In contrast, CAS typically last more than 100 ms and are characterized by quasi-periodic waveforms with a fundamental frequency of over 100 Hz [1] , [2] .
Identifying abnormal sounds is a key step in the computerized analysis of RS [3] . From a clinical point of view, CAS are important because they are present in various respiratory diseases involving some degree of airway obstruction, such as asthma or COPD [1] . These diseases produce changes in the mechanical properties of the airways, and these changes explain the presence of CAS [4] . Further, there is a relationship between the number of CAS and the severity of airway obstruction in asthmatic patients, severe airway obstruction being related to more CAS [5] , [6] . Moreover, the characteristics of CAS, such as mean frequency, duration, intensity, and respiratory phase in which they appear, are also related to the severity of airway obstruction [7] , [8] . Therefore, detecting and analyzing CAS may help to assess the severity of obstructive pulmonary diseases, such as asthma, in which measuring the extent of obstruction and its reversibility is important for reaching a correct diagnosis [9] . However, estimating the number of CAS and their characteristics is quite difficult by audition alone. Consequently, there is need for an efficient algorithm to identify and distinguish CAS from normal RS in a straightforward and reliable way.
Several previous studies have proposed a range of RS classification schemes focused exclusively on distinguishing normal from abnormal RS [10] - [13] . Those studies followed the standard methodology of pattern recognition, which comprises feature extraction, dimensionality reduction, and pattern classification. Features were extracted using either wavelet coefficients [10] , morphological complexities (lacunarity, sample entropy, kurtosis, and skewness) [11] , multiscale principal component analysis in Fourier domain [12] , or hidden Markov models [13] . The sounds analyzed included many types of adventitious RS, not only CAS. Accordingly, the techniques used did not take into account certain features that are relevant to the accurate identification of CAS, such as temporal features. Further, some other studies followed similar methodologies even though they were focused specifically on wheeze and nonwheeze epoch classification within RS signals. For example, such studies have been based on the combination of Mel frequency cepstral coefficients and Gaussian mixture models [14] , [15] , or linear analysis using the Fisher discriminant method and the Neyman-Pearson test after extraction of features [16] .
In contrast to the aforementioned techniques, the analysis of time-frequency distributions is the most common and straightforward method for CAS identification. The combined analysis of time, frequency, and energy features provides extra information about duration, pitch variation, and magnitude, strengthening the identification of CAS. In this context, many studies have been focused on the identification of wheezing-episodes from spectrograms [17] - [23] , by applying temporal and spectral continuity criteria to previously detected peaks. Alternatively, digital image processing techniques have also been applied to the spectrogram for wheeze detection [24] , [25] , and the scalogram, calculated using the wavelet transform, has been used to classify RS [26] . Recently, more advanced TFDs have been proposed for the detection and analysis of CAS, involving either the combination of the wavelet decomposition with third-order spectral features (instantaneous bispectrum/bicoherence) [27] , or the derivation of a temporal-spectral dominance spectrogram from the short-time Fourier transform [28] .
Despite the widespread use of Fourier and wavelet-based techniques, they have some limitations. First, they are nonadaptive techniques, which are limited by the fact that a priori knowledge of the signal characteristics is required for the correct choice of fixed analysis parameters. Second, as is well known, the Fourier transform, like any integration-based transform, is governed by the uncertainty principle, which limits the combined time-frequency resolution, and in turn, the accuracy of TFDs.
Besides the technical aspects, many previous studies used RS signals recorded either at constant airflows or during forced expiratory maneuvers. However, CAS may appear at different airflow levels which, in turn, affect the properties of CAS.
Empirical mode decomposition (EMD) was proposed as an alternative and suitable tool for the analysis of nonlinear and nonstationary signals, such as RS [29] . Since EMD is an adaptive and direct decomposition technique [29] , [30] , a priori knowledge of the signal characteristics is not required for the choice of analysis parameters. Moreover, EMD allows a signal to be decomposed into a set of components for which the instantaneous frequency (IF) and envelope (IE) can be defined at any point. Therefore, high temporal and spectral resolutions are achieved [31] , [32] .
In order to take advantage of the EMD-IF properties, we had previously developed a new method for RS analysis based on customized IF and IE estimation by EMD, adapted to RS signal characteristics [33] . In that previous study, we showed that the IF distribution changed when CAS appeared in a respiratory cycle [33] . Nevertheless, we found that the EMD had a mode mixing effect when applied to RS from some inspiratory cycles, which resulted in poor separation of frequency scales.
Building on the results of our previous work, in this study, we propose a new method to automatically identify CAS and distinguish them from normal RS. The proposed algorithm makes use of ensemble empirical mode decomposition (EEMD) for IF estimation, which improves on the performance of EMD [34] . As we reported in [33] , the IF dispersion markedly decreases when CAS appear in respiratory cycles. This property concerns not only wheezes, but any CAS or musical sounds [1] that are characterized by a dominant fundamental frequency. Accordingly, this study uses this property to detect CAS at a wide range of frequencies. For that purpose, a set of thresholds was applied to the IF dispersion of RS from each inspiratory cycle, delimiting RS segments with a lower IF dispersion. Then, a specific set of features was extracted from the IF and IE sequences to characterize each delimited RS segment within each inspiratory cycle. These features were used to train and test our RS segment classifier, which was a support vector machine (SVM) classifier. Finally, the whole set of inspiratory cycles were classified as containing CAS or only normal RS, depending on whether they contained at least one CAS segment or not. The proposed technique was tested on recorded RS from asthmatic patients, who performed a variable airflow respiratory maneuver to provide CAS at a wide range of airflow levels. This technique was also tested on simulated CAS to analyze the effect of SNR on the performance of the proposed classifier.
II. MATERIALS AND METHODS
A. Data Acquisition
Recorded RS were obtained at the Pulmonary Function Testing Laboratory, Germans Trias i Pujol University Hospital, Badalona, Spain. All recordings were acquired from patients who had previously been diagnosed with asthma in the Pulmonology Service at this hospital. First, lung function was measured by spirometry (Hyp'Air Compact, Medisoft). Then, four piezoelectric contact microphones (TSD108, Biopac Systems, Inc.) were placed on the surface of the patient's back, on each side of the spinal cord, at the base and near the upper lobe of the right/left lung. An additional microphone was placed on the surface of the neck, over the right side of the trachea, at the level of the cricoid cartilage. All sensors were attached to the skin using adhesive rings. The airflow signals were recorded simultaneously with the sound signals, using a pneumotachograph (with an integrated differential pressure transducer, TSD107B, Biopac Systems, Inc.). All signals were sampled at 12 500 samples/s, using a 16-bit analogue-to-digital converter (MP150, Biopac Systems, Inc.). After digitalization, the sound signals were band-pass filtered (70-2000 Hz) and the respiratory phases were automatically detected using the airflow signal as the reference signal.
Patients were asked to perform a respiratory maneuver consisting of progressively varying their airflow levels, ranging from shallow breathing to the deepest breaths they were able to take. We used this maneuver because CAS do not only appear at high airflows, but also at moderate and low airflows. Further, at the beginning and at the end of the respiratory maneuver, patients were asked to hold their breath for a few seconds. Corresponding signal segments were used to evaluate background noise and heart sound interference.
After cycle segmentation, the minimum and the maximum peak flow values of the inspiratory phases delimited the airflow range of each patient. In order to allow comparisons of signals from these different airflow ranges, each one was divided into four proportional intervals or quartiles, from Q1 to Q4, grouping the peak flow values of the corresponding patient in ascending order, from lowest to highest, respectively.
B. Study Dataset
For this study, RS signals were recorded from 30 asthmatic subjects, whose main anthropometric and spirometric characteristics are summarized in Table I . After cycle segmentation, the study dataset was formed by RS from the inspiratory phase measured with the four microphones on the back, where auscultation is typically performed. We manually selected the inspiratory cycles from the dataset by audiovisual inspection, rejecting those inspiratory cycles containing artifacts (clicks, bursts, or scratches), surrounding noises (background talking or swallowing), or strong heart sound interference (this signal normally being much weaker than RS on the surface of the back). In the end, a total of 870 inspiratory cycles from different airflow quartiles formed the study dataset, including 385 with normal sounds and 485 with CAS (see Table II ).
A total of 1494 RS segments were extracted from the inspiratory cycles in this dataset. All inspiratory cycles and their corresponding RS segments were manually classified by a highly experienced physician who, by audiovisual inspection, differentiated those with audible CAS from those with only normal sounds. In this way, we obtained the target classification labels for both the inspiratory cycles and the RS segments. Besides using his personal experience and knowledge in RS analysis, the physician followed the criteria explained in a recent publication about RS [1] , and the CORSA guidelines of the European Respiratory Society [2] , [3] . According to these guidelines, CAS are defined as musical sounds, heard on inspiration, expiration, or both, with a duration of over 100 ms, and a fundamental frequency above 100 Hz. This definition of CAS includes both wheezes and rhonchi. The main difference between them is that rhonchi have lower pitch than wheezes. Based on this definition, different types of CAS were included in the dataset, including some polyphonic CAS. In any case, the goal of this study is not to distinguish between different types of CAS, but to automatically differentiate CAS from normal RS.
C. Ensemble Empirical Mode Decomposition of RS
The proposed algorithm for RS classification is based on the fact that RS segments containing CAS have lower IF dispersion than RS segments containing normal sounds in a respiratory cycle, as we reported in [33] . Consequently, the first step of our RS classification scheme is the estimation of the IF of the RS for each inspiratory cycle in the dataset. However, estimating the IF only makes sense for monocomponent or, at least, narrowband signals. As RS are multicomponent signals, we need to decompose them before being able to calculate a physically meaningful IF. In this context, we previously described in [33] that the EMD allows RS signals to be decomposed into a set of components, called intrinsic mode functions (IMFs), for which the IF can be defined at any point. While, ideally, each IMF would contain different frequency components of the RS signal, we found that EMD had a mode mixing effect when applied to some RS signals containing CAS. Due to this mode mixing effect, some frequency components of CAS appeared in different IMFs, leading to poor separation of frequency scales.
Recently, EEMD was proposed as an improvement to EMD to overcome this mode mixing effect [34] . EEMD consists of the iterative application of the original EMD to a signal plus white noise. The idea behind EEMD is that EMD acts as an adaptive dyadic filter bank when applied to white noise, thereby separating the different frequency scales of a signal naturally without any a priori subjective criteria [34] . Moreover, another previous study showed that the computational cost of the EEMD was reduced by replacing white noise by band-limited noise [35] , just covering the bandwidth of the signal to be decomposed.
In this study, we developed a customized EEMD algorithm adapted to RS signals, for use prior to IF calculations. The basic steps involved in our customized EEMD algorithm are described as follows. 1) Generate a low-pass filtered white noise signal. Since the fundamental frequency of CAS is typically below 1000 Hz [1] , the cutoff frequency of the low-pass filter was empirically set to 1150 Hz. 2) Add this band-limited noise signal to the RS signal from an inspiratory cycle at an SNR of 0 dB. 3) Decompose the resulting noisy signal into noisy IMFs 1-4 using the original EMD algorithm reported by Rilling and Flandrin [36] , [37] . 4) Repeat steps one to three 100 times. 5) Calculate the final IMFs as the mean of those resulting from the iteration process. Fig. 1 illustrates the EEMD method applied to RS from an inspiratory cycle containing a wheeze. IMFs 1-4 were obtained in decreasing order of frequency, with IMF 1 including the highest frequency components in the RS. In this case, the main components of the CAS were within IMF 2. We found that EEMD provided an efficient way to separate the different frequency scales for computerized RS analysis. Moreover, since the frequency range of interest for CAS detection is from 100 Hz upwards, IMFs 1-4 proved sufficient to cover this range.
D. Instantaneous Frequency of RS
As defined by Gabor [38] , the IF can be calculated from the phase of a complex signal by taking the time derivative. The most practical way to obtain a unique complex signal from a real one is to construct the analytic signal.
In this study, we calculated an analytic signal, z i (t), from each IMF, s i (t), as
where H[·] is the Hilbert transform, a i (t) is the absolute value of z i (t), and Φ i (t) is the phase of z i (t). Once we had obtained the analytic signal from each IMF, IF i (t) and IE i (t) could be defined as in (2) and (3), by the phase derivative and envelope of the analytic signal, respectively.
A major challenge in calculating the IF for RS is to obtain a physically meaningful frequency, which means not having negative values. In relation to this issue, (2) would only yield true positive values for the IF if s i (t) were to be a monocomponent signal, the phase signal of which is monotonically increasing point-by-point. However, IMFs are not truly monocomponent signals, and therefore, their phase signals could produce unusual negative IF values.
In order to ensure real positive IF values, we developed a smoothing function, which consisted of applying a shapepreserving piecewise cubic interpolation to segments where the phase was not increasing.
The complete algorithm to calculate IF and IE comprises the following steps.
1) Calculate IMFs 1-4 by means of EEMD from RS of each inspiratory cycle. 2) Calculate the analytic signal, z i (t), using the Hilbert transform for each IMF. 3) Obtain the phase signal, Φ i (t), for each z i (t). 4) Smooth the phase signal using the smoothing function, which prevents IF from taking negative values. 5) Calculate IF i and IE i by differentiating the smoothed Φ i (t) and taking the absolute value of z i (t), respectively. The time derivative is calculated using a five-point least squares polynomial approximation [39] . Fig. 2 shows an example of IF sequences obtained from two inspiratory cycles, one containing a wheeze (a) and another with normal RS (b). The IF dispersion was low for as long as the CAS lasted, as shown in IF 2 in Fig. 2(a) . In contrast, IFs from normal RS had uniform dispersions throughout the inspiratory cycle, as shown in Fig. 2(b) .
E. RS Classification 1) Extraction of Candidate CAS Segments:
Our RS classifier works at two levels: the classification of RS segments within an inspiratory cycle, and the classification of the entire inspiratory cycle. The algorithm extracts RS segments that are candidates for being CAS segments within an inspiratory cycle. Then, feature extraction is applied to each extracted RS segment. These features are used to classify each RS segment, as a normal or CAS segment, using an SVM classifier. Finally, the whole inspiratory cycle is classified as containing CAS or normal sounds, depending on the classification of its RS segments (see Fig. 3 ).
Given that CAS segments have lower IF dispersion than segments containing normal RS, candidate CAS segments can be detected using a moving window that slides over the entire IF sequences to calculate the IF dispersion (σ IFi ). In this study, we used a window length of 40 ms (125 samples at 3 125 samples/second) with 92% overlap (115 samples). Both parameters Fig. 1(a) , and from one inspiratory cycle with normal RS (b). As shown in (a), a segment with a markedly lower IF dispersion appears within IF 2, and this corresponds to the location of the wheeze. In contrast, IFs from normal RS (b) are highly variable throughout the entire inspiratory cycle. were determined empirically. The window length (40 ms) is less than half of the minimum CAS duration (100 ms). Shorter window lengths would produce highly variable σ IFi sequences, due to unusual spurious IF values. On the other hand, longer window lengths would produce only slight variations in the σ IFi sequences, making it more difficult to detect CAS segments. The 92% overlap was chosen to increase the number of data points in the σ IFi sequences. If the overlap was small, CAS segments would produce only a few data points with low IF dispersion, whereas, by increasing the overlap between adjacent windows, we obtained more data points improving the accuracy of the detection of CAS segments.
After calculation of the σ IFi sequences, a thresholding method was used to detect candidate CAS segments. Thresholds Th1, Th2, and Th3 represent different levels of IF dispersion (see Fig. 3 ) and these were also determined empirically. Threshold Th1 was the mean of an entire σ IFi sequence, that is, the mean IF dispersion throughout an entire inspiratory cycle. It was chosen as the reference value to detect CAS segments. The IF dispersion of normal RS segments was expected to be above Th1, whereas the IF dispersion of CAS segments was expected to be below Th1. However, using only Th1 was a weak criterion, which might lead to false CAS segment detections. To avoid false detections, we defined two more restrictive thresholds (Th2 and Th3). Th2 was the upper limit for the IF dispersion of a candidate CAS segment. That is, all segments with an IF dispersion below Th2 were potentially CAS segments. Furthermore, threshold Th3 was used to distinguish those segments with high probability of being CAS segments, due to their very low IF dispersion. Fig. 4 shows how IF can track not only constant monophonic CAS (a), but also variable monophonic (b) and polyphonic (c) CAS. As shown, the σ IFi sequences are below Th2 throughout the presence of CAS.
2) Feature Extraction: Every candidate CAS segment was labeled as one of the following types according to its minimum σ IFi and duration, d 1 [see Fig. 5(a) As different RS segments might belong to the same CAS, a grouping algorithm was used to merge RS segments, based on maximum IF dispersion and time elapsed between two adjacent RS segments. Moreover, since the merged segments might have different labels, a priority order was established to set the label for the resulting compound segment, according to the following sequence.
Priority order: Type 1 > Type 2 > Type 3 > Type 4 Each compound segment was labeled as the same type as its highest priority subsegment.
In the final classification stage, only type 1-3 RS segments were taken into account [see Fig. 5(b) ]. Moreover, according to the standard definition of CAS [1] - [3] , only RS segments whose total duration (D T ) were greater than or equal to 100 ms were considered candidate CAS segments. The following features were defined, as in (4)- (6), to characterize the segments [see 
where E IM F is the sum of all terms of the squared IE of an IMF, E S is the subinterval of E IM F corresponding to the segment location, E T is the sum of E IM F1 , E IM F2 , E IM F3 , and E IM F4 , and σ IF,D T is the mean IF dispersion over the length of the segment. These five features correspond to measurements that depend either on the energy (ER 1 , ER 2 , and ETR) or on the IF dispersion (DR and Q) of RS segments.
3) RS Segment Classification Using SVMs:
The proposed SVM classifier works at the segment level of our classification scheme (see Fig. 3 ). That is, the input to the SVM classifier was a numerical data vector containing features ER 1 , ER 2 , ETR, DR, and Q, and the IMF number (from 1 to 4) of an RS segment. In order to train and test our SVM classifier, we used an iterative procedure, as illustrated in Fig. 6 . First, the inspiratory cycles from the full dataset were divided into two subsets, one for training (559 cycles) and another for testing (311 cycles). Due to the high between-subject variability of the RS, the subsets were formed independently, and hence, included inspiratory cycles from different asthmatic patients. Then, 921 RS segments extracted from the training inspiratory cycles were used to find the optimum parameters for our SVM classifier (the regularization parameter, C, and the kernel parameter, σ). For that purpose, we used a 5 × 5 grid with increasing sequences of C (from 1 to 3) and σ (from 0.1 to 1). Each combination of parameters was the starting point for finding a local minimum of the tenfold cross-validation loss function. The parameters that produced the lowest cross-validation loss were chosen as the optimum parameters (C opt = 2.72 and σ opt = 1.61).
Having found the optimum SVM parameters, we employed them to train an SVM classifier using the RS segments from the training inspiratory cycles. The resulting SVM classifier was validated using the RS segments from both training and testing inspiratory cycles and the target labels from the manual RS segment classification. The performance of the SVM classifier was evaluated in terms of accuracy, sensitivity, specificity, and positive predictive value.
Since the results obtained might depend on the initial grouping of the inspiratory cycles, we repeated the training and testing steps using different partitions of the data. For that purpose, the inspiratory cycles from the dataset were randomly divided into training (65%) and testing (35%) sets inside a loop. The random partitions were done in such a way that each subset contained a proportionate share of the normal and CAS Q1-Q4 inspiratory cycles from the full dataset (see Table II ). After each random partition, the RS segments from the resulting training and testing inspiratory cycles were used to train and test an SVM classifier with the optimum parameters (C opt and σ opt ). The total performance of the SVM classifier was calculated as the mean and the standard deviation of the classification results of each iteration.
4) Inspiratory Cycle Classification:
Considering the RS segment classification obtained in each iteration of the previous stage, each entire inspiratory cycle was classified as containing CAS if any of its RS segments was classified as a CAS segment. Otherwise, the entire inspiratory cycle was classified as containing normal sounds.
The performance of the SVM classifier was also evaluated at cycle level, by comparing the inspiratory cycle classification obtained with the classifier to the manual inspiratory cycle classification.
We selected the SVM with the best performance, among all iterations, for the classification of simulated CAS cycles in the next Section II-F.
F. Simulation of CAS Cycles
This section describes a procedure to study the effect of duration and SNR of simulated CAS on the performance of the classifier. For that purpose, the classifier was tested on 4592 simulated CAS cycles. The procedure to obtain the simulated CAS cycles was as follows.
1) Eight CAS segments were manually extracted from different inspiratory cycles with CAS from the study dataset. 2) Either time contraction or dilation was applied to those eight CAS segments in order to obtain 41 new CAS segments, n i (t), thus covering time durations from 100 to 500 ms, in increments of 10 ms. 3) Each one of those 41 CAS segments was added to seven inspiratory cycles with normal sounds, s k (t), as in (7), at 16 SNRs, SNR j , from -5 dB to 10 dB, in increments of 1 dB. As a result, a total of 656 simulated CAS cycles, w ij k (t), were obtained for each original normal sound cycle, s k (t).
In the aforementioned equation, i is the CAS segment subscript, j is the SNR subscript, and k is the subscript for the inspiratory cycle with normal sounds. In this study, the SNR was defined as 
where P S k (t) is the power of s k (t), n ij k (t)is the n i (t) CAS segment added to the s k (t) inspiratory cycle at SN R j , P n j k (t) is the power of n ij k (t), and P n i is the power of n i (t).
In this way, we obtained a set of simulated CAS cycles that allowed us to explore the effectiveness of the proposed algorithm in terms of two basic parameters of CAS: duration and intensity. The influence of these parameters on each simulated CAS cycle was calculated as the percentage increase in mean power with respect to the original cycle with normal sounds, s k (t), given by the following expression:
This new parameter allowed us to analyze the classification results of the simulated CAS cycles for different ranges of power increase.
III. RESULTS
A. Recorded RS Classification
The performance of the SVM classifier at segment level, obtained after the training and testing described in Section II-E3, is summarized in Table III . As shown, high accuracy (94.0% ± 0.8%) and sensitivity (92.8% ± 1.7%) were achieved with the test set for classifying recorded RS segments.
The performance of the SVM classifier at cycle level is reported in Table IV . As shown, our classifier achieved high total accuracy (94.6% ± 0.3%) and sensitivity (94.2% ± 0.4%) for classifying recorded RS from inspiratory cycles as normal sounds or CAS. Among all iterations, the best SVM classifier had an accuracy of 95.1%, a sensitivity of 94.2%, a specificity of 96.1%, and a positive predictive value of 96.8%, at cycle level. That SVM classifier was used to obtain the classification results for the simulated CAS cycles described in the next Section III-B.
Furthermore, we evaluated the performance of our classifier for different airflow levels. Fig. 7 shows the distribution of the CAS cycles from the dataset (485 cycles) among the four quartiles. Moreover, the mean FEV 1 value was calculated from the asthmatic subjects who provided CAS in each quartile. As shown, cycles containing CAS not only appear at high airflows (Q3 and Q4), but also at low and moderate airflows (Q1 and Q2). It is noteworthy that patients who provided CAS at low airflows had lower FEV 1 values than those who only provided CAS at high airflows. In fact, there is a direct relationship between the two variables. Patients with severe asthma (with low FEV 1 values) may produce CAS as much at low airflows as at high airflows. However, those with mild asthma only generate CAS at high airflow levels. Independently of the airflow quartile, our classifier performed very well in all cases (see Table IV ).
B. Effect of SNR on Detection of Simulated CAS Cycles
This section describes the results of the sensitivity analysis described in Section II-F. Fig. 8 shows the results after obtaining 656 simulated CAS cycles from one inspiratory cycle with normal sounds, s k (t). The power increase (ΔP ij k ) parameter was used to evaluate the effect of adding CAS segments to an inspiratory cycle with normal sounds, with different durations and different SNRs. Three thresholds were set for power increases of 200%, 125%, and 110%, defining the boundaries for four regions of interest (R1-R4), plotted in Fig. 8 .
The same procedure (described in Section II-F) was applied to six more inspiratory cycles with normal sounds, s k (t). Then, the classifier was applied to the total set of 4592 simulated CAS cycles. As shown in Fig. 9 , the proposed classification algorithm achieved high accuracy for detecting cycles containing CAS in regions R1 (98.7% ± 1.4%) and R2 (93.9% ± 4.1%), while the accuracy was markedly lower in region R4 (76.4% ± 13.4%). However, region R4 corresponds to very low SNR values. This region included weak CAS, which had very low energy and only slightly increased the mean power of the RS signals (ΔP ≤ 110%). Although there is no standard criterion for amplitude in the definition of CAS, considering the recorded CAS in the study dataset, regions R1-R2 represented more realistic SNR values. For this reason, the number of simulated CAS cycles progressively decreased from region R1 to region R4. In any case, the overall accuracy, including all regions, was 92.8% ± 3.6%. This high accuracy demonstrates that the proposed method offers high performance under both low and high SNR conditions. In fact, high accuracy (87.7% ± 7.3%) was achieved in region R3, which still represents an unfavorable scenario, in which the SNR may be below 0 dB. 
IV. DISCUSSION AND CONCLUSION
Asthma is characterized by a series of variable symptoms, including airflow limitation, shortness of breath, cough, and the presence of CAS [9] . Although these symptoms vary over time and CAS are not always present in asthma, when present, such sounds clearly indicate airway obstruction [4] . Therefore, detecting and analyzing CAS can provide some additional information about the pulmonary function of these patients.
This study demonstrates that the analysis of RS in terms of EEMD-based IFs provides an efficient, simple, and robust method for CAS detection and RS classification.
First, we have shown the viability of estimating the IF by EEMD. The definition of the IF of multicomponent signals, such as RS, has been a subject of controversy, since strictly speaking the concept of IF is only meaningful for monocomponent signals. In this study, we found that EEMD allowed us to decompose RS into IMFs for which a physically meaningful IF was defined point-by-point. EEMD represented a key step in the multiscale analysis of the IF in RS, as it determined the quality of the IF estimation, and thus, the performance of our RS classifier.
Indeed, we opted to use EEMD as it improves on the original EMD method, which had a mode mixing effect when applied to RS from some inspiratory cycles [33] . After comparing several methods addressing that mode mixing effect [34] , [40] - [42] , we identified some clear advantages of EEMD. The IMFs from EEMD had smaller frequency overlaps than IMFs from other methods. Due to properties similar to a dyadic filter bank, EEMD achieved a much better separation of different frequency scales, which reduced the mode mixing effect and improved the IF estimate. Moreover, thanks to the better separation of frequency scales, EEMD allowed us to analyze only IMFs 1-4 to cover the frequency range of interest, which goes from 100 Hz upwards for CAS detection. However, other methods required us to analyze at least five IMFs for the same purpose.
Two parameters determined the effectiveness of the EEMD: noise amplitude and number of iterations. If the added noise amplitude was too small (high SNR), there were few changes in the maxima of the original sound signal, and therefore, the benefits of EEMD were not evident. On the other hand, using high amplitude noise (low SNR) produced slightly noisy IMF components, but provided a reference scale distribution to enhance EMD and avoid the mode mixing effect. Furthermore, the residual noise level was able to be reduced by increasing the number of iterations. Indeed, a key issue was finding a balance between the SNR and number of iterations in order to minimize the mode mixing effect and obtain an acceptable residual noise level. As RS are random in nature, for this study, we added bandlimited noise to RS signals from inspiratory cycles at an SNR of 0 dB, in order to perceive the benefits of EEMD. Despite this low SNR, applying 100 iterations to RS from each inspiratory cycle proved sufficient to obtain slightly noisy IMFs that allowed us to calculate a meaningful IF in a moderate time. Using fewer iterations would result in a higher residual noise level, whereas using more iterations would substantially increase the computation time. Furthermore, the slight residual noise was not a problem for our application, since we did not need a perfect decomposition to reconstruct the original signal from the IMFs, but rather we wanted to use them for IF estimates.
Although there are several methods of IF calculation [32] , we found that the Hilbert method produced more accurate IF values than other methods, such as the Teager-Huang method, which produced more dispersed values.
We have presented a set of features, which were extracted from the IF and IE sequences, to train and test an SVM classifier for RS segments. For that purpose, a moving window was applied to the IF sequence from each IMF to calculate the dispersion, since we found that RS segments containing CAS were characterized by markedly lower IF dispersion [33] . We used the standard deviation just as a tool for measuring dispersion within each IF sequence. Then, we applied a set of thresholds (see Fig. 3 ) to the IF dispersion in order to detect candidate CAS segments. Since these thresholds were proportional to the IF dispersion of each IMF, they adapted to the characteristics of each signal. The extracted IF dispersion and energy features [see Fig. 5 (b) and (c)] allowed us to achieve high sensitivity (94.2%) and accuracy (94.6%) in CAS detection and RS classification.
As shown in Table V , the performance of our method is similar to or better than that reported for many previous CAS detection methods. However, these different approaches cannot be directly compared because there are some important differences between them, which affect the classification results. The main differences are in the following: the position and number of sensors (tracheal or lung sounds, monochannel, or multichannel recordings), the respiratory maneuver performed (constant airflow, forced expiratory maneuver, or variable airflow), the respiratory disease of patients (asthma, COPD, or others), the size of the dataset, the types of CAS included in the dataset, or the parameters for evaluating the performance of the classifiers.
Despite the aforementioned differences, our approach has some objective advantages over previous approaches. We have shown the ability of our method to detect CAS derived from a wide range of airflow levels. Thanks to the progressive respiratory maneuver, which was performed by the asthmatic patients, the dataset of this study included CAS appearing at low airflows as well as that appearing at high airflows. This is a strength compared to previous studies for which RS were recorded at constant airflows or during forced expiratory maneuvers. We have shown that CAS may appear under different respiratory conditions, and that this has no effect on the performance of our classifier.
We have also performed a detailed sensitivity analysis of the influence of the SNR (amplitude of CAS) on the performance of the proposed classifier. We applied our classifier to simulated CAS cycles with different SNRs (see Fig. 8 ). As shown in Fig. 9 , an overall accuracy of 92.8% was achieved. Although the performance of the RS classifier diminished from region R1-R4, the accuracy was high (87.7% in region R3) even at low SNRs. These results reinforce the reliability of our method, in that they demonstrate that this technique works properly under both high and low SNR conditions.
In contrast to previous approaches for RS analysis, such as those based on spectrograms or wavelet transformations, EEMD-IF used in the first stage of our classification scheme is an adaptive technique, which does not require a priori knowledge of the RS signal characteristics. That is, IF and IE sequences are calculated without choosing fixed analysis parameters and regardless of the type of RS and their temporal or spectral characteristics. On the other hand, IF and IE sequences allow us to work independently in either a time-frequency or a time-energy domain. For this reason, we were able to use dispersion-based criteria on IF sequences, this representing a novel and straightforward technique for detecting CAS segments. Moreover, IF and IE sequences are defined point-by-point, thus providing very high time resolution. In fact, EEMD-IF provides precise IF values, which represent the frequency content of RS signals at each time instant.
Thanks to the aforementioned properties of EEMD-IF, on which the proposed method relies, this is a suitable technique for RS classification, and also represents an alternative way of accurately analyzing RS signals. Consequently, unlike some techniques previously used for CAS detection, EEMD-IF could be used not only for detecting CAS, but also for characterizing these sounds. Although this proposed EEMD-IF technique has not been widely applied to RS analysis, various EMD-based approaches have already been used in previous studies either for detection and analysis of discontinuous adventitious sounds [43] , [44] , or for detection and separation of heart sounds from lung sounds [45] - [47] .
In this study, we have focused on inspiratory cycles because inspiratory sounds are much louder than expiratory sounds on the back, where we recorded the analyzed RS. Nevertheless, this classifier could be effectively applied to RS from expiratory cycles and even from the full respiratory cycle. What is more, although this study is focused on RS from the surface of the back, the proposed classifier could be also applied to tracheal sounds. These factors do not have influence on the hypothesis of our method. That is, it depends on the variations of the IF dispersion inside a cycle, regardless of whether it is an inspiratory, an expiratory, or a full cycle.
The use of our RS classifier is a prior step for a detailed analysis of RS. Specifically, easier CAS detection will facilitate new research into the analysis and characterization of these sounds. On the other hand, the identification of normal inspiratory sounds, without CAS, is the basis for future analysis of normal inspiratory sound intensity. This classifier could be the first stage of a more complex system for the analysis of RS. Such a system could serve as much for the diagnosis of patients with obstructive respiratory diseases as for their long-term monitoring. The idea is that this type of system could be used in a routine way together with the spirometry. The combined information from these techniques could increase the reliability in the diagnostic assessment of these patients.
