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CENTERS FOR THE RESTRICTED CATEGORY O AT
THE CRITICAL LEVEL OVER AFFINE KAC-MOODY
ALGEBRAS
JOHANNES KU¨BEL*
Abstract. The restricted category O at the critical level over
an affine Kac-Moody algebra is a certain subcategory of the ordi-
nary BGG-category O. We study a deformed version introduced
by Arakawa and Fiebig and calculate the center of the deformed
restricted category O.
1. Introduction
The first step of Fiebig’s proof of the Kazhdan-Lusztig conjecture
for symmetrizable Kac-Moody algebras outside the critical hyperplanes
was to calculate the center of a non-critical block of the deformed cat-
egory O (cf. [3]). It turned out that it is isomorphic to the structure
algebra of the moment graph associated to this block. Since the mo-
ment graph picture gives a description of the equivariant cohomology
of the flag manifold corresponding to the Langlands dual Lie algebra,
one gets the link to geometry to prove the Kazhdan-Lusztig conjecture.
In the present paper we use analogues arguments as in [3] to de-
scribe centers of an appropriate categorical framework for the critical
level representations over an affine Kac-Moody algebra. For this, let
g ⊃ b ⊃ h be a simple Lie algebra with a Borel and a Cartan subal-
gebra and ĝ be the affine Kac-Moody algebra associated to g. Denote
by ĥ the Cartan subalgebra corresponding to h. The Feigin-Frenkel
center acts on the category O over ĝ as a graded algebra Z =
⊕
n∈Z Zn
generated by infinitely many homogeneous elements in the following
way. Let z ∈ Zn be a homogeneous element of degree n. Then z acts
on O as a transformation from the functor (· ⊗ L(δ))n to the identity
functor, where L(δ) is the one dimensional simple ĝ-module with high-
est weight the smallest positive imaginary root. If n 6= 0, this action
is only non-trivial on the subcategory Oc ⊂ O of modules with critical
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level. In [2] the authors introduce the restricted category Oc which
consists of those modules M ∈ Oc on which Zn acts trivially for all
n ∈ Z\{0}. Furthermore, they describe the categorical structure of the
subgeneric blocks of Oc.
Now let Λ ⊂ ĥ∗ be a subset that parameterises the highest weights
of simple modules in a block of Oc. Denote this block by OΛ and let
R(Λ) be the subset of roots corresponding to (g, h) which are integral
with respect to Λ. In this paper we work with a relative version of OΛ.
For this, let S˜ be the localization of the symmetric algebra over h. In
chapter 2, we define the deformed block OS˜,Λ as a relative version of
OΛ. We use the main results of [2] to get the following: The center of
the category OS˜,Λ is isomorphic to the S˜-module{
(zµ)µ∈Λ ∈
∏
µ∈Λ
S˜
∣∣∣∣∣zµ ≡ zα↓µ (modα∨) ∀α ∈ R(Λ)
}
where α ↓ · : Λ→ Λ is a certain bijection on the set Λ, which we define
in chapter 3.5.
In this sense, this paper should be seen as an addendum to the first
part of Fiebig’s article [3]. But unfortunately our result does not yet
have a geometric counterpart as the non-critical situation of [3] does.
2. Preliminaries
2.1. Affine Kac-Moody algebras. Let g ⊃ b ⊃ h be a finite di-
mensional, complex, simple Lie algebra with a Borel and a Cartan
subalgebra and denote by L(g) = g⊗C C[t, t
−1] the loop algebra. The
Killing form κ : g × g → C allows us to take a central extension
g˜ = L(g) ⊕ CK of the loop algebra, where K is a central element.
Adding an outer derivation operator D = t ∂
∂t
to g˜ we get the affine
Kac-Moody algebra ĝ corresponding to g. As a vector space we have
ĝ = (g⊗C C[t, t
−1])⊕ CK ⊕ CD and the Lie bracket is given by:
[x⊗ tn, y ⊗ tm] = [x, y] + nδm,−nκ(x, y)K
[K, ĝ] = {0}
[D, x⊗ tn] = nx⊗ tn
where x, y ∈ g. The corresponding affine Cartan subalgebra is given by
ĥ = h⊕CK ⊕CD and the affine Borel subalgebra by b̂ = (g⊗ tC[t] +
b⊗C C[t])⊕ CK ⊕ CD.
Denote by R ⊃ R+ the root system with positive roots corresponding
to the triple (g, b, h). The projection ĥ = h⊕ CK ⊕ CD ։ h induces
an embedding h∗ →֒ ĥ∗. Let δ ∈ ĥ∗ be the imaginary root defined by
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δ(h ⊕ CK) = {0} and δ(D) = 1. The inclusion h∗ →֒ ĥ∗ yields an
embedding of R into the affine root system of (ĝ, ĥ) which we denote
by R̂. It is given by R̂ = R̂re ∪ R̂im where
R̂re = {α + nδ |α ∈ R ⊂ R̂, n ∈ Z}
R̂im = {nδ |n ∈ Z, n 6= 0}
Let θ ∈ R+ be the highest root and denote by Π ⊂ R+ the set of
simple roots. The set of affine simple roots Π̂ ⊂ R̂ is then given by
Π̂ = Π ∪ {−θ + δ} and the set of positive affine roots by R̂+ = R+ ∪
{α+ nδ |α ∈ R, n > 0} ∪ {nδ|n > 0}.
We denote by W ⊂ Gl(h∗) the Weyl group of the finite dimensional
Lie algebra g and by Ŵ ⊂ Gl(ĥ∗) the affine Weyl group of ĝ. For any
real root α ∈ R̂re the root space ĝα is one dimensional and we can
uniquely define the coroot α∨ ∈ ĥ by the properties α∨ ∈ [ĝα, ĝ−α] and
〈α, α∨〉 = 2, where 〈·, ·〉 : ĥ∗× ĥ→ C is the natural pairing. Let ρ ∈ ĥ∗
be an element with ρ(α∨) = 1 for all coroots α∨ associated to a simple
affine root α ∈ Π̂. The ρ-shifted dot-action of Ŵ on ĥ∗ is now given by
w · λ = w(λ+ ρ)− ρ
where w ∈ Ŵ and λ ∈ ĥ∗. Although ρ is not uniquely defined, the
dot-action is independent of the choice of ρ.
2.2. The deformed Category O. Denote by S = S(h) the symmet-
ric algebra over the complex vector space h and by Ŝ = S(ĥ) the sym-
metric algebra over ĥ. Every S-algebraA with structure map τ : S → A
carries an Ŝ-structure by composing τ with the map Ŝ ։ S induced
by h∗ ⊂ ĥ∗ from above. We call a commutative, associative, noetherian
and unital S-algebra A a deformation algebra.
For a Lie algebra a and a deformation algebra A we define aA := a⊗CA.
We can compose the structure morphism τ : S → A to get a map
ĥ →֒ S(ĥ) → S(h) → A. We can extend this map to an A-linear
map τ : ĥA → A which we denote by τ again and call it the canonical
weight corresponding to A. We can identify the A-dual space of ĥA
with ĥ∗⊗CA and use this identification to view every weight λ ∈ ĥ
∗ as
an element in ĥ∗A. This implies τ(D ⊗ 1) = τ(K ⊗ 1) = 0.
For a ĝA-module M and a weight λ ∈ ĥ
∗ we define the deformed λ-
weight space
Mλ := {v ∈M |Hv = (λ(H) + τ(H))v ∀H ∈ ĥ}
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We call M a weight module if it decomposes into the direct sum of its
deformed weight spaces.
Definition 2.1. The deformed category OA is the full subcategory of
ĝA−mod which consists of all modules M which are
(1) weight modules, and
(2) locally b̂A-finite, i.e., for any m ∈ M the submodule bAm is
finitely generated over A.
The deformed Verma module with highest weight λ ∈ ĥ∗ is an ele-
ment of OA and is defined by
∆A(λ) := U(ĝA)⊗U(b̂A) Aλ
where Aλ is A as an A-module and the left action of b̂ is given by the
composition b̂։ ĥ
λ+τ
→ A.
For a homomorphism A→ A′ of S-algebras we get a functor
· ⊗A A
′ : OA −→ OA′
which maps ∆A(λ) to ∆A′(λ).
Lemma 2.2 ([3], Proposition 2.1). Let A be a local deformation algebra
with residue field K. Then the base change functor · ⊗A K induces a
bijection between isomorpism classes of simple objects in OA and the
ones in OK.
This lemma implies that the simple modules of OA and OK are pa-
rameterized by ĥ∗ (cf. [2], 2.8). We denote the simple module in OA
(OK, resp.) with highest weight λ ∈ ĥ
∗ by LA(λ) (LK(λ), resp.).
In contrast to the category O over the simple Lie algebra g we do not
have projective covers of simple objects in the category O over ĝ in
general. However, in certain truncated subcategories projective covers
do exist.
Definition 2.3. (1) A subset J ⊂ ĥ∗ is called open, if for all λ ∈
J and µ ∈ ĥ∗ with µ ≤ λ we have µ ∈ J .
(2) We call a subset J ⊂ ĥ∗ bounded from above if for any λ ∈ J
the set J ∩ {≥ λ} = {µ ∈ J |µ ≥ λ} is finite.
Definition 2.4. Let J ⊂ ĥ∗ be open and M ∈ OA.
(1) We define MJ := M/(U(ĝA)
⊕
λ∈ĥ∗\J Mλ).
(2) We define OJA ⊂ OA to be the full subcategory of objects M with
M =MJ .
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It is easy to see that M 7→ MJ induces a functor OA → O
J
A which
is left adjoint to the inclusion functor OJA ⊂ OA. Furthermore, ∆A(λ)
and LA(λ) are contained in O
J
A if and only if λ ∈ J .
Theorem 2.5 ([2], Theorem 2.8). Let J be a bounded, open subset of
ĥ∗ and A a local deformation algebra with residue field K.
(1) For each λ ∈ J there exists a projective cover PJA (λ) of LA(λ)
in OJA . It admits a Verma flag, i.e., a filtration with layers
isomorphic to deformed Verma modules, and we have
(PJA (λ) : ∆A(µ)) =
{
[∆K(µ) : LK(λ)], if µ ∈ J ,
0, otherwise
where the left side denotes the multiplicity of ∆A(µ) in a Verma
flag and the right side the multiplicity of LK(λ) as a simple
subquotient of ∆K(µ).
(2) If J ′ ⊂ J is open as well, then
PJA (λ)
J ′ ∼= PJ
′
A (λ).
(3) If A → A′ is a homomorphism of local deformation algebras
and P ∈ OJA is projective, then P ⊗A A
′ is projective in OJA′.
(4) We have PJA (λ)⊗A K
∼= PJK (λ).
(5) Let P be a finitely generated projective object in OJA and A →
A′ be a homomorphism of local deformation algebras. For any
M ∈ OJA the natural map
HomOA(P,M)⊗A A
′ −→ HomOA′ (P ⊗A A
′,M ⊗A A
′)
is an isomorphism.
For A a local deformation algebra with residue field K, we introduce
an equivalence relation on ĥ∗. Let λ, µ ∈ ĥ∗. We call µ A-larger than
λ if [∆K(µ) : LK(λ)] 6= 0. Then, ∼A is defined to be the equivalence
relation on ĥ∗ generated by pairs (λ, µ), s.t. µ is A-larger than λ.
Let Λ ∈ ĥ∗/ ∼A. OA,Λ is defined to be the full subcategory of OA that
consists of all objectsM with the property that any simple subquotient
of M has highest weight in Λ.
Theorem 2.6 ([3], Proposition 2.8). The functor⊕
Λ∈ĥ∗/∼A
OA,Λ −→ OA
(MΛ)Λ∈ĥ∗/∼A 7−→
⊕
Λ∈ĥ∗/∼A
MΛ
is an equivalence.
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3. Restricted representations
The main purpose of this chapter is to introduce the restricted de-
formed category O. It is introduced in [2] and is a natural categorical
framework to study the highest weight modules at the critical level.
3.1. The critical level. Let M ∈ OA and λ ∈ ĥ
∗. The central ele-
ment K ∈ ĝ acts on the weight space Mλ by λ(K) ∈ C. We denote
by Mk the eigenspace of the action of K with eigenvalue k ∈ C. If
M = Mk we call M a module of level k. The category OA decomposes
into the direct sum of subcategories of modules with equal level, i.e.,
OA =
⊕
k∈COA,k, where OA,k consists of those modules which are of
level k.
Let (·|·) : ĝ × ĝ → C be the non-degenerate, symmetric and invariant
bilinear form on ĝ which is induced by the Killing form on g. Its restric-
tion to ĥ × ĥ is non-degenerate as well and induces a non-degenerate
bilinear form (·|·) on ĥ∗. For A a local deformation algebra with canon-
ical weight τ : ĥA → A, we can extend it to (·|·)A : ĥ
∗
A × ĥ
∗
A → A, the
A-linear continuation of (·|·). Recall the element ρ ∈ ĥ∗ with ρ(α∨) = 1
for any simple root α ∈ Π̂. Note that for the imaginary root δ ∈ R̂ we
have (δ|δ) = 0.
Definition 3.1. For λ ∈ ĥ∗ we define the set of integral roots (with
respect to λ and A) by
R̂A(λ) := {α ∈ R̂ | 2(λ+ ρ+ τ |α)A ∈ Z(α|α)A}
The corresponding integral Weyl group is defined by
ŴA(λ) := 〈sα |α ∈ R̂A(λ) ∩ R̂
re〉 ⊂ Ŵ
For an equivalence class Λ ∈ ĥ∗/ ∼A and µ, λ ∈ Λ, we have λ(K) =
µ(K) and also R̂A(λ) = R̂A(µ).
The complex number crit := −ρ(K) is called critical level.
Lemma 3.2 ([1], Lemma 4.2). For Λ ∈ ĥ∗/ ∼A the following are
equivalent.
(1) Λ is critical, i.e., λ(K) = crit for all λ ∈ Λ.
(2) We have λ+ δ ∈ Λ for all λ ∈ Λ.
(3) We have nδ ∈ R̂A(λ) for all n 6= 0 and all λ ∈ Λ.
3.2. Restricted representations. We recall the action of the Feigin-
Frenkel center on OA as explained in [1] and [2]. Let A be a local
deformation algebra with residue field K. In chapter 3.1 of [2] the
authors introduce an equivalence
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T : OA −→ OA
defined by T := · ⊗C L(δ) where L(δ) is the one dimensional simple
ĝ-module with highest weight δ. The inverse functor of T is given by
T−1 = · ⊗C L(−δ). Denote by T
n the n-fold composition of T .
Lemma 3.3 ([2], Chapter 3.1). A block OA,Λ with Λ ∈ ĥ
∗/ ∼A is
preserved by the functor T if and only if Λ is of level k(Λ) = crit.
Let V crit(g) be the universal affine vertex algebra associated with g
at the critical level and denote by z its center. On any M ∈ OA,crit, z
induces the structure of a graded module over the polynomial ring (of
infinite rank)
Z :=
⊕
n∈Z
Zn = C[p
(i)
s , i = 1, ..., rkg, s ∈ Z].
Any z ∈ Zn for n ∈ Z acts on OA as a natural transformation from
T n to the identity functor on OA. Thus, the action of z on M is
given by a homomorphism zM : T nM →M . This action respects base
change, i.e., for A → A′ a homomorphism of deformation algebras,
the base change functor · ⊗A A
′ : OA,crit → OA′,crit induces a natural
isomorphism zM⊗AA
′ ∼= zM ⊗A idA′ .
Definition 3.4. Let M ∈ OA,crit. We call M restricted if for all n 6= 0
and all z ∈ Zn, the homomorphism z
M : T nM →M is zero. Then the
restricted deformed category OA,crit is the full subcategory of OA,crit of
all restricted modules.
For J ⊂ ĥ∗ open and bounded let O
J
A,crit := OA,crit ∩ O
J
A . Denote
by ZnM the submodule of M generated by the subset {z
M (m) |m ∈
T nM, z ∈ Zn} ⊂M . The functor (·)
res : OA,crit → OA,crit given by
M →M res :=M/
∑
n∈Z\{0}
ZnM
is well defined and left adjoint to the inclusion functor OA,crit ⊂ OA,crit.
Definition 3.5. Let λ ∈ ĥ∗ be of critical level. The restricted Verma
module is defined by
∆A(λ) := ∆A(λ)
res
We collect some results which can be found in [2] and which we need
for the calculation of the center of a critical restricted block.
Lemma 3.6. Restricted Verma modules respect base change, i.e., for
any homomorphism A→ A′ of deformation algebras we have ∆A(λ)⊗A
A′ ∼= ∆A′(λ).
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Proof. The claim is obvious for non-restricted Verma modules. Since
the action of the center respects base change it is also true for restricted
Verma modules. 
Lemma 3.7 ([2], Lemma 3.8, Lemma 3.3, Lemma 3.4). Let λ ∈ ĥ∗ be
critical, J ⊂ ĥ∗ open, A → A′ a homomorphism of local deformation
algebras and M ∈ OA. Then
(1) for any µ ∈ ĥ∗ and K the residue field of A the weight space
∆A(λ)µ is a free A-module with
rkA∆A(λ)µ = dimK∆K(λ)µ,
(2) (M res)J ∼= (MJ )res,
(3) the canonical map
(M ⊗A A
′)res →M res ⊗A A
′
is an isomorphism.
Remark 3.8. Note that in [2], Lemma 3.4, the isomorphism in (3) of
the above lemma is formulated by
(M ⊗A A
′)res
∼
→ (M res ⊗A A
′)res
But since M res ⊗A A
′ is an object of OA′ already, we do not have to
restrict it anymore.
3.3. Restricted projective objects. We recall the construction of
projective covers from [2]. Let A be a local deformation algebra with
residue field K, J ⊂ ĥ∗ an open, bounded subset and let λ ∈ J be
of critical level. Recall the projective cover PJA (λ) ։ LA(λ). Define
P
J
A(λ) := P
J
A (λ)
res. We say, a module M ∈ OA,crit has a restricted
Verma flag, if it has a finite filtration with subquotients isomorphic to
restricted Verma modules. As in the non-restricted case, we denote by
(M : ∆A(λ)) the multiplicity of ∆A(λ) as a subquotient in a restricted
Verma flag of M .
Theorem 3.9 ([2], Theorem 4.9, and [4], Theorem 4.3). Let A be a
local deformation algebra with residue field K, J an open and bounded
subset of ĥ∗ and µ ∈ J be of critical level. Then P
J
A(µ) admits a
restricted Verma flag and we have
(P
J
A (µ) : ∆A(λ)) =
{
[∆K(λ) : LK(µ)], if λ ∈ J
0, otherwise
for all λ ∈ ĥ∗. Furthermore, P
J
A(µ) is a projective cover of LA(µ) in
O
J
A .
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For the method of proof we are using for calculating the center of a
restricted critical block, the following lemma will be quite important.
Lemma 3.10. Let A → A′ be a homomorphism of local deformation
algebras. LetM,P ∈ O
J
A and P be a finitely generated projective object.
Then the canonical map
HomOA(P ,M)⊗A A
′ −→ HomOA′ (P ⊗A A
′,M ⊗A A
′)
is an isomorphism of A′-modules.
Proof. By Theorem 3.9 we find a finitely generated projective object
P ∈ OJA , s.t. P
res ∼= P . Since (·)res is left adjoint to the inclusion
functor O
J
A →֒ O
J
A and since M ⊗A A
′ is an object of OA′ , we get
HomOA(P
res,M)⊗A A
′ ∼−→ HomOA(P,M)⊗A A
′
and
HomOA′ ((P ⊗A A
′)res,M ⊗A A
′)
∼
−→ HomOA′ (P ⊗A A
′,M ⊗A A
′)
By Lemma 3.7, we have (P ⊗A A
′)res ∼= P res ⊗A A
′. Thus, the claim
follows from Theorem 2.5 (5). 
Remark 3.11. The Feigin-Frenkel conjecture claims that for λ, µ ∈
J the multiplicities (P
J
A (µ) : ∆A(λ)) are given by certain periodic
Kazhdan-Lusztig polynomials evaluated at one. These periodic poly-
nomials depend on the relative position between λ and µ, and if λ and
µ are ”far away” from each other these polynomials are zero. Thus,
if the Feigin-Frenkel conjecture was true, the projective cover P
J
A(µ)
would stabilize for J big enough and P
J
A(µ) would also be a projective
cover of LA(µ) in the bigger non-truncated category OA.
3.4. The restricted block decomposition. We set
ĥ∗crit := {λ ∈ ĥ
∗ | λ(K) = crit}.
We define an equivalence relation ∼resA on the critical hyperplane ĥ
∗
crit.
Let λ, µ ∈ ĥ∗crit. We say, µ is restricted A-larger than λ if LA(λ) appears
as a subquotient of P
J
A(µ) for J ⊂ ĥ
∗ big enough. ∼resA is then defined
to be the equivalence relation on ĥ∗crit that is generated by pairs (λ, µ),
s.t. µ is restricted A-larger than λ. For an equivalence class Λ ∈
ĥ∗crit/ ∼
res
A let OA,Λ ⊂ OA,crit be the full subcategory of objects M , such
that [M : LA(λ)] 6= 0 implies λ ∈ Λ.
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Theorem 3.12 ([2], Theorem 5.2). The functor⊕
Λ∈ĥ∗
crit
/∼resA
OA,Λ −→ OA,crit
(MΛ)Λ∈ĥ∗
crit
/∼resA
7−→
⊕
Λ∈ĥ∗/∼resA
MΛ
is an equivalence.
We want to recall a more detailed description of the restricted critical
blocks. Denote by · : ĥ∗ → h∗, λ 7→ λ the projection with respect to
the decomposition ĥ = h⊕CD⊕CK and denote by Λ ⊂ h∗ the image
of a subset Λ ⊂ ĥ∗.
For Λ ∈ ĥ∗crit/ ∼
res
A we define the finite integral root system (with respect
to Λ and A) by
RA(Λ) := {α ∈ R | 2(λ+ ρ+ τ |α)A ∈ Z(α|α)A for allλ ∈ Λ}
and the finite integral Weyl group by
WA(Λ) := 〈sα |α ∈ RA(Λ)〉 ⊂ W
Lemma 3.13 ([2], Lemma 5.3). Let Λ ∈ ĥ∗crit/ ∼
res
A be a critical re-
stricted equivalence class. Then, for all λ ∈ Λ
Λ =WA(Λ) · λ.
3.5. The generic and subgeneric cases. For the calculation of the
center we will need the description of the generic and subgeneric equiv-
alence classes (cf. [1]).
In the rest of this paper, S˜ will be the localization of S = S(h) at the
maximal ideal generated by h. If p ⊂ S˜ is a prime ideal, we denote by
Sp the localization of S˜ at p.
We need some more notation: Let Λ ∈ ĥ∗crit/ ∼
res
A . For a root α ∈ RA(Λ)
and λ ∈ Λ we define α ↓ λ (resp. α ↑ λ) to be the element in the
set {sα · λ, s−α+δ · λ} which is smaller (resp. larger) than or equal
to λ. We then define inductively α ↓n λ := α ↓ (α ↓n−1 λ) and
α ↑n λ := α ↑ (α ↑n−1 λ).
Definition 3.14. Let Λ ∈ ĥ∗crit/ ∼
res
A be a critical restricted equivalence
class. We call Λ
(1) generic if Λ ⊂ h∗ consists of one element,
(2) subgeneric if Λ ⊂ h∗ consists of two elements.
Lemma 3.15 ([2], Lemma 5.5). Let p ⊂ S˜ be a prime ideal of height
one and let Λ ⊂ ĥ∗crit be an equivalence class for ∼
res
Sp .
(1) If α∨ /∈ p for all α ∈ R, then Λ is generic.
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(2) If α∨ ∈ p for some α ∈ R, then RSp(Λ) ⊂ {α,−α} and Λ is
either generic or subgeneric.
We finish this chapter with the main results of [2].
Theorem 3.16 ([2], Theorem 5.6). Let Λ ∈ ĥ∗crit/ ∼
res
A , λ ∈ Λ and
J ⊂ ĥ∗crit an open and bounded subset.
(1) Suppose that Λ is generic. Then Λ consists of one element and
P
J
A(λ)
∼= ∆A(λ)
if λ ∈ J .
(2) Suppose that Λ is subgeneric and that Λ = {λ, sα · λ} for some
α ∈ R. Then there is a non-split short exact sequence
0→ ∆A(α ↑ λ)→ P
J
A(λ)→ ∆A(λ)→ 0
and a short exact sequence
0→ LA(α ↓ λ)→ ∆A(λ)→ LA(λ)→ 0
if J contains λ and α ↑ λ.
(3) If Λ is subgeneric with RA(Λ) = {±α} and λ ∈ Λ, we have
Λ = {..., α ↓2 λ, α ↓ λ, λ, α ↑ λ, α ↑2 λ, ...}.
The second short exact sequence in (2) follows from the first one and
BGGH-reciprocity.
4. The center of OS˜,Λ for Λ critical
Recall that the center of a category is the ring of endo-transformations
of the identity functor. Let A be a deformation algebra and fix a crit-
ical equivalence class Λ ∈ ĥ∗crit/ ∼
res
A . For an open, bounded subset
J ⊂ ĥ∗crit denote by ZA(Λ,J ) the center of O
J
A,Λ and by ZA(Λ) the
center of OA,Λ. We first consider the case A = S˜, the localization of S
at Sh. Thus, we have
ZS˜(Λ,J ) := Z(O
J
S˜,Λ) = End(idOJ
S˜,Λ
)
Since in general we only have enough projective objects in the trun-
cated categories, we have to express the center of OS˜,Λ as a limit of the
centers ZA(Λ,J ) which runs over open and bounded subsets J ⊂ ĥ
∗
crit.
The main result is then
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Theorem 4.1. Let S˜ be the localization of S at the maximal ideal
generated by h and Λ ∈ ĥ∗crit/ ∼
res
S˜
. Then we have an isomorphism of
S˜-modules
ZS˜(Λ)
∼=
{
(zµ)µ∈Λ ∈
∏
µ∈Λ
S˜
∣∣∣∣∣ zµ ≡ zα↓µ (modα∨) ∀α ∈ RS˜(Λ)
}
We use Lemma 3.10 and a localization process to split the problem
into generic and subgeneric situations. Following [3], we first relate
the center to the endomorphism rings of a generating set of restricted
projective objects.
Remark 4.2. Let A be a localization of S˜ at a prime ideal p ⊂ S˜ and Γ
an equivalence class under ∼resA . The block O
J
A,Γ is generated by the set
of projective covers {P
J
A (λ)}λ∈Γ∩J . By the same arguments as given in
[3], chapter 3.1, we get that evaluating on indecomposable projective
objects induces an injective map
ZA(Γ,J ) →֒
∏
µ∈Γ∩J
EndOA(P
J
A(µ))
and the image of this map is given by the subset{
(zµ)µ∈Γ∩J ∈
∏
µ∈Γ∩J
EndOA(P
J
A(µ))
∣∣∣∣∣zµ ◦ f = f ◦ zλ
∀λ, µ ∈ Γ ∩ J , f ∈ HomOA(P
J
A (λ), P
J
A(µ))
}
Let A→ A′ be a homomorphism of local deformation algebras. The
base change, Lemma 3.10, for the endomorphism rings of restricted
projective objects induces a map
ZA(Γ,J ) −→ ZA′(Γ,J ).
For another open, bounded subset J ′ ⊂ ĥ∗ with J ⊂ J ′ the natural
maps P
J ′
A (µ) → P
J
A(µ) for µ ∈ Γ ∩ J
′ induce a map ZA(Γ,J
′) →
ZA(Γ,J ). Since all finitely generated modules of OA,Γ already lie in a
subcategory O
J
A,Γ for a certain open and bounded subset J ⊂ ĥ
∗, and
since the center is already uniquely defined by its action on the finitely
generated objects, we have
ZA(Γ) ∼= lim
←−
J
ZA(Γ,J )
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The base change maps ZA(Γ,J ) → ZA′(Γ,J ) then induce a base
change map ZA(Γ)→ ZA′(Γ).
Lemma 4.3. Let A be a localization of S˜ at a prime ideal p ⊂ S˜. The
evaluation on restricted Verma modules induces an injective map
ZA(Γ) →֒
∏
µ∈Γ
EndOA(∆A(µ))
∼=
∏
µ∈Γ
A
Proof. Let Q := Q(A) be the quotient field of A. Then by Theo-
rem 3.16 (1), all Verma modules ∆Q(λ) are projective and we have
HomOQ(∆Q(µ),∆Q(λ)) = 0 for µ 6= λ. But by the description of the
center from above and by base change for the center we get a commu-
tative diagram
ZA(Γ) −−−→
∏
µ∈Γ EndOA(∆A(µ))
∼=
∏
µ∈Γ Ay y
ZQ(Γ)
∼
−−−→
∏
µ∈Γ EndOQ(∆Q(µ))
∼=
∏
µ∈ΓQ
where the lower horizontal is an isomorphism and the verticals are
injective. But then the upper horizontal is injective as well. 
Remark 4.4. We want to describe the image of the map
ZS˜(Γ) →֒
∏
µ∈Γ
S˜
The strategy to describe the image of this map is to localize all
appearing modules at prime ideals p of height one. So let p ⊂ S˜ be
such an ideal. If α∨ /∈ p for all α ∈ RS˜(Γ), all ∆Sp(µ) are projective
and we get ZSp(Γ)
∼
→
∏
µ∈Γ Sp which is the generic situation. We will
deal with the subgeneric case in the next chapter.
4.1. The subgeneric case. Let Sα be the localization of S˜ at the
prime ideal generated by α∨. We fix an equivalence class Γ ⊂ ĥ∗crit
under ∼resSα which is not generic. For λ ∈ Γ we get, by Lemma 3.15 and
Theorem 3.16 (3), Γ = Ŵα · λ = {..., α ↓ λ, λ, α ↑ λ, α ↑
2 λ, ...}, where
Ŵα ⊂ Ŵ is the affine subgroup generated by the reflections sα+nδ with
n ∈ Z. Recall that by Theorem 3.16 we have a short exact sequence
∆Sα(α ↑ λ) →֒ P
J
Sα(λ)։ ∆Sα(λ)
if α ↑ λ, λ ∈ J . This implies that for J ′ ⊃ J we have P
J ′
Sα(λ)
∼=
P
J
Sα(λ) in OSα. Thus, for any µ ∈ Γ we will always assume that the
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corresponding open, bounded subset Jµ is big enough, such that we
can write P Sα(µ) = P
Jµ
Sα(µ).
Lemma 4.5. Restriction to the restricted Verma module ∆Sα(α ↑
µ) →֒ P Sα(µ) for every µ ∈ Γ induces a surjective map∏
µ∈Γ EndOSα (P Sα(µ)) ։
∏
µ∈Γ EndOSα (∆Sα(µ))
(fµ)µ∈Γ 7→ (fµ|∆Sα(α↑µ))µ∈Γ
Proof. Since EndOSα (∆Sα(µ)) = Sα · id∆Sα(µ), every endomorphism of
the restricted Verma module lifts to an endomorphism of P Sα(α ↓
µ). 
Identifying
∏
µ∈Γ EndOSα (∆Sα(µ)) with
∏
µ∈Γ Sα and using the natura-
lity of the action of the center, we get a commutative diagram
ZSα(Γ)  u
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
  //
∏
µ∈Γ Sα
∏
µ∈Γ EndOSα (P Sα(µ))
66 66❧❧❧❧❧❧❧❧❧❧❧❧❧
The aim is now to describe the image of the composition of the down-
with the up-going arrow in this diagram.
Proposition 4.6. Let λ, µ ∈ ĥ∗crit, then HomOSα (P Sα(µ), P Sα(λ)) is a
free Sα-module and we have
rkSαHomOSα (P Sα(µ), PSα(λ)) =

1, if µ = α ↓ λ orµ = α ↑ λ
2, if µ = λ
0, otherwise
Proof. HomOSα (P Sα(µ), PSα(λ)) is a finitely generated Sα-module. Let
K be the residue field and Q the quotient field of Sα. By Lemma 3.10
we get
HomOSα (P Sα(µ), PSα(λ))⊗Sα K
∼= HomOK(PK(µ), PK(λ))
and
HomOSα (P Sα(µ), P Sα(λ))⊗Sα Q
∼= HomOQ(PQ(µ), PQ(λ))
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But by [5], chapter 6.2, the dimension of the right hand side of the
first equality is given by
dimKHomOK(PK(µ), PK(λ)) =

1, if µ = α ↓ λ orµ = α ↑ λ
2, if µ = λ
0, otherwise
Since we have a decomposition P Sα(µ) ⊗Sα Q
∼= ∆Q(α ↑ µ) ⊕ ∆Q(µ)
and P Sα(λ) ⊗Sα Q
∼= ∆Q(α ↑ λ) ⊕ ∆Q(λ) into simple Verma modules
we also get
dimQ(HomOSα (P Sα(µ), PSα(λ))⊗SαQ) =

1, if µ = α ↓ λ orµ = α ↑ λ
2, if µ = λ
0, otherwise
But then by [2], Lemma 3.7 (involving Nakayama’s Lemma), we get
that HomOSα (P Sα(µ), P Sα(λ)) is a free Sα-module with
rkSαHomOSα (P Sα(µ), PSα(λ)) =

1, if µ = α ↓ λ orµ = α ↑ λ
2, if µ = λ
0, otherwise

For fixed λ ∈ Γ we want to give bases for the following Sα-modules:
EndOSα (P Sα(λ))
HomOSα (P Sα(λ), P Sα(α ↑ λ))
HomOSα (P Sα(λ), P Sα(α ↓ λ))
We follow the notation of [5]. Clearly, we can take the identity in
EndOSα (P Sα(λ)) as the first basis element. Over the residue field K we
have a composition
PK(λ)։ ∆K(λ) →֒ ∆K(α ↑ λ)
We can lift this composition via base change to a map P Sα(λ) →
∆Sα(α ↑ λ) which is unequal to 0. Composing this map with the in-
clusion ∆Sα(α ↑ λ) →֒ P Sα(λ) yields an endomorphism nλ : P Sα(λ)→
P Sα(λ) which is unequal to 0 and after applying · ⊗Sα K corresponds
to the composition
nKλ : PK(λ)։ ∆K(λ) →֒ ∆K(α ↑ λ) →֒ PK(λ)
Since the identity and nλ are linearly independent, {id, nλ} ⊂ EndOSα (P Sα(λ))
is a basis.
Taking the map P Sα(λ)→ ∆Sα(α ↑ λ) from above and the projectivity
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of P Sα(λ) we get a morphism bλ : P Sα(λ) → P Sα(α ↑ λ) from the
following diagram
P Sα(λ)
&&▼▼
▼
▼
▼
▼
▼▼
▼
▼
// P Sα(α ↑ λ)

∆Sα(α ↑ λ)
This morphism is unequal to 0 after applying · ⊗Sα K. We conclude
that bλ is a basis of HomOSα (P Sα(λ), P Sα(α ↑ λ)).
Finally, we have the composition
aλ : P Sα(λ)։ ∆Sα(λ) →֒ P Sα(α ↓ λ)
which is unequal to 0 after base change · ⊗Sα K with the residue field.
Thus it is a basis of HomOSα (P Sα(λ), P Sα(α ↓ λ))
Remark 4.7. Since α ↑ λ ≥ λ, the endomorphism nλ : P Sα(λ) →
P Sα(λ) restricts to an endomorphism ∆Sα(α ↑ λ) → ∆Sα(α ↑ λ) and
thus induces an endomorphism on the cokernel ∆Sα(λ) of the inclusion
∆Sα(α ↑ λ) →֒ P Sα(λ).
Proposition 4.8. Up to an invertible element of Sα, nλ induces the
map α∨ · id on ∆Sα(α ↑ λ) and the zero map on ∆Sα(λ).
Before we prove this proposition we repeat a result of [8] about the
Jantzen filtration on ∆K(λ).
The Shapovalov form for Kac-Moody algebras introduced in [6] induces
a contravariant form (·, ·)Sα on ∆Sα(µ) for any µ ∈ Γ. We define a
filtration on ∆Sα(µ) by setting
∆Sα(µ)
i := {m ∈ ∆Sα(µ) | (m,∆Sα(µ))Sα ∈ (α
∨)i · Sα}
We then get the Jantzen filtration on ∆K(µ) by
∆K(µ)
i := im(∆Sα(µ)
i →֒ ∆Sα(µ)։ ∆K(µ))
where ∆Sα(µ)։ ∆K(µ) is the map induced by · ⊗Sα K.
Lemma 4.9 ([8], Proposition 5.6). The Jantzen filtration on ∆K(µ) is
given by
∆K(µ) ⊃ LK(α ↓ µ) ⊃ 0
Proof. We give a proof which is adapted from [7], chapter 5.14, and
slightly different to the one given in [8].
Since, by construction, ∆K(µ)
1 coincides with the maximal submodule
of ∆K(µ), we get, by Theorem 3.16, that ∆K(µ)
1 ∼= LK(α ↓ µ). We
have to prove ∆K(µ)
2 = 0. Let m ∈ ∆K(µ)
1
µ be a generator of highest
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weight µ. We just have to prove m /∈ ∆K(µ)
2. Let us assume m ∈
∆K(µ)
2. Thus, there is an element m′ ∈ ∆Sα(µ)
2 such that m′ 7→ m
under specialization ∆Sα(µ) ։ ∆K(µ). Since for ν > α ↓ µ we have
∆K(µ)
1
ν = 0, we conclude
∆Sα(µ)
1
ν ⊂ (α
∨) ·∆Sα(µ)ν
and
∆Sα(µ)
2
ν ⊂ (α
∨)2 ·∆Sα(µ)ν
The generalized Casimir operator C can be split into a sum C =
C1+C2, where C1(∆Sα(µ)ν) ⊂
⊕
η>ν ∆Sα(µ)η, C2(∆Sα(µ)ν) ⊂ ∆Sα(µ)ν
and C2 acts on ∆Sα(µ)ν by multiplication with (ν+τ+ρ|ν+τ+ρ)Sα−
(ρ|ρ)Sα ∈ Sα. Since C commutes with the ĝ-action, we get that C acts
on ∆Sα(µ) by multiplication with (µ + τ + ρ|µ + τ + ρ)Sα − (ρ|ρ)Sα.
Thus, applying C to m′ yields
Cm′ = ((µ+ τ + ρ|µ+ τ + ρ)Sα − (ρ|ρ)Sα)m
′
on the one hand, but also
Cm′ ∈ ((α ↓ µ+ τ + ρ|α ↓ µ+ τ + ρ)Sα − (ρ|ρ)Sα)m
′ + (α∨)2 ·∆Sα(µ).
Therefore, by Ŵ-invariance of (·|·)Sα and a little calculation we get
(µ− α ↓ µ|τ)m′ ∈ (α∨)2 ·∆Sα(µ).
Since µ−α ↓ µ is either equal to nα or n(−α+ δ) for n > 0 an integer
and since (δ|τ)Sα = 0, we get (µ − α ↓ µ|τ)Sα = kα
∨ with k ∈ C\{0}.
But then specializing α∨ 7→ 0 yields km = 0 which is a contradiction.
Thus m /∈ ∆K(µ)
2. 
With this lemma, we can now prove Proposition 4.8
Proof of Proposition 4.8. Over the residue field K, we get the following
diagram of short exact sequences in the horizontals
∆K(α ↑ λ)
  //
y·id

PK(λ) // //

∆K(λ)
x·id

∆K(λ) _

∆K(α ↑ λ) _

∆K(α ↑ λ)
  // PK(λ) // // ∆K(λ)
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where the composition nKλ in the middle is induced by nλ and x, y ∈ K.
Since the composition ∆K(α ↑ λ) →֒ PK(λ) ։ ∆K(λ) is zero, we get
that both scalars, x and y, are zero.
Over Sα the composition
P Sα(λ)→ ∆Sα(α ↑ λ) →֒ P Sα(λ)։ ∆Sα(λ)
is zero, so nλ induces the zero map on ∆Sα(λ). But the composition
∆Sα(α ↑ λ) →֒ P Sα(λ)→ ∆Sα(α ↑ λ) is unequal to zero since otherwise
we would have a factorization over the cokernel, in formulas
∆Sα(α ↑ λ)
  // P Sα(λ)
&& &&▼▼
▼
▼
▼▼
▼
▼
▼
▼
// ∆Sα(α ↑ λ)
∆Sα(λ)
∃!
OO
But ∆Sα(λ) → ∆Sα(α ↑ λ) is the zero map, because it is zero after
applying · ⊗Sα Q, while P Sα(λ)→ ∆Sα(α ↑ λ) is unequal to zero.
Now, after multiplying nλ with an appropriate invertible element of Sα,
nλ induces (α
∨)n · id on ∆Sα(α ↑ λ). We want to show n = 1.
Assume n ≥ 2. Then im(nλ) ⊂ ∆Sα(α ↑ λ)
2 ⊂ P Sα(λ) by definition of
the Jantzen filtration. But after base change ·⊗SαK, we have im(n
K
λ ) ⊂
∆Sα(α ↑ λ)
2 ⊗Sα K. But ∆Sα(α ↑ λ)
2 ⊗Sα K is the second step of the
Jantzen filtration on ∆K(α ↑ λ) which is zero by Lemma 4.9. But this
contradicts nKλ 6= 0 and we conclude n = 1. 
Let us fix a short exact sequence ∆Sα(α ↑ λ) →֒ P Sα(λ) ։ ∆Sα(λ)
and let nλ : P Sα(λ)→ P Sα(λ) be the map from above normalized, s.t.
it induces α∨ · id on ∆Sα(α ↑ λ) and 0 on ∆Sα(λ).
Lemma 4.10. (1) We have nλ ◦ aα↑λ = aα↑λ ◦ (α
∨ · id− nα↑λ)
(2) We have (α∨ · id− nα↑λ) ◦ bλ = bλ ◦ nλ
Proof. (1) This part of the lemma is clear by definition of the map
nλ and the effect it has on restricted Verma modules.
(2) Applying · ⊗Sα Q to the diagram
P Sα(λ)
bλ //
nλ

P Sα(α ↑ λ)
α∨·id−nα↑λ

P Sα(λ) bλ
// P Sα(α ↑ λ)
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identifies with the diagram
∆Q(λ)⊕∆Q(α ↑ λ) //
g1

∆Q(α ↑
2 λ)⊕∆Q(α ↑ λ)
g2

∆Q(λ)⊕∆Q(α ↑ λ) // ∆Q(α ↑
2 λ)⊕∆Q(α ↑ λ)
where g1, g2 are both given by the matrix(
0 0
0 (α∨·)
)
But this diagram certainly commutes. Then the diagram above
over Sα commutes as well.

By the description of the center in Remark 4.2, and by what we have
discovered above, the image of the inclusion
ZSα(Γ) →֒
∏
λ∈Γ
EndOSα (P Sα(λ))
is generated by the tuples (idPSα(µ))µ∈Γ and {(δ
µ
λ)µ∈Γ}λ∈Γ where
δµλ =

nλ, if µ = λ
α∨ · id− nα↑λ, if µ = α ↑ λ
0, otherwise
.
But the images of these generators under the map
φ :
∏
µ∈Γ
EndOSα (P Sα(µ))→
∏
µ∈Γ
EndOSα (∆Sα(µ))
∼=
∏
µ∈Γ
Sα
are φ((idPSα(µ))µ∈Γ) = (1)µ∈Γ and φ((δ
µ
λ)µ∈Γ) = (κ
µ
λ)µ∈Γ with
κµλ =
{
α∨, if µ = α ↑ λ
0, else
. As a conclusion we have
Proposition 4.11.
ZSα(Γ)
∼=
{
(zµ)µ∈Γ ∈
∏
µ∈Γ
Sα
∣∣∣∣∣zµ ≡ zα↑µ (modα∨)
}
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4.2. The general case. In this chapter we want to carry together our
results to prove the main theorem. Let Λ be an equivalence class under
∼res
S˜
.
Theorem 4.12.
ZS˜(Λ)
∼=
{
(zµ)µ∈Λ ∈
∏
µ∈Λ
S˜
∣∣∣∣∣zµ ≡ zα↓µ (modα∨) ∀α ∈ RS˜(Λ)
}
Proof. For p ⊂ S˜ a prime ideal of height one and for Q = Quot(S˜), we
have a base change map
ZS˜(Λ) →֒ ZS˜(Λ)⊗S˜ Sp
∼= ZSp(Λ) ⊂ ZQ(Λ)
∼=
∏
µ∈Λ
Q.
We also have
ZS˜(Λ) =
⋂
p∈P
ZSp(Λ)
in the Q-vector space
∏
µ∈ΛQ. Here, P denotes the set of all prime
ideals of S˜ of height one. If α∨ /∈ p for all α ∈ RS˜(Λ), then all Verma
modules are projective and we have ZSp(Λ)
∼=
∏
µ∈Λ Sp.
If p is generated by α∨ for α ∈ RS˜(Λ), ZSp(Λ) decomposes into the
direct sum of modules of the form described in Proposition 4.11 and
in modules of the form
∏
µ∈Γ Sp, where Γ ⊂ Λ is a generic equivalence
class under ∼resSp , i.e., Γ only contains one element. This proves the
claim. 
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