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Consider the differential equations with a deviating argument 
x” + fi(t, x(t), x($(t))) = 0, i=1,2 (Ii> 
on the interval 1: to < t < T, where 4(t) is a given continuous function 
defined on a suitable interval, together with the boundary conditions 
x(t) = a(t) for t < t,; x(t) = p(t) for t > T. (2) 
In this paper we are concerned with the boundary value problems, denoted 
henceforth by BVP(i), defined by Eq. (li) and (2). The main interest here 
is in comparing solutions of the two problems BVP( 1) and BVP(2) when the 
following inequality holds 
fl(t, u, v> <f&, u, u) (3) 
for all (t, u, v) ~1 x R+ x R+. In this paper, we shall always assume that 
fi: I x R-t x Rf + Rf is continuous. Let J denote the open interval 
to < t < T. Here, we mean by a solution of BVP(i), a function x(t) which is 
continuous on R, possesses a continuous second derivative and satisfies the 
differential equation (li) on J, and satisfies the boundary conditions (2). 
Let Et0 and E, denote, respectively, the sets 
and 
Et0 = 4, U {4(t) I d(t) < 4, for t ~4, 
Let E = Et0 u I u ET for convenience. Suppose A? denotes the Banach 
space of continuous functions defined on E with the norm 
II x II = ““EP I WI . 
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Let X C JZ denote the closed, convex cone of nonnegative functions in A. 
For any a(t), ,5(t) E X, let S denote those elements in X which coincide with 
m(t) on Et, and with /3(t) on ET respectively. 
Let G(t, s) be the Green’s function associated with the BVP X” = 0, 
x(t,) = 0, x(T) = 0: 
Define 
Iqt, s) = i,“” 4 t EI, 
t$I, 
and 
4th t < t, 3 
c(t) = B(T) - 4to) 
T - t, (t - to) + 4a 
t EI, (4) 
P(t), t 3 T. 
Now, define the operator Ti (i = 1, 2) as follows. 
T,x(t) = c(t) + i: K(t, s)fi(s, x(s)> x@(s))) ds. (5) 
Following the reasoning in [3], it is easily verified that the fixed points of 
Ti are solutions of the BVP(i). For, 
(i) if t $ I, T&t) = c(t) and the boundary conditions (2) are satisfied; 
(ii) Ti is a continuous operator and Tix has a continuous second 
derivative on J; 
(iii) (Tix)” +fi{t, x(t), x($(t))) = 0 for t E J. 
Define 
THEOREM 1. Let the following assumptions hold. 
(A,) fi(t, u, v) > 0 and satisfies 
f&, u, @) 2 fi(C % 4 
for all (t, u, D), (t, U; 6) E I x R+ x R+ such that u > u and v 3 w. 
(AJ 4th P(t) E z-f and 4to) < P(T). 
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(As) There exists a p > 0 such that for t E E 
c(t) + 1’ qt, s).f& P, P> ds G P- (6) 
For t E I, define the iterates 
4) = c(t) + jt: Wt, 4fzh G-AS>, G-&W) 6 
where 
x,(t) = 4) + j-r W, s)f&, P, P> ds. 
Then the sequence {xn(t)} converges uniformly to the maximal solution of the 
BVF’(2) in S, . 
Proof. The proof is similar to that of Theorem 1 in [2] but for the sake of 
completeness we shall outline the main steps. Clearly, x,,(t) E S, . Now, using 
&)-(A& 
44 = 44 + jt: K(t, 4f&s x&h xo(W)) ds 
< c(t) + jrK(t, s)fi(s> P, PI ds = dt). 
to 
Here we have used the fact that 
x&W)) = c(W)) + j’ W(t), s)f&t P, P) ds d P, 
to 
because for t E I, +(t) E E and (6) holds for all t E E. 
Using an inductive argument it is easily seen that 
p 3 x,(t) > x1(t) 2 ‘.. z xn(t). 
Next, from the uniform continuity of G(t, s) on I x I and of c(t) on I, 
given E > 0, there exist S1(c) > 0 and &(6) > 0 such that for 1 t, - t, 1 < &(E), 
and 
II w, 9 4 - w, 9 s>ll < 
E 
w - to) {sup1f,(t, Pf P)> ’ 
II c(h) - 4Qll < 42 
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whenever / 1, - t, 1 < E&(E). But for any n, n = 0, I,2 ,..., 
whenever I t, - t, I < min(6, ,a,) uniformly in n. This shows that {xn(t)> 
is equicontinuous. Hence by Arzela’s theorem (~~(2)) is precompact and 
being monotonic converges uniformly to some x(t) E S, . From the continuity 
of fi, r(t) is a solution of the operator equation x = T,x or equivalently 
BVP(2). 
Now let y(t) be any other solution of BVP(2) in S, . Then 
x,(t) - y(t) = j”’ KC4 4 W> P, P) - f&, Y(S), y($(s)))l ds > 0. 
to 
In fact, induction shows that for each n 
Therefore, in the limit, x(t) -y(t) > 0. This completes the proof of 
Theorem 1. 
Let Z(t) be a solution of BVP(1) and suppose (3) holds. Then Z(t) satisfies 
the functional-integral inequality 
(7) 
We will now state the principal result of this paper. 
THEOREM 2. Let the assumptions of Theorem 1 hold. Suppose Z(t) is a solu- 
tion of BVP( 1) in S, and Zet (3) hold. Then Z(t) < x(t) for t E I (hence from the 
boundary conditions (2) for all t), w h ere x(t) is the maximal solution of BVP(2) in 
S 0’ 
Proof. For n = 0, 1, 2 ,..., set 
yn(t> = 4) + j-r W, s>f&, rn-&h rdN4N ds 
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with 
Then, 
Inductively, it can readily be seen that 
As in Theorem 1, (m(t)} is equicontinuous and, in view of the monotonicity, 
converges uniformly to a solution y(t) E S, of BVP(2). But the maximality of 
x(t) completes the proof of Theorem 2. 
Theorem 2 generalizes similar results for ordinary differential equations [I]. 
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