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1 Introduction
1.1 Historical remarks and an overview
The study of optimal mass transportation was born in 1781 with a famous paper by a French
mathematician Gaspard Monge (1746-1818): Me´moire sur la the´orie des de´blais et des remblais.
Since then it has become a classical topic in probability theory. The word ”de´blai” refers to an
amount of material that is extracted from the earth and ”remblai” to a material that is input
into a new construction.
The basic idea behind optimal transportation can be illustrated with the following example.
Assume that we are given a pile of sand and a hole that needs to be completely filled up. The pile
and the hole are of equal volume, say 1. We may thus represent them by probability measures µ
and ⌫ on metric spaces X and Y respectively. Moving sand from a location x 2 X to a location
y 2 Y is not free and its cost is given by a real value c(x, y). The problem is then to find a
transference plan (once such a notion is defined) that minimizes the total transportation cost
from µ to ⌫, i.e. from the pile to the hole.
Monge’s approach can be formulated as following. Define T : X ! Y to be a transference
plan from µ to ⌫ if it is a volume-preserving map. In terms of push-forwards (Definition 4.10),
this means that ⌫ = T#µ. The total cost associated to T is then given by
I[T ] :=
Z
X
c(x, T (x)) dµ(x).
An optimal plan, in case such exists, is a volume-preserving map T ⇤ : X ! Y with I[T ⇤] =
inf I[T ], where the infimum runs over all such candidates T . Monge took X,Y ⇢ Rn and c as
the Euclidean metric, but even with these restrictions it took two centuries before it was shown
that such minimizers exists. Some major di culties in Monge’s formulation were for instance
its non-linearity on T , its minimizers being hard to identify, and there is hardly any means to
create compactness for I[·]. Also, it is not guaranteed that every pair of measures admit a single
transference plan to begin with: consider for instance µ a dirac mass and ⌫ a non-dirac mass.
In the nineteen hundreds a relaxed version of Monge’s formulation was proposed by a Russian
Jewish mathematician Leonid Vitaliyevich Kantorovich (1912-1986). Kantorovich considered
a probability measure ⇡ on X ⇥ Y to be a transference plan from µ to ⌫ if the projections
pr1 : X ⇥ Y ! X and pr2 : X ⇥ Y ! Y were volume-preserving for µ and ⌫ respectively. In
terms of push-forwards (Definition 4.10), this means that (pr1)#⇡ = µ and (pr2)#⇡ = ⌫. The
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total transportation cost associated to ⇡ is then given by
I[⇡] :=
Z
X⇥Y
c(x, y) d⇡(x, y).
An optimal plan, in case such exists, is a transference plan ⇡⇤ from µ to ⌫ with I[⇡⇤] = inf I[⇡],
where the infimum runs over all such candidates ⇡. Kantorovich assumed that X = Y and
c(x, y) = d(x, y), where d is a metric on X. Linearity makes Kantorovich’s formulation sub-
stantially easier compared to Monge’s. For a complete and separable X one may show that
minimizers always exist and that the collection of all transference plans (for fixed µ and ⌫) is
compact in the weak topology of Borel probability measures on X2 (Theorem 5.3). In particular,
regardless of the topological assumptions on X, for any pair of Borel probability measures µ
and ⌫ there always exists a transference plan (not necessarily optimal): for instance the product
measure µ⌦⌫. The formulation of Kantorovich has proven to be extremely useful and fruitful for
both geometric and probabilistic applications. In particular, Kantorovich showed that optimal
transportation defines a metric on the set of probability Borel measures on X: the distance from
µ to ⌫ equals the associated optimal mass transportation cost. Lp-variations of this distance are
nowadays called p-Wasserstein distances, and Kantorovich’s formulation is often referred as the
Monge-Kantorovich problem.
More recent studies on optimal transportation have shown that by understanding the associ-
ated 2-Wasserstein metric one may extract geometric information of the underlying metric space.
Particularly for our interest is the notion of abstract non-negative Ricci curvature for compact
measured length spaces introduced by J. Lott and C. Villani in their article [12], which in fact is
the main reference of this thesis.
Here is a short overview of the structure of this study. In the first chapter we go through
the common notations and conventions used in this thesis. The second chapter starts with some
fundamental concepts of geodesic metric spaces and Alexandrov curvature. In Chapter 3 we
cover the basics of real-valued convex and concave functions and their di↵erentiation, which
will later be applied in the study of Ricci curvature in Chapter 6. In Chapter 4 we switch to
measure theory and provide a very comprehensive toolkit for the study of optimal transportation.
The most notable concepts being Riesz representation theorem, Radon-Nikodym theorem and
measure disintegrations. Chapter 5 then starts the actual mass transportation study. By using
tools of the previous chapter we prove that optimal plans exist, that they are stable in weak
convergence and we give an overview of some important metric properties related to Kantorovich’s
formulation of optimal transportation. In the final chapter we combine the contents of the
previous chapters by introducing a geometric side to the Wasserstein metrics. We study geodesics
and curvature of the associated 2-Wasserstein space, and in the last section of Chapter 6 we define
the notion of non-negative Ricci curvature for measured length spaces. In particular we show that
a compact measured length space with non-negative Ricci curvature satisfies a Bishop-Gromov
type of volume growth inequality. In Appendix A we cover a proof for a measurable choice
theorem, which is in a frequent use in Chapter 6.
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1.2 Notations and conventions
Sets and structures
For a set X we use the standard notation (X,V1, ...,Vn) to include relevant information about
various structures given for X. For instance, Vi may denote a topology, a metric, a  -algebra or
a measure. The powerset of X is denoted by 2X := {A : A ⇢ X}.
If (X, d) is a metric space then d takes only finite values. If x 2 X and r > 0 we denote
B(x, r) = {y 2 X : d(x, y) < r}. If (xn)1n=1 is a sequence in X we may shortly write (xn)1n=1 ⇢ X.
If A ⇢ X then the closure of A in X is denoted by A, interior by int(A), boundary by @A,
complement by Ac and diameter by diam(A).
Unless mentioned otherwise, we will always assume that the Euclidean space Rn and its
subspaces have the standard Euclidean topology or its relative topology. We will sometimes use
the notation R˙ = R [ { 1,+1}.
Consider a topological measure space (X, ⌧,A , µ) where ⌧ is a topology on X and µ a measure
defined on a  -algebra A of X. If µ(X) = 1 we say that µ is a probability measure. When  (A)
denotes the  -algebra generated by a given A ⇢ 2X , then B(X) :=  (⌧) is the family of Borel
subsets of X, i.e. the smallest  -algebra that contains open sets. In case B(X) = A we say
that µ is a Borel-measure. Moreover, we denote the collection of all probability Borel-measures
on X by P(X). The collection of all finite Borel measures on X and the collection of all finite
Borel signed measures on X are denoted by M (X) and M±(X) respectively. We thus have the
inclusions P(X) ⇢M (X) ⇢M±(X). The support of a measure µ is defined by
supp(µ) =
⇣[
{U : U 2 ⌧, µ(U) = 0}
⌘c
,
i.e. the smallest closed set in which complement µ vanishes.
Functions
If X and Y are sets then Y X is the set of all functions from X to Y . If A ⇢ X then the restriction
of f to A is denoted by f |A : A ! Y . If f 2 Y X is onto, we say that it is a surjection, and if f
is one-to-one, we say that it is an injection. A bijection is a function that is a surjetion and an
injection. We define the support of f by supp(f) = {x 2 X : f(x) 6= 0} ⇢ X, i.e. the smallest
closed set in which complement f vanishes.
For a topological space (X, ⌧) we denote C(X) = {f 2 RX : f is continuous} and Cb(X) =
{f 2 C(X) : f is bounded}. If X is compact then Cb(X) = C(X). If f 2 RX then kfk1 :=
supx2X |f(x)|. For a compact metric space (X, d) the pair
 
C(X), k · k1
 
is a separable norm
space. Consult for example [7, Corollary 4.6.7] for a proof. Furthermore it also follows from [7,
Theorem 4.6.4] that Lipschitz functions are dense in the pair
 
C(X), k · k1
 
.
Let Bb(X) denote the collection of all bounded Borel measurable functions on a metric space
(X, d). We hold it known that if V ⇢ Bb(X) is a vector subspace containing Cb(X), then
V = Bb(X) if and only if V is closed under monotone point-wise limits, i.e. (fn)1n=1 ⇢ V ,
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fn  fn+1 for all n 2 N and fn ! f point-wise implies f 2 V . Consult [2, Theorem 4.33] for a
proof.
If (X,V , µ) is a measure space and p 2 [1,1[, then Lp(X) stands for the Lebesgue-space
of order p, i.e. µ-measurable functions whose absolute value is integrable in the power of p. In
reality Lp(X) consists of equivalence classes of functions that coincide µ almost everywhere, but
for simplicity we will identify a function f with its equivalence class [f ] when possible. It is
known that Lp(X) is a Banach-space when equipped with the norm
kfkp :=
✓Z
X
|f |p dµ
◆ 1
p
,
consult for example [13, Theorem 3.11] for a proof.
If A ⇢ X, then  A : X ! {0, 1} denotes the characteristic function of A, i.e.  A(x) = 1 if
x 2 A and  A(x) = 0 if x /2 A. The function log :]0,1[! R denotes the natural logarithm, i.e.
logarithm with base e.
Preliminaries
The reader is expected to have a solid background in basic topology and measure theory. Su cient
preliminary information should be covered for example in [16] and [17] for topology and in [9] for
measure theory. This material is intended to be as self-contained as necessary.
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2 Metric geometry
2.1 About length structures
A length structure on a topological space (X, ⌧) is a pair (A , L) where A ⇢ X [0,1] is a collection
of admissible paths, by certain requirements, and L : A ! [0,1] a function that provides a
method to measure their lengths. The idea in constructing (A , L) is to obtain a length metric
dL on X that would have a natural correspondence to (A , L) and the topology ⌧ . Namely, we
would like dL(x, y) to equal infimum of lengths of admissible paths connecting x and y and the
topology generated by dL to equal ⌧ . The latter property is often too ambitious, but one may
show that a length metric always induces a topology that is at least finer than ⌧ . In this thesis
we do not intend to cover the diversity of length structures but on the contrary we will focus
on one specific. Namely, on the intrinsic structure of a metric space. For details of other length
structures and length metrics one may consult for example [8].
2.2 Metric space as a length space
Let (X, d) be a metric space. A continuous function   : [0, 1]! X is called a path, and we define
the length function Ld : X [0,1] ! [0,1] by setting
(2.1) Ld( ) = sup
n nX
i=1
d( (xi),  (xi 1)) : {xi}ni=0 is a partition of [0, 1], n 2 N
o
for all   2 X [0,1]. Considering the trivial partition {0, 1} of [0, 1] we always have Ld( )  
d( (0),  (1)). Or alternatively, applying triangle-inequality to any partition {xi}ni=0 ⇢ [0, 1] one
has
d( (0),  (1)) 
nX
i=1
d( (xi),  (xi 1)),
and thus d( (0),  (1))  Ld( ). The length of  |[a,b] is defined analogously for any closed subin-
terval [a, b] ⇢ [0, 1]. In case Ld( ) <1 we say that   is rectifiable, and we denote
AX =
 
  2 X [0,1] :   is continuous and Ld( ) <1
 
as the family of all rectifiable paths defined onX. We equip AX with its relative uniform topology
from X [0,1], which is the topology of uniform convergence. For a fixed pair x, y 2 X we denote
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AX(x, y) as the collection of those   2 AX that satisfy  (0) = x and  (1) = y. Note that since
the unit interval [0, 1] is compact then each member of AX is in addition uniformly continuous.
2.2. Definition. (Length space) A metric space (X, d) is a length space if for every x, y 2 X
we have
d(x, y) = inf
 2AX(x,y)
Ld( ).
In other words, a metric space (X, d) is a length space if the distance of any two given points
equals infimum of lengths of rectifiable paths connecting them. Examples of such spaces are Rn
for any n 2 N and their convex subsets. Note that length spaces are always path-connected as
the metric d may only take finite values.
2.3. Definition. (Shortest path) Suppose that (X, d) is a metric space and x, y 2 X. Then
  2 AX(x, y) is a shortest path if Ld( )  Ld(') for all ' 2 AX(x, y). If (X, d) is a length space
then   2 AX(x, y) is a shortest path if Ld( ) = d(x, y).
The collection of all shortest paths on a metric space (X, d) is denoted by SX , and for fixed
x, y 2 X we denoteSX(x, y) as the collection of those   2 SX that satisfy  (0) = x and  (1) = y.
It is worth noting that shortest paths may not exist in every situation, and once they do, they
are not necessarily the only shortest paths joining the given endpoints. Consider for instance
X := R2 \ (]  1, 1[⇥{0}) as a subspace of R2, a = ( 1, 0) and b = (1, 0). Now SX(a, b) = ; since
the shortest route from a to b was restricted out from the set. And on the other hand, if we let
X = {(x, y) 2 R2 : k(x, y)k = 1} be the unit sphere S1 equipped with the great-circle distance,
then for a and b there exists two shortest paths: by going clockwise and counter-clockwise around
the circle.
2.3 Reparameterizations and geodesics
Proper path reparameterizations play an important role in the study of length spaces. They allow
one to assume rather strong properties for a specific collection of paths by simply passing to their
reparameterizations. In this section we show that every rectifiable path on a metric space (X, d)
has a reparameterization that is Lipschitz. From this useful result one arrives quite naturally to
the topic of geodesic paths and geodesic length spaces.
We start by going through some basic properties of the length function Ld. For a fixed   2 AX
we define `  : [0, 1]! [0, Ld( )] so that ` (t) = Ld( |[0,t]).
2.4. Lemma. Let (X, d) be a metric space and   2 AX . Then Ld( |[s,t]) = ` (t)   ` (s) for all
s, t 2 [0, 1], s  t.
Proof. Fix s, t 2 [0, 1] so that s  t. Since Ld( |{t}) = 0 we may assume that s < t. We rewrite
the equation as ` (t) = ` (s) + Ld( |[s,t]) and show an inequality in both directions.
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Let {xi}ni=0 ⇢ [0, s] and {xi}mi=n ⇢ [s, t] be arbitrary partitions. Since {xi}mi=0 is a partition
of [0, t] and
` (t)
(2.1)
 
mX
i=1
d( (xi),  (xi 1)) =
nX
i=1
d( (xi),  (xi 1)) +
mX
i=n+1
d( (xi),  (xi 1)),
then by taking supremum over all partitions of [0, s] and [s, t] we obtain ` (t)   ` (s)+Ld( |[s,t]).
Suppose then that {xi}ni=0 is an arbitrary partition of [0, t]. Since s < t there exists k 2
{0, ..., n} such that s 2 [xk, xk+1[. If s = xk then {xi}ki=0 and {xi}ni=k are partitions of [0, s] and
[s, t] respectively, whence
(2.5)
nX
i=1
d( (xi),  (xi 1)) =
nX
i=k
d( (xi),  (xi 1))+
nX
i=k+1
d( (xi),  (xi 1))
(2.1)
 ` (s)+Ld( |[s,t]).
In case s 6= xk we refine the original partition to {yi}n+1i=0 by choosing yi = xi for all i  k,
yk+1 = s and yi = xi 1 for all i   k + 2, whence {yi}k+1i=0 and {yi}n+1i=k+1 are partitions of [0, s]
and [s, t] respectively. By triangle inequality
nX
i=1
d( (xi),  (xi 1)) 
n+1X
i=1
d( (yi),  (yi 1)) =
k+1X
i=1
d( (yi),  (yi 1)) +
n+1X
i=k+2
d( (yi),  (yi 1))
(2.6)
(2.1)
 ` (s) + Ld( |[s,t]),
whence by taking supremum over all partitions of [0, t] in (2.5) and (2.6) it follows that ` (t) 
` (s) + Ld( |[s,t]). We have shown that Ld( |[s,t]) = ` (t)  ` (s).
2.7. Corollary. Let (X, d) be a metric space and   2 AX . Then for any partition {xi}ni=0 of
[0, 1] we have Ld( ) =
Pn
i=1 Ld( |[xi 1,xi]).
Proof. We prove the claim for all n > 1 by induction. Consider first the case n = 2 and
choose a partition {xi}2i=0 of [0, 1]. In other words 0 = x0 < x1 < x2 = 1, so ` (x0) = 0,
` (x1) = Ld( |[x0,x1]) and ` (x2) = Ld( ). By Lemma 2.4 we have
Ld( )  Ld( |[x0,x1]) = ` (x2)  ` (x1) = Ld( |[x1,x2]),
which implies that Ld( ) = Ld( |[x1,x2]) + Ld( |[x0,x1]), and hence the claim is true for n = 2.
We then assume that the claim is true for some n 2 N and observe the case n+1. Let {xi}n+1i=0
be an arbitrary partition of [0, 1]. By excluding the second last term we will form a new partition
which consists of n amount of terms. In other words, let {yi}ni=0 be such that yi = xi for all
i  n   1 and yn = xn+1, whence {yi}ni=0 is a partition of [0, 1] with [yn 1, yn] = [xn 1, xn+1].
Hence by Lemma 2.4
Ld( |[xn 1,xn+1]) = ` (xn+1)  ` (xn 1) = ` (xn+1)  ` (xn) + ` (xn)  ` (xn+1)(2.8)
= Ld( |[xn 1,xn]) + Ld( |[xn,xn+1]),
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which implies together with the choice of {yi}ni=0 and induction assumption that
Ld( ) =
nX
i=1
Ld( |[yi 1,yi]) =
n 1X
i=1
Ld( |[yi 1,yi]) + Ld( |[yn 1,yn])
=
n 1X
i=1
Ld( |[xi 1,xi]) + Ld( |[xn 1,xn+1])
(2.8)
=
n+1X
i=1
Ld( |[xi 1,xi]),
as required. Hence the claim is true for any partition {xi}ni=0 of [0, 1] and n 2 N.
2.9. Lemma. Let (X, d) be a metric space and   2 AX(x, y). Then `  : [0, 1] ! [0, Ld( )] is a
nondecreasing uniformly continuous surjection.
Proof. We will first show that `  is non-decreasing. After this is su ces to show that `  is
continuous, since compactness of [0, 1] implies uniform continuity and ` (0) = 0, ` (1) = Ld( )
together with the intermediate-value theorem implies surjectivity.
Let s, u 2 [0, 1] be such that s  u. By Lemma 2.4 we have 0  Ld( |[s,u]) = ` (u)   ` (s),
which implies ` (s)  ` (u) as required. Hence `  is non-decreasing.
We then show the continuity of `  . Let " > 0 be fixed. Since   is uniformly continuous there
exists ⌘ > 0 so that d( (t1),  (t2)) <
"
4 for all t1, t2 2 [0, 1] with |t1   t2| < ⌘. By (2.1) we find a
partition {xi}ni=0 of [0, 1] such that
(2.10) Ld( )  "4 <
nX
i=1
d( (xi 1),  (xi)).
We may assume that |xi   xi 1| < ⌘ for all i 2 {1, ..., n} by taking refinements of the partition
if necessary. Since Ld( |[xi 1,xi])   d( (xi 1),  (xi)) for all i 2 {1, ..., n} then by Corollary 2.7 it
follows that
nX
i=1
Ld( |[xi 1,xi])  
nX
i=1
d( (xi 1),  (xi))
(2.10)
> Ld( )  "4 =
nX
i=1
Ld( |[xi 1,xi]) 
"
4
,
which implies, when subtracting the right hand side of the equation and multiplying with  1,
that
0 
nX
i=1
⇣
Ld( |[xi 1,xi])  d( (xi 1),  (xi))
⌘
<
"
4
.
Since each term of the sum is non-negative then for all i 2 {1, ..., n} we have Ld( |[xi 1,xi])  
d( (xi 1),  (xi)) < "4 . In particular, since |xi   xi 1| < ⌘ then
(2.11) Ld( |[xi 1,xi]) < d( (xi 1),  (xi)) +
"
4
<
"
4
+
"
4
=
"
2
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for all i 2 {1, ..., n}. Now for any t 2 [0, 1] there exists k 2 {1, ..., n} such that t 2 [xk 1, xk]. If
t is not an endpoint of the interval, we can choose   = min{|t  xk 1|, |t  xk|} > 0. By Lemma
2.4 and the fact that `  is a non-decreasing function, for any s 2 B(t,  ) we have
|` (t)  ` (s)|  |` (xk)  ` (xk 1)| = Ld( |[xk 1,xk])
(2.11)
<
"
2
< ".
If it happens that t is an endpoint, for instance the left endpoint t = xk 1 and xk 1 6= 0, we can
choose   = min{|t   xk 2|, |t   xk|} > 0. With similar arguments and using triangle-inequality,
for any s 2 B(t,  ) we have
|` (t)  ` (s)|  |` (xk)  ` (xk 2)|  |` (xk)  ` (xk 1)|+ |` (xk 1)  ` (xk 2)|
(2.11)
<
"
2
+
"
2
= ".
If it happens that t = xk 1 = 0, then by choosing   = xk > 0 we have for all s 2 B(t,  ) that
|` (t)  ` (s)| = |` (s))|  |` (xk)|
(2.11)
<
"
2
< ".
The case if t is the right endpoint is analogous. Hence by choosing any t 2 [0, 1] we find   > 0 so
that ` (B(t,  )) ⇢ B(` (t), "), which shows the continuity of `  . This concludes the proof.
2.12. Theorem. Suppose that (X, d) is a metric space and let  ,' 2 AX be such that   = '   
for some non-decreasing surjection   : [0, 1] ! [0, 1]. Then Ld( ) = Ld('), i.e. the length
function is invariant under reparameterizations.
Proof. We prove an inequality in both directions. Suppose we have a partition {xi}ni=0 of [0, 1].
Since   is a non-decreasing surjection, then { (xi)}ni=0 is also a partition of [0, 1]. Hence
Ld(')
(2.1)
 
nX
i=1
d
 
'( (xi)),'( (xi 1))
 
=
nX
i=1
d( (xi),  (xi 1)),
and thus by taking supremum over all partitions {xi}ni=0 ⇢ [0, 1] it follows that Ld(')   Ld( ).
For the reverse inequality let {xi}ni=0 be again a fixed partition of [0, 1]. Since   is a surjection,
the set   1{xi} is non-empty for all i 2 {0, ..., n}, so we can choose yi 2   1{xi} for all i 2
{1, ..., n   1} and define y0 = 0 and yn = 1. Since   was non-decreasing, then {yi}ni=0 is also a
partition of [0, 1]. Moreover
Ld( )
(2.1)
 
nX
i=1
d( (yi),  (yi 1)) =
nX
i=1
d
 
'( (yi)),'( (yi 1)
 
=
nX
i=1
d('(xi),'(xi 1))
implies, when taking supremum over all partitions {xi}ni=1 ⇢ [0, 1], that Ld( )   Ld('). Hence
Ld( ) = Ld(')
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2.13. Lemma. Let (X, d) be a metric space and   2 AX . Then there exists a unique 1-Lipschitz
 0 : [0, Ld( )] ! X such that   =  0   `  and Ld( 0|[s,t]) = t   s for all 0  s  t  Ld( ). We
say that  0 is an arc-length reparameterization of  .
Proof. By Lemma 2.9 `  is a continuous surjection, so sets of the form ` 1  ({t}) ⇢ [0, 1] are
closed for every t 2 [0, Ld( )] and thus compact. We define f : [0, Ld( )] ! [0, 1] so that
f(t) = inf ` 1  ({t}), whence by compactness the infimum is always attained in ` 1  ({t}), which
means that f(t) 2 ` 1  ({t}) for all t 2 [0, Ld( )]. Hence ` (f(t)) = t for all t 2 [0, Ld( )] and
f(` (t))  t for all t 2 [0, 1]. In particular, from Lemma 2.4 it follows that for all t 2 [0, 1]
d
 
 (f(` (t))),  (t)
   Ld( |[f(` (t)),t]) = ` (t)  `  f(` (t)  = ` (t)  ` (t) = 0,
which implies  (t) =  
 
f(` (t))
 
= (    f   ` )(t). We thus define  0 : [0, Ld( )]! X by setting
 0 =     f , whence  0   `  =  . Now for any 0  s  t  Ld( ) we have by Lemma 2.4 that
d( 0(s),  0(t))  Ld( 0|[s,t]) = Ld( 0|[` (f(s)),` (f(t))]) = Ld( 0   `  |[f(s),f(t)]) = Ld( |[f(s),f(t)])
= ` (f(t))  ` (f(s)) = t  s,
from which it follows that  0 is 1-Lipschitz and Ld( 0|[s,t]) = t  s.
We are only left to show that  0 is unique. Suppose that there exists   : [0, Ld( )]! X such
that     `  =  . Then for any t 2 [0, Ld( )] we have  0(t) =  (f(t)) =  
 
` (f(t))
 
=  (t). Hence
 0 =  , and the proof is complete.
2.14. Remark. In the arc-length reparameterization one observes that  0 /2 AX unless Ld( ) =
1. For this reason the more practical result for us is the following.
2.15. Theorem. Let (X, d) be a metric space and   2 AX(x, y). Then there exists Ld( )-
Lipschitz e  2 AX(x, y) and a continuous non-decreasing surjection ↵ : [0, 1] ! [0, 1] such that
  = e   ↵. If X is in addition a length space and   2 SX(x, y), then d(e (t), e (s)) = d(x, y)|t  s|
for all s, t 2 [0, 1]. We say that e  is a Lipschitz reparameterization of  .
Proof. By Lemma 2.13 we find a unique arc-length reparameterization  0 with   =  0   `  . Let
f : [0, 1]! [0, Ld( )] be the non-decreasing homeomorphism given by f(t) = t ·Ld( ), and denote
↵ = f 1   `  : [0, 1]! [0, 1], which is a non-decreasing continuous surjection as a composition of
two such functions. Define e  =  0   f : [0, 1]! X, whence
e    ↵ = ( 0   f)   (f 1   ` ) =  0   `  =  .
Thus for all 0  s  t  1 we have
(2.16) d(e (s), e (t)) = d  0(f(s)),  0(f(t))  (i) Ld( 0|[f(s),f(t)]) = f(t)  f(s) = Ld( )(t  s).
Hence d(e (s), e (t))  Ld( )|t   s| for all s, t 2 [0, 1], so e  is Ld( )-Lipschitz. Since f is a non-
decreasing homeomorphism, using the same arguments as in the proof of Theorem 2.12 we see
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that Ld(e ) = Ld( 0 f) = Ld( 0) <1, so e  is also rectifiable. In particular since e (0) =  0(0) = x
and e (1) =  0(Ld( )) = y then e  2 AX(x, y).
Finally, assume that X is in addition a length space and   2 SX(x, y), i.e. Ld( ) = d(x, y).
By Theorem 2.12 Ld( ) = Ld( 0) so  0 is also a shortest path. This implies that in (2.16) the
inequality (i) can be replaced by an equality. Hence d(e (t), e (s)) = d(x, y)|t s| for all s, t 2 [0, 1].
By Theorem 2.15 every shortest path admits a Lipschitz reparameterization. Shortest paths
that have been so parameterized play such an important role that they deserve a notation of
their own.
2.17. Definition. (Geodesic) Let (X, d) be a metric space and   2 AX . We say that   is a
geodesic path, or a geodesic in short, if   2 SX and if   is Ld( )-Lipschitz.
This notation of a geodesic may often appear in the literature with the name ”unit speed
geodesic”. This in essence is explained by the Lipschitz property as Theorem 2.19 suggests. The
collection of all geodesic paths on X is denoted by GX , and the collection of those   2 GX with
 (0) = x and  (1) = y is denoted by GX(x, y).
2.18. Remark. Lipschitz constants bound the length of a given path. For if   : [0, 1] ! X is
M -Lipschitz then for any partition {xi}ni=0 of [0, 1] we have
nX
i=1
d( (xi),  (xi 1)) 
nX
i=1
M |xi   xi 1| =M(xn   x0) =M,
whence by taking supremum over all partitions it follows that Ld( ) M .
2.19. Theorem. Let (X, d) be a length space and   2 AX . Then   2 GX if and only if
d( (t),  (s)) = Ld( )|t  s| for all s, t 2 [0, 1]. In particular, the equality
GX = {  2 AX : d( (t),  (s)) = Ld( )|t  s| for all s, t 2 [0, 1]}
holds.
Proof. Assume first that   2 GX , whence by Definition 2.17 we have d( (t),  (s))  Ld( )|t s|
for all s, t 2 [0, 1]. We argue by contradiction: suppose that d( (t),  (s)) < Ld( )|t  s| for some
s, t 2 [0, 1], s < t. Then by triangle-inequality
d( (0),  (1))  d( (0),  (s)) + d( (s),  (t)) + d( (t),  (1))
< Ld( )(|s  0|+ |t  s|+ |1  t|) = Ld( ) = d( (0),  (1)),
which is a contradiction. Hence d( (t),  (s)) = Ld( )|t   s| for all s, t 2 [0, 1]. The converse
implication follows immediately by choosing s = 0 and t = 1.
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2.20. Remark. Let (X, d) be a length space, x, y 2 X and {xi}ni=0 a partition of [0, 1] so that
|xi xi+1| = 1n for all i 2 {0, ..., n 1}. Then from Theorem 2.19 it follows that for all   2 GX(x, y)
we have
d( (xi),  (xi+1)) =
1
n
d(x, y) = d( (xj),  (xj+1))
for all i, j 2 {0, ..., n  1}.
2.21. Definition. (Geodesic space) We say that a length space (X, d) is geodesic if GX(x, y) 6= ;
for all x, y 2 X, i.e. if every two points can be joined by a geodesic path.
2.4 Compact length spaces
Compactness provides many advantages that makes it a popular platform for length spaces in
applications. For instance, in this section we show that if (X, d) is a compact length space then
it is geodesic and GX is compact in the uniform topology. Both properties follow in essence from
the nice behaviour of Lipschitz paths on a compact metric space and the fact (proven in previous
section) that every rectifiable path admits a Lipschitz reparameterization.
For each 0  M < 1 we denote LMX as the collection of all   2 AX that are M -Lipschitz,
and LX :=
S
0M<1L
M
X stands for the collection of all Lipschitz paths on X. Recall that AX
is equipped with its uniform relative topology from X [0,1].
2.22. Remark. Let (X, d) be a length space with diam(X) < 1 and   2 GX . Since   is
Ld( )-Lipschitz and
Ld( ) = d( (0),  (1))  diam(X),
then   2 L diam(X)X . Hence GX ⇢ L diam(X)X .
2.23. Lemma. Let (X, d) is a length space. Then Ld : AX ! [0,1[ is lower semi-continuous.
Proof. Let   2 AX and ( k)1k=1 ⇢ AX be a sequence converging uniformly to  , and fix " > 0.
By (2.1) there exists a partition {xi}ni=0 of [0, 1] such that Ld( ) 
Pn
i=1 d( (xi),  (xi 1)) +
"
3 .
Since  k !   uniformly there exists k" 2 N such that d( k(xi),  (xi)) < "3n for all k   k" and
i 2 {0, ..., n}. Applying triangle inequality repeatedly it follows that for all k   k" we have
Ld( ) 
nX
i=1
d( (xi),  (xi 1)) +
"
3

nX
i=1
d( (xi),  k(xi)) +
nX
i=1
d( k(xi),  k(xi 1)) +
nX
i=1
d( k(xi 1),  (xi 1)) +
"
3
 n · "
3n
+ Ld( k) + n · "3n +
"
3
= Ld( k) + ".
Since the choice of " > 0 was arbitrary it follows that Ld( )  lim infk!1 Ld( k) as required.
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2.24. Lemma. (Arzela-Ascoli) Let (X, d) be a compact metric space and 0  M < 1. Then
LMX is a compact subset of X
[0,1].
Proof. If M = 0 then the claim is trivially true since L 0X is the set of constant functions and
X is compact. So assume 0 < M < 1 and fix ( i)1i=1 ⇢ LMX . Denote G = Q \ [0, 1], which
is countable and dense in [0, 1], and let G = {qn : n 2 N} be its enumeration. To produce
a suitable subsequence we use a diagonalization argument. Since X is compact the sequence 
 i(q1)
 1
i=1
⇢ X has an accumulation point, i.e. ( i)1i=1 has a subsequence ( 1i )1i=1 so that 
 1i (q1)
 1
i=1
converges. Similarly we can find a subsequence ( 2i )
1
i=1 of ( 
1
i )
1
i=1 so that
 
 1i (q2)
 1
i=1
converges. By continuing this inductively, for every sequence ( ji )
1
i=1 we find a subsequence
( j+1i )
1
i=1 such that
 
 j+1i (qn)
 1
i=1
converges for all n 2 {1, ..., j+1}. We then choose the diagonal
sequence ( ik)
1
k=1, where  ik =  
k
k for all k 2 N, which is a subsequence of ( i)1i=1 such that 
 ik(qn)
 1
k=1
converges for every n 2 N. We show that ( ik)1k=1 converges uniformly on [0, 1] to
some   2 LMX .
Let t 2 [0, 1] be arbitrary and " > 0. Since G is dense in [0, 1] then B(t, "3M ) \ G 6= ;, i.e.
we find qn 2 G such that |t   qn| < "3M . Since the sequence
 
 ik(qn)
 1
k=1
converges in X it is
in particular a Cauchy sequence, so there exists k" 2 N such that d( ik(qn),  ij (qn)) < "3 for all
k, j   k". Applying triangle-inequality repeatedly it follows that for all k, j   k"
d( ik(t),  ij (t))  d( ik(t),  ik(qn)) + d( ik(qn),  ij (qn)) + d( ij (qn),  ij (t))
< M |t  qn|+ "
3
+M |t  qn| < M · "
3M
+
"
3
+M · "
3M
= ",
which implies that
 
 ik(t)
 1
k=1
is a Cauchy sequence in X. As a compact metric space X is
complete and thus for some  (t) 2 X we have limk!1  ik(t) =  (t). Since the choice of t 2 [0, 1]
was arbitrary and limits are unique in metric spaces, we can define a function   : [0, 1]! X such
that t 7!  (t). Since the metric d is a continuous function, for all s, t 2 [0, 1] we have
d( (t),  (s)) = lim
k!1
d( ik(t),  ik(s)) M |t  s|,
so   is M -Lipschitz and in particular continuous. By Remark 2.18 it follows that   is addition
rectifiable since Ld( )  M < 1. Hence   2 LMX . We are left to show that the convergence is
uniform.
Let " > 0 be again fixed and choose a natural number N > 3M" . Since ( ik)
1
k=1 converges
to   point-wise, for each l 2 {0, ..., N} there exists Il 2 N such that d( ( lN ),  ik( lN )) < "3 for all
k   Il. Denote I" = max{I1, ..., IN}. Now for any t 2 [0, 1] there exists l 2 {0, ..., N   1} such
that lN  t  l+1N , which implies that 0  t  lN  1N < "3M and moreover |t  lN | < "3M . Using
the Lipschitz properties of each path and triangle-inequality repeatedly, for all k   I" we have
d( (t),  ik(t))  d
 
 (t),  (
l
N
)
 
+ d
 
 (
l
N
),  ik(
l
N
)
 
+ d
 
 ik(
l
N
),  ik(t)
 
< M
  t  l
N
  + "
3
+M
   l
N
  t   < M · "
3M
+
"
3
+M · "
3M
= ".
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Since the choice of I" 2 N did not depend on the choice of t 2 [0, 1], we have shown that
d( (t),  ik(t)) < " for all t 2 [0, 1] and k   I". Hence ( ik)1k=1 converges uniformly to  , which
shows the compactness of LMX .
2.25. Corollary. Let (X, d) be a length space. Then GX is a closed subset of X [0,1], and if X
is in addition compact then so is GX .
Proof. Let (X, d) be a length space. If GX = ; then the claim is trivially true, so we may
assume that GX 6= ;. For   2 GX choose  i 2 B( , 1i ) \ GX for each i 2 N, whence we obtain a
sequence ( i)1i=1 ⇢ GX that converges uniformly to  . Since each  i is continuous and a uniform
limit of continuous functions is continuous, then   is also continuous. Let x, y 2 X denote the
endpoints of   and xi, yi 2 X the endpoints of each  i. Continuity of d and Lemma 2.23 implies
Ld( )  lim inf
i!1 Ld( i) = lim infi!1 d(xi, yi) = d(x, y) <1,
and thus   2 SX(x, y). Since by Theorem 2.19 we have d( i(t),  i(s)) = d(xi, yi)|t   s| for all
s, t 2 [0, 1] and i 2 N, then by continuity of d it follows by passing to the limit that d( (t),  (s)) =
d(x, y)|t   s| for all s, t 2 [0, 1], which again by Theorem 2.19 means that   2 GX(x, y). Hence
GX is a closed subset of X [0,1].
Assume then that X is in addition compact. By the previous part of this proof, by Remark
2.22 and by Lemma 2.24, we see that GX is a closed subset of a compact set L
diam(X)
X and hence
GX is compact.
2.26. Theorem. A compact length space is geodesic.
Proof. Let (X, d) be a compact length space. We show that GX(x, y) 6= ; for arbitrary
x, y 2 X. Since (X, d) is a length space there exists a sequence ( i)1i=1 ⇢ AX(x, y) such that
limi!1 Ld( i) = d(x, y). In particular,
 
Ld( i)
 1
i=1
is a Cauchy-sequence in R and thus bounded
from above by some 0  M < 1. By Theorem 2.15 each  i has a Lipschitz reparameterizatione i 2 AX(x, y) for which by Theorem 2.12 we have Ld(e i) = Ld( i)  M , whence by Remark
2.22 we have (e i)1i=1 ⇢ LMX . Since X is compact then by Lemma 2.24 the sequence (e i)1i=1 has
a subsequence (e ik)1k=1 converging uniformly to some   2 LMX with  (0) = x and  (1) = y.
Moreover by Lemma 2.23 it follows that
Ld( )  lim inf
k!1
Ld(e ik) = lim inf
k!1
Ld( ik) = d(x, y),
whence   2 AX(x, y) and d(x, y) = Ld( ), i.e.   is a shortest path. By Theorem 2.15   has a
Lipschitz reparameterization e  for which Ld( ) = Ld(e ) by Theorem 2.12. Since e  2 GX(x, y)
and the choice of x, y 2 X were arbitrary, then it follows that (X, d) is geodesic.
2.5 Alexandrov curvature
Alexandrov curvature is in short an indicator of how geodesics bend to each other in a geodesic
metric space. This observation is usually done by a triangle comparison with the usual Euclidean
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plane R2. One says that a geodesic space (X, d) has non-negative (resp. non-positive) Alexandrov
curvature if triangles are more ”fat” (resp. ”thinner”) in X compared to R2. Precise meaning of
these notions are given below.
2.27. Definition. (Geodesic triangle) Let (X, d) be a geodesic space and let  1,  2,  3 2 GX be
such that  1(1) =  2(0),  2(1) =  3(0) and  3(1) =  1(0). The triple ( i)3i=1 2 G 3X , denoted by
 X( i)3i=1, is a called a geodesic triangle in X with respect to the sides  1,  2,  3.
The reason why triangles are generally defined as a collection of geodesics rather than points is
that points do not necessarily characterize uniquely a triangle. For instance if some points admit
several di↵erent geodesics then it would remain unclear what the triangle should represent. Since
in R2 such confusion does not exist as geodesics are unique, then we may denote  R2(x, y, z) as
a geodesic triangle where x, y, z 2 R2. In general, we understand from the notation  X( i)3i=1
that this triangle lies in a metric space X. We denote dR2 as the Euclidean metric on R2.
2.28. Definition. (Comparison triangle) Let (X, d) be a geodesic space and  X( i)3i=1 a
geodesic triangle. Then  R2(xi)
3
i=1 is a comparison triangle of  X( i)
3
i=1 if d( i(0),  i(1)) =
dR2(xi, xi+1) for all i 2 {1, 2, 3}, where x4 := x1.
2.29. Remark. If (X, d) is a geodesic space then every geodesic triangle admits a comparison
triangle. In addition, if  X( i)3i=1 is a geodesic triangle,  R2(xi)
3
i=1 its comparison triangle and
f : R2 ! R2 is a bijective isometry, then  R2(f(xi))3i=1 is also its comparison triangle since
isometries preserve distances. Hence comparison triangles are unique up to an isometry.
2.30. Definition. (Alexandrov curvature) We say that a geodesic metric space (X, d) has non-
negative Alexandrov curvature if for every geodesic triangle  X( i)3i=1, its comparison triangle
 R2(xi)
3
i=1,  ¯ 2 GR2(x2, x3) and t 2 [0, 1] we have
(2.31) d( 1(0),  2(t))   dR2(x1,  ¯(t)).
Similarly, we say that X has non-positive Alexandrov curvature if instead in (2.31) we always
have the reverse inequality .
The figure below is an illustration of Definition 2.30. The triangles on left and right represent
the situations of X being non-negatively and non-positively curved in the sense of Alexandrov
respectively, and the triangle in the middle is a comparison triangle in R2.
 1
 2
 3
x1
x2
x3
 ¯  1  2
 3
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The following characterization of Alexandrov curvature is very practical in applications as it
involves no use of comparison triangles.
2.32. Theorem. Let (X, d) be a geodesic space. Then X has non-negative Alexandrov curvature
if and only if for every   2 GX , t 2 [0, 1] and x 2 X the following concavity inequality holds
(2.33) d( (t), x)2   (1  t)d( (0), x)2 + td( (1), x)2   t(1  t)d( (0),  (1))2.
Similarly, X has non-positive Alexandrov curvature if and only if instead in (2.33) there holds
the reverse inequality .
Proof. Fix x 2 X,   2 GX and t 2 [0, 1]. Let  X( i)3i=1 be a geodesic triangle in X such that
 1 2 GX(x,  (0)),  2 =   and  3 2 GX( (1), x), and let  R2(xi)3i=1 be its comparison triangle in
R2. Fix  ¯ 2 GR2(x2, x3). For both propositions the key point is to notice that
dR2(x1,  ¯(t))
2 = (1  t)dR2(x1, x2)2 + tdR2(x1, x3)2   t(1  t)dR2(x2, x3)2.
Denote ↵ = \x1x2x3 as the angle of R2(xi)3i=1 centered at x2. By taking an isometry if necessary
we may assume that x2 = (0, 0), whence  ¯(t) = tx3 and thus the law of cosine implies
dR2(x1,  ¯(t))
2 = dR2(x1, x2)
2 + dR2(x2,  ¯(t))
2   2dR2(x1, x2)dR2(x2,  ¯(t)) cos↵(2.34)
= dR2(x1, x2)
2 + t2dR2(x2, x3)
2   2tdR2(x1, x2)dR2(x2, x3) cos↵.
On the other hand the law of cosine also implies that
2dR2(x1, x2)dR2(x2, x3) cos↵ = dR2(x1, x2)
2 + dR2(x2, x3)
2   dR2(x1, x3)2,
which when computed to (2.34) and using the facts that  R2(xi)
3
i=1 is a comparison triangle of
 X( i)3i=1 and  2 =  , gives
dR2(x1,  ¯(t))
2 (2.34)= dR2(x1, x2)
2 + t2dR2(x2, x3)
2   t(dR2(x1, x2)2 + dR2(x2, x3)2   dR2(x1, x3)2)
= (1  t)dR2(x1, x2)2 + tdR2(x1, x3)2   t(1  t)dR2(x2, x3)2
= (1  t)d( (0), x)2 + td( (1), x)2   t(1  t)d( (0),  (1))2.
Hence it follows that d( (t), x)2   dR2(x1,  ¯(t))2 if and only if the inequality (2.33) holds, and
d( (t), x)2  dR2(x1,  ¯(t))2 if and only if the reverse inequality of (2.33) holds. This proves the
claim.
16
3 Convex analysis
This chapter is a short introduction to convex and concave functions from R to R, their char-
acterizations, compositions, di↵erentation and continuity. The first section covers some of their
fundamental characterizations and composition theorems. The second section deals with their
left and right derivatives and we introduce some practical tools that help to identify whether a
given function is convex, concave or neither.
3.1 Characterizations and compositions
3.1. Definition. (Convexity) We say that a function U : R! R is convex if for every x, y 2 R
and t 2]0, 1[
(3.2) U(tx+ (1  t)y)  tU(x) + (1  t)U(y).
Convexity can be visualized by looking at the graph of U in the plane: U is convex if the
segment joining any given (x, U(x)), (y, U(y)) 2 R2 lies above the graph of U .
3.3. Definition. (Concavity) We say that a function U : R! R is concave if for every x, y 2 R
and t 2]0, 1[
U(tx+ (1  t)y)   tU(x) + (1  t)U(y).
Similar analogy arises for concave functions as well, but on this time the given segment must
lie under the graph of U .
One defines convexity and concavity for a function f : A! R with A ⇢ R analogously.
3.4. Theorem. Let U : R! R. Then the following conditions are equivalent
(1) U is convex.
(2) U(y)  y xz xU(z) + z yz xU(x) for all x < y < z.
(3) U(y) U(x)y x  U(z) U(x)z x for all x < y < z.
(4) U(y) U(x)y x  U(z) U(y)z y for all x < y < z.
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Proof. We show that (1), (2), (3) and (2), (4).
(1) , (2): Assume first that (1) holds, i.e. that U is convex. Let x < y < z, whence
t := y xz x 2]0, 1[ and thus 1  t = 1  y xz x = z yz x . Hence
U(y) = U
⇣y(z   x)
z   x
⌘
= U
 yz   yx+ zx  xz
z   x
 
= U
 yz   xz
z   x +
zx  yx
z   x
 
= U(tz + (1  t)x)
(1)
 tU(z) + (1  t)U(x) = y   x
z   xU(z) +
z   y
z   xU(x),
which implies (2). Assume then the converse that (2) holds and choose x, z 2 R and t 2]0, 1[.
Without loss of generality we may assume that x < z. Since x < tx+ (1  t)z < z, by choosing
y := tx+(1  t)z we have x < y < z. Hence y xz x = tx+(1 t)z xz x = (1 t)(z x)z x = 1  t and similarly
we see that z yz x = t. Thus it follows that
U(tx+ (1  t)z) = U(y)
(2)
 y   x
z   xU(z) +
z   y
z   xU(x) = (1  t)U(z) + tU(x),
which implies (1).
(2), (3) follows by observing that for all x < y < z we have
U(y)  y   x
z   xU(z) +
z   y
z   xU(x), (z   x)U(y)  U(z)(y   x)  (y   z)U(x)
, (z   x)U(y)  (z   x)U(x)  U(z)(y   x)  (y   x)U(x)
, U(y)  U(x)
y   x 
U(z)  U(x)
z   x .
And finally (2), (4) follows by observing that for all x < y < z we have
U(y)  y   x
z   xU(z) +
z   y
z   xU(x), (z   x)U(y)  (y   x)U(z) + (z   y)U(x)
, (z   y)U(y)  (z   y)U(x)  (y   x)U(z)  (y   x)U(y)
, U(y)  U(x)
y   x 
U(z)  U(y)
z   y .
3.5. Theorem. Let U : R! R. Then the following conditions are equivalent
(1) U is concave.
(2) U(y)   y xz xU(z) + z yz xU(x) for all x < y < z.
(3) U(y) U(x)y x   U(z) U(x)z x for all x < y < z.
(4) U(y) U(x)y x   U(z) U(y)z y for all x < y < z.
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Proof. The proof is identical to the proof of Theorem 3.4 by switching  to   in every step.
Finally, we conclude this section by observing how convexity and and concavity is preserved
in compositions. Later in Example 3.17 we will show that a composition of two convex functions
is not necessarily convex. One must usually require some additional properties as the following
theorem suggests.
3.6. Theorem. Let U, V : R! R. Then
(1) U   V is convex, if U and V are convex and U is non-decreasing.
(2) U   V is convex, if U is convex and non-increasing and V is concave.
(3) U   V is concave, if U and V are concave and U is non-decreasing.
(4) U   V is concave, if U is concave and non-increasing and V is convex.
Proof. Choose x, y 2 R and let t 2 [0, 1].
(1) : We observe that
(3.7) U(V (tx+ (1  t)y))
(a)
 U(tV (x) + (1  t)V (y))
(b)
 tU(V (x)) + (1  t)U(V (y)),
where (a) follows from the fact that V is convex and U is nondecreasing, and (b) follows from
the fact that U is convex. Hence U   V is convex.
(2) : Both inequalities in (3.7) hold in this case as well: (a) since V is concave and U is
nonincreasing, and (b) since U is convex. Hence U   V is convex.
(3) : We observe that
(3.8) U(V (tx+ (1  t)y))
(a0)
  U(tV (x) + (1  t)V (y))
(b0)
  tU(V (x)) + (1  t)U(V (y)),
where (a0) follows from the fact that V is concave and U is nondecreasing, and (b0) follows from
the fact that U is concave. Hence U   V is concave.
(4) : Similarly, both inequalities in (3.8) hold in this case as well: (a0) since V is convex and
U is nonincreasing, and (b0) since U is concave. Hence U   V is concave.
3.2 Derivatives
3.9. Definition. Let U : R! R. In case the following limits exist, we define
(i) the left derivative of U at x by U 0 (x) := limy!x 
U(x) U(y)
x y ,
(ii) the right derivative of U at x by U 0+(x) := limy!x+
U(x) U(y)
x y ,
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(iii) and the derivative of U at infinity by U 0(1) := limx!1 U 0+(x).
In this section we show that every convex (resp. concave) function admits a left and right
derivative in every point of its domain’s interior. In this case it will also turn out that U 0   U 0+
and both U 0  and U 0+ are non-decreasing (resp. non-increasing) functions, whence the limit U 0(1)
exists in R [ {1} (resp. R [ { 1}). In particular it follows that once a convex (resp. concave)
function is di↵erentiable then its derivative must be non-decreasing (resp. non-increasing).
3.10. Lemma. Let U : R! R be convex or concave. Then U |B(x,r) is Lipschitz for every x 2 R
and r > 0.
Proof. Assume that U is convex. Let x 2 R and r > 0 be fixed and choose y, z 2 B(x, r). If
y = z then the Lipschitz condition holds trivially, so without loss of generality we may assume
that y < z. Thus
x  2r < x  r < y < z < x+ r < x+ 2r,
and since U is convex we may apply Theorem 3.4 part (4) repeatedly and obtain
U(x  r)  U(x  2r)
r
 U(y)  U(x  r)
y   (x  r) 
U(z)  U(y)
z   y 
U(x+ r)  U(z)
(x+ r)  z
 U(x+ 2r)  U(x+ r)
r
.
Hence by choosing
Mx,r := max
n   U(x  r)  U(x  2r)
r
   + 1,    U(x+ 2r)  U(x+ r)
r
   + 1o,
it follows that |U(z) U(y)| Mx,r|z y| and Mx,r > 0. Since the choice of Mx,r did not depend
on the choice of y, z 2 B(x, r) it follows that U |B(x,r) is Mx,r-Lipschitz. The proof when U is
concave is analogous.
3.11. Corollary. Let A be a subset of R with non-empty interior and let U : A! R be convex
or concave. Then U is continuous in int(A).
Proof. Let x 2 int(A) and " > 0. Since int(A) is open we find r > 0 so that B(x, r) ⇢
int(A), whence by Lemma 3.10 U |B(x,r) is M -Lipschitz for some M > 0. Hence by choosing
  = min{r, "M } > 0 it follows that for any y 2 B(x,  ) we have |U(x)   U(y)|  M |x   y| < ",
which shows that U is continuous at x. Since the choice of x 2 int(A) was arbitrary it follows
that U is continuous in int(A).
3.12. Theorem. Let A be a subset of R with non-empty interior and let U : A! R be a convex
function. Then U 0 (x) and U 0+(x) exists for every x 2 int(A), they are both non-decreasing
functions of x and U 0   U 0+.
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Proof. Let x 2 int(A) and denote f(y) = U(x) U(y)x y for all y 6= x. Since int(A) is open we
find r > 0 so that B(x, r) ⇢ A, and by Lemma 3.10 U |B(x,r) is Lipschitz. Thus |f | is bounded in
B(x, r) \ {x}. In particular supy<x f(y) 2 R and infy>x f(y) 2 R. If x < y < z, then by Theorem
3.4 part (3) we have
f(y) =
U(x)  U(y)
x  y 
U(x)  U(z)
x  z = f(z),
and similarly for z < y < x we have f(z)  f(y), which shows that f is non-decreasing. Let
(yn)1n=1 be such that yn ! x  and fix " > 0. By supremum criteria we find z < x so that
supy<x f(y)   f(z) < ", and since yn ! x  we find n" 2 N so that z < yn < x for all n   n".
Since f is non-decreasing it follows that for all n   n" we have
| sup
y<x
f(y)  f(yn)| = sup
y<x
f(y)  f(yn)  sup
y<x
f(y)  f(z) < ",
which shows that f(yn)! supy<x f(y). Since the choice of (yn)1n=1 was arbitrary it follows that
U 0 (x) = supy<x f(y). On the other hand, if (yn)1n=1 is such that yn ! x+, then by infiumum
criteria we find z > x so that f(z)   infy>x f(y) < ". Since yn ! x+ we find n0 2 N so that
x < yn < z for all n   n0. Since f is non-decreasing it follows that for all n   n0 we have
| inf
y>x
f(y)  f(yn)| = f(yn)  inf
y>x
f(y)  f(z)  inf
y>x
f(y) < ",
which shows that f(yn) ! infy>x f(y). Since the choice of (yn)1n=1 was arbitrary it follows that
U 0+(x) = infy>x f(y). Hence U 0 (x) and U 0+(x) exists for every x 2 int(A).
We will then show that U 0 (x) and U 0+(x) are non-decreasing. Let x, y 2 int(A) be such that
x < y. Let f remain as above and define g(z) = U(y) U(z)y z for all z 6= y. Now for any z < x we
have by Theorem 3.4 part (4) that
f(z) =
U(x)  U(z)
x  z 
U(y)  U(x)
y   x = g(x)  suph<y g(h) = U
0
 (y),
and by taking supremum over all z < x it follows that U 0 (x) = supz<x f(z)  U 0 (y). Similarly
for any z > y we have by Theorem 3.4 part (4) that
U 0+(x) = inf
h>x
f(h)  f(y) = U(x)  U(y)
x  y 
U(y)  U(z)
y   z = g(z),
and by taking infimum over all z > y it follows that U 0+(x)  infz>y g(z) = U 0+(y). Hence U 0 (x)
and U 0+(x) are non-decreasing in x.
To complete the proof we are left to show that U 0   U 0+. Let x 2 int(A). It su ces to
show that U 0 (x) is a lower bound of the set {f(z) : z > x} since U 0+(x) is its infimum. Thus
let z > x be arbitrary. Since f has been shown to be non-decreasing then f(y) < f(z) for all
y < x. Hence U 0 (x) = limy!x  f(y)  f(z), so it follows by taking infimum over all z > x that
U 0 (x)  infz>x f(z) = U 0+(x). Hence U 0   U 0+.
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3.13. Theorem. Let A be a subset of R with non-empty interior and let U : A! R be a concave
function. Then U 0 (x) and U 0+(x) exists for every x 2 int(A), they are both non-increasing
functions of x and U 0    U 0+.
Proof. The proof is analogous to the proof of Theorem 3.12.
3.14. Corollary. Let a 2 R and U : [a,1[! R be a convex function. Then U 0(1) exists and
belongs to R [ {1}.
Proof. By Theorem 3.12 U 0+ is non-decreasing in ]a,1[. If {U 0+(r) : r > a} is bounded from
above then U 0(1) = supr>a U 0+(a) < 1 and the limit exists in R. If it is unbounded, then
similarly we see that U 0(1) =1.
3.15. Theorem. Let A be a connected subset of R with non-empty interior and let U : A ! R
be a function with U 2 C2(int(A)). Then U 00(x)   0 for all x 2 int(A) if and only if U is convex
in int(A).
Proof. Assume first that U 00(x)   0 for all x 2 int(A). In particular this means that U 0 must
be non-decreasing. Let x, y, z 2 int(A) be such that x < y < z. Since int(A) is connected,
by applying mean value theorem we find ⇠1 2]x, y[ with U 0(⇠1) = U(y) U(x)y x and ⇠2 2]y, z[ with
U 0(⇠2) = U(z) U(y)z y . Since U
0 was non-decreasing and ⇠1 < ⇠2 then U 0(⇠1)  U 0(⇠2). It now
follows from Theorem 3.4 part (4) that U is convex in int(A).
Assume then the converse, i.e. that U is convex in int(A). Since U 2 C2(int(A)) then U 0 exists
and it coincides with U 0  and U 0+. Since U is convex then by Theorem 3.12 U 0 is non-decreasing
in int(A). Hence U 00(x)   0 for all x 2 int(A).
3.16. Theorem. Let A be a connected subset of R with non-empty interior and let U : A ! R
be a function with U 2 C2(int(A)). Then U 00(x)  0 for all x 2 int(A) if and only if U is concave
in int(A).
Proof. The proof is analogous to the proof of Theorem 3.15.
3.17. Example. In the earlier section we promised to provide an example of two convex functions
whose composition is not convex. Let U : R ! R be such that U(x) = e x for all x 2 R. Now
U 2 C2(R) and U 00(x) = e x   0 for all x 2 R, whence by Theorem 3.15 U is convex. But
(U  U)(x) = e e x is also a C2(R) function with (U  U)00(x) =  e 2x e x(ex  1) for all x 2 R.
Now U   U is concave for all x   0 by Theorem 3.16 and convex for all x  0 by Theorem 3.15.
Hence U   U is not convex on R.
22
4 Probability measures
This chapter is our measure-theoretic toolkit for the study of optimal mass transportation. Our
main focus will lie on Borel probability measures defined on a metric space (X, d), a collection
denoted by P(X), but some results will include signed measures as well. In short, most results
covered in this chapter are either about various methods of constructing new measures, or about
studying topological properties of P(X) when equipped with the topology of weak convergence.
4.1 Regularity and uniqueness
This section has two goals. First we show that every Borel probability measure on a metric space
is regular, i.e. that the volume of each Borel set can be approximated by volumes of open sets
from above and by closed sets from below. We then show that integrating continuous bounded
functions with respect to such a measure defines it uniquely. An alternative approach to the
latter result would include for instance the use of Dynkin’s lemma instead of regularity, as done
in [11].
4.1. Lemma. (Regularity) Let (X, d) be a metric space and µ 2P(X). Then for all B 2 B(X)
the following two conditions hold
(1) µ(B) = inf
 
µ(U) : U   B, U is open .
(2) µ(B) = sup
 
µ(F ) : F ⇢ B, F is closed .
Proof. Let M denote the collection of all B 2 B(X) for which (1) and (2) hold. It su ces to
show that M is a  -algebra that contains all closed sets.
Clearly ; 2M . Suppose that B 2M and let " > 0. Since B satisfies (1) and (2) then we find
open U"   B and closed F" ⇢ B so that µ(U")  "  µ(B) and µ(B)  µ(F") + ". In particular,
F c"   Bc is open with
µ(Bc) = µ(X)  µ(B)   µ(X)   µ(F") + "  = µ(F c" )  ",
so it follows that Bc satisfies (1). Also U c" ⇢ Bc is closed with
µ(Bc) = µ(X)  µ(B)  µ(X)   µ(U")  "  = µ(U c" ) + ",
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so Bc satisfies (2) as well. Hence Bc 2 M . Suppose then that {Bn}1n=1 ⇢ M and let " > 0.
For each n 2 N we find open Un   Bn and closed Fn ⇢ Bn so that µ(Un)   µ(Bn)  "2n and
µ(Bn)  µ(Fn)  "2n+1 . Now
S1
n=1 Un  
S1
n=1Bn is open for which
µ
  1[
n=1
Un
   µ  1[
n=1
Bn
 
= µ
  1[
n=1
Un \
1[
n=1
Bn
   µ  1[
n=1
(Un \Bn)
   1X
n=1
µ(Un \Bn)
=
1X
n=1
⇣
µ(Un)  µ(Bn)
⌘

1X
n=1
"
2n
= ",
so it follows that
S1
n=1Bn satisfies (1). Also, by convergence of measure we have µ(
S1
n=1 Fn) =
limk!1 µ(
Sk
n=1 Fn), so there exists k" 2 N so that µ(
S1
n=1 Fn)   µ(
Sk"
n=1 Fn)  "2 . HenceSk"
n=1 Fn ⇢
S1
n=1Bn is closed for which
µ
  1[
n=1
Bn
   µ  k"[
n=1
Fn
   µ  1[
n=1
Bn
   ⇣µ  1[
n=1
Fn
   "
2
⌘
=
"
2
+ µ
  1[
n=1
Bn \
1[
n=1
Fn
 
 "
2
+ µ
  1[
n=1
(Bn \ Fn)
   "
2
+
1X
n=1
µ(Bn \ Fn)
 "
2
+
1X
n=1
"
2n+1
=
"
2
+
"
2
= ",
from which it follows that
S1
n=1Bn satisfies (2) as well. Hence
S1
n=1Bn 2M , so we have shown
that M is a  -algebra.
We will next show thatM contains all closed sets, so let F ⇢ X be closed. From monotonicity
of µ it is clear that (2) holds for F , so we only need to verify that (1) holds. For each n 2 N
denote Vn = {x 2 X : d(x, F ) < 1n}, whence Vn   F is an open set with Vn   Vn+1 for all n 2 N
and F =
T1
n=1 Vn. By monotonicity of µ and convergence of measure it follows that
µ(F )  inf  µ(U) : U   F, U is open  inf
n2N
µ(Vn) = lim
n!1µ(Vn) = µ
  1\
n=1
Vn
 
= µ(F ),
so there in fact holds an equality everywhere and (1) follows. Hence F 2M , i.e. M contains all
closed sets and thus M = B(X).
4.2. Corollary. Let (X, d) be a metric space and µ, ⌫ 2P(X) such that µ(F ) = ⌫(F ) for all
closed F ⇢ X. Then µ = ⌫.
Proof. Let B 2 B(X) be arbitrary and " > 0. By Lemma 4.1 there exists a closed F" ⇢ B so
that µ(B)  µ(F") + ", whence
µ(B)  µ(F") + " = ⌫(F") + "  ⌫(B) + ".
Since the choice of " > 0 was arbitrary it follows that µ(B)  ⌫(B). Since the order of µ and ⌫
was arbitrary the reverse inequality follows similarly. Hence µ = ⌫.
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4.3. Remark. An analogous corollary of Lemma 4.1 is that if (X, d) is a metric space and
µ, ⌫ 2P(X) are such that µ(U) = ⌫(U) for all open U ⇢ X, then µ = ⌫.
4.4. Theorem. (Uniqueness) Let (X, d) be a metric space and µ, ⌫ 2P(X) such thatZ
X
f dµ =
Z
X
f d⌫
for all f 2 Cb(X). Then µ = ⌫.
Proof. By Corollary 4.2 it su ces to show that µ(F ) = ⌫(F ) for all closed F ⇢ X, so assume
we have a closed F ⇢ X and let " > 0. By Lemma 4.1 there exists an open U"   F such that
⌫(U")  ⌫(F ) + ". Since X is normal and F,U c" ⇢ X are disjoint closed sets, there exists open
V1, V2 ⇢ X such that V1   F and V2   U c" with V1 \ V2 = ;. In particular F, V c1 ⇢ X are
disjoint closed sets and U c" ⇢ V c1 . Hence by Urysohn’s lemma there exists a continuous function
f : X ! [0, 1] so that f |F ⌘ 1 and f |V c1 ⌘ 0, whence  F  f   U" and
µ(F ) =
Z
X
 F dµ 
Z
X
f dµ =
Z
X
f d⌫ 
Z
X
 U" d⌫ = ⌫(U")  ⌫(F ) + ".
Since the choice of " > 0 was arbitrary it follows that µ(F )  ⌫(F ). Since the order of µ and ⌫
was arbitrary the reverse inequality follows with similar reasoning. Hence µ(F ) = ⌫(F ).
4.2 Weak convergence
In this section we introduce a notion of convergence on P(X) that plays a major role in this
thesis. The topology given by this convergence, which we refer as the weak topology, turns out
to be metrizable by optimal mass transportation. It also inherits many useful properties from
the underlying metric space X such as compactness, length space structure and non-negative
Alexandrov curvature when so metrized. Topological and metric properties of the weak topology
are discussed more lengthily in Chapters 5 and 6.
4.5. Definition. (Weak convergence) Suppose that (X, d) is a metric space and (µk)1k=1 ⇢
P(X). If there exists µ 2P(X) such that for every f 2 Cb(X)
lim
k!1
Z
X
f dµk =
Z
X
f dµ,
then we say that (µk)1k=1 converges weakly to µ and denote it by µk
w! µ.
4.6. Remark. From Theorem 4.4 it follows that weak limits are unique. For if µk
w! µ and
µk
w! µ then for all f 2 Cb(X)Z
X
f dµ = lim
k!1
Z
X
f dµk =
Z
X
f d⌫,
25
from which it follows that µ = ⌫. With a similar argument one sees that if µk
w! µ and µkn w! ⌫
for some subsequence (µkn)
1
n=1 of (µk)
1
k=1 then µ = ⌫.
We define the weak topology ⌧w on P(X) as following. For every f 2 Cb(X) consider the
functional Ff : P(X) ! R given by Ff (µ) =
R
X f dµ. The weak topology ⌧w is then defined
as the coarsest topology on P(X) for which all the functionals Ff are continuous, i.e. as the
topology induced by {Ff}f2Cb(X). Since {B(x, ") : x 2 R, " > 0} is a basis of R then sets of the
type
F 1f
 
B(x, ")
 
=
 
µ 2P(X) :
    Z
X
fdµ  x
    < " 
form a sub-basis of ⌧w. Hence a basis of ⌧w consists of their finite intersections. We will next
verify that convergence with respect to ⌧w is the weak convergence.
4.7. Theorem. Let (X, d) be a metric space, (µk)1k=1 ⇢P(X) and µ 2P(X). Then µk w! µ if
and only if µk ! µ in ⌧w.
Proof. Assume first that µk
w! µ and let U 2 ⌧w be an arbitrary neighbourhood basis element
of µ in P(X). In other words, for some finite I ⇢ N and " > 0 we have
U = {⌫ 2P(X) :
    Z
X
fi d⌫  
Z
X
fi dµ
    < " for all i 2 I}.
Since µk
w! µ then for each i 2 I we find ki 2 N so that
(4.8)
    Z
X
fi dµk  
Z
X
fi dµ
    < "
for all k   ki. Let k" := maxi2I ki, which exists since I is finite. Now (4.8) applies for all i 2 I
and k   k", so we have µk 2 U for all k   k". Hence µk ! µ in ⌧w.
Assume then that µk ! µ in ⌧w, and let f 2 Cb(X) and " > 0 be arbitrary. Since
V = {⌫ 2P(X) :
    Z
X
f d⌫  
Z
X
f dµ
    < "}
is an open neighbourhood of µ in ⌧w and µk ! µ in ⌧w, we find k0 2 N so that µk 2 V for all
k   k0. In other words,     Z
X
f dµk  
Z
X
f dµ
    < "
for all k   k0. Now since the choice of " > 0 was arbitrary, then
lim
k!1
Z
X
f dµk =
Z
X
f dµ.
Since f 2 Cb(X) was arbitrary then µk w! µ.
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4.9. Definition. Suppose that (X, d) is a metric space and ⌦ ⇢P(X). We say that
(i) ⌦ is precompact if for every (µk)1k=1 ⇢ ⌦ there exists a subsequence (µkn)1n=1 so that
µkn
w! µ for some µ 2P(X).
(ii) ⌦ is tight if for every " > 0 there exists a compact K ⇢ X such that µ(Kc) < " for all
µ 2 ⌦. In case ⌦ = {µ} we say that µ is a tight measure.
In Theorem 4.21 we show that the above two conditions coincide if X is separable and
complete, which is known as Prokhorov’s theorem. In order to prove this result we will need
some additional tools from the following sections.
4.3 Push-forward and change of variable
Through this section we assume that (X, d, µ) is a metric measure space with µ 2 P(X) and
(Y, e) another metric space equipped with its Borel  -algebra B(Y ).
4.10. Definition. (Push-forward) Let f : X ! Y be a measurable function. The measure
⌫ 2 P(Y ) given by ⌫(B) = µ(f 1(B)) for all B 2 B(Y ) is called the push-forward of µ by f ,
and it is denoted by ⌫ = f#µ.
Since taking preimages commutes with set theoretic operations it follows that push-forwards
are indeed well defined measures. In this section we show a change of variable formula in Lebesgue
integral related to push-forwards and we also prove that µk
w! µ implies f#µk w! f#µ if f is
continuous.
4.11. Lemma. Let µ 2 P(X) and g : X ! Y be a µ-measurable function. Then for all
f 2 L1(g#µ) we have Z
Y
f d[g#µ] =
Z
X
f   g dµ.
Proof. Denote ⌫ = g#µ and suppose first that f is a characteristic function of some Borel set
B 2 B(Y ). Then (f   g)(x) =  B(g(x)) = 1 if g(x) 2 B, i.e. if x 2 g 1(B), and (f   g)(x) = 0
otherwise. Thus (f   g) =  g 1(B), whence
(4.12)
Z
Y
f d⌫ =
Z
Y
 B d⌫ = ⌫(B) = µ(g
 1(B)) =
Z
X
 g 1(B) dµ =
Z
X
f   g dµ.
Suppose then that f 2 L1(⌫) and f   0. There now exists a nondecreasing sequence of simple
functions ( i)1i=1 converging point-wise to f . Let  i =
Pn(i)
k=1 aikhik be their normal representa-
tions, where each aik 2 R and hik =  Bik for some Borel set Bik 2 B(Y ). In particular, ( i g)1i=1
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is also a nondecreasing sequence that converges point-wise to (f   g). By using the earlier step
and monotone convergence theorem we obtainZ
Y
f d⌫ = lim
i!1
Z
Y
 i d⌫ = lim
i!1
⇣ n(i)X
k=1
aik
Z
Y
hik d⌫
⌘
(4.12)
= lim
i!1
⇣ n(i)X
k=1
aik
Z
X
hik   g dµ
⌘
(4.13)
= lim
i!1
Z
X
 i   g dµ =
Z
X
f   g dµ.
Now finally, assume that f 2 L1(⌫) is arbitrary, whence we may compose f by f = f+   f ,
where for both f+(x) := max{f(x), 0} and f (x) :=  min{f(x), 0} we have f+, f  2 L1(⌫) and
f+, f    0. Invoking the previous step to both parts we obtainZ
Y
f d⌫ =
Z
Y
f+ d⌫  
Z
Y
f  d⌫
(4.13)
=
Z
X
f+   g dµ 
Z
X
f    g dµ
=
Z
X
 
f+   f     g dµ = Z
X
f   g dµ,
as desired.
4.14. Theorem. Let f : X ! Y be a continuous function, (µk)1k=1 ⇢P(X) and µ 2P(X) so
that µk
w! µ. Then f#µk w! f#µ.
Proof. Let g 2 Cb(Y ) be arbitrary and denote ⌫k = f#µk for all k 2 N and ⌫ = f#µ. Then
(g   f) 2 Cb(X) so by Lemma 4.11 haveZ
Y
g d⌫k =
Z
X
 
g   f  dµk  !
k!1
Z
X
 
g   f  dµ = Z
Y
g d⌫.
Hence f#µk = ⌫k
w! ⌫ = f#µ.
4.4 Weak compactness and Riesz representation theorem
This section has dual goals: Riesz representation theorem and Prokhorov’s theorem. As a corol-
lary we are able to show that P(X) is sequentially compact in the weak topology if (X, d) is
compact, and the word ”sequentially” is merely a temporary restriction as in Chapter 5 we show
that the weak topology is metrizable.
The idea behind Riesz representation theorem is to provide a one-to-one correspondence with
Borel probability measures on X and a family of real-valued linear functionals on C(X). Roughly
speaking, the word ”measures” requires that these functionals are linear and positive, and the
word ”probability” requires that they map the constant function 1 to the real number 1. Since
for any µ 2P(X) on a compact metric space (X, d), a functional ⇤ : C(X)! R given by
(4.15) ⇤(f) =
Z
X
f dµ
28
is positive (i.e. ⇤(f)   0 if f   0), linear and satisfies ⇤(1) = 1, then the actual theorem only
considers the reverse identification, i.e. that any functional with the latter properties corresponds
to a unique µ 2P(X) that satisfies (4.15).
Prokhorov’s theorem on the other hand characterizes precompact subsets of P(X) in the
weak topology for a complete and separable metric space (X, d). It states that precompact
subsets of P(X) are exactly those that are tight.
4.16. Theorem. (Riesz Representation Theorem) Let (X, d) be a compact metric space and
⇤ : C(X) ! R a positive linear functional with ⇤(1) = 1. Then there exists a unique measure
µ 2P(X) so that
⇤(f) =
Z
X
f dµ
for all f 2 C(X).
Proof. The proof consists of several steps. We first construct a suitable Borel outer measure
and then show that its restriction to Borel subsets of X has the desired property. The uniqueness
part follows directly from Theorem 4.4 so it su ces to only produce such a measure.
First of all, linearity and positivity of ⇤ implies that it is also monotone. Because if f, g 2
C(X) are such that g  f , then 0  f   g and thus
⇤(g) = ⇤(f   f + g) = ⇤(f)  ⇤(f   g)  ⇤(f).
We start by defining a set-function ⌫⇤ on 2X as following. For each open set U ⇢ X let
(4.17) ⌫⇤(U) = sup
 
⇤(f) : 0  f  1, supp(f) ⇢ U ,
and for arbitrary A ⇢ X let
(4.18) ⌫⇤(A) = inf
 
⌫⇤(U) : A ⇢ U, U is open .
From the positivity of ⇤ it is clear that ⌫⇤ is non-negative. We will show that ⌫⇤ is a Borel outer
measure with ⌫⇤(X) = 1, starting from monotonicity. Suppose that A,B ⇢ X are such that
A ⇢ B and let " > 0. By (4.18) there exists an open U"   B such that ⌫⇤(U")  ⌫⇤(B) + ".
Since A ⇢ U" then (4.18) implies that ⌫⇤(A)  ⌫⇤(U")  ⌫⇤(B)+ ". Since the choice of " > 0 was
arbitrary it follows that ⌫⇤(A)  ⌫⇤(B). Hence ⌫⇤ is monotone. We also have ⌫⇤(;) = 0 because
the only function f 2 C(X) with supp(f) ⇢ ; is f ⌘ 0. The fact that ⌫⇤(X) = 1 follows by
fixing g ⌘ 1. Then supp(g) = X and g 2 C(X), and monotonicity of ⇤ yields ⌫⇤(X) = ⇤(g) = 1.
Hence ⌫⇤ : 2X ! [0, 1]. The subadditivity of ⌫⇤ is proven in several steps. We first show that ⌫⇤
is finitely subadditive on open sets by induction and then the general case.
Suppose we have open U1, U2 ⇢ X and f 2 C(X) such that 0  f  1 and supp(f) ⇢ U1[U2.
As a compact metric space X is in particular normal and locally compact, so there exists a
partition of unity { i}2i=1 subordinated to {U1}2i=1. In other words, there exists continuous
 1, 2 : X ! [0, 1] such that supp( i) ⇢ Ui for each i 2 {1, 2} and  1(x) +  2(x) = 1 for
29
all x 2 supp(f). Hence supp( if) ⇢ Ui and 0   if  1 for each i 2 {1, 2}, and moreover
f = f · ( 1 +  2) = f 1 + f 2. By linearity of ⇤ it follows that
⇤(f) = ⇤(f 1 + f 2) = ⇤(f 1) + ⇤(f 2)
(4.17)
 ⌫⇤(U1) + ⌫⇤(U2),
whence by taking supremum over all such f we obtain ⌫⇤(U1[U2)  ⌫⇤(U1)+⌫⇤(U2) as required.
Suppose then that for some n 2 N, ⌫⇤ is sub-additive for any collection of n many open sets, and
fix a collection {Uk}n+1k=1 of open sets. Since
Sn
k=1 Uk is open, by induction assumption and the
case n = 2 it follows that
⌫⇤
  n+1[
k=1
Uk
 
= ⌫⇤
⇣  n[
k=1
Uk
  [ Un+1⌘  ⌫⇤  n[
k=1
Uk
 
+ ⌫⇤(Un+1) 
n+1X
k=1
⌫⇤(Uk).
Hence by induction principle the subadditivity of ⌫⇤ holds for any finite collection of open sets.
Suppose then that we have a countable collection {An}1n=1 of arbitrary subsets of X and let " > 0.
By (4.18) for each n 2 N there exists an open Un   An such that ⌫⇤(Un)  ⌫⇤(An) + "2n , and
choose f 2 C(X) so that 0  f  1 and supp(f) ⇢ S1n=1 Un. Since X is compact then supp(f)
is compact, so we find a finite I ⇢ N such that supp(f) ⇢ Sn2I Un. By the finite subadditivity
of ⌫⇤ for open sets we obtain
⇤(f)
(4.17)
 ⌫⇤  [
n2I
Un
  X
n2I
⌫⇤(Un) 
1X
n=1
⌫⇤(Un) 
1X
n=1
 
⌫⇤(An) +
"
2n
 
=
1X
n=1
⌫⇤(An) + ".
By taking supremum over all such f and by monotonicity of ⌫⇤ we arrive at
⌫⇤
  1[
n=1
An
   ⌫⇤  1[
n=1
Un
   1X
n=1
⌫⇤(An) + ".
Since the choice of " > 0 was arbitrary it follows that ⌫⇤(
S1
n=1An) 
P1
n=1 ⌫
⇤(An), which shows
that ⌫⇤ is subadditive. This completes the proof that ⌫⇤ is an outer measure.
To show that every Borel subset of X is ⌫⇤-measurable it su ces to show that every closed set
is. For this let F ⇢ X be a closed subset. We show that ⌫⇤(A) = ⌫⇤(A \ F c) + ⌫⇤(A \ F ) for all
A ⇢ X. For this let A ⇢ X be arbitary and choose any open U   A and " > 0. By (4.17) there
exists f1 2 C(X) so that 0  f1  1, supp(f1) ⇢ U\F c and ⌫⇤(U\F c)  ⇤(f1)+ "2 . In particular
supp(f1)c   F is an open subset of X. Hence by (4.17) there exists f2 2 C(X) so that 0  f2  1,
supp(f2) ⇢ U \ supp(f1)c and ⌫⇤(U \ supp(f1)c)  ⇤(f2) + "2 . Now supp(f1)\ supp(f2) = ; and
supp(f1), supp(f2) ⇢ U . Hence 0  f1 + f2  1 and supp(f1 + f2) ⇢ U . By monotonicity of ⌫⇤
and by linearity of ⇤ we obtain
⌫⇤(A \ F c) + ⌫⇤(A \ F )  ⌫⇤(U \ F c) + ⌫⇤ U \ supp(f1)c   ⇤(f1) + "
2
+ ⇤(f2) +
"
2
= ⇤(f1 + f2) + "
(4.17)
 ⌫⇤(U) + ".
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By taking infimum over all open U   A it follows that ⌫⇤(A\F c)+⌫⇤(A\F )  ⌫⇤(A)+". Since
the choice of " > 0 was arbitrary it follows that ⌫⇤(A\F c)+ ⌫⇤(A\F )  ⌫⇤(A), and the reverse
inequality follows from subadditivity of ⌫⇤. Hence F is ⌫⇤-measurable and so is every Borel set.
Let A denote the collection of ⌫⇤-measurable sets. Then ⌫ := ⌫⇤|A : A ! [0, 1] is a measure,
and moreover by defining µ := ⌫|B(X) we have µ 2 P(X). We will show that µ satisfies the
required properties.
Let f 2 C(X) and " > 0 be arbitrary. We show that ⇤(f) = RX f dµ. Since X is compact
then kfk1 < 1, so there exists a, b 2 R so that f(X) ⇢ [a, b]. We then choose a partition
{xi}ni=0 of [a, b] so that |xi   xi 1| < " for all i 2 {1, ..., n}. For each i 2 {1, ..., n} we define
Bi = {x 2 X : xi 1 < f(x)  xi} \ supp(f).
Since f is continuous it is in particular Borel-measurable, so each Bi is a Borel subset of X.
Moreover Bi \ Bj = ; if i 6= j and
Sn
i=1Bi = supp(f). By (4.18) for each i 2 {1, ..., n} we find
an open set Ui   Bi so that µ(Ui)  µ(Bi)+ "n . We may assume that f(x) < xi+ " for all x 2 Ui
by intersecting Ui with the open {x 2 X : xi 1 < f(x) < xi + "}   Bi if necessary. There now
exists a partition of unity { i}ni=1 sub-ordinated to {Ui}ni=1, i.e. continuous  1, ..., n : X ! [0, 1]
so that supp( i) ⇢ Ui for each i 2 {1, ..., n} and
Pn
i=1  i(x) = 1 for all x 2 supp(f). Hence
f = f · (Pni=1  i) = Pni=1 f i and f i  (xi + ") i. By linearity of ⇤ and the fact that
xi   " < xi 1 < f(x) for all x 2 Bi, it follows that
⇤(f) = ⇤
  nX
i=1
f i
 
=
nX
i=1
⇤(f i) 
nX
i=1
⇤
 
(xi + ") i
 
=
nX
i=1
(xi + ")⇤( i) 
nX
i=1
(xi + ")µ(Ui)

nX
i=1
(xi + ")µ(Bi) +
nX
i=1
(xi + ")
"
n

nX
i=1
(xi   "+ 2")µ(Bi) +
nX
i=1
(b+ ")
"
n
=
nX
i=1
(xi   ")µ(Bi) + 2"
nX
i=1
µ(Bi) + (b+ ")"

nX
i=1
Z
Bi
(xi   ") dµ+ 2"µ
  n[
i=1
Bi
 
+ (b+ ")" 
nX
i=1
Z
Bi
f dµ+ "
 
2µ(supp(f)) + b+ "
 

Z
X
f dµ+ "(2 + b+ ").
Since the choice of " > 0 was arbitrary it follows that ⇤(f)  RX f dµ. Since  f 2 C(X) then
by linearity of ⇤ the reverse inequality follows
 ⇤(f) = ⇤( f) 
Z
X
 f dµ =  
Z
X
f dµ.
Hence ⇤(f) =
R
X f dµ for all f 2 C(X).
4.19. Corollary. Let (X, d) be a compact metric space. Then P(X) is sequentially compact
in the weak topology.
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Proof. Let (µn)1n=1 ⇢ P(X) be an arbitrary sequence. Since X is a compact metric space
then C(X) is separable in the uniform topology. Hence we find a countable and dense subset
G = {gn 2 C(X) : n 2 N}. In addition, since X is compact then
R
X gi dµn  kgik1 < 1 for all
i, n 2 N, whence   RX g1 dµn 1n=1 is a bounded sequence in R and therefore has a cluster point. In
other words, there exists a subsequence (µ1n)
1
n=1 of (µn)
1
n=1 so that
  R
X g1 dµ
1
n
 1
n=1
converges. By
the same argument we find a subsequence (µ2n)
1
n=1 of (µ
1
n)
1
n=1 so that
  R
X g2 dµ
2
n
 1
n=1
converges.
By continuing this process inductively, for any (µin)
1
n=1 we find a subsequence (µ
i+1
n )
1
n=1 so that  R
X gk dµ
i+1
n
 1
n=1
converges for all k 2 {1, ..., i+1}. By choosing the diagonal sequence (µnk)1k=1
where µnk = µ
k
k for all k 2 N we have a subsequence of (µn)1n=1 for which
  R
X gi dµnk
 1
k=1
converges for all i 2 N. Let f 2 C(X) and " > 0 be arbitrary. Since G is dense in C(X) there
exists g 2 G \ B(f, "3). Since
  R
X g dµnk
 1
k=1
is a Cauchy-sequence in R, there exists k" 2 N so
that | RX g dµnk   RX g dµnm | < "3 for all k,m   k". Hence by triangle-inequality we have    Z
X
f dµnk  
Z
X
f dµnm
     Z
X
|f   g| dµnk +
    Z
X
g dµnk  
Z
X
g dµnm
   + Z
X
|g   f | dµnm
< kf   gk1 + "
3
+ kf   gk1 < "
3
+
"
3
+
"
3
= "
for all k,m   k", which means that
  R
X f dµnk
 1
k=1
is a Cauchy sequence in R and thus converges
since R is complete. Since f 2 C(X) was arbitrary and limits are unique in metric spaces, for
every f 2 C(X) we can define
⇤(f) = lim
k!1
Z
X
f dµnk ,
whence ⇤ : C(X)! R is a linear and positive functional with ⇤(1) = 1. By Theorem 4.16 there
exists a unique µ 2P(X) so thatZ
X
f dµ = ⇤(f) = lim
k!1
Z
X
f dµnk
for all f 2 C(X), which by definition means µnk w! µ. Hence P(X) is sequentially compact.
4.20. Lemma. Suppose that (X, d) is a metric space, (µk)1k=1 ⇢ P(X) and µ 2 P(X). Then
the following conditions are equivalent
(1) µk
w! µ.
(2) lim supk!1 µk(F )  µ(F ) for every closed set F ⇢ X.
(3) lim infk!1 µk(U)   µ(U) for every open set U ⇢ X.
(4) limk!1 µk(B) = µ(B) for every B 2 B(X) with µ(@B) = 0.
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Proof. We show that (1)) (2), (3)) (4)) (1).
(1)) (2) : Suppose that (1) holds and let F ⇢ X be a closed set and " > 0. By Lemma 4.1
µ is regular, so there exists an open V   F so that µ(V )  µ(F )+ ". Similarly as in the proof of
Theorem 4.4, with Urysohn’s Lemma we can produce a continuous function f : X ! [0, 1] such
that  F  f   V . Hence
lim sup
k!1
µk(F ) = lim sup
k!1
Z
X
 F dµk  lim sup
k!1
Z
X
f dµk =
Z
X
f dµ 
Z
X
 V dµ = µ(V )  µ(F )+".
Since the choice of " was arbitrary, it follows that lim supk!1 µk(F )  µ(F ).
(2)) (3) : Suppose that (2) holds and let U ⇢ X be an open set. Since U c is closed, then
lim inf
k!1
µk(U) = lim inf
k!1
 
1  µk(U c)
 
= 1  lim sup
k!1
µk(U
c)
(2)
  1  µ(U c) = µ(U).
(3)) (2) : Suppose that (3) holds and let F ⇢ X be a closed set. Since F c is open, then
lim sup
k!1
µk(F ) = lim sup
k!1
 
1  µk(F c)
 
= 1  lim inf
k!1
µk(F
c)
(3)
 1  µ(F c) = µ(F ).
(3) ) (4) : Suppose then that (3) holds. By the previous step (2) must also hold. Let
B 2 B(X) be such that µ(@B) = 0. Since int(B) is open, B is closed and int(B) ⇢ B ⇢ B, then
it follows that
µ(B) = µ(B)  µ(@B) = µ(B \ @B)  µ(B \ @B) = µ(int(B))
(2)
 lim inf
k!1
µk(int(B))
 lim inf
k!1
µk(B)  lim sup
k!1
µk(B)  lim sup
k!1
µk(B)
(3)
 µ(B) = µ(B [ @B)
 µ(B) + µ(@B) = µ(B),
so there in fact holds an equality everywhere and thus limk!1 µk(B) = µ(B).
(4) ) (1) : Suppose that (4) holds, let f 2 Cb(X) be arbitrary and define ⌫ 2 P(R) so
that ⌫ = f#µ. Let " > 0. First of all, A := {x 2 R : ⌫({x}) > 0} is a countable set. Since
f is bounded there exists M   0 so that kfk1 < M . Let a <  M and b > M be such that
⌫({a}) = ⌫({b}) = 0 and a 6= 0 6= b, whence ⌫(]a, b]c) = 0. Since A is countable there exists
a partition {ti}ni=0 of [a, b] so that |ti   ti 1| < "3 and ⌫({ti}) = 0 for all i. If ti = 0 for some
0 < i < n, then choose r = "3 |ti 1| > 0. Since A is countable we find c 2]0, r[ so that ⌫({c}) = 0.
Now |c  ti+1|  |ti+1| < "3 and since ti 1 < 0 then |c  ti 1|  |r  ti 1| = | "3   |ti 1|  ti 1| = "3 .
Hence by substituting ti with c if necessary, we may assume that ti 6= 0 for all i. Denote then
Bn =
 
x 2 X : tn 1  f(x)  tn
 
and for each i 2 {0, ..., n  1} let Bi =
 
x 2 X : ti 1  f(x) <
ti
 
, whence X =
Sn
i=1Bi and Bi \ Bj = ; for all i 6= j. Since Bi ⇢ {x 2 X : ti 1  f(x)  ti}
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and int(Bi)   {x 2 X : ti 1 < f(x) < ti}, then for all i 2 {1, ..., n} we have
µ(@Bi) = µ
 
Bi \ int(Bi)
   µ {x 2 X : ti 1  f(x)  ti} \ {x 2 X : ti 1 < f(x) < ti} 
= µ
 {x 2 X : f(x) = ti or f(x) = ti 1} 
= µ
 {x 2 X : f(x) = ti} + µ {x 2 X : f(x) = ti 1} 
= ⌫({ti}) + ⌫({ti 1}) = 0 + 0 = 0,
which by our assumption implies that limk!1 µk(Bi) = µ(Bi). Hence for every i 2 {1, ..., n} there
exists i" 2 N such that |µk(Bi) µ(Bi)| < "3n|ti 1| for all k   i". Let k" = max{i" : i 2 {1, ..., n}}.
We then define g : X ! R so that g(x) = Pni=1 ti 1 Bi(x) for all x 2 X, which is a simple
function with g(x)  f(x)  g(x) + "3 for all x 2 X. Hence for all k   k"    Z
X
fdµk  
Z
X
fdµ
    =     Z
X
(f   g + g) dµk  
Z
X
(g + f   g) dµ
   

Z
X
|f   g| dµk +
    Z
X
g dµk  
Z
X
g dµ
   + Z
X
|f   g| dµ
 "
3
µk(X) +
    nX
i=1
ti 1
 
µk(Bi)  µ(Bi)
    + "
3
µ(X)
 2"
3
+
nX
i=1
|ti 1||µk(Bi)  µ(Bi)| < 2"3 +
nX
i=1
|ti 1| "
3n|ti 1| =
2"
3
+
"
3
= ",
and since the choice of " > 0 was arbitrary it follows that limk!1
R
X f dµk =
R
X f dµ. Since
f 2 Cb(X) was arbitrary then this means precisely that µk w! µ.
4.21. Theorem. (Prokhorov) Let (X, d) be a complete separable metric space and ⌦ ⇢ P(X).
Then ⌦ is precompact if and only if it is tight.
Proof. Suppose first that ⌦ is precompact. Let   > 0 and " > 0 be fixed and consider the open
cover O = {B(x,  ) : x 2 X} of X. As a separable metric space X is Lindelo¨f and thus there
exists a countable subcover O 0 ⇢ O. Let O 0 = {Gn : n 2 N} be its enumeration and denote
Bk =
S
nkGn for all k 2 N. We show that there exists k  2 N such that µ(Bk ) > 1  " for all
µ 2 ⌦. If such k  would not exist, then for each k 2 N we find µk 2 ⌦ such that µk(Bk)  1  ".
Precompactness of ⌦ implies that there exists a subsequence (µki)
1
i=1 of (µk)
1
k=1 and ⌫ 2P(X)
so that µki
w! ⌫. By Lemma 4.20 and the nondecreasing property of (Bk)1k=1 it follows that for
all k 2 N
⌫(Bk)  lim inf
i!1 µki(Bk)  lim infi!1 µki(Bki)  1  ",
which is a contradiction, since by convergence of measure ⌫(Bk)! 1 as k !1. Hence the above
described k  2 N exists. Since  , " > 0 were arbitrary, then in particular for each n 2 N we find
kn 2 N and a finite collection {xni}kni=1 ⇢ X so that µ
  S
ikn B(xni ,
1
n)
 c 
< "2n for all µ 2 ⌦.
We then choose U =
T1
n=1
 S
ikn B(xni ,
1
n)
 
, which is a G -subset of X and thus U 2 B(X).
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Since U ⇢ Sikn B(xni , 1n) for all n 2 N then U is totally bounded. Consider K = U , which
is totally bounded as a closure of a totally bounded set, and complete as a closed subset of a
complete metric space. Hence K is compact. Now for every µ 2 ⌦ we have by monotonicity and
subadditivity of µ that
µ(Kc)  µ(U c) = µ
⇣⇣ 1\
n=1
⇣ [
ikn
B(xni ,
1
n
)
⌘⌘c⌘
= µ
⇣ 1[
n=1
⇣ [
ikn
B(xni ,
1
n
)
⌘c⌘

1X
n=1
µ
⇣⇣ [
ikn
B(xni ,
1
n
)
⌘c⌘
<
1X
n=1
"
2n
= ",
which shows the tightness of ⌦ and this part of the proof is complete.
We then turn to the converse situation by assuming that ⌦ is tight and showing that it implies
precompactness. Let (µn)1n=1 ⇢ ⌦ and " > 0 be arbitrary. Since ⌦ is tight there exists a compact
K" ⇢ X so that µ(K") < " for all µ 2 ⌦. As a separable metric space X is second countable
and normal, so by Urysohn’s metrization theorem there exists an embedding f : X ! [0, 1]N
to a Borel1 subset of [0, 1]N. For each n 2 N let ⌫n = f#µn. By Tychono↵’s theorem [0, 1]N is
compact in the product topology, so by Corollary 4.19 (⌫n)1n=1 ⇢ P([0, 1]N) has a subsequence
(⌫nk)
1
k=1 converging weakly to some ⌫ 2 P([0, 1]N). We show that ⌫(f(X)) = 1. As a compact
subset of a metric space f(K") is in particular closed, so by Lemma 4.20, monotonicity of ⌫ and
injectivity of f it follows that
⌫(f(X))   ⌫(f(K"))   lim sup
k!1
⌫nk(f(K")) = lim sup
k!1
µnk(K")   1  ".
Since this applies for all " > 0 then ⌫(f(X))   1. By monotonicity of ⌫ the reverse inequality
follows, whence ⌫(f(X)) = 1. Let h : X ! f(X) be the homeomorphism given by f , i.e.
h(x) = f(x) for all x 2 X, and let µ = h 1# ⌫. Since ⌫(f(X)) = 1 then µ 2P(X). In particular,
since h is a bijection then for all B 2 B(X) we have
µnk(B) = µnk
 
h 1(h(B))
 
= µnk
 
f 1(h(B))
 
= ⌫nk(h(B)) = ⌫nk
 
(h 1) 1(B)
 
,
which implies that µnk = h
 1
# ⌫nk for all k 2 N. Since h 1 is continuous and ⌫nk w! ⌫, then by
Theorem 4.14 µnk
w! µ and thus ⌦ is precompact.
4.22. Corollary. Suppose that (X, d) is a complete separable metric space. Then every µ 2
P(X) is a tight measure.
Proof. Denote ⌦ = {µ} ⇢ P(X). The only sequence that lies in ⌦ is the constant sequence
(µ, µ, ...), which converges weakly to µ 2P(X). So ⌦ is precompact and thus tight by Theorem
4.21. In other words, µ is a tight measure.
1The fact that f(X) is a Borel subset of [0, 1]N is not part of the Urysohn’s metrization theorem. However, by
observing that since X is completely metrizable, then so is f(X). And since completely metrizable subspaces of
the complete metric space [0, 1]N are exactly G  sets, then it follows that f(X) is G  and thus Borel. A proof for
the Urysohn’s metrization theorem can be found for example in [17].
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4.5 Radon-Nikodym and Lebesgue decomposition
Through this section we assume that (X, d) is a metric space. The main goal of this section is to
show that any µ, ⌫ 2P(X) admit a unique representation
µ(B) =
Z
B
f d⌫ + µs(B),
where µs is singular with respect to ⌫ and f : X ! [0,1[ is measurable. This is done by
combining Radon-Nikodym theorem (Theorem 4.29) and Lebesgue’s decomposition (Theorem
4.30).
In order to prove the Radon-Nikodym theorem in a slightly more general form we will need
some basic theory of signed measures such as the Hahn-Jordan composition. Recall that M (X)
denotes the collection of finite Borel measures on X and M±(X) the collection of finite signed
Borel measures on X. We thus have the inclusions P(X) ⇢M (X) ⇢M±(X).
4.23. Definition. For µ, ⌫ 2M±(X) and B 2 B(X) we say that
(i) µ is absolutely continuous with respect to ⌫, denoted by µ⌧ ⌫, if F 2 B(X) and ⌫(F ) = 0
implies µ(F ) = 0.
(ii) µ is singular with respect to ⌫, denoted by µ ? ⌫, if there exists A 2 B(X) so that ⌫(A) = 0
and µ(E) = 0 for all Borel sets E ⇢ Ac.
(iii) B is µ-positive (resp. µ-negative) if µ(A)   0 (resp. µ(A)  0) for all Borel sets A ⇢ B.
4.24. Lemma. Let µ, ⌫ 2M±(X), {Bi}1i=1 ⇢ B(X) and A,B 2 B(X). Then
(1) If every Bi is µ-positive (resp. µ-negative) then [iBi is µ-positive (resp. µ-negative).
(2) If µ(B) > 0 then there exists a Borel set G ⇢ B that is µ-positive.
(3) If A,B 2 B(X) are µ-positive sets with µ-negative complements, then for all F 2 B(X)
we have µ(F \A) = µ(F \B) and µ(F \Ac) = µ(F \Bc).
Proof. For (1) fix a Borel set C ⇢ [iBi. Denote C1 = B1 and for all i   2 define Ci =
C \  Bi \Si 1n=1Bn . Now {Ci}1i=1 ⇢ B(X) is a disjoint collection with [iCi = C. In addition,
µ(Ci)   0 for each i 2 N since every Bi is µ-positive and Ci ⇢ Bi. Hence µ(C) =
P
i µ(Ci)   0
and the arbitrariness of C concludes that [iBi is µ-positive. The case when {Bi}1i=1 ⇢ B(X) is
a collection of µ-negative sets is analogous.
We then prove (2). If B is µ-positive then we are done. If not, we find a Borel set E ⇢ B
with µ(E) < 0 and thus
N1 := inf{µ(E) : E ⇢ B, E 2 B(X)} < 0.
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Hence there exists a Borel set B1 ⇢ B with µ(B1) <   1n1 , where n1 = min{n 2 N : N1 <   1n}.
If B \ B1 is µ-positive we are done, if not then similarly we find a Borel set B2 ⇢ B \ B1 with
µ(B2) <   1n2 , where n2 = min{n 2 N : N2 <   1n} and
N2 := inf{µ(E) : E ⇢ B \B1, E 2 B(X)} < 0.
If this process stops after finitely many steps then we are done, and otherwise we obtain a sequence
of natural numbers (ni)1i=1 and a disjoint collection {Bi}1i=1 of Borel sets with µ(Bi) <   1ni and
Bi ⇢ B \
 Si 1
n=1Bn
 
for all i 2 N, where ni = min{n 2 N : Ni <   1n} and
(4.25) Ni := inf
 
µ(E) : E ⇢ B \
⇣ i 1[
n=1
Bn
⌘
, E 2 B(X) < 0.
Define G := B \
⇣S1
i=1Bi
⌘
, whence
1 > µ(G) = µ(B) 
1X
i=1
µ(Bi) > µ(B) +
1X
i=1
1
ni
> 0
implies that ni !1. We show that G is µ-positive. Assume on the contrary that it is not. We
thus find a Borel set E ⇢ G with µ(E) < 0. Since ni !1 we find i0 2 N so that µ(E) <   1ni0 1 .
Since
E ⇢ G = B \
⇣ 1[
i=1
Bi
⌘
⇢ B \
⇣ i0 1[
i=1
Bi
⌘
then Ni0  µ(E) <   1ni0 1 , which is a contradiction with the choice of ni0 . Hence G must be
µ-positive and (2) holds.
For (3), note first that for any Borel set F ⇢ (A \ B) [ (B \ A) we have µ(F )   0 since
A [ B is µ-positive by (1) and µ(F )  0 since Ac [ Bc is µ-negative by (1). Thus µ(F ) = 0.
Similarly if F ⇢ (Bc \ Ac) [ (Ac \ Bc) then µ(F ) = 0. Now let E 2 B(X) be arbitrary. Since
E \ (A \B), E \ (B \ A) ⇢ (A \B) [ (B \ A) then µ(E \ (A \B)) = 0 and µ(E \ (B \ A)) = 0,
and similarly E \ (Ac \Bc), E \ (Bc \ Ac) ⇢ (Ac \Bc) [ (Bc \ Ac) implies µ(E \ (Ac \Bc)) = 0
and µ(E \ (Bc \Ac)) = 0. Hence
µ(E \A) = µ(E \A \B) + µ(E \ (A \B)) = µ(E \B \A) + µ(E \ (B \A)) = µ(E \B)
and
µ(E \Ac) = µ(E \Ac\Bc)+µ(E \ (Ac \Bc)) = µ(E \Bc\Ac)+µ(E \ (Bc \Ac)) = µ(E \Bc),
as required.
4.26. Theorem. (Hahn-Jordan) For any µ 2 M±(X) there exists unique µ+, µ  2 M (X) so
that µ+ ? µ , µ = µ+   µ  and
37
(1) µ+(B) = sup{µ(E) : E ⇢ B, E 2 B(X)}
(2) µ (B) = sup{ µ(E) : E ⇢ B, E 2 B(X)}
for all B 2 B(X).
Proof. Fix µ 2M±(X) and denote
(4.27) ↵ := sup{µ(B) : B 2 B(X) and B is µ positive}.
Since ; is µ-positive then ↵ is well defined. Let {Bi}1i=1 ⇢ B(X) be a collection of µ-positive sets
such that µ(Bi)! ↵. By Lemma 4.24 the set A :=
S1
i=1Bi is µ-positive, whence µ(A \Bi)   0
for all i 2 N and
↵   µ(A) = µ(Bi) + µ(A \Bi)   µ(Bi) i!1 ! ↵
implies that ↵ = µ(A). We show that Ac is in addition µ-negative. Assume on the contrary
that there exists a Borel set E ⇢ Ac with µ(E) > 0, whence by Lemma 4.24 we find a µ-
positive Borel set F ⇢ E with µ(F ) > 0. By the same lemma A [ F is µ-positive, whence
µ(A [ F ) = µ(A) + µ(F ) > ↵, which is a contradiction with (4.27). Hence Ac is µ-negative. We
then define µ+, µ  2 M (X) by setting µ+(B) := µ(B \ A) and µ (B) :=  µ(B \ Ac) for all
B 2 B(X), whence µ+ ? µ  since µ+(Ac) = 0 = µ (A). In particular
µ(B) = µ(B \A) + µ(B \Ac) = µ+(B)  µ (B)
for all B 2 B(X), which shows that µ = µ+   µ . Next we show the uniqueness of µ+ and µ .
Let ⌫+ and ⌫  be another pair of finite Borel measures with µ = ⌫+   ⌫  and ⌫+ ? ⌫ .
Since ⌫+ ? ⌫  we find F 2 B(X) with ⌫ (F ) = 0 = ⌫+(F c), whence µ(D) = ⌫+(D)   0 for all
D ⇢ F and µ(D) =  ⌫ (D)  0 for all D ⇢ F c. In other words F is a µ-positive Borel set with
a µ-negative complement. Since A shares the same property, then from Lemma 4.24 it follows
that for all C 2 B(X) we have
⌫+(C) = µ(C \ F ) = µ(C \A) = µ+(C)
and
 ⌫ (C) = µ(C \ F c) = µ(C \Ac) =  µ (C),
whence ⌫+ = µ+ and ⌫  = µ  follows.
To prove (1) fix B 2 B(X) and denote   := sup{µ(E) : E ⇢ B, E 2 B(X)}. Since
B \ A ⇢ B is a Borel set then µ+(B) = µ(B \ A)   . Let E ⇢ B be an arbitrary Borel set.
Since (B \ E) \A ⇢ A and A is µ-positive, and E \Ac ⇢ Ac and Ac is µ-negative, then
µ+(B) = µ(B \A) = µ(E \A) + µ((B \ E) \A)   µ(E \A)   µ(E \A) + µ(E \Ac) = µ(E),
which implies by taking supremum over all such E that µ+(B)    . Hence µ+(B) =  , and the
proof of (2) is analogous.
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4.28. Lemma. Let µ, ⌫ 2M (X) be so that µ(X) > 0 and µ ⌧ ⌫. Then there exists " > 0 and
A 2 B(X) so that ⌫(A) > 0 and A is ⇠-positive for ⇠ := µ  "⌫ 2M±(X).
Proof. For each n 2 N consider ⇠n 2 M±(X) given by ⇠n = µ   1n⌫. Similarly as in the
beginning of the proof of Theorem 4.26, for each n 2 N we find a ⇠n-positive Borel set An with
a ⇠n-negative complement. Define F :=
S1
n=1An. Since F
c ⇢ Acn then ⇠n(F c)  0 for all n 2 N,
which implies that µ(F c)  1n⌫(F c) for all n 2 N and thus µ(F c) = 0. Now µ(F ) = µ(X) > 0
implies ⌫(F ) > 0 since µ ⌧ ⌫, so for some n0 2 N we have ⌫(An0) > 0. By choosing A = An0
and " = 1n0 both conditions of the claim are satisfied.
4.29. Theorem. (Radon-Nikodym) Let µ 2M±(X) and ⌫ 2M (X) be such that µ⌧ ⌫. Then
there exists a measurable ⌫-a.e. unique f : X ! R so that
µ(B) =
Z
B
f d⌫
for all B 2 B(X). If µ 2M (X) then f   0. We say that f is the Radon-Nikodym derivative of
µ with respect to ⌫.
Proof. We will first assume that µ 2M (X). Denote
H :=
n
f 2 [0,1]X : f is measurable and
Z
B
f d⌫  µ(B) for all B 2 B(X)
o
,
which is a non-empty collection since f ⌘ 0 belongs to it. Denote also
↵ := sup
f2H
Z
X
f d⌫,
whence ↵  µ(X) < 1 and choose (fn)1n=1 ⇢ H so that
R
X fn d⌫ ! ↵. Let g := supn2N fn
and gn := sup1in fi for all n 2 N. Each of them is measurable and in particular (gn)1n=1
is non-decreasing with g as a point-wise limit. We show that g 2 H and RX g d⌫ = ↵. Let
B 2 B(X) and n 2 N be arbitrary. We partition B to a disjoint collection of Borel sets {Bk}nk=1
by choosing B1 := {x 2 B : gn(x) = f1(x)}, B2 := {x 2 B \ B1 : gn(x) = f2(x)} and in general
Bk+1 := {x 2 B \
Sk
i=1Bi : gn(x) = fk+1(x)}. HenceZ
B
gn d⌫ =
nX
i=1
Z
Bi
gn d⌫ =
nX
i=1
Z
Bi
fi d⌫ 
nX
i=1
µ(Bi) = µ(
n[
i=1
Bi) = µ(B),
from which it follows by monotone convergence theorem that g 2 H and thus RX g d⌫  ↵. On
the other hand, g   fn implies
R
X g d⌫  
R
X fn d⌫ for all n 2 N and thus by passing to the limit
it follows that
R
X g d⌫   ↵. Hence
R
X g d⌫ = ↵, and since
R
X g d⌫ < 1 we find a measurable
f : X ! [0,1[ so that f = g ⌫-a.e, whence f 2H and RX f d⌫ = ↵.
We then show that µ(B) =
R
B f d⌫ for all B 2 B(X). Since   already holds as f 2 H ,
then  (B) := µ(B)  RB f d⌫ for all B 2 B(X) defines a finite Borel measure. Since µ⌧ ⌫ then
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 ⌧ ⌫. It su ces to show that   ⌘ 0. Assume on the contrary that  (X) > 0, whence by Lemma
4.28 we find " > 0 and A 2 B(X) so that ⌫(A) > 0 and A is ⇠-positive for ⇠ :=    "⌫. We then
denote h = f + " A and show that h 2H . Since for each B 2 B(X) we have ⇠(A\B)   0 and
thus "⌫(A \B)   (A \B), thenZ
B
h d⌫ =
Z
B
f d⌫ + "⌫(A \B) 
Z
B
f d⌫ +  (A \B) =
Z
B
f d⌫ + µ(A \B) 
Z
A\B
f d⌫
=
Z
B\A
f d⌫ + µ(A \B)  µ(B \A) + µ(A \B) = µ(B)
and thus h 2H . Finally, this implies that
↵  
Z
X
h d⌫ =
Z
X
f d⌫ + "⌫(A) = ↵+ "⌫(A) > ↵,
which is a contradiction and hence   ⌘ 0. The existence part is now done for µ 2M (X).
Assume then that µ 2 M±(X) and let µ = µ+   µ  be the composition of µ according to
Theorem 4.26. By properties (1) and (2) of Theorem 4.26 it follows that µ+, µ  ⌧ ⌫ since µ⌧ ⌫.
Hence the above construction yields measurable functions f+, f  : X ! [0,1[ associated to µ+
and µ  respectively. By choosing f := f+   f  it follows that for all B 2 B(X) we haveZ
B
f d⌫ =
Z
B
f+ d⌫  
Z
B
f  d⌫ = µ+(B)  µ (B) = µ(B),
so f is the desired function for µ.
To complete the proof we are left to show the ⌫-a.e. uniqueness of f . Let h : X ! R be
another such function, i.e.
R
B f d⌫ =
R
B h d⌫ for all B 2 B(X). Since
R
X f d⌫  µ(X) then
h  f is ⌫-integrable and for all B 2 B(X) we have RB h  f d⌫ = 0. In particular, by choosing
B = {x 2 X : h(x) > f(x)} it follows that ⌫(B) = 0 since h   f > 0 in B. Similarly by
considering f   h we may show that ⌫(B0) = 0 for B0 := {x 2 X : f(x) > h(x)}. Hence f = h
⌫-a.e.
4.30. Theorem. (Lebesgue decomposition) For any µ, ⌫ 2 P(X) there exists unique µa, µs 2
M (X) so that µa ⌧ ⌫, µs ? ⌫ and µ = µa + µs.
Proof. We start by observing that µ ⌧ µ + ⌫, whence by Theorem 4.29 there exists a ⌫-a.e.
unique measurable f : X ! [0,1[ so that for all B 2 B(X) we have
(4.31) µ(B) =
Z
B
f d[µ+ ⌫] =
Z
B
f dµ+
Z
B
f d⌫.
We show that f  1 µ-a.e. For this let F = {x 2 X : f(x) > 1}. Since f   1 > 0 in F , then
(4.32) 0 
Z
F
f   1 d[µ+ ⌫] =
Z
F
f d[µ+ ⌫] 
Z
F
d[µ+ ⌫]
(4.31)
= µ(F )  µ(F )  ⌫(F ) =  ⌫(F ),
40
which implies first ⌫(F ) = 0 and then [µ + ⌫](F ) = 0 since in (4.32) there holds an equality.
Since µ ⌧ µ + ⌫ then in particular µ(F ) = 0, so f  1 µ-a.e. follows. We then choose
A1 = {x 2 X : f(x) < 1} and A2 = {x 2 X : f(x) = 1}, whence µ(A1 [A2) = 1. Since
µ(A2)
(4.31)
=
Z
A2
f dµ+
Z
A2
f d⌫ =
Z
A2
dµ+
Z
A2
d⌫ = µ(A2) + ⌫(A2),
it follows that ⌫(A2) = 0. We then define µa, µs 2 M (X) by setting µa(B) := µ(B \ A1) and
µs(B) := µ(B \A2) for all B 2 B(X). Since A1 \A2 = ; then for all B 2 B(X) we have
µ(B) = µ(B \A1) + µ(B \A2) + µ(E \ (A1 [A2)) = µa(B) + µs(B),
i.e. µ = µa + µs. We show that µa ⌧ ⌫ and µs ? ⌫. Let B 2 B(X) be such that ⌫(B) = 0,
whence ⌫(B \A1) = 0. Since 1  f > 0 in A1, then
0 
Z
B\A1
1  f dµ = µ(B \A1) 
Z
B\A1
f dµ
(4.31)
=
Z
B\A1
f dµ+
Z
B\A1
f d⌫  
Z
B\A1
f dµ = 0
implies that µa(B) = µ(B \ A1) = 0. Hence µa ⌧ ⌫. Also for any Borel set B ⇢ Ac2 we have
µs(B) = µ(B \A2) = µ(;) = 0, which together with ⌫(A2) = 0 implies that µs ? ⌫.
To complete the proof we are left to show that µa and µs are unique. Assume that we are given
another pair eµa, eµs 2M (X) with eµa ⌧ ⌫, eµs ? ⌫ and µ = eµa+ eµs. Hence µa  eµa = µs  eµs :=  
is both singular and absolutely continuous with respect to ⌫, so in particular we find G 2 B(X)
so that ⌫(G) = 0 and  (B) = 0 for all Borel sets B ⇢ Gc. Since  ⌧ ⌫ then also  (G) = 0. Thus
for all B 2 B(X) we have  (B) =  (B \ G) +  (B \ Gc)  0 + 0 = 0, from which follows that
  ⌘ 0. Hence µa = eµa and µs = eµs.
4.33. Corollary. For any µ, ⌫ 2P(X) there exists a representation
µ(B) =
Z
B
f d⌫ + µs(B),
where µs ? ⌫ is unique and f : X ! [0,1[ is ⌫-a.e. unique and measurable.
Proof. By Theorem 4.30 we find unique µa, µs 2M (X) so that µa ⌧ ⌫, µs ? ⌫ and µ = µa+µs.
Since µa ⌧ ⌫ then by Theorem 4.29 there exists a measurable ⌫-a.e. unique f : X ! [0,1[ so
that µa(B) =
R
B f d⌫ for all B 2 B(X).
4.6 Disintegration of measures
In this section we discuss measure disintegrations on a compact metric space. We show that they
exist and are almost everywhere uniquely defined for a given measurable function. Through this
section we assume that X and Y are compact metric spaces equipped with their Borel  -algebras,
  : X ! Y a fixed measurable function, µ 2P(X) and ⌫ :=  #µ 2P(Y ).
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The basic idea of measure disintegration can be illustrated with the following example. Con-
sider the unit square [0, 1]2 ⇢ R2 and let m2 2 P([0, 1]2) represent the 2-dimensional Lebesgue
measure on Borel subsets of [0, 1]2. It would be nice to say that m2 restricted to any line seg-
ment Ix := {x}⇥ [0, 1], x 2 [0, 1], would yield the 1-dimensional Lebesgue measure m1 on Borel
subsets of Ix. In this case the 2-dimensional volume of any B 2 B([0, 1]2) could be obtained by
integrating volumes of the 1-dimensional slices B \ Ix with respect to m1. Although this is not
the case, since m2(Ix) = 0 for all x 2 [0, 1], yet something interestingly close can be obtained.
Namely, for each x 2 [0, 1] we are able to find µx 2P(Ix) so that
(4.34) m2(B) =
Z
[0,1]
µx(B \ Ix) dm1(x)
for all B 2 B([0, 1]2), and the measures µx are uniquely defined for m1-a.e. x 2 [0, 1]. Formally,
{µx}x2[0,1] is obtained when m2 is disintegrated with respect to the first projection pr1.
We start by defining an important linear operator E : L1(µ)! L1(⌫). If f 2 L1(µ) then
(4.35) ⇠(B) :=
Z
X
( B    )f dµ =
Z
  1(B)
f dµ
for all B 2 B(Y ) defines a finite Borel signed measure ⇠ on Y : clearly ⇠(;) = 0, and for any
disjoint collection {Bi}1i=1 ⇢ B(Y ) we have
⇠
⇣ 1[
i=1
Bi
⌘
=
Z
  1(
S1
i=1Bi)
f dµ =
Z
S1
i=1  
 1(Bi)
f dµ =
1X
i=1
Z
  1(Bi)
f dµ =
1X
i=1
⇠(Bi).
In addition ⇠ ⌧ ⌫, since for all B 2 B(Y ) with 0 = ⌫(B) = µ(  1(B)) we have ⇠(B) = 0 by
(4.35). Thus by Theorem 4.29 ⇠ admits a Radon-Nikodym derivative E(f) 2 L1(⌫) with respect
to ⌫, for which by (4.35) we have
(4.36)
Z
Y
 BE(f) d⌫ =
Z
B
E(f) d⌫ = ⇠(B)
(4.35)
=
Z
X
( B    )f dµ
for all B 2 B(Y ). If f   0 then ⇠   0, and thus by Theorem 4.29 we have E(f)   0. Moreover,
for f ⌘ 1 we have ⇠ = ⌫ so we can choose E(f) ⌘ 1. Since (4.36) is true for characteristic
functions, we can easily extend it to hold for simple functions and further with an approximation
argument (similarly as in the proof of Lemma 4.11) it extends to
(4.37)
Z
Y
hE(f) d⌫ =
Z
X
(h    )f dµ
for all h 2 L1(⌫). If g = f µ-a.e. then the measure ⇠0 in (4.35) with respect to g coincides with ⇠,
whence E(g) = E(f) ⌫-a.e. We thus obtain an operator E : L1(µ)! L1(⌫) given by f 7! E(f),
which by the uniqueness part of Theorem 4.29 and equation (4.36) is characterized by (4.37).
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Hence for a, b 2 R and f, g 2 L1(µ) we haveZ
Y
hE(af + bg) d⌫ =
Z
X
(h    )(af + bg) dµ = a
Z
X
(h    )f dµ+ b
Z
X
(h    )g dµ
= a
Z
Y
hE(f) d⌫ + b
Z
Y
hE(g) d⌫ =
Z
Y
h(aE(f) + bE(g)) d⌫,
which implies E(af + bf) = aE(f) + bE(g), i.e. that E is linear along the equivalence classes.
4.38. Definition. (Disintegration) A disintegration of µ with respect to   is a collection { y}y2Y ⇢
P(X) for which
E(f)(y) =
Z
X
f d y
for all f 2 L1(µ) and for ⌫-a.e. y 2 Y .
4.39. Remark. The precise meaning of Definition 4.38 is that { y}y2Y is a disintegration of µ
with respect to   if the function y 7! RX f d y is a representative of the equivalence class of E(f)
for each f 2 L1(µ).
For motivational purposes we will first go through some important properties of disintegrations
and after that proceed to the existence and uniqueness result.
4.40. Theorem. Let { y}y2Y ⇢P(X) be a disintegration of µ with respect to  . Then { y}y2Y
satisfies the following conditions
(1)  y(  1({y})) = 1 for ⌫-a.e. y 2 Y .
(2) µ(B) =
R
Y  y(B) d⌫(y) for all B 2 B(X).
(3)
R
X f dµ =
R
Y
⇣ R
  1({y}) f(x) d y(x)
⌘
d⌫(y) for all f 2 L1(µ).
Proof. For (1) let U be a countable basis of the topology of Y , which exists since Y is a
compact metric space and thus second countable. For each U 2 U denote WU =   1(Y \ U)
and VU = {y 2 U :  y(WU ) > 0}. By choosing h =  U and f =  WU in (4.37) and applying the
definition of a disintegration it follows thatZ
U
 y(WU ) d⌫(y) =
Z
U
✓Z
X
 WU d y
◆
d⌫(y) =
Z
U
E( WU ) d⌫
(4.37)
=
Z
  1(U)
   1(Y \U) dµ = 0.
But this means that either ⌫(U) = 0 or  y(WU ) = 0 for ⌫-a.e. y 2 Y , and in either case we have
⌫(VU ) = 0. In particular since U is countable then V :=
S
U2U VU has zero ⌫-volume. Hence if
y 2 Y \ V then  y(WU ) = 0 for all U 2 U with y 2 U . But since
X \   1({y}) = X \   1(
\
U3y, U2U
U) = X \   1(Y \
[
U3y, U2U
(Y \ U))
=   1(
[
U3y, U2U
(Y \ U)) =
[
U3y, U2U
  1(Y \ U) =
[
U3y, U2U
WU ,
43
then  y(X \  1({y})) = 0 for all y 2 Y \V and (1) is done. Claim (2) follows immediately from
(4.37) by choosing f =  B for B 2 B(Y ) and h ⌘ 1. Finally, we obtain (3) by choosing h ⌘ 1,
f 2 L1(µ) and using the definition of disintegration and (1) in (4.37).
4.41. Theorem. (Disintegration theorem) A disintegration { y}y2Y ⇢P(X) of µ with respect
to   exists and if { 0y}y2Y ⇢P(X) is another such disintegration then  y =  0y for ⌫-a.e. y 2 Y .
Proof. The idea of the proof is to find a proper way to apply the Riesz representation theorem
for the functionals f 7! E(f)(y) with fixed y.
Since X is a compact metric space then C(X) is separable in the uniform topology, so we
find a countable and dense D ⇢ C(X). Let D be the rational linear subspace of C(X) spanned
by D, which is dense in C(X) and countable since D and Q are. Without loss of generality we
may assume that 1 2 D . If g 2 D and B 2 B(Y ) then by choosing h =  B in (4.37) it follows
that     Z
B
E(g) d⌫
     kgk1⌫(B).
Hence for every g 2 D we may fix E(g) within its equivalence class in L1(⌫) so that kE(g)k1 
kgk1. For f, g 2 D and ↵,  2 Q denote
U(f, g,↵, ) := {y 2 Y : E(↵f +  g)(y) 6= ↵E(f)(y) +  E(g)(y)},
which is a set of zero ⌫-volume by linearity of E within equivalence classes of L1(µ). Thus
U :=
[
f,g2D , ↵, 2Q
U(f, g,↵, )
has zero ⌫-volume as a countable union of such sets. For every y 2 Y \ U define a functional
Vy : D ! R by setting Vy(f) = E(f)(y), which by the previous notes is bounded and linear,
and thus continuous. Remarks during the construction of E also implies that it is positive
and satisfies Vy(1) = 1. Our goal is then to extend it properly to C(X) and use the Riesz
representation theorem to find  y.
Let y 2 Y \U . Since D is a dense subset of C(X) then for every f 2 C(X) we find (fi)1i=1 ⇢ D
so that fi ! f uniformly. Now for every n, k 2 N we have
(4.42) |Vy(fn)  Vy(fk)| = |Vy(fn   fk)| = |E(fn   fk)(y)|  kfn   fkk1,
which implies that (Vy(fn))1i=1 is a Cauchy-sequence in R. Since R is complete then we find
⇤y(f) 2 R so that ⇤y(f) = limi!1 Vy(fi). We show that ⇤y(f) is in fact independent of the
choice of (fi)1i=1. Let (gi)1i=1 ⇢ D be another sequence converging uniformly to f . Similarly we
find p 2 R so that p = limi!1 Vy(gi). Since fi ! f and gi ! f uniformly then (fi   gi) ! 0
uniformly. Since Vy is linear and continuous at 0 then
0 = lim
i!1Vy(fi   gi) = limi!1Vy(fi)  limi!1Vy(gi) = ⇤y(f)  p,
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which implies ⇤y(f) = p as required. We may thus define ⇤y : C(X) ! R so that ⇤y(f) =
limi!1 Vy(fi) for any sequence (fi)1i=1 ⇢ D converging uniformly to f . This is clearly an exten-
sion of Vy and we shall show that it is also linear and positive. Let f, g 2 C(X) and ↵,  2 R.
Take (fi)1i=1, (gi)1i=1 ⇢ D so that fi ! f and gi ! g uniformly, and choose (↵i)1i=1, ( i)1i=1 ⇢ Q
so that ↵i ! ↵ and  i !  . Now ↵ifi +  igi 2 D for all i 2 N and (↵ifi +  igi) ! ↵f +  g
uniformly. Hence by using linearity of Vy we obtain
⇤y(↵f +  g) = lim
i!1Vy(↵ifi +  igi) = limi!1(↵iVy(fi) +  iVy(gi)) = ↵⇤y(f) +  ⇤y(g),
which shows that ⇤y is linear. Assume then that f 2 C(X) is such that f   0, for which again
we find (fi)1i=1 ⇢ D so that fi ! f uniformly. Since f   0 then by reverse triangle-inequality we
have
||fi(x)|  f(x)| = ||fi(x)|  |f(x)||  |fi(x)  f(x)|
for all x 2 X, whence fi ! f uniformly implies that |fi| ! f uniformly. Thus without loss
of generality we may assume that fi   0 for all i 2 N, whence from positivity of Vy it follows
that ⇤y(f) = limi!1 Vy(fi)   0, which shows that ⇤y is positive. Hence by Theorem 4.16 ⇤y is
represented by a measure  y 2P(X) so that
(4.43) ⇤y(f) =
Z
X
f d y
for all f 2 C(X), and for all y 2 U we may choose  y = µ. The existence part of the proof is
done once we extend (4.43) to hold for all f 2 L1(µ).
Let y 2 Y \ U and denote H as the set of all f 2 L1(µ) for which (4.43) holds. We already
know that D ⇢ H and linearity of ⇤y implies that H is a vector space. We show that H also
satisfies the following two conditions
(i) If (fn)1n=1 ⇢H , supn2N kfnk1 <1 and fn ! f point-wise, then f 2H .
(ii) If (fn)1n=1 ⇢ H , 0  fn  fn+1 for all n 2 N and fn ! f point-wise for some f 2 L1(µ),
then f 2H .
To establish (i), let (fn)1n=1 ⇢ H have the described properties. By dominate convergence
theorem we have
(4.44) lim
n!1E(fn)(y) = limn!1
Z
X
fn d y =
Z
X
f d y.
Since supn2N kE(fn)k1  supn2N kfnk1 <1, then again by dominated convergence theorem it
follows that for all h 2 Bb(Y ) we have
(4.45) lim
n!1
Z
Y
hE(fn) d⌫
(4.44)
=
Z
Y
h(y)
✓Z
X
f d y
◆
d⌫(y).
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But on the other hand dominated convergence theorem also implies that for all h 2 Bb(Y ) we
have
(4.46) lim
n!1
Z
Y
hE(fn) d⌫
(4.37)
= lim
n!1
Z
X
(h    )fn d⌫ =
Z
X
(h    )f d⌫ (4.37)=
Z
Y
hE(f) d⌫.
Hence the limits (4.45) and (4.46) are equal for all h 2 Bb(Y ). If h 2 L1(⌫) then consider
its composition h = h+   h  to positive and negative parts. For each i 2 N define hi =
min{i, h+}  max{ i, h }, whence hi 2 Bb(Y ) and |hi|  |h| for all i and hi ! h. By invoking
dominated convergence theorem it follows that
(4.47)
Z
Y
h(y)
✓Z
X
f d y
◆
d⌫(y) =
Z
Y
hE(f) d⌫.
Since (4.47) holds for all h 2 L1(⌫) and (4.37) is a characterization of E(f) then f 2 H and
(i) is proven. Since E is monotone and positive, we establish (ii) with identical steps as (i) by
replacing the use of dominated convergence theorem with monotone convergence theorem in all
steps.
We then show that (i) and (ii) together imply L1(µ) ⇢ H . Firstly, since C(X) ⇢ H and
H is a vector space closed under monotone point-wise limits then Bb(Y ) ⇢ H . Assume then
that f 2 L1(µ) and let f = f+   f  be the composition of f to its positive and negative parts.
By choosing fi(x) = min{i, f+(x)} for all i 2 N and x 2 X we obtain a non-decreasing sequence
of bounded measurable functions converging point-wise to f+. Now (fi)1i=1 ⇢ H together
with (ii) implies f+ 2 H . Similarly we see that f  2 H . Since H is a vector space then
f = f+   f  2 H , so we have proven that L1(µ) ⇢ H . Since H ⇢ L1(µ) then H = L1(µ).
Hence { y}y2Y is a disintegration of µ with respect to   and the existence part of this proof is
done.
We are left to show the ⌫-a.e. uniqueness of { y}y2Y . Let { 0y}y2Y be another such disinte-
gration. Since
(4.48)
Z
X
f d y = E(f)(y) =
Z
X
f d 0y
for ⌫-a.e. y 2 Y and for all f 2 D , then
F (f) := {y 2 Y :
Z
X
f d y 6=
Z
X
f d 0y}
has zero ⌫-volume for every f 2 D . Since D is countable then
F := {y 2 Y :
Z
X
f d y 6=
Z
X
f d 0y for some f 2 D} =
[
f2D
F (f)
has also zero ⌫-volume as a countable union of such sets. Since D ⇢ C(X) is dense then by
dominated convergence theorem we may extend (4.48) to hold for all f 2 C(X) and for ⌫-a.e.
y 2 Y , which in fact by Theorem 4.4 implies that  y =  0y for ⌫-a.e. y 2 Y as required.
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5 Optimal transportation and Wasserstein metrics
In this chapter we discuss the Monge-Kantorovich optimal mass transportation. We start with a
short introduction to the topic and then proceed to answer some fundamental questions related
to it. We first show the existence of optimal plans (Section 2), then the stability of optimality
in weak convergence (Section 3), and finally we discuss metrization of the weak topology via
optimal mass transportation (Section 4).
5.1 Monge-Kantorovich optimization problem
Let (X, dX , µ) and (Y, dY , ⌫) be metric spaces equipped with probability Borel measures µ 2
P(X) and ⌫ 2 P(Y ), and let c : X ⇥ Y ! R˙ be a fixed Borel-measurable function, often
referred as the cost function. The mass transportation from µ to ⌫ is modeled with probability
measures on the product space X⇥Y as following. We say that ⇡ 2P(X⇥Y ) is a transference
plan from µ to ⌫ if ⇡(A⇥Y ) = µ(A) and ⇡(X⇥B) = ⌫(B) for all A 2 B(X) and B 2 B(Y ), and
we denote the collection of all such plans by ⇧(µ, ⌫) ⇢ P(X ⇥ Y ). In terms of push-forwards,
this means that
⇧(µ, ⌫) =
 
⇡ 2P(X ⇥ Y ) : pr1#⇡ = µ and pr2#⇡ = ⌫
 
.
We also say that µ and ⌫ are marginals of each transference plan ⇡ in ⇧(µ, ⌫). Note that
⇧(µ, ⌫) 6= ; since the product measure µ⌦ ⌫ lies in it. If ⇡ 2 ⇧(µ, ⌫) we define
I[⇡] =
Z
X⇥Y
c(x, y) d⇡(x, y)
as the transportation cost of ⇡. Informally, one can think of d⇡(x, y) measuring the amount of
mass transferred from a location x to y and c(x, y) giving the cost. Monge-Kantorovich optimal
transportation problem then asks whether there exists an optimal transference plan ⇡⇤ 2 ⇧(µ, ⌫)
in the sense that
I[⇡⇤] = inf
⇡2⇧(µ,⌫)
I[⇡].
We show that the answer is positive if X = Y is a complete separable metric space and the
cost function c is a power of the distance on X. Given this setting, the existence of an optimal
transference plan follows by observing that ⇧(µ, ⌫) is sequentially compact in the weak topology,
which in return is a consequence of its tightness and Prokhorov’s theorem as will be presented in
the following section.
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5.2 Existence of optimal plans
Let (X, d, µ) be a metric measure space with µ 2 P(X). In this section we consider optimal
transportation problem where the cost function c : X2 ! [0,1[ is given by c(x, y) = d(x, y)p for
all x, y 2 X and for some p 2 [1,1[. We show that there exists an optimal transference plan if
X is separable and complete.
In the following lemma, and in every context where it is applied, we make the following
conventions. If (X, d) is a metric space, n 2 N, ⇡ 2 P(Xn) and p : Xn ! Xk a projection for
some 1  k  n, then every f 2 Cb(Xk) is identified with f   p 2 Cb(Xn). Hence integrating
functions that belong to Cb(Xk) over Xn is well defined.
5.1. Lemma. Let (X, d) be a metric space and ⇡ 2P(Xn), where n 2 N, and let p : Xn ! Xk
be a projection for some 1  k  n. ThenZ
Xn
f d⇡ =
Z
Xk
f d[p#⇡]
for all f 2 Cb(Xk).
Proof. Let f 2 Cb(Xk). By Lemma 4.11 it follows thatZ
Xn
f d⇡ =
Z
Xn
(f   p) d⇡ =
Z
Xk
f d[p#⇡].
5.2. Lemma. Let (X, d) be a metric space and define ⇢ : P(X2) ! P(X)2 so that ⇢(⇡) =
((pr1)#⇡, (pr2)#⇡) for all ⇡ 2P(X2). Then ⇢ is continuous in the weak topology.
Proof. Let ⇡ 2 P(X2) be fixed and let µ1, µ2 2 P(X) be the marginals of ⇡, i.e. ⇢(⇡) =
(µ1, µ2). An arbitrary basis neighborhood B1 ⇥ B2 of (µ1, µ2) in the product topology is such
that for some finite I, J ⇢ N, which without loss of generality can be considered disjoint, we have
B1 =
 
µ 2P(X) :
    RX fi dµ  RX fi dµ1    < "1 for all i 2 I 
B2 =
 
µ 2P(X) :
    RX fi dµ  RX fi dµ2    < "2 for all i 2 J ,
where {fi}i2I[J ⇢ Cb(X) and "1, "2 > 0. Let " := min{"1, "2} > 0 and consider the open
neighborhood B of ⇡ in P(X2) given by
B =
 
⌫ 2P(X2) :
    Z
X2
fi d⌫  
Z
X2
fi d⇡
    < " for all i 2 I [ J .
We show that ⇢(B) ⇢ B1 ⇥B2. For this let ⌫ 2 B be arbitrary, whence ⇢(⌫) = (⌫1, ⌫2) for some
⌫1, ⌫2 2P(X). Lemma 5.1 implies that for all i 2 I    Z
X
fi d⌫1  
Z
X
fi dµ1
    =     Z
X2
fi d⌫  
Z
X2
fi d⇡
    < "  "1
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and for all i 2 J     Z
X
fi d⌫2  
Z
X
fi dµ2
    =     Z
X2
fi d⌫  
Z
X2
fi d⇡
    < "  "2,
from which it follows that ⇢(⌫) = (⌫1, ⌫2) 2 B1 ⇥ B2 and thus ⇢(B) ⇢ B1 ⇥ B2. Hence ⇢ is
continuous at ⇡, and since the choice of ⇡ 2 P(X2) was arbitrary the continuity of ⇢ follows.
5.3. Theorem. Let (X, d) be a complete separable metric space, p 2 [1,1[ and µ, ⌫ 2 P(X).
Then the transportation problem
I[⇡] =
Z
X2
d(x, y)p d⇡(x, y), ⇡ 2 ⇧(µ, ⌫)
admits a minimizer, i.e. there exists ⇡⇤ 2 ⇧(µ, ⌫) so that
I[⇡⇤] = inf
⇡2⇧(µ,⌫)
I[⇡].
Proof. The key point consists of noting that ⇧(µ, ⌫) is sequentially compact in the weak topol-
ogy. Let " > 0. Since X is separable and complete then by Corollary 4.22 the measures µ and ⌫
are tight. Hence there exists compact K1,K2 ⇢ X so that µ(Kc1) < "2 and ⌫(Kc2) < "2 . Now for
every ⇡ 2 ⇧(µ, ⌫) we have
⇡
 
(K1 ⇥K2)c
 
= ⇡
 
(Kc1 ⇥X) [ (X ⇥Kc2)
   ⇡(Kc1 ⇥X) + ⇡(X ⇥Kc2)
= µ(Kc1) + ⌫(K
c
2) <
"
2
+
"
2
= ",
which shows that ⇧(µ, ⌫) is tight and moreover precompact by Theorem 4.21. Let (⇡i)1i=1 ⇢
⇧(µ, ⌫) be such that limi!1 I[⇡i] = inf⇡2⇧(µ,⌫) I[⇡] and recall the function ⇢ :P(X2)!P(X)2
from Lemma 5.2. Since ⇧(µ, ⌫) is precompact there exists a subsequence (⇡ik)
1
k=1 of (⇡i)
1
i=1 so
that ⇡ik
w! ⇡⇤ for some ⇡⇤ 2 P(X2). Since ⇢(⇡ik) = (µ, ⌫) for all k 2 N, by continuity of ⇢ we
obtain ⇢(⇡⇤) = (µ, ⌫). Hence ⇡⇤ 2 ⇧(µ, ⌫). We will show that ⇡⇤ minimizes the transportation
problem.
We write the cost function dp as a limit of a non-decreasing sequence of continuous bounded
functions as following. For all n 2 N let dn = dp(1 + dn) p, which are continuous functions from
X2 to [0,1[. Moreover (dn)1n=1 is a non-decreasing sequence that converges point-wise to dp.
We then define for all n 2 N functions fn : X2 ! R so that fn(x, y) = min{n, dn(x, y)} for all
x, y 2 X, which are bounded and continuous, i.e. fn 2 Cb(X2) for all n 2 N. Moreover (fn)1n=1
converges point-wise to dp and is non-decreasing. Using monotone convergence theorem and the
fact that fn  dp for all n 2 N, it follows that
I[⇡⇤] =
Z
X2
d(x, y)p d⇡⇤(x, y) = lim
n!1
Z
X2
fn(x, y) d⇡⇤(x, y) = lim
n!1
✓
lim
k!1
Z
X2
fn(x, y) d⇡ik(x, y)
◆
 lim
k!1
Z
X2
dp(x, y) d⇡ik(x, y) = lim
k!1
I[⇡ik ] = inf
⇡2⇧(µ,⌫)
I[⇡].
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Since ⇡⇤ 2 ⇧(µ, ⌫) then the reverse inequality follows. Hence
I[⇡⇤] = inf
⇡2⇧(µ,⌫)
I[⇡].
5.4. Remark. The proof of Theorem 5.3 in fact implies that for a complete separable metric
space (X, d) and µ, ⌫ 2P(X) the set of transference plans ⇧(µ, ⌫) is sequentially compact with
respect to the weak topology. Its tightness gives precompactness and the continuity of ⇢ gives
closedness.
5.3 Stability and cyclical monotonicity
Through this section we assume that (X, d) is a metric space and p 2 [1,1[. We show that
optimality is stable under weak convergence if X is bounded and if the cost function is given
by c(x, y) = d(x, y)p. In other words, that if (µn)1n=1, (⌫n)1n=1 ⇢ P(X) and µ, ⌫ 2 P(X) are
such that µn
w! µ and ⌫n w! ⌫, and if ⇡n 2 ⇧(µn, ⌫n) is optimal for all n 2 N and ⇡n w! ⇡ for
some ⇡ 2 P(X2), then ⇡ 2 ⇧(µ, ⌫) and ⇡ is also optimal. Boundedness of X is chosen merely
for technical convenience to avoid other finiteness assumptions from the transportation problem
and to guarantee that the distance function is integrable. In fact, since all our applications are
built around compact metric spaces then this is not a major restriction. A typical approach to
the stability result is to find characterizations of optimality that are easier to work with in weak
convergence. One particularly useful concept is cyclical monotonicity, which we will motivate
with the following example borrowed from [15].
Assume that a large collection of bakeries and cafes have hired you to be in charge of their
bread distribution from the bakeries to the cafes. The production and consumption quantities of
each bakery and cafe are known, and the price of transporting one loaf from a bakery xi to a cafe
yi is c(xi, yi). You then write down a transference plan that describes the amount of breads being
distributed every morning from each bakery xi to each cafe yi. Let us say that you have done
the job for a couple of days and you receive complaints that the transportation cost associated
to your plan is too high. So you try to reduce it. You pick a bakery x1 that sends breads to a
distant cafe y1 and reroute one loaf to another cafe y2 that is closer to x1 than y1. You will thus
gain c(x1, y2)   c(x1, y1) in your expenses. But on the other hand, the bakery y2 has now too
many breads compared to its consumption, so you must reroute one loaf from y2 to yet another
cafe y3. Similar situation is faced in y3, and the situation continues until you finally reroute a
loaf from some bakery yn back to y1. This new allocation yields a transference plan that di↵ers
from your original one, and it is strictly better if and only if
(5.5) c(x1, y2) + c(x2, y3) + ...+ c(xn, y1) < c(x1, y1) + c(x2, y2) + ...+ c(xn, yn).
However, if it happens that your original plan was better, then obviously there must hold  
instead in (5.5). Thus one could expect that regardless of the initial choice (x1, y1) and the cycle
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of cafes, an optimal plan must always satisfy   in (5.5). Thus we naturally arrive at the following
definition and result.
5.6. Definition. (Cyclical monotonicity) A set E ⇢ X2 is said to be cyclically monotone if
nX
i=1
d(xi, yi)
p 
nX
i=1
d(xi, y (i))
p
for every {(xi, yi)}ni=1 ⇢ E, n 2 N, and a permutation   : {1, ..., n}! {1, ..., n}.
5.7. Remark. Our definition of cyclical monotonicity depends on the choice of p. But since p is
fixed through this whole section there is no risk of confusion. When we speak of optimality and
cyclical monotonicity they are always meant with respect to this given p.
We will next show that optimality of a transference plan and cyclical monotonicity of its
support are equivalent when X is bounded.
5.8. Theorem. Assume that X is bounded and let µ, ⌫ 2 P(X) and ⇡ 2 ⇧(µ, ⌫). Then ⇡ is
optimal if and only if supp(⇡) is cyclically monotone.
Proof. Suppose first that ⇡ is an optimal plan and assume on the contrary that supp(⇡) is
not cyclically monotone. Then we find n 2 N, {(xi, yi)}ni=1 ⇢ supp(⇡), and a permutation
  : {1, ..., n}! {1, ..., n} so that
(5.9)
nX
i=1
⇣
d(xi, y (i))
p   d(xi, yi)p
⌘
< 0.
Since the left-hand side of (5.9) is a continuous function from (X ⇥ X)n to R, then for each
i 2 {1, ..., n} we find open neighbourhoods Ui 3 xi and Vi 3 yi in X so that
(5.10)
nX
i=1
⇣
d(ui, v (i))
p   d(ui, vi)p
⌘
< 0
for all ui 2 Ui and vi 2 Vi. Our goal is to produce a measure ⇡⇤ = ⇡ + ⌘, with a suitable
signed measure ⌘, that violates the optimality of ⇡. Denote W := ⇧ni=1(Ui ⇥ Vi) and for each
i 2 {1, ..., n} define ⇡i 2 P(X2) so that ⇡i(B) := 1⇡(Ui⇥Vi)⇡(B \ (Ui ⇥ Vi)) for all B 2 B(X2),
whence ⌦ni=1⇡i(W ) = 1. For all i 2 {1, ..., n} let pri,1 : (X ⇥X)n ! X be the projection to the
first X of i:th member of the product, and similarly pri,2 : (X ⇥X)n ! X to the second X of
i:th member of the product. Denoting N :=
min1in{⇡(Ui⇥Vi)}
n we define ⌘ : B(X
2)! [ 1, 1] so
that
⌘ = N
nX
i=1
⇣
(pri,1, pr (i),2)# ⌦ni=1 ⇡i   (pri,1, pri,2)# ⌦ni=1 ⇡i
⌘
,
which is additive since all the push-forwards are. Clearly ⌘(;) = 0 so ⌘ 2M±(X). We then define
⇡⇤ = ⇡ + ⌘ and show that it is optimal in ⇧(µ, ⌫) with lower transport cost than ⇡. To achieve
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this we need to show that ⇡⇤ is a measure, ⌘ has null marginals, and
R
X2 d(x, y)
p d⌘(x, y) < 0. It
is clear that ⇡⇤ is additive since ⌘ and ⇡ are, and similarly ⇡⇤(;) = 0. To obtain ⇡⇤   0 it su ces
to show that  ⌘  ⇡, and the latter follows by observing that for all B 2 B(X2) we have
 ⌘(B) = N
nX
i=1
⇣
⇡i(B)  ⇡i(pr 1i,1 (B)⇥X) · ⇡ (i)(X ⇥ pr 1 (i),2(B))
⌘
 min1in{⇡(Ui ⇥ Vi)}
n
nX
i=1
1
⇡(Ui ⇥ Vi)⇡(B \ (Ui ⇥ Vi))
 max
1in⇡(B \ (Ui \ Vi))  ⇡(B).
Hence ⇡⇤ is a measure. To show that ⌘ has null marginals we observe that for all B 2 B(X)
⌘(B ⇥X) = N
nX
i=1
 
⇡i(B ⇥X)  ⇡i(B ⇥X)
 
= 0,
and similarly by manipulating the order of the terms inside the sum we have
⌘(X ⇥B) = N
nX
i=1
 
⇡ (i)(X ⇥B)  ⇡i(X ⇥B)
 
= 0.
But this means precisely that ⌘ has null marginals. In particular, ⌘(X2) = 0 and thus ⇡⇤(X2) = 1.
Moreover
⇡⇤(B ⇥X) = ⇡(B ⇥X) + ⌘(B ⇥X) = µ(B) + 0 = µ(B),
and similarly ⇡⇤(X⇥B) = ⌫(B) for all B 2 B(X), from which we conclude that ⇡⇤ 2 ⇧(µ, ⌫). We
are left to show that
R
X2 d(x, y)
p d⌘(x, y) < 0. For convenience we denote Y = (X⇥X)n, whence
by an element x¯ 2 Y we mean a point x¯ :=  (x1,1, x1,2), ..., (xn,1, xn,2)  where xi,j = pri,j(x¯). By
⌦ni=1⇡i(W c) = 0 and Lemma 4.11 it follows that
Z
X2
d(x, y)p d⌘(x, y) = N
nX
i=1
✓Z
X2
d(x, y)p d[(pri,1, pr (i),2)# ⌦ni=1 ⇡i](x, y)
(5.11)
 
Z
X2
d(x, y)p d[(pri,1, pri,2)# ⌦ni=1 ⇡i](x, y)
◆
= N
nX
i=1
✓Z
Y
d
 
pri,1(x¯), pr (i),2(y¯)
 p
d[⌦ni=1⇡i](x¯, y¯)
 
Z
Y
d
 
pri,1(x¯), pri,2(y¯)
 p
d[⌦ni=1⇡i](x¯, y¯)
◆
= N
Z
W
nX
i=1
⇣
d
 
pri,1(x¯), pr (i),2(y¯)
 p   d pri,1(x¯), pri,2(y¯) p⌘ d[⌦ni=1⇡i](x¯, y¯)
(5.10)
< N
Z
W
0 d[⌦ni=1⇡i](x¯, y¯) = 0.
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So finally, it follows from the optimality of ⇡ that
inf
⇡2⇧(µ,⌫)
I[⇡] 
Z
X2
d(x, y)p d⇡⇤(x, y) =
Z
X2
d(x, y)p d⇡(x, y) +
Z
X2
d(x, y)p d⌘(x, y)
(5.11)
<
Z
X2
d(x, y)p d⇡(x, y) + 0 = inf
⇡2⇧(µ,⌫)
I[⇡],
which is a contradiction. Hence supp(⇡) is cyclically monotone and the first implication of this
proof is complete.
Assume then the converse that supp(⇡) is cyclically monotone and define f : X ! R so that
(5.12) f(x) := inf
 
d(x, y1)
p +
nX
i=1
d(xi, yi+1)
p  
nX
i=1
d(xi, yi)
p
 
,
where the infimum is taken over all {(xi, yi)}ni=1 ⇢ supp(⇡) and n 2 N with a convention that
yn+1 := y1. We also define fp : X ! R so that
(5.13) fp(x) = inf
y2X
(d(x, y)p   f(y)).
It is clear that f is µ, ⌫-measurable since the distance function is. By choosing n = 1 in (5.12)
we observe that f  diam(X)p, and cyclical monotonicity of supp(⇡) implies that f   0. Hence
kfk1 < 1 and f 2 Lp(X,µ) \ Lp(X, ⌫). From the bounds of f and (5.13) it also follows that
fp is µ, ⌫-measurable and |fp|  diam(X)p. Hence kfpk1 < 1 and fp 2 Lp(X,µ) \ Lp(X, ⌫).
Let (x, y) 2 supp(⇡) and z 2 X be arbitrary and choose {(xi, yi)}ni=1 ⇢ supp(⇡). By denoting
(x0, y0) = (x, y) it follows that
f(z)
(5.12)
 d(z, y)p +
nX
i=0
d(xi, yi+1)
p  
nX
i=0
d(xi, yi)
p.
By taking infimum over all {(xi, yi)}n+1i=1 ⇢ supp(⇡) we obtain
(5.14) f(z)  d(z, y)p + f(x)  d(x, y)p,
which holds for all z 2 X and thus
(5.15) f(x) + fp(y) = f(x) + inf
z2X
(d(y, z)p   f(z))
(5.14)
  f(x) + d(x, y)p   f(x) = d(x, y)p.
On the other hand by choosing z = x it follows that
(5.16) f(x) + fp(y) = f(x) + inf
z2X
(d(y, z)p   f(z))  f(x) + d(x, y)p   f(x) = d(x, y)p,
which, in fact, holds without the assumption (x, y) 2 supp(⇡). Hence (5.15) and (5.16) together
imply that for ⇡-a.e. (x, y) 2 X2 we have
(5.17) f(x) + fp(y) = d(x, y)
p,
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and the inequality in (5.16) holds for arbitrary (x, y) 2 X2. Finally, by Lemma 5.1 it follows that
for all ⇡0 2 ⇧(µ, ⌫) we have
I[⇡] =
Z
X2
d(x, y)p d⇡(x, y)
(5.17)
=
Z
X2
f(x) + fp(y) d⇡(x, y) =
Z
X
f(x) dµ(x) +
Z
X
fp(y) d⌫(y)
=
Z
X2
f(x) + fp(y) d⇡0(x, y)
(5.16)

Z
X2
d(x, y)p d⇡0(x, y) = I[⇡0],
which implies that I[⇡] = inf⇡02⇧(µ,⌫) I[⇡0], i.e. that ⇡ is optimal.
5.18. Remark. Theorem 5.8 implies that optimality is a property that depends only on the
support of the plan ⇡ and not how the mass is distributed on the support itself. In particular,
if ⇡ is optimal and ⇡⇤ is another plan with same marginals and supp(⇡⇤) ⇢ supp(⇡), then ⇡⇤ is
also optimal.
5.19. Lemma. Let (X, d) be a metric space, (µk)1k=1 ⇢ P(X) and µ 2 P(X) so that µk w! µ.
Then for any x 2 supp(µ) there exists a sequence (xn)1n=1 ⇢ X so that each xn 2 supp(µkn) and
limn!1 xkn = x.
Proof. Let x 2 supp(µ) be arbitrary, whence by Lemma 4.20 for all k 2 N we have
0 < µ(B(x,
1
k
))  lim inf
n!1 µn(B(x,
1
k
)).
In other words, for each k 2 N we find nk 2 N so that µn(B(x, 1k )) > 0 for all n   nk. We may
thus define a set {i0, i1, i2, ...} ⇢ N of strictly increasing indices by setting i0 = 0 and for all k > 0
ik := min
 
n 2 N : n > ik 1 and supp(µn) \B(x, 1k ) 6= ;
 
,
which are well defined by the previous observation. Thus for each k 2 N we find xk 2 supp(µik)\
B(x, 1k ), whence limk!1 xk = x and xk 2 supp(µik) for all k 2 N.
The following result can be considered as the main result of this section.
5.20. Theorem. (Stability) Let (X, d) be a bounded metric space, (µk)1k=1, (⌫k)
1
k=1 ⇢ P(X)
such that µk
w! µ and ⌫k w! ⌫ for some µ, ⌫ 2 P(X), and let (⇡k)1k=1 ⇢ P(X2) be a sequence
of optimal plans ⇡k 2 ⇧(µk, ⌫k) with ⇡k w! ⇡ for some ⇡ 2 P(X2). Then ⇡ is an optimal
transference plan in ⇧(µ, ⌫).
Proof. We start by showing that ⇡ 2 ⇧(µ, ⌫). By Lemma 5.1 it follows that for all f, g 2 C(X)
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we have Z
X2
(f(x) + g(y)) d⇡(x, y) = lim
k!1
Z
X2
(f(x) + g(y)) d⇡k(x, y)(5.21)
= lim
k!1
Z
X2
f(x) d⇡k(x, y) + lim
k!1
Z
X2
g(y) d⇡k(x, y)
= lim
k!1
Z
X
f(x) dµk(x) + lim
k!1
Z
X
g(y) d⌫k(y)
=
Z
X
f(x) dµ(x) +
Z
X
g(y) dµ(y),
whence by choosing g ⌘ 0 it follows by Lemma 5.1 thatZ
X
f(x) d[(pr1)#⇡](x) =
Z
X2
f(x) d⇡(x, y)
(5.21)
=
Z
X
f(x) dµ(x)
for all f 2 C(X), which by Theorem 4.4 implies (pr1)#⇡ = µ. Similarly one sees by choosing
f ⌘ 0 in (5.21) that (pr2)#⇡ = ⌫. Hence ⇡ 2 ⇧(µ, ⌫).
We then turn to the optimality question. By Theorem 5.8 the optimality of ⇡ is equivalent
to the cyclical monotonicity of its support. In particular, every ⇡k has a cyclically monotone
support since they are optimal. Let {(xi, yi)}ji=1 ⇢ supp(⇡) be an arbitrary finite collection and
  : {1, ..., j} ! {1, ..., j} any permutation. By Lemma 5.19 for each i 2 {1, ..., j} there exists a
sequence
 
(xikn , y
i
kn
)
 1
n=1
⇢ X2 so that limn!1(xikn , yikn) = (xi, yi) and (xikn , yikn) 2 supp(⇡kn(i))
for all i 2 {1, ..., j}. By continuity of the metric d and by cyclical monotonicity of the supports
of ⇡kn(i) we observe that
jX
i=1
d(xi, yi)
p = lim
n!1
jX
i=1
d(xikn , y
i
kn)
p  lim
n!1
jX
i=1
d(xikn , y
 (i)
kn
)p =
jX
i=1
d(xi, y (i))
p,
which shows that supp(⇡) is cyclically monotone. Hence by Theorem 5.8 ⇡ is an optimal plan.
5.4 Wasserstein metrics Wp
In this section we focus on the metric side of optimal transportation. We will assume that (X, d)
is a compact metric space in every result.
For every p 2 [1,1[ we define a function Wp : P(X)2 ! [0,1[, the so called p-Wasserstein
metric, so that
Wp(µ, ⌫) =
✓
inf
⇡2⇧(µ,⌫)
Z
X2
d(x, y)p d⇡(x, y)
◆ 1
p
.
In other words, Wp(µ, ⌫)p equals the associated optimal mass transportation cost from µ to ⌫.
Note that by Theorem 5.3 the infimum is always a minimum since X is separable and complete
as a compact metric space.
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We will start by showing that Wp deserves the name metric. The part which appears to
require the most e↵ort is, not surprisingly, the triangle inequality. For this cause we will need
the following gluing lemma, where pri,j : X
n ! X ⇥ X denotes the projection to the i:th and
j:th coordinates of the product.
5.22. Lemma. (Gluing lemma) Let (µi)ni=1 ⇢ P(X) for some n   3. Then for any collection
of transference plans (⇡i)
n 1
i=1 , where ⇡i 2 ⇧(µi, µi+1), there exists a measure ⇠ 2 P(Xn) having
each ⇡i as its marginals, i.e. (pri,i+1)#⇠ = ⇡i for all i 2 {1, ..., n  1}.
Proof. We prove the claim by induction. Assume first that n = 3 and let ⇡1 2 ⇧(µ1, µ2)
and ⇡2 2 ⇧(µ2, µ3). By Theorem 4.41 we find a disintegration {⇡1,x}x2X ⇢ P(X2) of ⇡1 with
respect to pr2 and a disintegration {⇡2,x}x2X ⇢ P(X2) of ⇡2 with respect to pr1. Denote
µ1,x = (pr1)#⇡1,x and µ3,x = (pr2)#⇡2,x for all x 2 X. We then define L : C(X3)! R by setting
(5.23) L(f) =
Z
X
Z
X2
f(x, y, z) d[µ1,y ⌦ µ3,y](x, z)dµ2(y)
for all f 2 C(X3), which is clearly linear, positive and L(1) = 1. Hence by the Riesz represen-
tation theorem there exists ⇠ 2 P(X3) so that L(f) = RX3 f d⇠ for all f 2 C(X3). Now for all
f 2 C(X2) we have by Lemma 5.1 and Theorem 4.40 thatZ
X2
f(x, y) d⇠(x, y, z) =
Z
X
Z
X2
f(x, y) d[µ1,y ⌦ µ3,y](x, z)dµ2(y) =
Z
X
Z
X
f(x, y) dµ1,y(x)dµ2(y)
=
Z
X
Z
X⇥{y}
f(x, z) d⇡1,y(x, z)dµ2(y) =
Z
X2
f d⇡1,
and similarlyZ
X2
f(y, z) d⇠(x, y, z) =
Z
X
Z
X2
f(y, z) d[µ1,y ⌦ µ3,y](x, z)dµ2(y) =
Z
X
Z
X
f(y, z) dµ3,y(z)dµ2(y)
=
Z
X
Z
{y}⇥X
f(x, z) d⇡2,y(x, z)dµ2(y) =
Z
X2
f d⇡2,
whence a similar argument as in the proof of Theorem 5.20 implies that (pr1,2)#⇠ = ⇡1 and
(pr2,3)#⇠ = ⇡2. Hence ⇠ is the desired measure and the claim is true for n = 3.
Assume then that the claim holds for some n   3 and consider the case n + 1. Let (⇡i)ni=1
be a collection of transference plans ⇡i 2 ⇧(µi, µi+1) and ⇠ 2 P(Xn) with (pri,i+1)#⇠ = ⇡i for
all i 2 {1, ..., n   1}. By Theorem 4.41 there exists a disintegration {⇠x}x2X ⇢ P(Xn) of ⇠
with respect to prn and a disintegration {⇡n,x}x2X ⇢P(X2) of ⇡n with respect to pr1. Denote
⌫x = (pr1, ..., prn 1)#⇠x and µn,x = (pr2)#⇡n,x for all x 2 X and define ⇤ : C(Xn) ! R by
setting
⇤(f) =
Z
X
Z
Xn
f(x1, ..., xn+1) d[⌫xn ⌦ µn,xn ](x1, ..., xn 1, xn+1)dµn(xn)
for all f 2 C(Xn+1), which is clearly linear, positive and ⇤(1) = 1. Hence by the Riesz represen-
tation theorem there exists ⇡ 2P(Xn+1) so that ⇤(f) = RXn+1 f d⇡ for all f 2 C(Xn+1). Now
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since (prn 1)#⌫x = (prn 1)#⇠x for all x 2 X, then for all f 2 C(X2) and i 2 {1, ..., n   1} we
have by Theorem 4.40 and Lemma 5.1 thatZ
Xn+1
f(xi, xi+1) d⇡(x1, ..., xn+1) =
Z
X
Z
Xn
f(xi, xi+1) d[⌫xn ⌦ µn,xn ](x1, ..., xn 1, xn+1)dµn(xn)
=
Z
X
Z
Xn 1
f(xi, xi+1) d⌫xn(x1, ..., xn 1)dµn(xn)
=
Z
X
Z
Xn 1⇥{xn}
f(xi, xi+1) d⇠xn(x1, ..., xn 1, z)dµn(xn)
=
Z
Xn
f(xi, xi+1) d⇠(x1, ..., xn) =
Z
X2
f(xi, xi+1) d⇡i(xi, xi+1),
and similarly it follows thatZ
Xn+1
f(xn, xn+1) d⇡(x1, ..., xn+1) =
Z
X
Z
Xn
f(xn, xn+1) d[⌫xn ⌦ µn,xn ](x1, ..., xn 1, xn+1)dµn(xn)
=
Z
X
Z
X
f(xn, xn+1) dµn,xn(xn+1)µn(xn)
=
Z
X
Z
{xn}⇥X
f(z, xn+1) d⇡n,xn(z, xn+1)dµn(xn)
=
Z
X2
f(xn, xn+1) d⇡n(xn, xn+1),
whence a similar argument as in the proof of Theorem 5.20 implies that (pri,i+1)#⇡ = ⇡i for all
i 2 {1, ..., n}. Thus ⇡ 2P(Xn+1) satisfies the desired properties and the claim is true for n+ 1.
By induction principle the claim holds for all n   3.
5.24. Theorem. (P(X),Wp) is a metric space for every p 2 [1,1[.
Proof. Fix p 2 [1,1[. Finiteness of Wp follows from compactness of X and Wp   0 from d   0.
We start by verifying rest of the axioms of a metric space.
We first show that Wp(µ, ⌫) = 0 if and only if µ = ⌫. Assume Wp(µ, ⌫) = 0 and denote by
D = {(x, y) 2 X2 : x = y} the diagonal of the product space X2. By Theorem 5.3 there exists
an optimal transference plan ⇡⇤ 2 ⇧(µ, ⌫) such that
0 =Wp(µ, ⌫) =
✓Z
X2
d(x, y)p d⇡⇤
◆ 1
p
,
whence ⇡⇤(Dc) = 0 since d(x, y) > 0 for all x, y 2 Dc. Thus for all f 2 C(X) we have by Lemma
5.1 and by the fact that x = y for all (x, y) 2 D thatZ
X
f(x) dµ(x) =
Z
X2
f(x) d⇡⇤(x, y) =
Z
D
f(x) d⇡⇤(x, y) =
Z
D
f(y) d⇡⇤(x, y)
=
Z
X2
f(y) d⇡⇤(x, y) =
Z
X
f(y) d⌫(y),
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which by Theorem 4.4 implies µ = ⌫ and the first implication is clear. Assume then the converse
that µ = ⌫ and denote f : X ! D the homeomorphism given by x 7! (x, x), and fix µ⇤ := f#µ.
Let ⇡ : B(X2) ! [0, 1] be such that ⇡(B) = µ⇤(B \D) for all B 2 B(X2). We show that ⇡ 2
⇧(µ, µ) and that ⇡ vanishes outside the diagonal. It is clear that ⇡ 2P(X2) since D 2 B(X2).
In addition, for all B 2 B(X) we have by injectivity of f that
⇡(B ⇥X) = µ⇤
 
(B ⇥X) \D  = µ⇤ (B ⇥B) \D  = µ⇤(f(B)) = µ f 1(f(B))  = µ(B),
and similarly we see that ⇡(X ⇥ B) = µ(B). Hence ⇡ 2 ⇧(µ, µ) and in particular ⇡(Dc) =
µ⇤(Dc \D) = µ⇤(;) = 0, i.e. ⇡ vanishes outside the diagonal. Moreover, because d(x, y) = 0 for
all (x, y) 2 D, then
Wp(µ, µ)
p 
Z
X2
d(x, y)p d⇡(x, y) =
Z
D
d(x, y)p d⇡(x, y) +
Z
Dc
d(x, y)p d⇡(x, y) = 0 + 0 = 0,
which implies Wp(µ, µ) = 0.
We then show the symmetry of Wp for arbitrary µ, ⌫ 2 P(X). Firstly, by Theorem 5.3 we
find an optimal transference plan ⇡ 2 ⇧(µ, ⌫). Let h : X2 ! X2 be the homeomorphism given
by (x, y) 7! (y, x) and let ⇡0 := h#⇡. It is immediate that ⇡0 2 ⇧(⌫, µ) since ⇡0(B ⇥ X) =
⇡
 
h 1(B ⇥ X)  = ⇡(X ⇥ B) = ⌫(B) and similarly ⇡0(X ⇥ B) = µ(B) for all B 2 B(X). In
particular, by Theorem 4.11 and by symmetry of d it follows that
Wp(⌫, µ) 
Z
X2
d(x, y)p d⇡0(x, y) =
Z
X2
d(h(x, y))p d⇡(x, y) =
Z
X2
d(y, x)p d⇡(x, y)
=
Z
X2
d(x, y)p d⇡(x, y) =Wp(µ, ⌫),
and similarly we see that Wp(µ, ⌫) Wp(⌫, µ). Hence Wp(µ, ⌫) =Wp(⌫, µ) for all µ, ⌫ 2P(X).
To complete the proof we are left to verify the triangle inequality. Denote by pri,j : X
3 ! X2
the projection to the i:th and j:th coordinates, and suppose that µ1, µ2, µ3 2 P(X). Applying
Theorem 5.3 twice we find optimal transference plans ⇡12 2 ⇧(µ1, µ2) and ⇡23 2 ⇧(µ2, µ3), which
by Lemma 5.22 with n = 3 can be glued together with a measure ⇡ 2P(X3), i.e. ⇡12 = (pr1,2)#⇡
and ⇡23 = (pr2,3)#⇡. Let ⇡13 := (pr1,3)#⇡. We first show that ⇡13 2 ⇧(µ1, µ3). Repeatedly using
Lemma 5.1 we see that for all f 2 C(X)Z
X
f(x) dµ1(x) =
Z
X3
f(x) d⇡(x, y, z) =
Z
X2
f(x) d⇡13(x, z) =
Z
X
f(x) d[(pr1)#⇡13](x),
so by Theorem 4.4 we have µ1 = (pr1)#⇡13. Similarly we see that µ3 = (pr2)#⇡13, from which
we conclude that ⇡13 2 ⇧(µ1, µ3). By using the Minkowski inequality of Lp(X3,⇡), Lemma 5.1,
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triangle inequality of the metric d and optimality of ⇡12 and ⇡23, we arrive at
Wp(µ1, µ3) 
✓Z
X2
d(x1, x3)
p d⇡13(x1, x3)
◆ 1
p
=
✓Z
X3
d(x1, x3)
p d⇡(x1, x2, x3)
◆ 1
p

✓Z
X3
 
d(x1, x2) + d(x2, x3)
 p
d⇡(x1, x2, x3)
◆ 1
p

✓Z
X3
d(x1, x2)
p d⇡(x1, x2, x3)
◆ 1
p
+
✓Z
X3
d(x2, x3)
p d⇡(x1, x2, x3)
◆ 1
p
=
✓Z
X2
d(x1, x2)
p d⇡12(x1, x2)
◆ 1
p
+
✓Z
X2
d(x2, x3)
p d⇡23(x2, x3)
◆ 1
p
=Wp(µ1, µ2) +Wp(µ2, µ3),
which establishes the triangle inequality of Wp. Hence (P(X),Wp) is a metric space.
For simplicity we use Pp(X) to denote P(X) equipped with its associated p-Wasserstein
metric Wp.
5.25. Theorem. The function f : X !Pp(X) given by x 7!  x is an isometric embedding. In
particular, diam(X) = diam(Pp(X )).
Proof. We start by observing that ⇧( a,  b) = { (a,b)} for all a, b 2 X. If ⇡ 2 ⇧( a,  b) then
⇡
 
X2 \ {(a, b)}  = ⇡  (X \ {a})⇥X  [  X ⇥ (X \ {b})    ⇡((X \ {a})⇥X) + ⇡(X ⇥ (X \ {b}))
=  a(X \ {a}) +  b(X \ {b}) = 0 + 0 = 0,
i.e. ⇡
 {(a, b)}c  = 0. Thus ⇡ {(a, b)}  = 1, whence ⇡ =  (a,b). Now  (a,b) being the only
transference plan between  a and  b it is, in particular, optimal, whence
Wp(f(a), f(b)) =Wp( a,  b) =
✓Z
X2
d(x, y)p d (a,b)
◆ 1
p
=
 
d(a, b)p
  1
p = d(a, b),
which shows that f is an isometric embedding. The equality of their diameters follows by first
observing that d(a, b) = Wp(f(a), f(b))  diam(Pp(X)) for all a, b 2 X, whence by taking
supremum over all a, b 2 X it follows that diam(X)  diam(Pp(X)). And, on the other hand,
for all µ, ⌫ 2 P(X) from definition it follows that Wp(µ, ⌫)  diam(X), whence by taking
supremum we obtain diam(Pp(X))  diam(X). Hence diam(X) = diam(Pp(X)).
After concluding that Wp defines a metric in P(X) for every p 2 [1,1[, our next goal is to
show that they are equivalent and that they metrizise the weak topology.
5.26. Theorem. The metrics Wp are equivalent for all p 2 [1,1[.
Proof. Suppose that 1  q < p < 1. It su ces to show that Wq  Wp  diam(X)1 
q
pW
q
p
q ,
for which let µ, ⌫ 2P(X) be arbitrary. By Theorem 5.3 there exists a Wp-optimal transference
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plan ⇡p 2 ⇧(µ, ⌫). Consider the Ho¨lder conjugate exponents pp q and pq and apply the Ho¨lder-
inequality to obtain
Wq(µ, ⌫) 
✓Z
X2
d(x, y)q d⇡p(x, y)
◆ 1
q 
✓✓Z
X2
1
p
p q d⇡p(x, y)
◆ p q
p
✓Z
X2
d(x, y)p d⇡p(x, y)
◆ q
p
◆ 1
q
= ⇡p(X
2)
p q
pq
✓Z
X2
d(x, y)p d⇡p(x, y)
◆ 1
p
=Wp(µ, ⌫).
On the other hand, by Theorem 5.3 we can also find aWq-optimal transference plan ⇡q 2 ⇧(µ, ⌫),
whence
Wp(µ, ⌫) 
✓Z
X2
d(x, y)p d⇡q(x, y)
◆ 1
p
=
✓Z
X2
d(x, y)p qd(x, y)q d⇡q(x, y)
◆ 1
p
 diam(X) p qp
✓Z
X2
d(x, y)q d⇡q(x, y)
◆ 1
p
= diam(X)1 
q
pWq(µ, ⌫)
q
p .
5.27. Theorem. Each Wasserstein metric Wp metrizises the weak topology on P(X).
Proof. By Theorem 5.26 it su ces to show thatW1 metrizises the weak topology. Let (µk)1k=1 ⇢
P(X) and µ 2P(X) be fixed. We show that µk w! µ if and only if W1(µk, µ)! 0.
Suppose first that µk
w! µ. Observe that  W1(µk, µ) 1k=1 is a bounded sequence in R because
0  W1(µk, µ)  diam(X) for all k 2 N. Hence there exists a subsequence (µkn)1n=1 of (µk)1k=1
so that
 
W1(µkn , µ)
 1
n=1
converges to lim supk!1W1(µk, µ) 2 R. Moreover, by Theorem 5.3,
for each n 2 N we find an optimal transference plan ⇡n 2 ⇧(µkn , µ), whence by compactness of
X2 and Theorem 4.19 it follows that (⇡n)1n=1 has a weakly convergent subsequence (⇡ni)1i=1, i.e.
⇡ni
w! ⇡ for some ⇡ 2 P(X2). By Remark 4.6 we have µkni
w! µ, so by Theorem 5.20, ⇡ is
optimal in ⇧(µ, µ) and has thus zero transportation cost. From continuity of d it follows that
lim
i!1W1(µkni , µ) = limi!1
Z
X2
d(x, y) d⇡ni(x, y) =
Z
X2
d(x, y) d⇡(x, y) = 0,
i.e. the sequence
 
W1(µkni , µ)
 1
i=1
⇢ R converges to 0. But being a subsequence of  W1(µkn , µ) 1n=1
that also converges, their limits must be equal. In other words, lim supk!1W1(µk, µ) = 0, which
implies that W1(µk, µ)! 0.
Assume then the converse that W1(µk, µ) ! 0 and let f 2 C(X2) and " > 0 be arbitrary.
Recall that the collection of Lipschitz functions is dense in C(X2) with uniform topology since
X2 is compact. Hence there exists a Lipschitz function g 2 C(X) such that kf   gk1 < "3 ,
and let M denote its Lipschitz constant. Since W1(µk, µ) ! 0 then there exists k" 2 N so that
W1(µk, µ) <
"
3M for all k   k", and by Theorem 5.3 for each k 2 N there exists an optimal
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transference plan ⇡k 2 ⇧(µk, µ). Thus by Lemma 5.1 and triangle-inequality in R, for all k   k"
we have    Z
X
f dµk  
Z
X
f dµ
         Z
X
f   g dµk
   +     Z
X
g(x) dµk(x) 
Z
X
g(x) dµ(x)
   +     Z
X
g   f dµ
   

Z
X
|f   g|dµk +
Z
X2
|g(x)  g(y)|d⇡k(x, y) +
Z
X
|g   f |dµ
 kf   gk1 +
Z
X2
Md(x, y)d⇡k(x, y) + kf   gk1
= 2kf   gk1 +MW1(µk, µ) < 2"3 +M
"
3M
=
2"
3
+
"
3
= ".
Since the choice of " > 0 was arbitrary, it follows that
R
X f dµk !
R
X f dµ, and since f 2 C(X)
was arbitrary, then µk
w! µ.
5.28. Corollary. The metric space Pp(X) is compact for all p 2 [1,1[.
Proof. By Corollary 4.19, compactness of X implies sequential compactness of P(X) under
weak topology, which by Theorem 5.27 is metrizised by Wp. Since in metric spaces compactness
is equivalent with sequential compactness, it follows that Pp(X) is compact.
5.29. Remark. Since Pp(X) is a compact metric space, one could even consider optimal mass
transportation on Pp(X) and define the p-Wasserstein metric on P(Pp(X)). This would yield
a further compact metric space Pp(Pp(X)).
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6 Geometry of the Wasserstein space P2(X)
Recall thatP2(X) denotes the compact metric space (P(X),W2) associated to a compact metric
space (X, d). In this chapter we combine the topics of length spaces and optimal transportation
by introducing a geometric side to the Wasserstein metrics.
This chapter consists of three sections all together. Firstly, we show that P2(X) is a length
space if (X, d) is. Hence it makes sense to talk about geodesics and shortest paths in P2(X).
In particular, we will show that geodesics in P2(X) are exactly those that are displacement
interpolations, i.e. continuous ways of forming one measure to another by transporting mass
along geodesics of X. Secondly, we show that P2(X) inherits ”fat” triangles from X, i.e. non-
negative Alexandrov curvature, and we show by a counter-example that the same does not hold
for the ”thin” triangles, i.e. non-positive case. Finally, we introduce a generalized notion of
non-negative Ricci curvature for metric measure spaces studied by Lott and Villani in [12]. It is
defined through a notion of geodesic convexity on the associated 2-Wasserstein space. We show
that metric measure spaces with non-negative Ricci curvature satisfy a Bishop-Gromov growth
inequality.
6.1 P2(X) as a length space
Through this section we assume that (X, d) is a compact length space and hence geodesic by
Theorem 2.26. Recall that GX is thus compact in the uniform topology by Corollary 2.25. For
every t 2 [0, 1] the evaluation map et : GX ! X is defined by et( ) =  (t) and the endpoints map
E : GX ! X2 by E( ) = (e0( ), e1( )). Both of them are continuous since  i !   uniformly (or
even pointwise) implies  i(t)!  (t) for every t 2 [0, 1].
6.1. Definition. (Dynamical plan) Let µ, ⌫ 2 P2(X). A pair (⇡,!) where ⇡ 2 ⇧(µ, ⌫) and
! 2P(GX) is called a dynamical transference plan if ⇡ = E#!. We say that (⇡,!) is optimal if
⇡ itself is.
A regular transference plan ⇡ in short provides information on how much mass is transferred
from one location to another, but it tells nothing about the paths which the mass has to follow:
these decisions are specified by the dynamical part !. We use the notation
⇥(µ, ⌫) := {(⇡,!) 2 ⇧(µ, ⌫)⇥P(GX) : ⇡ = E#!}
for the set of all dynamical transference plans joining µ to ⌫.
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6.2. Remark. If (⇡,!) 2 ⇥(µ, ⌫) then µ = (e0)#! and ⌫ = (e1)#!. This follows by noting that
for all B 2 B(X) we have e 10 (B) = E 1(B ⇥X) and e 11 (B) = E 1(X ⇥B), whence
µ(B) = ⇡(B ⇥X) = !(E 1(B ⇥X)) = !(e 10 (B)),
and similarly ⌫(B) = !(e 11 (B)).
6.3. Definition. (Displacement interpolation) Let µ0, µ1 2P2(X) and (⇡,!) 2 ⇥(µ0, µ1), and
for all t 2 [0, 1] denote µt = (et)#!. The family {µt}t2[0,1] is called the displacement interpolation
associated to (⇡,!).
As will be shown in Theorem 6.7, a displacement interpolation {µt}t2[0,1] associated to an
optimal dynamical plan is a continuous formation of µ0 to µ1 in the sense that t 7! µt is a
continuous function from [0, 1] to P2(X), and it is defined so that the mass of µ0 flows along
geodesics of X to the mass of µ1. The parameter t is often treated as time, whence µt represents
the outcome of the mass of µ0 after t time.
µ0
µ1µt
6.4. Lemma. Let (Y, d) be a compact metric space and (Z, e) any metric space. Then every
continuous surjection f : Y ! Z admits a Borel right-inverse f⇤ : Z ! Y , i.e. f   f⇤ = idZ .
Proof. Let f : Y ! Z be any continuous surjection. Since compact metric spaces are complete
and separable, by Theorem A.6 in Appendix A it su ces to show that f maps open sets to
Borel sets and that f 1({z}) is closed for all z 2 Z. The latter condition is immediate since f is
continuous. For the first condition, observe that f is a closed function since every closed subset
of Y is compact and continuous images of compact sets are compact and thus closed. In addition,
open subsets of a metric space are F , so for any open U ⇢ Y there exists a countable collection
{Fi}1i=1 of closed sets so that U =
S1
i=1 Fi. By closedness of f it follows that
f(U) = f(
1[
i=1
Fi) =
1[
i=1
f(Fi) 2 B(Z).
Hence the existence of f⇤ follows from Theorem A.6.
6.5. Corollary. Let µ, ⌫ 2 P2(X). Then for every ⇡ 2 ⇧(µ, ⌫) there exists ! 2 P(GX) so
that ⇡ = E#!. In particular, ⇥(µ, ⌫) 6= ; for all µ, ⌫ 2P2(X).
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Proof. Fix ⇡ 2 ⇧(µ, ⌫). Since X is geodesic, then E : GX ! X2 is a surjection: if (x, y) 2 X2
then there exists   2 GX(x, y) for which
E( ) = (e0( ), e1( )) = ( (0),  (1)) = (x, y).
Since E is continuous and GX is compact by Corollary 2.25, then by Lemma 6.4 E admits a
Borel-right inverse E⇤ : X2 ! GX . We then define ! 2P(GX) by setting ! = E⇤#⇡, whence
⇡ = id#⇡ = (E   E⇤)#⇡ = E#E⇤#⇡ = E#!,
so ! satisfies the required conditions.
6.6. Corollary. Every pair µ0, µ1 2 P2(X) can be joined by a displacement interpolation
associated to some optimal dynamical transference plan.
Proof. Let µ0, µ1 2P2(X) be fixed. By Theorem 5.3 there exists an optimal ⇡ 2 ⇧(µ0, µ1) for
which by Corollary 6.5 we find ! 2P(GX) with ⇡ = E#!. In particular, (⇡,!) 2 ⇥(µ0, µ1) and
it is optimal since ⇡ itself is. We then choose µt := (et)#! for all t 2 [0, 1], whence {µt}t2[0,1] is
by definition the displacement interpolation associated to (⇡,!) that joins µ0 to µ1.
6.7. Theorem. The metric space P2(X) is a geodesic length space.
Proof. Let µ0, µ1 2 P2(X). By Corollary 6.6 the measures µ0 and µ1 can be joined by
a displacement interpolation {µt}t2[0,1] associated to an optimal dynamical transference plan
(⇡,!) 2 ⇥(µ0, µ1). We show that the map   : [0, 1] ! P2(X) given by  (t) = µt is continu-
ous and has length W2(µ0, µ1). Suppose that s, t 2 [0, 1] are arbitrary: we claim at first that
(es, et)#! 2 ⇧(µs, µt). Indeed, for all B 2 B(X) we have
µs(B) = !(e
 1
s (B)) = !
 
(es, et)
 1(B ⇥X)  = ((es, et)#!)(B ⇥X)
and similarly µt(B) = ((es, et)#!)(X ⇥ B), whence (es, et)#! 2 ⇧(µs, µt) as required. Thus by
Lemma 4.11 it follows that
W2(µs, µt) 
✓Z
X2
d(x, y)2 d[(es, et)#!](x, y)
◆ 1
2
=
✓Z
GX
d( (s),  (t))2 d!( )
◆ 1
2
(6.8)
=
✓Z
GX
|t  s|2d( (0),  (1))2 d!( )
◆ 1
2
= |t  s|
✓Z
X2
d(x, y)2 d[E#!](x, y)
◆ 1
2
= |t  s|
✓Z
X2
d(x, y)2 d⇡(x, y)
◆ 1
2
= |t  s|W2(µ0, µ1),
which implies that   isW2(µ0, µ1)-Lipschitz and thus by Remark 2.18 LW2( ) W2(µ0, µ1). Since
 (0) = µ0 and  (1) = µ1, it follows that LW2( )   W2(µ0, µ1) and hence LW2( ) = W2(µ0, µ1).
Hence not only   2 AP2(X)(µ0, µ1), but in addition   is a LW2( )-Lipschitz shortest path, i.e. a
geodesic that joins µ0 to µ1. Thus P2(X) is a geodesic length space.
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6.9. Remark. So far we have not used the fact that p = 2. So similar arguments would show
that in fact Pp(X) is a geodesic length space for all p 2 [1,1[ if X is a compact length space.
6.10. Remark. The proof of Theorem 6.7 shows that every displacement interpolation associated
to some optimal dynamical transference plan is a geodesic in P2(X). In Theorem 6.14 we show
that the converse also holds.
6.11. Corollary. Let (⇡,!) 2 ⇥(µ0, µ1) be optimal. Then for all s, t 2 [0, 1]
W2((et)#!, (es)#!)  |t  s|W2(µ0, µ1).
Proof. This follows immediately from the proof of Theorem 6.7 by substituting
W2(µs, µt) =W2((et)#!, (es)#!)
in the beginning of (6.8).
6.12. Lemma. For m 2 N and (ai)mi=1 ⇢ R+ the inequality
 Pm
i=1 ai
 2  mPmi=1 a2i holds.
Moreover, there holds an equality if and only if ai = aj for all i, j.
Proof. Apply Cauchy-Schwartz to (ai)mi=1 and the constant sequence (1)
m
i=1 to obtain
(6.13)
✓ mX
i=1
ai
◆2

✓ mX
i=1
12
◆✓ mX
i=1
a2i
◆
= m
mX
i=1
a2i .
Cauchy-Schwartz also implies that there is an equality in (6.13) if and only if (ai)mi=1 and (1)
m
i=1
are linearly dependent, which means that for some k 2 R we have (k)mi=1 = k(1)mi=1 = (ai)mi=1, or
in other words, ai = aj for all i, j.
6.14. Theorem. Every geodesic path in P2(X) is a displacement interpolation associated to an
optimal dynamical transference plan.
Proof. Let {µt}t2[0,1] be an arbitrary geodesic in P2(X). We need to show that there exists
an optimal (⇡,!) 2 ⇥(µ0, µ1) with µt = (et)#! for all t 2 [0, 1]. The idea is to use a gluing
argument for each n 2 N to produce measures ⌫n 2P(GX) so that
(6.15) (e i
2n
, e i+1
2n
)#⌫n 2 ⇧(µ i
2n
, µ i+1
2n
)
is optimal for all i 2 {0, ..., 2n 1}, and then obtain ! as a weak limit by passing to a subsequence
by compactness of P(GX) and using the denseness of dyadic rationals in [0, 1].
We may assume that µ0 6= µ1 since in the special case of µ0 = µ1 the result is clear. Let
n 2 N. We divide [0, 1] to 2n equal length closed subintervals [ i2n , i+12n ] for i 2 {0, ..., 2n   1},
whence by Theorem 5.3 for each i 2 {0, ..., 2n   1} we find an optimal transference plan ⇡i 2
⇧(µ i
2n
, µ i+1
2n
). By Lemma 5.22 there exists a measure  n 2P(X2n+1) that glues them together,
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i.e. ⇡i = (pri,i+1)# n for all i 2 {0, ..., 2n  1}, where pri,j is the projection to the product X2 of
i:th and j:th X. Consider then a function En : GX ! X2n+1 given by
En( ) = (e i
2n
( ))2
n
i=0,
which is continuous since its component functions are. Since X is a geodesic length space then
by looking at Remark 2.20 it is immediate that the image of GX under En is the compact set
Mn :=
 
(xi)
2n
0=1 2 X2
n+1 :
1
2n
d(x1, x2n+1) = d(xi, xi+1) for all i 2 {0, ..., 2n   1}
 
.
Since GX is compact, then by Lemma 6.4 En admits a Borel right-inverse E⇤n : Mn ! GX , i.e.
En   E⇤n = idMn . If Mn in addition carries full mass of  n, then ⌫n := (E⇤n)# n defines a Borel
probability measure on GX . Thus we show that  n(Mn) = 1. Denote ⇡n0,1 := (pr1,2n+1)# n,
whence a similar argument as in the triangle inequality part of proof of Theorem 5.24 implies
⇡n0,1 2 ⇧(µ0, µ1). We show that it is in addition optimal. Lemma 6.12 for m = 2n, optimality of
each ⇡k, and {µt}t2[0,1] being a geodesic in P2(X) implies that
W2(µ0, µ1)
2 
Z
X2
d(x0, x2n)
2 d⇡n0,1(x0, x2n) =
Z
X2n+1
d(x0, x2n)
2 d n(x0, ..., x2n)
(6.16)

Z
X2n+1
✓ 2n 1X
k=0
d(xk, xk+1)
◆2
d n(x0, ..., x2n)

Z
X2n+1
2n
2n 1X
k=0
d(xk, xk+1)
2 d n(x0, ..., x2n)
= 2n
2n 1X
k=0
Z
X2
d(xk, xk+1)
2 d⇡k(xk, xk+1) = 2
n
2n 1X
k=0
W2(µ k
2n
, µ k+1
2n
)2 =W2(µ0, µ1)
2,
so there in fact holds an equality everywhere and in particular the optimality of ⇡n0,1 follows.
Moreover from (6.16) it follows thatZ
X2n+1
✓ 2n 1X
k=0
d(xk, xk+1)
◆2
  d(x0, x2n)2 d n(x0, ..., x2n) = 0,
and since the integrand is non-negative (by triangle inequality) then it follows that for  n-a.e.
(xk)2
n
k=0 2 X2
n+1 we have
(6.17) d(x0, x2n) =
2n 1X
k=0
d(xk, xk+1).
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With similar reasoning we also derive from (6.16) that for  n-a.e. (xk)2
n
k=0 2 X2
n+1 we have✓ 2n 1X
k=0
d(xk, xk+1)
◆2
= 2n
2n 1X
k=0
d(xk, xk+1)
2,
which by the latter part of Lemma 6.12 implies d(xk, xk+1) = d(xj , xj+1) for all k, j. This together
with (6.17) implies that 12nd(x0, x2n) = d(xk, xk+1) for all k and for  n-a.e. (xk)
2n
k=0 2 X2
n+1,
and thus  n(Mn) = 1. Hence we can define ⌫n 2 P(GX) so that ⌫n = (E⇤n)# n. It now follows
that for any i 2 {0, ..., 2n   1} we have
(e i
2n
, e i+1
2n
)#⌫n = (e i
2n
, e i+1
2n
)#(E⇤n)# n = ((e i
2n
, e i+1
2n
)   E⇤n)# n = (pri,i+1)# n = ⇡i,
so clearly (6.15) is satisfied. With a similar chain of equations we also see that E#⌫n = ⇡n0,1 and
(e i
2n
)#⌫n = µ i
2n
for all i 2 {0, ..., 2n   1}.
Let (⌫n)1n=1 ⇢ P(GX) be the sequence obtained in the above construction. Since GX is
compact by Theorem 2.25, then so is P(GX) by Theorem 4.19. Hence we find a subsequence
(⌫nk)
1
k=1 of (⌫n)
1
n=1 that converges weakly to some ! 2 P(GX). Since E is continuous, then by
Theorem 4.14 we have ⇡nk0,1 = E#⌫nk w! E#!, whence by Theorem 5.20 ⇡ := E#! is an optimal
plan in ⇧(µ0, µ1) as a weak limit of optimal plans in ⇧(µ0, µ1). It thus remains to show that
(et)#! = µt for all t 2 [0, 1], which is already true if t 2 { i2n : i, n 2 N}\ [0, 1] by the construction
of (⌫n)1n=1. Since if t 2 { i2n : i, n 2 N} \ [0, 1] then t = i2j 2 [0, 1] for some i, j 2 N and thus
(et)#⌫nk = µt for all k   j. So by letting k ! 1 it follows that (et)#! = µt. We then choose
an arbitrary t 2 [0, 1] and " > 0. Since { i2n : i, n 2 N} \ [0, 1] is dense in [0, 1], there exists
s 2 { i2n : i, n 2 N}\ [0, 1] so that |t  s| < "2W2(µ0,µ1) . By triangle inequality of W2, the fact that
{µt}t2[0,1] is a geodesic in P2(X), and by Corollary 6.11, it follows that
W2((et)#!, µt) W2((et)#!, (es)#!) +W2((es)#!, µt) =W2((et)#!, (es)#!) +W2(µs, µt)
 2|t  s|W2(µ0, µ1) < ",
so W2((et)#!, µt) = 0 since the choice of " > 0 was arbitrary. Hence (et)#! = µt for all t 2 [0, 1],
which shows that {µt}t2[0,1] is the displacement interpolation associated to the optimal dynamical
plan (⇡,!).
6.18. Remark. Theorem 6.14 and the proof of Theorem 6.7 imply that a path in P2(X) is a
geodesic if and only if it is a displacement interpolation associated to some optimal dynamical
transference plan.
6.2 Alexandrov curvature of P2(X)
This section is devoted to some curvature properties ofP2(X) whenX is assumed to be a compact
length space. In particular, our focus will lie in non-negatively and non-positively curved metric
67
spaces in the sense of Alexandrov. We show that X has non-negative Alexandrov curvature if
and only if P2(X) has, and we show by a counter-example that the same does not hold for the
non-positive case.
6.19. Lemma. (Variant of gluing) Let X,Y, Z be compact metric spaces, µ 2 P(X) and ⌫ 2
P(Y ), and let f : X ! Z and g : Y ! Z be Borel-measurable functions. Then for any
⇡ 2 ⇧(f#µ, g#⌫) we find ⇠ 2 ⇧(µ, ⌫) with (f   pr1, g   pr2)#⇠ = ⇡.
Proof. Fix ⇡ 2 ⇧(f#µ, g#⌫) and denote  = (f   pr1, g   pr2). By Theorem 4.41 we find
disintegrations {µz}z2Z ⇢P(X) of µ with respect to f and {⌫z}z2Z ⇢P(Y ) of ⌫ with respect
to g. Define ⇤ : C(X ⇥ Y )! R by setting
(6.20) ⇤(h) =
Z
Z2
Z
X⇥Y
h(x, y) d[µz1 ⌦ ⌫z2 ](x, y) d⇡(z1, z2)
for all h 2 C(X ⇥ Y ), which is clearly linear, positive and ⇤(1) = 1. Hence by the Riesz
representation theorem ⇤ is represented by a measure ⇠ 2P(X ⇥ Y ) so that
⇤(h) =
Z
X⇥Y
h(x, y) d⇠(x, y)
for all h 2 C(X ⇥ Y ). Now for all h 2 C(X) we have by Lemma 5.1 and Theorem 4.40 thatZ
X⇥Y
h(x) d⇠(x, y)
(6.20)
=
Z
Z
Z
X
h(x) dµz1(x) d[f#µ](z1) =
Z
X
h(x) dµ(x),
which by a similar argument as in the proof of Theorem 5.20 implies (pr1)#⇠ = µ. Similarly, by
choosing h 2 C(Y ) we see that (pr2)#⇠ = ⌫, whence ⇠ 2 ⇧(µ, ⌫). We then show that f#µz =  z
and g#⌫z =  z for all z 2 Z and  #(µz1 ⌦ ⌫z2) =  z1 ⌦  z2 for all z1, z2 2 Z. Firstly, by Theorem
4.40 we have
f#µz(Z \ {z}) = µz(f 1(Z \ {z})) = 0
for all z 2 Z, which implies f#µz =  z for all z 2 Z. Similarly, we see that g#⌫z =  z for all
z 2 Z. Now for any A⇥B 2 B(Z2) and z1, z2 2 Z we have
 #(µz1 ⌦ ⌫z2)(A⇥B) = (µz1 ⌦ ⌫z2)(  1(A⇥B)) = (µz1 ⌦ ⌫z2)(f 1(A)⇥ g 1(B))
= µz1(f
 1(A))⌫z2(g
 1(B)) = (f#µz1(A))(g#⌫z2(B)) =  z1(A) z2(B),
which by the uniqueness of product measures implies that  #(µz1 ⌦ ⌫z2) =  z1 ⌦  z2 . Finally, for
any h 2 C(Z2) we have by Lemma 4.11 thatZ
Z2
h d #⇠ =
Z
X⇥Y
h    d⇠ (6.20)=
Z
Z2
Z
X⇥Y
(h    )(x, y) d[µz1 ⌦ ⌫z2 ](x, y) d⇡(z1, z2)
=
Z
Z2
Z
Z2
h(x, y) d[ #(µz1 ⌦ ⌫z2)](x, y) d⇡(z1, z2)
=
Z
Z2
Z
Z2
h(x, y) d[ z1 ⌦  z2 ](x, y) d⇡(z1, z2) =
Z
Z2
h(z1, z2) d⇡(z1, z2),
which by Theorem 4.4 implies  #⇠ = ⇡.
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6.21. Theorem. Let (X, d) be a compact length space. Then X has non-negative Alexandrov
curvature if and only if P2(X) has non-negative Alexandrov curvature.
Proof. Assume first that X has non-negative Alexandrov curvature. Let {µt}t2[0,1] be an ar-
bitrary geodesic in P2(X), fix t0 2 [0, 1] and let ⌫ 2 P2(X). By Theorem 6.14 there exists
an optimal dynamical transference plan (µ,!) 2 ⇥(µ0, µ1) for which {µt}t2[0,1] is the associated
displacement interpolation. Also by Theorem 5.3 we find an optimal plan ⇡ 2 ⇧(µt0 , ⌫), for
which by Lemma 6.19 we find ⇠ 2 P(GX ⇥ X) so that ⇠ 2 ⇧(!, ⌫) and (et0   pr1, pr2)#⇠ = ⇡.
Since
(e0   pr1)#⇠ = (e0)#(pr1)#⇠ = (e0)#! = µ0
and similarly (e1   pr1)#⇠ = µ1, then (e0   pr1, pr2)#⇠ 2 ⇧(µ0, ⌫) and (e1   pr1, pr2)#⇠ 2 ⇧(µ1, ⌫)
but they are not necessarily optimal. Since (e0, e1)#! = µ, it therefore holds by Lemma 5.1,
Lemma 4.11, and non-negative Alexandrov curvature of X by Theorem 2.32 that
W2(µt0 , ⌫)
2 =
Z
X2
d(x, y)2 d[et0   pr1, pr2)#⇠](x, y) =
Z
GX⇥X
d( (t0), y)
2 d⇠( , y)
 
Z
GX⇥X
(1  t0)d( (0), y)2 + t0d( (1), y)2   t0(1  t0)d( (0),  (1))2 d⇠( , y)
= (1  t0)
Z
X2
d(x, y)2 d[(e0   pr1, pr2)#⇠](x, y)
+ t0
Z
X2
d(x, y)2 d[(e1   pr1, pr2)#⇠](x, y)  t0(1  t0)
Z
X2
d(x, y)2 d[(e0, e1)#!](x, y)
  (1  t0)W2(µ0, ⌫)2 + t0W2(µ1, ⌫)  t0(1  t0)W2(µ0, µ1)2.
The arbitrariness of ⌫ 2 P2(X) and t0 2 [0, 1] implies by Theorem 2.32 that P2(X) has non-
negative Alexandrov curvature.
Assume then the converse that P2(X) has non-negative Alexandrov curvature. We show
that X must also have. Firstly, by Theorem 5.25 we can embed X isometrically to P2(X) by
x 7!  x. Fix a geodesic   2 GX . Since
W2(  (t),   (s)) = d( (t),  (s)) = |t  s|d( (0),  (1)) = |t  s|W2(  (0),   (1))
for all s, t 2 [0, 1], then {  (t)}t2[0,1] 2 GP2(X). Hence for all t 2 [0, 1] and x 2 X we have
d( (t), x)2 =W2(  (t),  x)
2   (1  t)W2(  (0),  x)2 + tW2(  (1),  x)2   t(1  t)W2(  (0),   (1))2
= (1  t)d( (0), x)2 + td( (1), x)2   t(1  t)d( (0),  (1))2,
which concludes by Theorem 2.32 that X has non-negative Alexandrov curvature.
6.22. Remark. Similarly as in the second part of the proof of Theorem 6.21 we can show that
if P2(X) has non-positive Alexandrov curvature then so does X. The following example shows
that the converse is not always true.
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6.23. Example. We construct a counter-example showing that P2(X) need not have non-
positive Alexandrov curvature even if X has.
We start with a general remark for any compact metric space (X, d). For x1, x2, y1, y2 2 X
denote µ = 12( x1 +  x2) and ⌫ =
1
2( y1 +  y2), whence µ, ⌫ 2P2(X). Now for all ⇡ 2 ⇧(µ, ⌫) we
have
⇡(({x1, x2}⇥ {y1, y2})c) = ⇡(({x1, x2}c ⇥X) [ (X ⇥ {y1, y2}c))
 ⇡({x1, x2}c ⇥X) + ⇡(X ⇥ {y1, y2}c)
= µ({x1, x2}c) + ⌫({y1, y2}c) = 0 + 0 = 0,
which shows that ⇡({x1, x2} ⇥ {y1, y2}) = 1. In other words, the total mass 1 of ⇡ must be
allocated between the four points in {x1, x2}⇥ {y1, y2} so that once projected to each coordinate
we obtain µ and ⌫.
Consider then X = {x 2 R2 : kxk  10} as the 2-dimensional closed 10-radius ball, which as a
compact and convex subset of R2 is a geodesic space when equipped with the Euclidean subspace
metric denoted by d. It is clear from the definition that X has non-positive Alexandrov curvature
since the whole space R2 has. We show that P2(X) does not have non-positive Alexandrov
curvature. Let µ0, µ1, ⌫ 2P2(X) be such that
µ0 =
1
2
 (1,1) +
1
2
 (5,3) , µ1 =
1
2
 ( 1,1) +
1
2
 ( 5,3) , ⌫ =
1
2
 (0,0) +
1
2
 (0, 4) .
We start by calculating W2(µ0, µ1). A plan that transports all mass from  (1,1) to  ( 1,1) and
from  (5,3) to  ( 5,3) is given by
⇡0 :=
1
2
 ((1,1),( 1,1)) +
1
2
 ((5,3),( 5,3))
and its associated transport cost for p = 2 is
I[⇡0] =
Z
X2
d(x, y)2 d⇡0(x, y) =
1
2
d((1, 1), ( 1, 1))2 + 1
2
d((5, 3), ( 5, 3))2 = 52.
On the other hand, plan that transports all mass from  (1,1) to  ( 5,3) and from  (5,3) to  ( 1,1)
is given by
⇡1 :=
1
2
 ((1,1),( 5,3)) +
1
2
 ((5,3),( 1,1))
and its associated transport cost for p = 2 is
I[⇡1] =
Z
X2
d(x, y)2 d⇡1(x, y) =
1
2
d((1, 1), ( 5, 3))2 + 1
2
d((5, 3), ( 1, 1))2 = 40,
which shows that I[⇡1] < I[⇡0], i.e. that transporting mass along ”diagonals” is strictly more
e cient than transporting along bases as the following picture illustrates.
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(1, 1)
(0, 0)
( 1, 1)
( 5, 3) (5, 3)
(0, 4)
This together with the fact that all transference plans from µ0 to µ1 are combinations of trans-
ferring mass along the diagonals and along the bases, implies that ⇡1 is an optimal plan and
W2(µ0, µ1) =
p
40. The unique geodesic {µt}t2[0,1] ⇢P2(X) from µ0 to µ1 is then given by the
linear interpolation
µt =
1
2
 (1 6t,1+2t) +
1
2
 (5 6t,3 2t)
for all t 2 [0, 1]. In particular for t = 12 we have
µ 1
2
=
1
2
 ( 2,2) +
1
2
 (2,2).
We then calculate W2-distance of µ 1
2
to the other measures. Due to geometric symmetry in the
transportation scheme from ⌫ to µ 1
2
we see that every transference plan between them is optimal.
So we may choose for example ⇡2 2 ⇧(⌫, µ 1
2
) so that
⇡2 :=
1
2
 ((0,0),( 2,2)) +
1
2
 ((0, 4),(2,2)).
Then ⇡2 minimizes the transportation cost and thus
W2(⌫, µ 1
2
) =
✓Z
X2
d(x, y)2 d⇡2(x, y)
◆ 1
2
=
⇣1
2
d((0, 0), ( 2, 2))2 + 1
2
d((0, 4), (2, 2))2
⌘ 1
2
=
p
24.
Similar comparison as in W2(µ0, µ1) shows that transportation scheme from µ0 to ⌫ is minimized
when the mass is transported along the ”diagonals”. An optimal plan ⇡3 2 ⇧(µ0, ⌫) is then given
by
⇡3 :=
1
2
 ((1,1),(0, 4)) +
1
2
 ((5,3),(0, 4))
and thus
W2(µ0, ⌫) =
✓Z
X2
d(x, y)2 d⇡3(x, y)
◆ 1
2
=
⇣1
2
d((1, 1), (0, 4))2 + 1
2
d((5, 3), (0, 4))2
⌘ 1
2
=
p
30.
71
Since the transportation scheme from µ1 to ⌫ is geometrically analogous toW2(µ0, ⌫), then similar
calculations show that W2(µ1, ⌫) =
p
30. Hence
(6.24) W2(µ 1
2
, ⌫)2 = 24 > 20 =
1
2
30+
1
2
30  1
4
40 =
1
2
W2(µ0, ⌫)
2+
1
2
W2(µ1, ⌫)
2  1
4
W2(µ0, µ1)
2,
which by Theorem 2.32 concludes the desired result, i.e. that P2(X) does not have non-positive
Alexandrov curvature, because otherwise in (6.24) there should hold  instead.
6.3 Abstract Ricci curvature
Ricci curvature in the classical sense is a notion of curvature defined for smooth topological
manifolds. It is geometrically interpreted as a mathematical object that controls volume growth
rate of geodesic balls. In this section we discuss its generalization for metric spaces, called the
abstract Ricci curvature. We follow the presentation of J. Lott and C. Villani in their article [12].
They defined a metric measure space (X, d, ⌫) to have non-negative Ricci curvature provided that
certain entropy functionals are geodesically convex on the associated 2-Wasserstein space. So the
idea is to define a notion of curvature for X by studying its optimal transportation scheme.
Manifolds of non-negative Ricci curvature are known to satisfy a Bishop-Gromov type growth
inequality, which we will show to pass for the generalized notion as well (Theorem 6.57). Namely,
we will show that for a metric space of non-negative Ricci curvature the volume of geodesic balls
grow no faster than in Euclidean space. This will be the main result of this section once the
notion of Ricci curvature is successfully defined.
Recall the Lebesgue decomposition (Corollary 4.33), which states that any two measures
µ, ⌫ 2P2(X) admit a unique representation
(6.25) µ(B) =
Z
B
f d⌫ + µs(B)
for all B 2 B(X), where µs ? ⌫ and f : X ! [0,1[ is the Radon-Nikodym derivative of the
absolutely continuous part of µ with respect to ⌫.
The collection of all continuous convex U : [0,1[! R with U(0) = 0 is denoted by C, i.e.
C := {U 2 R[0,1[ : U is continuous, convex and U(0) = 0}.
6.26. Definition. (Entropy U⌫) For fixed U 2 C and ⌫ 2 P2(X) we define U⌫ : P2(X) !
R [ {1} so that
U⌫(µ) =
Z
X
U(f(x)) d⌫(x) + U 0(1)µs(X)
for all µ 2P2(X), where f and µs are as in (6.25) and U 0(1) as in Definition 3.9.
6.27. Remark. If ⌫ 2P2(X) and U 2 C then U⌫(⌫) = U(1).
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The idea of the quantity U⌫(µ) is to measure the non-uniformity of µ with respect to ⌫. It is
minimized when µ = ⌫ as the following theorem suggests.
6.28. Theorem. Let ⌫ 2P2(X) and U 2 C. Then U⌫(µ)   U⌫(⌫) for all µ 2P2(X).
Proof. Since U is convex, then for any t 2]0, 1[ and x 2 [0,1[ we have
U(tx+ 1  t)  tU(x) + (1  t)U(1),
or equivalently,
(6.29) U(x)  U(1)   1
t
(U(tx+ 1  t)  U(1)).
If x = 1 then both sides of (6.29) equal zero. Fix µ 2P2(X) and denote by f the Radon-Nikodym
derivative of its absolutely continuous part with respect to ⌫ as in (6.25). Then
(6.30)
Z
X
U(f) d⌫   U(1)
(6.29)
 
Z
X
U(tf + 1  t)  U(1)
tf   t (f   1) d⌫,
and the integrand of the right hand side is well defined at those x 2 X for which f(x) = 1 by
setting it as zero. Denote
F (t) =
U(tf + 1  t)  U(1)
tf   t .
Assume for a moment that f < 1 and fix " > 0. Since tf + 1  t < 1 < 1 + ", then by Theorem
3.4 part (4) it follows that
F (t)  U(1 + ")  U(1)
"
:= N,
and thus F (t)(f 1)   N(f 1). On the other hand, by (6.29) we have F (t)(f 1)  U(f) (1).
Hence, since |U | is a continuous function it attains its maximum M on the compact set [0, 1], it
follows that
|F (t)(f   1) {f<1}|  max{|N(f   1)| {f<1}, |U(f)  U(1)| {f<1}}  max{|N |,M + |U(1)|}.
Since F (t)(f   1) = 0 when f = 1, then by dominated convergence theorem we have
(6.31) lim
t!0+
Z
X
U(tf + 1  t)  U(1)
tf   t (f   1) {f1} d⌫ = U
0
 (1)
Z
X
(f   1) {f1} d⌫.
Assume then that f > 1 and fix 0 < s < t. Since 1 < sf + 1  s < tf + 1  t, then by Theorem
3.4 part (3) it follows that F (s)  F (t). Hence F (t) is non-increasing as t ! 0+. Let " > 0 be
fixed. Since F (t) ! U 0+(1) as t ! 0+, then we find t" 2]0, 1[ so that U 0+(1)  F (t)  U 0+(1) + "
for all t 2]0, t"[. Denote M = max{|U 0+(1)|, |U 0+(1) + "|}. Now for all t 2]0, t"[ we have
(6.32) |F (t)(f   1) {f>1}| M(f   1) {f>1},
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and since the right hand side of (6.32) is ⌫-integrable, then by dominated convergence theorem
we arrive at
(6.33) lim
t!0+
Z
X
U(tf + 1  t)  U(1)
tf   t (f   1) {f>1} d⌫ = U
0
+(1)
Z
X
(f   1) {f>1} d⌫.
Since (6.30) holds for all t > 0, then in particular it passes to the limit as we let t! 0+. Hence
by using (6.31), (6.33), and Theorem 3.12, which states that U 0   U 0+ and U 0  is non-decreasing,
it follows thatZ
X
U(f) d⌫   U(1)   U 0 (1)
Z
X
(f   1) {f1} d⌫ + U 0+(1)
Z
X
(f   1) {f>1} d⌫(6.34)
= U 0 (1)
Z
X
(f   1) d⌫ + (U 0+(1)  U 0 (1))
Z
X
(f   1) {f>1} d⌫
  U 0 (1)
Z
X
(f   1) d⌫   U 0(1)
Z
X
f   1 d⌫
(6.25)
   U 0(1)µs(X),
where in the second last inequality we also used the fact that 0 >  µs(X) =
R
X f  1 d⌫. Finally,
since U⌫(⌫) = U(1) then
U⌫(µ) =
Z
X
U(f) d⌫ + U 0(1)µs(X)
(6.34)
  U(1) = U⌫(⌫),
which completes the proof.
We will next consider some concrete examples to improve our intuition of the entropy U⌫ .
These examples will also play a key role in the context of Ricci curvature.
6.35. Definition. For each N 2]1,1] we define UN : [0,1[! R by setting
(6.36) UN (x) =
⇢
N
 
x  x1  1N  , if 1 < N <1,
x log x, if N =1
for all x 2 [0,1[, where U1(0) := 0.
6.37. Lemma. For all N 2]1,1] we have UN 2 C.
Proof. Let N 2]1,1[. Since UN 2 C2(]0,1[) and U 00N (x) = (1   1N )x 
1
N 1   0 for all x > 0,
then it follows from Theorem 3.15 and UN (0) = 0 that UN 2 C. Consider then N = 1. Since
x log x ! 0 as x ! 0, then U1 is continuous. Also U1 2 C2(]0,1[) and U 001(x) = x 1 > 0 for
all x > 0, which by Theorem 3.15 and U1(0) = 0 implies U1 2 C.
6.38. Definition. For all N 2]1,1] and ⌫ 2P2(X) we define HN,⌫ by (UN )⌫ .
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6.39. Theorem. Let ⌫ 2P2(X). Then for all µ 2P2(X) and N 2]1,1[ we have
HN,⌫(µ) = N  N
Z
X
f1 
1
N d⌫,
and for N =1 we have
H1,⌫(µ) =
⇢ R
X f log f d⌫, if µ⌧ ⌫,1, otherwise,
where f is defined as in (6.25). In particular HN,⌫   0 for all N 2]1,1].
Proof. Assume first that N 2]1,1[, fix µ 2P2(X), and let f be as in (6.25). Since (UN )0+(x) =
U 0N (x) = N + (
1
N   1)x 
1
N ! N as x!1, then U 0N (1) = N and thus
HN,⌫(µ) =
Z
X
(Nf  Nf1  1N ) d⌫ +Nµs(X) (6.25)=
Z
X
(Nf  Nf1  1N ) d⌫ +N
✓
1 
Z
X
f d⌫
◆
= N  N
Z
X
f1 
1
N d⌫.
Consider then N =1. Since (U1)0+(x) = U 01(x) = log x+1!1 as x!1, then U 01(1) =1
and thus H1,⌫(µ) =1 if µs(X) > 0, and
H1,⌫(µ) =
Z
X
f log f d⌫
if µs(X) = 0, which is exactly the case of µ ⌧ ⌫. Also by Theorem 6.28 we have HN,⌫(µ)  
HN,⌫(⌫) = UN (1) = 0 for all N 2]1,1] and µ 2P2(X). Hence HN,⌫   0 for all N 2]1,1].
After knowing an explicit expression for H1,⌫ , its meaning is much more easily interpreted.
First of all, we know that H1,⌫(µ) = 1 if µ 6⌧ ⌫. So if µ is not ”su ciently uniform” with
respect to ⌫ then its entropy is automatically 1. And on the other hand, if µ ⌧ ⌫, then the
more uniform µ is with respect to ⌫ the closer its Radon-Nikodym derivative f is to the constant
function 1. Hence, the closer log f is to zero. So intuitively, the more uniform µ is with respect
to ⌫, the closer H1,⌫(µ) is to zero.
6.40. Definition. (Displacement convex classes) For N 2 [1,1[ let DCN ⇢ C be the collection
of all U 2 C for which the non-increasing transform
 N,U (x) := x
NU(x N )
is convex on ]0,1[, and for N = 1 let DC1 ⇢ C be the collection of all U 2 C for which the
non-increasing transform
 1,U (x) := exU(e x)
is convex on R.
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6.41. Remark. The fact that  N,U is non-increasing for N 2 [1,1[ is implied by convexity of
U and U(0) = 0. Since U is convex on [0,1[, then by applying Theorem 3.4 part (3) to values
0 < x < y it follows that
U(x)
x
=
U(x)  U(0)
x  0 
U(y)  U(0)
y   0 =
U(y)
y
,
i.e. that U(x)x is a nondecreasing function on ]0,1[. Hence for 0 < x < y it follows that
x N > y N and thus
 N,U (x) = x
NU(x N ) =
U(x N )
x N
 U(y
 N )
y N
= yNU(y N ) =  N,U (y),
i.e.  N,U is nonincreasing on ]0,1[. Similarly for N = 1, since x 7! e x is decreasing on R, it
follows that  1,U is non-increasing on R.
6.42. Lemma. For every N 2]1,1] we have UN 2 DCN .
Proof. Let N 2]1,1[. Since UN 2 C, it su ces to check that  N,UN is convex on ]0,1[. Since
for all x 2]0,1[ we have
 N,UN (x) = x
NUN (x
 N ) = xNN(x N   x1 N ) = N   x,
then  N,UN 2 C2(]0,1[) and  00N,UN ⌘ 0, so Theorem 3.15 implies that  N,UN is convex on ]0,1[.
Hence UN 2 DCN . For N =1 note that
 1,U1(x) = e
xU1(e x) = exe x log e x =  x
for all x 2 R, whence  1,U1 2 C2(R) and  001,U1 ⌘ 0, so from Theorem 3.15 it follows that
 1,U1 is convex on R, i.e. U1 2 DC1.
6.43. Lemma. If M   N then DCM ⇢ DCN .
Proof. At first assume that M < 1 and N  M . Let U 2 DCM and define   :]0,1[!]0,1[
by  (x) = x
N
M . Since   2 C2(]0,1[) and  00(x) =  NM   1 NM x NM 2  0 for all x > 0, then by
Theorem 3.16   is concave on ]0,1[. Since
 N,U (x) = x
NU(x N ) =
 
x
N
M
 M
U
  
x
N
M
  M 
=  M,U
 
x
N
M
 
= ( M,U    )(x)
for all x 2]0,1[, it follows that  N,U =  M,U    . Now since U 2 DCM , then  M,U is convex on
]0,1[ and nonincreasing by Remark 6.41. Hence from Theorem 3.6 part (2) it follows that  N,U
is convex on ]0,1[ as a composition of a convex nonincreasing function and a concave function.
In other words, U 2 DCN , which shows that DCM ⇢ DCN .
Assume then that M = 1 and N < M , and define ↵ :]0,1[! R by ↵(x) = N log x. Since
↵ 2 C2(]0,1[) and ↵00(x) =  Nx 2  0 for all x > 0, then by Theorem 3.16 ↵ is concave on
]0,1[. Since
 N,U (x) = x
NU(x N ) = eN log xU
 
e N log x
 
=  1,U (N log x) = ( 1,U   ↵)(x)
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or all x 2]0,1[, it follows that  N,U =  M,U   . Identical steps as in the earlier part shows that
U 2 DCN , whence DC1 ⇢ DCN .
For a fixed ⌫ 2P2(X) we denote
P2(X, ⌫) = {µ 2P2(X) : supp(µ) ⇢ supp(⌫)}.
6.44. Definition. (Displacement convexity) We say that a compact measured length space
(X, d, ⌫) is weakly displacement convex for U 2 C if every µ0, µ1 2P2(X, ⌫) can be joined by a
geodesic {µt}t2[0,1] ⇢P2(X) satisfying
Uv(µt)  (1  t)U⌫(µ0) + tU⌫(µ1)
for all t 2 [0, 1].
We use the word ”weakly” to indicate that only one geodesic joining µ0 and µ1 is required to
satisfy the inequality for U⌫ . The word ”displacement”, on the other hand, is included to avoid
confusion with convexity along the linear interpolation U⌫((1   t)µ0 + tµ1)  (1   t)U⌫(µ0) +
tU⌫(µ1).
6.45. Definition. (Ricci curvature) Given N 2 [1,1], we say that a compact measured length
space (X, d, ⌫) has non-negative N -Ricci curvature if it is weakly displacement convex for the
family DCN . In other words, if for any µ0, µ1 2 P2(X, ⌫) there exists a geodesic {µt}t2[0,1] ⇢
P2(X) so that
U⌫(µt)  (1  t)U⌫(µ0) + tU⌫(µ1)
for all U 2 DCN and t 2 [0, 1].
6.46. Lemma. If a compact measured length space (X, d, ⌫) has non-negative N -Ricci curvature
then it has non-negative M -Ricci curvature for all M   N .
Proof. Assume that (X, d, ⌫) has non-negative N -Ricci curvature for some N 2 [1,1], i.e.
(X, d, ⌫) is weakly displacement convex for DCN , and let M   N . By Lemma 6.43 we have
DCM ⇢ DCN , so in particular (X, d, ⌫) is weakly displacement convex for DCM , i.e. has non-
negative M -Ricci curvature.
Before proceeding to the Bishop-Gromov inequality we will take a moment to review how
Definition 6.45 is related to the curvature of X.
Recall that the quantity H1,⌫(µ) roughly indicates the non-uniformity of µ with respect to
⌫. The smaller it is the more uniform µ should be with respect to ⌫. By Theorem 6.39 we have
H1,⌫(µ) =1 if µ 6⌧ ⌫ and by Theorem 6.28 the minimum H1,⌫(µ) = 0 is attained when µ = ⌫.
Since we know the explicit expression of H1,⌫ , we will use it for the following illustration.
Assume that (X, d, ⌫) has non-negativeN -Ricci curvature for someN 2 [1,1] and let µ0, µ1 2
P2(X, ⌫) be two (distinct) measures with finite H1,⌫ entropies. Since µ0 and ⌫ have equal total
mass and supp(µ0) ⇢ supp(⌫), it follows that µ0 is more ”concentrated” compared to ⌫, i.e. it
gives more volume to a smaller set than ⌫ does. Similar applies for µ1, too. Assume for simplicity
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that H1,⌫(µ0) = H1,⌫(µ1). Now in particular µ0 ⌧ ⌫ and µ1 ⌧ ⌫. Since U1 2 DC1 ⇢ DCN ,
then by definition of non-negative N -Ricci curvature we find a geodesic {µt}t2[0,1] ⇢ P2(X)
joining µ0 and µ1 so that H1,⌫ restricted to it is a convex function, i.e. for all t 2 [0, 1]
H1,⌫(µt)  (1  t)H1,⌫(µ0) + tH1,⌫(µ1).
t
t 7! H1,⌫(µt)
t = 0 t = 1
Since the intermediate measures µt have lower entropies with respect to ⌫ they are thus more
uniform than the endpoints. In other words, the mass of the measures µt are more ”spread
out” inside supp(⌫) compared to the endpoints. In addition µt ⌧ ⌫ and supp(µt) ⇢ supp(⌫)
for all t 2 [0, 1], because otherwise µt 6⌧ ⌫ and thus 1 = H1,⌫(µt)  H1,⌫(µ0) < 1, which
is impossible. We may thus draw the following figure where the underlying space is assumed
to be supp(⌫). Being that the mass transports along geodesics, this gives a connection between
the geodesic convexity of H1,⌫ and non-negative curvature features that are required from X in
order to support the behaviour of ⌫.
µ0 µ1
µt
We will now proceed to prove the Bishop-Gromov growth inequality. It states that if a
compact measured length space (X, d, ⌫) has non-negative N -Ricci curvature for N 2 [1,1[, then
the volume of geodesic balls on X grow no faster than in the N -dimensional Euclidean space.
More specifically, that r N⌫(B(x, r)) is a non-increasing function of r for every x 2 supp(⌫).
This result will require a couple of lemmas.
6.47. Lemma. Let (X, d, ⌫) be a compact measured length space and N 2]1,1[. If (X, d, ⌫) is
weakly displacement convex for UN then ⌫ is either nonatomic or ⌫ =  x for some x 2 X.
78
Proof. We argue by contradiction. Assume that (X, d, ⌫) is weakly displacement convex for UN
and that there exists x 2 X so that ⌫({x}) 2]0, 1[. Choose µ0 =  x and
µ1 =
⌫   ⌫({x}) x
1  ⌫({x}) ,
whence µ0, µ1 2 P2(X) and µ1 ⌧ ⌫. The latter observation comes from ⌫({x}) > 0, because
if ⌫(B) = 0 for some B 2 B(X) then x /2 B and thus  x(B) = 0, whence µ1(B) = 0. Since
supp(µ0) ⇢ supp(⌫) and supp(µ1) ⇢ supp(⌫), then µ0, µ1 2 P2(X, ⌫). Hence by the definition
of weak displacement convexity we find a geodesic {µt}t2[0,1] ⇢P2(X) joining µ0 to µ1 so that
HN,⌫(µt)  (1  t)HN,⌫(µ0) + tHN,⌫(µ1)
for all t 2 [0, 1]. In particular, by Theorem 6.14 {µt}t2[0,1] is a displacement interpolation
associated to an optimal dynamical transference plan (⇡,!) 2 ⇥(µ0, µ1). For each t 2 [0, 1] let
ft denote the Radon-Nikodym derivative of the absolutely continuous part of µt with respect to
⌫ as in (6.25). The singular parts are denoted similarly as in (6.25). We start by calculating
HN,⌫(µ0) and HN,⌫(µ1). Firstly, since  x,s ? ⌫ then by definition there exists A 2 B(X) with
⌫(A) = 0 and  x,s(B) = 0 for all Borel sets B ⇢ Ac. Since ⌫({x}) > 0, then x /2 A and thus
 x,s({x}) = 0. So it follows that
(6.48) 1 =  x({x}) (6.25)=
Z
{x}
f0 d⌫ +  x,s({x}) = f0(x)⌫({x}),
i.e. that f0(x) = ⌫({x}) 1. And since x 2 Ac and  x,s(Ac) = 0, we obtain
1 =  x(A
c)
(6.25)
=
Z
Ac
f0 d⌫ +  x,s(A
c) =
Z
Ac\{x}
f0 d⌫ +
Z
{x}
f0 d⌫ =
Z
Ac\{x}
f0 d⌫ + 1,
whence
R
Ac\{x} f0 d⌫ = 0. But f0   0 and ⌫(Ac \ {x}) > 0 since ⌫({x}) < 1, so it follows that
f0(y) = 0 for ⌫-a.e. y 2 Ac \ {x}. Together with ⌫(A) = 0 this implies that
HN,⌫(µ0) = N  N
Z
X
f
1  1N
0 d⌫ = N  N
Z
{x}
⇣ 1
⌫({x})
⌘1  1N
d⌫ = N   N⌫({x})
⌫({x})1  1N
= N  N⌫({x}) 1N .
Secondly, since µ1 ⌧ ⌫, then µ1,s ⌘ 0. Now for all B 2 B(X) we haveZ
B
1   {x}
1  ⌫({x}) d⌫ =
⌫(B)  ⌫(B \ {x})
1  ⌫({x}) =
⌫(B)  ⌫({x})⌫(B\{x})⌫({x})
1  ⌫({x})
=
⌫(B)  ⌫({x}) x(B)
1  ⌫({x}) = µ1(B),
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which together with the uniqueness part of (6.25) implies that f1 =
1  {x}
1 ⌫({x}) ⌫-a.e. Thus
HN,⌫(µ1) = N  N
Z
X
f
1  1N
1 d⌫ = N  N
Z
X
⇣ 1   {x}
1  ⌫({x})
⌘1  1N
d⌫
= N  N
Z
X
 X\{x} 
1  ⌫({x}) 1  1N d⌫ = N  N ⌫(X \ {x}) 1  ⌫({x}) 1  1N
= N  N 1  ⌫({x}) 
1  ⌫({x}) 1  1N = N  N
 
1  ⌫({x})  1N .
Now using the assumption that (X, d, ⌫) is weakly displacement convex for UN it follows that for
all t 2 [0, 1] we have
(6.49) HN,⌫(µt)  (1  t)HN,⌫(µ0) + tHN,⌫(µ1) = N   (1  t)N⌫({x}) 1N   tN
 
1  ⌫({x})  1N .
We then approximate properly each HN,⌫(µt) to derive a contradiction. Since !(e 10 ({x})) =
µ0({x}) = 1 and !(e 11 ({x})) = µ1({x}) = 0, then  (0) = x and  (1) 6= x for !-a.e.   2 GX .
Since geodesics have constant speed, then in addition  (t) 6= x for all t 2]0, 1] and for !-a.e.
  2 GX . By denoting   = diam(X) it follows that for all t 2]0, 1] and for !-a.e.   2 GX we have
(6.50) d(x,  (t)) = d( (0),  (t)) = |t  0|d( (0),  (1))  t ,
which implies that µt(X \ B(x, t )) = !(e 1t (X \ B(x, t ))) = 0. Hence B(x, t ) is a closed
set carrying full mass of µt and thus supp(µt) ⇢ B(x, t ) since supp(µt) is the intersection of
all such sets. We then show that ft(x) = 0 for all t 2]0, 1], so we let t 2]0, 1] be fixed. Since
µt({x}) = 0, then µt,s({x}) = 0, which implies that
0 = µt({x}) (6.25)=
Z
{x}
ft d⌫ + µt,s({x}) =
Z
{x}
ft d⌫.
Since ft   0 and ⌫({x}) > 0, then ft(x) = 0 as required. Together with Ho¨lder’s inequality for
the conjugate exponents 1
1  1N
and N this implies that for all t 2]0, 1] we have
Z
X
f
1  1N
t d⌫ =
Z
B(x,t )\{x}
f
1  1N
t d⌫ 
✓Z
B(x,t )\{x}
ft d⌫
◆1  1N✓Z
B(x,t )\{x}
d⌫
◆ 1
N
(6.51)
=
✓Z
B(x,t )\{x}
ft d⌫
◆1  1N
⌫(B(x, t ) \ {x}) 1N  ⌫(B(x, t ) \ {x}) 1N ,
where the last inequality comes from (6.25) and the fact that µ is a probability measure. Hence
it follows that for all t 2]0, 1] we have
HN,⌫(µt) = N  N
Z
X
f
1  1N
t d⌫
(6.51)
  N  N ⌫(B(x, t ))  ⌫({x})  1N ,
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which together with (6.49) implies that for all t 2]0, 1] we have
(6.52) N  N ⌫(B(x, t ))  ⌫({x})  1N  N   (1  t)N⌫({x}) 1N   tN 1  ⌫({x})  1N .
By convergence of measure ⌫(B(x, t )) ! ⌫({x}) as t ! 0, so by letting t ! 0 in (6.52) it
follows that N  N   N⌫({x}) 1N , i.e. that N⌫({x}) 1N  0. But N > 1 and ⌫({x}) > 0 so this
is a contradiction. Hence either ⌫({x}) = 0 for all x 2 X, in which case ⌫ is non-atomic, or
⌫({x}) = 1 for some x 2 X, in which case ⌫ =  x. So the proof is complete.
6.53. Theorem. Let (X, d, ⌫) be a compact measured length space and N 2]1,1[. If (X, d, ⌫)
is weakly displacement convex for UN then
⌫(B(x, r2)) 
⇣r2
r1
⌘N
⌫(B(x, r1))
for all x 2 supp(⌫) and 0 < r1  r2.
Proof. By Lemma 6.47 we may assume that ⌫ is nonatomic since the case of ⌫ =  x for some
x 2 X is clear. So assume that x 2 supp(⌫) and let 0 < r1  r2. Define f1 : X ! [0,1[ by
f1 =
 B(x,r2)
⌫(B(x, r2))
.
We then choose µ0 =  x and define µ1(B) =
R
B f1 d⌫ for all B 2 B(X), whence µ0, µ1 2P2(X)
and µ1 ⌧ ⌫. Since supp(µ0) ⇢ supp(⌫) and supp(µ1) ⇢ supp(⌫), then µ0, µ1 2P2(X, ⌫). Hence
by the definition of weak displacement convexity we find a geodesic {µt}t2[0,1] ⇢P2(X) joining
µ0 to µ1 so that
HN,⌫(µt)  (1  t)HN,⌫(µ0) + tHN,⌫(µ1)
for all t 2 [0, 1]. In particular, by Theorem 6.14 {µt}t2[0,1] is a displacement interpolation
associated to an optimal dynamical transference plan (⇡,!) 2 ⇥(µ0, µ1). We then calculate the
values of HN,⌫(µ0) and HN,⌫(µ1). For each t 2 [0, 1] let ft denote the Radon-Nikodym derivative
of the absolutely continuous part of µt with respect to ⌫ as in (6.25). The singular parts are
denoted similarly as in (6.25). Since ⌫({x}) = 0, then µ0,s({x}) = 1, which implies that µ0,s = µ0
and in particular µ0 ? ⌫. Hence f0 ⌘ 0, so we conclude that
HN,⌫(µ0) = N  N
Z
X
f
1  1N
0 d⌫ = N.
On the other hand, the uniqueness part of (6.25) implies that
HN,⌫(µ1) = N  N
Z
X
f
1  1N
1 d⌫ = N  N
Z
X
⇣  B(x,r2)
⌫(B(x, r2))
⌘1  1N
d⌫
= N  N ⌫(B(x, r2))
⌫(B(x, r2))
1  1N
= N  N⌫(B(x, r2)) 1N .
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Since (X, d, ⌫) is weakly displacement convex for UN , then for all t 2 [0, 1] we have
(6.54) HN,⌫(µt)  (1  t)HN,⌫(µ0) + tHN,⌫(µ1) = N   tN⌫(B(x, r2)) 1N .
Since ⌫({x}) = 0, then µ1({x}) = 0. Now !(e 10 ({x})) = µ0({x}) = 1 implies that  (0) = x for
!-a.e.   2 GX . Similarly, since µ1(B(x, r2)c) = 0, then  (1) 2 B(x, r2) for !-a.e.   2 GX . Thus
for !-a.e.   2 GX and for all t 2 [0, 1] we have
d(x,  (t)) = d( (0),  (t)) = |t  0|d( (0),  (1)) < r2t,
which implies that  (t) 2 B(x, r2t) for all t 2 [0, 1] and !-a.e.   2 GX . Hence µt(B(x, r2t)c) =
!(e 1t (B(x, r2t)c)) = 0 for all t 2 [0, 1], which together with (6.25) implies that
0 = µt(B(x, r2t)
c) =
Z
B(x,r2t)c
ft d⌫ + µt,s(B(x, r2t)
c)
and thus ft(y) = 0 for ⌫-a.e. y 2 B(x, r2t)c and all t 2 [0, 1]. Together with Ho¨lder’s inequality
for the conjugate exponents 1
1  1N
and N this implies that for all t 2 [0, 1] we have
Z
X
f
1  1N
t d⌫ =
Z
B(x,r2t)
f
1  1N
t d⌫ 
✓Z
B(x,r2t)
ft d⌫
◆1  1N✓Z
B(x,r2t)
d⌫
◆ 1
N
(6.55)
=
✓Z
B(x,r2t)
ft d⌫
◆1  1N
⌫(B(x, r2t))
1
N  ⌫(B(x, r2t)) 1N .
Hence it follows that for all t 2 [0, 1] we have
HN,⌫(µt) = N  N
Z
X
f
1  1N
t d⌫
(6.55)
  N  N⌫(B(x, r2t)) 1N ,
which together with (6.54) implies that for all t 2 [0, 1] we have
(6.56) t⌫(B(x, r2))
1
N  ⌫(B(x, r2t)) 1N .
By then choosing t = r1r2 and raising both sides of (6.56) to the power of N we obtain
⌫(B(x, r2)) 
⇣r2
r1
⌘N
⌫(B(x, r1)),
so the proof is complete.
6.57. Theorem. (Bishop-Gromov) Let (X, d, ⌫) be a compact measured length space with non-
negative N -Ricci curvature for some N 2 [1,1[. Then
(6.58) ⌫(B(x, r2)) 
⇣r2
r1
⌘N
⌫(B(x, r1))
for all x 2 supp(⌫) and 0 < r1  r2.
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Proof. If N > 1 then the claim follows from Theorem 6.53 since by Lemma 6.42 we have
UN 2 DCN . So assume that N = 1. Now by Lemma 6.46 (X, d, ⌫) has nonnegative Ricci
curvature for all M > 1, i.e. that (6.58) is true for all M > 1. By letting M ! 1 and passing to
the limit in (6.58) it follows that (6.58) holds for the case N = 1 as well.
6.59. Corollary. If (X, d, ⌫) is a compact measured length space with nonnegative N -Ricci
curvature for some N 2 [1,1[, then r N⌫(B(x, r)) is a non-increasing function of r for all
x 2 supp(⌫). In other words, the volume of geodesic balls in X grow no faster than in the
N -dimensional Euclidean space.
Proof. This follows immediately from the Bishop-Gromov inequality, i.e. Theorem 6.57.
From what has been done so far it would be consistent to require the definition of non-
negative N -Ricci curvature to consider weak displacement convexity from only UN and not the
whole DCN . But one of the main motivations for this extension is to obtain consistency with the
classical notion of Ricci curvature for smooth manifolds. For a further and more detailed study
the reader should consult the article [12]. There it is shown, that if X is a complete connected
n-dimensional Riemannian manifold with ⌫ as the normalized Riemannian volume, then X has
non-negative N -Ricci curvature if and only if X has non-negative classical Ricci curvature as
soon as N   n [12, Theorem 7.3]. Another practical implication of this extension is that the
subset of P2(X) consisting all absolutely continuous measures with respect to ⌫ is convex [12,
Theorem 5.52]. In particular, this result says that any two absolutely continuous measures with
respect to ⌫ can be joined by a geodesic that is absolutely continuous with respect to ⌫.
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A Appendix: Measurable choice theorem
This appendix covers a proof for a result that guarantees the existence of Borel right-inverses for
suitable functions defined on a complete separable metric space. This result is particularly useful
when producing dynamical transference plans in various situations, as we have done in Chapter
6. While constructing the necessary background information for this result we will also discuss
topological sieves and their significance in understanding complete separable metric spaces.
A.1. Definition. Let (X, ⌧) be a topological space, and for every n 2 N and every n-tuple
(k1, ..., kn) 2 Nn let A(k1,...,kn) denote a subset of X. A collection C = {Ai ⇢ X : i 2
S1
n=1Nn}
of such sets is called a sieve of X if it satisfies the following two conditions
(i)
S1
k1=1
A(k1) = X
(ii)
S1
m=1A(k1,...,kn,m) = A(k1,...,kn) for all n 2 N and (k1, ..., kn) 2 Nn.
Moreover, C is called an open sieve of X if C ⇢ ⌧ .
The idea behind a sieve is to describe a collection of subsets of X by categorizing them to
di↵erent levels. A set Ai 2 C is of n:th level if i 2 Nn. With this interpretation, condition (i)
says that the first level sets form a cover of X, and condition (ii) says that every n:th level set
is a countable union of n+1:th level sets. The following theorem and the subsequent lemma are
good indicators of why sieves turn out to be very practical.
A.2. Theorem. Let (X, d) be a complete separable metric space. Then X admits an open sieve
C with the following properties
(a) Every A(k1,...,kn) 2 C is non-empty.
(b) diam(A(k1,...,kn))  1n for all n 2 N and (k1, ..., kn) 2 Nn.
(c) A(k1,...,kn,m) ⇢ A(k1,...,kn) for all n 2 N and (k1, ..., kn,m) 2 Nn+1.
(d) C is a basis for the topology of X.
Proof. Since X is separable, there exists a countable and dense subset {x1, x2, ...} ⇢ X. For
each k 2 N let A(k1) = B(xk, 12). Such a collection of open balls is an open cover of X with
diameters less or equal to 1. This gives us the first-level sets. Since every open subspace of a
separable topological space is separable, then similarly we can express each A(k1) as a union of
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countably many open balls with diameters less or equal to 12 with closures inside A(k1), each such
ball denoted by A(k1,i), i.e. Ak1 =
S1
i=1A(k1,i). We have thus obtained the second-level sets. The
preceding levels of sets are obtained inductively by repeating this process. The collection of all
open balls being selected, denoted by C , is by construction an open sieve of X with the desired
properties (a), (b) and (c).
To show that C forms a basis for the topology of X, let x 2 X and " > 0 be arbitrary.
By construction of C , for every n 2 N we have X = S A(k1,...,kn) 2 C : (k1, ..., kn) 2 Nn . By
choosing n" 2 N with 1n" < " there exists (k1, ..., kn") 2 Nn" so that x 2 A(k1,...,kn" ) 2 C . Moreover
A(k1,...,kn" ) ⇢ B(x, ") since diam(A(k1,...,kn" ))  1n" < ". Hence C is a basis for the topology of X.
A.3. Lemma. Let (X, d) be a complete separable metric space. Then there exists a continuous
open surjection f : NN ! X.
Proof. Let C be an open sieve of X with the properties of Theorem A.2. Since N is separable
and complete, endowed with the discrete topology (i.e. the subspace topology from R), then so
is their countable product NN. For each n-tuple (k1, ..., kn) 2 Nn denote
U(k1,...,kn) =
 
(mi)
1
i=1 2 NN : mi = ki for all i 2 {1, ..., n}
 
,
which is an open basis set of the product topology, and denote by U the collection of all such
sets. Thus U is a basis for the product topology, which in addition satisfies the conditions of an
open sieve for NN. Choose then an arbitrary sequence of natural numbers (ki)1i=1 2 NN. By the
property (c) of Theorem A.2 we have A(k1,...,kn+1) ⇢ A(k1,...,kn) for all n 2 N and by property (b)
we have diam(Ak1,...,kn) ! 0 as n ! 1. By completeness of X it follows that
T1
n=1A(k1,...,kn)
is a singleton, which by property (c) equals
T1
n=1A(k1,...,kn). Hence for every (ki)
1
i=1 2 NN there
exists a unique x 2 X so that x 2 T1n=1A(k1,...,kn). Let f : NN ! X be the function that attaches
to each element of NN this corresponding x 2 X. Since U is a basis of NN and C is a basis of
X, to show that f is continuous and open it su ces to show that f(U(k1,...,kn)) = A(k1,...,kn) for
all (k1, ..., kn) 2 Nn, n 2 N. For this, let a 2 U(k1,...,kn) for some (k1, ..., kn) 2 Nn, n 2 N. Now
for some ki 2 N, i   n+ 1, a is of the form (k1, k2, ..., kn, kn+1, kn+2, ...), whence by definition of
f we have f(a) 2 T1j=1A(k1,...,kj) ⇢ A(k1,...,kn), thus proving one inclusion. Conversely, suppose
we have x 2 A(k1,...,kn). Then A(k1,...,kn) =
S1
m=1A(k1,...,kn,m) implies that there exists kn+1 2 N
such that x 2 A(k1,...,kn+1), which with a similar argument implies that there exists kn+2 2 N
so that x 2 A(k1,...,kn+2). Continuing this inductively we find a sequence (kn+1, kn+2, ...) so that
x 2 A(k1,...,ki) for all i   n. Since the sequence (A(k1,...,kn))1n=1 is non-increasing, it follows
that x 2 T1n=1A(k1,...,kn), i.e. x = f(a) for a = (k1, k2, ...) 2 NN. Since a 2 U(k1,...,kn) then
A(k1,...,kn) ⇢ f(U(k1,...,kn)) and there thus holds in equality. Hence f is continuous and open.
Since U and C are covers of NN and X, respectively, and taking unions commutes with taking
images of sets, it follows that f(NN) = X, i.e. that f is a surjection. This completes the proof.
Before proceeding to the main theorem of this Appendix we make some remarks on the Borel
structure of NN.
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A.4. Remark. Let < be a relation in NN so that m = (mi)1i=1 < (ni)1i=1 = n if for the first
index k for which mk 6= nk we have mk < nk. In other words, if m < n then there exists k 2 N so
that mi = ni for all i < k and mk < nk. Moreover, let  be such that x  y if x < y or x = y. It
is obvious that  is a total order in NN (the so called lexiographical order): we show that it is in
addition a well-order, i.e. that every non-empty closed set has a minimum. For this let F ⇢ NN
be closed and non-empty. Since the usual order of N is a well-order, there exists n1 2 N such that
n1 is the smallest first coordinate of all points in F . Similarly, there exists n2 2 N so that n2 is
the smallest second coordinate of all points of F with first coordinate being n1. This process is
then continued inductively, and clearly the resulting element (n1, n2, ...) is a minimum of F .
A.5. Remark. Denote ] 1, y[= {x 2 NN : x < y} for all y 2 NN and [y,1[= {x 2 NN : y  x}
by their complements. We claim that each ] 1, y[ is an open subset of NN and that they generate
the Borel  -algebra of NN. Indeed, if x 2] 1, y[ then there exists k   1 so that xi = yi for all
1  i  k   1 and xk < yk. With the same notation as in the proof of Lemma A.3 this means
that x 2 Uy1,...,yk , which is a subset of ] 1, y[ and moreover an open basis element of NN. Hence
]  1, y[ is open. Since the sets Un1,...,nk form a basis of NN, it is su cient to show that each
of them is a countable intersection of the above described intervals. Indeed, choose any Un1,...,nk
and let v, w 2 NN be such that v = (n1, ..., nk 1, nk+1, 1, 1, ...) and w = (n1, ..., nk 1, nk, 1, 1, ...).
We show that Un1,...,nk =] 1, v[\[w,1[. Suppose first that we have x 2] 1, v[\[w,1[. Since
x 2]  1, v[, there exists i1 2 N so that xi = vi for all i < i1 and xi1 < vi1 . Due to the latter
property we must have i1  k. Since x 2 [w,1[, then either for some i2 2 N we have wi = xi for
all i < i2 and wi2 < xi2 , or x = w. Since w < v and w 2 Un1,...,nk , then x = w is clear and we only
need to consider the first case. Since vi = wi for all i 6= k, the only possibility is that i1 = k and
i2 > k thus making xk = nk. Now the first k elements of x are n1, ..., nk, whence x 2 Un1,...,nk .
We have shown that ]  1, v[\[w,1[⇢ Un1,...,nk . Conversely, suppose that x 2 Un1,...,nk . Since
the first k elements of x are n1, ..., nk, then clearly x < v and w  x by choice of v and w. This
proves the claim.
We now proceed to show the main result of this Appendix.
A.6. Theorem. Suppose that (X, d) is a complete separable metric space, (Y, ⌧) a topological
space equipped with its Borel  -algebra B(Y ), and let f : X ! Y be a surjection such that
(i) f maps open sets of X to Borel sets of Y ,
(ii) f 1({y}) is a closed subset of X for every y 2 Y .
Then f admits a Borel right-inverse.
Proof. We will first prove the theorem for X = NN by using Lemma A.3 and after this for an
arbitrary X.
So suppose that f : X ! Y has the described properties (i) and (ii) for X = NN. Since
f 1({y}) is a closed subset of NN for every y 2 Y , then by Remark A.4 each of them admits a
unique minimum h(y) in the well-order , whence we may define h : Y ! NN so that y 7! h(y).
By construction (f   h)(y) = y for all y 2 Y , i.e. h is a right-inverse of f . We show that h is in
86
addtion Borel. By Remark A.5 the intervals ]  1, x[ generate the Borel  -algebra of NN, so it
su ces to show that h 1(]  1, x[) 2 B(Y ) for all x 2 NN, which by property (i) follows if we
show that h 1(]  1, x[) = f(]  1, x[). For this let x 2 NN be arbitrary. The first inclusion is
trivial since h is right-inverse of f . Indeed, if v 2 h 1(] 1, x[) then h(v) 2] 1, x[ and hence
v = (f   h)(v) 2 f(] 1, x[). For the other inclusion, note that if w 2 NN then (h   f)(w) is the
minimum of f 1({f(w)}), so in particular (h   f)(w)  w. Hence (h   f)(]  1, x[) ⇢]  1, x[
and moreover by taking preimages we obtain
f(] 1, x[) ⇢ h 1 (h   f)(] 1, x[)  ⇢ h 1(] 1, x[),
which concludes that f(] 1, x[) = h 1(] 1, x[) and thus the claim is true for X = NN.
We will then assume that (X, d) is any complete separable metric space, and let f : X ! Y be
the function with the described properties (i) and (ii). By Lemma A.3 there exists a continuous
open surjection g : NN ! X. Now consider the map f   g : NN ! Y , which satisfies condition
(i) because g is an open map, (ii) since g is continuous, and it is surjective as a composition of
two such functions. By the first part f   g admits a Borel right-inverse h : Y ! NN. Now choose
 = g   h : Y ! X, which is Borel as a composition of two Borel functions. Moreover for all
x 2 X we have (f   )(x) = (f   g  h)(x) = x, i.e.  is a Borel right-inverse of f . This completes
the proof.
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