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Charged black holes in compactified spacetimes
Max Karlovini∗ and Rikard von Unge†
Department of Theoretical Physics and Astrophysics, Faculty of Science,
Masaryk University, Kotlar˘ska´ 2, 611 37 Brno, Czech Republic
We construct and investigate a compactified version of the four-dimensional Reissner-
Nordstro¨m-NUT solution, generalizing the compactified Schwarzschild black hole that has
been previously studied by several workers. Our approach to compactification is based
on dimensional reduction with respect to the stationary Killing vector, resulting in three-
dimensional gravity coupled to a nonlinear sigma model. Using that the original non-
compactified solution corresponds to a target space geodesic, the problem can be linearized
much in the same way as in the case of no electric nor NUT charge. An interesting feature of
the solution family is that for nonzero electric charge but vanishing NUT charge, the solution
has a curvature singularity on a torus that surrounds the event horizon, but this singularity
is removed when the NUT charge is switched on. We also treat the Schwarzschild case in
a more complete way than has been done previously. In particular, the asymptotic solution
(the Levi-Civita solution with the height coordinate made periodic) has to our knowledge
only been calculated up to a determination of the mass parameter. The periodic Levi-Civita
solution contains three essential parameters, however, and the remaining two are explicitly
calculated here.
PACS numbers: 04.40.Nr, 04.70.Bw, 11.25.Mj
I. INTRODUCTION
String theory predicts that our world has more dimensions than the 4 we see around us every day. The
usual way out of this apparent discrepancy is to say that the additional dimensions are compactified and
small. In the simplest case the extra dimensions are just circles. String theory is also a theory of gravity.
It is therefore a natural and interesting question to ask what is the behavior of the classical solutions of
General Relativity in spacetimes where one or more dimensions are compactified. This question is however
surprisingly hard to answer. The periodic analogue of a Schwarzschild black hole in a space of topology
R3×S1 has been st udied more or less independently by Majumdar [1], Papapetrou [2], Myers [3], Korotkin
and Nicolai [4, 5] as well as by Frolov and Frolov [6]. In higher dimensions the full solution is known only
implicitly [10, 12, 13, 20, 21].
The problem becomes even more interesting when one realizes, following Gregory and Laflamme [7, 8],
that there is a competition between different gravitational configurations with the same mass and charges
but with different symmetries and even of different horizon topology. Which configuration is stable depends
on the particular value of the mass and the charges. For instance, a long and thin black string becomes
unstable and will ”decay” into a new configuration with higher entropy. This new configuration could for
instance be a nontranslationally invariant black string or an infinite array of black holes. The phase diagram
of black objects in higher dimensional circle space times has a very rich structure [11, 14, 16, 18]. Only parts
of it is accessible to analytical methods and the most interesting pices has been calculated only numerically
[17, 19, 22, 23, 24, 25] or using perturbation theory [15]. It would therefore clearly be of great interest to
have a better analytical understanding of the various solutions that could appear.
In this paper we perform a more modest task. We generalize the solution given in [3, 4, 6] to arbitrary
electric and NUT charge. In doing so we find a new parameter of the solution which has not been recognized
before. We analyze the physical meaning of this parameter. We also notice that adding NUT charge to the
solution makes it more well behaved. Maybe this is a feature which would persist in higher dimensions? Our
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2method heavily relies on Weyl coordinates. However, as shown in [26], because of symmetry reasons, Weyl
coordinates are expected to be useful at most in 4 and 5 dimensions. This is something which would have
to be overcome if one would like to generalize our results to higher dimensions.
This paper is organized as follows. Section 2 is a general discussion of properties of the four dimensional
Einstein-Maxwells equations important for our problem. In Section 3 we discuss the (nonperiodic) Reissner-
Nordstro¨m-NUT solution. In Section 4 we find its periodic generalization and discuss the metric in various
limits. In Section 5 we give our conclusions.
II. EINSTEIN-MAXWELLS EQUATIONS FOR STATIONARY SPACETIMES
We write a general stationary metric with timelike Killing vector ξa as
gab = −f2µaµb + f−2hab, (1)
where
f =
√
−ξaξa (2)
µa = −f−2ξa, (3)
which implies that habξ
b = 0 and that f , µa and hab are stationary fields, i.e. Lie dragged by ξ
a. We now
decompose the electromagnetic field strength Fab by defining the electric and magnetic fields Ea and Ba
with respect to ξa:
Ea = Fabξ
b (4)
Ba = ∗Fabξb, (5)
where ∗Fab is the dual field strength
∗Fab = 12ǫabcdFcd. (6)
It then follows that
Fab = 2E[aµb] − ǫabcdBcµd (7)
∗Fab = 2B[aµb] + ǫabcdEcµd. (8)
Assuming that Fab is stationary as well as source-free so that ∗Fab is closed, then both Ea and Ba are
gradients of stationary scalars. Hence we introduce electric and magnetic potentials v and u according to
Ea = −∇av, Ba = −∇au. (9)
Moreover, with the electromagnetic field being the only matter source, a twist scalar χ, likewise stationary,
can be introduced by[34]
∇aχ = ǫabcd ξb∇dξc + 2(u∇av − v∇au). (10)
The tensor hab can be viewed as a metric on the three-dimensional manifold Σ of Killing orbits and we shall
use that the full 4D Einstein-Maxwell equations are now equivalent to the 3D equations obtained from the
action
S =
∫
d3x
√
h
[
(3)R− 2habγABDaXADbXB
]
, (11)
where (3)R, hab and Da are the Ricci scalar, inverse and Levi-Civita connection of hab. This action describes
three-dimensional Euclidean gravity coupled to a certain sigma model. More precisely, the effective matter
part of the action is that of a wave map from Σ to a four-dimensional target space with metric
dσ2 = γABdX
AdXB =
1
2dEdE¯ + ψ dψ¯dE + ψ¯ dψdE¯ − (E + E¯)dψdψ¯
2
[
1
2 (E + E¯) + ψψ¯
]2 , (12)
3where E and ψ are the complex Ernst potentials
E = f2 − v2 − u2 + iχ, ψ = v + iu. (13)
This is an Einstein metric, whose Ricci tensor obeys
RAB = −6γAB (14)
If we use as target space coordinates XA the real variables f,A, S, χ, where A and S are the amplitude and
phase of ψ, i.e.
ψ = AeiS , (15)
the target metric takes the neat form
dσ2 =
1
f2
(df2 − dA2 −A2dS2) + (dχ+ 2A
2dS)2
4f4
, (16)
which makes it evident that it has signature (−,−,+,+). Now, varying the action (11) with respect to hab
gives
(3)Rab = 2γABDaX
ADbX
B, (17)
while variation with respect to the target space coordinates XA leads to the wave map equation
hab(DaDbX
C + ΓCABDaX
ADbX
B) = 0, (18)
with ΓCAB being the Christoffel symbols of γAB. For our purposes it is important to note that if the X
A
all depend solely on one free function ω, then eqs. (17) and (18) become
(3)Rab = 2γAB
dXA
dω
dXB
dω
DaωDbω (19)
dXC
dω
habDaDbω +
(
d2XC
dω2
+ ΓCAB
dXA
dω
dXB
dω
)
habDaωDbω = 0. (20)
Now, eq. (20) tells us that the curve XA(ω) is a geodesic, since, as hab is supposed to be a positive-definite
metric, it cannot happen that habDaωDbω vanishes identically unless ω is constant. Using the freedom to
reparametrize the geodesic, we can assume that it is affinely parametrized and arrive at the equations
ǫ := γAB
dXA
dω
dXB
dω
= constant (21)
d2XC
dω2
+ ΓCAB
dXA
dω
dXB
dω
= 0 (22)
(3)Rab = 2ǫDaωDbω (23)
habDaDb ω = 0. (24)
In this paper we focus exclusively on this class of solutions, which we shall refer to as geodesic solutions.
A. Axisymmetry and Weyl coordinates
Let us now assume that the stationary spacetime is also axisymmetric with an axisymmetry generator ηa
that commutes with the timelike Killing vector ξa. We can then introduce coordinates (t, ρ, z, φ) such that
ξa = (∂/∂t)a, ηa = (∂/∂φ)a while the three-metric hab and one-form µa take the forms
dl2 = e2k(dρ2 + dz2) +W 2dφ2 (25)
µ = dt+Ω dφ. (26)
4The metric functions f , k, W and Ω obviously depend on ρ and z only. If we assume that ω also depends
solely on ρ and z (although it could have a linear dependence on φ with constant coefficient, a possibility
which we do not consider here), the φφ-component of eq. (23) becomes
W,ρρ +W,zz = 0, (27)
making it possible to choose ρ and z such that W = ρ, a choice well-known as Weyl (canonical) coordinates.
The great advantage of being able to use these coordinates is that the unknown metric function k does not
enter the Laplace equation (24) (nor the more general wave map equation (18)), which will thus be identical
to the Laplace equation in flat space, expressed in cylindrical coordinates, for an unknown function that is
independent of φ;
ω,ρρ + ρ
−1ω,ρ + ω,zz = 0. (28)
With the use of this equation, the remaining components of eq. (23) become
k,ρ = ǫρ
[
(ω,ρ)
2 − (ω,z)2
]
k,z = 2ǫρ ω,ρ ω,z,
(29)
while eq. (10) gives
Ω,ρ = 4pχ ρω,z
Ω,z = −4pχ ρω,ρ, (30)
with pχ being a constant equal to the conserved geodesic momentum associated with the cyclic coordinate
χ of the target space metric. Explicitly,
pχ =
dχ
dω
+ 2A2
dS
dω
4f4
. (31)
A recipe for finding a solution of the type considered here is thus to choose an appropriate geodesic of the
target space and an appropriate solution to the flat space Laplace equation (28). The geodesic then gives
the four target space functions as functions of ω, including the metric component f and the potentials v
and u which completely determine the electromagnetic field via eqs. (7) and (9). What then remains is to
integrate the two pairs of equations (29) and (30) to determine the remaining spacetime metric components
k and Ω. Note that eq. (28) is the integrability condition for both pairs of equations (when ǫ 6= 0 6= pχ).
III. THE REISSNER-NORDSTRO¨M-NUT SOLUTION
Using Schwarzschild type coordinates, the Reissner-Nordstro¨m-NUT (RNN) solution with massM , electric
charge Q and NUT (gravitational monopole) charge l is
ds2 = −f2(dt+Ωdφ)2 + f−2dr2 + (r2 + l2)(dθ2 + sin2θdφ2), (32)
F = Q
r2 − l2
(r2 + l2)2
(dt+Ωdφ) ∧ dr + 2Qlr
r2 + l2
sin θ dθ ∧ dφ. (33)
where
f2 =
r2 − 2Mr +Q2 − l2
r2 + l2
=
(r − r+)(r − r−)
r2 + l2
(34)
Ω = 2l cos θ +Ω′. (35)
Here we have defined
r± =M ±∆, ∆ =
√
M2 + l2 −Q2, (36)
5while Ω′ is a constant which should be set to −2l (2l) to make the half-axis θ = 0 (θ = π) explicitly regular,
leaving the other half-axis – the Misner string – singular, as dφ is not a well-behaved one-form at θ = 0, π.
However, it is well-known that both half-axes can be made regular, since changing Ω′ from −2l to 2l can be
mimicked by changing the time coordinate from t to t′ = t− 4lφ. The price to pay is closed timelike curves
since it requires that t and t′ should both be periodic with period 8πl.
The three-metric hab for this solution is seen to be
dl2 = dr2 + (r2 − 2Mr +Q2 − l2)dΩ2 = dr2 + (r − r+)(r − r−)dΩ2 (37)
and the three remaining target space scalars are given by
χ =
2l(r −M)
r2 + l2
(38)
A =
Q√
r2 + l2
(39)
S = − arctan
(
l
r
)
, (40)
Since all the XA depend on r only, this is a geodesic solution. In the non-extremal case ∆ > 0, the geodesic
is spacelike (ǫ > 0) and explicitly given by
f =
∆√
(M sinh ω¯ −∆cosh ω¯)2 + l2 sinh2ω¯
=
r+ − r−√
(r−eω¯ − r+e−ω¯)2 + l2(eω¯ − e−ω¯)2
(41)
χ = − l∆sinh 2ω¯
(M sinh ω¯ −∆cosh ω¯)2 + l2 sinh2ω¯ = −
2l∆(e2ω¯ − e−2ω¯)
(r−eω¯ − r+e−ω¯)2 + l2(eω¯ − e−ω¯)2 (42)
A = − Q sinh ω¯√
(M sinh ω¯ −∆cosh ω¯)2 + l2 sinh2ω¯
= − Q (e
ω¯ − e−ω¯)√
(r−eω¯ − r+e−ω¯)2 + l2(eω¯ − e−ω¯)2
(43)
S = − arctan
(
l sinh ω¯
M sinh ω¯ −∆cosh ω¯
)
= − arctan
[
l (eω¯ − e−ω¯)
r−eω¯ − r+e−ω¯
]
, (44)
where ω¯ is the arclength parameter for the geodesic, and here the function that satisfies the Laplace equation
(24), namely
ω¯ = − arccoth
(
r −M
∆
)
=
1
2
ln
(
r − r+
r − r−
)
. (45)
However, we shall instead think of the geodesic as parametrized by the rescaled affine parameter
ω =
M
∆
ω¯, (46)
which implies that the norm of the geodesic tangent vector has norm ǫ = ∆/M . The reason for this is that
we will then straightforwardly be able to treat the extremal case – which corresponds to a null geodesic
(ǫ = 0) – as the ∆→ 0 limit of the non-extremal case. Indeed, taking this limit for the above formulae, we
find that the spacelike geodesic goes over into a lightlike one;
f =
M√
M2(1− ω)2 + l2ω2 (47)
χ = − 2lMω
M2(1− ω)2 + l2ω2 (48)
A = − Qω√
M2(1 − ω)2 + l2ω2 (49)
S = arctan
[
lω
M(1− ω)
]
, (50)
6while ω goes over into
ω = − M
r −M . (51)
This limiting procedure would not have worked, had we used ω¯ as the affine parameter. Moreover, ω has
the large r asymptotic behaviour
ω = −M
r
+O(r−2), (52)
which means that it is ω, rather than ω¯, that corresponds to a Newtonian gravitational potential. However,
although we will think of the geodesic as parametrized by ω, we will often work with ω¯ in subsequent
calculations, since the factor M/∆ would otherwise often appear merely as an annoying appendage.
For future reference, we here finally calculate the conserved geodesic momentum pχ according to the
formula (31), to find the simple relation
pχ = − l
2M
. (53)
A. Charges
A special and somewhat surprising feature of the RNN solution is that although no sources are included
for the electromagnetic field, the result of calculating the electric charge Qel by integrating ∗Fab over a two-
sphere of constant t and r and dividing by 4π is not what one would naively expect from Stoke’s theorem,
i.e. the result is not independent of the choice of two-sphere but depends on the radius;
Qel = Q
r2 − l2
r2 + l2
. (54)
We also calculate the magnetic charge Qmag by integrating Fab over the same sphere to find
Qmag =
2Qlr
r2 + l2
. (55)
Obviously we have Qel = Q, Qmag = 0 asymptotically as r→∞, so at infinity the solution is purely electric
with charge Q. It is worth noting that the relation
Q 2el +Q
2
mag = Q
2 (56)
holds as an identity, for all r. The reason why it is possible that electric and magnetic charges depend on
r is that the gravitomagnetic vector potential Ωdφ enters not only the metric but also the electromagnetic
field strength (33). Thus the latter is singular on the Misner string, i.e. on θ = 0 or θ = π (or both)
depending on how Ω′ is chosen. As the Misner string goes through every two-sphere that we integrate over,
we cannot expect Stoke’s theorem to imply that the charges should be independent of the choice of sphere.
Interestingly, if we refrain from removing the singularity by introducing periodic time, the Misner string
must be thought of as a concrete physical object as it carries electric and magnetic charge density.
B. Transformation to Weyl coordinates
For the RNN solution, the transformation from Schwarzschild type coordinates to Weyl coordinates reads
ρ =
√
(r −M)2 −∆2 sin θ (57)
z = (r −M) cos θ, (58)
7with inverse transformation
r = λ+M (59)
cos θ =
z
λ
, (60)
where
λ =
1
2
(λ+ + λ−), λ± =
√
ρ2 + (z ±∆)2. (61)
The functions ω, k and Ω are now given by
ω =
M
2∆
ln
(
λ−∆
λ+∆
)
(62)
k =
1
2
ln
(
λ2 −∆2
λ2 − η2
)
, η =
1
2
(λ+ − λ−) (63)
Ω =
2lz
λ
+Ω′. (64)
In the non-extremal case ∆ > 0, the function ω is the potential of an infinitely thin rod located at ρ = 0,
|z| ≤ ∆ and having a line density M/(2∆) per unit length, which means that the line density can be
interpreted as the mass line density. Note that in the extremal case ∆ = 0, the function k vanishes identically
leaving the three-metric hab flat. Moreover λ reduces to
√
ρ2 + z2 and ω to the standard monopole solution
−M/λ.
IV. PERIODIC ANALOGUE OF THE REISSNER-NORDSTRO¨M-NUT SOLUTION
We will now construct compactified versions of the RNN solution, which generalize the compactified
Schwarzschild solution discussed in [3, 4, 5, 6]. The approach we take can be summerized as follows:
• For every member of the RNN family of solutions, compactify the function ω by using canonical Weyl
coordinates and taking the z-periodic analogue of the original solution to the Laplace equation (28).
This is straightforward due to the linearity of the latter.
• Insert ω into the same geodesic that defines the original RNN solution.
• Integrate eqs. (29) and (30) to find the remaining metric functions k and Ω.
Before we start, some general remarks about the first of these steps are in order. As proved by Korotkin
and Nicolai [4, 5], if 0ω(ρ, z) is a solution to the Laplace equation with the asymptotic behaviour
0ω(ρ, z) = −M
r˜
+O(r˜−2) as r˜ →∞, (65)
where r˜ =
√
ρ2 + z2 and M is some constant (in our case the mass), then the series
ω(ρ, z) =
∞∑
n=−∞
[
0ω(ρ, z + nL) + an
]
, an =


M
L|n| if n 6= 0
0 if n = 0
, (66)
is convergent for any (ρ, z) such that (ρ, z + nL) does not coincide with a singular point of 0ω(ρ, z) for any
integer n. The resulting function ω then obviously defines a z-periodic solution to the Laplace equation (28)
with period L. The constants an are essential as they make the series converge, but one cannot say that
8they are uniquely determined as one could add to an any other n-dependent constant bn that falls off faster
than |n|−1 as |n| → ∞ so that
B :=
∞∑
n=−∞
bn (67)
is a finite constant. In other words, the z-periodic analogue of the function 0ω(ρ, z) is a priori only defined
up to an additive constant B. Korotkin and Nicolai fix this constant by taking eq. (66) as it stands (B = 0)
to define ω(ρ, z), but this choice has not been made by the other workers that have studied the compactified
Schwarzschild black hole; while Myers[3] makes an explicitly different choice of an leading to a certain non-
zero B, Frolov and Frolov[6] instead use a Green’s function method to compactify which in effect corresponds
to a third choice of B. Now, since the function ω(ρ, z) is periodic in z, it does not make sense to study its
behaviour for large r˜, but for large ρ it has the asymptotic behaviour
ω =
2M
L
ln ρ+O(1). (68)
If ω would tend to a constant in this limit, it would be natural to make that constant vanish by a suitable
choice of B. However, since ω instead diverges logarithmically (unlessM = 0), we see no physical motivation
for fixing B at any particular value and hence we will keep it as a free parameter.
We will now implement the compactification scheme as outlined above. We thus take 0ω to be the function
given by eq. (62). According to the above, its periodic analogue is
ω =
∞∑
n=−∞
[
M
2∆
ln
(
λn −∆
λn +∆
)
+ an
]
+B, (69)
where
λn =
1
2
[√
ρ2 + (zn +∆)2 +
√
ρ2 + (zn −∆)2
]
, zn = z − nL (70)
an =


M
L|n| , if n 6= 0
0 if n = 0.
(71)
We take z to have the range z ∈ [−L/2, L/2] with the end points of the interval identified. The horizon,
where ω diverges to minus infinity, will thus be located at ρ = 0, |z| ≤ ∆, just as in the non-compactified
case. Since we shall not consider the case when the horizon overlaps itself, we require that ∆ ≤ L/2. It will
prove useful to introduce the dimensionless variable
β =
2∆
L
, (72)
having the range β ∈ [0, 1]. For convenience, we will, for the time being, work with ω¯ and use the dimen-
sionless coordinates
x =
ρ
∆
, y =
z
∆
. (73)
Clearly ω¯ is then given by
ω¯ =
∞∑
n=−∞
[
1
2
ln
(
λ′n − 1
λ′n + 1
)
+ a¯n
]
+ B¯, (74)
9where
λ′n =
1
2
[√
x2 + (yn + 1)2 +
√
x2 + (yn − 1)2
]
, yn = y − 2nβ−1 (75)
a¯n =
∆
M
an =


β
2|n| , if n 6= 0
0 if n = 0,
(76)
B¯ =
∆
M
B. (77)
We shall now explicitly evaluate ω¯ close to the symmetry axis x = 0. As the behaviour on the horizon section
|y| ≤ 1 of the axis is different from the off-horizon section 1 < |y| ≤ β−1, these two sections will have to be
treated differently, but in both cases we shall express the result in terms of the function
ϕβ(ξ) =
β
2π
sin
(
πβ ξ
2
)
Γ
(
β ξ
2
)2
, (78)
having the properties
lim
β→0
ϕβ(ξ) =
1
ξ
(79)
ϕβ(ξ)ϕβ(−ξ) = − 1
ξ2
. (80)
Moreover, for reasons that will become clear, we shall replace the free constant B¯ by a free constant u¯
according to
B¯ = u¯− βγ − 1
2
ln [2ϕβ(2)], (81)
where γ is the Euler constant. Now, for small x and |y| ≤ 1, we find that ω¯ is given by
e2ω¯ =
e2u¯
4H(y)
x2 +O(x4), (82)
where H(y) is the function
H(y) =
2ϕβ(2)
ϕβ(1 + y)ϕβ(1− y) . (83)
For 1 < |y| ≤ β−1, on the other hand, one finds that
e2ω¯ =
e2u¯
2ϕβ(2)
ϕβ(|y|+ 1)
ϕβ(|y| − 1) +O(x
2). (84)
This is all that is needed to generate the whole solution. Indeed, for both axis sectors, ω¯ is a solution to the
Laplace equation which can be expanded in terms of a constant C and a function A(y) as
ω¯ = C lnx+
∞∑
k=0
(−1)k
(2kk!)2
d2kA(y)
dy2k
x2k. (85)
Inserting this expansion into the right hand sides of eqs. (29) and (30) (using eq. (53) for the latter), we find
that k and Ω are determined up to additive constants k′ and Ω′;
k = k′ + C2 lnx+ 2CA(y)− 1
2
[
CA′′(y) +A′(y)2
]
x2 +O(x4) (86)
Ω = Ω′ + 2l
[
Cy +
∞∑
k=1
2k (−1)k
(2kk!)2
d2k−1A(y)
dy2k−1
x2k
]
, (87)
10
where we refrain from giving the whole series for k since it depends nonlinearly on ω¯, although it would
not be difficult to write down at least a few more terms. The value of k′ has to be determined from the
requirement that the axis be regular. Starting with the off-horizon section, regularity means absence of a
conical singularity which is in turn means that k should vanish as x → 0, at least if we assume that Ω
vanishes in that limit, which can always be achieved as we shall see below. Thus, since the constant C is
zero in this case, we directly obtain k′ = 0. For the horizon section we instead have C = 1. In this case we
may determine k′ by inspecting the horizon metric, which reads
ds2H = R
2
[
e2(k
′+u¯)
16
dy2
H(y)
+H(y)dφ2
]
, (88)
while R is the constant
R =
√
r2+ + l
2 e−u¯ (89)
Now, since
H ′(±1) = ∓2, (90)
it follows that for the horizon’s polar points y = ±1 to be regular, we must set
k′ = −u¯+ ln 4. (91)
When we are on the horizon |y| ≤ 1, the constant Ω′ in eq. (87) precisely corresponds to the constant Ω′
in eqs. (35) and (64) and should be set to −2l (2l) to make Ω vanish at the horizon pole y = 1 (y = −1).
Continuity at y = ±1 then requires us to set Ω′ = 0 for y > 1 (y < 1) and Ω′ = −4l (Ω′ = 4l) for y < 1
(y > 1). Again, these two choices do not correspond to different physics, but are related by a change of
time t → t′ = t − 4lφ which results in time periodicity with the period 8πl. However, note that unlike
the non-periodic case, both choices imply that Ω has a jump discontinuity where y = β−1 is periodically
identified with y = −β−1. This discontinuity is of course not of a physical nature either, since we can shift
it to any other position on the y-axis. For instance, we may put the discontinuity somewhere on the horizon
and obtain a completely regular off-horizon section on which Ω is everywhere zero.
A. Fourier expansions
In principle, the full RNN solution is given as the x = 0 expansions (85) - (87), but since these series
converge very slowly for large x and are quite useless when it comes to determining the asymptotic behaviour
as x→∞, we shall now follow Frolov and Frolov and represent the solution in terms of fourier series, thus
making explicit use of the periodicity of the coordiante y. Still using the rescaled coordinates (x, y), we
assume fourier expansions for the functions ω¯ and k of the forms
ω¯ =
∞∑
q=0
ω¯q(x) cos(πqβy) (92)
k =
∞∑
q=0
kq(x) cos(πqβy) (93)
Since ω¯ is a solution to the Laplace equation (28), it follows that
ω¯′′q (x) + x
−1ω¯′q(x) − (πqβ)2ω¯q(x) = 0. (94)
Disqualifying solutions that diverges exponentially as x → ∞, we obtain that ω¯0(x) is a linear function of
lnx while, for q > 0,
ω¯q(x) ∝ K0(πqβx), (95)
11
where K0 is the modified Bessel function of the second kind. For small x, we have
−K0(πqβx) = γ + ln
(
πqβx
2
)
+O(x2). (96)
We can now use that we already know ω¯ for small x to find that
ω¯0(x) = u¯− 1
2
ln [2ϕβ(2)] + β ln
(
β x
4
)
(97)
ω¯q(x) = − 2
πq
sin(πqβ)K0(πqβx) for q > 0. (98)
We use this fourier expansion for ω¯ to plot the metric function f for two choices of the parameters M , Q
and l (figure 1).
Due to the nonlinearity of eqs. (29) which governs k, we shall not attempt to give its full fourier series.
However, since all kq(x) with q > 0 decay exponentially as x → ∞, it will suffice to determine k0(x) to
obtain the asymptotic behaviour in that limit. Now, the zeroth order fourier term of the first of eqs. (29)
reads
k′0(x) = x
[
(ω¯,x)
2 − (ω¯,z)2
]
0
= x
{
ω¯′0(x)
2 +
1
2
∞∑
q=1
[
ω¯′q(x)
2 − (πqβ)2ω¯q(x)2
]}
(99)
Inserting the determined expressions for the ω¯q(x) gives
k′0(x) = β
2x
{
1
x2
+ 2
∞∑
q=1
sin2(πqβ)
[
K1(πqβx)
2 −K0(πqβx)2
]}
, (100)
which can be integrated to yield
k0(x) = k∗ + β
2
{
lnx+ x2
∞∑
q=1
sin2(πqβ)
[
2K1(πqβx)
2 −K0(πqβx)K2(πqβx) −K0(πqβx)2
]}
, (101)
where k∗ is some constant yet to be determined. Using now that
x2
[
2K1(πkβx)
2 −K0(πkβx)K2(πkβx) −K0(πkβx)2
]
=
2
(πkβ)2
[
1 + γ + ln
(
πkβx
2
)]
+O(x2), (102)
we can compare k0(x) as given by eq. (101) to the zeroth order fourier term of the exact expression for k
we have near x = 0 to find, after some manipulations, that k∗ is the β-dependent constant
k∗ = β
2
[
1 + ln
(
β
4
)]
− β ln[ϕβ(2)] +
∫ β
0
ln[ϕβ′(2)]dβ
′. (103)
Finally, from eqs. (30) and (53) we obtain that Ω is given by the following “quasi-fourier” series:
Ω = Ω′ + 2lβy + 4l
∞∑
k=1
1
πk
sin(πkβ)xK1(πkβx) sin(πkβy), (104)
where Ω′ is the same constant that appears in eq. (87) for the case |y| ≤ 1.
B. Properties of the event horizon
As noted above, the (outer) event horizon has the geometry
ds2H = R2
[
dy2
H(y)
+H(y)dφ2
]
, R = e−u¯
√
r2+ + l
2. (105)
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FIG. 1: The metric function f =
√−gtt, plotted for M = 0.15L, Q = l = 0 as well as for
M = Q = l = 0.15L, with u¯ = 0 in both cases. As the two top plots show, the behaviour
of f for the two cases is very similar close to the axis ρ = 0. On the other hand f behaves
qualitatively different when a larger range of ρ is included, as indicated by the plots below;
in the first case f increases monotonically with ρ towards infinity, while in the second case f
reaches a maximum and subsequently decreases towards zero. The latter behaviour is generic
as long as l 6= 0, regardless of Q, but with l = 0 6= Q, the maximum is replaced by a divergence,
as discussed in subsection IVD.
It directly follows that the horizon area and Gaussian curvature (half the Ricci scalar) are given by the
simple formulae
A = 4πR2 (106)
K = −1
2
H ′′(y)R−2. (107)
It is worth noting that H(y) behaves for small β as
H(y) = 1− y2 − 1
2
ζ(3)(1 − y2)2β3 +O(β5), (108)
while for β close to unity it behaves as
H(y) = 4(1− β) + 4
[
Ψ
(
1 + y
2
)
+Ψ
(
1− y
2
)
+ 2γ + 1
]
(1− β)2 +O((1 − β)3), (109)
where Ψ is the digamma function (the logarithmic derivative of the gamma function). Clearly, for β = 0, the
metric is an exact two-sphere of radius R. Note that β → 0 corresponds to two independent and physically
different limits, namely the extremal limit ∆→ 0 as well as the limit of infinite coordinate diameter L→∞.
This is natural since both limits, makes the proper distance between the poles of the black hole infinite,
keeping the black hole from being distorted “by itself”, i.e. by the gravitational field from its periodic
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copies. As β is increased, the sphere becomes deformed in a prolate manner. For small β the deformation
is very small, however, as the first correction term in eq. (108) enters at order β3. As β is further increased
the deformed sphere gets stretched out to a long cigar, and for β close to unity the geometry is almost
everywhere a flat cylinder of length R/√1− β and circumference 4πR√1− β, except at the poles y = ±1
where the curvature is very high (note that the mean Gaussian curvature is always R−2). Up to a constant
conformal factor the geometry only depends on the parameter β and hence we can refer the reader to Frolov
and Frolov[6] for a further discussion of its properties, as well as embedding diagrams. Now, the horizon area
A is clearly modified by a factor e−2u¯ compared to the non-compactified case. This is in agreement with the
general treatment of distorted black holes with (electric) charge as presented by Fairhurst and Krishnan[27],
based on Geroch and Hartle’s treatment of the case without charge[28]. Although it may not have been
obvious from the way we introduced it, the parameter u¯ (denoted the same way in [27] but with an unbarred
u in [28] and [6]) can be defined as
u¯ = δω¯|ρ=0,z=±∆, δω¯ = ω¯ − 0ω¯, (110)
i.e. u¯ is the value of δω¯ evaluated at either of the poles of the event horizon, with δω¯ being the difference
between the function ω¯ for the deformed black hole (whether the deformation is due to compactification as
in our case, or to external matter) and the function 0ω¯ for the undeformed RNN solution with the same M ,
Q and l. Since as ω¯ → −∞, we have
f =
2∆√
r2+ + l
2
eω¯ +O(e3ω¯), (111)
it follows that u¯ is closely related to the change in horizon pole redshift factor that the deformation produces.
In the Schwarzschild case Q = l = 0, the relation is more direct since f = eω¯ in that case. The term “horizon
redshift factor” must not be taken too literally, however, since it normally refers to an asymptotically flat
situation when the value of f−1 gives the redshift factor between the point of evaluation and infinity where
f = 1. Anyhow, we shall refer to u¯ as the redshift parameter. In table I we display how u¯ has in effect been
fixed by previous workers that have studied the compactified Schwarzschild solution. As we see no reason
why any one of these choices should be better than the other two, we prefer to keep u¯ as a free parameter.
Other quantities that are interesting to calculate on the horizon are the surface gravity κ and Komar mass
MKomar with respect to the Killing vector ξ
a, as well as the electric and magnetic charges and potentials.
We find that these quantities are given by
κ =
∆
R2 (112)
MKomar = ∆ (113)
Qel = Q
r2+ − l2
r2+ + l
2
(114)
Qmag =
2Qlr+
r2+ + l
2
(115)
v = − Qr+
r2+ + l
2
(116)
u =
Ql
r2+ + l
2
(117)
We note that the surface gravity is constant over the event horizon and thus the zeroth law of thermodynamics
holds. Moreover the electric and magnetic potentials are constant as well. In fact the electromagnetic
charges and potentials take the exact same values as in the noncompactified case. For a discussion of
further thermodynamic properties, we refer the reader to the general framwork for distorted charged black
holes[27, 33]. Unfortunately, to our knowledge no such framework exists in the case of nonzero NUT charge,
but providing it here would be beyond the scope of this paper.
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workers u¯
Myers [3] 1
2
ln[2ϕβ(2)] + ln
[
Γ(1−β/2)
Γ(1+β/2)
]
Korotkin and Nicolai [4, 5] 1
2
ln[2ϕβ(2)] + βγ
Frolov and Frolov [6] 1
2
ln[2ϕβ(2)] + β ln(4pi)
TABLE I: The redshift parameter u¯ as used in previous studies of the compactified Schwarzschild solution.
C. Proper distance between black hole poles
A quantity that characterizes the off-horizon section of the symmetry axis is the proper spatial separation
between the poles of the black hole. It can be calculated as
Lsep = 2∆
∫ β−1
1
f−1dy, (118)
with f evaluated at x = 0. To get a general idea of how this quantity depends on the choice of charges
M , Q and l, we have held the quotients Q/M and l/M fixed at four different values and, with the redshift
parameter u¯ set to zero, plotted Lsep/L as a function of β (figure 2). Since Lsep depends nontrivially on
how one chooses u¯ to depend on β, our plot for the case Q = l = 0 looks different than the one given by
Frolov and Frolov [6]. In particular, in [6] Lsep tends to a finite value rather than zero as β → 1, which is
counter-intuitive since in that limit the polar points reach each other as the event horizon fills the whole
axis. Again, this is directly related to the behaviour of u¯ in the same limit. However, any choice of u¯ which
stays finite results in a vanishing Lsep as β → 1, just like for u¯ ≡ 0. To show the effect of different choices
of u¯, we have also plotted Lsep as a function of β for the different choices of u¯ collected in table I, with the
choice u¯ ≡ 0 again included for comparison (figure 3).
D. Large distance asymptotics
In the limit ρ→∞, our compactified black hole solution approaches an exact solution corresponding to the
field of a homogeneous line mass with electric as well as NUT line charge. This solution is obtained simply
by truncating all terms that fall off exponentially with ρ, which is easy to do given the fourier expansions
derived in subsection IVA. Explicitly,
ω¯ = u¯− 1
2
ln [2ϕβ(2)] + β ln
( ρ
2L
)
(119)
k = k∗ + β
2 ln
( ρ
∆
)
(120)
Ω =
4lz
L
+Ω′, (121)
so the spacetime metric for our compactified Reisser-Nordstro¨m-NUT solution, in the nonextremal case
∆ > 0, rapidly approaches
ds2 = −f2(dt+Ωdφ)2 + f−2
[
C˜2(ρ/ρ0)
2β2(dρ2 + dz2) + ρ2dφ2
]
, (122)
where
f2 =
(r+ − r−)2
[r−(ρ/ρ0)β − r+(ρ/ρ0)−β ]2 + l2 [(ρ/ρ0)β − (ρ/ρ0)−β ]2
(123)
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FIG. 2: Proper distance between black hole poles as a function of the parameter β, for u¯ ≡ 0
and four particular choices of the quotients Q/M and l/M .
As before, r± =M ±∆ with ∆ =
√
M2 + l2 −Q2, but we have here also introduced the constants
ρ0 =
[
2ϕβ(2) e
−2u¯
] 1
2β 2L (124)
C˜ =
[
ϕβ(2) e
2u¯
2
]− β
2
eβ
2+
∫
β
0
ln[ϕβ′(2)]dβ
′
. (125)
If we set both the electric charge Q and NUT charge l to zero, the function f2 simplifies to
f2 =
(
ρ
ρ0
)2β
, (126)
which shows that this is a special case of Levi-Civita’s static cylindrically symmetric vacuum solution. As
discussed for instance by Bic˘a´k et al. [29], the Levi-Civita metric contains two essential parameters m and
C and can be written in the standard form
ds2 = −ρˇ2mdtˇ2 + ρˇ2m(m−1)(dρˇ2 + dzˇ2) + 1C2 ρˇ
2(1−m)dφ2, (127)
where the coordinates tˇ, ρˇ and zˇ as well as the conicity parameter C in general carry dimension in a
nonstandard way. The conicity parameter can obviously be set to unity by rescaling the coordinate φ as
φ→ Cφ, but since we insist that φ be a periodic coordinate with the standard range φ ∈ [0, 2φ), the value of
C cannot be viewed as a coordinate choice. In fact, since we are dealing with a compactified spacetime for
which z is also a periodic coordinate with a fixed range, the general static cylindrically symmetric solution
– what one might call the compactified Levi-Civita solution – has instead three essential parameters, which
for instance can be taken to be our β, ρ0 and C˜, with β directly corresponding to m.
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FIG. 3: Proper distance between black hole poles as a function of the parameter β, for
Q = l = 0 and four different choices of the redshift parameter u¯, three of which being taken
from the previous studies of the compactified Schwarzschild solution.
Setting the electric charge Q to zero while having a non-vanishing NUT charge l makes it possible to
reexpress f2 as
f2 =
2∆
r+(ρ/ρ0)2β − r−(ρ/ρ0)−2β =
∆
l
1
cosh [2β ln (ρ/ρ1)]
, (128)
where (note that r− < 0 in this case)
ρ1 =
(
−r−
r+
)1
4β
ρ0. (129)
As should be expected, this vacuum solution is the “cylindrical analogue of NUT space” that was constructed
and studied by Nouri-Zonoz[32]. According to Nouri-Zonoz, the “gravitomagnetic charge per unit length” is
(up to sign) equal to the coefficient of z in the expression for Ω, i.e. in our case 4l/L. However, what we have
constructed here is the asymptotic field of a black hole with NUT charge l in a space with a compactified
dimension of (z-coordinate) length L, so we expect the NUT charge per unit z-length to be l/L. We believe
that the discrepancy of a factor of 4 is only a matter of definitions (i.e. Nouri-Zonoz’ “gravitomagnetic
charge” is four times NUT charge, when the latter is definied so that its value for the RNN metric (32) is l.
Setting l = 0 but keeping a non-zero electric charge Q, the general asymptotic solution (122) instead
becomes the cylindrically symmetric Einstein-Maxwell solution with a purely electric Maxwell field. This is
one of the solutions constructed and studied by Richterek et al. [30] as well as Miguelote et al. [31]. The
function f2 can in this case be written as
f2 =
∆2
Q2
1
sinh2[β ln (ρ/ρ2)]
, ρ2 =
(
r+
r−
)1
2β
ρ0. (130)
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Note that f2 diverges at a finite cylinder radius ρ = ρ2, indicating that there should be a curvature singularity
there. This is indeed the case, as noticed in [30, 31], but let us see this explicitly by calculating the
energy density of the electromagnetic field with respect to the unit timelike vector field ua = f−1ξa where
ξa = (∂/∂t)a, as before. The result, in the general case with all three charges M , Q and l arbitrary, is
µEM = u
aubTab =
1
2
uaubGab = 2
(
Q
C˜ρ0L
)2
(ρ/ρ0)
−2(1+β2)f4. (131)
Clearly µEM diverges at finite ρ exactly when f
2 does. However, the curvature singularity at ρ = ρ2
disappears as soon as a NUT charge l is turned on, since the denominator of the right hand side of eq. (123)
is then the sum of two squares which cannot vanish simultaneously. Of course, one can make the curvature
grow arbitrarily large close to ρ = ρ2 by choosing the quotient l/Q sufficiently small. This feature is not only
present in the asymptotic solution discussed here, but also in the full compactified RNN solution with the
z-dependent fourier terms turned back on. The reason for this is that the range of the function ω changes
from ω ∈ (−∞, 0) to ω ∈ (−∞,∞) when we compactify the spacetime by making the coordinate z periodic;
In both cases ω → −∞ occurs at the event horizon, i.e. at ρ = 0, |z| ≤ ∆, but ρ→∞ sends ω to +∞ rather
than zero in the compactified case. In particular, for Q 6= 0 = l, the compactified ω¯ will take on the positive
value
ω¯crit =
1
2
ln
(
r+
r−
)
, (132)
for which f2 diverges, as can be seen from eq. (41). Again, this gives a curvature singularity which however
is regularized by turning on a NUT charge l, however small. The difference, compared to the asymptotic
solution, is that the curvature singularity now occurs on some torus ρ = f(z) which is not a simple flat torus
ρ = constant. The asymptotic solution also has a curvature singularity on the axis ρ = 0 for β ∈ (0, 1),
but this is in contrast to the full compactified RNN solution which by construction is regular on that axis.
Another interesting feature related to the NUT parameter l is that although the spacetime metric (122) is
cylindrically symmetric in the sense that no physically measurable quantities depend on the z, this coordiate
still appears in the expression (121) for Ω. What is interesting is that if we demand that the metric be
explicitly periodic in z with period L, then the metric must be unchanged under Ω′ → Ω′ + 4nl for any
integer n. This is true, granted that t is periodic with period 8πl (just like for the non-compactified RNN
solution we started out with), since we can mimick the shift in Ω′ by letting t→ t+ 4nlφ.
Turning finally to the extremal case ∆ = 0, we must use ω =Mω¯/∆ instead of ω¯ before taking the limit
∆→ 0. The limit then gives
ω =
2M
L
[
u′ + γ + ln
( ρ
2L
)]
, u′ = lim
β→0
β−1u¯ (133)
k = 0 (134)
Ω =
4lz
L
+Ω′, (135)
so the asymptotic spacetime metric is in this case
ds2 = −f2(dt+Ωdφ)2 + f−2 (dρ2 + dz2 + ρ2dφ2) , (136)
with, using eq. (47),
f2 =
1[
1− 2M
L
ln(ρ/ρ3)
]2
+
[
2l
L
ln(ρ/ρ3)
]2 , ρ3 = 2Le−u′−γ . (137)
Just like in the nonextremal case, this asymptotic solution fails to be asymptotically flat, albeit in a weaker
manner. Also, the discussion concerning the curvature singularity at finite ρ applies here as well. In
particular, from eq. (47) it follows that if l = 0, the asymptotic solution has a curvature singularity at
ρ = ρ3e
L/(2M), but the singularity is removed when the NUT charge l is turned back on.
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V. CONCLUSIONS
Having constructed and analyzed what we consider to be the natural periodic analogue of the Reissner-
Nordstro¨m-NUT solution, a question that naturally arises is whether or not any given asymptotically flat
black hole has a periodic analogue and, if so, whether or not the periodic analogue is unique, given the period
L of the compactified coordinate. By identifying the target space geodesic that the non-compactified solution
defines and assuming that the very same geodesic should be used for the compactified version, we have found
that the problem essentially reduces to finding the appropriate axisymmetric solution to the Laplace equation
in flat space, just as in the Schwarzschild case. There is thus a simple superposition principle at play, which
makes compactification tractable when Weyl coordinates are used. However, the low dimension requires a
regularization procedure which introduces a one-parameter ambiguity as there is no obvious way to fix the
freedom to add an arbitrary constant to the solution to the Laplace equation. In all previous works on the
periodic Schwarzschild solution, this constant – the redshift parameter – was always fixed at an early stage
and without any physical motivation for the specific choice made. As we have seen there are three different
choices in the existing papers on the subject, which we take as support for instead keeping the parameter
free, or at least fixing it at a later stage from physical considerations. One way of fixing it would be to
require that a set of relations that hold for horizon quantities (for instance the relation between the horizon
area and the black hole charges) should remain the same after compactification. If one could motivate why
this should be the case, our method would give a neat one-to-one correspondance between standard and
periodic Reissner-Nordstro¨m-NUT black holes. Of course, we have not given any proof that our method
is correct, in some suitably defined sense. One could perhaps argue that it is not, based on the fact that
our solution family has a curvature singularity surrounding the horizon in the case of electric but no NUT
charge. However, we see no way of avoiding such a singularity. Indeed, the singularity in question is actually
a general feature not just for our full solution with a nontrivial dependence on the periodic coordinate,
but also for the cylindrically symmetric solution that is approached for large cylinder radii. Since there
simply is no other cylindrically symmetric solution available that could work as an asymptotic solution
for a compactified Reissner-Nordstro¨m black hole, it seems at least likely that the exponentially decaying
corrections to the asymptotic solution cannot smooth out the singularity.
One can think of several ways to extend our work while staying in four dimensions. One way would be to
include a dilaton field with arbitrary coupling parameter. This would be straightforward to do, as our method
would still be applicable with the dilaton simply entering as an extra target space coordinate. It would be
interesting to see whether the inclusion of a dilaton could prevent the above-mentioned singularity from
occuring. A general framework for distorted charged dilaton black holes has been provided by Yazadjiev[33].
It would be even more interesting if the periodic analogue of the Kerr solution could be constructed. Some
indications of how this could be done were given in [5], but no explicit formulae were given there, except for
a few first steps. Since the noncompactifed Kerr solution traces out a target space two-surface rather than a
geodesic, it would no longer be possible to linearize the problem and thus more sophisticated methods, such
as Ba¨cklund transformations, are needed.
It would of course be even more interesting if our work could give some insights into how things work
in higher dimensions. Consider the Einstein-Maxwell equations for a static (d + 1)-dimensional spacetime.
Dimensionally reducing with respect to the static Killing vector, one arrives at Einstein gravity in d euclidean
dimensions, coupled to a two-dimensional (three-dimensional if a dilaton is included) sigma model. One
question one could ask is whether or not the target space geodesic that the (d + 1)-dimensional Reissner-
Nordstro¨m solution corresponds to would also be traced out when the solution is compactified on a circle.
The work of Harmark and Obers actually suggests that this could be the case, as their ansatz is such that
the target space coordinates are functionally dependent, thus corresponding to geodesic solutions. This does
not mean that it would be easy to make analytical progress for d > 3, but nevertheless it could give a
coordinate invariant way of thinking about the ansatz of these authors which in turn could lead to a deeper
understanding of the general problem. It would be very interesting to investigate this matter further.
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