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Abstract. We consider the formal prolate spheroid differential operator
on a finite symmetric interval and describe all its self-adjoint boundary
conditions. Only one of these boundary conditions corresponds to a self-
adjoint differential operator which commute with the Fourier operator
truncated on the considered finite symmetric interval.
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Hereinafter, 〈 . , . 〉 means the standard scalar product in the Hilbert
space L2([−a, a]):
〈u, v〉 =
∫
[−a,a]
u(t)v(t) dt, ∀u, v ∈ L2([−a, a]).
1. Introduction.
The study of the spectral theory of the Fourier operator restricted on a finite
symmetric interval [−a, a]:
(FEx)(t) =
1√
2pi
a∫
−a
eitξx(ξ) dξ, t ∈ E, E = [−a, a],
FE : L
2(E)→ L2(E) , (1.1)
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is closely related to study of the differential operator generated by the differ-
ential expression (or formal differential operator) L:
(Lx)(t) = −d
dt
((
1− t
2
a2
)
dx(t)
dt
)
+ t2x(t) . (1.2)
The relationship between the spectral theory of the integral operator F∗EFE ,
E = [−a, a], and a differential operator generated by the differential ex-
pression L was discovered in the series of remarkable papers [SlPo], [LaP1],
[LaP2], where this relationship has been ingeniously used for developing the
spectral theory of the operator F∗EFE . (See also [Sl2], [Sl3].) Actually the rea-
soning of [SlPo], [LaP1], [LaP2] can be easily applied to the spectral theory
of the operator FE itself.
It is a certain system of eigenfunctions related to the differential ex-
pression L which was used in [SlPo], [LaP1], [LaP2]. These eigenfunctions
are known as prolate spheroidal wave functions. The prolate spheroidal wave
functions themselves were used much before the series of the papers [SlPo],
[LaP1], [LaP2] was published. These functions naturally appear by separa-
tion of variables for the Laplace equation in spheroidal coordinates. However
it was the works [SlPo], [LaP1], [LaP2] where the prolate functions were first
used for solving the spectral problem related to the Fourier analysis on a
finite symmetric interval. Until now, there is no clear understanding why the
approach used in [SlPo], [LaP1], [LaP2] works. This is a lucky accident which
still waits for its explanation. (See [Sl3].)
Actually eigenfunctions are related not to the the differential expression
itself but to a certain differential operator. This differential operator is gen-
erated not only by the differential expression but also by certain boundary
conditions. In the case E = (−∞,∞), the differential operator generated by
the differential expression − d2dt2 + t2 on the class smooth finite functions (or
the class of smooth fast decaying functions) is essentially self-adjoint: the clo-
sure of this operator is a self-adjoint operator. Thus in the case E = (−∞,∞)
there is no need to discuss the boundary condition.
In contrast to the case E = (−∞,∞), in the case E = [−a, a], 0 < a <
∞, the minimal differential operator related to the formal differential opera-
tor −d
dt
(
1 − t
2
a2
d
dt
)
+ t2 is symmetric but is not self-adjoint. This minimal
operator admits the family of self-adjoint extensions. Each of this self-adjoint
extensions is described by a certain boundary conditions at the end points of
the interval [−a, a]. The set of all such extensions can be parameterized by
the set of all 2× 2 unitary matrices.
It turns out that only one of these extensions commutes with the trun-
cated Fourier operator FE , E = [−a, a]. To our best knowledge, until now
no attention was paid to this aspect. In the present paper, we investigate the
question which extensions of the minimal differential operator generated by
L, (1.2), commute with FE , E = [−a, a].
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The formal operator L is of the form
L =M +Q, (1.3a)
where
(Mx)(t) = −d
dt
((
1− t
2
a2
)
dx(t)
dt
)
, (1.3b)
(Qx)(t) = t2x(t). (1.3c)
The operator L is said to be the prolate spheroid differential operator.
The operator M is said to be the Legendre differential operator.
The operatorQ is a bounded self-adjoint operator in L2([−a, a]). There-
fore the operators L and M are "equivalent" from the viewpoint of the ex-
tension theory: if one of these operators is self-adjoint on some domain of
definition D, then the other is self-adjoint on D as well.
2. Analysis of solutions of the equation Mx = λx near
singular points.
For the differential equation
− d
dt
((
1− t
2
a2
)dx(t)
dt
)
= λx(t), t ∈ C, (2.1)
considered in complex plane, the points −a and a are the regular singular
point. Let us investigate the asymptotic behavior of solutions of the equation
(2.1) near these points. (Actually we need to know this behavior only for real
t ∈ (−a, a) only, but it is much easier to investigate this question using some
knowledge from the analytic theory of differential equation.) Concerning the
analytic theory of differential equation see [Sm, Chapter 5].
Let us outline an analysis of solution of the equation near the point
t = −a. Change of variable
t = −a+ s, x(−a+ s) = y(s)
reduces the equation (2.1) to the form
s
d2y(s)
ds2
+ f(s)
dy(s)
ds
+ g(s, λ)y(s) = 0 , (2.2)
where f(s) and g(s) are functions holomorphic within the disc |s| < 2a,
moreover f(0) = 1:
f(s) = 1 +
∞∑
k=1
fks
k, g(s, λ) =
∞∑
k=0
gk(λ)s
k . (2.3)
An explicit calculation with power series gives:
f1 = − 1
2a
; g0 =
λa
2
, g1 =
λ
4
. (2.4)
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Now we turn to the analytic theory of differential equations. The results of
this theory which we need are presented for example in [Sm, Chapter 5], see
especially section 98 there. We seek the solution of the equation (2.2)-(2.3)
in the form
y(s) = sρ
∞∑
k=0
cks
k .
Substituting this expression to the left-hand side of the equation (2.2)-(2.3)
and equating the coefficients, we obtain the equations for the determination
of ρ and ck. In particular, the equation corresponding to the power s
ρ−1 is
of the form:
c0 ρ
2 = 0 .
The coefficient c0 plays the role of a normalizing constant, and we may take
c0 = 1 . (2.5)
Equation for ρ, the so called characteristic equation, is of the form
ρ2 = 0. (2.6)
This equation has the root ρ = 0 and this root is of multiplicity two. Accord-
ing to general theory, the equation (2.2)-(2.3) has two solutions y1(s) and
y2(s) possessing the properties:
The solution y1(s) is a function holomorphic is the disc |s| < 2a satis-
fying the normalizing condition y1(0) = 1. The solution y2(s) is of the form
y2(s) = y1(s) ln s + z(s), where z(s) is a function holomorphic in the disc
|s| < 2a and satisfying the condition z(0) = 0. Returning to the variable
t = −a+ s, we get the following result:
Lemma 2.1. Let M be the differential expression defined by (1.3b), and λ ∈ C
be arbitrary fixed.
1. There exist two solutions x−1 (t, λ) and x
−
2 (t, λ) of the equation Mx(t) =
λx(t) possessing the properties:
(a) The function x−1 (t, λ) is holomorphic in the disc |t+ a| < 2a, and
satisfies the normalizing condition x−1 (−a, λ) = 1 ;
(b) The function x−2 (t, λ) is of the form
x−2 (t, λ) = x
−
1 (t, λ) ln (t+ a) + w
−(t, λ),
where the function w−(t, λ) is holomorphic in the disc |t+ a| < 2a
and satisfies the condition w−(−a, λ) = 0 .
2. There exist two solutions x+1 (t, λ) and x
+
2 (t, λ) of the equation Mx(t) =
λx(t) possessing the properties:
(a) The function x+1 (t, λ) is holomorphic in the disc |t− a| < 2a, and
satisfy the normalizing condition x+1 (a, λ) = 1 ;
(b) The function x+2 (t, λ) is of the form
x+2 (t, λ) = x
+
1 (t, λ) ln (a− t) + w+(t, λ),
where the function w+(t, λ) is holomorphic in the disc |t+ a| < 2a
and satisfy the condition w+(a, λ) = 0 .
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For a fixed λ, the solutions x−1 (t, λ). x
−
2 (t, λ) are linearly independent.
Therefore arbitrary solution x(t, λ) of the equation (2.1) can be expanded
into a linear combination
x(t, λ) = c−1 x
−
1 (t, λ) + c
−
2 x
−
2 (t, λ). (2.7a)
The solutions x+1 (t, λ), x
+
2 (t, λ) also are linearly independent, and the solution
x(t, λ) can be also expanded into the other linear combination
x(t, λ) = c+1 x
+
1 (t, λ) + c
+
2 x
+
2 (t, λ). (2.7b)
Here c±1 , c
±
2 are constants (with respect to t). The solution x
−
1 (t, λ) is bounded
and the solution x−2 (t, λ) grows logarithmically as t → − a. Therefore the
solution x(t, λ) is square integrable near the point t = −a. For the same
reason, the the solution x(t, λ) is square integrable near the point t = a.
Thus we prove the following result.
Lemma 2.2. Given λ ∈ C, then every solution x(t, λ) of the equation (2.1) is
square integrable:
a∫
−a
∣∣x(t, λ)∣∣2 dt <∞ . (2.8)
3. Maximal and minimal differential operators generated by the
differential expression M .
Various differential operators may be related to the differential expression
M = −d
dt
(
1− t
2
a2
)
d
dt
. (3.1)
Such operators are determined by boundary conditions which are posed on
functions from their domains of definition.
Definition 3.1. The set A is the set of complex-valued functions x(t) defined
on the open interval (−a, a) and satisfying the following conditions:
1. The derivative
dx(t)
dt
of the function x(t) exists at every point t of the
interval (−a, a);
2. The function
dx(t)
dt
is absolutely continuous on every compact subinter-
val of the interval (−a, a);
Definition 3.2. The differential operatorMmax is defined as follows:
1. The domain of definition DMmaxof the operator Mmax is:
DMmax = {x : x(t) ∈ L2((−a, a)) ∩A and (Mx)(t) ∈ L2((−a, a))}, (3.2a)
where (Mx)(t) is defined 1by (1.3b).
2. The action of the operator Mmax is:
M
max
x =Mx , ∀x ∈ DMmax (3.2b)
6 Victor Katsnelson
The operatorMmax is said to be the maximal differential operator generated
by the differential expression M .
Definition 3.3. The set A˚ is the set of complex-valued functions x(t) defined
on the open interval (−a, a) and satisfied the following conditions:
1. The function (x)(t) belongs to the set A defined above;
2. The support suppx of the function x(t) is a compact subset of the open
interval (−a, a): (suppx)⋐ (−a, a).
The minimal differential operator M
min
is a restriction of the maximal
differential operatorM
max
on the set of functions which is some sense vanish
at the endpoint of the interval (−a, a). The precise definition is presented
below.
Definition 3.4. The operator the M˚ is the restriction of the operator M
max
on the set A˚ compactly supported in (−a, a) functions from A:
DM˚ = DMmax∩ A˚ , M˚ ⊂Mmax . (3.3a)
The operator M
min
is the closure 2of the operator M˚:
M
min
= clos
(M˚ ) . (3.3b)
The operatorMmin is said to be the minimal differential operator generated
by the differential expression M .
Theorem 3.5.
1. The operator M
min
is symmetric:
〈M
min
x, y〉 = 〈x,M
min
y〉 , ∀x, y ∈ D
Lmin
;
In other words, the operator M
min
is contained in its adjoint:
M
min
⊆ (M
min
)∗ ; (3.4)
2. The operators M
min
and M
max
are mutually adjoint:
(M
min
)∗ =M
max
, (M
max
)∗ =M
min
. (3.5)
Proof. The proof of this theorem can be found in [HuPy, 10.4.7-10.4.11]. 
4. The boundary linear forms related to the Legendre
operator M .
We use the notations
p(t) = 1− t
2
a2
, −a < t < a.
In this notation, the formal differential operator M introduced in (3.1) is:
(Mx)(t) = − d
dt
(
p(t)
dx(t)
dt
)
, −a < t < a .
1Since x ∈ A, the expression (Mx)(t) is well defined.
2Since the operator M˚ is symmetric and densely defined, it is closable.
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For every x, y ∈ A,
(Mx)(t) y(t) − x(t) (My)(t) = d
dt
[x, y](t), −a < t < a ,
where
[x, y](t) = −p(t)
(
dx(t
dt
y(t)− x(t)dy(t
dt
)
, −a < t < a, (4.1)
Therefore, for every x, y ∈ A and for every α, β : −a < α < β < a,
β∫
α
(
(Mx)(t) y(t)− x(t) (My)(t)
)
dt = [x, y](β)− [x, y](α) . (4.2)
Lemma 4.1. For each x, y ∈ DMmax , there exist the limits
[x, y]−a
def
= lim
α→−a+0
[x, y](α), [x, y]a
def
= lim
β→a−0
[x, y](β) , (4.3)
where the expression [x, y](t) is defined in (4.1).
Proof. Since the functions x(t), y(t), (Mx)(t), (My)(t) belong to L2((−a, a)),
then
a∫
−a
∣∣∣(Mx)(t) y(t) − x(t) (My)(t)∣∣∣ dt <∞. Therefore the limit
lim
α→−a+0
β→ a−0
β∫
α
(
(Mx)(t) y(t) − x(t) (My)(t)
)
dt =
b∫
a
(
(Mx)(t) y(t) − x(t) (My)(t)
)
dt (4.4)
exists. Comparing (4.4) with (4.2), we conclude that the limits in (4.3) exist.

Concerning Lemma 4.1 and related results see [HuPy, 10.4.12-10.4.13].
Lemma 4.2. The expressions [x, y]−a and [x, y]
a, which were introduced by
(4.1) and (4.3), are well defined for x ∈ DMmax , y ∈ DMmax . Considered as
functions of x, y ∈ DMmax , they are sesquilinear forms. The forms [x, y]−a
and [x, y]a are skew-hermitian:
[x, y]−a = −[y, x]−a, [x, y]a = −[y, x]a, ∀x, y ∈ DMmax . (4.5)
Definition 4.3. The forms [x, y]−a and [x, y]
a are said to be the end point
sesquilinear forms related to the differential operator M .
Theorem 4.4. For every x ∈ DMmax , y ∈ DMmax, the equality
〈Mmax x, y〉 − 〈x,Mmax y〉 = [x, y]a − [x, y]−a (4.6)
holds, where [x, y]−a, [x, y]
a are the end point forms related to the differential
operator M .
Proof. The equality (4.6) is a consequence of the equalities (4.4), (4.2) and
(4.3). 
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5. The deficiency indices of the operator Mmin.
In 1930 John von Neumann, [Neu], has found a criterion for the existence of
a self-adjoint extension of a symmetric operator A and has described all such
extensions. This criterion is formulated in terms of deficiency indices of the
symmetric operator.
Definition 5.1. Let A be an operator in a Hilbert space H. We assume that the
domain of definition DA is dense in H and that the operator A is symmetric,
that is
〈Ax, y〉 = 〈x,Ay〉, ∀x, y ∈ DA . (5.1)
For λ ∈ C, consider the orthogonal complement
Nλ = H⊖ (A− λI)DA , (5.2)
of the subspace (A− λI)DA, or, what is equivalent,
Nλ = {x ∈ DA∗ : A∗x = λx} , (5.3)
where A∗ is the operator adjoint to the operator A, DA∗ is the domain of
definition of A∗.
The subspace Nλ is said to be the deficiency subspace of the operator A
corresponding to the value λ.
Remark 5.2. The equality (5.1) implies that DA ⊆ DA∗ . So the factor space
DA∗/DA is defined.
Theorem (von Neumann). Let A be an operator in the Hilbert space H. We
assume that the domain of definition DA is dense in H and that the operator
A is symmetric. Then
1. The dimension dimNλ is constant in the upper half-plane and in the
lower half-plane:
dimNλ = n+ , ∀λ : Imλ > 0, (5.4a)
dimNλ = n− , ∀λ : Imλ < 0 , (5.4b)
each of n+, n− may be either non-negative integer or +∞. The numbers
n+ and n− are said to be the deficiency indices of the operator A.
2. For the dimension of the factor space DA∗/DA the equality
dim(DA∗/DA) = n+ + n− (5.5)
holds.
Theorem (von Neumann). Let A be a densely defined symmetric operator
and n+, n− are its deficiency indices. Then
1. The operator A is self-adjoint if and only if n+ = n− = 0.
2. The operator A admits self-adjoint extensions if and only if its deficiency
indices are equal:
n+ = n− . (5.6)
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3. Assume that the deficiency indices of the operator A are equal and non-
zero: 0 < n+ = n− ≤ ∞. Choose a pair of non-real conjugated complex
numbers, for example λ = i, λ = −i. The set of all self-adjoint ex-
tensions of the operator A is in one-to-one correspondence with the set
of all unitary operators acting from the deficiency subspace Ni into the
deficiency subspace N−i.
We apply the von Neumann Theorem to the situation where the oper-
ator Mmin is taken as the operator A. Then the equation
A∗x = λx
takes the form
Mmaxx = λx .
This is the differential equation
− d
dt
(
1− t
2
a2
)
dx(t)
dt
= λx(t), t ∈ (−a, a), (5.7)
under the extra condition x(t) ∈ L2(−a, a). In particular, the dimension of
the deficiency space Nλ coincides with the dimension of the linear space of
the set of solutions of the equation (5.7) belongings to L2(−a, a). According
to Lemma 2.2, every solution of the equation (5.7) belongs to L2(−a, a). Thus
we prove the following
Lemma 5.3. For the operator Mmin, the deficiency indices are:
n+(Mmin) = 2, n−(Mmin) = 2 . (5.8)
Thus, the operator Mmin is symmetric, but not self-adjoint, and the
set of all its self-adjoint extensions can by parameterized by the set of all
unitary operators acting from the two-dimensional deficiency subspace Ni
into the two-dimensional deficiency subspace N−i. However we use another
parametrization.
6. Self-adjoint extensions of operators and self-orthogonal
subspaces.
J. von Neumann, [Neu], reduced the construction of a self-adjoint extension
for a symmetric operator A0 to an equivalent problem of construction of an
unitary extension of an appropriate isometric operator - the Caley transform
of this symmetric operator. This approach was also developed by M. Stone,
[St], and then used by many others.
In some situations, it is much more convenient to use the construction
of extensions based on the so called boundary forms. The usage of such con-
struction is especially convenient for differential operators. The first version
of the extension theory based on abstract symmetric boundary conditions was
developed by J.W.Calkin, [Cal]. Afterwards, various versions of the extension
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theory of symmetric operators were developed in terms of abstract bound-
ary conditions. The problem of the descriptions of extensions of symmetric
relations was also considered. See [RoB], [Koch], [Br].
Let A be a symmetric operator acting in a Hilbert space H. We assume
that the domain of definition DA of the operator A is dense in H and that the
operator A is closed. Since A is symmetric and densely defined, the adjoint
operator A∗ exists, and A ⊆ A∗, that is DA ⊆ DA∗ , Ax = A∗x, ∀x ∈ DA.
Since A is closed, the equality (A∗)∗ = A holds.
We relate the form Ω to the operator A:
Ω(x, y) =
〈A∗x, y〉 − 〈x,A∗y〉
i
, Ω : DA∗ ×DA∗ → C . (6.1a)
The form Ω is hermitian:
Ω(x, y) = Ω(y, x), ∀x, y ∈ DA∗ , (6.1b)
and possesses the property
Ω(x, y) = 0, ∀x ∈ DA∗ , y ∈ DA . (6.1c)
This property allows to consider the form Ω as a form on the factor-space E :
E = DA∗
/DA . (6.2)
We use the same notation for the form induced on the factor space E :
Ω(x, y) =
〈A∗x, y〉 − 〈x,A∗y〉
i
, Ω : E × E → C . (6.3)
Definition 6.1. The form Ω, (6.1), is said to be the boundary form. The factor
space E is said to be the boundary space.
According to von Neumann Theorem,
dim E = n+ + n− , (6.4)
where n+ and n− are deficiency indices of the operator A.
Lemma 6.2. The form Ω is not degenerate on E. In other words, for each
non-zero x ∈ E, there exists y ∈ E such that Ω(x, y) 6= 0 .
Proof. Let x ∈ DA∗ be given. We assume that Ω(x, y) = 0, ∀ y ∈ DA∗ .
This means that 〈x,A∗y〉 = 〈A∗x, y〉, ∀ y ∈ DA∗ . The last equality means
that x ∈ D(A∗)∗ and A∗x = (A∗)∗x. Since (A∗)∗ = A, we conclude that
x ∈ DA. 
The definitions of the boundary form and the boundary space can be
found in [Str, §1].
Let S be a subspace of the factor space E :
S ⊆ E . (6.5a)
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We identify S with its preimage with respect to the factor-mapping DA∗ →
DA∗
/DA (= E) and use the same notation S for a subspace in E and for its
preimage in DA:
DA ⊆ S ⊆ DA∗ . (6.5b)
To every S satisfying (6.5b), an extension of the operator A is related. We
denote this extension by AS :
DAS = S , AS x = A∗ x, ∀x ∈ S.
The operator (AS)
∗, which is the operator adjoint to the the operator AS , is
related to the subspace S⊥Ω :
(AS)
∗ = AS⊥Ω , (6.6)
where S⊥Ω is the orthogonal complement of the subspace S with respect to
the hermitiam form Ω:
S⊥Ω = {x ∈ E : Ω(x, y) = 0 ∀ y ∈ S} . (6.7)
In particular the following result holds:
Lemma 6.3. The extension AS of the symmetric operator A is a self-adjoint
operator: AS = (AS)
∗, if and only if the subspace S which appears in (6.5b)
possesses the property:
S = S⊥Ω . (6.8)
Definition 6.4. The subspace S of the boundary space E is said to be Ω-self-
orthogonal if it possess the property (6.8).
Thus, the problem of description of all self-adjoint extension of a sym-
metric operator A0 can be reformulate as the problem of description of sub-
spaces of the space E, (6.2), which are self-orthogonal with respect to the
(non-degenerated) form Ω, (6.3).
It turns out that self-orthogonal subspaces exist if and only if the form Ω,
(6.3), has equal numbers of positive and negative squares. (Which conditions
is equivalent to the condition n+ = n−.)
7. Self-adjoint extensions of symmetric differential operators.
The description of self-adjoint extensions of a symmetric operator A becomes
especially transparent in the case when this symmetric operator is a formally
self-adjoint ordinary differential operator, regular or singular. In this case
the boundary form Ω, (6.1a), can be expressed in term of the endpoint forms
[x, y]−a and [x, y]a, which were introduced in section 4. See Definition 4.3.
This justifies the terminology introduced in Definition 6.1.
We illustrate the situation as applied to the case where the symmetric
operator A is the minimal differential operator Mmin generated by the for-
mal Legendre differential operator M . Then the adjoint operator A∗ is the
maximal differential operator Mmax (See Definitions 3.4 and 3.2.)
The problem of description of self-adjoint differential operators gener-
ated by a given formal differential operator has the long history. See, for
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example, [Kr], [Nai, Chapter 5]. The book of [DuSch] is the storage of wis-
dom in various aspects of the operator theory, in particular is self-adjoint
ordinary differential operators. See especially Chapter XIII of [DuSch].
We could incorporate this issue to one or another existing abstract
scheme. However to adopt our question to such a scheme one need to agree
the notation, the terminology, etc. This auxiliary work may obscure the pre-
sentation. To make the presentation more transparent, we prefer to act inde-
pendently on the existing general considerations.
Let us consider the boundary form ΩM , constructed from the operator
A =Mmin according to (6.1a). Using Theorem 3.5 we conclude that
ΩM (x, y) =
〈M
max
x, y〉 − 〈x,Mmax y〉
i
, ∀x, y ∈ DMmax . (7.1)
The appropriate boundary space EM is:
EM = DMmax
/DMmin . (7.2)
According to (6.4) and Lemma 5.3,
dim EM = 4 . (7.3)
By Theorem 4.4, the boundary form ΩM can be expressed in the term of the
end point forms [x, y]−a, [x, y]
a:
ΩM (x, y) =
[x, y]a − [x, y]−a
i
, ∀x, y ∈ DMmax . (7.4)
To make calculation explicit, we choose a special basis in the space EM . The
asymptotic behavior of solutions of the equation Lx = 0 near the endpoints
of the interval (−a, a), described in Lemma 2.1, prompts us the choice of such
a basis.
Let us choose and fix smooth real valued functions ϕ−(t), ψ−(t), ϕ+(t),
ψ+(t) defined on the interval (−a, a) such that
ϕ−(t) = 1, −a < t < −a/2, ϕ−(t) = 0, a/2 < t < a ,
(7.5a)
ψ−(t) = ln(a+ t), −a < t < −a/2, ψ−(t) = 0, a/2 < t < a ,
(7.5b)
ϕ+(t) = 0, −a < t < −a/2 , ϕ+(t) = 1, a/2 < t < a ,
(7.5c)
ψ+(t) = 0, −a < t < −a/2 , ψ+(t) = ln(a− t), a/2 < t < a .
(7.5d)
It is clear that
ϕ− ∈ DMmax , ψ− ∈ DMmax , ϕ+ ∈ DMmax , ψ+ ∈ DMmax . (7.6)
The next calculations are based on the representation (7.4). Since the
end point forms [x, y]−a, [x, y]
a are skew-hermitian, then ΩM (χ, χ) = 0 for
each real valued function χ ∈ DMmax . In particular,
ΩM (χ, χ) = 0, if χ is one of the functions ϕ−, ψ−, ϕ+, ψ+ . (7.7a)
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It is clear that
ΩM (χ−, χ+) = 0, if χ± is one of the functions ϕ±, ψ± . (7.7b)
Direct calculation shows that
ΩM (ϕ−, ψ−) =
2i
a
, ΩM (ϕ+, ψ+) = −2i
a
. (7.7c)
Thus, the Gram matrix (with respect to the hermitian form ΩM ) of the
vectors ϕ−, ψ−, ϕ+, ψ+ is:
a
2
·


ΩM (ϕ−, ϕ−) ΩM (ϕ−, ψ−) ΩM (ϕ−, ϕ+) ΩM (ϕ−, ψ+)
ΩM (ψ−, ϕ−) ΩM (ψ−, ψ−) ΩM (ψ−, ϕ+) ΩM (ψ−, ψ+)
ΩM (ϕ+, ϕ−) ΩM (ϕ+, ψ−) ΩM (ϕ+, ϕ+) ΩM (ϕ+, ψ+)
ΩM (ψ+, ϕ−) ΩM (ψ+, ψ−) ΩM (ψ+, ϕ+) ΩM (ψ+, ψ+)

 = J, (7.8)
where
J =


0 i 0 0
−i 0 0 0
0 0 0 i
0 0 −i 0

 . (7.9)
The rank of the Gram matrix is is equal to the dimension of the space EM :
rankJ = dim EM (= 4) . (7.10)
Lemma 7.1. The functions ϕ−, ψ−, ϕ+, ψ+ generate the boundary space EM .
Proof. Lemma (7.1) is a consequence of (7.6) and of the equality (7.10). 
Lemma 7.2. The domain of definition DMmin of the minimal differential op-
erator Mmin can be characterized by means of the conditions:
DMmin =
{
x(t) ∈ DMmax :
ΩM (x, ϕ−) = 0, ΩM (x, ψ−) = 0, ΩM (x, ϕ+) = 0, ΩM (x, ψ+) = 0
}
.
(7.11)
Proof. According to Lemma 7.1, from (7.11) it follows that ΩM (x, y) =
0, ∀ y ∈ Mmax. Now we refer to Lemma 6.2 and to Theorem 3.5 taking
the operator Mmin as the operator A. 
Lemma 7.3. Let ΩM be a bilinear form in the boundary space E defined by
(7.1), and J be the matrix (7.9).
The vector x1 = α1−ϕ−+β
1
−ψ−+α
1
+ϕ++β
1
+ψ+ ∈ EL is ΩM -orthogonal
to the vector x2 = α2−ϕ− + β
2
−ψ− + α
2
+ϕ+ + β
2
+ψ+ ∈ EL, that is
ΩM (x
1, x2) = 0, (7.12a)
if and only if the vector-row vx1 = [α
1
−, β
1
−, α
1
+, β
1
+] ∈ V is J-orthogonal to
the vector-row vx2 = [α
2
−, β
2
−, α
2
+, β
2
+] ∈ V, that is
vx1J v
∗
x2 = 0 , (7.12b)
where V is the space C4 of vector-rows equipped by the standard hermitian
metric, and the star ∗ is the Hermitian conjugation.
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Thus, the problem of description of self-adjoint extensions of the opera-
torMmin is equivalent to the problem of description of ΩM -self-orthogonal 3
subspaces in E , which in its turn is equivalent to the problem of description
of J-self-orthogonal subspaces in C4. The last problem is a problem of the
indefinite linear algebra and admits an explicit solutions. We set
P+ =
1
2
(I + J), P− =
1
2
(I − J) , (7.13a)
More explicitly,
P+ =
1
2


1 i 0 0
−i 1 0 0
0 0 1 i
0 0 −i 1

 , P− = 12


1 −i 0 0
i 1 0 0
0 0 1 −i
0 0 i 1

 . (7.13b)
The matrix J , (7.9), possesses the properties
J = J∗, J2 = I.
Therefore the matrices P+, P−, (7.13a), possess the properties
P 2+ = P+, P
2
− = P−, P+ = P
∗
+ , P− = P
∗
− , (7.14)
P+P− = 0, P+ + P− = I . (7.15)
In other words, the matrices P+, P− are orthogonal projector matrices. These
matrices project the space V onto subspaces V+ and V−:
V+ = VP+, V− = VP− . (7.16)
These subspaces are orthogonally complementary:
V+ ⊕ V− = V . (7.17)
The vector rows
e1+ = [1, i, 0, 0], e
2
+ = [0, 0, 1, i] (7.18a)
and
e1− = [1,−i, 0, 0], e2− = [0, 0, 1,−i] (7.18b)
form orthogonal 4 bases in V+ and V− respectively.
It turns out that J-self-orthogonal subspaces of the space V are in one-
to-one correspondence with unitary operators acting from V+ onto V−.
Definition 7.4. Let U be an unitary operator acting from V+ onto V−. As the
vector-row v runs over the whole subspace V+, the vector v + vU runs over
a subspace of the space V . This subspace is denoted by SU :
SU =
{
v + vU
}
, where v runs over the whole V+ . (7.19)
3As soon as the notion of J-orthogonality of two vectors is introduced, (7.12b), the notions
of J-orthogonal complement and J-self-orthogonal subspaces can be introduced as well.
4 In the standard scalar product on V = C4.
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Lemma 7.5.
1. Let U be an unitary operator acting from V+ onto V−. Then the subspace
SU is J-self-orthogonal, that is
SU = S⊥JU .
2. Every J-self-orthogonal subspace S of the space V is of the form SU :
S = SU
for some unitary operator U : V+ → V−.
3. The correspondence between J-self-orthogonal subspaces and unitary op-
erators acting from V+ onto V− is one-to-one;
(U1 = U2)⇔ (SU1 = SU2) .
Proof.
1. The mapping v → v+Uv is one-to-one mapping from V+ onto SU . Indeed,
this mapping is surjective by definition of the subspace SU . This mapping
is also injective. The equality v + Uv = 0 implies that v = Uv = 0 since 5
v⊥Uv. In particular, dimSU = dimV+ (= 2).
If v1 and v2 are two arbitrary vectors from V+, then the vectors w1 =
v1 + v1U and w2 = v2 + v2U are J-orthogonal: w1Jw
∗
2 = 0. Indeed, since
J = P+ − P− and vk = vkP+, vkU = vkUP− , k = 1, 2, then, using the
properties (7.14) of P+ and P−, we obtain
w1Jw
∗
2 = (v
1P+ + v
1UP−)(P+ − P−)(P ∗+v∗2 + P ∗−U∗v∗2) =
= v1v
∗
2 − v1UU∗v∗2 .
Since the unitary operator U preserves the scalar product, then v1v
∗
2 =
v1UU
∗v∗2 , hence w1Jw
∗
2 = 0. Thus, SU ⊆ (SU )⊥J . (The symbol ⊥J means
J-orthogonal complement.) Since the Hermitian form (v1, v2)→ v1Jv∗2 is non-
degenerate on V , then dim(S⊥JU ) = dimV−dimSU . Because dimV−dimSU =
dimSU , we have dimSU = dim(S⊥JU ). Hence, SU = (SU )⊥J , i.e. the subspace
SU is J-self-orthogonal.
2. Let S be a J-self-orthogonal subspace. If
v ∈ S, v = v1 + v2, v1 ∈ V+ , v2 ∈ V−,
then the condition v⊥Jv = 0, that is the condition vJv∗ = 0 means that
v1v
∗
1 = v2v
∗
2 . Therefore, if v1 = 0, then also v = 0. This means that the
projection mapping v → vP+, considered as a mapping from S → V+,
is injective. For J-self-orthogonal subspace S of the space V , the equality
dimS = dimV − dimS holds. Hence dimS = dimV+. Therefore, the injec-
tive linear mapping v → P+ is surjective. The inverse mapping is defined on
the whole subspace V+ and can by presented in the form v = v1+v1U , where
U is a linear operator acting from V+ into V−. This mapping v1 → v1 + v1U
maps the subspace V+ onto the subspace S.
5Recall that v ∈ V+, Uv ∈ V−, and V+⊥V−.
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Since vJv∗ = 0, then v1v
∗
1 = v2v
∗
2 , where v2 = v1U . Since v1 ∈ V+
is arbitrary, this means that the operator U is isometric. Since dimV+ =
dimV−, the operator U is unitary. Thus, the originally given J-self-orthogonal
subspace S is of the form SU , where U is an unitary operator acting from V+
to V−.
3. The coincidence SU1 = SU2 means that every vector of the form v1+ v1U1,
where v1 ∈ V+ can also be presented in the form v2+v2U2 with some v2 ∈ V+:
v1 + v1U1 = v2 + v2U2 .
Since v1, v2 ∈ V+, v1U1, v1U2 ∈ V−, then v1 = v2, and v1U1 = v1U2. The
equality v1U1 = v1U2 for every v1 ∈ V+ means that U1 = U2. Thus, (SU1 =
SU2)⇒ (U1 = U2). 
Choosing the orthogonal bases (7.18) in the subspaces V+ and V+, we
represent an unitary operator U by the appropriate unitary matrix:
e1+U = e
1
−u11 + e
2
−u21,
e2+U = e
1
−u12 + e
2
−u22.
The following result is a reformulation of Lemma 7.5:
Lemma 7.6. Let V be the space C4 of four vector-rows, J be a matrix of the
form (7.9). With every 2× 2 matrix U = ‖upq‖1≤p,q≤2, we associate the pair
of vectors v1(U), v2(U):
v1(U) = e1++ e
1
−u11 + e
2
−u21, (7.20a)
v2(U) = e2++ e
1
−u12 + e
2
−u22, (7.20b)
where e k±, k = 1, 2, are the vector-rows of the form (7.18), and the subspace
SU of V is the linear hull of the vectors v1(U), v2(U),
SU = hull(v1(U), v2(U)) .
1. If the matrix U is unitary, then the vectors v1(U), v2(U) are linearly
independent, and the subspace SU is J-self-orthogonal.
2. Let S be a J-self-orthogonal subspace of the space V. Then S = SU for
some an unitary matrix U .
3. For unitary matrices U1, U2,
(SU1 = SU2 )⇔ (U1 = U2) .
The "coordinate" form of the vectors v1(U), v2(U) is:
v1(U) =
[
1 + u11, i(1− u11), u21 , −iu21
]
,
v2(U) =
[
u12 , −iu12 , 1 + u22, i(1− u22)
]
. (7.21)
Taking in account Lemma 7.3, we formulate the following result
Lemma 7.7. Let us associate the pair of vectors d1(U), d2(U) ∈ EM with
every 2× 2 matrix U = ‖upq‖1≤p,q≤2:
d1(U) = (1 + u11)ϕ− + i(1− u11)ψ− + u21ϕ+ − iu21ψ+ , (7.22a)
d2(U) =u12ϕ− − iu12ψ− + (1 + u22)ϕ+ + i(1− u22ψ+ , (7.22b)
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where the functions ϕ±, ψ± are defined in (7.5). The subspace GU of the space
EM is defined as the linear hull of the vectors d1(U), d2(U):
GU = hull (d1(U), d2(U)) . (7.23)
1. If the matrix U is unitary, then the subspace S = GU is ΩM -self-
orthogonal.
2. Let S be a ΩM -self-orthogonal subspace of the space EM . Then S = GU
for some an unitary matrix U .
3. For unitary matrices U1, U2,
(GU1 = GU2 )⇔ (U1 = U2) .
It is clear that a subspace S ⊆ EM is an ΩM -self-orthogonal subspace
if and only if its ΩM -orthogonal complement S⊥ΩM is an ΩM -self-orthogonal
subspace. The subspace (SU )⊥ΩM can be described as:
(SU )⊥ΩM =
{
x ∈ EM : ΩM (x, d1(U)) = 0, ΩM (x, d2(U)) = 0
}
,
where d1, d2 are defined in (7.22), (7.5). Thus Lemma 7.7 can be reformulated
in the following way:
Lemma 7.8. Let us associate the pair of vectors d1(U), d2(U) with every 2×2
matrix U = ‖upq‖1≤p,q≤2 by (7.22), (7.5). The subspace OU is defined as
OU =
{
x ∈ EL : ΩM (x, d1(U)) = 0, ΩM (x, d2(U)) = 0
}
. (7.24)
1. If the matrix U is unitary, then the subspace S = OU is ΩM -self-
orthogonal.
2. Let S be a ΩM -self-orthogonal subspace of the space EM . Then S = OU
for some an unitary matrix U .
3. For unitary matrices U1, U2,
(OU1 = OU2)⇔ (U1 = U2) .
Thus there is one-to-one correspondence between the set of all 2 × 2
unitary matrices U = ‖upq‖1≤p,q≤2 and the set of all ΩM -self-orthogonal
subspaces S of the space EM = DMmax
/DMmin. This correspondence is de-
scribed as
S = OU , (7.25)
where OU is defined in (7.24), (7.22), (7.5).
On the other hand, the subspaces of the space EM = DMmax
/DMmin
which are self-orthogonal with respect to the Hermitian form ΩM , (7.1), are
in one-to-one correspondence to self-adjoint differential operators generated
by the formal differential operator M , (3.1). Every self-adjoint differential
operators M generated by the formal differential operator M is the restric-
tion of the maximal differential operator Mmax, (3.2), on the appropriate
domain of definition. According to Lemma 6.3, as applied to the operators
A =Mmin, A∗ =Mmax, the domains of definition of a self-adjoint extension
S of the operator Mmin are those subspaces S:
DMmin ⊆ S ⊆ DMmax (7.26)
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which are self-orthogonal with respect to the Hermitian form ΩM , (4.3). Ac-
cording to Lemma 7.8, ΩM -self-orthogonal subspaces S can be described by
means of the conditions
S = {x(t) ∈ DMmax : ΩM (x, d1(U)) = 0, ΩM (x, d2(U)) = 0} , (7.27)
where d1(U), d2(U) are the same that in (7.22), (7.5), U is an unitary 2 × 2
matrix.
8. Description of the selfadoint extensions MU in terms of the
end point linear forms.
The conditions ΩM (x, d
1(U)) = 0, ΩM (x, d
2(U)) = 0 may be interpreted as
a boundary conditions posed on functions x ∈ DMmax . Let us present these
conditions in more traditional form.
Definition 8.1. For each fixed y ∈ DMmax , the expressions [x, y]−a and [x, y]a,
considered as function of x, are linear forms defined on DMmax . These forms
are said to be the end point linear forms related to the differential operatorM .
In view of (7.6), all four endpoint linear forms
[x, ϕ−]−a, [x, ψ−]−a, [x, ϕ+]
a, [x, ψ+]
a (8.1)
are well defined for x ∈ DMmax .
Lemma 8.2.
1. For every x ∈ DMmax , the end point linear forms [x, ϕ−]−a, [x, ψ−]−a,
[x, ϕ+]
a, [x, ψ+]
a can be expressed as:
[x, ϕ−]−a =− 2
a
b−a(x), (8.2a)
[x, ϕ+]
a =
2
a
ba(x), (8.2b)
[x, ψ−]−a =− 2
a
c−a(x), (8.2c)
[x, ψ+]
a =
2
a
ca(x), (8.2d)
where
b−a(x) = lim
t→−a+0
(t+ a)
dx(t)
dt
, (8.3a)
ba(x) = lim
t→a−0
(t− a)dx(t)
dt
, (8.3b)
c−a(x) = lim
t→−a+0
(
(t+ a) ln(a+ t)
dx(t)
dt
− x(t)
)
, (8.3c)
ca(x) = lim
t→a−0
(
(t− a) ln(a− t)dx(t)
dt
− x(t)
)
. (8.3d)
In particular, the limits exist in (8.3).
Self-adjoint boundary conditions 19
2. The end poins linear forms [x, ϕ−]
a, [x, ψ−]
a, [x, ϕ+]−a, [x, ψ+]−a van-
ish identically on DMmax .
Proof. Let us introduce
b−a(x) =
ia
2
ΩM (x, ϕ−), c−a(x) =
ia
2
ΩM (x, ψ−), (8.4a)
ba(x) =
ia
2
ΩM (x, ϕ+), c
a(x) =
ia
2
ΩM (x, ψ+), (8.4b)
From (7.4) it follows that the equalities (8.2) hold. The existence of the limits
in (8.3) follows from Lemma 4.1 applied to the functions x(t) and y(t) = ϕ±(t)
or y(t) = ψ±(t). The equalities (8.4) can be obtained by the direct computa-
tion using the explicit expressions (7.5) for the functions ϕ±(t), ψ±(t). 
Remark 8.3. The values b−a(x), c−a(x), ba(x), ca(x) may be considered as
generalized boundary values related to the function x(t) ∈ DMmax at the end
points −a and a of the interval (−a, a).
In view of (7.11) and (8.4), Lemma 7.2 can be reformulated as follow.
Theorem 8.4. The domain of definition DMmin of the minimal differential
operator Mmin can be characterized by means of the boundary conditions:
DMmin =
{
x(t) ∈ DMmax :
b−a(x) = 0, b
a(x) = 0, c−a(x) = 0, c
a(x) = 0
}
. (8.5)
Due to (8.4), the equality (7.8) can be rewritten as

b−a(ϕ−) c−a(ϕ−) b−a(ϕ−) ca(ϕ−)
b−a(ψ−) c−a(ψ−) b−a(ψ−) ca(ψ−)
b−a(ϕ+) c−a(ϕ+) b−a(ϕ+) ca(ϕ+)
b−a(ψ+) c−a(ψ+) b−a(ψ+) ca(ψ+)

 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 . (8.6)
According to (8.4), the equalities ΩM (x, d
1(U)) = 0, ΩM (x, d
2(U)) = 0
take the form
(1 + u11) b−a(x) − i(1− u11) c−a(x) + u12 ba(x) + iu12 ca(x) = 0 , (8.7a)
u21 b−a(x) + iu21 c−a(x) + (1 + u22) ba(x) − i(1− u22) ca(x) = 0 (8.7b)
Remark 8.5. Since the form ΩM (x, y) is anti linear with respect to the argu-
ment y: ΩM (x, µy) = µΩM (x, y) for µ ∈ C, the numbers i,−i which occurs
in (7.22) must be replaced with the numbers −i, i in appropriate positions
in the equality (8.7). For the same reason, the numbers upq which occurs in
(7.22) must be replaced with the numbers upq in (8.7). However to simplify
the notation, we replace the number upq with the number uqp rather with
the numbers upq. In other words, we use the matrix U
∗ as a matrix which
parameterizes the set of all ΩM -self-orthogonal subspaces. The matrix U
∗ is
an arbitrary unitary matrix if U is an arbitrary unitary matrix.
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Definition 8.6. Let U be an arbitrary 2 × 2 matrix. The operator MU is
defined in the following way:
1. The domain of definition DMU of the operator MU is the set of all
x(t) ∈ DMmax which satisfy the conditions (8.7a)-(8.7b), (8.3).
2. For x ∈ DMU , the action of the operator MU is
MUx =Mmaxx.
Remark 8.7. In view of (8.5) and (8.7), for any matrix U ,
DMmin ⊆ DMU .
Thus for any matrix U , the operator MU is an extension of the operator
Umin:
Mmin ⊆MU ⊆Mmax . (8.8)
The equalities (8.7) which determine the domain of definition of the extension
MU can be considered as boundary conditions posed on functions x ∈ DMmax .
(See Remark 8.3.)
The following Theorem is a reformulation of Lemma 7.8 in the language
of extensions of operators.
Theorem 8.8.
1. If U is an unitary matrix, then the operator MU is a self-adjoint dif-
ferential operator, and Mmin ⊂MU ⊂Mmax .
2. Every differential operatorM which is self-adjoint extension of the min-
imal differential operator Mmin, Mmin ⊂ M ⊂ Mmax, is of the form
M =MU for some unitary matrix U .
3. For unitary matrices U1, U2,
(U1 = U2)⇔ (MU1 =MU2) .
The equalities (1.3), which relate the formal Legendre operator L and
formal prolate spheroid operator M , lead to the equalities
Lmax =Mmax +Q, (8.9a)
Lmin =Mmin +Q, (8.9b)
where Q is the multiplication operator:
DQ = L2([−a, a]), (Qx)(t) = t2x(t). (8.9c)
The operator Q is a bounded self-adjoint operator:
Q = Q∗. (8.10)
So there are no problems with the equalities (8.9). We may consider the
operators in the right hand sides of the equalities (8.9) as definitions for
the operators in the left hand sides. In particular, the domains of definition
coincide:
DLmax = DMmax , DLmin = DMmin. (8.11)
The relations
L
min
⊆ (L
min
)∗ ; (L
min
)∗ = L
max
, (L
max
)∗ = L
min
.
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are consequences of the relations (3.4), (3.5), of the definitions (8.9) and
of the equality (8.10). In view of (8.10), the boundary forms ΩM and ΩL
coincide. The boundary linear forms related to the operators L and M are
the same and are expressed by (8.3). Finally the self-adjoint extensions of the
symmetric operator L
min
are in one-to-one correspondence with 2×2 unitary
matrices U . This correspondence is of the form U ⇔ LU , where the domain
of definitions DLU = DMU is described by liner boundary conditions (8.7).
Moreover the equality
LU =MU +Q (8.12)
holds.
9. Spectral analysis of the operators LU .
The matrix I is 2 × 2 identity matrix: I = [ 1 00 1 ]. The operators LI and
MI are the operators LU and MU corresponding to the choice U = I. In
particular, for U = I the boundary conditions (8.7) take the form
lim
|ξ|→a−0
(
1− ξ
2
a2
)
dx(ξ)
dξ
= 0, ∀x ∈ DMI = DLI , (9.1)
Lemma 9.1. Let x ∈ DMI , and
a∫
−a
∣∣∣∣ ddξ
((
1− ξ
2
a2
)
dx(ξ)
dξ
)∣∣∣∣
2
dξ = C2 <∞, C = C(x) > 0. (9.2)
Then ∣∣∣∣dx(t)dt
∣∣∣∣ ≤ √2C a3/2, ∀ t ∈ (−a, a). (9.3)
Proof. From (9.2) and the Schwarz inequality we obtain
a∫
−a
∣∣∣∣ ddξ
((
1− ξ
2
a2
)
dx(ξ)
dξ
)∣∣∣∣ dξ ≤ √2aC. (9.4)
From (9.1) and (9.4) we derive the inequality∣∣∣∣
(
1− t
2
a2
)
dx(t)
dt
∣∣∣∣ ≤ √2aC min(a+ t, a− t), ∀ t ∈ (−a, a).
Since min(a+ t, a− t) ≤ a(1− t2a2 ), we obtain the inequality (9.3). 
Lemma 9.2. Let x ∈ DLI . Then the limits
x(−a+ 0) = lim
t→−a+0
x(t), x(a− 0) = lim
t→a−0
x(t) (9.5a)
exist and are finite:
|x(−a+ 0)| <∞, |x(a− 0)| <∞. (9.5b)
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Theorem 9.3.
1. The self-adjoint operator MI is non-negative:
〈MI x, x〉 ≥ 0 , ∀x ∈ DMI , x 6= 0. (9.6)
2. The self-adjoint operator LI is positive:
〈LI x, x〉 > 0 , ∀x ∈ DLI , x 6= 0. (9.7)
Proof.
1. Integrating by parts, we obtain
a∫
−a
−d
dt
((
1− t
2
a2
)dx
dt
)
· x(t) dt =
a∫
−a
(
1− t
2
a2
)∣∣∣dx
dt
∣∣∣2dt.
In view of (9.1) and (9.5), the summands corresponding to the endpoints −a
and a disappear. The last equality can be interpreted as
〈MIx, x〉 =
a∫
−a
(
1− t
2
a2
)∣∣∣dx
dt
∣∣∣2dt, ∀x ∈ DMI .
So the inequality (9.6) holds.
2. The operator Q is positive:
〈Qx, x〉 > 0, ∀x ∈ L2([−a, a]), x 6= 0. (9.8)
The inequality (9.7) is a consequence of the inequalities (9.6),(9.8) and of the
equality (8.12) with U = I. 
Let I be the identity operator in L2([−a, a]).
Lemma 9.4. Given λ ∈ C \ [0,∞), the operators (MI − λI)−1 and (LI −
λI)−1 are compact operators.
Proof. Since both operators MI and LI are self-adjoint and non-negative,
both resolvents (MI − λI)−1 and (LI − λI)−1 exist and are bounded oper-
ators.
The spectral analysis of the operator MI can be done explicitly. Let
Pk(t) be the Legendre polynomials:
Pk(t) =
1
2kk!
dk
dtk
(t2 − 1)k, k = 0, 1, 2, . . . ,
and
vk(t) = Pk(t/a), t ∈ [−a, a], k = 0, 1, 2, . . . . (9.9)
The system {vk(t)}k=0,1,2, ... is a complete orthogonal system in L2([−a, a]).
The functions vk(t) are eigenfunctions of the operator MI :
(MIvk)(t) = µkvk(t), (9.10a)
where
µk =
k(k + 1)
a2
, k = 0, 1, 2, . . . . (9.10b)
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Thus the operatorMI is an operator with discrete spectrum and the resolvent
(MI − λI)−1 is a compact operator. Since
(LI − λI)−1 = (MI − λI)−1 − (MI − λI)−1Q(LI − λI)−1,
the operator (LI − λI)−1 is a compact operator as well. 
Lemma 9.5. Given λ ∈ C\ (−∞,∞) and an unitary matrix U , the operator
(LU − λI)−1 is a compact operator.
Proof. Since λ /∈ R, both resolvents (LU − λI)−1, (LI − λI)−1 exist. Since
both operators LU and LI and extensions of the same operator Lmin with
deficiency indices
n+(Lmin) = n−(Lmin) = 2, (9.11)
the difference of the resolvents (LU − λI)−1 − (LI − λI)−1 is an operator
which rank does not exceed two. According to Lemma (9.4), the operator
(LI − λI)−1 is compact. Hence the operator (LU − λI)−1 is compact. 
Theorem 9.6.
1. For any unitary matrix U =
[
u11 u12
u21 u22
]
, the spectrum of the operator LU
is discrete. This spectrum is formed by the sequence {λk(LU )}1≤k<∞ of
the eigenvalues of LU :
λ1(LU ) ≤ λ2(LU ) ≤ . . . ≤ λk(LU ) ≤ . . . ,
λk(LU )→∞ as k →∞. (9.12)
2. Not more than two of these eigenvalues can be negative:
λk(LU ) ≥ 0, 3 ≤ k <∞. (9.13)
3. The multiplicity of the eigenvalue λk(LU ) does not exceed two:
mult(λk(LU )) ≤ 2, 1 ≤ k <∞. (9.14)
4. If at least one of the entries u11, u22 of the matrix U is equal to one:, i.e
if (1−u11)((1−u22) = 1, then all eigenvalues λk(LU ) are of multiplicity
one:
mult(λk(LU )) = 1, 1 ≤ k <∞. (9.15)
Proof. According to Lemma 9.5, the spectrum of the self-adjoint operator
LU consists of isolated points which are eigenvalues. The operator LU is
an extension of the symmetric operator L
min
which is non-negative. (The
inequality (9.7) for x ∈ DL
min
.) Since the deficiency indices of the operator
L
min
are finite, (9.11), the spectrum of the operator LU is bounded from
below. Hence the sequence {λk(LU )}1≤k<∞ of the eigenvalues of LU can be
enumerated such that the conditions (9.12) holds. The condition (9.13) is a
consequence of [Kr, Theorem 18]. The inequality (9.14) holds because the
equation LU x − λx = 0 is a differential equation of order two. If u11 = 1
then the boundary condition (8.7a) is of the form b−a(x) = 0. According to
a version of Lemma 9.2, formulated for the operator L, any solution x(t, λ)
of the eigenvalue problem LUx = λx is bounded as t → −a + 0. According
to Lemma 2.1, any solution x(t, λ) of the differential equation (Lx)(t, λ) =
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λx(t, λ) must be of the form (2.7a). Since the function x−1 (t, λ) is bounded
and the function x−2 (t, λ) is unbounded as t → −a+ 0, the coefficient c−2 in
(2.7a) must vanish. 
Among all self-adjoint extensions LU of the minimal symmetric non-
negative operator L
min
, we distinguish the extension LI which corresponds
to the choice of the identity matrix I as the matrix U . The operator LI plays
a special role. We shall see in the next section that among all extensions
LU of the operator Lmin , only the operator LI commutes with the truncated
Fourier operator F[−a,a].
Theorem 9.7.
1. The spectrum of the operator LI is formed by the sequence {λk}1≤k<∞
of positive eigenvalues of multiplicity one:
0 < λ1 < λ2 < . . . < λk < . . . , λk →∞ as k →∞. (9.16)
2. The system of the eigenfunctions {χk}1≤k<∞:
(Lχk)(t) = λkχk(t), t ∈ (−a, a), (9.17a)
b−a(χk) = 0, b
a(χk) = 0, (9.17b)
is a complete orthogonal system in L2([−a, a]).
Definition 9.8. The functions χk(t), which are the eigenfunction of the bound-
ary value problem (9.17), are said to be the prolate spheroidal wave functions.
Remark 9.9. Traditionally the prolate spheroidal wave functions χk are de-
fined as those solutions of the equation (9.17a) which are bounded on (−a, a):
sup
t∈(−a,a)
|χk(t)| <∞ (9.18)
The traditional definitions is equivalent to the definition χk by means of the
eigenvalue problem (9.17a), (9.17b).
10. Commutator of the operators FE and LU .
For x ∈ DLmax , let us calculate the difference FELmaxx − LmaxFEx. Since
Lmaxx ∈ L2([−a, a]), the expression FE(Lmaxx) is defined. The functions
(FEx)(t) and (FELmaxx)(t) are smooth on the closed interval [−a, a]. (In fact
these function are analytic in the whole real axis.) All the more, FEx ∈ DLmax .
Thus for x ∈ DLmax , the difference FELmaxx− LmaxFEx is well defined.
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Assuming that x ∈ DLmax and that −a < α < β < a, we integrate by
parts twice
β∫
α
(
− d
dξ
((
1− ξ
2
a2
))
dx(ξ)
dξ
)
eitξdξ =
= −
(
1− ξ
2
a2
)
dx(ξ)
dξ
eitξ
∣∣∣∣
ξ=β
ξ=α
+ it
(
1− ξ
2
a2
)
x(ξ)eitξ
∣∣∣∣
ξ=β
ξ=α
−
− it
β∫
α
x(ξ)
d
dξ
((
1− ξ
2
a2
)
eitξ
)
dξ . (10.1)
For x ∈ DLmax , both limits lim
t→±a
(1 − t2/a2)dx(t)
dt
exist, are finite, and
lim
t→−a
(1− t2/a2)dx(t)
dt
=
2
a2
b−a(x) , (10.2a)
lim
t→+a
(1− t2/a2)dx(t)
dt
= − 2
a2
b a(x) . (10.2b)
where b−a(x), ba(x) are defined in (8.3) and also appear in the boundary
conditions (8.7). Since the limits in (10.2) are finite, we conclude that |x(t)| =
O(ln(a2 − t2)) as t→ ±a, |t| < a. All the more, for x ∈ DLmax
lim
t→−a+0
(
1− t
2
a2
)
x(t) = 0 . (10.3)
Passing to the limit in (10.1) and taking into account (10.3) and (10.2), we
obtain
a∫
−a
(
− d
dξ
((
1− ξ
2
a2
)
dx(ξ)
dξ
))
eitξdξ =
2
a
(
ba(x)e
iat + b−a(x)e
−iat
)
−
− it
a∫
−a
x(ξ)
d
dξ
((
1− ξ
2
a2
)
eitξ
)
dξ . (10.4)
Transforming the last summand of the right hand side of (10.4), we obtain
− it
a∫
−a
x(ξ)
d
dξ
((
1− ξ
2
a2
)
eitξ
)
dξ =
= t2
a∫
−a
x(ξ)eitξ dξ +
it
a2
a∫
−a
x(ξ)
d
dξ
(ξ2eitξ) dξ =
(
since
d
dξ
(ξ2eitξ) =
d
dξ
(
− d
2
dt2
eitξ
)
= −d
2
dt2
(
iteitξ
) )
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= t2
a∫
−a
x(ξ)eitξ dξ +
t
a2
d2
dt2
(
t
a∫
−a
x(ξ)eitξ dξ
)
=
= t2
a∫
−a
x(ξ)eitξ dξ +
d
dt
(
t2
a2
d
dt
a∫
−a
x(ξ)eitξ dξ
)
=
= t2
a∫
−a
x(ξ)eitξ dξ − d
dt
((
1− t
2
a2
)
d
dt
a∫
−a
x(ξ)eitξ dξ
)
−
a∫
−a
ξ2x(ξ) eitξ dξ .
(10.5)
Unifying (10.4) and (10.5), we obtain the equality
a∫
−a
((
− d
dξ
(
1− ξ
2
a2
)
d
dξ
+ ξ2
)
x(ξ)
)
eitξ dξ =
=
2
a
(
ba(x)e
iat + b−a(x)e
−iat
)
+
(
− d
dt
(
1− t
2
a2
)
d
dt
+ t2
) a∫
−a
x(ξ)eitξ dξ .
(10.6)
We summarize the above calculation as
Lemma 10.1. Let FE be the Fourier operator truncated on the finite sym-
metric interval E = [−a, a]. Let Lmax be the maximal differential operator
with domain of definition DLmax generated by the formal differential operator
L = −d
dt
(
1− t
2
a2
)
d
dt
+ t2. (See Definition 3.2.)
If x ∈ DLmax , then FEx ∈ DLmax , and the equality holds
(FELmaxx)(t) − (LmaxFEx)(t) = 2
a
(
ba(x)e
iat + b−a(x)e
−iat
)
. (10.7)
Every self-adjoint differential operator generated by the formal differ-
ential operator L is a restriction of the maximal differential operator Lmax
on the appropriate domain of definition. According to Theorem 8.8, the set
of such self-adjoint operators coincides with the set of operators LU , where
U is an arbitrary 2× 2 unitary matrix. The domain of definition DLU of the
operator LU is distinguished from the domain DLmax by the boundary condi-
tions (8.7) constructed from U . The next theorem answers the question which
operators LU commute with the truncated Fourier operator FE , E = [−a, a].
Theorem 10.2.
1. If U = I, where I is 2× 2 identity matrix, then the differential opera-
tor 6 LI commutes with the truncated Fourier operator F[−a,a]:
F[−a,a]LI x = LIF[−a,a] x ∀x ∈ DLI . (10.8)
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2. If U 6= I, then the operator LU do not commute with the operator
F[−a,a]:
(a) There exist vectors x ∈ DLU such that F[−a,a] ∈ DLU , so both
operators F[−a,a]LU and LUF[−a,a] are applicable to x, but
F[−a,a]LUx 6= LUF[−a,a]x ; (10.9)
(b) There exist vectors x ∈ DLU such that F[−a,a]x 6∈ DLU , so the
operator LUF[−a,a] even can not be applied to such x.
Proof.
1. For U = I, the boundary conditions (8.7) take the form
b−a(x) = 0, ba(x) = 0 . (10.10)
Thus, the domain of definition DLI of the operator LI is:
DLI =
{
x : x ∈ DLmax , b−a(x) = 0, ba(x) = 0
}
. (10.11)
Every function x(t) on (−a, a) which derivative is bounded: sup
t∈(−a,a)
|x′(t)| <
∞, belongs to DLmax . Moreover, according to (8.3), every such a function
satisfies the boundary condition (10.11), i.e. b−a(x) = 0, ba(x) = 0. Hence
every smooth function on (−a, a) which derivative is bounded on (−a, a),
belongs to domain of definition DLI of the operator LI . In particular, if x ∈
L2((−a, a) and y = F[−a,a]x, then y ∈ DLI . Thus for x ∈ DLI both summands
in the expression F[−a,a]LIx−LIF[−a,a]x are well defined. Since the operator
LI is a restriction of the operator Lmax, then
F[−a,a]LIx− LIF[−a,a]x = F[−a,a]Lmaxx− LmaxF[−a,a]x for x ∈ DLI .
In view of (10.7) and (10.10), the equality (10.8) holds.
2. Let U 6= I. Then at least of one value u11 − 1 or u22 − 1 differs from zero.
For definiteness, let u11 − 1 6= 0. Set
γ =
1 + u11
i(1− u11) , x(t) = ψ−(t) + γϕ−(t) + x0(t), (10.12)
where x0(t) is a smooth function which support is a compact subset of the
open interval (−a, a):
suppx0 ⋐ (−a, a) . (10.13)
The function x0 will be chosen later. According to (8.6), (10.13) and the
choice of γ, for any choice of x0(t), the function x(t) from (10.12) satisfy the
boundary conditions (8.7). Thus,
x(t) ∈ DLU . (10.14)
for any choice of x0. Moreover
b−a(x) = 1, ba(x) = 0 . (10.15)
For the function y(t) = (F(−a,a)x)(t), the boundary conditions (8.7) either
hold, or does not hold. This depends on the choice of the function x0. If
6 LI = LU for U = I.
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(8.7) hold for this y, then F(−a,a)x ∈ DLU and the equality (10.7) can be
interpreted as the equality
(F(−a,a)LUx)(t) − (LUF(−a,a)x)(t) = 2
a
(
ba(x)e
iat + b−a(x)e
−iat
)
. (10.16)
In view of (10.15), (F(−a,a)LUx)(t) − (LUF(−a,a)x)(t) 6= 0.
Let us show that both of the possibilities F(−a,a)x ∈ DLU and F(−a,a)x 6∈
DLU are realizable. Since the function y(t) = (F(−a,a)x)(t) is smooth on
[−a, a],
b−a(y) = 0, ba(y) = 0, c−a(y) = −y(−a), c−a(y) = −y(a) .
Thus the boundary conditions (8.7) take the form
(1 − u11)y(−a)− u12y(a) = 0 , (10.17a)
u21y(−a)− (1 − u22)y(a) = 0 . (10.17b)
If, using the freedom of choice of the function x0(t) in (10.12), we can ar-
bitrary prescribe the values y(−a) and y(a), then we can either satisfy the
boundary conditions (10.17) (prescribing y(−a) = 0, y(a) = 0), or violate
them (if u11 6= 1, we prescribe y(−a) = 1, y(a) = 0, if u22 6= 1, we pre-
scribe y(−a) = 0, y(a) = 1.) The reference to Lemma below finishes the
proof. 
Lemma 10.3. Given the complex numbers y1 and y2, there exists a smooth
function x0(t) on [−a, a] which possesses the properties:
1. suppx0 ⋐ (−a, a) .
2. y0(−a) = y1, y0(a) = y2, where y0 = F[−a,a](x0).
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