Optimization is a process to search the most suitable solution for a problem within an acceptable time interval. The algorithms that solve the optimization problems are called as optimization algorithms. In the literature, there are many optimization algorithms with different characteristics. The optimization algorithms can exhibit different behaviors depending on the size, characteristics and complexity of the optimization problem. In this study, six well-known population based optimization algorithms (artificial algae algorithm -AAA, artificial bee colony algorithm -ABC, differential evolution algorithm -DE, genetic algorithm -GA, gravitational search algorithm -GSA and particle swarm optimization -PSO) were used. These six algorithms were performed on the CEC'17 test functions. According to the experimental results, the algorithms were compared and performances of the algorithms were evaluated.
Introduction
Optimization is the process of searching and identifying the most appropriate solution for a particular problem or a set of problems. The algorithms that solve the optimization problems are called as optimization algorithms. These algorithms are examined under two categories: deterministic and stochastic. Deterministic algorithms always follow the same path when the same starting points are given. However, stochastic algorithms are based on randomness [1, 2] . Stochastic algorithms can be examined under two categories as heuristic and meta-heuristic. Heuristic algorithms use trial and error approach to find reasonable solutions for complex problems within an acceptable period of time [3] . Metaheuristic is a superior strategy that is more general than heuristics, which can be easily applied to different optimization problems. The aim of the metaheuristics is to combine basic heuristic methods that will enable a more comprehensive investigation of the solution space [4] . The metaheuristic algorithms keep the solution set of the problem in a structure which is called as population [2] .
In literature, it is seen that many studies have been done on the comparison of metaheuristic algorithms. Azimi [5] tested four main algorithms (Simulated Annealing -SA, Tabu Search -TS, GA and Ant Colony System -ACS) on exam scheduling problems and compared their performance. As a result, ACS was found to be more successful. Kannan et al. [6] applied metaheuristic techniques (GA, DE, Evolutionary Programming, Evolutionary Strategy, Ant Colony Optimization -ACO, PSO, TS, SA and Hybrid Approach) to the Generation Expansion Planning (GEP) problem and then compared them. According to the results, DE was found to be the most successful method. Civicioglu and Besdok [7] analyzed and compared four algorithms (Cuckoosearch -CK, PSO, DE and ABC) in 50 different benchmark functions. As a result, it was seen that CK and DE algorithms provide better results than PSO and ABC algorithms. Arora et al. [8] compared the three meta-heuristic algorithms (Firefly Algorithm -FA, Bat Algorithm -BA and CK) on benchmark functions. As a result, FA was found to be more successful than other algorithms.
In this study, six well-known population based optimization algorithms (AAA, ABC, DE, GA, GSA and PSO) were used. Each of these algorithms has its own parameters. Changing these parameters creates differences on the local and global search abilities of the algorithm. These six algorithms were performed on the CEC'17 test functions. According to the experimental results, the algorithms were compared and the performances of the algorithms were evaluated.
Organization of this paper is as follows: Firstly, the definition of base algorithms and CEC'17 test functions were done in Section 2. Then, the experimental results were presented in Section 3. In the last section, total conclusions of the paper was done.
Materials and Method
In this section, the algorithms used in the study and the CEC'17 test functions in which these algorithms are tested are defined.
Base algorithms
Artificial algae algorithm (AAA) is an optimization algorithm, which is modelled based on the characteristics and behavior of moving micro-algae, proposed in 2015. AAA consists of three main stages: evolutional process, helical movement process and adaptation process. Helical movement process is based on the helical movements of algae in the liquid and their attitude towards approaching the light. The evolutionary process is based on the proliferation of algae by mitosis. The adaptation process is based on the adaptation of the algae to their environment. In the algorithm, an alga is the main component and the all population consists of algae colonies. The number of algae cells in each algae colony is equal to the problem size. Thus, each solution in the solution space corresponds to an artificial algae colony [3] .
The Artificial Bee Colony (ABC) algorithm is a population -based optimization algorithm which was developed in 2005. The algorithm was modelled based on the intelligent behavior of bees with swarm intelligence during the food search process. There are two types of bees in the artificial bee colony. The first type of bees is employed bee. Other type of bees is unemployed bee. Onlooker bees are unemployed bees. The ABC algorithm makes some assumptions. The first is that only one bee receives the nectar of each resource. Thus, the number of employed bees is equal to the total number of food sources. Another assumption is that the number of employed bees is equal to the number of onlooker bees [2, 9, 10] .
Differential evolution algorithm (DE) was presented by Price and Storn in 1995.
Differential evolution algorithm is one of population based optimization algorithms based on genetic algorithm in general. Crossover, mutation and natural selection operators in GA are also included in DE. In DE, chromosomes are handled one by one and a new individual is formed using three randomly selected chromosomes. These operations are performed with mutation and crossover operators [9, [11] [12] [13] .
Genetic algorithms (GA) are evolutionary algorithms that optimize optimization problems modeled by biological processes. Genetic algorithms are optimization methods based on natural selection principles. The algorithm was set up by John Holland. Later, many studies on genetic algorithms were published. GA parameters represent genes. The aggregate set of parameters constitutes the chromosome. Each chromosome represents a solution. In the algorithm, firstly the initial population is randomly generated and the suitability values of this population are calculated. Then, with the natural selection process, crossover and mutation, are used to produce solutions in the next generation [9, 14, 15] .
The gravitational search algorithm (GSA)
is an optimization algorithm presented in 2009 inspired by Newton's laws of gravity and motion. GSA tries to find the optimal solution according to Newton's laws of gravity and motion by using a series of agents called masses. Each possible solution corresponds to an agent in the GSA. The mass of each agent is represented by its fitness value. According to the fitness function, the best and worst agent of the population is detected and used in the algorithm [16] .
Particle Swarm Optimization (PSO)
is an optimization algorithm developed in 1995 inspired by fish and birds traveling in swarm. The algorithm is basically based on swarm intelligence. Social information sharing among individuals is important in PSO. In the algorithm, each individual is called a particle. The population formed by the combination of these particles is called swarm. When determining the position of each particle, it takes advantage of its previous experience and adjusts it to the best position in the swarm [17] [18] [19] [20] .
CEC^17 test functions
The population-based algorithms which were mentioned above have been tested on CEC'17 test functions. The CEC'17 function set consists of 30 functions presented at the IEEE Evolutionary Computing Congress in 2017 and used to evaluate the performance of algorithms under equal conditions. These functions have function groups defined in four different classes, single-mode (F1-F3), multi-mode (F4-F10), hybrid (F11-F20) and composite (F21-F30), and all functions are minimization problems. The search range is defined as [-100, 100] for all functions [21] .
AAA ABC DE
Step 1: Determination of parameters and initiation of algae colonies REPEAT
Step 2: Helical movement stage
Step 3: Evolutionary process
Step 4: Adaptation process
Step 5: Keep the best algae colony UNTIL (number of iterations = Maximum number of iterations)
Step 1: Determination of initial food sources REPEAT
Step 2: Sending employed bees to food sources
Step 3: Calculation of probability values
Step 4: Selection of food source by onlooker bees
Step 5: Resource release and explorer bee production UNTIL (number of iterations = Maximum number of iterations)
Step 1: Creating the initial population REPEAT
Step 2: Mutation and regeneration
Step 3: Crossover
Step 4: Selection UNTIL (number of iterations = Maximum number of iterations) Figure 1 . Algorithm steps of AAA [3] , ABC and DE [9] GA GSA PSO Step 1: Creating the initial population REPEAT
Step 2: Calculation of the fitness values
Step 3: Natural selection
Step 4: Crossover
Step 5: Mutation UNTIL (number of iterations = Maximum number of iterations)
Step 3: Finding the best and worst agent and updating the gravity value
Step 4: Calculation of mass and acceleration of each agent
Step 5: Updating speeds and locations
UNTIL (number of iterations = Maximum number of iterations)
Step 3: The local best (pbest) is found for each particle.
Step 4: Global best (gbest) is found
Step 5: Positions and velocities are updated UNTIL (number of iterations = Maximum number of iterations) Figure 2 . Algorithm steps of GA [9] , GSA [16] and PSO [18] 
Results
All algorithms were tested according to CEC'17 evaluation criteria. CEC'17 evaluation criteria is given in Table 1 . The basic states of the algorithms are used. The specific parameters of each algorithm used in the algorithms are given in Table 2 . 
Limit=100
Step size ( weight ) = 1 Crossover probability constant ( CR ) = 0.9 strategy is DE/Best/1 GA GSA PSO Crossover probability ( ) = 0.9 Mutation probability ) = 0. The statistical results such as best, worst, average, median and standard deviation were used in all studies to evaluate the quality of the solutions. When comparing the algorithms, they were compared according to the mean value.
Considering the average values of algorithms on CEC'17 test functions given in Table 3 .; AAA was superior to other algorithms in a total of four functions. ABC was superior to other algorithms in only one function. DE was superior to other algorithms in three functions. GA and GSA were not superior to other algorithms in any function. PSO was superior to a single-mode function only. In ten dimensions, first AAA, then DE are more successful than other algorithms. Table 4 .; AAA was superior to other algorithms in a total of three functions. ABC was superior to other algorithms in only one function. DE was superior to other algorithms in four functions. GA, GSA and PSO were not superior to other algorithms in any function. In thirty dimensions, first DE, then AAA are more successful than other algorithms.
Considering the average values of algorithms on CEC'17 test functions given in
Considering the average values of algorithms on CEC'17 test functions given in Table 5 .; AAA outperformed other algorithms in a total of five functions. ABC and DE were superior to other algorithms in only one function. GA and GSA were not superior to other algorithms in any function. PSO was superior to a single-mode function only. Thus, AAA has become the most successful algorithm in fifty dimensions.
Considering the average values of algorithms on CEC'17 test functions given in Table 6 .; AAA outperformed other algorithms in a total of six functions. ABC were not superior to other algorithms in any function. DE was superior to other algorithms in only one function. GA and GSA were not superior to other algorithms in any function. PSO was superior to a single-mode function only. Thus, AAA has become the most successful algorithm in one hundred dimensions. 
Conclusions
In this study, six well known population-based meta-heuristic algorithms were tested on CEC'17 test functions. And thus, their characteristics were determined and their performances were compared. If a general assessment is made considering all the results; the difference between the AAA, ABC and DE algorithms in ten dimensions is small. However, as dimension increased, AAA maintained its success. Other algorithms decreased their success as the dimension increased. GA, GSA and PSO have failed results compared to other algorithms. As a result, AAA was found to be successful among these six meta-heuristic algorithms. Future studies may investigate the underlying reasons for the success of AAA and the failure of other algorithms. And AAA can be applied to different problems.
