Understanding the gesture-based foundations of musical involvement opens a number of new perspectives for musicology, with the likely effect of a change in approach. Giving justice to the role of gesture in music calls for an integrated view of perception and action, which implies a shift from auditory-based cognition towards embodied cognition, an approach that includes the whole human body as mediator between mental processes and physical energy.
Introduction
In the past, human involvement with music has been studied from a vast number of perspectives, including music analysis, philosophy, experimental psychology, physics, sociology and pedagogy (Elschek, 1992) . In the 20 th century, musicology was influenced by gestalt theory from the 1920s. The engagement with auditory phenomena resulted in a focus on rhythm, pitch, melody, consonance, timbre, and the study of structural organization of musical space. By the 1960s, the gestalt theoretic approach gained a new impetus in combination with trends in cybernetics and information science, which resulted in a cognitive approach to systematic musicology (Leman and Schneider, 1997) . This approach has been closely associated with experimental music psychology and computational modelling of music cognition (Leman, 1997, Godøy and Jørgensen, 2001) . Today, the interdisciplinary basis of music research is grounded in musicology, music engineering and music psychology, with new input coming from brain science and biology (Peretz and Zatorre, 2003) .
With the advent of powerful computing tools, in particular real-time interactive music systems (cf. Pressing, 1992 , Rowe, 1992 , Camurri and Leman, 1997a , 1997b , gradually more attention has been devoted to the role of gesture in music (Wanderley and Battier, 2000 , Camurri, DePoli, Leman, Volpe, 2001 , Camurri, Volpe, DePoli, Leman, 2005 . This gestural approach has been influential in that it puts more emphasis on sensorimotor feedback and integration, as well as on the coupling of perception and action. In the early 20th century, researchers such as Becking and Truslit addressed the role of gesture in perception (see e.g. Repp, 1993 , Nettheim, 1996 . However, with new sensor technology, gesture-based research has meanwhile become a vast domain of music research (Paradiso and O'Modhrain, 2003 , Johannsen, 2004 , Camurri and Rikakis, 2004 , with consequences for the methodological and epistemological foundations of music cognition research.
There is now convincing evidence that much of what happens in perception can be understood in terms of simulated action (see e.g. Jeannerod, 1994 , Berthoz, 1997 , Prinz and Hommel, 2002 . Pioneering studies in music (Clynes, 1977 , Todd, O'Boyle and Lee, 1999 , Friberg and Sundberg, 1999 have addressed this coupling of perception and action in musical activity, yet the epistemological and methodological consequences of this approach have not been fully worked out in terms of a musicological paradigm (Leman, 1999) . It is likely that more attention to the coupling of perception and action will result in more attention to the role of corporeal involvement within music, which in turn will require more attention to multi-sensory perception, perception of movement (kinaesthesia), affective involvement, and expressiveness of music. It should be added that the issue of music and emotions has already been addressed in the recent past (Juslin and Sloboda, 2001) , albeit with an emphasis on the musical structural and acoustical determinants.
It is probable that the ongoing paradigm shift from cerebral cognition to embodied cognition may profit from the development of interactive multimedia platforms. Recent developments indicate that these platforms allow a straightforward use of measurement tools and modelling tools, which facilitate the setup of experiments related to gestural and multi-modal involvement with music. Moreover, the same interactive multimedia platform which integrates these tools can use the results from measurement and modelling in artistic applications.
In order to clarify this point further, this paper focuses on the study of musical expressiveness and the use of interactive multimedia platforms for the study of mirror-based gestures that account for musical expressiveness. The first part of this paper focuses on the notion of gesture, its foundation in corporeal mirroring, and its role as a fundamental concept for the understanding of musical expressiveness and multi-modal involvement with music. The second part considers the conceptual design and development of interactive multimedia platforms that have allowed an initial understanding of the role of gestures in music. The focus is on the mutual fertilization of scientific research in musicology and engineering. Finally, the platform is discussed in terms of its relevance for new research directions in music research.
Gesture and corporeal imitation as a basis of understanding musical expressiveness
In most cultures, including Western culture, music performance is embedded in a multimedia environment, involving sound, dance, light, décor, and theater. Music engages people in often ritualized environments, which are furnished with sensorily enriched scenes that emerge from people's interaction with the music. Recent research on music and emotions (Juslin and Sloboda, 2001) provides evidence that subjective involvement with music, even in response to mere audio, can strongly activate the emotional system. In an environment dominated by sound, musical experience is likely to be associated with motor movements (dance) and the experience of arousal, affect and emotions (Scherer and Zentner, 2001 ).
The current understanding of the multi-modal basis of musical involvement can be related to the notion of gesture, in particular to the foundation of gestures in corporeal imitation (Leman, in preparation) . Corporeal imitation draws on the idea that perception evokes motor responses at different levels of complexity, such as ideomotor resonances (Knuf, Aschersleben and Prinz, 2001) , gestural attuning to musical patterns, and empathy (Berthoz and Jorland, 2004) . The idea has been explored in the aesthetic theory of Lipps (1903) and has recently been explored in approaches that consider synchronization (e.g. Repp, 1998, Van Noorden and Moelants, 1999) , attuning (Camurri, Mazzarino, Ricchetti, Timmers, and Volpe, 2004) , and musical imagination (Godøy, 2003) .
The major interest in defining gesture in terms of corporeal imitation is that it provides a foundation for understanding musical expressiveness, which is a core notion in modern music research. Musical expressiveness has a strong appeal to corporeal articulations, in the sense that the human body can be said to resonate, attune and even imitate parts of the expressive forms contained in music. The theory that allows us to understand the processes of corporeal imitation fully draws upon the idea that sensory systems, such as auditory, visual, haptic and tactile systems, as well as movement perception (kinaesthesia), form an integrated part of the way the organism interacts with the environment. This interaction subsumes a strong sensorimotor component and a tight coupling between perception and action. In music playing, the sensorimotor component is most evident, as the music instrument provides a low-level bio-feedback which allows the musician to adjust the control in pursuit of higher-level musical goals (Winold, Thelen, and Ulrich, 1994 , Johannsen, 2002 , 2004 .
Through corporeal imitation, it can be hypothesized that multi-modal physical structures (movement, vision, audio) are translated into objects of a subjective action-oriented ontology, and back. The dynamic-agogic features perceived in the music (Truslit, 1938) are mirrored in the actions of the subject, where they form the core concept of multi-modal involvement with music. The notion of corporeal imitation thus offers an understanding of the relationship between the mental involvement with music and sound energy. Corporeal imitation can be seen as a mediating process that relates mental processing to physical energy. Broeckx's (1981) theory of musical expressiveness has been inspiring as a first step towards understanding gesture in terms of corporeal imitation. According to Broeckx, listeners become engaged in expressiveness because music is experienced as a material organism having sensitive attributes, and as an acting subject involved in events. Engagements at the level of a human action-oriented ontology are possible due to sensorimotor interactions between subject and the physical environment. The multi-modal experience of expressiveness draws upon what Broeckx calls synaesthetic, kinaesthetic, and cenaesthetic processes. (i) Physical properties of musical audio, such as frequency, duration, spectral density, loudness, are perceived as auditory categories of pitch, length, timbre, volume, and lead, via synaesthetic processing, to impressions of space, and of visual and tactile natures. These are perceived in terms of extension, density, weight, smoothness, roughness, hardness, softness, liquidness, ephemeral. (ii) Kinaesthetic processing relates these perceptions to the perception of movement. Music is perceived as dynamic in the sense that the perceived properties evolve through time and generate in our perception segregated streams and objects that lead, via the subjective sensing of the subject's body motion, to impressions of movement, gesture, tensions, and release of tension. (iii) Finally, cenaesthetic processing is mainly about the perception of one's own sensing of multi-sensory qualities and kinesthesia, apperception or somatognosis which addresses the knowledge of one's own body.
This gestalt-based approach to multi-modal involvement with music can be extended in the direction of a theory that puts more emphasis on gestures, on corporeal articulations that allow the aggregation of low-level physical phenomena, multi-sensory integration and sensorimotor feedback into higher-level action-relevant mental representations. Questions to be addressed concern (a) the encoding of expressiveness, (b) the translation to other sensory modalities, and (c) the relationship of expressiveness with affect, feelings, mood and movement.
Evidence in support of a multi-modal foundation of musical involvement comes from different fields. Firstly, behavioural research has revealed consistent relationships between musical (auditory) cues and the verbal description of expressiveness (Gabrielsson and Juslin, 2003) . However, further grounding of these relationships (such as the question of why we attribute sadness to a musical signal, or why we perceive a sound in terms of its acoustical mechanics) can be based on recent findings in the study of imitation, motor mimesis and mirror systems. Kuhl and Meltzoff's (1996) work on vocal imitation, for example, supports the view that infants store non-verbal perceptually derived representations of the speech sounds they hear which in turn serve as targets for the production of speech utterances. The strong coupling of action-schemata and perceptual forms is seen as the foundation for empathy or shared inter-subjectivity (Meltzoff, 2002 , Gallese, 2003 . The coupling of action and perception entails that perception of expressiveness is understood because it is based on the inner imitation of the action that leads to that expression.
In this context, the term mimesis has been used as a conglomerate for actions that involve imitation, pantomime, iconic gesture, imaginative play and the rehearsal of skills. Mimesis is a nonverbal and non-modal representational skill that is rooted in corporeal imagination. It has been assumed to form the intermediate layer between pre-symbolic and episode-oriented knowledge-systems of animals, and the symbolic systems of modern humans (Donald, 2000) 1 . Godøy (2001) argues that the idea of motor mimesis is a key notion in our understanding of musical sounds.
The postulation of a common encoding framework for the execution, imagination, verbalization, and observation of action is further grounded in the discovery of neural structures of imitation. Evidence for the existence of a multimodal mirror system, forming the neuro-physiological grounding of mimesis or imitation, comes from invasive brain research on apes (Rizzolatti et al., 1996) , and non-invasive research (e.g. fMRI) on humans, as well as from behavioural research (Meltzoff & Decety, 2003) .
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All these studies support the view that perceived spatio-temporal features can be related to the imagined experience of movement (kinaesthesia) using a mirror system. Corporeal imitation thus forms the basis for understanding the behaviour of others, and possibly also the understanding of expressiveness. Based on these findings, it can be hypothesized that the mirror system can be assumed to provide a key component in musical involvement. Through that linking, humans can understand each others' actions, and each other's expressiveness, and musical expressiveness (Leman, in preparation) . 3 To sum up, evidence-based research in evolutionary anthropology, child psychology, and brain research suggest grounds for the assumption of corporeal mimetic origins of music expressiveness. Explicit evidence of the relationship between music and motion through corporeal articulations is starting to become available in the musicological literature, see for example Clynes (1977) on sentics, Todd et al (1999) on the sensorimotor basis of rhythm perception, or Friberg and Sundberg (1999) and on the inner relations between ritardando in music.
Technological platforms for interactive multimedia and music
In the past decade, a number of interactive multimedia platforms have been developed (e.g. Pure Data, EyesWeb) 4 that have contributed to the study of the gestural and multi-modal foundation of musical involvement. The platforms offer sensing devices and processing modules for rapid prototyping of experimental setups, measurement, processing of data, integration of computational models in existing processing modules, and even the use of obtained results in artistic settings.
The main attractiveness of interactive multimedia platforms for research in musicology is in the integration of different media in relation to music. The platforms consist of hardware and software modules for the control and processing of energy in different media (sonic, visual, haptic) , allowing the encoding, exchange and integration of different forms of energy at different levels of representation. Using this approach, expressive corporeal articulation can be captured by sensing devices and further processed as trajectories in parameter maps, which allow the interaction of multiple media at different levels of their representation (from low-level representations of physical energy up to high-level representations of artistic expression). Using these systems, it is possible to influence music by dance, or to influence video projection by musical sounds. The whole approach should be seen as an attempt to extend the limitations of symbolic interactions with machines towards gesture-based interactions. The platforms also extend the concept of hyper-instruments in that they offer an environment for measurement and modelling, in addition to a platform for interactive artistic expression.
Clearly, these platforms are highly technological and their development draws upon a close interaction between art and science. Artists may use these tools for the creation of a virtual environment, while scientists contribute to the development of interfaces, controllers and interaction paradigms. Such systems become most interesting when they incorporate knowledge from the study of multi-modal foundations of musical involvement, as will be shown in the next section.
Parallel developments of technological platforms and the study and exploration of multimodal involvement with music
Research on the multi-modal foundations of musical engagement has been motivated by studies of musical expressiveness that go hand-in-hand with the development of interactive multimedia systems. In this section, we focus on a particular interactive multimedia platform, based on the EyesWeb system (Camurri, Hashimoto, Ricchetti, Ricci, Suzuki, and Trocca, 2000, Camurri, Mazzarino, and . In this platform, the measurement, modelling and artistic exploration of musical expressiveness is based on different modules for sensing, processing and mapping multimodal information. Figure 1 sketches the conceptual framework in terms of (i) a layer that accounts for the analysis and synthesis of physical streams of information (bottom), (ii) a layer of a-modal gesture-based mappings and spaces, (iii) a layer that contains verbal descriptions of affects, emotions, and expressiveness (top) (Camurri, De Poli, Leman, Volpe, 2001 , Camurri, Volpe, De Poli, Leman, 2005 . The processing of expressiveness works in two ways, namely analysis and synthesis (upwards, downwards).
The interaction loop consists of a real-time process in which analysis and synthesis phases, not necessarily in a strict cause-effect relationship, occur. During the analysis phase, low-level expressive cues are extracted from physical signals. For example, musical audio cues may include roughness, loudness, articulation, and tempo; human movement cues may include fluency, contraction/expansion, quantity of movement. Such cues can be considered at different space-and time-scales: full-body or specific parts (e.g. arms), single instrument/monophonic or ensemble, etc. The context and the state of the interactive narrative structure define such scales and ranges. The values of those cues project to a mid-level representation that consists of particular trajectories in an expressive space (see for example Figure 2 ). This trajectory space is a-modal in that trajectories can be interchanged and interpreted among modalities. For example, a pitch interval going up or down can be interchanged with an arm movement going up or down; more interestingly, a legato performance may be interpreted in terms of a fluent shape of movement. These trajectories can then be further mapped onto labels at a higher-level.
Figure 2. Example of feature extraction from body movement and a projection of that feature into a gesture space.
The analysis phase may emerge in some cases with high-level descriptions, e.g., of a particular emotion or expression, corresponding to particular trajectories or shapes in the expressive gesture space. The synthesis phase usually goes back from the high-level to the physical signals level: trajectories are used to generate the desired expressiveness in a (possibly multi-modal) physical signal. For example, the verbal characterization of an expression called "allegro" (joyful) can be connected with a palette of control variables that is used for the generation of the musical expression. Or when applied to another modality, similar control variables could be used to change the expression of an avatar or the movement of a robotic agent (Camurri, Coletta, Ricchetti, and Volpe, 2000) . In interactive communication, it may not be necessary for the user to know the system's recognized expression in terms of verbal adjectives. Transfer of expressiveness from one modality to another modality can be realized through the a-modal gestural layer. This happens through a non-verbal type of expressiveness representation. Indeed, the pitch interval going up or down may contain frequency modulation patterns that correspond with expressive movements of a robot arm.
In accord with the notion of corporeal imitation, the capturing and translation of expressive information does not need to pass all the way to symbolic description of the expressive information. Instead, the notion of corporeal imitation assumes that expressiveness processing is direct and based on imitation, here implemented by the trajectories in amodal spaces. Thus, rather than being based on cerebral cognitive understanding and linguistic-based types of representations, the platform uses trajectory spaces and mappings as non-verbal representations of gestures. Given these spaces and maps, expressiveness can be understood in terms of sequences of elementary movements. The central idea is that different sequences of elementary movements (taken from an alphabet of elementary movements) may define gestures that are encoded as proto-signs, and when labelled, these proto-signs can be conceptualized and used in narration. As such, knowledge about expressiveness can be acquired using extraction of features from the signal and using pattern classification techniques for representation 6 . In addition, these proto-sign gestures can be used for the synthesis of physical gestures.
In developing the interactive multimedia platform, much attention has been devoted to the scientific testing of feature extraction modules that process expressiveness contained in musical audio and body movement at the above mentioned three levels, namely: low-level cues, a-modal gesture trajectories, and symbolic descriptions. In that sense, the development of the platform was largely influenced by research into the multi-modal foundations of musical involvement.
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Analysis of expressiveness in audio and in body movement
In what follows, a (non-exhaustive) overview is given of a number of case studies, which aimed at measuring and modelling expressiveness in audio and movement.
The first case study was about the extraction of meaningful expressive gesture cues from audio. In addition to feature extraction, a-modal representational schemes have been developed which allow the description of expressiveness in terms of a small number of parameters, related to audio structural features (Canazza, De Poli, Drioli, Roda, Vidolin, 2001 ). As such, kinematic (tempo), energy (staccato/legato, intensity), and affect (valence/activity) spaces were explored as representational frameworks for expressiveness (Canazza, De Poli, Roda, and Vidolin, 2003 , Canazza, De Poli, Drioli, Roda, and Vidolin, 2004 , Leman, Vermeulen, De Voogdt, Taelman, Moelants, and Lesaffre, 2004 , Leman, Vermeulen, De Voogdt, Moelants, and Lesaffre, 2005 .
However, the development of such schemes requires an understanding of the relationship between acoustic features, gestures, and semantic descriptions. Leman et al. (2005) address the question of whether subjective descriptions of affect in music can be predicted from combinations of a limited number of structural cues extracted from the audio by means of an auditory model that could be integrated in the platform. It was shown that valence-adjectives, such as "carefree", "gay", "hopeful" can partly be accounted for by tempo and musical consonance, which enhance the perception of positive qualities. Instead, activity-adjectives such as "bold", "restless", and "powerful" are related to the acoustical cues such as centroid/width, pitch prominence and loudness. The higher the loudness, the more bold, restless, and powerful the music is perceived. The study shows that an inter-subjective semantics of musical expressiveness can partly be grounded on acoustic cues. Interestingly, the interactive multimedia platform can be equipped with modules that extract expressiveness from audio within these terms, which in turn can be used in multimedia performances.
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A second case study concerns the reaction of audiences during artistic performance. To measure this reaction, Camurri, Mazzarino, Ricchetti, Timmers, and Volpe (2004) took into account -in both musical and movement domains -the performers' expressive intentions, using the interactive platform as a measurement tool for the study of multi-modal foundations of musical involvement. The research hypotheses combined hypotheses from Laban's Theory of Effort (Laban & Lawrence, 1947) with hypotheses stemming from performance research (Clarke and Davidson, 1998) , from research on the intensity of emotion and tension in music and dance (Krumhansl, 1997 , Sloboda and Lehmann, 2001 , Scherer, 2003 . This study pointed out that: (i) emotional intensity is reflected in the degree of physical openness (release) or contraction (tension) in the back of the performer, (ii) emotional intensity is communicated by the main expressive means for a pianist: tempo and dynamics, (iii) intensity increases and decreases with energy level (speed of movements, loudness, tempo). Intensity is related to the performer's phrasing: it increases towards the end of the phrase and decreases at the phrase boundary with the introduction of new material 9 .
7 From a technical point of view, large-scale applications using the interactive multimedia platform would, given the current state of technology, typically make use of several connected laptop computers, running different platforms such as EyesWeb (http://www.eyesweb.org) with extended modules for body movement analysis and audio analysis, Pure Data (http://www.pure-data.org/about/) with extended modules for audio analysis, and synthesis programs such as Director Musices (http://www.speech.kth.se/music/performance/download/dm-download.html), a server such as Octaga (http://www.octaga.com/solutions.html) for cooperative distributed virtual environments and computer animation, and so on (Rinma, Friberg, Kjellmo, Camurri, Cirotteau, Dahl, 2003) . However, small-scale applications may use only one computer system for the extraction of features on audio and/or movement, and the synthesis of audio/visual output, or one system for movement analysis, and one for music synthesis. The computational tools developed within the framework of the interactive multi-modal software platform have been used for both artistic applications in different concerts as well as for scientific research. It is probable that computer power will continue to increase, and it will become possible to run the interactive multimedia platform doing analysis and synthesis simultaneously on a single, perhaps mobile, computing device. 8 A module based on the above results was used in an experimental artistic performance by Rene Mogensen at the celebration of the 40 th anniversary of IPEM at the Vooruit arts centre in Ghent, Belgium, October 2003. 9 In human movement and dance, the relationship between syntactical features and affect semantics has been investigated in several studies. Pollick, Paterson, Bruderlin and Sanford (2001) , for example, analyzed recognition of emotion in everyday movements (e.g., drinking, knocking) and found significant correlations between motion kinematics (in particular speed) and the activation axis in a two-dimensional space of Activation and Valence. Wallbott (1980) classified expressive movement by considering different aspects related to space, time, force, gestalt, and category. Boone and Cunningham (1998) identified six expressive cues in the recognition of the four basic emotions (anger, fear, grief, and happiness), namely: frequency of upward arm movement, the duration of time arms were kept close to the body, the amount of muscle tension, the duration of time an individual leaned forward, the number of directional changes in face and torso, and the number of tempo changes an individual made in a given action sequence. Furthermore, computer algorithms have been developed for extracting low-and mid-level features from human full-body movement, and a large In order to carry out this study, different modules for the analysis of expressiveness in movement had to be developed and tested. Afterwards, these modules could also be used for artistic performances. In an experiment on dance, for example, a choreography was performed by five dancers, each of them performing the choreography using four different basic emotions. The video recordings of these performances were used to compare spectator ratings with an automated analysis. The algorithm for automated analysis integrates a few low-and mid-level gesture cues, using decision trees and machine learning techniques to extract which basic emotion is present in the stimulus. The palette of algorithms for the extraction of gesture cues is described in and can be found in the related software library for Expressive Gesture processing. At moments where the algorithm exhibited difficulties in the recognition of the intended emotion this was at the same place where spectators also found difficulties in understanding the intended emotion of the dancer (Camurri, Lagerhof, and Volpe, 2003) .
Synthesis of expressiveness in audio and in physical and virtual agents
Apart from modules for audio and movement analysis, synthesis modules have also been developed, in particular in connection with Director Musices, a rule-based system for expressive performance of electronic scores (Friberg, Colombo, Fryden, Sundberg, 2000) . The basic idea is that expressive performance can be captured in terms of a weighted set of control parameters that have an effect on loudness and duration, such as double-duration (decrease of the inter-onset interval contrast for two adjacent notes having the nominal IOI ratio 2:1), duration contrast (long notes are played longer, short notes shorter), faster-uphill (decrease IOI of notes in uphill motion of the melody) etc. In several studies (Friberg, Bresin, Fryden, Sundberg, 1998 , Sundberg, Friberg, Bresin, 2003 , Zanon and De Poli, 2003 , attempts have been undertaken to learn these rules by imitation of real artistic performances in contexts defined by basic emotive expressiveness, such as "sad", "tender", "happy" or "angry". Based on this research, a module called Expressive Director has been developed for use within the framework of the interactive multimedia platform. The module pre-processes a given score according to a specific emotive setting (e.g. "happy"). The score can be played by a sequencer in EyesWeb, and all the specified rules can be controlled in real time while music is playing. The rule parameters are mapped onto a two-dimensional space for intuitive control. This illustrates that the interactive platform can be used as a rapid prototyping environment for experimental setups, while the results can be used for artistic applications.
The interactive multimedia platform also allows the exploration of paradigms of expressive interaction between humans and physical agents such as robots, or between humans and virtual agents (computer animations) in the framework of interactive multi-modal environments in music, theatre, museum exhibitions, and art installations. Such agents may be human-like, or not human-like. The perception of "animacy", "causality", and "empathy" (very challenging in the psychology community) can be of high interest in order to understand the potentialities of the communication of expressiveness (Leman, in preparation) . Preliminary studies on robotic agents have been described by Camurri, Coletta, Ricchetti, and Volpe (2000) .
What an interactive multimedia platform may offer beyond traditional methods
The above examples show that interactive multimedia platforms mainly offer an integrated environment for the study of the multi-modal foundations of musical involvement. In principle, ad hoc tools could offer a similar performance, yet interactive multimedia platforms have proven to be useful, for a number of reasons.
Firstly, the integrated environment facilitates the study of the multi-modal basis of music cognition because it allows for an easy set-up of visual, audio, and haptic sensors, capturing data from these sensors using relevant perceptual features, processing them in a-modal representational space, and linking them with symbolic representations and additional information processing. Graphical programming techniques and existing patches can be used, which allow for the design of dedicated multimedia machines for sensing, recording, control, analysis and representation of data. The platform thus facilitates the creation of measurement instruments for the study of musical involvement.
Secondly, the multi-modal interactive platform can be used for artistic performances, using the tools that are developed for measurement of multi-modal involvement with music. Results from the study of multi-modal involvement can be integrated as well. This allows a straightforward use of results in artistic applications.
Thirdly, a main advantage of interactive multimedia platforms such as Pure Data and EyesWeb is indeed the modular amount of research work has been carried out in the computer vision field aiming at extracting motion descriptors in order to analyze and classify movement under several aspects. approach, which allows the integration of modules that capture data from different modalities, using different media. The platform is also integrated in the sense that it can be used for measurement, model development as well as artistic use. In many cases that involve complex measurements, this integrated approach has proven to be workable. Its main advantage over ad hoc solutions is that it builds towards an accumulated platform of tools, which is useful for scientists and artists. In contrast, ad hoc solutions do their job for one specific case, and may be less useful in slightly different cases.
Finally, it should be noted that the engineering of an interactive multimedia platform boosts musicological research to focus attention on the foundations of multi-modal involvement with music. It provides an opportunity to extend the classical musicological focus on scores and sound towards a more radical multi-modal approach of musical involvement. In that approach, understanding of musical expressiveness is exemplary for a possible new trend in musicology that focuses on corporeal articulations (gestures) and a better understanding of the notion of imitation (such as style imitation) (Pachet, 2003) .
In studying the multi-modal basis of musical involvement, intuition and analysis from the human sciences (e.g. gestalt psychology as well as motion-oriented research in the 1920s-30s) has turned out to be an important source of inspiration, which could be combined with modern evidence-based research and computational modelling. This approach contributes to strengthening the interdisciplinary foundations of modern musicology (Leman and Schneider, 1997) . As such, the notion of musical expressiveness can be grounded in evidence-based and model-based approaches, leading to an instrumental theory of musical expressiveness that serves both as a platform for advanced research in expressiveness, as well as platform for artistic exploration.
It should be added, however, that the interactive multimedia platforms discussed in this paper are in development. In fact, their development forms part of an ongoing dynamic activity that stimulates research on the multi-modal foundations of musical involvement. In short, the interactive multimedia platforms have been stimulating research into the multi-modal foundations of musical involvement, but more work is still needed to refine the different feature extraction modules, gesture spaces and interactions between different modalities and to configure all this into something that laymen could easily use.
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Conclusion
In this paper, it is argued that the study of multi-modal involvement with music has developed in synergy with the development of interactive multimedia platforms. This has been illustrated by concrete examples of case studies that addressed the measurement and modelling of musical expressiveness, using tools that form part of the EyesWeb system. Music engineering and musicology turns out to have a mutually positive effect on each other in that measurement results and modelling of musical expressiveness can be integrated into new versions of the interactive multimedia platform which allow better measurement and modelling in further stages of research.
The study of musical expressiveness has contributed to the idea that involvement with music is basically multi-modal. Musical understanding, apart from its cerebral component, has an important corporeal component, which can be related to musical expressiveness, corporeal imitation and the notion of mirroring processing. The development of interactive multimedia platforms and more particularly their use in artistic applications, furthermore calls for a grounded instrumental theory of musical expressiveness, to be worked out in terms of modules for the extraction, crossmodelling and generation of expressiveness in different perceptual modalities (audio, vision, haptic) . This is very 10 There are some new initiatives that seem to proceed along the path that MEGA has been exploring. Reference can be made to the Congas COST 287 action (started in 2004) (http://www.cost287.org/). The COST action is based on a broad European network of music research institutes. Also the EU Network of Excellence ENACTIVE (http://www.enactivenetwork.org/) is relevant, as well as the S2S^2 project (http://www.s2s2.org/). S2S^2 (Sound to Sense -Sense to Sound) is a EU-funded coordinated action in the Sixth Framework Programme that addresses the open issues of research in sound and human-machine interaction. S2S^2 aims to provide a roadmap for future research in interdisciplinary music-related research. ENACTIVE refers to enactive knowledge, i.e. knowledge that is not simply multi-sensory mediated knowledge, but knowledge stored in the form of motor responses and acquired by the act of "doing". Examples of enactive knowledge are the competence required by tasks such as dancing or playing a musical instrument, modelling objects from clay, which would be difficult to describe in an iconic or symbolic form. This type of knowledge transmission can be considered the most direct, in the sense that it is natural and intuitive, since it is based on experience and on perceptual responses to motor acts. Enactive interaction is a relatively unexplored means of communication within the interaction capabilities between users and computers. The "Enactive computing" related to this kind of interaction would require not only faster computers and systems able to cope with more complex information, but also new kinds of interfaces and reasoning computing able to work with the users at a more complex degree of information representation. A thorough understanding of the systems, mechanisms, algorithms and the representation forms related to this kind of interaction is fundamental to develop the future generation of "human-mediated computer interaction", and this is one of the main goals of the ENACTIVE Network of Excellence EU project in the Sixth Framework Programme. motivating for the study of the multi-modal foundations of musical involvement. Apart from a number of scientific contributions, artists have used the system in exploring new frontiers of expressiveness in music theatre.
The fact that during the last decade, different music research groups, music engineering, as well as musicology and psychology, have worked together towards the realization of this new approach to multi-modal understanding of musical involvement reveals that music research has become fully a networked collaborative enterprise (Leman, 2005) . With new input coming from biology, this trend is likely to be reinforced. Music research is no longer restricted to a single research topic, a single research discipline, a single methodology, or even a single research laboratory. Advances in music research need to be based on the collaboration of multiple research fields such as musicology, psychology and engineering, in synergy with artistic explorations. Such an approach may be called interdisciplinary. Although our understanding of the multi-modal foundation of music is rather limited at this moment, it is clear that the study of musical expressiveness, and its foundation in multi-modal involvement with music and corporeal imitation is an important development. The multidisciplinary nature of this research topic calls for advanced technologies that integrate different media in a single platform. The interactive multimedia platform for measurement, modelling and artistic performances mentioned in this paper offers an opportunity for research in this domain, with the likely effect that results may be immediately used to advance the development of that platform.
