As whole genome shotgun sequencing (WGSS) becomes more accessible using high-throughput sequencing technologies, undertaking comparative studies among different individuals (based on population, race, or genetic disease) is the next logical step. In this paper, we propose a paradigm shift in variation comparative studies (specifically structural variation) away from the conventional two step approach of i) independent structural variation discovery and ii) pairwise comparison of structural variation to a simultaneous structural variation discovery framework in multiple genomes. For the first time, we formally introduce the maximum parsimony-based simultaneous structural variation discovery in multiple genomes problem and provide an asymptotically tight approximate algorithm. Tests of the proposed framework on the genomes of the mother-father-child trio sequenced by Illumina and comparisons between the structural variations predicted with known variations in these genomes show that the conventional strategy works poorly in providing meaningful biological results through comparative analysis. For instance, the traditional framework predicts an extremely high number of de novo variations in the child in comparison to his parents. Our proposed framework not only significantly reduces the number of incorrect de novo variations for the same number of total variations but also predicts more known true positive variations.
Introduction
Next generation sequencing technologies have been decreasing the costs and increasing the world-wide capacity for sequence production at an unprecedented rate, making the initiation of large scale projects aiming to sequence 2000 [1] or 10000 individual genomes [19] possible. Genomic variation, especially structural variation (involving insertion, deletion, duplication, translocation and transposition events) detection through high throughput sequencing promises to be one of the key diagnostic tools for cancer and other diseases with genomic origin [12, 38] . One recent study [24] for example, demonstrates that patient-specific structural variants identified in blood samples could be used as personalized biomarkers for monitoring tumor progression and response to cancer therapies. The main potential use of next generation sequencing in clinical applications, however, would be the identification of genomic variants including the structural ones as recurrent biomarkers in patient subgroups which are scarcely observed in healthy tissues. Some recent studies on specific cancer types, on the other hand, have not been able to identify recurrent structural biomarkers (e.g. [9] or [31] ). Although it is possible that such genomic signals simply do not exist in the cancer types studied, a more likely explanation is that the computational tools used in these studies were not sufficiently accurate to correctly identify and/or prioritize recurrent structural variants. Thus it is possible that the road from personalized genomics to personalized medicine has been rough, partially due to the lack of sufficiently accurate computational tools for identifying recurrent structural variants among a collection of genomes and transcriptomes.
In order to computationally identify genomic variations with much higher accuracy than what is possible, structural variant discovery technology may need a fundamental paradigm shift. In this paper, we propose to move from the current model of (1) detecting genomic variations in single next generation sequenced (NGS) donor genomes independently, and (2) checking whether two or more donor genomes indeed agree or disagree on the variations, to a new model in which we detect genomic variation detection among multiple genomes simultaneously. In the rest of this manuscript the above conventional two step model of comparing structural variation of different genomes, is denoted as independent structural variations and merging (ISV&M) approach/framework. The paradigm shift we are proposing may be likened to that occurred in the early days of genome sequence analysis, when the limitations of pairwise sequence alignment gave rise to the development of multiple sequence aligners. Pairwise sequence alignment methods implicitly aim to match identical regions among two input sequences which are not interrupted by mismatches or indels. They achieve this under the maximum parsimony principle that suggests to minimize the (probabilistically weighted) number of single nucleotide insertions, deletions and mismatches in an alignment. Unfortunately the most likely alignment is incorrect many times. Accuracy in sequence alignment can be improved significantly by the use of multiple sequence aligners, provided that several related sequences are available for use. Today, at least for the purposes of identifying genomic variants at a single nucleotide scale, multiple alignment is the "technology" of choice.
In this paper we present novel algorithms for identifying and clustering structural variations among multiple genomes through the use of multiple sequence comparison algorithms by establishing a general strategy from which much improved Genome-Wide Association Studies (GWAS) can be performed. With the wealth of genomic sequence data now publicly available (e.g. through the 1000 genomes project [1, 33] ), which include WGSS data from diverse populations (and members of the same population or even family), comparative structural variation studies are the next natural steps.
Existing Methods for Structural Variant (SV) Discovery and Their Limitations. Available methods
for SV discovery typically employ paired-end sequencing: inserts from a donor genome (from a tightly controlled length distribution) are read at two ends, which are later aligned to a reference genome. Provided that the mapping loci is correctly identified, an increase or decrease of the distance between the end reads indicate an insertion or a deletion. PEmer [22] for example, maps each paired-end read to a unique location through the mapping software MAQ [25] . A number of followup studies that employ a similar "hard clustering" approach [32] include Pindel [44] and BreakDancer [8] , all focus only on the "best mapping" of each read, provided by the mapping software in use. A survey by Medvedev et al. [32] summarizes the basis of decision making for each of these methods and report briefly on their performance. These methods typically work well on unique regions of the human genome; however they naturally ignore potential multiple alignment locations in repeat regions, by either picking one arbitrary location among many possibilities or simply avoiding the use of reads that have multiple mapping locations. As a result they cannot capture structural variations in repetitive regions of the human genome.
In a recent paper [13] , it was demonstrated that by ignoring possible mapping locations of a read may lead to significant loss of accuracy in structural variation detection. A 2x100bp read provided by Illumina HiSeq2000 technology maps to more than 180 locations within 6 mismatches or indels. Picking an arbitrary location among these as the mapping location of a read naturally leads to both false positives and false negatives in SV discovery.
To address the above problem, a number of "soft clustering" techniques [18, 2, 26] have been introduced in the past two years. Here, paired-end reads are mapped to all potential locations -through the use of the mapping algorithms such as mr and mrs FAST [2, 13] . In soft clustering approaches, paired-end reads can have multiple mapping to the reference genome, and thus suggest different variations. Each set of the discordant paired-end reads can be indicating a real structural variation or just be an artifact of the multiple mapping. These clusters of paired-end reads are denoted as soft-clusters [32] . VariationHunter [18] is one of those soft clustering methods that aims to resolve repetitive regions of the human genome through a combinatorial optimization framework for detecting insertion and deletion polymorphisms. A recent extension of VariationHunter [18] for mobile element insertion discovery [16] and a new computational pipeline, NovelSeq, for novel sequence insertion discovery [15] also employ soft clustering techniques. MoDiL [26] , as well as its followup MoGUL [27] evaluate the clusters of reads that seem to indicate a structural variant using a probabilistic framework, while Hydra [34] uses heuristics (akin to the algorithmic strategies of VariationHunter) to detect structural variant breakpoints in the mouse genome. MoGUL [27] focuses on finding common insertion and deletion events in a pool of multiple low coverage sequenced genomes.
In this paper we demonstrate, for example, that on the well known NGS genomes of the Yoruban family (involving a child, the mother and the father, NA18506, NA18507, NA18508), the independent application of VariationHunter predicts up to 410 de novo Alu inserts in the child! A careful inspection of the clusters obtained by VariationHunter on all three individuals on the other hand, reveals that all of these 410 novel Alu inserts predicted are indeed false positives mostly due to SNVs or varying read coverage, etc.
Note that soft clustering strategies for SV detection between one donor genome and a reference genome do provide both false positives, as well as false negatives, due to SNV effects and others. However, the proportion of false positives among all positives predicted will be low because of the high number of actual SVs typically observed between a donor and the reference. On the other hand, when the goal is to identify SVs between two highly related donors by using the reference as an intermediary, while the number of false positives (between D1 and R and D2 and R) will be of similar scale, the proportion of false positives among all positives will be high, simply due to the low number of actual SVs that would be present between the donor genomes. Thus although VariationHunter (and other soft clustering strategies) may provide high levels of accuracy for SV detection between one donor and the reference genome, it may provide a low level of accuracy when comparing two (or more) donor genomes.
Contributions. In this paper we introduce novel combinatorial formulations and optimization algorithms for SV discovery among a number of next gen sequenced donor genomes with the help of a complete reference genome. The algorithms we introduce, which we collectively call CommonLAW (Common Loci structural Alteration discovery Widget) aim to simultaneously predict SVs in several donor genomes by means of minimizing a weighted sum of structural differences between the donor genomes as well as one reference genome. 1 The (pairwise) weights will be a function of (1) the expected genomic proximity of the individual donors sequenced (i.e. the expected evolutionary distance between the donor genomes), (2) type, loci and length of the individual structural alterations considered. The problem of minimizing (for example, sum-of-pairs) genomic alterations between multiple genomes is NP-hard even when we are constrained with (1) single nucleotide variants, (2) weights which are all equal. As a result, the quest for an efficient algorithm that will provide near optimal solutions to the problem in question is not a trivial one. We provide a tight approximation algorithm for the general simultaneous structural variation problem, in addition we give several effective algorithm and heuristics for couple of special cases of this problem too. Finally we study genomes of three YRI individuals (mother-father-child trio) sequenced by Illumina with 30x coverage (i.e. 3.24 × 10 11 bp of sequencing data), for mobile element insertion and deletions discovery.
The Simultaneous Structural Variation discovery problem
Here we introduce the problem of Simultaneous Structural Variation discovery in Multiple Genomes (SSV-MG) and present a novel combinatorial optimization formulation. Given one reference genome (e.g. human genome build36) and a number of (i.e. λ) paired-end sequenced genomes denoted by G1, · · · , G λ , our aim is to predict structural variation (SV) events in these genomes simultaneously. It is known that the paired-end reads of each genome G k with no concordant alignments on the reference genome suggest SV events in G k [39, 42] . However, the possibility of several discordant alignment locations for each paired-end read (and hence several potential SV events implied by only one discordant read) raises a crucial question: which potential SV events are true and which are due simply to the negative effects of the multiple alignments on the reference genome? In Hormozdiari et al. [18] , we introduced the concept of maximal SV clusters and defined the Maximum Parsimony Structural Variation (MPSV) problem for cases where only a single genome was independently compared with the reference genome. An SV cluster was defined as a set of discordant alignments that can support the same potential SV event while a maximal SV cluster was defined as an SV cluster to which no other alignments could be added [4, 37, 18, 16, 15] . Note that, for different types of SV events, a set of discordant alignments forms a maximal valid cluster when it satisfies a set of mathematical rules. For a detailed case study, please see [18, 16, 15] . In [18] , the MPSV problem was defined to compute a unique assignment of each discordant paired-end read to a maximal SV cluster such that the total number of implied SV events is minimized. The SSV-MG problem also aims to identify maximal SV clusters and assign each discordant paired-end read to one of the SV clusters under a maximum parsimonious criteria which we will formally define later in this paper. Note that once an algorithm for SSV-MG assigns a discordant paired-end read to an SV cluster, the cluster is said to be selected which implies an SV event. The fact is when there is sufficient support from the discordant paired-end reads of many different genomes for a particular SV cluster, the SV cluster is more likely to be true, especially when the noted genomes are evolutionary close to each other (e.g. from members of a family or a population). Our optimization criteria for assigning the discordant paired-end reads in SSV-MG utilizes the above fact.
For each SV event identified by an SSV-MG algorithm, a weight (cost) is associated based on the set of the distinct genomes sharing the SV event (i.e. having a discordant paired-end read which is assigned to the SV cluster). If an SV event is shared among many distinct genomes, its weight is relatively small, while an SV event which is unique to only one individual has a larger weight. The aim of SSV-MG is to simultaneously identify a subset of all the potential SV events such that the sum of their total weight is minimized.
Definitions and the mathematical formulation of SSV-MG
For each sequenced genome G k , the set of its discordant reads is denoted by
where n k is defined as the number of discordant reads of G k . Let n = P λ k=1 n k be the total number of discordant reads among all the genomic sequences and let R = R 1 ∪ R 2 ∪ · · · ∪ R λ be the set of all discordant reads. Throughout the paper, for simplicity, we represent each genome G k and its discordant reads with a color k.
Note that each discordant read may have several alignment locations on the reference genomes so, as we discussed earlier, the aim is to find a unique assignment of each discordant read in R to exactly one of the maximal SV clusters (and, hence, to one potential SV event). For detailed definitions of discordant reads and multiple paired-end read alignment, please see [18] .
We define S as the set of all maximal valid clusters and for each r ∈ R, we denote the subset of S for which r supports (i.e. has an alignment in the cluster) by ΨS(r). For each of the 2 λ subsets C (i.e. C ⊆ {1, · · · , λ}) of the colors, we define a weight ωC. The weight of an SV event (cluster) s, denoted as ws, is equal to the ωC × ∆s when the event s is shared among individuals in C (i.e, the cluster s has assigned read mappings from individuals in C); ∆s is a function of type and length of the SV as discussed earlier in the Introduction section.
Simultaneous Structural Variation discovery in Multiple Genomes (SSV-MG) aims to assign each discordant read r ∈ R to one of the SV clusters in ΨS(r) such that the following optimization function (COST) is minimized:
, where Is is an indicator variable equal to one, as long as there exists at least one discordant read assigned to s (i.e. s is selected). Otherwise, if s is not selected, Is is equal to zero. ws is the weight of the selected SV event s as defined above and C is the subset of colors assigned to s (distinct individual genomes sharing the event s). The value of ωC represents the likelihood of a common variation between the set of individuals in C. A natural way to calculate this value is based on the ratio of common SNPs between C genomes to the total number of SNP predicted for those individuals.
SSV-MG for two donor genomes
In what follows, we define a special case of the SSV-MG problem in which only two sequenced genomes are compared with the reference genome. This case is specially interesting when we jointly analyze two highly related genomes such as genomes of healthy and tumor tissues of an individual in order to identify common and uncommon SV event of those genomes. We call this special case Red-Black-Assignment and use two colors, red and black to represent the two genomes and their discordant paired-end reads. We refer to an SV event, which has assigned paired-end reads from both colors, multicolor, while an SV event which has only red (or black) assigned paired-end reads is called red (or black) SV event.
Let M be the set of multicolor events, R be the set of red events, and B be the set of black events. The aim is to find an assignment which minimizes the following optimization function: cost = ω {red,black}
In the next section, we will first give a hardness result and then will present tight approximation algorithms for both the SSV-MG and Red-Black-Assignment problems.
The complexity of SSV-MG and algorithmic approaches 3.1 Hardness of approximation
We show that the SSV-MG problem is NP-hard and there exists a constant c for which SSV-MG has no approximation factor within c ωmax ω min log n, when we are constrained with a constant number of genomes, unless P = N P . 2 Note that ωmax and ωmin are the maximum and minimum possible weight for of an SV event, respectively; ωmin is the weight of an SV event which has assigned reads from all different colors; and WLOG, wmax is the weight of an SV event which has only assigned reads from the color λ. We remind the reader that we defined λ as the number of donor genomes (i.e. colors).
We use an approximation preserving reduction from the well known set cover problem. The set cover problem is defined as follows: Given a universe U with n elements and a family S of subsets of U (i.e S = {S1, · · · , Sm}), we want to find the minimum number of sets in S whose union is U . Raz and Safra [36] proved that there exists a constant d such that the set cover problem cannot be approximated within d log n unless P = N P . Alon, Moshkovitz and Safra [3] showed the similar complexity result also holds with a smaller constant. We use this complexity result to prove that the SSV-MG problem cannot be approximated within a constant times ωmax ω min log n.
Lemma 1.
There exists a constant d such that the set cover problem cannot be approximated within d log n even in the case where the size of the optimal solution for the problem is already known.
Proof. Given a set cover instance, we define OP T as the size of its optimal solution. Note that OP T is always an integer smaller than or equal to m, where m is the size of the family of subsets of S. We show that if there exists a black-box which finds a solution with a size d log n · OP T for the case where OP T is already known, the set cover problem can also be approximated within the same factor. This reduction would be in contradiction with the complexity result of Alon et al. [3] . Assume there exists such a black-box that finds an approximated solution with at most d log n · OP T in polynomial time. For each integer i ∈ {1, · · · , m}, we can now guess the value of OP T to be equal to i and execute m different black-boxes (i.e. for each i) in parallel. Next, we verify the outputs of those black-boxes terminated in polynomial time and find an approximated solution within the same factor for the general set cover problem. Proof. We use a reduction from the set cover problem where the size of its optimal solution is already known. For simplicity, we call this problem Set Cover Optimal Known (SC-OK) throughout this proof. Suppose we are given an SC-OK instance with U = {x1, · · · , xn} and S = {S1, · · · , Sm} as its universe and family of subsets, respectively, and let OP T be the size of its optimal solution. We construct an instance of the SSV-MG problem as follows: For each color ℓ(1 ≤ ℓ ≤ λ − 1) and for each j(1 ≤ j ≤ OP T ), we introduce a new element y ℓ,j with the color ℓ. The color of the elements in U is set to λ. Let Y = {y ℓ,j |1 ≤ ℓ ≤ λ − 1, 1 ≤ j ≤ OP T } be the set of all these new elements. We define U ′ = U ∪ Y , as a new universe for the instance of SSV-MG and construct its family of subsets S ′ as follows: Corresponding to each Si ∈ S, we have a subset
In other words, all the subsets in the family will share all the new (λ − 1)OP T elements. It can be seen that an optimal solution for SC-OK gives an optimal solution for SSV-MG with a cost equal to ωmin · OP T since all the selected subsets can have all different λ colors assigned to them. Furthermore, any feasible solution for SC-OK with k ≥ (λ − 1)OP T subsets gives a solution with the cost of at least ωmax · [k − (λ − 1)OP T ] + ωmin · (λ − 1)OP T for SSV-MG. We have (λ−1)OP T new elements with colors from 1 to λ−1 (i.e. other than λ ) and even if (1) we assign these new elements to (λ − 1)OP T different subsets and (2) ωmin is equal to the weight of an SV event with assigned paired-end reads from two colors, the cost of SSV-MG cannot become less than ωmax
We
. Now we will show that, in this case, the total number of subsets in the solution returned will become less than c log n · OP T which contradict with the result of Alon et al [3] for a small constant c.
Assuming k is the total number of subsets in the solution, we have:
So these k subsets will give a feasible solution within c log n to SC-OK which contradicts the complexity result of Alon et al. [3] , for a sufficiently small constant c.
An asymptotically tight approximation algorithm for SSV-MG
In this section, we present an approximation algorithm (which we name SSC throughout the manuscript) for the SSV-MG problem. We show that the greedy algorithm for the set cover problem [41] gives an approximated solution within O(log n·(ωmax/ωmin)) for SSV-MG, where ωmax and ωmin are the maximum and minimum possible weights among all SV clusters. The greedy algorithm for set cover selects sets iteratively: at each iteration, selects the set which contains the largest number of elements not previously covered. For a given instance of the SSV-MG problem and its corresponding set cover instance, we denote the size of the optimal solutions by OP TSSV and OP TSC, respectively. It is easy to see that OP TSSV ≥ ωmin · OP TSC, since at least OP TSC subsets have to be selected in SSV-MG to cover all the elements of the universe and each of those subsets have a weight of at least ωmin. The greedy solution for set cover gives a solution of at most log n · OP TSC, hence, the same solution for SSV-MG will have a cost of at most ωmax log n · OP TSC. Thus, the greedy solution gives an O(log n · (ωmax/ωmin)) approximation for the SSV-MG problem. Note that based on the hardness result shown in Theorem 2, this approximate algorithm is (almost) tight.
A maximum flow-based update for Red-Black Assignment
Here we present an effective update (utilized after selecting the subsets and assigning discordant paired-end reads to them) to update the assignments given by a Red-Black Assignment solution such that the number of multicolor subsets are maximized. Note that a solution for the Red-Black-Assignment problem was obtained using the greedy algorithm discussed in Section 3.2. This maximum flow-based update aims to maximize the number of multicolor subsets in a given (already) selected subsets that cover all the discordant paired-end reads. Unfortunately, this updating approach cannot be extended to the general case of SSV-MG when the number of colors are more than two. Even for three colors, by a reduction from the 3-dimensional matching problem (i.e. one of Karp's 21 NP-complete problem) [20] , we can show that maximizing the number of subsets having all the colors assigned to them is NP-hard.
In what follows, we explain this updating step for the Red-Black-Assignment problem. Consider a Red-BlackAssignment instance and let SSELECT ED = {S1, · · · , S k } be the subsets of the family S which are already selected in a solution. Let R = {r1, · · · , rn R } be the set of red elements and B = {b1, · · · , bn B } be the set of black elements, where nR + nB = n (i.e. the number of elements in the universe). We construct a network G as follows: For 1 ≤ i ≤ k, each Si is represented by a vertex in the network and corresponding to every element in the universe, we have a vertex in the network in G. For every pair (ri, Sp) such that ri is a member of Sp, we have an edge with a capacity equal to one and for every pair (Sq, bj) such that bj is a member of Sq, we have an edge (Sq, bj) with a capacity one. A source vertex SOURCE is connected to all vertexes in R and all vertexes in B are connected to a sink vertex SINK. All the internal vertexes (i.e. except the sink and source) have capacity one as well. We now compute the maximum (integral) flow from s to t, identify all edges (ri, S ℓ ) and (S ℓ , bj) in G with unit flow in the network, and re-assign the elements r ′ i and b ′ j to the subset S ℓ . It can be seen that this maximum flow approach will maximize the number of multi-color subsets. Figure 1 demonstrates an example of how the network is being constructed. Figure 1 : The set R = {r1, r2, r3, r4} represents the red elements and B = {b1, b2, · · · , b7} represents the black elements. The selected subsets are S1 = {r1, r2, b1}, S2 = {r3, b1, b3}, S3 = {r4, b1, b4, b5, b6}, S4 = {b6}, S5 = {r4, b6, b7}. All the edges and vertexes have capacity one and the maximum flow is shown in dark blue. As it can be seen we can only assign the elements such that only three of the subsets s1, s2, s3 are assigned both colors (multi-color).
An O(1 +
ωmax ω min
) approximation for a special case
In this section we present an approximation algorithm for the Red-Black-Assignment problem, for the special case where each element is exactly a member of two subsets of the family of subsets S. Note that an approximation solution for a slightly more general case where each element is in at most two subsets can also be derived with few modifications. 4 Furthermore, this algorithm can be easily generalized to the case where each element is in at most f SV clusters as well. This is particularly of a key interest when we are using mapping tools that report a few best mapping locations of the paired-end reads.
We call this special case Red-Black-Assignment-F2 and give a vertex-cover-like formulation for it: Let G be a simple graph for which a vertex si corresponds to each subset Si in the family S and an edge e = (si, sj) corresponds to each element e in U if and only if e is in both Si and Sj.
The edges of G are labeled with the color of their corresponding elements (either red or black). The problem is now to cover each edge (elements) with exactly one of its end-points (subsets) such that α · ωmin + β · ωmax is minimized, where α is the number of vertexes which cover both red and black edges, β is the number of vertexes which cover only labels from one color (i.e. either red or black), and ωmin and ωmax are the weights for multicolor and unicolor subsets, respectively. 5 Let OP T be the minimum number of vertexes required to cover all the edges (i.e. the size of a minimum vertex cover). It is easy to see that ωmin ·OP T is a lower bound for Red-Black-Assignment-F2 and the simple greedy algorithm of the vertex cover problem [41] gives a 2 · ωmax ω min . 6 In the following theorem, we show how to achieve a smaller (and the best possible) approximation factor. Proof. Denote the instance of Red-Black-Assignment-F2 by H and a maximal matching in H by M . Suppose M has p edges with red labels and q edges with black labels where p + q = |M |. Let R = {r1, r2, · · · , rp} be the set of red edges and B = {b1, b2, · · · , bq} be the set of black edges in the maximal matching.
We present an algorithm with the following property: If the optimal solution covers an edge eM ∈ M with a multicolor end-point and the other end-point is not selected (i.e. paying the cost ωmin), our algorithm is able to cover eM with a cost of at most ωmax + ωmin by selecting both end-points and making at least one of the end-points multicolor. If the optimal solution covers eM with a unicolor end-point, we cover it with a cost of at most 2 · ωmax. This will eventually give us a 1 + ωmax ω min approximation factor. The detail of the proof is presented in the Appendix section of the paper.
Effective algorithmic methods for the SSV-MG problem
In this section we provide two heuristics for solving the SSV-MG problem effectively in practice. The first heuristic uses the weights ωs to calculate the cost-effectiveness of each cluster, while the second heuristic deploys the concept of conflict resolution (introduced in [16] ) to obtain more accurate results.
Simultaneous Set Cover with Weights (SSC-W)
The first proposed heuristic is a greedy method similar to the weighted set cover algorithm [41] with one major difference. Here the weight of each subset is not fixed throughout the algorithm, but rather is dependent to the elements which are assigned to the subsets (more accurately the weights of each subset are function of the colours assigned to each subset). In another words, as the algorithm progresses, the number of distinct colors in each of the subsets can decrease, and thus changes the weight of that subset (cluster).
In this method, SV clusters are selected in an iterative greedy manner based on their "cost-effectiveness" value in each iteration. The greedy method in each iteration selects the set with the most "cost-effectiveness" value, based on the maximum set of color which can be assigned to the set in that iteration. More formally, the cost-effectiveness of a SV cluster s in the i iteration is equal to
, where ws i is a subset of s which is not yet covered (i.e. the reads in s which are not covered till the i iteration). Note that this greedy heuristic will give an approximate solution within a factor of O( ωmax ω min log n).
Simultaneous Set Cover with Weights and Conflict Resolution (SSC-W-CR)
The second heuristic employs the concept of Conflict Resolution and takes the diploid nature of the human genome into consideration. Hormozdiari et al. [16] introduced a set of mathematical rules to prevent selecting SV events that can not be happening simultaneously in reality in a haploid genome. 7 The Conflict Resolution feature of this heuristic is based on those rules. Note that in [16] we have modeled the conflicting SV events as a "conflict graph" where each cluster is represented by a vertex. Two vertexes are connected with an edge if the two SVs implied by the clusters are in conflict (please see [16] for a detailed case study). In structural variation detection in diploid genomes a conflict free set of structural variations is equivalent to a set of vertexes which do not create a triangle in the conflict graph. In this heuristic we extend the above notion from a single genome to multiple genomes, such that we are not allowed to assign the same color to three clusters (vertexes) forming a triangle in the conflict graph. We have devised an iterative greedy method which selects clusters based on their cost-effectiveness (the cost-effectiveness of SV cluster s in the i iteration is
, where s ′ i is subsets of paired-end reads in s which are not covered yet and do not conflict (create a triangle) with previously selected SV clusters which share a common color. More formally lets assume graph G is the conflict graph, and for each of the sets picked prior to the i iteration a subset of λ colors is assigned to them. For any paired-end read r ∈ s is also consider to be a member of s
• r is not covered by any of the i − 1 clusters picked prior to iteration i
• no pair of two clusters picked in prior iterations (e.g. q and p) exist, such that they create a triangle in conflict graph with set s and share the same color as read r.
We denote this method by SSC-W-CR and we will discuss its performance in the next section.
Experiments
We investigated the structural variation content of three human genomes in order to establish the benefits of Simultaneous Structural Variation discovery in Multiple Genomes (SSV-MG) compared to Independent Structural Variation Discovery and Merging (ISV&M) strategy. The three genomes investigated in this paper are those of a Yoruba family living in Ibadan, Nigeria and constitute a father-mother-child trio. Whole-genome shotgun sequencing (WGSS) data sets for these genomes (YRI: NA18506, NA18507, NA18508 [5] ) were downloaded from NCBI 8 and aligned to the human reference genome (NCBI Build 36) using mrFAST [2] . Statistics for each dataset are provided in table 1.
We sought to establish whether considering all 3 genomes simultaneously permitted us to more accurately determine the actual structural variation in comparison to the conventional two step approach of ISV&M. To do so, we analyzed the three genomes independently using the ISV&M based approach and simultaneously using the SSV-MG framework; we then compared the results from each analysis.
For the ISV&M approach we proceeded as follows: YRI=Yoruba. NA18506 is the child, NA18507 is the father, and NA18508 is the mother.
• The ISV step: We analyzed each genome independently using VariationHunter [18, 16] to predict structural variations for each genome 9 .
• The M step: To identify common structural variations among different genomes, we compared and merged the structural variations predicted in the previous step. When SVs among different genomes had close potential breakpoints (i.e. the two ends of the predicted breakpoints for SVs should be less than a threshold -400bp in these experiments), they were considered to be a common SV between those individuals and were merged . Finally, the support value of each SV common between two (or more) individuals is considered to be the total paired-end reads in the two (or more) individuals which support that (merged) SV.
For the SSV-MG approach we used the proposed SSC, SSC-W and SSC-W-CR algorithms, while for ISV&M we used VariationHunter. We believe this comparison to be fair because VariationHunter is specifically designed to handle ambiguously aligning reads, and both VariationHunter and the SSV-MG algorithms are maximum parsimony based approaches. Thus, the comparison should determine the added benefits of extending the maximum parsimony based approach to the simultaneous analysis of multiple genomes. In addition, VariationHunter has already been established in the genomic community and is used as one of the tools for identifying structural variants in repeat regions of the human genome in large scale projects such as the 1000 genomes project. [1, 33] ). Moreover, VariationHunter is the only publicly available tool for mobile element discovery using high-throughput sequencing technologies.
The experiments in this paper focus on two types of structural variations:
• Mobile element insertions (i.e. Alu insertions)
• Medium and large-size deletions
Mobile element insertions
We previously described a method for using VariationHunter to discover mobile element insertions, such as Alu elements, given a reference genome and WGSS data from a single donor genome [16] . We sought to compare the ISV&M approach, with an SSV-MG approach using SSC and SSC-W, in order to establish the benefits of SSV-MG approach for mobile element insertion discovery. We applied the ISV&M and the two SSV-MG approaches (SSC and SSC-W) to the discovery of Alu insertions in the YRI trio. The results from each analysis were then compared to Alu polymorphism loci reported in dbRIP [43] . Since the contents of dbRIP are curated from a variety of data sources, we believe that finding a match in dbRIP (i.e. predicted insertion loci and a loci in dbRIP to be within 100bp) is a good indicator that the prediction is a true positive.
The comparison results between these three approaches are presented in Figure 2 (a). As can been seen in figure  2 (a) total number of known Alu insertion for the same number of predictions which match a loci reported in dbRIP is consistently higher for SSC and SSC-W in comparison to ISV&M. This suggests that using the SSV-MG approach will improve the true positive rate.
We expect to see many common Alu insertions in all three genomes (since they are members of a family from the same population); ISV&M only predicted 507 common Alu insertion loci in all three individuals, while SSC predicted 1044 and SSC-W predicted 1257. Please see figures 2(b), 2(c), and 2(d).
The rate of de novo Alu insertions is estimated at one new Alu insertion per 20 births [11] . Thus, it is quite unlikely that the genome of the child (NA18506) in the YRI trio contains a significant number of Alu insertions not present in the parent genomes. However, an ISV&M analysis using VariationHunter [16] , reported that among the top 3000 predicted loci 10 , 410 were de novo (that is, unique to the child). This number clearly is extremely high and far from being true. Interestingly, using the SSC algorithm, this number was reduced to only 20 de novo events among the top 3000 predictions ( figure 2(c) ). Note that using the SSC-W algorithm number of de novo Alu insertions was reduced to zero in the top 3000 Alu insertion predictions (please see figure 2(d) ). Finally, one of the Alu insertion loci predicted as a de novo insertion in NA18506 by both SSC and IS&M is a locus which has been experimentally tested for an Alu insertion by a Polymerase chain reaction (PCR) in the YRI trio ( [17] ). The result of the PCR indicates that there is indeed an Alu insertion in the above locus in NA18506; however, the insertion is not de novo but rather a transmission from the father (NA18507) to child (NA18506). SSC-W, on the other hand, was able to correctly predict the Alu insertion in the above locus in both NA18506 and NA18507 and thus not a de novo insertion.
Deletions
We also predicted medium to large size deletions (> 100bp and < 1M bp) of the YRI trio population using the ISV&M and SSV-MG approaches. For positive controls, we used the fosmid deletion calls reported for NA18507 by Kidd et al. [21] and deletions reported for YRI population by Conrad et al [10] . The three SSV-MG algorithms, SSC, SSC-W and SSC-W-CR, each consistently produced more known positive predictions than the ISV&M approach ( figure 3(a) ) for the same number of predictions considered (as can be seen in figure 3(a) ).
We also studied the number of de novo deletions reported in child genome (NA18506) as predicted by each method. Similar to Alu insertions, we do not expect a significant number of de novo deletions in the child genome. Among the top 15000 deletion loci predicted by the ISV&M approach around 111 ( 0.7%) were predicted to be de novo events. However, among the top 15000 deletion loci reported by the SSC, SSC-W and SSC-W-CR algorithms, 34, 33 and 44 respectively were predicted to be de novo ( figure 4.2) .
Taken together, the results of the Alu analysis and the deletion analysis are evidence that an SSV-MG approach increases the accuracy of structural variation detection and also increases the accuracy of classifying predictions as de novo or recurrent events when we are considering more than one genome.
Proof. We remind the read that we denoted the instance of Red-Black-Assignment-F2 by H and a maximal matching in H by M . R = {r1, r2, · · · , rp} was the set of red edges and B = {b1, b2, · · · , bq} was the set of black edges in M .
Our algorithm first probes all the edges in R (the set of red edges in the maximal matching) and assigns them to one of their end-points. Each red edge ri ∈ R is from one of the following categories:
• There exist a black edge specific to ri in H: If ri is adjacent to a black edgebi, which is not adjacent to any other red edges in R, we callbi a specific edge to ri. WLOG, let xi be the end-point of ri shared by both ri andbi. We assign both ri andbi to xi (hence, xi will become multicolor) and also select the other end-point of ri (i.e. yi); in the worst case yi will become unicolor. Note that, in the optimal solution at least one of the end-points of ri must be selected as multicolor.
• ri has no neighboring black edge in H: In this case we select both end-points of ri and assign ri to one of the end-points. Note that the optimal solution also has to cover ri with a unicolor end-point.
• ri shares neighboring black edges with other edges in R: Let R ′ ⊆ R be the set of edges in the matching with at least one neighboring black edge but no specific edge, we construct a new graph H has t connected components denoted by C1, · · · , Ct. For each Ci, we first orient its edges (i.e. make the edges directed) such that each vertex has an indegree greater or equal to one. Note that such an orientation does always exist, using a Depth-first search (DFS) algorithm, unless Ci is a (simple) tree in which exactly one vertex (the root of the DFS) would have indegree equal to zero (i.e. no edges terminating at it). WLOG, let the direction of the edge e ′ k,ℓ (in the orientation) be from ρ ′ k to ρ ′ ℓ . We assign the black edge e ′ k,ℓ to its neighboring vertex (WLOG, say x ℓ ), which is an end-point of r ′ ℓ . The red edge r ′ ℓ itself will be assigned to x ℓ as well and x ℓ will become multi-color. Note that for the special case where Ci is a tree, informally speaking, we do not have enough black resources to make all the end-points that cover the edges in M multi-color an no optimal solution can make all the all the selected end-points multi-color.
We will use a similar strategy for the set of black edges in the matching and finally assign all other edges in H which have not already assigned to an end-point to one of their end-points which is selected. It can be seen that this algorithm guarantees that even if the optimal solution covers an edge eM ∈ M with a multicolor end-point and the other end-point is not selected (i.e. paying the cost ωmin), eM can be covered with a cost of at most ωmax + ωmin by selecting both end-points and making at least one of the end-points multicolor. If the optimal solution covers eM with a unicolor end-point, we cover it with a cost of at most 2 · ωmax. This will eventually give us a 1 + ωmax/ωmin approximation factor.
