Soergel bimodule category B is a categorification of the Hecke algebra of a Coxeter system ÔW, SÕ. We find a presentation of B (as a tensor category) by generators and relations when W is a right-angled Coxeter group.
Introduction
In 1979 [KL1] , Kazhdan and Lusztig defined the Kazhdan-Lusztig polynomials, and this gave rise to what now is known as the Kazhdan-Lusztig theory. They stated two major conjectures involving these polynomials in [KL1] and [KL2] : Kazhdan-Lusztig conjecture (in representation theory of Lie algebras) and Kazhdan-Lusztig positivity conjecture (in algebraic combinatorics). The first conjecture was proved for Weyl groups by Beilinson and Bernstein in [BB] , by Brylinski and Kashiwara in [BK] and later by Soergel [So1] . The second conjecture has been proved for Weyl or affine Weyl groups in [KL2] and in some other cases by Haddad [Had] and Dyer [Dy1] .
In 1980 [Lu1] , Lusztig stated a central conjecture in representation theory, known as Lusztig conjecture. This conjecture is about the characters values of the irreducible representations of algebraic groups in positive characteristic. This conjecture is solved only for large characteristics.
Let us consider ÔW, SÕ a Coxeter system and H its Hecke algebra. In 1992 [So2] , Soergel categorified H. This means that he defined a tensor category B (that depends on a field k and on a representation of W ) and an isomorphism of rings E from H to the split Grothendieck group of B. He has then stated a conjecture that links, via E, the Kazhdan-Lusztig basis elements in H with the indecomposable elements of B. This conjecture implies Kazhdan-Lusztig positivity conjecture, and when the characteristic of k is larger that the coxeter number h of W , it implies a part of Lusztig conjecture.
Soergel introduced this category in the case of Weyl groups to make a link between the BGG category O of a semisimple complex Lie algebra and the perverse sheaves over the grassmanians. This link with geometry allowed him to prove his conjecture in the Weyl group case. He deduced in [So1] the proof of Kazhdan-Lusztig conjecture we have mentioned.
The following diagram is a summery of the implications 
KL Conjecture
KL positivity conjecture Part of Lusztig conjecture
In this paper, we are concerned with the case where ÔW, SÕ is a rightangled Coxeter system. This means that mÔs, rÕ 2 or for all s, r È S. In this case, we find a presentation as tensor category of B (called right-angled Soergel category) by generators and relations. Our main motivation to do this is the following. If we can extend this result to any Coxeter system we expect to be able to do the following : to reprove Kazhdan-Lusztig conjecture in the spirit of [So1] but (from our perspective) in a more natural way and to reprove a part of Lusztig conjecture (comparison between quantum group and algebraic group) in an essentially different way that the proof in [AJS] .
To extend the result of this paper to the symmetric group would be a step forward in the program of calculating Khovanov-Rozansky link homology (a categorification of the HOMFLYPT polynomial) defined in [Kh] via Soergel category B. Some results in this direction are given in the papers [Ra] and [WW] .
We should say that the right-angled case is very rich in topological and geometrical terms. For example, in the introduction of [Da] Davis remarks that the right-angled case is sufficient for the construction of most examples of interest in geometric group theory. This paper is divided as follows: in sections 2 and 3 we have the basic definitions and preliminaries. From section 4 to section 10 we prove the central theorem 3.1. At the beginning of section 4 we make a summary of the proof.
Notations and preliminaries

Basic definitions
Let ÔW, SÕ be a not necessarily finite Coxeter system (with S a finite set) and T W the set of reflections in W , i.e. the orbit of S under conjugation. Let k be an infinite field of characteristic different from 2 and V a finite dimensional k-representation of W . For w È W , we denote by V w V the set of w¡fixed points. The following definition might be found in [So4] :
Definition By a reflection faithful representation of ÔW, SÕ we mean a faithful, finite dimensional representation V of W such that, for each w È W , the subspace V w is an hyperplane of V if and only if w È T .
From now on, we consider V a reflection faithful representation of W . If k R, by the results of [Li2] , all the results in this paper will stay true if we consider V to be the geometric representation of W (still if this representation in not always reflection faithful).
Let Ô R RÔV Õ be the algebra of regular functions on V . The action of 
More details about this category can be found in the papers by Dyer [Dy2] , [Dy3] , by Fiebig [Fie1] , [Fie2] , [Fie3] , by myself [Li1] , [Li2] , by Soergel [So1] , [So2] , [So3] , [So4] and by Williamson [Wi] , being [So4] the central and more complete reference from our point of view.
We will use an auxiliary subcategory of B, where we do not consider the direct summands : 
Some morphisms
We define four morphisms in Ô B :
And finally for mÔs, rÕ 2 we have
We define the following morphisms from compositions of the previous ones :
• Ô Definition We define the strict tensor category T r by generators and relations. Its objects are generated by θ r and by the unit R as tensor category. Its morphisms are generated by :
Graphical notation
We define p r , ǫ r and x r by the same formulas as in section 2.3 without the hats. The relations defining T r are the following : 
¬ r
The following definition is needed to state the proposition 2.1.
Definition Let A be a commutative ring and C an A¡linear category. If R is a commutative A¡algebra, we define the category C A R in the following way : it has the same objects as C and its morphisms are defined by the formula 
This proposition is a special case of theorem 3.1 that will be proved in the sequel.
i in almost the same way, the only difference is that we put id i in the right. For
Now we are able to define Ô mÔtÕ, Ô chÔtÕ (chain) and Ü cchÔtÕ (complete chain) :
t p 1 t p for all 1 p q then we say that the good g-expression is in the good order.
We say that the i th element oft is of left type if there exists j i, with t j t i and mÔt r , t i Õ 2 for all j r i.
A basis of the morphism spaces in the right-angled case
We start with a definition.
Definition We say that a good g-expression in good order ÔÔ g q Ôt q Õ, ¤ ¤ ¤ 
The following is a corollary of theorem [Li1, thm. 5.1] :
For every M, N È Ô BÔW Õ, we define the two morphisms :
They are inverse to each other (see [Li1, lemma 3 .3] and its proof), so we can define a basis of HomÔ Ô
3 The tensor category T
3.1
Definition Let ÔW, SÕ be a right-angled Coxeter system and V a reflection faithful representation of W . We will define the tensor category TÔW, V Õ by generators and relations. Its objects are generated as tensor category by θ r for all r È S, and by the unit R. Its morphisms are generated by
We define p r , ǫ r and x r by the the same formulas as in section 2.3 without the hat. For s, r È S, let us write (see section 2.2)
We define in the same way
where λ r t,s and µ t,s are elements of the field k.
We define a monomial as a product of x ½ s s, and a polynomial λ È EndÔRÕ as a linear combination of monomials with coefficients in k. We will note A EndÔRÕ the subring of polynomials. The relations defining T are the first 7 relations of definition 2.5 and the following new relations (from a to e we assume that mÔs, rÕ mÔr, tÕ mÔs, tÕ 2) : 
and the λ i are polynomials. Then
From this lemma we can conclude that to complete the proof of theorem 3.1, it suffices to prove that for every sequence Ôs 1 , ¤ ¤ ¤ , s n Õ, f È HomÔθ s 1 ¤ ¤ ¤ θ sn , RÕ implies that f i a i λ i , where a i È F LÔs 1 , ¤ ¤ ¤ , s n Õ and the λ i are polynomials.
Definition For a sequence s 1 , . . . , s n È S, we will say that θ s 1 ¤ ¤ ¤ θ sn is a basic bimodule.
Every morphism between basic bimodules can be written as a sum of terms of the following type :
Definition In the sequel an expression of a morphism g between basic bimodules means a sequence Ô iω d ω , . . . , When i is not important, we will write d instead of i d, and when the s is not important we will write for example x for x s and f for f sr .
Definition We define G as the set of all R-expressions
Definition We will say that ν Ô iω h ω , . . . ,
be one of the relations 1-8 or a-g defining the tensorial category T, where all Definition Let us consider ν a generalized expression. We will say that we apply to ν one of the relations 1-8 or a-g, defining the tensorial category T, and we obtain a finite sum i ν ½ i of generalized expressions if i ν ½ i is the result of changing in ν a substring X that is a left generalized expression by a right generalized expression corresponding to X.
A brief summary of what we will do
If we have an expression ν È G, we will start by defining νØ#m ¡ badÙ and νØ#j ¡ badÙ È N, that are measures of how far is ν from being in the light leaves basis. We will see that an expression ν is in F LÔs 1 , . . . , s n Õ if and only if ν is a good g-expression in the good order, and νØ#m ¡ badÙ νØ#j ¡ badÙ 0.
In each section we start with an expression satisfying some properties. Then we apply some relations to this expression and we arrive to another expression (eventually an A-linear combination of expressions) which represents the same morphism, but satisfying new properties. In the following list, we show what properties satisfies the expression with which we start in each section, and what properties satisfies the expression to which we arrive : 
be an expression for g, and let the sequence of integers Ôi ½
For b È Øj, m, α, f Ù we define νÖb× Øp; 1 p k, d p bÙ.
We say that r is m-bad (resp. j-bad) for ν if d r m (resp. d r j) and the Ôi r 1Õ
th element of Ô ν r is of left type. We define the following sets associated to ν :
• A m ÔνÕ Ør ; r is m¡bad for νÙ
• A j ÔνÕ Ør ; r is j¡bad for νÙ
We define the following elements associated with ν :
• νØdepth m and jÙ 
Proof.
We will start by constructing F 1 ÔνÕ, F 2 ÔνÕ, linear combinations of expressions such that F i ÔνÕ ν for 1 i 2.
6.0.1 F 1 ÔνÕ : "Taking out the x r 's"
Let ν È G r N. We conclude that for N 0,
ÔνÕ. We define
w λg with λ a polynomial and g È G, we have :
Lemma 6.2 There exists polynomials λ i and elements g i È G such that
Remark
Essentially when we take the x ½ r s out of ν the only thing we change in the picture of ν is eventually changing some j ½ s by m ½ s. 
F
In the right hand side of the picture we apply relation 7. We obtain ν ν 1 ν 2 ν 3 , where ν 1 È G and ν 2 , ν 3 È G p r for some r. We define
If
is a constant for all the expressions of ν, by construction we have ÔνÕ. We then define • If the k th term of ν δ is i f then the Ôk 1Õ
th term is i 1 f or i 1 j.
Remark The second condition means that ν δ is a good g-expression.
7.1
Proof.
We start with some definitions.
Definition
can be deduced from a. and c. and will be called c'.
• Relation r s s r s r s s can be deduced from a. and b. and will be called b'.
• A commutation relation of type f j j f or f m m f will be called a relation x.
• A commutation relation of type i f j f j f i f will be called relation y.
7.2
Definition For ν È G we define Y ν to be the set of ν ½ È G such that there exists a natural number n and a sequence Ôν n , . . . , ν 2 , ν 1 Õ satisfying that ν 1 ν, ν n ν ½ and ν i 1 is obtained by applying a relation y. to ν i for all 1 i n ¡ 1. We say that ν satisfies property (Q) if for all ν ½ È Y ν the relations a., b., b'., c., c'., d. or x. cannot be applied to ν ½ . In other words, if ν ½ È Y ν , there is no generalized left expression in ν ½ corresponding to relations a., b., b'., c., c'., d. or x..
For ν È G we will define F 3 ÔνÕ. 
Proof.
Definition Let ν È G. If with y. relations applied to ν it is possible to apply one of the relations a., b., b'., c., c'., d. or x., we say ν È L.
If with y. relations applied to ν it is possible to apply one of the relations a., b., b'., c., c'., d. or x., we do it and we call F 1 3 ÔνÕ the resulting expression. This is not well defined because there might be many ways of doing this, but we choose one of these ways arbitrarily. We define recursively F ÔνÕÕ. In the following table the symbol ¡ means that the corresponding relation decreases the corresponding νØ¡Ù, the symbol ¡0 means that sometimes it decreases it and sometimes it maintains it equal and the symbol 0 Proof.
We use the following notation : if a b are two natural numbers, then Öa, b× Øa, a 1, a 2, . . . , bÙ.
Let aÔ1Õ bÔ1Õ aÔ2Õ bÔ2Õ . . . aÔrÕ bÔrÕ be such that
ÖaÔiÕ, bÔiÕ×
Let us fix 1 l r. We only need to prove
This means that between the aÔlÕ th term and the ÔbÔlÕ 1Õ th term, the picture looks like this :
. . .
Ð Ò
We start by proving A. Because of the definition of bÔlÕ, the bÔl 1Õ th term is a j or m (it can not be an α because ν È G). Because of the relation y. the bÔlÕ th term does not commute with the bÔl 1Õ th term, so we have four possibilities for the bÔl 1Õ th term : (2) and (3) are impossible respectively by relations b., b'. and c., so we have proved A. Now we prove B by induction on m. We suppose we have proved it for m, we will prove it for m 1. We will use the following picture. In this picture we have drawn from the Ôb l ¡mÕ th term to the Ôb l 1Õ th term.
In the Ôb l ¡m¡1Õ
th term we have put some letters, and we will explain what they mean. We put e b l ¡m¡2.
Let us say that a letter n È Øx, a, e, c ½ , cÙ is in the place that corresponds to θ up . Then if the Ôb l ¡ m ¡ 1Õ th term is p¡1 f , by taking this term down in the picture (using relation y all the times we are allowed), we can use relation n, and by definition of F 3 ÔνÕ, this is not allowed. We conclude that if is in the place that corresponds to θ u i , then the Ôb l ¡ m ¡ 1Õ th term of Proof. We will give in order the relations needed to prove each one of this equations (CR means commutation relations) :
• N3 : e, N2, CR, a 
Proof.
We start with a lemma • In the case (5), by a similar argument to that of the case (7) in lemma 8.3, but using relation N4 instead of relation N1 we see that the ǫ is more to the left than before. So, if we repeat enough times we will go back to one of the cases that are left.
• Case (3) is treated in section 6.0.1.
Ð
By using proposition 8.2 repeatedly we have the following Corollary 8.4 Let ν be an R-expression. There exists a set Π and for each π È Π a polynomial λ π and g π È G such that
The purpose of this section is to change a good g-expression into a good g-expression in good order.
Proposition 9.1 Let t t ½ and α, β È Øm, ch, cchÙ. There exists u and u ½ such that αÔtÕ ¥ βÔt ½ Õ βÔu ½ Õ ¥ αÔuÕ.
Proof.
Let us consider the case β ch or cch and α m. We have two possible cases. In the first one mÔtÕ commutes with βÔt ½ Õ, and in the second one they do not commute, so we use commutation relations and relation b.
•
The case i 1, 2 or 3 and k 1 is easy because αÔtÕ commutes with mÔt ½ Õ.
The last case is i 2 or 3 and k 2 or 3. We will only treat the case i 2, k 2, the other ones are similar. We will prove that chÔtÕ ¥ chÔt ½ Õ chÔt ½ Õ ¥ chÔtÕ. For this we need two preliminary lemmas. 
Õ.
Proof. In the following chain of relations we apply respectively commutation relations, relation c. and relation a. :
Now we are able to finish the case i k 2. In the following chain of equalities we apply respectively commutation relations to take an j down, then lemma 9.2 for reordering a composition of f ½ s, and finally with commutation relations we take up an j and apply lemma 9.3 : . . . Definition Let ν È G. We define F 1 5 ÔνÕ F 4 F 3 F 2 ÔνÕ. This is well defined, because F 2 ÔνÕ is a linear combination of elements of G and F 3 Ôν ½ Õ is a good g-expression.
We define inductively F . In this three expressions relation 7 always decreases strictly νØm, j equal to leftÙ È N and the other relations used in F 2 , F 3 and F 4 don't change νØm, j equal to leftÙ. To see this, we make a brief review of all relations used in defining F 2 , F 3 and F 4 :
• F 2 : commutation relations, a. in the opposite sense, 7, g, f
• F 3 : a., b., b'., c., c'., d., x., y.
• F 4 : commutation relations, a.,b., c., d.
So we have a contradiction, which allows us to conclude the proof.
Ð
Remark As F 4 ÔνÕ is a good g-expression in the good order, F 5 ÔνÕ is a good g-expression in the good order satisfying F 5 ÔνÕØ#m ¡ badÙ 0.
10.2
We start by a useful reformulation of proposition 2.2 in our terminology : In section 3.3 we showed that in order to prove Theorem 3.1 we only need to prove the following proposition : Let us define by induction the natural number N p for r p 1 (where r will be defined in the process). We define N 1 z 1. Let us suppose that we have defined N p .
• If the Ôk pÕ th term of ν is i m, then N p 1 N p .
• Suppose that the Ôk pÕ th term of ν is i j. If i N p ¡1 then N p 1 N p and if i N p ¡ 1 then r p.
• Suppose that the Ôk pÕ th term of ν is The fact that ν is a good R-expression in the good order allows us to conclude that N p is well defined. By construction, the N th p element of Ô ν k p is always the same element of S, it is of left type, and it is evident that r is a finite number. This contradicts the definition of νØmax. j ¡ badÙ, so we have a contradiction. We conclude that νØ#j ¡ badÙ 0.
Ð
