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Hochschild and cyclic homology of Yang-Mills algebras
Estanislao Herscovich and Andrea Solotar ∗
Abstract
The aim of this article is to present a detailed algebraic computation of the Hochschild and cyclic
homology groups of the Yang-Mills algebras YM(n) (n ∈ N≥2) defined by A. Connes and M. Dubois-
Violette in [8], continuing thus the study of these algebras that we have initiated in [17]. The com-
putation involves the use of a spectral sequence associated to the natural filtration on the universal
enveloping algebra YM(n) provided by a Lie ideal tym(n) in ym(n) which is free as Lie algebra. As a
corollary, we describe the Lie structure of the first Hochschild cohomology group.
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1 Introduction
The homological invariants of an algebra are closely related to the category of its representations. Some
properties of the category of representations of Yang-Mills algebras have been already analyzed in [17],
exploiting the Kirillov orbit method. It is well known that Hochschild cohomology measures the ex-
istence of deformations (see [13]). The main purpose of this article is to describe in detail Hochschild
homology and cohomology of Yang-Mills algebras, as well as their cyclic homology.
Let us recall the definition of Yang-Mills algebras given by A. Connes and M. Dubois-Violette in
[8]. For a positive integer n ≥ 2, the Lie Yang-Mills algebra over an algebraically closed field k of
characteristic zero is
ym(n) = f(n)/〈{
n∑
i=1
[xi, [xi, xj ]] : j = 1, . . . , n}〉,
where f(n) is the free Lie algebra on n generators x1, . . . , xn. We also define V (n) as the k-vector space
spanned by them. The associative enveloping algebra U(ym(n)) will be denoted YM(n). It is a cu-
bic Koszul algebra of global dimension 3 with Poincaré duality and the Calabi-Yau property (see [5],
Example 5.1).
The first instance of Yang-Mills theory in physics is through Maxwell’s equations for the charge free
situation which gives a representation of the Yang-Mills algebra.
In general, the Yang-Mills equations we consider are equations for covariant derivatives on bundles
over the affine space Rn endowed with a pseudo-Riemannian metric g. Any complex vector bundle
of rank m over Rn is trivial and every connection on such a bundle is given by a Mm(C)-valued 1-
form
∑n
i=1 Aidx
i with the corresponding covariant derivative given by ∇i = ∂i + Ai. The Yang-Mills
equations for the covariant derivative are
n∑
i,j=1
gi,j[∇i, [∇j ,∇k]] = 0,
where g−1 = (gi,j) . Yang-Mills equations have also been recently studied due to their applications to
the gauge theory ofD-branes and open string theory (see [30], [26] and [11]).
∗This work has been supported by the projects UBACYTX212, Mathamsud NOCOMALRET, PIP-CONICET 112-200801-00487
and PICT 2007-02182. The first author is a CONICET fellow. The second author is a research member of CONICET (Argentina)
and a Regular Associate of ICTP Associate Scheme.
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Despite the fact that several properties of these algebras can be expressed in a geometrical language,
the arguments we use in the proofs appearing in this article are homological. In fact, the main proofs
only require a detailed knowledge of the complexes involved.
It is important to notice that the behaviour of the Yang-Mills algebra with two generators YM(2) is
completely different from the other cases (i.e. n ≥ 3). The algebraYM(2) is isomorphic to the enveloping
algebra of the Heisenberg Lie algebra. The computation of its Hochschild homology and cohomology
can be easily done using the Koszul complex and we recover in this way the results obtained by P. Nuss
in [31].
On the other hand, if the Yang-Mills algebra has a number of generators greater than or equal to
three, we provide detailed computations in order to describe the zeroth and first Hochschild cohomol-
ogy groups, together with the Lie structure of the latter. Then, using this description, we compute
the other Hochschild cohomology groups and all the Hochschild and cyclic homology groups. We
also recover the results announced by M. Movshev in the preprint [26] and in his article [27]. The
proofs sketched there use geometrical properties of Yang-Mills algebras and they are in general not
self-contained and sometimes not complete. We hope that our approach will contribute to the under-
standing of the subject. In fact, we think that the algebraic point of view is clearer. An example of this
is the study of the relations between the homology of Yang-Mills algebra and the homology over the
abelian Lie algebra of generators (e.g. the considerations before Proposition 2.7, which allow us to pro-
vide simpler proofs of that proposition, Propositions 3.17 and 3.20 and Corollaries 3.21 and 3.29, among
others).
In spite of these good homological properties, the computation of the Hochschild cohomology is
rather difficult and technical. Concerning the zeroth and first Hochschild cohomology groups, we prove
the following result.
Theorem 1. If n ≥ 3, the center of the Yang-Mills algebra YM(n) is k and there is an isomorphism
HH1(YM(n)) ≃ k ⊕ V (n)[2]⊕ Λ2(V (n)[1]).
In particular, using the theorem, we may interpret the non-trivial infinitesimal symmetries of the
Yang-Mills algebra as dilations, translations and rotations. Our interest in the first cohomology group
comes from the fact that, in the noncommutative geometrical setting, there is a one-to-one correspon-
dence between the classes of noncommutative vector fields and derivations of an algebra, as it appears
in [22] or [23]. We also describe explicitely the Lie bracket on the first cohomology group.
Making use of the Koszul property of these algebras, of a corollary of Goodwillie’s Theorem ob-
tained by M. Vigué-Poirrier, and of the fact that the graded Euler-Poincaré characteristic of the cyclic
homology of a multigraded algebra is known (see [20]), we describe not only the Hilbert series of the
other cohomology groups, but also the ones for the cyclic homology groups.
Our main result may be formulated as follows:
Theorem 1.1. If n ≥ 3, then the Hilbert series for the Hochschild homology are given by
HH•(YM(n))(t) = 0, if • ≥ 4,
HH3(YM(n))(t) = t
4,
HH2(YM(n))(t) =
(n(n− 1)
2
+ 1
)
t4 + nt3,
HH1(YM(n))(t) = −
∑
l≥1
ϕ(l)
l
log(1− ntl + nt3l − t4l) + (n(n− 1)− 1)t4 + 2nt3,
HH0(YM(n))(t) = −
∑
l≥1
ϕ(l)
l
log(1− ntl + nt3l − t4l) +
(n(n− 1)
2
− 1
)
t4 + nt3 + 1,
where ϕ denotes the Euler function.
Also,HH•(YM(n))(t) = 0, if • ≥ 4 andHH•(YM(n))(t) = t−4HH3−•(YM(n))(t).
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On the other hand, the Hilbert series for the cyclic homology are
HC4+2•(YM(n))(t) = 1, if • ≥ 0,
HC3+2•(YM(n))(t) = 0, if • ≥ 0,
HC2(YM(n))(t) = 1 + t
4,
HC1(YM(n))(t) =
n(n− 1)
2
t4 + nt3,
HC0(YM(n))(t) = −
∑
l≥1
ϕ(l)
l
log(1− ntl + nt3l − t4l) +
(n(n− 1)
2
− 1
)
t4 + nt3 + 1.
The key ingredient of the proof of this theorem is the analysis of the spectral sequence associated to
the natural filtration on YM(n) provided by a Lie ideal tym(n) in ym(n)which is free as Lie algebra [17].
Notice that since HH2(YM(n)) and HH3(YM(n)) are not zero, deformations of YM(n) may exist, but
up to the present we do not know whether they are obstructed or not.
The contents of the article are as follows. In Section 2 we recall the definition of Yang-Mills algebras
YM(n) and some of their homological properties and we compute, using the Koszul complex for this
algebra, the complete Hochschild homology of YM(2), recovering results by P. Nuss [31] and giving
explicit bases.
Section 3 is devoted to the study of the space of generators W (n) of the free Lie algebra tym(n),
which will play an important role in the computation of the Hochschild cohomology of the Yang-Mills
algebras. We provide a complete description of the homological properties of this space considered
as both a left S(V (n))-module and a left YM(n)-module (see Theorem 3.16), which will be useful in
the sequel to describe the corresponding homological properties of the enveloping algebra U(tym(n))ad
considered as a left YM(n)-module with the adjoint action. Using the fact that tym(n) is free and non-
abelian, we compute the zeroth Hochschild cohomology group of U(ym(n)).
In Section 4, we study the cohomology of the Yang-Mills algebra ym(n) with coefficients in the
augmentation ideal of U(tym(n))ad. The results obtained throughout this section lead to Theorem 4.1.
Its proof involves the analysis of a spectral sequence associated to the filtration on U(tym(n)) by powers
of the augmentation ideal.
The aim of Section 5 is the description of the outer derivations of the Yang-Mills algebra YM(n) (see
Theorem 5.11). This is done by using a spectral sequence associated to the filtration given by powers of
the ideal generated by tym(n) in YM(n) and homological information obtained in Section 3.
Finally, in Section 6 we collect all previous results to prove our main result, Theorem 1.1.
Throughout this article k will denote an algebraically closed field of characteristic zero and all un-
adorned tensor products ⊗ will be over the field k, i.e. ⊗ = ⊗k. All morphisms will be k-linear homo-
geneous of degree zero, unless the contrary is stated.
We would like to thank Jacques Alev, Michel Dubois-Violette and Jorge Vargas for useful comments
and remarks. We also thank the referee for his careful reading of the manuscript. We are indebted to
Mariano Suárez-Álvarez for many suggestions and improvements.
2 Definition and homological properties
In this first section we fix notations and recall some elementary properties of the Yang-Mills algebras.
As reference we suggest [8] and [17].
2.1 Generalities
Letn be a positive integer such that n ≥ 2 and let f(n) be the free Lie algebra on n generators {x1, . . . , xn}.
This Lie algebra is provided with a locally finite dimensional N-grading.
Following [8], the quotient Lie algebra
ym(n) = f(n)/〈{
n∑
i=1
[xi, [xi, xj ]] : 1 ≤ j ≤ n}〉
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is called the Yang-Mills algebra with n generators.
The N-grading of f(n) induces an N-grading of ym(n), which is also locally finite dimensional. We
denote by ym(n)j the j-th homogeneous component and
(2.1) ym(n)l =
l⊕
j=1
ym(n)j .
The Lie ideal
(2.2) tym(n) =
⊕
j≥2
ym(n)j
will be of considerable importance in the sequel.
The enveloping algebra U(ym(n)) will be denoted YM(n). It is the (associative) Yang-Mills algebra on
n generators. If V (n) = spank〈{x1, . . . , xn}〉, we see that
YM(n) ≃ T (V (n))/〈R(n)〉,
where T (V (n)) denotes the tensor k-algebra on V (n)) and
(2.3) R(n) = spank〈{
n∑
i=1
[xi, [xi, xj ]] : 1 ≤ j ≤ n}〉 ⊆ V (n)⊗3.
We shall also consider the enveloping algebra of the Lie ideal tym(n), which will be denoted TYM(n).
Occasionally, we will omit the index n from the notation if it is clear from the context.
We shall make use of the previous grading on ym(n), it will be called the usual grading of the Yang-
Mills algebra ym(n). However, we would like to mention the special grading of the Yang-Mills algebra
ym(n), for which it is a graded Lie algebra concentrated in even degrees with each homogeneous space
ym(n)j in degree 2j. These gradings induce respectively the usual grading and the special grading on the
associative algebra YM(n). The last one corresponds to taking the graded enveloping algebra of the
graded Lie algebra ym(n). We will be mainly concerned with the usual grading and shall only briefly
mention the special one.
As noted in [17], the algebra ym(n) is nilpotent if n = 2, in which case it is also finite dimensional
(see [17], Example 2.1). When n ≥ 3, ym(n) is neither finite dimensional nor nilpotent (see [17], Remark
3.13). Also, the algebra YM(n) is a domain for any n ∈ N, since it is the enveloping algebra of a Lie
algebra.
There is an important collection of symmetries acting on the Yang-Mills algebra, which we now
describe. The reader who does not want to work in full generality may simplify its attention to the
case k = C, even though the arguments we use here are also valid for any algebraically closed field
k of characteristic zero (cf. [18]). The representation of the algebraic group SO(n) on V (n) given by
the standard action of matrices induces a representation of the Lie algebra so(n). Furthermore, given
j ∈ N, V (n)⊗j is a representation of SO(n), and then of so(n), with the diagonal action. There is then an
action by algebra automorphisms of SO(n) on T (V (n)), which induces in turn an action by derivations
of so(n) on T (V (n)). Both actions are homogeneous of degree 0.
It is readily verified that these actions on T (V (n)) preserve the ideal 〈R(n)〉. So, SO(n) acts by
algebra automorphisms on YM(n) and so(n) acts by derivations. The latter induces in turn an action by
derivations of so(n) on ym(n). As before, all these actions are homogeneous of degree 0.
We summarize these facts in the following proposition.
Proposition 2.1. The standard action of SO(n) on V (n) induces an action by automorphisms of graded algebras
on YM(n) and an action by derivations of the Lie algebra so(n) on YM(n).
Let Y be a graded left YM(n)-module provided with an action of so(n) which is homogeneous
of degree 0. We shall say that the action of the Lie algebra so(n) is compatible with the action of the
Yang-Mills algebra if the structure morphism YM(n) → Endk(Y ) is so(n)-linear, where Endk(Y ) is an
so(n)-module with the action induced by that of Y , or equivalently,
x · (zy) = (x · z)y + z(x · y)
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for all x ∈ so(n), z ∈ YM(n) and y ∈ Y . The dot · indicates both the action of so(n) on YM(n) and on Y .
Examples of such modules are ym(n) with the adjoint action and also the symmetric algebra S(ym(n))
with the induced action.
Since it will be useful to combine the complete collection of symmetries that are available, from
now on we shall consider the category of graded left modules over the graded Yang-Mills algebra
YM(n) with the usual grading provided with a compatible action of so(n) and call them equivariant
left YM(n)-modules, without making explicit reference to the grading or the action of so(n), unless
we write the contrary. Furthermore, a homogeneous left YM(n)-linear morphism of degree 0 which
is so(n)-equivariant between two equivariant left YM(n)-modules will also be called equivariant. The
previous definitions apply as well for the category of YM(n)-bimodules and right YM(n)-modules.
Remark 2.2. Since V (n), considered as an abelian Lie algebra, is a quotient of ym(n) by the Lie ideal
tym(n), any graded left module Y over S(V (n)) becomes a graded left module over YM(n). If Y is
provided with a homogeneous action of so(n) of degree 0, such that
x · (zy) = (x · z)y + z(x · y),
for all x ∈ so(n), z ∈ V (n) and y ∈ Y , then it is an equivariant left YM(n)-module. In this case, we shall
also say that Y is an equivariant left S(V (n))-module. The same applies to right modules.
Since YM(n) and SV (n) are universal enveloping algebras of Lie algebras, any left module Y over
YM(n) (resp. S(V (n))) is also a right module over YM(n) (resp. S(V (n))) in the usual manner.
An example of an equivariantYM(n)-module is S(V (n)), where the generators {x1, . . . , xn} of ym(n)
act by multiplication on S(V (n)), the action of tym(n) is trivial and the action of so(n) is induced by the
standard action of so(n) on V (n).
2.2 Homology and cohomology
We recall (see [1]) that if A is an N -homogeneous k-algebra (N ≥ 2) given by A = TV/〈R〉, where
R ⊆ V ⊗N , the N -homogeneous dual algebra A! is defined as the quotient T (V ∗)/〈R⊥〉, where R⊥ ⊆
(V ∗)⊗N ≃ (V ⊗N )∗ is the annihilator of R. In this case, the left Koszul N -complex of A is
(2.4) . . .
bn+1→ A⊗ (A!n)∗ bn→ . . . b3→ A⊗ (A!2)∗ b2→ A⊗ (A!1)∗ b1→ A→ 0,
where (A!i)
∗ ⊆ V ⊗i and the differential bi is the restriction of multiplication a ⊗ (e1 ⊗ · · · ⊗ ei) 7→
ae1 ⊗ · · · ⊗ ei. Notice that the differentials of the previous N -complex are homogeneous of degree 0.
From theN -complex (2.4) one can obtain complexesCp,r(A), for 0 ≤ r ≤ N−2 and r+1 ≤ p ≤ N−1,
given by
(2.5) . . . b
N−p→ A⊗ (A!N+r)∗ b
p→ A⊗ (A!N−p+r)∗ b
N−p→ A⊗ (A!r)∗ b
p→ 0.
Following [1] and [3], the complex CN−1,0(A) is called the left Koszul complex of A and the algebra A
is called left Koszul if this complex is acyclic in positive degrees. There are analogous definitions of right
Koszul complex and bimodule Koszul complex of A, and hence of right Koszul and Koszul algebra. Since the
three definitions are equivalent (cf. [3], Prop. 3, and [4], Thm. 4.4), we shall call them Koszul complex
or Koszul algebra, respectively.
From its very definition the Yang-Mills algebra is a cubic homogeneous algebra.
The following proposition describes its dual algebra.
Proposition 2.3. Let YM(n) = T (V (n))/〈R(n)〉 be the Yang-Mills algebra with set of generators given by
{x1, . . . , xn}. If we denote by B∗ = {x∗1, . . . , x∗n} the dual basis of V (n)∗, then the homogeneous components of
YM(n)! are
YM(n)!0 = C1, YM(n)
!
2 =
⊕n
i,j=1 Cx
∗
i x
∗
j , YM(n)
!
4 = Cz
2,
YM(n)!1 = V
∗, YM(n)!3 =
⊕n
i=1 Cx
∗
l z, YM(n)
!
i = 0,
for all i > 4 and z =
∑n
i=1(x
∗
i )
2. The element z is central in YM(n)!.
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Proof. See [8], Prop. 1.
From the proposition we easily obtain the following isomorphisms, which are necessary for the
explicit description of the differentials of the Koszul complex of the Yang-Mills algebra:
(YM(n)!1)
∗ ≃ V (n), (YM(n)!2)∗ ≃ V (n)⊗2,
(YM(n)!3)
∗ ≃ R(n), (YM(n)!4)∗ ≃ (V (n)⊗R) ∩ (R⊗ V (n)).
Furthermore, the following is true.
Proposition 2.4. The Yang-Mills algebra is Koszul of global dimension 3.
Proof. See [8], Thm. 1.
This proposition tells us that the Koszul complex of YM(n) is a projective resolution of k. We shall
now present its proper form in the category of graded leftYM(n)-modules, i.e. we shall give the explicit
description of the minimal projective resolution of graded left-YM(n)-modules. The modules of the
resolution are also provided with a compatible action of so(n) and the morphisms are equivariant. We
consider the following complex
(2.6) 0→ YM(n)[−4] b
′
3→ YM(n)⊗ V (n)[−2] b
′
2→ YM(n)⊗ V (n) b
′
1→ YM(n) b
′
0→ k → 0,
with differential
b′3(z) =
∑n
i=1 zxi ⊗ xi, b′2(z ⊗ xi) =
∑n
j=1(zx
2
j ⊗ xi − 2zxjxi ⊗ xj + zxixj ⊗ xj),
b′1(z ⊗ xi) = zxi, b′0(z) = ǫym(n)(z),
where ǫym(n) is the augmentation of the algebra YM(n).
Let Y be an equivariant left YM(n)-module. When we apply the functor HomYM(n)(−, Y ) to the
resolution (2.6), we obtain the complex, which we will denote by (C•(YM(n), Y ), d),
(2.7) 0 −→ Y d1−→ Y ⊗ V (n)[2] d2−→ Y ⊗ V (n)[4] d3−→ Y [4] −→ 0,
after having used the equivariant isomorphisms HomYM(n)(YM(n)[j], Y ) ≃ Y [2− j] and
HomYM(n)(YM(n)⊗ V (n)[j], Y ) ≃−→ Y ⊗ V (n)[−j]
f 7→
n∑
i=1
f(1⊗ xi)⊗ xi,
where j ∈ Z. The differentials are given by
d3(y ⊗ xi) = xiy, d1(y) =
n∑
i=1
xiy ⊗ xi,
d2(y ⊗ xi) =
n∑
j=1
(x2jy ⊗ xi + xjxiy ⊗ xj − 2xixjy ⊗ xj).
Analogously, let Y be an equivariant right YM(n)-module. If we apply the functor Y ⊗YM(n) (−) to
the resolution (2.6) and we use the equivariant right YM(n)-linear isomorphisms Y ⊗YM(n) YM(n)[d] ≃
Y [d] and
Y ⊗YM(n) YM(n)⊗ V (n)[d] ≃−→ Y ⊗ V (n)[d]
y ⊗YM(n) 1⊗ xi 7→ y ⊗ xi,
where d ∈ Z, we obtain the complex, which we shall denote by (C•(YM(n), Y ), d),
(2.8) 0 −→ Y [−4] d3−→ Y ⊗ V (n)[−2] d2−→ Y ⊗ V (n) d1−→ Y −→ 0,
6
with differentials
d1(y ⊗ xi) = yxi, d3(y) =
n∑
i=1
yxi ⊗ xi,
d2(y ⊗ xi) =
n∑
j=1
(yx2j ⊗ xi + yxixj ⊗ xj − 2yxjxi ⊗ xj).
Taking into account that V (n) is concentrated in degree 1, Y ⊗V (n)[j] ≃ (Y ⊗V (n))[j], for all j ∈ Z.
Comparing (2.7) and (2.8), we see that (C•(YM(n), Y ), d) and (C•(YM(n), Y ), d′)[4] coincide, where
(d′)• = (−1)•d•. These complexes compute Ext•YM(n)(k, Y ) and TorYM(n)• (Y, k), respectively. The natural
isomorphisms Ext•YM(n)(k, Y ) ≃ H•(ym(n), Y ) and TorYM(n)• (Y, k) ≃ H•(ym(n), Y ) (see [34], Coro. 7.3.6)
tell us that
Hi(ym(n), Y ) ≃ H3−i(ym(n), Y )[4],
for 0 ≤ i ≤ 3.
Just to state notation, if Z is a graded k-vector space, we denote by Z(t) =
∑
n∈Z dim(Zn)t
n ∈
Z[[t−1, t]] its Hilbert series.
Of course, since the global dimension of the Yang-Mills algebra is 3,Hi(ym(n), Y ) andHi(ym(n), Y )
vanish for i > 3. Both Hilbert series coincide up to a shift
Hi(ym(n), Y )(t) = t−4H3−i(ym(n), Y )(t).
This relation between homology and cohomology is usually referred to as Poincaré duality, because of
its resemblance to the case of closed oriented manifolds.
We can state the previous results as follows.
Proposition 2.5. (see [8], Eq. (1.15)) Let Y be a left YM(n)-module, which will be considered also as a right
YM(n)-module in the usual manner. The cohomology of ym(n) with coefficients in Y equals the cohomology
of the complex (2.7), and the homology of the ym(n) with coefficients on Y equals the homology of the complex
(2.8). We have that (C•(YM(n), Y ), d′)[4] = (C•(YM(n), Y ), d), where (d′)• = (−1)•d•, so in particular
Hi(ym(n), Y ) ≃ H3−i(ym(n), Y )[4], for 0 ≤ i ≤ 3.
We want to stress that the Chevalley-Eilenberg resolution (C•(ym(n)), δ•) of the equivariant left
YM(n)-module k is also a projective resolution of graded left-YM(n)-modules. The modules of the
resolution are also provided with a compatible action of so(n) and the morphisms are equivariant. If Y
is an equivariant left (resp. right)YM(n)-module, we see that themorphisms of the Chevalley-Eilenberg
complex (C•(ym(n), Y ), d•CE) (resp. (C•(ym(n), Y ), d
CE
• )) for the cohomology (resp. homology) of ym(n)
with coefficients in Y are so(n)-linear homogeneous of degree 0.
We can easily check that the following diagram gives a morphism from the Koszul resolution to the
Chevalley-Eilenberg resolution of k:
. . . // YM⊗ ∧4ym
δ4 // YM⊗ ∧3ym
δ3 // YM⊗ ∧2ym
δ2 // YM⊗ ym
δ1 // YM
δ0 // k // 0
. . . // 0 //
OO
YM[−4]
b′3 //
θ
OO
YM⊗ V [−2]
b′2 //
η
OO
YM⊗ V
b′1 //
idYM⊗inc
OO
YM
b′0 // k // 0
with vertical maps given by
η(z ⊗ xi) =
n∑
j=1
(zxj ⊗ xj ∧ xi + z ⊗ xj ∧ [xj , xi]),(2.9)
θ(z) =
1
2
n∑
i,j=1
z ⊗ xi ∧ xj ∧ [xj , xi].(2.10)
It is clear that these morphisms are equivariant.
Given a left ym(n)-module Y , it can be considered as a YM(n)-bimodule, which we denote by
Yǫym(n) , where the action on the right is given by the augmentation ǫym(n) of YM(n). It is known that
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there are natural isomorphisms of the form H•(ym(n), Y ) ≃ H•(YM(n), Yǫym(n)) and H•(ym(n), Y ) ≃
H•(YM(n), Yǫym(n)) (see [6], Thm. X.2.1).
Conversely, if Y is a YM(n)-bimodule, it can be considered as a (left or right) ym(n)-module via the
adjoint action, denoted by Y ad. There are natural isomorphisms H•(YM(n), Y ) ≃ H•(ym(n), Y ad) and
H•(YM(n), Y ) ≃ H•(ym(n), Y ad) (see [6], Thm. XIII.7.1).
By the Poincaré-Birkhoff-Witt Theorem, there is a left YM(n)-linear isomorphism given by sym-
metrization S(ym(n)) ≃ YM(n)ad (see [10], 2.4.5, Prop. 2.4.10) and one can check that it is equivariant.
This implies that HH•(YM(n)) ≃ H•(ym(n), S(ym(n))) and HH•(YM(n)) ≃ H•(ym(n), S(ym(n))). We
point out that these isomorphisms are so(n)-linear.
We recall that ifA is an N0-graded associative algebra,X is a Z-graded right A-module and Y is a Z-
graded left (resp. right)A-module, then the homology groupsTorAp (X,Y ) (resp. Ext
p
A
(X,Y ), forX with
a projective resolution of finitely generated modules) are in fact graded vector spaces with respect to
the internal grading and we denote by TorAp,q(X,Y ) (resp. Ext
p,q
A
(X,Y )) its homogeneous component
of internal degree q ∈ Z. We apply the same notation for other homology groups, e.g. Lie algebra
(co)homology and Hochschild (co)homology groups.
Remark 2.6. We remark that if A is a N0-graded associative algebra, X and Y are Z-graded right A-
modules such that X is finitely generated, then HomA(X,Y ) = HomA(X,Y ), where, as always in
this article, the first member denotes the space of morphisms of A-modules and the second one is the
graded vector space expanded by homogeneous morphisms, i.e. HomA(X,Y ) = ⊕n∈ZhomA(X,Y [n]),
for homA(X,Y ) the space of A-linear homogeneous morphisms of degree zero (see [29], Cor. 2.4.4).
This explains the internal grading of the Ext groups considered before.
On the other hand, if the algebra A is N -homogeneous Koszul, the minimality of the bimodule
Koszul complex K•(A) of A tells us that that there exists an isomorphism of complexes of graded A-
bimodules C•(A) ≃ K•(A)⊕H•(A), whereH•(A) is an homotopically trivial complex. Therefore,
HomAe(C•(A),M) ≃ HomAe(K•(A),M)⊕ HomAe(H•(A),M)
(resp.
HomAe(C•(A),M) ≃ HomAe(K•(A),M)⊕HomAe(H•(A),M)).
Since H•(A) is an acyclic complex of projective graded A-bimodules, both HomAe(H•(A),M) and
HomAe(H•(A),M) have zero cohomology. Moreover, taking into account that the bimodule Koszul
complex K•(A) is made of finitely generated A-bimodules (for the k-vector spaces (A!•)
∗ are finite di-
mensional k-vector spaces), we obtain that HomAe(K•(A),M) = HomAe(K•(A),M). In consequence,
we see that the plain Hochschild cohomology coincides with the graded Hochschild cohomology for
a Koszul algebra (in fact it is sufficient to have a graded projective resolution of A given by finitely
generatedA-bimodules). Since we shall be dealing with this kind of algebras, we are not going to make
any distinction between both cohomology theories.
By Proposition 2.5, HH•(YM(n)) = HH3−•(YM(n))[4], for 0 ≤ • ≤ 3, and HH•(YM(n)) =
HH•(YM(n)) = 0, for • > 3, so one needs to compute either cohomology or homology groups.
Let us now focus on the case that Y is a right S(V (n))-module, and by Remark 2.2 also a right
YM(n)-module. The Chevalley-Eilenberg complex (C•(V (n), Y ), dCE• ) is provided with a homogeneous
k-linear morphism of degree 2 of the form
hp : Cp(V (n), Y )→ Cp+1(V (n), Y )
y ⊗ xi1 ∧ · · · ∧ xip 7→
n∑
j=1
yxj ⊗ xj ∧ xi1 ∧ · · · ∧ xip ,
such that dCEp+1 ◦ hp + hp−1 ◦ dCEp = q.idCp(V (n),Y ), for all p, where q =
∑n
i=1 x
2
i ∈ S(V (n)). Hence, h
is a homotopy between the zero morphism and the one given by multiplication by q and in particular
dCEp ◦ hp−1 ◦ dCEp = q.dp.
Moreover, if we define for each p such that 0 ≤ p ≤ n the homogeneous k-linear isomorphism of
degree n− 2p given by
ip : Cp(V (n), Y )→ Cn−p(V (n), Y )
y ⊗ xi1 ∧ · · · ∧ xip 7→ (−1)i1+···+ip+py ⊗ xj1 ∧ · · · ∧ xjn−p ,
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where i1 < · · · < ip, j1 < · · · < jn−p and {i1, . . . , ip} ∪ {j1, . . . , jn−p} = {1, . . . , n}, we obtain that
ip−1 ◦ dCEp = hn−p ◦ ip. So h• essentially coincides with the differential dCEn−•, when viewing the i• as an
identification. Notice that i−1p = (−1)n(n−1)/2in−p, for all 0 ≤ p ≤ n.
We may thus provide an alternative description of the complex C•(YM(n), Y ) as follows. First, it
is direct to check that C0(YM(n), Y ) = C0(V (n), Y ) and C1(YM(n), Y ) = C1(V (n), Y ). On the other
hand, the maps i0 and i1 give the isomorphisms C3(YM(n), Y )
≃→ Cn(V (n), Y ) and C2(YM(n), Y ) ≃→
Cn−1(V (n), Y ), respectively. Furthermore, it is easily verified that d1 = dCE1 , d3 = i
−1
1 ◦ dCEn ◦ i0 and
d2 = d
CE
2 ◦ h1 = i−11 ◦ hn−2 ◦ dCEn−1 ◦ i1. As a consequence, H3(ym(n), Y ) ≃ Hn(V (n), Y ).
The following proposition is a generalization of Prop. 14 and 15 in [26].
Proposition 2.7. Let Y be a right S(V (n))-module (and by Remark 2.2 also a right YM(n)-module). There
is an isomorphism H3(ym(n), Y ) ≃ Hn(V (n), Y ). Moreover, if the element q =
∑n
i=1 x
2
i ∈ S(V (n)) is a
nonzerodivisor on Y there is also an isomorphismHn−1(V (n), Y ) ≃ H2(ym(n), Y ).
Proof. The first part of the proposition has been already proved.
Suppose that q is a nonzerodivisor on Y . Since d3 = i−11 ◦ dCEn ◦ i0, it is direct to check that Im(d3) =
i−11 (Im(d
CE
n )).
We shall prove that Ker(d2) = i−11 (Ker(d
CE
n−1)). The equality d2 = i
−1
1 ◦ hn−2 ◦ dCEn−1 ◦ i1 yields
that Ker(d2) ⊇ i−11 (Ker(dCEn−1)). Let us prove the other inclusion. The previous identity implies that
z ∈ Ker(d2) if and only if i1(z) ∈ Ker(hn−2 ◦ dCEn−1). Hence, for an element z ∈ Ker(d2) we have that
hn−2 ◦ dCEn−1 ◦ i1(z) = 0, so
0 = dCEn−1 ◦ hn−2 ◦ dCEn−1 ◦ i1(z) = q.dCEn−1 ◦ i1(z),
and this implies that dCEn−1◦i1(z) = 0, for q is a nonzerodivisor on Y . This proves that z ∈ i−11 (Ker(dCEn−1))
and thus the other inclusion.
Since Ker(d2) = i−11 (Ker(d
CE
n−1)), Im(d3) = i
−1
1 (Im(d
CE
n )) and i1 is an isomorphism, the proposition
follows.
3 The moduleW (n)
In this section we shall study the graded vector spaceW (n) of generators of the free Lie algebra tym(n).
3.1 Generalities
In [17], we proved that the Lie ideal tym(n) given in (2.2), when considered with the special grading
inherited by that of ym(n), is concentrated in even degrees strictly greater than 2 and that it is itself
a graded free Lie algebra: it is isomorphic as graded Lie algebra to the graded free Lie algebra on a
graded vector spaceW (n) (see [17], Theorem 3.12). The previous grading forW (n) is called special, but
we will not make use of it in this article.
Of course, when considering tym(n)with the usual grading it is also a free Lie algebra and its space
of generatorsW (n) is provided with the induced grading, called usual.
Since the Lie algebra tym(n) is free onW (n), the morphismW (n) → tym(n)/[tym(n), tym(n)] given
by composing the inclusion and the canonical projection is an isomorphism. Furthermore, since tym(n)
is a Lie ideal of ym(n), tym(n)/[tym(n), tym(n)] has an action of ym(n) induced by the adjoint ac-
tion of ym(n), such that tym(n) acts trivially. Hence the quotient tym(n)/[tym(n), tym(n)] becomes a
ym(n)/tym(n)-module, i.e. a V (n)-module, if we identify V (n) with the abelian Lie algebra of dimen-
sion n. The S(V (n))-module tym(n)/[tym(n), tym(n)] is graded.
On the other hand, since the action of so(n) on ym(n) is homogeneous of degree 0, it preserves the Lie
ideals tym(n) and [tym(n), tym(n)], so it induces a compatible action on tym(n)/[tym(n), tym(n)]. Using
the isomorphism W (n) ∼→ tym(n)/[tym(n), tym(n)], W (n) becomes a graded S(V (n))-module with a
compatible action of so(n) and hence an equivariant left S(V (n))-module and hence a YM(n)-module,
such that tym(n) acts trivially.
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From the previous discussion we obtain an action of V (n) onW (n), which we shall denote by xi.w,
such that
(3.1) xi · w = −[xi, w] +
∑
l∈L
[vi,l, v
′
i,l],
for L a set of indices and some vi,l, v′i,l ∈ tym(n).
The Hilbert series of the Yang-Mills algebra YM(n) was computed in [8], Corollary 3, to be
YM(n)(t) =
1
(1 − t2)(1− nt+ t2) .
In [17], Proposition 3.14, we found the Hilbert series ofW (n) for the usual grading
W (n)(t) =
(1 − t)n − 1 + nt− nt3 + t4
(1− t)n .
If n = 2, it is easily checked from the previous formula that W (2) is one dimensional and concen-
trated in degree 2. Moreover, it may be considered as the graded k-vector space spanned by z = [x1, x2],
and it is provided with the trivial action of S(V (2)) and so(2). Also, we see that tym(2) ≃ k[z].
The previous considerations may be summarized as follows.
Proposition 3.1. If k denotes the trivial equivariant S(V (2))-module, then W (2) ≃ k[−2] as equivariant
S(V (2))-modules (for the usual grading), and it is spanned by [x1, x2].
On the contrary, if n ≥ 3, the Hilbert series of W (n) tells us that it is infinite dimensional, which
implies that tym(n) is a free Lie algebra with an infinite number of generators. We shall present a set of
generators ofW (n) as S(V (n))-module in Corollary 3.7.
Taking into account that tym(n) = f(W (n)), tym(n) is the Lie subalgebra generated by W (n) inside
Lie(T (W (n))), so we may consider another grading on tym(n), which we call the internal weight, given
by forgetting the grading of W (n) but regarding the grading given by the tensor algebra. In other
words, using that T (W (n)) =
⊕
p∈N0
W (n)⊗p, we may write
tym(n) =
⊕
p∈N
tym(n)p,
for tym(n)p = tym(n) ∩W (n)⊗p. When z ∈ tym(n)p we shall say that z has internal weight p (not to be
confused with the weight of the so(n)-modules). If we denote by ρpi (w) the projection of [xi, w] ∈ tym(n)
in the p-th component tym(n)p, we can write
(3.2) [xi, w] = xi.w +
∑
p≥2
ρpi (w).
Notice that the sum is finite.
Proposition 3.2. The graded vector spaceW (n) is a graded S(V (n))-module, when both are considered with the
usual grading. Moreover, since the homogeneous element q =
∑n
i=1 x
2
i ∈ S(V (n)) acts by 0,W (n) is a graded
S(V (n))/〈q〉-module.
Proof. The first part has been already proved. We proceed with the second one. From (3.1), it suffices to
prove that
(3.3)
n∑
i=1
[xi, [xi, w]] ∈ [tym(n), tym(n)],
for any homogeneous element w ∈W (n). In order to do this we shall do induction on the usual degree
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d of w. If d = 2, we can suppose that w = [xj , xl], with 1 ≤ j, l ≤ n. In this case,
n∑
i=1
[xi, [xi, w]] =
n∑
i=1
[xi, [xi, [xj , xl]]]
=
n∑
i=1
[[xi, [xi, xj ]], xl] + 2
n∑
i=1
[[xi, xj ], [xi, xl]] +
n∑
i=1
[xj , [xi, [xi, xl]]]
= 2
n∑
i=1
[[xi, xj ], [xi, xl]] ∈ [tym(n), tym(n)],
where we have used the Jacobi identity and the Yang-Mills relations in the last step.
Let us suppose that property (3.3) holds for any w of degree d ≤ d0 and let w be of degree d0+1. We
may write w =
∑n
j=1[xj , wj ], with wj of degree less than or equal to d0, and by the inductive hypothesis
n∑
i=1
[xi, [xi, wj ]] =
∑
a∈Aj
[cja, d
j
a], ∀1 ≤ j ≤ n,
where Aj is a set of indices and cja, d
j
a ∈ tym(n). As a consequence,
n∑
i=1
[xi, [xi, w]] =
n∑
i=1
n∑
j=1
[[xi, [xi, xj ]], wj ] + 2
n∑
i=1
n∑
j=1
[[xi, xj ], [xi, wj ]] +
n∑
i=1
n∑
j=1
[xj , [xi, [xi, wj ]]]
= 2
n∑
i=1
n∑
j=1
[[xi, xj ], [xi, wj ]] +
n∑
j=1
∑
a∈Aj
[xj , [c
j
a, d
j
a]]
= 2
n∑
i=1
n∑
j=1
[[xi, xj ], [xi, wj ]] +
n∑
j=1
∑
a∈Aj
([[xj , c
j
a], d
j
a] + [c
j
a, [xj , d
j
a]])
belongs to [tym(n), tym(n)].
As a consequence of Theorem 3.12 and Proposition 3.14 in [17], we can describe the center of the
Yang-Mills algebra YM(n) for n ≥ 3.
Proposition 3.3. If n ≥ 3, the center of YM(n) is k.
Proof. On the one hand, it is clear that k ⊆ Z(YM(n)).
On the other hand, HH0(YM(n)) ≃ H0(ym(n),YM(n)ad). As stated before, since symmetrization
gives a graded isomorphism of ym(n)-modules from S(ym(n)) to YM(n)ad, H0(ym(n),YM(n)ad) ≃
H0(ym(n), S(ym(n))) = S(ym(n))ym(n).
Let us consider z ∈ S(ym(n)) of the form
(3.4) z =
∑
(i1,...,in)∈Nn0 ,l∈L
c(i1,...,in),lx
i1
1 . . . x
in
n tl,
for c(i1,...,in),l ∈ k and {tl}l∈L a PBW basis of TYM(n). Then, z ∈ S(ym(n))ym(n) if and only if
(3.5) 0 = [w, z] =
∑
(i1,...,in)∈Nn0 ,l∈L
c(i1,...,in),l
(
xi11 . . . x
in
n [w, tl] +
n∑
j=1
xi11 . . . ijx
ij−1
j [w, xj ] . . . x
in
n tl
)
for all w ∈ YM(n). We claim that this implies that z ∈ TYM(n). Indeed, let us suppose that this is not
the case. Then there would exist (i01, . . . , i
0
n) ∈ Nn0 different from zero and l0 ∈ L such that c(i1,...,in),l 6= 0.
Let
J = {(i1, . . . , in) ∈ Nn0 : exists l ∈ L such that c(i1,...,in),l 6= 0},
and let (i′1, . . . , i
′
n) ∈ J be an element of maximal degree i′1 + · · · + i′n. Then [w, z] possesses a term of
the form
c(i′1,...,i′n),l′x
i′1
1 . . . x
i′n
n [w, tl′ ],
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with c(i′1,...,i′n),l′ 6= 0, which cannot be cancelled with any other term in the sum (3.5) for degree reasons.
Therefore, [w, tl′ ] = 0, for all w ∈ tym(n), or equivalently, tl′ ∈ Z(TYM(n)).
Since n ≥ 3, TYM(n) is a free algebra with an infinite set of generators, so its center is the base field
k. In other words, tl′ = 1.
We thus see that any term of the form c(i′1,...,i′n),l′x
i′1
1 . . . x
i′n
n tl′ in (3.4), with c(i′1,...,i′n),l′ 6= 0 and maxi-
mal i′1 + · · ·+ i′n = imax has tl′ = 1.
Since [xh, z] = 0 for all h = 1, . . . , n, it turns out that
0 = [xh, z] =
∑
(i1,...,in)∈Nn0 ,l∈L
i1+···+in<imax
c(i1,...,in),l
( ⋆1︷ ︸︸ ︷
xi11 . . . x
in
n [xh, tl] +
n∑
j=1
⋆2︷ ︸︸ ︷
xi11 . . . ijx
ij−1
j [xh, xj ] . . . x
in
n tl
)
+
∑
(i1,...,in)∈Nn0 ,l∈L
i1+···+in=imax
n∑
j=1
⋆3︷ ︸︸ ︷
c(i1,...,in),lx
i1
1 . . . ijx
ij−1
j [xh, xj ] . . . x
in
n .
(3.6)
Notice that in ⋆1 we need only consider the summands with tl 6= 1, since [xi, tl] = 0 if tl = 1.
For degree reasons, we see that no term of the form ⋆3 can be cancelled with any other term appear-
ing in ⋆2. On the other hand, the former can neither be cancelled with terms from ⋆1, since [xh, xj ] is
in a homogeneous component of usual degree 2 of tym(n), while [xh, tl] is in the homogeneous compo-
nent of usual degree strictly greater than 2 of tym(n). This tells us that the coefficients c(i1,...,in),l with
maximal i1 + · · ·+ in must vanish, which is absurd. As a consequence, z ∈ TYM(n).
Again, since z ∈ Z(YM(n)) ∩ TYM(n) we see that z ∈ Z(TYM(n)). Therefore z ∈ k and the
proposition is proved.
3.2 Another characterization ofW (n)
In [17], Section 3, it was proved thatW (n) ≃ H1(ym(n), S(V (n))) as graded vector spaces. By Proposi-
tion 3.2,W (n) is an equivariant S(V (n))-module and, by definition, the complexC•(YM(n), S(V (n))) is
composed of equivariant S(V (n))-modules and equivariant S(V (n))-linear differentials, so its homol-
ogy is an equivariant S(V (n))-module. We recall that S(V (n)) ⊗ V (n) is provided with the regular left
S(V (n))-module structure. In Proposition 3.6 of this section, we shall exhibit an equivariant S(V (n))-
linear isomorphism fromW (n) to the first homology group of the complex C•(YM(n), S(V (n))). From
this result, we shall derive three important consequences: a set of generators of the S(V (n))-module
W (n) given in Corollary 3.7 and a description of the isotypic decomposition ofW (n) andW (n)⊗S(V (n))
W (n) in Corollaries 3.8 and 3.9, respectively.
Let T+V (n) be the graded vector subspace of T (V (n)) spanned by all homogeneous elements of
degree greater than or equal to 1 and π : T (V (n)) → S(V (n)) be the canonical projection. We start
considering the following homogeneous linear map of degree 0
φ : T+V (n)→ S(V (n))⊗ V (n)
n∑
i=1
qixi 7→
n∑
i=1
π(qi)⊗ xi.
The previous mapping is well-defined since every element x ∈ T+V (n)may be written in a unique way
as x =
∑n
i=1 qixi with qi ∈ T (V (n)). The linearity and homogeneity are direct. Furthermore, since π is
surjective, φ is also surjective.
Given homogeneous elements z, z′ ∈ T+V (n), we have that φ(z′zxi) = π(z′z)⊗ xi = π(z′)π(z)⊗ xi,
since π is a k-algebra morphism. In other words, φ(z′z) = π(z′) · φ(z) for z, z′ ∈ T+V (n) homogeneous.
In particular, taking z′ = xj , we see that φ(xjz) = xj .φ(z). Notice that this does not imply that φ is
V (n)-linear, since T (V (n)) is not a S(V (n))-module for the left multiplication.
We shall denote φ′ the restriction of φ to f(V (n)) ⊆ T+V (n). Then
(3.7) φ′(xi) = 1⊗ xi,
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and we shall prove by induction on l that
(3.8) φ′([xi1 , [. . . , [xil−1 , xil ] . . . ]]) = xi1 . . . xil−2xil−1 ⊗ xil − xi1 . . . xil−2xil ⊗ xil−1 ,
where l ≥ 2. The case l = 2 is direct.
Let us suppose that l > 2 and that the previous identity holds for l− 1. In this case
φ′([xi1 , [. . . , [xil−1 , xil ] . . . ]])
= φ(xi1 [xi2 , [. . . , [xil−1 , xil ] . . . ]])− φ([xi2 , [. . . , [xil−1 , xil ] . . . ]]xi1 )
= xi1φ([xi2 , [. . . , [xil−1 , xil ] . . . ]])− π([xi2 , [. . . , [xil−1 , xil ] . . . ]])⊗ xi1
= xiiφ
′([xi2 , [. . . , [xil−1 , xil ] . . . ]])
= xi1xi2 . . . xil−2xil−1 ⊗ xil − xi1xi2 . . . xil−2xil ⊗ xil−1 ,
where we have used that φ(xjz′) = xj .φ(z′), the inductive hypothesis and the fact that, since π is a
k-algebra morphism, π([x, z]) = 0, for all x, z ∈ T (V (n)).
Lemma 3.4. If d1 : S(V (n))⊗V (n)→ S(V (n)) denotes the differential of the complex (2.8) for Y = S(V (n)),
then Ker(d1) = φ
′([f(V (n)), f(V (n))]).
Proof. The inclusion φ′([f(V (n)), f(V (n))]) ⊆ Ker(d1) is immediate from identity (3.8) and the fact that
every element of [f(V (n)), f(V (n))] may be written as a linear combination of elements of the form
[xi1 , [. . . , [xil−1 , xil ]]] for l ≥ 2.
Let us prove the other inclusion. Consider
y =
n∑
j=1
∑
i¯∈Nn0
aj
i¯
xi11 . . . x
in
n ⊗ xj =
n∑
j=1
∑
i¯∈Nn0
aj
i¯
x¯i¯ ⊗ xj ∈ Ker(d1),
where i¯ = (i1, . . . , in) and the previous sum is finite. We will denote by ei ∈ Nn0 , for 1 ≤ i ≤ n, the
vector such that (ei)j = δi,j , 1 ≤ j ≤ n and we write |¯i| = i1 + · · ·+ in.
We shall prove that there exists z ∈ [f(V (n)), f(V (n))] such that y = φ′(z).
On one hand, y ∈ Ker(d1) if and only if
d1(y) =
n∑
j=1
∑
i¯∈Nn0
aj
i¯
x¯i¯+ej = 0.
This condition is equivalent to the following: for every (i1, . . . , in) ∈ Nn0
(3.9)
n∑
j=1
aj
i¯−ej
= 0,
where we agree to write aj
i¯
= 0, in case there exists l with 1 ≤ l ≤ n such that il < 0.
As a consequence, if we define
yi¯ =
n∑
j=1
aj
i¯−ej
xi11 . . . x
ij−1
j . . . x
in
n ⊗ xj ,
for every i¯ ∈ Nn0 ,
y =
n∑
j=1
∑
i¯∈Nn0
aj
i¯
x¯i¯ ⊗ xj =
∑
i¯∈Nn0

 n∑
j=1
aj
i¯−ej
x¯i¯−ej ⊗ xj

 = ∑
i¯∈Nn0
yi¯.
On the other hand, from (3.9), we see that d1(y) = 0 if and only if d1(yi¯) = 0, for all i¯ ∈ Nn0 . Therefore
it suffices to prove that, given i¯ ∈ Nn0 and y ∈ Ker(d1) of the form
∑n
j=1 a
j
i¯−ej
x¯i¯−ej ⊗ xj there exists
z ∈ [f(V (n)), f(V (n))] such that y = φ′(z).
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Suppose given i¯ ∈ Nn0 and y =
∑n
j=1 a
j
i¯−ej
x¯i¯−ej ⊗ xj satisfying
∑n
j=1 a
j
i¯−ej
= 0. Let ij1 , . . . , ijl , with
0 ≤ l ≤ n, be the nonzero elements of the n-tuple i¯, i.e. ij 6= 0 if and only if j ∈ {j1, . . . , jl}.
If l = 0then necessarily y = 0 = φ′(0) ∈ φ′([f(V (n)), f(V (n))]), since in this case aj−ej = 0, for all j
such that 1 ≤ j ≤ n.
If l = 1, then there is j0, with 1 ≤ j0 ≤ n, such that i¯ = m.ej0 , m ∈ N. Hence condition (3.9) implies
that aj0(m−1).ej = 0, and therefore y = 0 = φ
′(0) ∈ φ′([f(V (n)), f(V (n))]).
Let l ≥ 2. We shall proceed by induction on l, assuming that it is true for l − 1. We may write
y =
n∑
j=1
aj
i¯−ej
x¯i¯−ej ⊗ xj =
l∑
p=1
a
jp
i¯−ejp
x¯i¯−ejp ⊗ xjp
= aj1
i¯−ej1
(x¯i¯−ej1 ⊗ xj1 − x¯i¯−ej2 ⊗ xj2) + aj1i¯−ej1 x¯
i¯−ej2 ⊗ xj2 +
l∑
p=2
a
jp
i¯−ejp
x¯i¯−ejp ⊗ xjp
= aj1
i¯−ej1
(x¯i¯−ej1 ⊗ xj1 − x¯i¯−ej2 ⊗ xj2) +
l∑
p=2
b
jp
i¯−ejp
x¯i¯−ejp ⊗ xjp
= aj1
i¯−ej1
φ′(adij1−1(xj1 ) ◦ adij2−1(xj2) ◦ · · · ◦ adijl (xjl )([xj2 , xj1 ])) +
l∑
p=2
b
jp
i¯−ejp
x¯i¯−eip ⊗ xip ,
for bj2
i¯−ej2
= aj1
i¯−ej1
+ aj2
i¯−ej2
and bjp
i¯−ejp
= a
jp
i¯−ejp
, if 3 ≤ p ≤ l.
Since
∑l
p=2 b
jp
i¯−ejp
= 0, the element y′ =
∑l
p=2 b
jp
i¯−ejp
x¯i¯−eip ⊗ xip belongs to the kernel of d1. By the
inductive hypothesis, there is z′ ∈ [f(V (n)), f(V (n))] such that y′ = φ′(z′). Then
y = aj1
i¯−ej1
φ′(adij1−1(xj1 ) ◦ adij2−1(xj2 ) ◦ adij3 (xj3 ) ◦ · · · ◦ adijl (xjl )([xj2 , xj1 ])) + φ′(z′)
= φ′(aj1
i¯−ej1
adij1−1(xj1 ) ◦ adij2−1(xj2 ) ◦ adij3 (xj3 ) ◦ · · · ◦ adijl (xjl )([xj2 , xj1 ]) + z′).
This proves the lemma.
Let d2 : S(V (n)) ⊗ V (n) → S(V (n)) ⊗ V (n) be the differential of the complex (2.8) in degree 2 with
Y = S(V (n)). In this case,
d2(
n∑
i=1
zi ⊗ xi) =
n∑
i,j=1
(zix
2
j ⊗ xi − zixixj ⊗ xj).
We may consider the homogeneous linear map of degree 0, denoted by φ˜,
[f(V (n)), f(V (n))]→ Ker(d1)/Im(d2),
given by composition of φ′ and the canonical projection. Being the composition of surjective mor-
phisms, φ˜ is surjective.
Lemma 3.5. Let d2 be the differential of the complex (2.8) in degree 2 with Y = S(V (n)) and let φ˜ be as
above. If 〈R(n)〉 denotes the Lie ideal in f(V (n)) generated by the vector space of Yang-Mills relations (2.3),
then φ′(〈R(n)〉) ⊆ Im(d2), and therefore φ˜ induces a surjective homogeneous linear morphism of degree 0 from
[f(V (n)), f(V (n))]/〈R(n)〉 = tym(n) to Ker(d1)/Im(d2) = H1(ym(n), S(V (n))) ≃W (n).
Proof. First, note that 〈R(n)〉 ⊆ [f(V (n)), f(V (n))].
Given j, with 1 ≤ j ≤ n, we shall denote rj =
∑n
i=1[xi, [xi, xj ]]. Using the Jacobi relation it is easy
to see that every element of 〈R(n)〉 may be written as a linear combination of elements of the form
[xi1 , [xi2 , [. . . , [xip−1 , rip ] . . . ]]], for p ∈ N, i1, . . . , ip ∈ {1, . . . , n}.
Using the identity (3.8), we get
φ′([xi1 , [xi2 , [. . . , [xip−1 , rip ] . . . ]]]) =
n∑
j=1
(xi1xi2 . . . xip−1x
2
j ⊗ xip − xi1xi2 . . . xip−1xjxip ⊗ xj)
= d2(xi1xi2 . . . xip−1 ⊗ xip),
and so φ′(〈R(n)〉) ⊆ Im(d2).
14
We have therefore defined a surjective homogeneous k-linear map of degree 0
φ˜ : tym(n)→ H1(ym(n), S(V (n))).
We will see that φ˜([tym(n), tym(n)]) = 0 as follows. Let us consider a, b ∈ [f(V (n)), f(V (n))] such that
a¯, b¯ ∈ tym(n). Taking into account that φ˜([a¯, b¯]) is the class of φ′([a, b]) in Ker(d1)/Im(d2), it suffices to
show that φ′([a, b]) ∈ Im(d2). We shall see that in fact φ′([a, b]) = 0.
Since a, b ∈ [f(V (n)), f(V (n))], we can write a =∑nj=1[xj , a′j] and b =∑nj=1[xj , b′j], for some a′j , b′j ∈
f(V (n)). Hence
φ′([a, b]) = φ(ab− ba) = φ(ab)− φ(ba) = π(a)φ(b) − π(b)φ(a) = 0,
where we have used that π(a) = π(b) = 0, for π is a k-algebra morphism.
Finally, the fact that φ˜([tym(n), tym(n)]) = 0 implies that φ˜ induces a surjective morphism, which
will be denoted by Φ,
tym(n)/[tym(n), tym(n)]
Φ→ H1(ym(n), S(V (n))).
Also, taking into account that tym(n)/[tym(n), tym(n)] is isomorphic to W (n) and the latter is locally
finite dimensional and isomorphic to the first homology group Ker(d1)/Im(d2) ≃ H1(ym(n), S(V (n))),
Φ turns out to be an isomorphism.
We have then proved the following proposition.
Proposition 3.6. The map
Φ : tym(n)/[tym(n), tym(n)]→ Ker(d1)/Im(d2) ≃ H1(ym(n), S(V (n)))
is equivariant.
Proof. We have already proved that Φ is a homogeneous linear isomorphism of degree 0. Also, the
equation (3.8) tells us that Φ is V (n)-linear and so(n)-equivariant.
The previous proposition has the following important consequences.
Corollary 3.7. The graded vector space W (n) is generated by the finite set {[xi, xj ]}1≤i<j≤n both as a graded
S(V (n))-module and as a graded S(V (n))/〈q〉-module. Furthermore, a collection of generators ofW (n) for both
module structures is given by {[xi, xj ]}1≤i<j≤n
Proof. As stated at the beginning of this section, we consider S(V (n))⊗V (n) provided with the regular
left action of S(V (n)). It is finitely generated, and S(V (n)) being noetherian, S(V (n)) ⊗ V (n) is also
noetherian. Since the differential d1 of the Koszul complex with coefficients in S(V (n)) is a S(V (n))-
linear map, its kernel is also a finitely generated S(V (n))-submodule. By Lemma 3.4, the set {xi ⊗ xj −
xj ⊗ xi}1≤i<j≤n is a set of generators of Ker(d1) as S(V (n))-module.
On the other hand, since d2 is also a V (n)-linear map, Im(d2) is a V (n)-submodule of Ker(d1). The
S(V (n))-module W (n) ≃ H1(ym(n), S(V (n))) is then a quotient of the finitely generated S(V (n))-
module Ker(d1) by the submodule Im(d2), and hence it is finitely generated with set of generators
{[xi, xj ]}1≤i<j≤n. All these considerations hold as well over the algebra S(V (n))/〈q〉.
In the following corollaries and the rest of this article we shall use the standard notation for the
irreducible finite dimensional representations of the Lie algebras so(n) (see [12]).
Corollary 3.8. Let n ≥ 3. The homogeneous component of degree p ofW (n) vanishes for p ≤ 1.
For p ≥ 2, the homogeneous component of degree p of the so(n)-module W (n) is also an so(n)-module. If
n = 3, it is isomorphic to Γ(p−1)L1 ; in case n = 4, it is isomorphic to Γ(p−1)L1+L2 ⊕Γ(p−1)L1−L2 ; and finally, if
n ≥ 5, it is isomorphic to Γ(p−1)L1+L2 .
Proof. The complex of graded so(n)-modules C•(YM(n), S(V (n))) is the direct sum of the complexes of
finite dimensional so(n)-modules
(3.10) 0→ Sp−4(V (n))[−4] d
p−4
3→ (Sp−3(V (n))⊗ V (n))[−2] d
p−3
2→ Sp−1(V (n))⊗ V (n) d
p−1
1→ Sp(V (n))→ 0,
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where p ∈ Z and we consider Sp(V (n)) = 0 if p < 0. By Proposition 3.6, its homology is isomorphic to
W (n) in degree one, to k in degree zero and all other homology modules vanish.
Let S(n) denote the set of isomorphism classes of irreducible finite dimensional so(n)-modules. IfM
is a finite dimensional so(n)-module and s ∈ S(n), we shall denote by ns(M) the number of copies of the
isotypic component of type s appearing inM . Hence, the isotypic decomposition ofM may be encoded
in the formal sum of finite support
∑
s∈S(n) ns(M)s. It is directly checked thatM 7→
∑
s∈S(n) ns(M)s is
an Euler-Poincaré map (see [24], Chap. III, §8).
In consequence, the Euler-Poincaré characteristic of a complex of finite dimensional so(n)-modules
coincides with the Euler-Poincaré characteristic of its homology (see [24], Chap. XX, §3, Thm. 3.1).
This result applied to the complex (3.10) allows us to compute the isotypic decomposition of the p-th
homogeneous component ofW (n) once we have obtained the Euler-Poincaré characteristic of (3.10). In
order to do so, we shall proceed as follows.
First, we recall that V (n) ≃ ΓL1 and, by [12], Exercise 19.21,
(3.11) Sp(V (n)) ≃
[p/2]⊕
d=0
Γ(p−2d)L1,
where [p/2] denotes the integral part of p/2. The isomorphism Γ0L1 ≃ k tells us that Γ0L1 ⊗ ΓL1 ≃ ΓL1 .
Also, we have the following fusion rule for the tensor product
(3.12) ΓqL1 ⊗ ΓL1 ≃


Γ(q+1)L1 ⊕ ΓqL1 ⊕ Γ(q−1)L1 , if n = 3,
Γ(q+1)L1 ⊕ ΓqL1+L2 ⊕ ΓqL1−L2 ⊕ Γ(q−1)L1 , if n = 4,
Γ(q+1)L1 ⊕ ΓqL1+L2 ⊕ Γ(q−1)L1 , if n ≥ 5,
for q ≥ 1. The previous computation is straightforward from the Želobenko fusion rules (see [35], §131,
Thm. 5).
Using the isomorphisms (3.11) and (3.12) we find that the Euler-Poincaré characteristic of the com-
plex (3.10) is k if p = 0, it vanishes if p = 1, and, for p ≥ 2, it is Γ(p−1)L1 if n = 3, Γ(p−1)L1+L2+Γ(p−1)L1−L2
if n = 4 and Γ(p−1)L1+L2 if n ≥ 5. The corollary thus follows.
As a direct consequence of the previous corollary we obtain the following result which we shall use
in Subsection 4.2.
Corollary 3.9. Let n ≥ 3. The equivariant S(V (n))-module W (n) ⊗S(V (n)) W (n) has no isotypic component
of type k in degree greater than 4. Also, the homogeneous component of degree 4 of W (n) ⊗S(V (n)) W (n) is
isomorphic to Λ2V (n)⊗ Λ2V (n) as so(n)-modules; it may be decomposed as
Λ2V (n)⊗ Λ2V (n) =


Γ2L1 ⊕ Λ
4V (n)⊕ Λ2V (n)⊕ k, if n = 3,
Γ2L1 ⊕ Γ2L1+2L2 ⊕ Γ2L1−2L2 ⊕ Γ2L1 ⊕ Λ
4V (n)⊕ Λ2V (n) ⊕ k, if n = 4,
Γ2L1+L2 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ Λ
4V (n)⊕ Λ2V (n)⊕ k, if n = 5,
Γ2L1+L2+L3 ⊕ Γ2L1+L2−L3 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ Λ
4V (n)⊕ Λ2V (n)⊕ k, if n = 6,
Γ2L1+L2+L3 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ Λ
4V (n)⊕ Λ2V (n)⊕ k, if n ≥ 7.
Proof. The existence of an equivariant epimorphism S(V (n))⊗ Λ2V (n)։W (n) says that the S(V (n))-
moduleW (n)⊗S(V (n))W (n) is an epimorphic image ofW (n)⊗Λ2V (n), which has homogeneous com-
ponents of degree greater than or equal to 4. By the previous corollary, the component of degree p + 2
ofW (n)⊗ Λ2V (n), for p > 2, is given by
W (n)p ⊗ Λ2V (n) ≃


Γ(p−1)L1 ⊗ ΓL1 , if n = 3,
(Γ(p−1)L1+L2 ⊕ Γ(p−1)L1−L2)⊗ ΓL1 , if n = 4,
Γ(p−1)L1+L2 ⊗ ΓL1 , if n ≥ 5.
Using the Želobenko fusion rules we find that k ≃ Γ0L1 is not an isotypic component ofW (n)p⊗Λ2V (n)
for p > 2, which proves the first statement.
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For the second statement we proceed as follows. Using again the Želobenko fusion rules for the
tensor product Λ2V (n)⊗ Λ2V (n) ≃ so(n)⊗ so(n), we find that
Λ
2
V (n)⊗ Λ
2
V (n) ≃


Γ2L1 ⊕ V (n)⊕ k, if n = 3,
Γ2L1+2L2 ⊕ Γ2L1−2L2 ⊕ Γ
⊕2
2L1
⊕ ΓL1+L2 ⊕ ΓL1−L2 ⊕ k
⊕2, if n = 4,
Γ2L1+2L2 ⊕ Γ2L1+L2 ⊕ Γ2L1 ⊕ ΓL1+L2 ⊕ ΓL1 ⊕ k, if n = 5,
Γ2L1+L2+L3 ⊕ Γ2L1+L2−L3 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ ΓL1+L2 ⊕ ΓL1+L2 ⊕ k, if n = 6,
Γ2L1+L2+L3 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ ΓL1+L2+L3 ⊕ ΓL1+L2 ⊕ k, if n = 7,
Γ2L1+L2+L3 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ ΓL1+L2+L3+L4 ⊕ ΓL1+L2+L3−L4 ⊕ ΓL1+L2 ⊕ k, if n = 8,
Γ2L1+L2+L3 ⊕ Γ2L1+2L2 ⊕ Γ2L1 ⊕ ΓL1+L2+L3+L4 ⊕ ΓL1+L2 ⊕ k, if n > 8.
Taking into account that
Λ2V (n) ≃ V (n), if n = 3,
Λ2V (n) ≃ ΓL1+L2 ⊕ ΓL1−L2 , if n = 4,
Λ2V (n) ≃ ΓL1+L2 , if n ≥ 5,
and
Λ4V (n) ≃ 0, if n = 3,
Λ4V (n) ≃ k, if n = 4,
Λ4V (n) ≃ V (n) ≃ ΓL1 , if n = 5,
Λ4V (n) ≃ Λ2V (n) ≃ ΓL1+L2 , if n = 6,
Λ4V (n) ≃ Λ3V (n) ≃ ΓL1+L2+L3 , if n = 7,
Λ4V (n) ≃ ΓL1+L2+L3+L4 ⊕ ΓL1+L2+L3−L4 , if n = 8,
Λ4V (n) ≃ ΓL1+L2+L3+L4 , if n > 8,
we obtain the desired decomposition for Λ2V (n)⊗ Λ2V (n).
3.3 Some algebraic properties ofW (n)
In this subsection we shall prove some algebraic properties of W (n) which will be very useful in the
sequel. At the end of this subsection we briefly discuss a geometric interpretation of these properties.
The following Lemma is analogous to the Künneth formula.
Lemma 3.10. Let C• = C•(YM(n), S(V (n))) be the complex (2.8) for the equivariant left YM(n)-module
S(V (n)) and let z ∈ S(V (n)) be a nonzero homogeneous element of degree d. After applying the functor
S(V (n))/〈z〉 ⊗S(V (n)) (−) to the complex C•, we obtain the following short exact sequence composed of graded
S(V (n))-modules and homogeneous morphisms of degree 0
0→ S(V (n))/〈z〉 ⊗S(V (n)) Hq(C)→ Hq(S(V (n))/〈z〉 ⊗S(V (n)) C•) → Tor
S(V (n))
q (S(V (n))/〈z〉,Hq−1(C•))→ 0.
Proof. First, we see that C• is a complex of free graded left S(V (n))-modules. Its homology was com-
puted in [17], Prop. 3.5.
We consider a free graded resolution of the S(V (n))-module S(V (n))/〈z〉, which will be denoted
by P•, provided with morphisms of degree 0. Since the S(V (n))-module S(V (n))/〈z〉 has projective
dimension 1, we may choose P• such that Pi = 0 for i ≥ 2.
We can apply the Künneth spectral sequence (see [34], Thm. 5.6.4), which yields
E2p,q = Tor
S(V (n))
p (S(V (n))/〈z〉, Hq(C•))⇒ Hp+q(S(V (n))/〈z〉 ⊗S(V (n)) C•).
If we consider the double complex Dp,q = Pp ⊗S(V (n)) Cq , the previous spectral sequence is just the
spectral sequence of the filtration by columns of D•,•. Hence, the first term of this spectral sequence is
of the form E1p,q = Hq(Dp,•) = Pp ⊗S(V (n)) Hq(C•), since Pp is a free graded S(V (n))-modules, for all
p. As a consequence, E1p,q consists of only two columns p = 0, 1, so a fortiori, E
2
p,q vanishes outside the
columns p = 0, 1. Hence we obtain a short exact sequence of graded S(V (n))-modules provided with
homogeneous morphisms of degree 0 (see [32], Cor. 10.29)
0→ TorS(V (n))0 (S(V (n))/〈z〉,Hq(C•))→ Hq(S(V (n))/〈z〉⊗S(V (n))C•)→ Tor
S(V (n))
1 (S(V (n))/〈z〉,Hq−1(C))→ 0,
which proves the lemma.
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SinceH2(C•) = 0, the previous lemma implies that
H2(ym(n), S(V (n))/〈z〉) = H2(S(V (n))/〈z〉 ⊗S(V (n)) C•) ≃ TorS(V (n))1 (S(V (n))/〈z〉, H1(C•))
≃ TorS(V (n))1 (S(V (n))/〈z〉,W (n)).
On the other hand, there is a free graded resolution of the S(V (n))-module S(V (n))/〈z〉 of the form
(3.13) 0→ S(V (n))[−d] ·z→ S(V (n))→ S(V (n))/〈z〉 → 0,
so the S(V (n))-module S(V (n))/〈z〉 has projective dimension less than or equal to 1. From the previous
resolution, we conclude that TorS(V (n))1 (S(V (n))/〈z〉,W (n)) ≃ annW (n)[−d](z), where annW (z) = {w ∈
W : z · w = 0}.
We recall that q =
∑n
i=1 x
2
i ∈ S(V (n)). If we set z = q, then d = 2 and we obtain a homogeneous left
S(V (n))/〈q〉-linear isomorphism of degree 0 of the formH2(S(V (n))/〈q〉 ⊗S(V (n)) C) ≃W (n)[−2].
We also have the following result.
Proposition 3.11. Let n ≥ 3. The generators x1, . . . , xn ∈ S(V (n)) are nonzerodivisors onW (n).
Proof. Let us now assume that z = xi. By the previous isomorphisms, we have that
H2(ym(n), S(V (n))/〈xi〉) ≃ TorS(V (n))1 (S(V (n))/〈xi〉,W (n)) ≃ annW (n)[−1](xi).
Since we have chosen n ≥ 3, thenHn−1(V (n), S(V (n))/〈xi〉) = 0.
Taking into account that q and xi are coprime in S(V (n)), the map on S(V (n))/〈xi〉 given by multi-
plication by q is injective. Proposition 2.7 tells us thatH2(ym(n), S(V (n))/〈xi〉) = 0. This in turn implies
that annW (n)(xi) = 0, for all i = 1, . . . , n, so every xi is a nonzerodivisor onW (n) and hence the natural
morphism of localizationW (n)→W (n)(xi) is injective for all i = 1, . . . , n.
We recall that, if A is an N0-graded algebra, the homogeneous morphism of degree 0 given by
deu : A→ A
a 7→ |a|a,
where a ∈ A is homogeneous of degree |a|, is a derivation of A, called the Eulerian derivation.
The following fact is implicit in [26].
Proposition 3.12. Consider q =
∑n
i=1 x
2
i ∈ S(V (n)) and A = S(V (n))/〈q〉. There is a short exact sequence
of graded A-modules
(3.14) 0→W (n)→ ΩA/k d
′
eu→ A+ → 0,
where A+ = ⊕m≥1Am is the irrelevant ideal of the N0-graded algebra A, ΩA/k is the module of Kähler differen-
tials of A over k and d′eu is the map induced by the Eulerian derivation deu : A→ A.
Proof. We know that there is a homogeneous isomorphism W (n)[−2] ≃ H2(A ⊗S(V (n)) C•) of graded
A-modules of degree 0. Inspecting the complex A⊗S(V (n)) C•, we conclude that
Ker(idA ⊗ d2) =
{ n∑
i=1
ai ⊗ xi :
n∑
i
aixi = 0
}
,
because
(idA ⊗ d2)(
n∑
i=1
ai ⊗ xi) =
n∑
i,j=1
(aix
2
j ⊗ xi − aixjxi ⊗ xj)
=
n∑
i=1
aiq ⊗ xi −
n∑
j=1
(
n∑
i=1
aixi)xj ⊗ xj
= −
n∑
j=1
(
n∑
i=1
aixi)xj ⊗ xj ,
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and thus (idA ⊗ d2)(
∑n
i=1 ai ⊗ xi) = 0 if and only if
∑n
i=1 aixi = 0, for A is a domain. Also,
Im(idA ⊗ d3) =
{ n∑
i=1
axi ⊗ xi : a ∈ A
}
.
The second fundamental sequence for the quotient A = S(V (n))/〈q〉 is
〈q〉/〈q〉2 δ→ A⊗S(V (n)) ΩS(V (n))/k α→ ΩA/k → 0,
where δ(q¯) = dq and α(p¯⊗S(V (n)) dz) = p¯dz¯, for z, p ∈ S(V (n)).
Since ΩS(V (n))/k ≃ S(V (n))⊗ V (n), by the isomorphism z ⊗ xi 7→ zdxi (see [15], Example 8.2.1), we
derive that, using this identification, Im(δ) = Im(idA ⊗ d3) and, moreover, the map
(A⊗ V (n))/Im(idA ⊗ d3)→ ΩA/k
p¯⊗ xi 7→ p¯dx¯i,
is a homogeneous A-linear isomorphism of degree 0. In other words, there is a short exact sequence of
graded A-modules
(3.15) 0→ A[−2]→ A⊗ V (n)→ ΩA/k → 0,
where the first mapping is a 7→∑ni=1 axi ⊗ xi. Notice that A⊗ V (n) ≃ (A[−1])n.
Finally, the morphism given by the inclusion Ker(d2) →֒ A ⊗ V (n) induces a map of graded A-
modulesW (n) ≃ H2(A⊗S(V (n)) C•)[2] →֒ (A⊗ V (n))/Im(idA ⊗ d3) ≃ ΩA/k. It is readily verified that it
provides the first morphism of the short exact sequence of the proposition. Also, it is clear that the map
d′eu is an epimorphism and its kernel coincides with the image of the previous morphism.
Remark 3.13. Let n ≥ 3. The projective spectrum of the graded k-algebra A = S(V (n))/〈q〉 gives an
irreducible projective varietyX with structure sheafOX and the finitely generated graded S(V (n))/〈q〉-
moduleW (n) provides a coherent sheafW (n)∼. Proposition 3.11 may be interpreted as stating that the
natural morphism α : W (n) → Γ•(W (n)∼) is in fact injective (see [25], p. 115), a result implicitly used
in [26]. We define M(n) = W (n)[2]. For reasons that will be clear later, we will prefer to work with
M(n).
Also, from the previous considerations wemay derive the following fact mentioned in [28], Example
4, and in [26]: the sheaf of OX -modulesM(n)∼ is isomorphic to the tangent sheaf of X . This is proved
as follows. We first note that the functor (−)∼ is exact. Let i : X → P(V (n)) be the inclusion of X in
P(V (n)). Since the functor i∗ is right exact, applying i∗ to the Euler exact sequence for the projective
space (see [15], Example 8.20.1, [19], Prop. 2.4.4), we derive the exact sequence of sheaves of OX -
modules
OX → (OX [1])n → i∗(TP(V (n)))→ 0,
where the first map is induced by
A→ (A[1])n
z 7→ (zx1, . . . , zxn).
We may compare this exact sequence with the one obtained by applying the functor (−)∼ to the short
exact sequence (3.15). This implies that Ω∼A/k ≃ i∗(TP(V (n)))[−2].
On the other hand, we can consider the short exact sequence of the normal fiber bundle of a subva-
riety (see [25], p. 150)
0→ TX → i∗(TP(V (n)))→ NX|P(V (n)) → 0,
where NX|P(V (n)) = HomOX (I/I2,OX) denotes the normal fiber bundle associated to the inclusion
i : X → P(V (n)) and I = 〈q〉∼ is the sheaf of ideals of OP(V (n)) which defines X . In this case, we have
the following chain of isomorphisms
NX|P(V (n)) = HomOX (I/I2,OX) ≃ (HomA(〈q〉/〈q〉2, A))∼ ≃ (A[2])∼ = OX [2],
19
where the penultimate isomorphism is induced by theA-linear isomorphism HomA(〈q〉/〈q〉2, A) ≃→ A[2]
given by f 7→ f(q¯). Also, the last map in the previous short exact sequence is induced by d′eu. Hence,
TX ≃W (n)[2]∼ ≃M(n)∼.
The previous results allow us to give a geometrical interpretation of M(n) as the tangent bundle
overX . Moreover, since X has a transitive action of SO(n), it becomes a homogeneous space SO(n)/P ,
for some parabolic subgroup P with Lie algebra p ≃ (so(n − 2) × k) ⋊ V (n − 2), where V (n − 2) is
an abelian Lie algebra within so(n− 2) acts by the standard representation and k acts diagonally. Both
the tangent bundle M(n)∼ and the tautological line bundle OX [−1] are homogeneous vector bundles
associated to some irreducible representations of lowest weight −λ over p, so we may apply the Borel-
Weil-Bott theorem in order to compute H•(X,E), for E equal to M(n)[i]∼ or (M(n)∼ ⊗OX M(n)∼)[i].
Amazingly, this gives plenty of information about the module M(n): it allows us to prove that the
natural morphism α : M(n) → Γ•(M(n)∼) is an isomorphism for n ≥ 4 and also gives a complete
description in case n = 3, to compute the groups TorS(V (n))• (M(n),M(n)), etc. We shall not pursue these
ideas in this article, since we shall replace them by shorter algebraic considerations. We refer to [16] and
references therein for a complete description of the previous geometrical insight.
3.4 Homological properties ofW (n)
3.4.1 Generalities
Let R and S be two k-algebras, X a right R-module, Y an R-S-bimodule and Z a left S-module. If
Q• ։ X and P• ։ Z are corresponding projective resolutions, we can consider the second term of the
base-change spectral sequenceE2p,q = Tor
R
p (X,Tor
S
q (Y, Z)), given by the filtration by rows of the double
complex Cp,q = Qq ⊗R Y ⊗S Pp. If Y is a flat R-module, it converges to TorS•(X ⊗R Y, Z) (see [32], Thm.
10.59).
We shall consider the previous spectral sequence for the case R = S(V (n)), S = YM(n), Y =
S(V (n)), Z = k and any graded S(V (n))-module X , given by
E2p,q = Tor
S(V (n))
p (X,Tor
YM(n)
q (S(V (n)), k))⇒ TorYM(n)p+q (X, k).
Notice that TorYM(n)p+q (X, k) ≃ Hp+q(ym(n), X).
Remark 3.14. We choose Q• = Λ•V (n) ⊗ X ⊗ S(V (n)) = C•(V (n), X ⊗ S(V (n))). It is easily verified
that it is indeed a projective resolution of the right S(V (n))-module X . On the other side, we choose P•
as the Koszul resolution (2.6) of the left YM(n)-module k.
In this case, the base-change spectral sequence is given by the filtration by rows of the double com-
plex
(3.16) Cp,q = Qq ⊗S(V (n)) S(V (n))⊗YM(n) Pp ≃ ΛqV (n)⊗X ⊗ Cp(YM(n), S(V (n))),
with vertical differential dCE• ⊗ idYM(n)!• , where we consider the action of V (n) on X ⊗ S(V (n)), and
with horizontal differential idΛ•V (n)⊗X ⊗ d•, with d• the differential of C•(YM(n), S(V (n))).
On the other hand, since TorYM(n)q (S(V (n)), k) ≃ Hq(ym(n), S(V (n))) and using Proposition 3.5
of [17] and Proposition 3.6, we have the equivariant S(V (n))-linear isomorphisms
TorYM(n)• (S(V (n)), k) ≃


k, if • = 0,
W (n), if • = 1,
0, if not.
Thus, our spectral sequence has only two nonzero rows
(3.17) E2p,0 ≃ TorS(V (n))p (X, k) ≃ Hp(V (n), X)
and
(3.18) E2p,1 ≃ TorS(V (n))p (X,W (n)) ≃ Hp(V (n), X ⊗W (n)).
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The last isomorphism follows from the usual fact that TorU(g)• (M,N) ≃ H•(g,M ⊗N) (see [6], Chap XI,
Prop. 9.2).
Furthermore, since the spectral sequence has only two rows, it gives a long exact sequence of the
form (see [32], Prop. 10.28)
→ Hp(ym(n), X)→ Hp(V (n), X)→ Hp−2(V (n), X ⊗W (n))
→ Hp−1(ym(n), X)→ Hp−1(V (n), X)→ Hp−3(V (n), X ⊗W (n))→ . . .
. . .→ H2(ym(n), X)→ H2(V (n), X)→ H0(V (n), X ⊗W (n))→
→ H1(ym(n), X)→ H1(V (n), X)→ 0,
(3.19)
and the isomorphism H0(ym(n), X) ≃ H0(V (n), X).
However, since YM(n) has global dimension equal to 3, Hp(ym(n), X) = 0, if p ≥ 4. This implies
that
(3.20) Hp+1(V (n), X) ≃ Hp−1(V (n), X ⊗W (n)),
for p ≥ 4.
Remark 3.15. As for the long exact sequence, we may write the previous spectral sequence using the
identificationTorU(g)• (M,N) ≃ H•(g,M⊗N). In this case, it is easy to see that the spectral sequence coin-
cides with the Hochschild-Serre spectral sequence Hp(V (n), Hq(tym(n), X)) ⇒ Hp+q(ym(n), X), for X
a V (n)-module. However, we point out some differences. First, the Hochschild-Serre spectral sequence
may also be used when X is a ym(n)-module. Second, the base-change spectral sequence has further
structure since it lives in the category of (graded) S(V (n))-modules, whereas TorS(V (n))• (X,W (n)) ≃
H•(V (n), X ⊗W (n)) only holds as k-modules (and also as homogeneous so(n)-modules when X is an
equivariant S(V (n))-module). That the base-change spectral sequence can be considered in the cate-
gory of (graded) S(V (n))-modules comes from the fact that the considered modules are provided with
an action of S(V (n)) which commutes with all other actions.
We shall be mostly interested in the case thatX is given by the equivariant S(V (n))-moduleW (n)⊗i,
for i ∈ N0, which is an equivariant S(V (n))-module provided with the diagonal action. It is readily
verified that, if X = W (n)⊗i, all previously considered morphisms are in fact homogeneous of degree
0 and so(n)-linear. For the rest of this subsection, all morphisms will also be so(n)-linear, unless we say
the opposite.
The long exact sequence (3.19) for X = W (n)⊗i becomes
→ Hp(ym(n),W (n)⊗i)→ Hp(V (n),W (n)⊗i)→ Hp−2(V (n),W (n)⊗(i+1))
→ Hp−1(ym(n),W (n)⊗i)→ Hp−1(V (n),W (n)⊗i)→ Hp−3(V (n),W (n)⊗(i+1))→ . . .
. . .→ H2(ym(n),W (n)⊗i)→ H2(V (n),W (n)⊗i)→ H0(V (n),W (n)⊗(i+1))→
→ H1(ym(n),W (n)⊗i)→ H1(V (n),W (n)⊗i)→ 0,
(3.21)
and we obtain the isomorphism H0(ym(n),W (n)⊗i) ≃ H0(V (n),W (n)⊗i).
Also, the isomorphisms (3.20) tell us that
(3.22) Hp+1(V (n),W (n)⊗i) ≃ Hp−1(V (n),W (n)⊗(i+1)),
for p ≥ 4 and i ∈ N0.
In fact, a stronger statement relating these homology groups holds.
Theorem 3.16. Let n ≥ 3 and i ≥ 1. There is a long exact sequence of so(n)-modules and homogeneous
so(n)-equivariant morphisms
0→ H3(V (n),W (n)⊗i) S
′
i→ H1(V (n),W (n)⊗(i+1)) B
′
i→ H2(ym(n),W (n)⊗i) I
′
i→
→ H2(V (n),W (n)⊗i) Si→ H0(V (n),W (n)⊗(i+1)) Bi→ H1(ym(n),W (n)⊗i) Ii→
→ H1(V (n),W (n)⊗i)→ 0,
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and a collection of homogeneous so(n)-equivariant isomorphisms H0(ym(n),W (n)
⊗i) ≃ H0(V (n),W (n)⊗i)
and
H0(V (n),W (n)) ≃ Λ2V (n), H1(V (n),W (n)) ≃ Λ3V (n)⊕ V (n)[−2],
H2(V (n),W (n)) ≃ Λ4V (n)⊕ k[−4], Hp(V (n),W (n)⊗i) ≃ Λp+2iV (n), for p ≥ 2,
where in the last isomorphism we exclude the case p = 2 and i = 1.
Proof. Let us first suppose that i = 0, so W (n)⊗i ≃ k. From the fact that H4(ym(n),W (n)⊗i) vanishes,
we have the following exact sequence
0→ H4(V (n), k)→ H2(V (n),W (n))→ H3(ym(n), k)→ H3(V (n), k)→ H1(V (n),W (n))→
→ H2(ym(n), k)→ H2(V (n), k)→ H0(V (n),W (n))→ H1(ym(n), k)→ H1(V (n), k)→ 0.
On the other hand, the isomorphisms Hp(V (n), k) ≃ ΛpV (n), obtained from the Chevalley-Eilenberg
complex, and
H0(ym(n), k) ≃ k, H1(ym(n), k) ≃ V (n), H2(ym(n), k) ≃ V (n)[−2], H3(ym(n), k) ≃ k[−4],
which follow from the Koszul complex (2.8), imply that H0(V (n),W (n)) ≃ Λ2V (n) and the following
short exact sequences
0→ Λ4V (n)→ H2(V (n),W (n))→ k[−4]→ 0
and
0→ Λ3V (n)→ H1(V (n),W (n))→ V (n)[−2]→ 0.
Note that we have used that the maps H2(ym(n), k) → H2(V (n), k) and H3(ym(n), k) → H3(V (n), k)
vanish, since they are so(n)-linear maps between different irreducible representations.
SinceHp(ym(n), k) = 0, for all p ≥ 4 andHp(V (n), k) ≃ ΛpV (n), there are isomorphisms
(3.23) Hp(V (n),W (n)) ≃ Λp+2V (n), for all p ≥ 3.
Let us now assume that i ≥ 1.
We shall first prove the following proposition.
Proposition 3.17. If n ≥ 3 and j ∈ N, then Hp(V (n),W (n)⊗j) = 0, for p ≥ n, and, in consequence,
H3(ym(n),W (n)
⊗j) = 0, for j ∈ N.
Proof. The second statement follows directly from the first one, since by Proposition 2.7, there is an
isomorphism Hn(V (n),W (n)⊗j) ≃ H3(ym(n),W (n)⊗j).
Let us prove the first one, proceeding by induction on j.
Assume that j = 1. In this case, using (3.20) for i = 0 we obtain that there is an isomorphism
Hp+1(V (n), k) ≃ Hp−1(V (n),W (n)), for p ≥ 4, so Hp(V (n),W (n)) ≃ Λp+2V (n), for p ≥ 3. Then
Hp(V (n),W (n)) = 0, for p ≥ n.
Supposing that the proposition holds for j − 1, we will prove it for j. In this case, the isomorphism
(3.20) for i = j − 1 implies that Hp+1(V (n),W (n)⊗(j−1)) ≃ Hp−1(V (n),W (n)⊗j), for p ≥ 4. Hence
Hp(V (n),W (n)
⊗j) ≃ Hp+2(V (n),W (n)⊗(j−1)) = 0, for p ≥ n. The proposition is then proved.
As a consequence of the previous proposition, H3(ym(n),W (n)⊗i) = 0 if i ≥ 1, and we obtain an
exact sequence
0→ H3(V (n),W (n)⊗i)→ H1(V (n),W (n)⊗(i+1))→ H2(ym(n),W (n)⊗i)→ H2(V (n),W (n)⊗i)
→ H0(V (n),W (n)⊗(i+1))→ H1(ym(n),W (n)⊗i)→ H1(V (n),W (n)⊗i)→ 0.
The vanishing of H•(ym(n),W (n)⊗i), for • ≥ 3, yields the isomorphisms Hp(V (n),W (n)⊗(i+1)) ≃
Hp+2(V (n),W (n)
⊗i), for p ≥ 2. By induction, it turns out that Hp(V (n),W (n)⊗j) is isomorphic to
Hp+2(j−1)(V (n),W (n)), for all p ≥ 2, j ≥ 2. Using (3.23), we see that Hp(V (n),W (n)⊗j) ≃ Λp+2jV (n),
in case p ≥ 2 and j ≥ 2. We may summarize the previous information as follows:
Hp(V (n),W (n)
⊗i) ≃ Λp+2iV (n)
if p ≥ 2 and i ≥ 1, except in case p = 2 and i = 1. This completes the proof of the theorem.
22
The following remark describes some of the morphisms appearing in the exact sequence of Theorem
3.16.
Remark 3.18. If i ≥ 1, the maps S′i and Si in the theorem coincide with the differentials d23,0 and d22,0 of
the second term of the base-change spectral sequence, resp. and the isomorphismsHp(V (n),W (n)⊗i)→
Hp−2(V (n),W (n)
⊗(i+1)) for p ≥ 4 coincide with the differentials d2p,0.
If i = 0, the injections Λ4V (n) →֒ H2(V (n),W (n)) andΛ3V (n) →֒ H1(V (n),W (n)) coincide with d24,0
and d23,0, respectively. Also, the family of isomorphisms Hp(V (n),W (n)
⊗i)→ Hp−2(V (n),W (n)⊗(i+1))
for p ≥ 5 coincide with differentials d2p,0.
On the other hand, the total complex of the double complex (3.16) for X = W (n)⊗i, which may be
rewritten as
iCp,q = Λ
qV (n)⊗W (n)⊗i ⊗ Cp(YM(n), S(V (n))),
is quasi-isomorphic to C•(YM(n),W (n)⊗i), and the quasi-isomoprhism is given by the map
(3.24) Tot(iC•,•)→ C•(YM(n),W (n)⊗i)
induced by the projection
(3.25) iC•,0 = W (n)⊗i ⊗ C•(YM(n), S(V (n)))→ C•(YM(n),W (n)⊗i)
given by the action of S(V (n)) onW (n)⊗i, i.e. w⊗z⊗v 7→ wz⊗v, if z⊗v belongs toC1(YM(n), S(V (n)))
or C2(YM(n), S(V (n))) (w ∈ W (n)⊗i, z ∈ S(V (n)) and v ∈ V (n)); and w ⊗ z 7→ wz, if z belongs
to C0(YM(n), S(V (n))) or C3(YM(n), S(V (n))) (w ∈ W (n)⊗i and z ∈ S(V (n))). From this quasi-
isomorphism, the maps Bi and B′i appearing in Theorem 3.16 can be described as follows. As it is
usual, identifying E2p,q with subquotients of Tot(
iC•,•), the mappings Bi and B′i are induced by the
composition of the inclusion and the quasi-isomorphism (3.24) (see [32], Thm. 10.31).
Finally, let us describe the morphism Ii : H1(ym(n),W (n)⊗i) → H1(V (n),W (n)⊗i). In order to
do so, we recall that, if E is a V (n)-module, the Lie algebra morphism π : ym(n) → V (n) given by
the canonical projection induces a morphism of complexes C•(ym(n), E) → C•(V (n), E) . This in turn
induces a morphism in the homology groups H•(ym(n), E) → H•(V (n), E). In particular, there is a
mapH1(ym(n), E)→ H1(V (n), E), induced by idE ⊗ π.
On the other hand, from the comparison of resolutions achieved at the end of Subsection 2.2, we
see that the map idE ⊗ inc : E ⊗ V (n) → E ⊗ ym(n) induces an isomorphism H1(ym(n), E) →
H1(ym(n), E). Therefore, if we choose as representatives of the homology H1(ym(n), E) the cycles of
C1(YM(n), E), and as representatives of the homology H1(V (n), E) the cycles of C1(V (n), E), the map-
ping H1(ym(n), E)→ H1(V (n), E) induced by the identity idE⊗V (n) coincides with the one induced by
idE ⊗ π. By [32], Thm. 10.31, if we choose as representatives of the homology H1(ym(n),W (n)⊗i) the
cycles of C1(YM(n),W (n)⊗i), and as representatives of the homology H1(V (n),W (n)⊗i) the cycles of
C1(V (n),W (n)
⊗i), the map Ii is induced by the identity idW (n)⊗i⊗V (n). This shows that Ii also coincides
with the morphism induced by idW (n)⊗i ⊗ π.
Proposition 3.19. Let n ≥ 3. The morphism S1 : H2(V (n),W (n))→ H0(V (n),W (n)⊗2) is an injection. By
exactness of the sequence of Theorem 3.16, B′1 is surjective and I
′
1 = 0.
Proof. We proceed by inspection on the morphisms at the level of the double complex which defines the
base-change spectral sequence.
In the first place, from the double complex (3.16), Remark 3.18 and standard computations on a
second term spectral sequence, the morphism Λ4V (n) = H4(V (n), k) →֒ H2(V (n),W (n)) is induced by
xi1 ∧ xi2 ∧ xi3 ∧ xi4 7→
∑
σ∈S4
ǫ(σ)xiσ(1) ∧ xiσ(2) ⊗ [xiσ(3) , xiσ(4) ],
where the image element is a cycle in Λ2V (n)⊗W (n).
Also, the element ∑
1≤i<j≤n
xi ∧ xj ⊗ [xi, xj ] ∈ Λ2V (n)⊗W (n)
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is a non trivial cycle, since it is the image of the cycle
(0,
∑
1≤i<j≤n
xi ∧ xj ⊗ (xi ⊗ xj − xj ⊗ xi),
n∑
i=1
xi ⊗ 1⊗ xi,−1⊗ 1⊗ 1)
in the degree 3 component of the total complex of the double complex (3.16) for i = 0. This element
does not vanish in the homology of the total complex, since −1 ⊗ 1 ⊗ 1 cannot be in the image of the
vertical differential by degree reasons. Moreover, the image of this element in H3(ym(n), k) ≃ k is −1.
We conclude that a basis forH2(V (n),W (n)) is given by the set of classes of the following collection
of cycles
(3.26)
{ ∑
σ∈S4
ǫ(σ)xiσ(1) ∧xiσ(2) ⊗ [xiσ(3) , xiσ(4) ] : 1 ≤ i1 < i2 < i3 < i4 ≤ n
}
∪
{ ∑
1≤i<j≤n
xi∧xj⊗ [xi, xj ]
}
.
By standard computations on a second term spectral sequence, the morphism fromH2(V (n),W (n))
toH0(V (n),W (n)⊗2) satisfies that∑
σ∈S4
ǫ(σ)xiσ(1) ∧ xiσ(2) ⊗ [xiσ(3) , xiσ(4) ] 7→
∑
σ∈S4
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ],∑
1≤i<j≤n
xi ∧ xj ⊗ [xi, xj ] 7→
∑
1≤i<j≤n
[xi, xj ]⊗ [xi, xj ],
for all 1 ≤ i1 < i2 < i3 < i4 ≤ n and it is not hard to check that these image elements are linearly
independent in Λ2V (n)⊗ Λ2V (n).
SinceW (n) is a graded S(V (n))-module andW (n)2 = Λ2V (n), it turns out that (W (n)⊗W (n))4 =
Λ2V (n) ⊗ Λ2V (n) is the non trivial homogeneous component of lowest degree. Notice that the image
of the basis (3.26) of H2(V (n),W (n)) is in fact included in (W (n) ⊗W (n))4 and this implies that S1 is
an injection.
Let us suppose that n ≥ 3 and i ≥ 2. The action of q = ∑ni=1 xi ⊗ xi on W (n)⊗i is given by the
coproduct of YM(n), so in order to make it explicit we will compute ∆(i)(q), which is of the form
∆(i)(q) =
i−1∑
p=0
1⊗pYM(n) ⊗ q ⊗ 1⊗(i−p−1)YM(n) + 2
∑
p, q ∈ N0
p + q ≤ i − 2
1⊗pYM(n) ⊗ xl ⊗ 1⊗qYM(n) ⊗ xl ⊗ 1⊗(i−p−q−2)YM(n) .
Proposition 3.20. If n ≥ 3 and i ≥ 2, then q is nonzerodivisor on the S(V (n))-moduleW (n)⊗i.
Proof. We recall that TorS(V (n))p (Y, Y
′) ≃ TorS(V (n))p (k, Y ⊗ Y ′), where Y ⊗ Y ′ has the diagonal action.
We first notice that (S(V (n))/〈q〉)⊗i is an algebra with the usual structure and that the hypothesis
on n implies that q ∈ S(V (n)) is irreducible and hence S(V (n))/〈q〉 is a domain. Since k is algebraically
closed and S(V (n))/〈q〉 is a finitely generated integral domain, (S(V (n))/〈q〉)⊗i is in fact a finitely
generated integral domain (see [7], Thm. 14.1.5).
The action of q ∈ S(V (n)) on (S(V (n))/〈q〉)⊗i is given by multiplication by the nonzero element
2
∑
p, q ∈ N0
p + q ≤ i− 2
1⊗pS(V (n))/〈q〉 ⊗ xl ⊗ 1⊗qS(V (n))/〈q〉 ⊗ xl ⊗ 1⊗(i−p−q−2)S(V (n))/〈q〉 ∈ (S(V (n))/〈q〉)⊗i,
and this shows that q is a nonzerodivisor on (S(V (n))/〈q〉)⊗i.
We claim that TorS(V (n))p ((S(V (n))/〈q〉)⊗a, k) vanishes for p ≥ 2 and a ∈ N. In order to prove this
result, we proceed as follows. The case a = 1 has already been analyzed, since the projective resolution
(3.13) implies that S(V (n))/〈q〉 has projective dimension 1. If a > 1, then
TorS(V (n))p ((S(V (n))/〈q〉)⊗a, k) ≃ TorS(V (n))p ((S(V (n))/〈q〉)⊗(a−1), S(V (n))/〈q〉),
and the latter homology group vanishes, since S(V (n))/〈q〉 has projective dimension 1. Our claim
implies that the bounded below graded S(V (n))-module (S(V (n))/〈q〉)⊗a has projective dimension 1
for all a ∈ N (see [2], Prop. 2.3 and Cor. 2.4).
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We will next prove that
(3.27) Hn−1(V (n), (S(V (n))/〈q〉)⊗a ⊗W (n)⊗b) = 0
and
(3.28) Hn(V (n), (S(V (n))/〈q〉)⊗a ⊗W (n)⊗b) = 0,
for all a, b ∈ N0 such that a + b = i. The case a = 0 follows directly from Theorem 3.16. Let us now
assume that a ∈ N. Since
Hp(V (n), (S(V (n))/〈q〉)⊗a ⊗W (n)⊗b) ≃ TorS(V (n))p (k, (S(V (n))/〈q〉)⊗a ⊗W (n)⊗b)
≃ TorS(V (n))p ((S(V (n))/〈q〉)⊗a,W (n)⊗b),
it suffices to show that this last homology group vanishes for p = n−1 and p = n. This is indeed the case,
since, as explained before, the projective dimension of the graded S(V (n))-module (S(V (n))/〈q〉)⊗a is 1.
In view of the form of the projective resolution (3.13), annW (n)⊗i[−2](q) is isomorphic to the homol-
ogy group TorS(V (n))1 (S(V (n))/〈q〉,W (n)⊗i), so it suffices to show that this last group vanishes in order
to prove the proposition. In fact we will prove a stronger statement asserting that, for every a, b ∈ N0
such that i = a+ b ≥ 2, the homology group
TorS(V (n))1 (S(V (n))/〈q〉, (S(V (n))/〈q〉)⊗a ⊗W (n)⊗b) ≃ ann(S(V (n))/〈q〉⊗a⊗W (n)⊗b)[−2](q)
vanishes, holds. The case a = i and b = 0 follows directly since q is a nonzerodivisor on (S(V (n))/〈q〉)⊗i,
as previously stated.
Let us now assume that i ≥ 2. We shall proceed by induction on b. The case b = 0 (so a = i) has
already been proved.
Let us assume thatTorS(V (n))1 (S(V (n))/〈q〉, (S(V (n))/〈q〉)⊗(i−j)⊗W (n)⊗j) vanishes for j = 0, . . . , b−
1 < i, where b ≥ 1. We shall prove that it also vanishes for j = b ≤ i.
Since
TorS(V )1
(
S(V )
〈q〉 ,
(S(V )
〈q〉
)⊗(i−b) ⊗W⊗b) ≃ TorS(V )1 ((S(V )〈q〉 )⊗(i+1−b) ⊗W⊗(b−1),W),
where we have omitted the index n, it suffices to prove that the last homology group vanishes.
By the inductive hypothesis, q is a nonzerodivisor on (S(V (n))/〈q〉)⊗(i+1−b)⊗W (n)⊗(b−1), so Propo-
sition 2.7 implies that
H2
(
ym(n),
(S(V )
〈q〉
)⊗(i+1−b) ⊗W (n)⊗(b−1)) ≃ Hn−1(V (n), (S(V )〈q〉 )⊗(i+1−b) ⊗W (n)⊗(b−1)).
Also, the same proposition tells us that
H3
(
ym(n),
(S(V )
〈q〉
)⊗(i+1−b) ⊗W (n)⊗(b−1)) ≃ Hn(V (n), (S(V )〈q〉 )⊗(i+1−b) ⊗W (n)⊗(b−1)).
Isomorphisms (3.27) and (3.28) imply that the previous homology groups vanish. Using the previous
computations and the exact sequence (3.19) forX = (S(V (n))/〈q〉)⊗(i+1−b) ⊗W (n)⊗(b−1), we conclude
that
H1(V (n), X ⊗W (n)) ≃ H3(V (n), X).
Isomorphisms (3.20) tell us thatH3(V (n), X) is isomorphic toH3+2(b−1)(V (n), (S(V (n))/〈q〉)⊗i), which
vanishes, since (S(V (n))/〈q〉)⊗i has projective dimension 1. The proposition is thus proved.
From the proposition we obtain the following corollary.
Corollary 3.21. If n ≥ 3 and i ≥ 2, thenH2(ym(n),W (n)⊗i) = 0.
Proof. Since q is a nonzerodivisor on W (n)⊗i by Proposition 3.20 and Hn−1(V (n),W (n)⊗i) = 0 by
Theorem 3.16, Proposition 2.7 yields thatH2(ym(n),W (n)⊗i) = 0.
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3.4.2 The minimal projective resolution ofW (n) and other results
We defineM(n) = W (n)[2]. We shall focus ourselves onM(n) instead ofW (n) because of the following
homological properties (see also Remark 3.13).
Proposition 3.22. TheN0-graded S(V (n))-moduleM(n) is Koszul, i.e. Tor
S(V (n))
p (M(n), k) is concentrated in
degree p, for all p ∈ N0.
Proof. Let us first consider n = 2. Since W (2) ≃ k[−2] (see Proposition 3.1) and S(V (2)) is a Koszul
algebra (where the Chevalley-Eilenberg resolution of the Lie V (n)-module k coincides with the Koszul
resolution),M(2) is a Koszul S(V (2))-module.
Let now n ≥ 3. Taking into account that TorS(V (n))p (M(n), k) ≃ Hp(V (n),M(n)), the proposition
follows from Theorem 3.16 since it implies that
H0(V (n),M(n)) ≃ H0(V (n),W (n))[2] ≃ (Λ2V (n))[2],
H1(V (n),M(n)) ≃ H1(V (n),W (n))[2] ≃ (Λ3V (n))[2]⊕ V (n),
H2(V (n),M(n)) ≃ H2(V (n),W (n))[2] ≃ (Λ4V (n))[2]⊕ k[−2],
Hp(V (n),M(n)) ≃ Hp(V (n),W (n))[2] ≃ (Λp+2V (n))[2],
for p ≥ 3.
As explained in [2], Prop. 2.3, the minimal projective resolution P (M(n))• of the graded S(V (n))-
moduleM(n) for n ≥ 3 has the form:
(3.29) 0→ S(V (n))⊗ TorS(V (n))n (M(n), k)→ S(V (n))⊗ TorS(V (n))n−1 (M(n), k)→ · · · →
→ S(V (n))⊗ TorS(V (n))1 (M(n), k)→ S(V (n))⊗ TorS(V (n))0 (M(n), k)→M(n)→ 0.
This in turn implies that, if N is another N0-graded S(V (n))-module, then Tor
S(V (n))
i (M(n), N) has
homogeneous components of internal degree greater than or equal to i.
We shall find a differential dP• for the previous resolution (3.29). In order to do so, let us consider the
Chevalley-Eilenberg complex R(M(n))• = (C•(V (n), S(V (n))), dCE• ) for the regular module S(V (n)).
It is acyclic in positive degrees since its homology is H•(V (n), S(V (n))) = 0 for • ≥ 1. Notice that
R(M(n))•+2 is a graded vector subspace of S(V (n))⊗ TorS(V (n))• (M(n), k) for • ∈ N0.
We define dP• of the minimal projective resolution ofM(n) as follows. If v ∈ R(M(n))p+2, for p ≥ 1,
we take dPp (v) = d
CE
p+2(v). Let us denote {e1, . . . , en} a basis of V (n) ⊆ H1(V (n),M(n)) and {c} a basis
of k[−2] ⊆ H2(V (n),M(n)); given z ∈ S(V (n)). We set
dP2 (z ⊗ c) =
n∑
j=1
zxj ⊗ ej,(3.30)
dP1 (z ⊗ ei) =
n∑
j=1
zxj ⊗ xj ∧ xi.(3.31)
The differential dP• , for • ∈ N, is given extending k-linearly.
Finally, the augmentation morphism dP0 : P (M(n))0 →M(n) is given by
(3.32) dP0 (z ⊗ xi ∧ xj) = z.[xi, xj ].
By Corollary 3.7,M(n) is a finitely generated S(V (n))-module with set of generators {[xi, xj ] : 1 ≤ i <
j ≤ n}, so dP0 is surjective.
It is readily verified that dP• is a homogeneous S(V (n))-linear and so(n)-equivariant map of degree
0 and dPp ◦ dPp+1 = 0, for all p ∈ N0.
Furthermore, we will now prove that the complex P (M(n))• is acyclic in positive degrees and hence
a resolution ofM(n). On the one hand, since H•(P (M(n))) = H•+2(R(M(n))) for • ≥ 3, the exactness
of P (M(n)))•, for • ≥ 3 is direct. The case • = 2 is also direct, for the differential given in (3.30) is
injective. The other cases, i.e. • = 0, 1, can be checked as follows.
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For • = 1, let us consider z = z′ + z′′ ∈ Ker(dP1 ) with
z′ =
∑
1≤i1<i2<i3≤n
z(i1,i2,i3) ⊗ xi1 ∧ xi2 ∧ xi3 ∈ S(V (n))⊗ (Λ3V (n))[2],
z′′ =
n∑
i=1
zi ⊗ ei ∈ S(V (n)) ⊗ V (n),
and thus dP1 (z
′′) ∈ Im(dCE3 ). Since Im(dCE3 ) = Ker(dCE2 ), we see that
0 = dCE2 (d
P
1 (z
′′)) =
∑
1≤i,j≤n
(zix
2
j ⊗ xi − zixixj ⊗ xj).
Therefore, it turns out that dCE2 ◦ dP1 |S(V (n))⊗V (n) = d2, where d2 is the differential of the complex
C•(YM(n), S(V (n))) given by (2.8) and z′′ ∈ S(V (n))⊗V (n) belongs to the kernel of d2. By Proposition
3.5 of [17], H2(ym(n), S(V (n))) = 0 and, as a consequence, there is a w ∈ S(V (n)) such that z′′ =
d1(w) = d
P
2 (w ⊗ c), so the complex P (M(n))• is exact in degree 1.
The only condition left to prove for P (M(n))• to be a resolution ofM(n) is that Ker(dP0 ) = Im(d
P
1 ).
We start observing that the following diagram
S(V (n))⊗ Λ2V (n) d
P
0 //
dCE2

M(n)
Φ

Ker(d1)
π // Ker(d1)/Im(d2)
is commutative, where π is the canonical projection and Φ is the isomorphism of Proposition 3.6. Then,
given w ∈ S(V (n)) ⊗ Λ2V (n), w ∈ Ker(dP0 ) if and only if there exists w′ ∈ S(V (n)) ⊗ V (n) such that
dCE2 (w) = d2(w
′). Taking into account that d2 = dCE2 ◦ dP1 |S(V (n))⊗V (n), it turns out that dCE2 (w) =
dCE2 (d
P
1 (w
′)), or, equivalently, w − dP1 (w′) ∈ Ker(dCE2 ) = Im(dCE3 ). The fact that dCE3 = dP1 |R(M(n))3
yields that Ker(dP0 ) = Im(d
P
1 ).
We have thus proved the following result.
Proposition 3.23. Let n ≥ 3. The complex (3.29) provided with the so(n)-equivariant differential dP• satisfying
dP• |R(M(n)) = dCE•+2, (3.30) and (3.31) is a minimal projective resolution of the graded S(V (n))-moduleM(n).
Let R be a graded commutative k-algebra, and let N , N ′, M and M ′ be graded R-modules. By [6],
p. 204, the external product
TorRi (M,M
′)⊗R TorRj (N,N ′)→ TorRi+j(M ⊗R N,M ′ ⊗R N ′)
is an R-linear map homogeneous of degree 0. It can be constructed as follows. If P• ։ M , P ′• ։ N
and P ′′• ։ M ⊗R N are respectively graded projective resolutions of the graded R-modulesM , N and
M ⊗RN , there exists a morphism Tot(P•⊗R P ′•)→ P ′′• , unique up to chain homotopy equivalence. The
external product is then induced by the morphism Tot(P• ⊗R M ′ ⊗R P ′• ⊗R N ′)→ P ′′• ⊗R (M ′ ⊗R N ′).
We are interested in the case R = S(V (n)), N = N ′ = S(V (n))/〈q〉 (which will still be denoted
by A, as in Proposition 3.12), M = M(n), i = 0 and j = 1. We shall also assume that M ′ is a graded
A-module. By taking into account the graded S(V (n))-linear isomorphisms M(n) ⊗S(V (n)) A ≃ M(n)
andM ′ ⊗S(V (n)) A ≃M ′, we shall consider the S(V (n))-linear map homogeneous of degree 0
×M′p,1 : TorS(V (n))p (M(n),M ′)⊗S(V (n)) TorS(V (n))1 (A,A)→ TorS(V (n))p+1 (M(n),M ′).
But TorS(V (n))1 (A,A) ≃ A, so the previous map is in fact
×M′p,1 : TorS(V (n))p (M(n),M ′)→ TorS(V (n))p+1 (M(n),M ′).
We take P• = P ′′• = P (M(n))• and P
′
• given by (3.13) with z = q of degree d = 2. In this case we must
find a chain map t• : Tot(P (M(n))• ⊗S(V (n)) P ′•)→ P (M(n))•.
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Since P ′• consists of only two non-zero terms, the double complex Cp,q = P (M(n))p ⊗S(V (n)) P ′q
has only two non trivial rows q = 0, 1. We define the morphism t• as follows. In the first place, if
v ∈ Cp,0 = P (M(n))p ⊗S(V (n)) S(V (n)) ≃ P (M(n))p, let tp(v ⊗ 1A) = v. Suppose now that p ≥ 1 and
v′ ∈ Cp−1,1 = P (M(n))p−1 ⊗S(V (n)) S(V (n))[−2] ≃ P (M(n))p−1[−2].
There is an isomorphism P (M(n))p ≃ R(M(n))p+2 ⊕ Cp as graded S(V (n))-modules, where C1 =
S(V (n))⊗ V (n), C2 = S(V (n)) ⊗ k[−2] and the other ones are trivial. Consider an S(V (n))-linear map
s• : P (M(n))•−1[−2]→ P (M(n))• homogeneous of degree 0 for • ∈ N and represented in matrix form
as follows
s• =
(
s1,1• s
1,2
•
s2,1• s
2,2
•
)
.
where si,j• are maps of graded S(V (n))-modules defined as follows:
s1,1p : R(M(n))p+1[−2]→ R(M(n))p+2
z ⊗ xi1 ∧ · · · ∧ xip+1 7→
n∑
l=1
zxl ⊗ xl ∧ xi1 ∧ · · · ∧ xip+1 ,
s2,11 : S(V (n))⊗ (Λ2V (n))→ S(V (n))⊗ V (n)
z ⊗ xg ∧ xh 7→ (zxg ⊗ xh − zxh ⊗ xg),
and s2,1p = 0, for p ≥ 1. Also,
s2,22 : S(V (n))⊗ V (n)[−2]→ S(V (n))⊗ (k[−2])
z ⊗ ei 7→ zxi ⊗ c,
and s2,2p = 0, if p 6= 2. Finally, s1,2p = 0, for all p ∈ N.
It is trivially verified that s• satisfies s•+1 ◦ s• = 0, d ◦ s+ s ◦ d = q.(−) and the external product×M′p,1
coincides with the morphism induced in homology by idM ′ ⊗S(V (n)) sp+1, for p ∈ N0.
We have the following simple result.
Proposition 3.24. Let
x =
n∑
i=1
(xi ⊗ 1− 1⊗ xi)⊗ xi ∈ A⊗A⊗ V (n)
be a cycle of the Chevalley-Eilenberg complex for the homology of V (n)with coefficients inA⊗A. It is a generator
of TorS(V (n))1 (A,A) as an S(V (n))-module.
Proof. It is clear that x is a cycle. Also, since there are no boundaries for TorS(V (n))1,2 (A,A), by degree
reasons, it cannot be a boundary. Since x has internal degree 2 and TorS(V (n))1 (A,A) ≃ A[−2], xmust be
a generator of the S(V (n))-module TorS(V (n))1 (A,A).
The previous proposition yields a useful description of the image of ×M(n)0,1 .
Corollary 3.25. The image of ×M(n)0,1 is the set of elements of degree j ≥ 2 in H1(V (n),M(n) ⊗M(n)) of the
form
n∑
i=1
∑
l∈L
(mlxi ⊗m′l −ml ⊗m′lxi)⊗ xi,
for L a finite set of indices and ml,m
′
l ∈ M(n) homogeneous of degrees dl and d′l such that dl + d′l = j − 2, for
all l ∈ L. These elements will be called generic.
Proof. By the previous proposition,
n∑
i=1
(xi ⊗ 1− 1⊗ xi)⊗ xi
is a homogeneous generator of the graded S(V (n))-module TorS(V (n))1 (A,A). Since the morphism ×M(n)0,1
is S(V (n))-linear homogeneous of degree 2, the elements of its image are of the prescribed form.
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We want to describe the kernel and cokernel of the map ×M(n)0,1 . As TorS(V (n))1 (A,A) ≃ A[−2], it
has homogeneous components of degree greater than or equal to 2. By degree reasons, the cokernel
of the external product for M ′ = M(n) contains the homogeneous component of internal degree 1 of
TorS(V (n))1 (M(n),M(n)), which is an N-graded S(V (n))-module by the Koszul property ofM(n).
In this case, we can consider the following mixed complex of (non graded) A-modules B(M ′)• =
M ′ ⊗S(V (n)) P (M(n))• with vertical differential idM ′ ⊗ dP• and horizontal differential idM ′ ⊗S(V (n))
s•+1. Since q acts by zero on any A-module, the previous conditions imply that (B(M ′)•, d•, s•−1)
satisfies the definition of a mixed complex (see [21]). We recall that the first quadrant Connes’ double
complex associated to the previous mixed complex is defined as B(M ′)p,q = B(M ′)q−p if 0 ≤ p ≤ q
and zero otherwise, H•(B(M ′)) denotes the usual vertical homology of B(M ′)•, and the homology of
its total complex is called the cyclic homologyHC•(B(M ′)) of the mixed complex B(M ′)•. We note that
HC0(B(M
′)) ≃ H0(B(M ′)).
The filtration by columns of Connes’ double complex yields the so-called Connes’ spectral sequence,
which also gives that the first cyclic homology groupHC1(B(M ′)) fits in the low degree exact sequence
of A-modules (see [34], 9.8.6)
(3.33) H1(B(M ′))  H2(B(M ′))  HC2(B(M ′))  H0(B(M ′))  H1(B(M ′))  HC1(B(M ′))  0,
where the first and the fourth map are induced by idM ′⊗s2 and idM ′⊗s1, respectively. So,HC1(B(M ′))
is isomorphic to the cokernel of the map ×M′0,1 (without considering the grading). When dealing with
these mixed complexes we will not take into account any grading.
If 0→M ′1 →M ′2 →M ′3 → 0 is a short exact sequence of A-modules, it induces in turn a short exact
sequence of mixed complexes 0 → B(M ′1) → B(M ′2) → B(M ′3) → 0, so a short exact sequence of the
corresponding total complexes and hence a long exact sequence of cyclic homologies
· · · → HCp(B(M ′1))→ HCp(B(M ′2))→ HCp(B(M ′3))→ HCp−1(B(M ′1))→ . . .
If M ′ = A, the total complex Tot(P (M(n))• ⊗S(V (n)) P ′•) computes TorS(V (n))• (M(n), A), which can
also be computed from any of the complexesM(n)⊗S(V (n)) P ′• or P (M(n))• ⊗S(V (n)) A. Moreover, the
canonical projections from the total complex to either M(n) ⊗S(V (n)) P ′• or P (M(n))• ⊗S(V (n)) A are
quasi-isomorphisms. By diagram chasing arguments, the component of the quasi-isomorphism from
M(n)⊗S(V (n)) P ′• to P (M(n))• ⊗S(V (n)) A passing through Tot(P (M(n))• ⊗S(V (n)) P ′•) in degree • = 1
is induced by (πA ⊗ idP (M(n))) ◦ s1 , for πA : S(V (n)) → A the canonical projection. This implies that
×A0,1 is an isomorphism.
On the other hand, the mixed complex B(A)• has only vertical homology H0(B(A)) and H1(B(A))
and the first term of the Connes’ spectral sequence E1p,q = Hq−p(B(A)) for B(A)• satisfies that d
1
p,p :
E1p,p → E1p,p+1 coincides with ×A0,1, hence it is an isomorphism. As a consequence, HC•(B(A)) = 0, for
• ≥ 1.
The short exact sequence of graded A-modules 0 → A+ → A → k → 0 (where A+ is the irrelevant
ideal of A) implies that HC•(B(A+)) ≃ HC•+1(B(k)), for • ≥ 1. It is direct to check that HC3(B(k)) ≃
Λ5V (n) ⊕ Λ3V (n) ⊕ V (n) and HC4(B(k)) ≃ Λ6V (n) ⊕ Λ4V (n) ⊕ Λ2V (n) ⊕ k, since all morphisms of
B(k) are zero. It follows that HC2(B(A+)) ≃ Λ5V (n) ⊕ Λ3V (n)⊕ V (n) and HC3(B(A+)) ≃ Λ6V (n) ⊕
Λ4V (n)⊕ Λ2V (n)⊕ k.
The long exact sequence of cyclic homology obtained from the short exact sequence of graded A-
modules given by (3.15), is given by
0→ HC1(B(ΩA/k))→ HC0(B(A[−2]))→ HC0(B(A[−1]n))→ HC0(B(ΩA/k))→ 0.
It is directly verified thatHC0(B(A[−2])) ≃M(n)[−2],HC0(B(A[−1]n)) ≃M(n)[−1]n and, under these
identifications, the map HC0(B(A[−2]))→ HC0(B(A[−1]n)) coincides with w 7→
∑n
i=1 wxi ⊗ xi and it
is injective, since annW (n)(xi) = 0 for all i = 1, . . . , n (see Prop. 3.11), implying thatHC1(B(ΩA/k)) = 0.
Since HC•(B(A)) = 0, for • ≥ 1, we find that HC•(B(ΩA/k)) = 0, for • ≥ 2. Hence, the long exact
sequence of cyclic homology obtained from the short exact sequence of graded A-modules given by
(3.14) assures that HC2(B(A+)) ≃ HC1(B(M(n))), so HC1(B(M(n))) ≃ Λ5V (n) ⊕ Λ3V (n) ⊕ V (n).
Hence, the cokernel of the map ×M(n)0,1 is isomorphic to Λ5V (n)⊕ Λ3V (n)⊕ V (n) as k-vector spaces.
The previous considerations also imply that HC3(B(A+)) ≃ HC2(B(M(n))), and, in consequence,
HC2(B(M(n))) ≃ Λ6V (n)⊕Λ4V (n)⊕Λ2V (n)⊕k. Moreover, Theorem 3.16 tells us thatH2(B(M(n))) ≃
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H2(V (n),M(n)
⊗2) ≃ Λ2V (n), so, from the proof of Proposition 4.8 in the next section, we obtain that
the homology classes of the cycles{ ∑
σ∈S6
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]⊗ xiσ(5) ∧ xiσ(6) : 1 ≤ i1 < i2 < i3 < i4 < i5 < i6 ≤ n
}
provide a basis composed of elements of degree 2 of H2(V (n),M(n)⊗2). Since the second map of
the low degree exact sequence (3.33) is induced by the inclusion of the complex (B(M(n))•, d•) in
Tot(B(M(n))•,•) and the components of the boundaries of Tot(B(M(n))•,•) inB(M(n))0,2 have degree
strictly greater than 2, we deduce that the previous list of homology classes is also linearly independent
when considered in Tot(B(M(n))•,•), and therefore, the second map of long exact sequence (3.33) is
injective and the kernel of the map ×M(n)0,1 is isomorphic to Λ4V (n)⊕ Λ2V (n)⊕ k as k-vector spaces.
We shall first give an explicit description of the cokernel of the external product.
Proposition 3.26. Let n ≥ 3. There is a sequence of k-vector space isomorphisms
Coker(×M(n)0,1 ) ≃ TorS(V (n))1,1 (M(n),M(n)) ≃ Λ5V (n)⊕ Λ3V (n)⊕ V (n),
where we consider for each direct summand ofTorS(V (n))1,1 (M(n),M(n)) the following bases given by the homology
classes of the cycles of the Chevalley-Eilenberg complex C1(V (n),M(n)⊗S(V (n)) M(n)):
(i) for V (n):{ ∑
1≤i<j≤n
[xi, xj ]⊗ [xi, xj ]⊗ xl +
∑
1≤i,j≤n
(
[xl, xi]⊗ [xi, xj ]⊗ xj + [xi, xj ]⊗ [xl, xi]⊗ xj
)}
1≤l≤n
,
(ii) for Λ3V (n):
{ n∑
l=1
∑
σ∈S3
ǫ(σ)
(
[xiσ(1) , xiσ(2) ] ∧ [xiσ(3) , xl]⊗ xl + [xiσ(1) , xl] ∧ [xiσ(2) , xl]⊗ xiσ(3)
)}
1≤i1<i2<i3≤n
,
(iii) for Λ5V (n): { ∑
σ∈S5
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]⊗ xiσ(5)
}
1≤i1<i2<i3<i4<i5≤n
.
Proof. The fact that these classes are cycles of the Chevalley-Eilenberg complex is direct but rather te-
dious to check. Also, it is easy to see that they all belong to
(C1(V (n),M(n)⊗S(V (n)) M(n)))1 = M(n)0 ⊗M(n)0 ⊗ V (n) = Λ2V (n)⊗ Λ2V (n)⊗ V (n),
where there are no boundaries by degree reasons. We leave the simple but rather long proof that they
all form a linearly independent set, which mostly depends on degree reasons.
On the other hand, since
Λ5V (n)⊕ Λ3V (n)⊕ V (n) = Coker(×M(n)0,1 ) ⊇ TorS(V (n))1,1 (M(n),M(n)) ⊇ Λ5V (n)⊕ Λ3V (n)⊕ V (n),
all previous inclusions must be equalities and the proposition follows.
Finally, we will provide an explicit description of the kernel of the external product.
Proposition 3.27. Let n ≥ 3. There is an isomorphism of graded k-vector spaces, homogeneous of degree 0,
Ker(×M(n)0,1 ) ≃ Λ4(V (n)[1])⊕ Λ2(V (n)[1])⊕ k,
where we consider for each direct summand the bases given by the homology classes of the following cycles of the
Chevalley-Eilenberg complex C0(V (n),M(n)⊗S(V (n)) M(n)):
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(i) for k: { ∑
1≤i<j≤n
[xi, xj ]⊗ [xi, xj ]
}
,
(ii) for Λ2V (n): { n∑
l=1
[xi, xl] ∧ [xj , xl]
}
1≤i<j≤n
,
(iii) for Λ4V (n): { ∑
σ∈S4
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]
}
1≤i1<i2<i3<i4≤n
.
Proof. As in the proof of the previous proposition, it is direct but tedious to verify the fact that these
classes are cycles of the Chevalley-Eilenberg complex. Also, it is easy to see that they all belong to
(C0(V (n),M(n)⊗S(V (n)) M(n)))0 =M(n)0 ⊗M(n)0 = Λ2V (n)⊗ Λ2V (n),
that they belong to Ker(×M(n)0,1 ) and that they all form a linearly independent set, always using degree
considerations. Finally, since
Λ4(V (n)[1])⊕ Λ2(V (n)[1])⊕ k = Ker(×M(n)0,1 ) ⊇ TorS(V (n))0,0 (M(n),M(n)),
and
TorS(V (n))0,0 (M(n),M(n)) ⊇ Λ4(V (n)[1])⊕ Λ2(V (n)[1])⊕ k,
all the inclusions must be equalities and the proposition follows.
Remark 3.28. It is clear that the following inclusions hold: k ⊕ Λ4(V (n)[1]) ⊆ H0(V (n), S2M(n)) and
Λ2(V (n)[1]) ⊆ H0(V (n),Λ2M(n)). It is not difficult to find exactly which irreducible representations
of so(n) among the ones given for the decomposition of H0,0(V (n),M(n)⊗2) in Corollary 3.9 belong
to the component H0,0(V (n), S2M(n)) or to H0,0(V (n),Λ2M(n)). On the one hand, we recall that if
λ is a dominant weight and α a positive root of so(n) such that λ(Hα) 6= 0, then Γ2λ ⊆ S2Γλ and
Γ2λ−α ⊆ Λ2Γλ (see [12], Exercise 25.32). First, applying the previous fact to λ = L1 for n = 3, we see
that
Γ2L1 ⊆ H0,0(V (n), S2M(n)),
and secondly, to λ = L1 + L2 for n ≥ 4, we find that
Γ2L1+2L2 ⊆ H0,0(V (n), S2M(n)).
Also, for a suitable α in each case, we conclude that
Γ2L1+L2 ⊆ H0,0(V (n),Λ2M(n)), if n = 5,
Γ2L1+L2+L3 ⊕ Γ2L1+L2−L3 ⊆ H0,0(V (n),Λ2M(n)), if n = 6,
Γ2L1+L2+L3 ⊆ H0,0(V (n),Λ2M(n)), if n ≥ 7.
By a dimension argument, it is not difficult to check that, for n ≥ 5,H0,0(V (n),Λ2M(n)) ≃ Λ2(V (n)[1])∧
Λ2(V (n)[1]) is the direct sum of Λ2(V (n)[1]) and the modules appearing in the previous list, in each case
(see [12], Eq. (24.29) and (24.41)). The same argument implies thatH0,0(V (n),Λ2M(n)) ≃ Λ2(V (n)[1])∧
Λ2(V (n)[1]) is the direct sum of Λ2(V (n)[1]) and Γ2L1 for n = 4. Finally, for n = 3, H0,0(V (n),Λ
2M(n))
is isomorphic to Λ2(V (n)[1]).
As a consequence of Corollary 3.21 and Proposition 3.26, we may obtain the following corollary,
which corrects the one stated in [26], Corollary 21.
Corollary 3.29. Let n ≥ 3. The graded S(V (n))-moduleW (n)⊗i is free if and only if i > max{2, (n− 1)/2}.
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Proof. SinceW (n)⊗i is a bounded below graded S(V (n))-module, it is free if and only if the homology
groups H•(V (n),W (n)⊗i) vanish for all • > 0 (see [2], Prop. 2.3 and Cor. 2.4). By Theorem 3.16, we see
that this is never the case for i = 1. Moreover, Proposition 3.26 implies thatH1(V (n),W (n)⊗2) does not
vanish, so we assume that i ≥ 3.
Theorem 3.16 tells us that, if p ≥ 2, then Hp(V (n),W (n)⊗i) ≃ Λp+2iV (n) vanishes if and only if
p+ 2i > n, i.e. i > (n− p)/2. Hence, the collection of homology groups {Hp(V (n),W (n)⊗i)}p≥2 vanish
if and only if i > (n− 2)/2.
Finally, by Corollary 3.21, H2(ym(n),W (n)⊗i) = 0 for i ≥ 2, which implies that the map S′i :
H3(V (n),W (n)
⊗i) → H1(V (n),W (n)⊗(i+1)) is an isomorphism. Therefore, there is an isomorphism
H1(V (n),W (n)
⊗i) ≃ Λ3+2(i−1)V (n), for i ≥ 3. Then,H1(V (n),W (n)⊗i) = 0 if and only if 1+ 2i > n, i.e.
i > (n− 1)/2. The corollary is thus proved.
Remark 3.30. SinceM(2) = W (2)[2] is isomorphic to the trivial equivariantS(V (2))-module (see Propo-
sition 3.1), it is not hard to see that Theorem 3.16, Propositions 3.17 and 3.20, and Corollaries 3.21 and
3.29 are not true if n = 2. Nevertheless, it may be directly verified that Propositions 3.19, 3.26 and 3.27
are valid even if n = 2.
4 The cohomology H•(ym(n),Ker(ǫtym(n)))
In this section we shall compute the intermediate cohomology groups H0(ym(n),Ker(ǫtym(n))) and
H1(ym(n),Ker(ǫtym(n))), whichwill be used in the next section in order to determine the first Hochschild
cohomology group of the Yang-Mills algebra YM(n), for n ≥ 3. From now on, we shall assume that
n ≥ 3, unless otherwise stated. All morphisms will also be so(n)-equivariant, unless we state the con-
trary.
4.1 Analysis of the spectral sequence
The aim of this section is to prove the following theorem.
Theorem 4.1. If n ≥ 3,H2(ym(n),Ker(ǫtym(n))) = H2(ym(n), tym(n)) is isomorphic to V (n)[−4] as a graded
so(n)-module andH3(ym(n),Ker(ǫtym(n))) vanishes.
Proof. To simplify notation, we shall denote the augmentation ideal Ker(ǫtym(n)) simply by I .
Let us consider the increasing filtration F•I of equivariant YM(n)-modules of I given by
FpI =
{
I, if p ≥ −1,
I−p, if p ≤ −2.
The previous filtration is exhaustive andHausdorff and it induces an exhaustive andHausdorff increas-
ing filtration FpC•(YM(n), I) = C•(YM(n), FpI) on the complex C•(YM(n), I). Therefore, we obtain a
spectral sequence whose zeroth term is
E0p,q = FpCp+q/Fp−1Cp+q ≃ Cp+q(YM(n), FpI/Fp−1I).
Moreover, the isomorphism of graded algebras TYM(n) ≃ TW (n) yields an isomorphism of equiv-
ariant ym(n)-modules
FpI/Fp−1I =
{
I−p/I−p+1 ≃W (n)⊗(−p), if p ≤ −1,
0, if p ≥ 0.
So the initial term of the spectral sequence may be written as
E0p,q ≃ Cp+q(YM(n), FpI/Fp−1I) ≃
{
Cp+q(ym(n),W (n)
⊗(−p)), if p ≤ −1,
0, if p ≥ 0,
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As a consequence,
E1p,q ≃
{
Hp+q(ym(n),W (n)
⊗(−p)), if p ≤ −1,
0, if p ≥ 0.
By Corollary 3.21,H2(ym(n),W (n)⊗i) = 0, for i ≥ 2, so we see that E1p,2−p = 0, for all p ∈ Z \ {−1}.
Also, Proposition 3.17 tells us that H3(ym(n),W (n)⊗i) = 0, for i ≥ 1, so we have that E1p,3−p = 0, for
all p ∈ Z. Furthermore, Hj(ym(n),W (n)⊗i) = 0 for j /∈ {0, 1, 2, 3} and i ∈ N0, so by Corollary 3.29 the
spectral sequence is bounded and therefore convergent. Thus, H3(ym(n), I) = 0.
We may present the previous results in a pictorial way.
• 0 0 0 0
• •oo 0 0 0 E1•,•
0 • •oo •
d1−1,3
oo 0
0 0 • •oo 0
0 0 0 • 0
0 0 0 0 0
q OO
p//
Figure 1: First step E1•,• of the spectral sequence. The dotted lines
show the limits wherein the spectral sequence is concentrated
We shall study the differential
d1−1,3 : E
1
−1,3 = H2(ym(n),W (n))→ H1(ym(n),W (n)⊗2) = E1−2,3.
We will prove in Proposition 4.10 that the kernel of the map d1−1,3 is exactly V (n)[−4], for which a
basis was given in Proposition 3.26 and Corollary 3.25. This implies that E2−1,3 ≃ V (n)[−4]. Hence,
H2(ym(n), I) is a subquotient of V (n)[−4]. However, since the spectral sequence is defined in the cat-
egory of so(n)-modules, H2(ym(n), I) must be a subquotient as an so(n)-module. As V (n)[−4] is an
irreducible so(n)-module, H2(ym(n), I) can only be V (n)[−4] or trivial. This last possibility is impossi-
ble, due to the fact that, given i = 1, . . . , n, the homology classes of the cycles∑
l=1
[xi, xl]⊗ xl ∈ C2(ym(n), tym(n)) ⊆ C2(ym(n), I)
considered in Lemma 4.2 form a linearly independent set, by internal weight reasons.
4.2 Computation of the kernel of d1
−1,3
In this subsection we shall prove that Ker(d1−1,3) ≃ V (n)[−4].
We recall the isomorphism of equivariant ym(n)-modules W (n)⊗2 ≃ Λ2W (n) ⊕ S2W (n), and the
surjective map B′1 : H1(V (n),W (n)
⊗2) → H2(ym(n),W (n)) given in Theorem 3.16 (see Proposition
3.19). If we define the homology groups
H2,s(ym(n),W (n)) = Im(B
′
1|H0(V (n),S2W (n)))
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and
H2,a(ym(n),W (n)) = Im(B
′
1|H1(V (n),Λ2W (n))),
it turns out that H2(ym(n),W (n)) = H2,s(ym(n),W (n)) +H2,a(ym(n),W (n)).
The following lemmas will be useful in the sequel.
Lemma 4.2. The image under B′1 of the homology classes of the cycles x in W (n)
⊗2 ⊗ V (n) considered in
Corollary 3.25 and Proposition 3.26 is described as follows
(V (n)-type component) Given l, with 1 ≤ l ≤ n, and
x =
∑
1≤i<j≤n
[xi, xj ]⊗ [xi, xj ]⊗ xl +
∑
1≤i,j≤n
(
[xl, xi]⊗ [xi, xj ]⊗ xj + [xi, xj ]⊗ [xl, xi]⊗ xj
)
,
B′1(x¯) is the homology class of the cycle
∑n
j=1[xl, xj ]⊗ xj ∈ C2(YM(n),W (n)).
(Λ3V (n)-type component) Given i1, i2, i3 such that 1 ≤ i1 < i2 < i3 ≤ n, and
x =
n∑
l=1
∑
σ∈S3
ǫ(σ)
(
[xiσ(1) , xiσ(2) ] ∧ [xiσ(3) , xl]⊗ xl + [xiσ(1) , xl] ∧ [xiσ(2) , xl]⊗ xiσ(3)
)
,
B′1(x¯) is the homology class of the cycle
∑
σ∈A3
[xiσ(1) , xiσ(2) ]⊗ xiσ(3) ∈ C2(YM(n),W (n)).
(Λ5V (n)-type component) Given i1, i2, i3, i4, i5 such that 1 ≤ i1 < i2 < i3 < i4 < i5 ≤ n, and
x =
∑
σ∈S5
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]⊗ xiσ(5) ,
B′1(x¯) vanishes.
(generic-type component) If x is a generic cycle of the form
x =
n∑
l=1
(
wxl ⊗ [xi, xj ]− w ⊗ [xi, xj ]xl
)⊗ xl,
then B′1(x¯) is the homology class of the cycle (wxj ⊗ xi − wxi ⊗ xj) ∈ C2(YM(n),W (n)).
Proof. Consider the double complex (3.16). It yields a spectral sequence converging to the homology
H•(ym(n),W (n)
⊗i) and an associated long exact sequence. Remark 3.14 indicates how to compute the
map B′1 for each cycle of the previous list. This is a lengthy but straightforward and usual homological
computation.
Let us define a map
∆ :W (n)→ YM(n)
w 7→
n∑
i=1
[xi, [xi, w]].
Since q.w = 0, it turns out that
(4.1) ∆(w) =
n∑
i=1
xiρ
2
i (w) + ρ
2
i (xiw) + w˜,
where ρ2i is given by (3.2) and w˜ ∈ ⊕p≥3tym(n)p.
Lemma 4.3. If p2 : tym(n)→ tym(n)2 denotes the canonical projection, then
(4.2) p2
( n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]
)
= 2
r∑
h=1
n∑
l=1
xlxi1 . . . xih−1 [[xl, xih ], xih+1 . . . xir [xp, xq]] + 2
n∑
l=1
xi1 . . . xir [[xl, xp], [xl, xq]],
for all r ∈ N0.
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Proof. We proceed by induction. In the first place, using the Yang-Mills relations (2.3), it is not hard to
prove that
∆([xi, xj ]) = 2
n∑
l=1
[[xl, xi], [xl, xj ]].
We must now show a similar expression for ∆(x¯i¯[xp, xq]), for |¯i| > 0, where x¯i¯ = xi1 . . . xir and
|¯i| = r ≥ 1. In order to do so we consider the element in tym(n)
(4.3)
n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ]]],
whose component in tym(n)2 is obtained by replacing in the previous expression [xt,−] by xt.(−) +
ρ2t (−), and which gives
(4.4) ∆(x¯i¯[xp, xq]) +
r∑
h=1
n∑
l=1
x2l xi1 . . . xih−1ρ
2
ih
(xih+1 . . . xir [xp, xq]).
On the other hand, using the Jacobi identity and the Yang-Mills relations (2.3), the element (4.3) may
be rewritten as
n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ] . . . ]]
=
n∑
l=1
( r∑
h=1
[xl, [xi1 , . . . ,
(
[[xl, xih ], . . . [xir , [xp, xq]] . . . ] + [xir , [xl, [xp, xq]] . . . ]
)
. . . ]]
)
=
n∑
l=1
( r∑
h=1
[xl, [xi1 , . . . [[xl, xih ], . . . [xir ,[xp, xq]] . . . ] . . . ]] + 2[xi1 , . . . , [xir , [[xl, xp], [xl, xq]]] . . . ]
+
r∑
h=1
[xi1 , . . . [[xl, xih ], . . . [xir , [xl, [xp, xq]]] . . . ] . . . ]
)
.
(4.5)
Furthermore, the same relations may be used to further simplify as follows
r∑
h=1
n∑
l=1
[xl, [xi1 , . . . , [[xl, xih ], . . . [xir , [xp, xq]] . . . ] . . . ]]
=
r∑
h=1
n∑
l=1
( h∑
g=1
[xi1 , . . . , [[xl, xig ], . . . [[xl, xih ], . . . [xir , [xp, xq ]] . . . ] . . . ] . . . ]
+
r∑
g=h+1
[xi1 , . . . [[xl, xih ], . . . [[xl, xig ], . . . [xir , [xp, xq]] . . . ] . . . ] . . . ]
+ [xi1 , . . . ,
(
[[xl, [xl, xih ]], . . . [xir , [xp, xq]] . . . ] + [[xl, xih ], . . . [xir , [xl, [xp, xq]]] . . . ]
)
. . . ]
)
,
which also coincides with
r∑
h=1
n∑
l=1
( h∑
g=1
[xi1 , . . . , [[xl, xig ], . . . [[xl, xih ], . . . [xir , [xp, xq]] . . . ] . . . ] . . . ]
+
r∑
g=h+1
[xi1 , . . . [[xl, xih ], . . . [[xl, xig ], . . . [xir , [xp, xq]] . . . ] . . . ] . . . ]
+ [xi1 , . . . , [[xl, xih ], . . . [xir , [xl, [xp, xq]]] . . . ] . . . ]
)
.
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Hence,
r∑
h=1
n∑
l=1
[xl, [xi1 , . . . , [[xl, xih ], . . . [xir , [xp, xq]] . . . ] . . . ]]
−
r∑
h=1
n∑
l=1
[xi1 , . . . , [[xl, xih ], . . . [xir , [xl, [xp, xq]]] . . . ] . . . ] ∈
⊕
p>2
tym(n)p.
Therefore, we have proved that
n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ]]] = 2
r∑
h=1
n∑
l=1
[xl, [xi1 , . . . [[xl, xih ], . . . [xir , [xp, xq]] . . . ] . . . ]]
+ 2
n∑
l=1
[xi1 , . . . , [xir , [[xl, xp], [xl, xq]]] . . . ] + w˜,
where w˜ ∈⊕p>2 tym(n)p. Then, we see that
p2
( n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]
)
= 2
r∑
h=1
n∑
l=1
xlxi1 . . . [[xl, xih ], . . . xir [xp, xq]] + 2
n∑
l=1
x¯i¯[[xl, xp], [xl, xq]]
and the lemma is thus proved.
The following proposition is a consequence of the previous lemmas.
Proposition 4.4. The restriction
d1−1,3|H2,a(ym(n),W (n)) : H2,a(ym(n),W (n))→ H1(ym(n),W (n)⊗2)
is an injection. Moreover, B′1 ◦ I2 ◦ d1−1,3 : H2(ym(n),W (n)) → H2(ym(n),W (n)) coincides with the map
πa : H2(ym(n),W (n))→ H2,a(ym(n),W (n)) induced by the canonical projectionW (n)⊗2 → Λ2W (n), where
I2 is the map defined in Theorem 3.16.
Proof. It suffices to prove the second statement, since the former is a direct consequence of the latter.
The fact that B′1 is surjective implies that H2(ym(n),W (n)) is generated as k-module by the images
under B′1 of the cycles given in Lemma 4.2. First, the cycles corresponding to the V (n)-type component
belong to the symmetric part H2,s(ym(n),W (n)) and they vanish when we apply d1−1,3 to them, since
d1−1,3 corresponds to the composition of the map given by
n∑
j=1
[xl, xj ]⊗ xj 7→
n∑
j,p=1
(
[[[xl, xj ], xp], xp]⊗ xj − 2[[[xl, xj ], xp], xj ]⊗ xp + [[[xl, xj ], xj ], xp]⊗ xp
)
=
n∑
j,p=1
(
2[[xl, xp], [xj , xp]]⊗ xj − 2[[xl, xj ], [xp, xj ]]⊗ xp
)
= 0
(4.6)
and taking the class in I2/I3 ≃W (n)⊗2. Notice that we have used the Jacobi identity and the Yang-Mills
relations.
Second, the cycles of the Λ3V (n)-type component belong to H2,a(ym(n),W (n)). In order to obtain
the image under d1−1,3 of a representative of this component, we see that d
1
−1,3 is induced by the class in
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I2/I3 of ∑
σ∈A3
[xiσ(1) , xiσ(2) ]⊗ xiσ(3)
7→
∑
σ∈A3
n∑
p=1
(
[[[xiσ(1) , xiσ(2) ], xp], xp]⊗ xiσ(3) − 2[[[xiσ(1) , xiσ(2) ], xp], xiσ(3) ]⊗ xp
+ [[[xiσ(1) , xiσ(2) ], xiσ(3) ], xp]⊗ xp
)
=
∑
σ∈A3
n∑
p=1
(
2[[xiσ(1) , xp], [xiσ(2) , xp]]⊗ xiσ(3) − 2[[xiσ(1) , xiσ(2) ], [xp, xiσ(3) ]]⊗ xp
)
=
∑
σ∈S3
n∑
p=1
ǫ(σ)
(
[xiσ(1) , xiσ(2) ] ∧ [xiσ(3) , xp]⊗ xp + [xiσ(1) , xp] ∧ [xiσ(2) , xp]⊗ xiσ(3)
)
,
(4.7)
where we have again used the Jacobi identity and the Yang-Mills relations. By Lemma 4.2, we conclude
that B′1 ◦ I2 ◦ d1−1,3 applied to
∑
σ∈A3
[xiσ(1) , xiσ(2) ]⊗ xiσ(3) is the identity.
Since the image under B′1 of the representatives of the Λ
5V (n)-type component vanishes, it is not
necessary to consider it.
Finally, we shall prove that B′1 ◦ I2 ◦ d1−1,3 ◦ B′1 ◦ ×M(n)0,1 = πa ◦ B′1 ◦ ×M(n)0,1 . In order to do so, it
suffices to prove the previous identity only for the case of cycles w ⊗ [xi, xj ] ∈ H0(V (n),W (n)⊗2), with
w = xi1 . . . xir [xp, xq]. Taking into account that d
1
−1,3 ◦ B′1 ◦ ×M(n)0,1 is given by the class in I2/I3 of the
map that sends w ⊗ [xi, xj ] to
n∑
l=1
(
2([xj , [xl, [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xl
− [xi, [xl, [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xl)
+ [xl, [xl, [xj , [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xi − [xl, [xl, [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xj
− [xl,
(
[xj , [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]] + [xi, [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]
)
]⊗ xl
)
,
we see that d1−1,3 ◦B′1 ◦ ×M(n)0,1 (w ⊗ [xi, xj ]) is
n∑
l=1
(
2
r∑
h=0
(
xl xi0︸︷︷︸
i0=j
. . . [[xl, xih ], xih+1 . . . xir [xp, xq]]⊗ xi
− xl xi0︸︷︷︸
i0=i
. . . [[xl, xih ], xih+1 . . . xir [xp, xq]]⊗ xj
)
− 2xixi1 . . . xir [[xl, xp], [xl, xp]]⊗ xj + 2xjxi1 . . . xir [[xl, xp], [xl, xp]]⊗ xi
+ 2[[xj , xl], xixi1 . . . xir [xp, xq]]⊗ xl − 2[[xi, xl], xjxi1 . . . xir [xp, xq]]⊗ xl
− xl[[xi, xj ], xi1 . . . xir [xp, xq]]⊗ xl
)
,
(4.8)
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where we have used the identity (4.2) and the following equality
2[xj , [xl, [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xl − [xl, [xj , [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xl
−2[xi, [xl, [xj , [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xl + [xl, [xi, [xj , [xi1 , . . . , [xir , [xp, xq]] . . . ]]]]⊗ xl
= 2[[xj , xl], [xi, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]⊗ xl − 2[[xi, xl], [xj , [xi1 , . . . , [xir , [xp, xq]] . . . ]]]⊗ xl
−[xl, [[xi, xj ], [xi1 , . . . , [xir , [xp, xq]] . . . ]]]⊗ xl.
We may rewrite d1−1,3 ◦B′1 ◦ ×M(n)0,1 (w ⊗ [xi, xj ]) given in (4.8) as the sum of a coboundary
n∑
l=1
(
dCE2
(
2[[xl, xi], xi1 . . . xir [xp, xq]]⊗ xl ∧ xj − 2[[xl, xj ], xi1 . . . xir [xp, xq]]⊗ xl ∧ xi
)
+ 2dCE2
( r∑
h=1
xlxi1 . . . xih−1 [[xl, xih ], xih+1 . . . xir [xp, xq]]⊗ xi ∧ xj
)
+ 2dCE2
(
xi1 . . . xir [[xl, xp], [xl, xp]]⊗ xi ∧ xj
))
in C1(V (n),W (n)⊗2) and a cycle in C1(ym(n),W (n)⊗2)
n∑
l=1
(
− 2[xj [xl, xi], xi1 . . . xir [xp, xq]]⊗ xl + 2[xi[xl, xj ], xi1 . . . xir [xp, xq]]⊗ xl
− xl[[xi, xj ], xi1 . . . xir [xp, xq]]⊗ xl + 2[[xl, xi], xi1 . . . xir [xp, xq]]⊗ [xl, xj ]
+ 2
r∑
h=1
xlxi1 . . . xih−1 [[xl, xih ], xih+1 . . . xir [xp, xq]]⊗ [xi, xj ]
− 2[[xl, xj ], xi1 . . . xir [xp, xq]]⊗ [xl, xi] + 2xi1 . . . xir [[xl, xp], [xl, xq]]⊗ [xi, xj ]
)
.
Using the description of I2 given in Remark 3.18, we get that I2 ◦ d1−1,3 ◦ B′1 ◦ ×M(n)0,1 (w ⊗ [xi, xj ]) is the
class of the cycle in C1(V (n),W (n)⊗2) given by
n∑
l=1
(
2[xi[xl, xj ], xi1 . . . xir [xp, xq]]⊗ xl − 2[xj [xl, xi], xi1 . . . xir [xp, xq]]⊗ xl
−xl[[xi, xj ], xi1 . . . xir [xp, xq]]⊗ xl
)
,
(4.9)
which is equal to
(4.10)
n∑
l=1
(
([xl[xi, xj ], xi1 . . . xir [xp, xq]]− [[xi, xj ], xlxi1 . . . xir [xp, xq]])⊗ xl
)
and may be simplified to give the following expression for I2 ◦ d1−1,3 ◦B′1 ◦ ×M(n)0,1 (w ⊗ [xi, xj ]):
(4.11)
n∑
l=1
(
(w ∧ [xi, xj ]xl − wxl ∧ [xi, xj ])⊗ xl
)
.
The proposition is thus proved.
Let us consider the Lie algebra h(n) = tym(n)/C2(tym(n)), where C2(tym(n)) is the second step of
the lower central series of tym(n). There is an isomorphism h(n) ≃ W (n) ⊕ Λ2W (n) as graded vector
spaces. Besides, Λ2W (n) = Z(h(n)) and [ , ] :W (n) ∧W (n)→ Λ2W (n) is a homogeneous isomorphism
of degree 0. The Lie algebra tym(n) being free, h(n) is a free nilpotent Lie algebra of nilpotency index
equal to 2.
Since the adjoint action of ym(n) on tym(n) induces an action on the quotient h(n), the graded vector
space S2h(n) has a natural graded action of ym(n). We will denote D(h(n)) the graded vector space
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(S2h(n))tym(n). Hence, D(h(n)) is provided with a graded action of ym(n) such that tym(n) vanishes,
and, in consequence, the graded action of ym(n) on D(h(n)) in turn induces a graded action of V (n) =
ym(n)/tym(n) on D(h(n)).
If a, b ∈ h(n), we shall denote by a ◦ b the class of a⊗s b = (a⊗ b+ b⊗ a)/2 ∈ S2h(n) in D(h(n)). In
this case,
xi.(a ◦ b) = [xi, a] ◦ b+ a ◦ [xi, b].
Proposition 4.5. There is a short exact sequence of graded S(V (n))-modules
0→ Λ3W (n) α→ D(h(n)) β→ S2W (n)→ 0,
where β is induced by the natural projection of S2h(n)→ S2W (n) and α is given by
w1 ∧ w2 ∧ w3 7→ w¯1 ◦ [w2, w3],
for w1, w2, w3 ∈W (n).
Proof. We know that h(n) ≃ W (n)⊕ Λ2W (n) as graded vector spaces. Therefore,D(h(n)) is a quotient
of S2h(n) ≃ S2W (n)⊕ (W (n)⊗ Λ2W (n))⊕ S2Λ2W (n) (isomorphism of graded vector spaces).
However, the last direct summand belongs to tym(n).S2h(n). This follows from the fact that, given
v, v′, w, w′ ∈ W (n), then
v.(w¯ ◦ [v′, w′]) = [v, w] ◦ [v′, w′] + w¯ ◦ [v, [v′, w′]] = [v, w] ◦ [v′, w′],
since [v, [v′, w′]] ∈ C2(tym(n)). Also, by degree reasons, we see that the subset of D(h(n)) defined by
the classes of the elements of the graded vector space W (n) ⊗ Λ2W (n) ⊆ S2h(n) is in fact a graded
S(V (n))-submodule of D(h(n)).
Since tym(n) is a free Lie algebra generated by W (n), it is clear by an internal weight argument
that S2W (n) ∩ tym(n).S2h(n) = 0. As a consequence, the projection p : D(h(n)) → S2W (n) is a k-
linear epimorphism. It is also homogeneous S(V (n))-linear of degree 0, for the classes inD(h(n)) of the
elements of W (n) ⊗ Λ2W (n) ⊆ S2h(n) form a graded S(V (n))-module and p is the natural projection
given by the quotient by this submodule.
On the other hand, given v ⊗s [w,w′] in the componentW (n)⊗ Λ2W (n) ⊆ S2h(n), it turns out that
v ⊗s [w,w′] = −v ⊗s [w′, w] = −w′ ⊗s [w, v] + w.(v ⊗s w′).
Therefore, the map α is well-defined, and it is readily verified to be S(V (n))-linear. Furthermore, Im(α)
coincides with the collection of classes in D(h(n)) of the elements in W (n) ⊗ Λ2W (n) ⊆ S2h(n). The
injectivity of α follows from the fact that tym(n) is a free Lie algebra generated byW (n).
From now on, we shall identify Λ3W (n) with the image of α in D(h(n)). Moreover, by the previous
proposition, we will not write the bars denoting class for the elements of W (n), and hence, we shall
often write w1 ◦ [w2, w3] ∈ Λ3W (n) instead of w1 ∧ w2 ∧ w3.
The previous short exact sequence implies that there exists a map in homology of the form
(4.12) δ : H1(V (n), S2W (n))→ H0(V (n),Λ3W (n)),
which by the Snake Lemma is induced by
(4.13)
n∑
i=1
wi ⊗s w′i ⊗ xi 7→
n∑
i=1
(ρ2i (wi) ◦ w′i + ρ2i (w′i) ◦ wi),
where we have used the notation given in (3.2), then
Remark 4.6. The map δ is naturally obtained in the following way. From the short exact sequence of
ym(n)-modules given by
(4.14) 0→W (n)⊗2 → I/I3 →W (n)→ 0,
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where I = ker(ǫtym(n)), we obtain the long exact sequence in homology
· · · → Hp(ym(n),W (n)⊗2)→ Hp(ym(n), I/I3)→ Hp(ym(n),W (n))→ Hp−1(ym(n),W (n)⊗2)→ . . .
It is clear that d1−1,3 coincides with the map H2(ym(n),W (n)) → H1(ym(n),W (n)⊗2) in the long exact
sequence. By Remark 3.15 and the functoriality of the Hochschild-Serre spectral sequence, there are
maps between the long exact sequences (3.19) forX = W (n)2,X = I/I3 andX = W (n) in the obvious
way, which could be represented as a bicomplex. In particular, there is a map H1(V (n),W (n)⊗2) →
H0(V (n),W (n)
⊗3). It induces thus a morphism H1(V (n), S2W (n)) → H0(V (n),Λ3W (n)), which coin-
cides with δ.
On the other hand, the restriction of the map B2 : H0(V (n),W (n)⊗3) → H1(ym(n),W (n)⊗2) of the
exact sequence of Theorem 3.16 toH0(V (n),Λ3W (n)) is induced by (see Remark 3.18)
(4.15) w1 ∧ w2 ∧ w3 7→ w1 ∧w2 ⊗ w3 + w2 ∧ w3 ⊗ w1 + w3 ∧ w1 ⊗ w2.
Proposition 4.7. If δ : H1(V (n), S
2W (n))→ H0(V (n),Λ3W (n)) is the map (4.12), the following diagram is
commutative
H1(V (n), S
2W (n))
δ //
B′1

H0(V (n),Λ
3W (n))
B2

H2(ym(n),W (n))
d1−1,3 // H1(ym(n),W (n)⊗2)
Proof. It is clear from the expressions of themaps given by (4.13), (4.15), (4.11), (4.6), (4.7) and Lemma 4.2.
Proposition 4.8. The restriction of B′1 toH1(V (n), S
2W (n)) has kernel isomorphic to Λ5V (n) and the restric-
tion of B2 toH0(V (n),Λ
3W (n)) is injective.
Proof. Let us first show that Ker(B′1|H1(V (n),S2V (n))) = Λ5V (n). Lemma 4.2 tells us that Λ5V (n) is in-
cluded in Ker(B′1). Furthermore, the expression of the cycles in Proposition 3.26 implies that Λ
5V (n) ⊆
H1(V (n), S
2W (n)).
On the other hand, by the long exact sequence of Theorem 3.16, Ker(B′1) = Im(S
′
1). Using the same
theorem, we derive that S′1 is injective andH3(V (n),W (n)) ≃ Λ5V (n), soKer(B′1) ≃ Λ5V (n). Therefore,
the restriction of the morphism B′1 to H1(V (n), S
2W (n)) has kernel Λ5V (n).
Let us now prove that the map B2|H0(V (n),Λ3W (n)) is injective. On the one hand, the exact sequence
of Theorem 3.16 tells us that Ker(B2) = Im(S2) = S2(H2(V (n),W (n)⊗2)). By the same theorem,
H2(V (n),W (n)
⊗2) ≃ Λ6V (n). In fact, using the same ideas explained in Proposition 3.19, the cycles{ ∑
σ∈S6
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]⊗ xiσ(5) ∧ xiσ(6) : 1 ≤ i1 < i2 < i3 < i4 < i5 < i6 ≤ n
}
form a basis of the homology group H2(V (n),W (n)⊗2). This is due to the fact that, by the double
complex (3.16), Remark 3.18 and standard computations on the second term of a spectral sequence, the
map Λ6V (n) = H6(V (n), k) →֒ H2(V (n),W (n)⊗2) is induced by
xi1 ∧ xi2 ∧ xi3 ∧ xi4 ∧ xi5 ∧ xi6 7→
∑
σ∈S6
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]⊗ xiσ(5) ∧ xiσ(6) ,
where the last element is a cycle inW (n)⊗2 ⊗ Λ2V (n). Similar arguments as those used for the map S1
in Proposition 3.19 assure that the image under the morphism S2 of an element of this basis is the class
of the cycle ∑
σ∈S6
ǫ(σ)[xiσ(1) , xiσ(2) ]⊗ [xiσ(3) , xiσ(4) ]⊗ [xiσ(5) , xiσ(6) ].
Hence, Im(S2) ⊆ H0(V (n), S3W (n)). Taking into account that S3W (n) ∩ Λ3W (n) = {0}, it turns out
that the kernel of the map B2|H0(V (n),Λ3W (n)) vanishes.
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Proposition 4.9. The kernel of the map δ : H1(V (n), S
2W (n)) → H0(V (n),Λ3W (n)) given in (4.13) is
V (n)[−4]⊕ Λ5V (n).
Proof. It is clear from Propositions 4.7 and 4.8 that Λ5V (n) ⊆ Ker(δ). Also, the expression for the cycles
of V (n) given in Lemma 4.2 and the expression for δ given in (4.13) tell us that V (n)[−4] ⊆ Ker(δ). The
change of degree comes from the fact that, in Lemma 4.2, we have studied the homology ofM(n). The
elements given by the cycles of (Λ3V (n))[−2] belong to H1(V (n),Λ2W (n)) and therefore are not in the
kernel of the map δ.
In consequence, it suffices to prove that δ is injective if restricted to the subspace spanned by the
generic elements of H1(V (n), S2W (n)), which is rather tedious. We shall anyway include the proof of
this fact because it is quite non evident.
Since δ is a homogeneous morphism of degree 0, it suffices to restrict to homogeneous generic ele-
ments.
Now, we may consider a generic element of H1(V (n), S2W (n)) which we shall assume to be the
homology class of a k-linear combination of cycles of the form
n∑
l=1
((
[xi, xj ]xl ⊗ x¯i¯[xp, xq]− [xi, xj ]⊗ x¯i¯[xp, xq]xl
)⊗ xl
+
(
x¯i¯[xp, xq]⊗ [xi, xj ]xl − x¯i¯[xp, xq]xl ⊗ [xi, xj ]
)⊗ xl),
(4.16)
for |¯i| ≥ 0, and which is obtained from the map ×M(n)0,1 applied to the element
(
[xi, xj ]⊗ x¯i¯[xp, xq]− x¯i¯[xp, xq]⊗ [xi, xj ]
)⊗ ( n∑
l=1
(xl ⊗ 1− 1⊗ xl)⊗ xl
)
(4.17)
in C0(V (n),Λ2W (n))⊗C1(V (n), (S(V (n))/〈q〉)⊗2). We shall denote c˜ = [xi, xj ]⊗ x¯i¯[xp, xq]− x¯i¯[xp, xq]⊗
[xi, xj ]. We notice that the generic elements (4.16) have degree greater than or equal to 6.
Note that ×M(n)0,1 “interchanges parity” between H0(V (n),W (n)⊗2) and H1(V (n),W (n)⊗2), i.e. it
sends H0(V (n),Λ2W (n)) toH1(V (n), S2W (n)) andH0(V (n), S2W (n)) toH1(V (n),Λ2W (n)).
Let c be the cycle given by (4.16) and c¯ its homology class. If we use the identity given in (4.13), then
δ(c¯) is given by the cycle
n∑
l=1
(
ρ2l ([xi, xj ]xl) ◦ x¯i¯[xp, xq] + [xi, xj ]xl ◦ ρ2l ((x¯i¯[xp, xq])
−ρ2l ([xi, xj ]) ◦ x¯i¯[xp, xq]xl − [xi, xj ] ◦ ρ2l (x¯i¯[xp, xq]xl)
+ρ2l (x¯i¯[xp, xq]) ◦ [xi, xj ]xl + x¯i¯[xp, xq] ◦ ρ2l ([xi, xj ]xl)
−ρ2l (x¯i¯[xp, xq]xl) ◦ [xi, xj ]− x¯i¯[xp, xq]xl ◦ ρ2l ([xi, xj ])
)
,
(4.18)
and we denote by alj and b
l
j the first and second summand (without signs), respectively, of the j-th line
in the previous equation. Since
al1 − al2 =
(
ρ2l ([xi, xj ]xl) + ρ
2
l ([xi, xj ])xl
) ◦ x¯i¯[xp, xq]− dCE1 (ρ2l ([xi, xj ]) ◦ x¯i¯[xp, xq]⊗ xl),
bl1 − bl2 = −[xi, xj ] ◦
(
ρ2l (x¯i¯[xp, xq])xl + ρ
2
l (x¯i¯[xp, xq]xl)
)
+ dCE1
(
[xi, xj ] ◦ ρ2l (x¯i¯[xp, xq])⊗ xl
)
,
al3 − al4 = −
(
ρ2l (x¯i¯[xp, xq]xl) + ρ
2
l (x¯i¯[xp, xq]xl)
) ◦ [xi, xj ] + dCE1 (ρ2l (x¯i¯[xp, xq]) ◦ [xi, xj ]⊗ xl),
bl3 − bl4 = x¯i¯[xp, xq] ◦
(
ρ2l ([xi, xj ]xl) + ρ
2
l ([xi, xj ])xl
)− dCE1 (x¯i¯[xp, xq] ◦ ρ2l ([xi, xj ])⊗ xl),
it turns out that δ(c¯) is the class of the cycle
n∑
l=1
((
ρ2l ([xi, xj ]xl) + ρ
2
l ([xi, xj ])xl
) ◦ x¯i¯[xp, xq]− [xi, xj ] ◦ (ρ2l (x¯i¯[xp, xq])xl + ρ2l (x¯i¯[xp, xq]xl))
−(ρ2l (x¯i¯[xp, xq]xl) + ρ2l (x¯i¯[xp, xq])xl) ◦ [xi, xj ] + x¯i¯[xp, xq] ◦ (ρ2l ([xi, xj ]xl) + ρ2l ([xi, xj ])xl)).
(4.19)
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Using the identity (4.1), we may rewrite the cycle (4.19) as follows
∆([xi, xj ]) ◦ x¯i¯[xp, xq]− [xi, xj ] ◦∆(x¯i¯[xp, xq])−∆(x¯i¯[xp, xq]) ◦ [xi, xj ] + x¯i¯[xp, xq] ◦∆([xi, xj ])
= 2
(
∆([xi, xj ]) ◦ x¯i¯[xp, xq]− [xi, xj ] ◦∆(x¯i¯[xp, xq])
)
.
(4.20)
Equality (4.4) tells us that
[xi, xj ] ◦ p2
( n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]
)
= [xi, xj ] ◦
(
∆(x¯i¯[xp, xq]) +
r∑
h=1
n∑
l=1
x2l xi1 . . . xih−1ρ
2
ih
(xih+1 . . . xir [xp, xq])
)
= [xi, xj ] ◦∆(x¯i¯[xp, xq])− dCE1
(
[xi, xj ]xl ◦
r∑
h=1
n∑
l=1
xi1 . . . xih−1ρ
2
ih(xih+1 . . . xir [xp, xq])⊗ xl
)
− dCE1
(
[xi, xj ] ◦
r∑
h=1
n∑
l=1
xlxi1 . . . xih−1ρ
2
ih
(xih+1 . . . xir [xp, xq])⊗ xl
)
,
(4.21)
so δ(c¯) is given by the cycle
(4.22) 2
(
2
n∑
l=1
[[xl, xi], [xl, xj ]] ◦ x¯i¯[xp, xq]− [xi, xj ] ◦ p2
( n∑
l=1
[xl, [xl, [xi1 , . . . , [xir , [xp, xq]] . . . ]]]
))
.
Making use of (4.2) of Lemma 4.3 in the previous equation, we obtain that
4
n∑
l=1
(
(
∗1︷ ︸︸ ︷
[[xl, xi], [xl, xj ]] ◦ x¯i¯[xp, xq]−
∗2︷ ︸︸ ︷
[xi, xj ] ◦ x¯i¯[[xl, xp], [xl, xq]])
−
∗3︷ ︸︸ ︷
r∑
h=1
[xi, xj ] ◦ xlxi1 . . . [[xl, xih ], . . . xir [xp, xq]]
)
.
(4.23)
We shall denote this cycle by c′.
Let us now consider the k-linear map
ξ : Λ3W (n)→ Λ2V (n)⊗ Λ2W (n),
given by
ξ([xi1 , xj1 ]z1 ∧ [xi2 , xj2 ]z2 ∧ [xi3 , xj3 ]z3) = z1(0)xi1 ∧ xj1 ⊗ [xi2 , xj2 ]z2 ∧ [xi3 , xj3 ]z3
+ z2(0)xi2 ∧ xj2 ⊗ [xi3 , xj3 ]z3 ∧ [xi1 , xj1 ]z1
+ z3(0)xi3 ∧ xj3 ⊗ [xi1 , xj1 ]z1 ∧ [xi2 , xj2 ]z2,
for zi ∈ S(V (n)), i = 1, 2, 3.
It is readily verified that, if Λ2V (n) is provided with the trivial action of S(V (n)), ξ is an S(V (n))-
linear and so(n)-equivariant map, so it induces a morphism between the homology groups
ξ¯ : H0(V (n),Λ
3W (n))→ H0(V (n),Λ2V (n)⊗ Λ2W (n)) = Λ2V (n)⊗H0(V (n),Λ2W (n)).
We shall prove that ξ¯(δ(c¯)) is the class of the cycle
(4.24) 2
∑
1≤s<t≤n
xs∧xt⊗(xs∧xt).c˜+
n∑
l=1
(
δ|¯i|,0xp∧xq⊗ [xl, xi]∧ [xl, xj ]−δ|¯i|,0xi∧xj⊗ [xl, xp]∧ [xl, xq]
)
,
where (xp ∧ xq).c˜ denotes the action of xp ∧ xq ∈ Λ2V (n) ≃ so(n) on c˜ (see [12], §20.1, (20.4)). The
expression (4.24) does not depend on the choice of c˜ since the differential of the Chevalley-Eilenberg
complex is so(n)-equivariant.
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Let us compute ξ¯(δ(c¯)). In order to do so, it suffices to apply ξ to the cycle c′ given in (4.23). Then
ξ(c′) is four times the class of the cycle
n∑
l=1
( ξ(∗1)︷ ︸︸ ︷
xl ∧ xi ⊗ [xl, xj ] ∧ x¯i¯[xp, xq] + xl ∧ xj ⊗ x¯i¯[xp, xq] ∧ [xl, xi] + δ|¯i|,0xp ∧ xq ⊗ [xl, xi] ∧ [xl, xj ]
−
ξ(∗2)︷ ︸︸ ︷
(xi ∧ xj ⊗ x¯i¯([xl, xp] ∧ [xl, xq])︸ ︷︷ ︸
⋆1
+ xl ∧ xq ⊗ [xi, xj ] ∧ x¯i¯[xl, xp] + xl ∧ xp ⊗ x¯i¯[xl, xq] ∧ [xi, xj ])
−
ξ(∗3), first part︷ ︸︸ ︷
r∑
h=1
xi ∧ xj ⊗ xlxi1 . . . ([xl, xih ] ∧ xih+1 . . . xr [xp, xq])︸ ︷︷ ︸
⋆2
−
ξ(∗3), second part︷ ︸︸ ︷
r∑
h=1
xl ∧ xih ⊗ xlxi1 . . . xˆih . . . xr[xp, xq] ∧ [xi, xj ]
)
,
where we have used that
n∑
l=1
xp ∧ xq ⊗ [xi, xj ] ∧ xlxi1 . . . xir−1 [xl, xir ] =
n∑
l=1
xp ∧ xq ⊗ [xi, xj ] ∧ xi1 . . . xir−1 [xl, [xl, xir ]] = 0.
Since ⋆2 is evidently a boundary and ⋆1 is a boundary if |¯i| > 0, thus ξ(c′) is equivalent to
2
n∑
l=1
(
xl ∧ xi ⊗ [xl, xj ] ∧ x¯i¯[xp, xq]− xl ∧ xj ⊗ [xl, xi] ∧ x¯i¯[xp, xq]
+ δ|¯i|,0xp ∧ xq ⊗ [xl, xi] ∧ [xl, xj ]− δ|¯i|,0xi ∧ xj ⊗ [xl, xp] ∧ [xl, xq]
+ xl ∧ xp ⊗ [xi, xj ] ∧ x¯i¯[xl, xq]− xl ∧ xq ⊗ [xi, xj ] ∧ x¯i¯[xl, xp]
+
r∑
h=1
xl ∧ xih ⊗ [xi, xj ] ∧ xlxi1 . . . xˆih . . . xr[xp, xq]
)
or also to
2
n∑
l=1
(
xl ∧ xi ⊗ (xl ∧ xi).[xi, xj ] ∧ x¯i¯[xp, xq] + xl ∧ xj ⊗ (xl ∧ xj).[xi, xj ] ∧ x¯i¯[xp, xq]
+ xl ∧ xp ⊗ [xi, xj ] ∧ x¯i¯(xl ∧ xp).[xp, xq] + xl ∧ xq ⊗ [xi, xj ] ∧ x¯i¯(xl ∧ xq).[xp, xq]
+ δ|¯i|,0xp ∧ xq ⊗ [xl, xi] ∧ [xl, xj ]− δ|¯i|,0xi ∧ xj ⊗ [xl, xp] ∧ [xl, xq]
+
r∑
h=1
xl ∧ xih ⊗ [xi, xj ] ∧ (xl ∧ xih)(x¯i¯)[xp, xq]
)
which may be further simplified to give
2
∑
1≤s<t≤n
xs ∧ xt ⊗ (xs ∧ xt).c˜+
n∑
l=1
δ|¯i|,0
(
xp ∧ xq ⊗ [xl, xi] ∧ [xl, xj ]− xi ∧ xj ⊗ [xl, xp] ∧ [xl, xq]
)
.
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If |¯i| > 0, i.e. ¯˜c has degree strictly greater than 4, then
ξ¯(δ(c¯)) = 2
∑
1≤s<t≤n
xs ∧ xt ⊗ (xs ∧ xt).¯˜c.
In this case, if c¯ ∈ Ker(δ), then, since {xs∧xt}1≤s<t≤n is a basis of Λ2V (n), it must be that (xs∧xt).¯˜c = 0,
for all 1 ≤ s < t ≤ n. This in turn implies that ¯˜c belongs to the trivial representation of so(n) in
H0(V (n),W (n)
⊗2). However, Corollary 3.9 tells us that this is not possible.
If |¯i| = 0, ¯˜c has degree 4 and
(4.25) ξ¯(δ(c¯)) = 2
∑
1≤s<t≤n
xs∧xt⊗(xs∧xt).¯˜c+
n∑
l=1
(
xp∧xq⊗[xl, xi]∧[xl, xj ]−xi∧xj⊗[xl, xp]∧[xl, xq]
)
.
If n = 3, fromH0,4(V (n),Λ2W (n)) = Ker(×M(n)0,1 ), we need not consider this case (see Remark 3.28).
Let us thus assume that n ≥ 4 and that ¯˜c is any non trivial element of an isotypic component in
H0(V (n),Λ
2W (n)) different from (the ones appearing in) Λ2V (n). In this case, since both ×M(n)0,1 and δ
are so(n)-equivariant, δ(×M(n)0,1 (¯˜c)) vanishes if and only if δ ◦ ×M(n)0,1 vanishes on the complete isotypic
component to which ¯˜c belongs. In this case, we fix
c˜ =


[e1, e2] ∧ [e1, e4] ∈ Γ2L1 , if n = 4,
[e1, e2] ∧ [e1, e5] ∈ Γ2L1+L2 , if n = 5,
[e1, e2] ∧ [e1, e3] ∈ Γ2L1+L2+L3 , if n ≥ 7,
where {e1, . . . , en} is a basis of V (n) for which the quadratic form of V (n) is polarized (see [12], §18.1).
We may choose this basis as follows. Let m = [n/2] be the integral part of n/2. If n is even, we define
ej = (xj + ixj+m)/
√
2 and ej+m = (xj − ixj+m)/
√
2, for 1 ≤ j ≤ m; whereas, if n is odd, we also define
en = xn.
We have intentionally omitted the case n = 6 in the previous list since we should consider two
different isotypic components: c˜ = [e1, e2]∧ [e1, e3] ∈ Γ2L1+L2+L3 and c˜ = [e1, e2]∧ [e1, e6] ∈ Γ2L1+L2−L3 .
We shall see that ξ¯(δ(×M(n)0,1 (¯˜c))) does not vanish in any case. We start recalling the following ele-
mentary fact: Consider a k-vector space V of finite dimension n, φ ∈ (V ∗ ⊗ V ∗)∗ a bilinear map on
V ∗, and a basis {v1, . . . , vn} ⊆ V , with dual basis {v∗1 , . . . , v∗n} ⊆ V ∗. By the canonical identification
(V ∗ ⊗ V ∗)∗ ≃ V ⊗ V , we see that the expression
n∑
i,j=1
φ(v∗i , v
∗
j )vi ⊗ vj ∈ V ⊗2
identifies with φ, so it is independent of the choice of the basis. When V is provided with a nondegen-
erate symmetric bilinear form Q : V ⊗2 → k, we may consider φ = Q−1, the inverse form of Q (i.e. the
one obtained by the condition that the map v 7→ Q(v,−) from V to V ∗ is an isometry).
We shall apply the previous fact in order to rewrite equation (4.25) as follows. First,
n∑
l=1
xl ⊗ xl =
m∑
l=1
(el ⊗ el+m + el+m ⊗ el) + δn−2m,1en ⊗ en,
where we have used φ equal to the inverse of the form on V (n). Also, the nondegenerate symmetric
formK(xs ∧ xt, xs′ ∧ xt′ ) = δs,s′δt,t′ − δs,t′δt,s′ is invariant, so it is a Killing form on Λ2V (n), coinciding
with − 18 tr under the canonical identification Λ2V (n) ≃ so(n) (see [12], §20.1, (20.4)). Hence,∑
1≤s<t≤n
(xs ∧ xt)⊗ (xs ∧ xt) =
∑
1 ≤ s < t ≤ n
1 ≤ s′ < t′ ≤ n
K−1((es ∧ et)∗, (es′ ∧ et′)∗)(es ∧ et)⊗ (es′ ∧ et′).
By the previous considerations, we may rewrite the expression (4.25) for ξ¯(δ(×M(n)0,1 (¯˜c))), where c˜ =
[e1, e2] ∧ [e1, eh] and h ∈ {3, 4, 5, 6} is given according to the previous choices of cycles. There is one
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term of the form (e1 ∧ e2)⊗ a1,2 in the cycle representing the homology class ξ¯(δ(×M(n)0,1 (¯˜c))), where
a1,2 = (e1+m ∧ e2+m)([e1, e2] ∧ [e1, eh])−
m∑
l=1
([el, e1] ∧ [el+m, eh] + [el+m, e1] ∧ [el, eh])
− δn−2m,1[en, e1] ∧ [en, eh]
= [e1, e1+m] ∧ [e1, eh]− [e1, e2] ∧ [e2+m, eh]− [e2+m, e2] ∧ [e1, eh]
−
m∑
l=1
([el, e1] ∧ [el+m, eh] + [el+m, e1] ∧ [el, eh])− δn−2m,1[en, e1] ∧ [en, eh],
so it does not vanish. Since there are no boundaries in this degree, ξ¯(δ(×M(n)0,1 (¯˜c))) is not zero, and a
fortiori δ(×M(n)0,1 (¯˜c)) does not vanish. The proposition is thus proved.
Let us now come back to the study of the spectral sequence of the previous section.
Proposition 4.10. The kernel of the differential d1−1,3 is isomorphic to V (n)[−4], with basis given in Lemma 4.2.
Proof. By Propositions 4.7, 4.8 and 4.9, we see that Ker(d1−1,3) ≃ V (n)[−4].
5 Computation of HH1(YM(n))
In this section we shall finally compute the group of outer derivations HH1(YM(n)), for n ≥ 3. We
recall that, since the beginning of the previous section, we have assumed that n ≥ 3, unless we say the
contrary.
We begin by describing some derivations of YM(n).
Proposition 5.1. There is a homogeneous k-linear monomorphism of degree 0
k ⊕ V (n)[2]⊕ Λ2(V (n)[1]) →֒ HH1(YM(n)).
Proof. We shall consider the following collection of plain derivations of YM(n) (in the non graded
sense). They are homogeneous k-linear maps certain of degree, but satisfying the usual Jacobi iden-
tity (not the graded version).
In the first place, the homogeneous morphism of degree 0 given by
deu : YM(n)→ YM(n)
z 7→ |z|z,
where z ∈ YM(n) is homogeneous of usual degree |z|, is a derivation of YM(n), which we call the
Eulerian derivation.
Next, we define the derivations di, i = 1, . . . , n of degree−1 induced by the morphisms of the same
name
di : V (n)→ T (V (n))
xj 7→ δi,j .
Finally, since so(n) ≃ Λ2V (n) acts on YM(n) by derivations of degree 0, we immediately obtain a
homogeneous map of degree 0 from Λ2(V (n)[1]) to Der(YM(n)).
It is clear that the previous derivations induce a homogeneous k-linear monomorphism of degree 0
(5.1) k ⊕ V (n)[2]⊕ Λ2(V (n)[1]) →֒ Der(YM(n)).
To prove this, by degree reasons, it is only necessary to show that the set of derivations induced by the
the standard basis of so(n) and the Eulerian derivation is linearly independent, which is direct.
The map of the proposition is then the composition of the morphism (5.1) with the canonical projec-
tion
Der(YM(n))→ Der(YM(n))/Innder(YM(n)) ≃ HH1(YM(n)).
Since the inner derivations have degree greater than or equal to 1, except for the zero derivation, it turns
out that the previous composition is also injective. The proposition is thus proved.
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We devote the rest of this section to prove that the monomorphism of Proposition 5.1 is in fact an
isomorphism. This will be achieved by making use of the spectral sequence associated to a filtration of
S(ym(n)).
First, the isomorphism of equivariant YM(n)-modules YM(n)ad ≃ S(ym(n)) implies that
HH1(YM(n)) ≃ H1(ym(n),YM(n)) ≃ H1(ym(n), S(ym(n))) =
⊕
i∈N0
H1(ym(n), Si(ym(n))).
Let I be the ideal of S(ym(n)) generated by tym(n). We deduce that I is also an equivariant YM(n)-
module, for tym(n) is an equivariant YM(n)-module. Therefore, we may consider the decreasing filtra-
tion {F •S(ym(n))}•∈Z of equivariant YM(n)-modules of S(ym(n)) given by
F pS(ym(n)) =
{
Ip, if p ≥ 1,
S(ym(n)), if p ≤ 0.
We see that F •S(ym(n)) is exhaustive and Hausdorff. Given i ∈ N, it induces a decreasing filtration
{F •Si(ym(n))}•∈Z of ym(n)-modules on Si(ym(n)), which also becomes exhaustive and Hausdorff. For
each p ≥ 0, there is a natural isomorphism of equivariant YM(n)-modules
F pSi(ym(n))/F p+1Si(ym(n)) ≃ Si−pV (n)⊗ Sp(tym(n)),
where the action of ym(n) on Si−pV (n) is trivial and the action of so(n) on each factor is the obvious
one.
This filtration provides a collection of spectral sequences iE•,•• with
(5.2) iEp,q1 = H
p+q(ym(n), Si−pV (n)⊗ Sp(tym(n))),
for all i ∈ N0, where by definition Sq(−) = 0, whenever q < 0. Each of these spectral sequences
is bounded and, hence, convergent. The complete spectral sequence E•,•• = ⊕i∈N0 iE•,•• is therefore
convergent. We remark that the collection of spectral sequences iE•,•• , i ∈ N0, and its direct sum E•,••
are considered in the category of equivariant YM(n)-modules.
Since the isomorphism of equivariant YM(n)-modules S(tym(n)) ≃ U(tym(n))ad preserves the in-
ternal degree, it induces an isomorphism S+(tym(n)) ≃ Ker(ǫtym(n)), and, as a consequence,
H•(ym(n),Ker(ǫtym(n))) ≃ H•(ym(n), S+(tym(n))) =
⊕
i∈N
H•(ym(n), S
i(tym(n))).
By Theorem 4.1,H3(ym(n),Ker(ǫtym(n))) = 0, which yields thatH3(ym(n), Si(tym(n))) = 0 for all i ∈ N.
On the other hand, by the same theorem, H2(ym(n),Ker(ǫtym(n))) ≃ H2(ym(n), tym(n)) ≃ V (n)[−4], so
it turns out that H2(ym(n), Si(tym(n))) = 0 for all i ≥ 2.
Taking into account the Poincaré duality of the Yang-Mills algebra, we obtain the following result.
Proposition 5.2. The homology groupsH0(ym(n), Si(tym(n))) and H1(ym(n), Si(tym(n))) vanish for i ≥ 1
and for i ≥ 2, respectively. There is a homogeneous isomorphism of so(n)-modules of degree 0 of the form
H1(ym(n), tym(n)) ≃ H1(ym(n), k) ≃ V (n).
From the previous proposition and recalling that
iEp,q∞ ≃ F pH1(ym(n), Si(ym(n)))/F p+1H1(ym(n), Si(ym(n))),
we conclude that H1(ym(n), Si(ym(n))) is a direct sum (as a graded so(n)-module) of a subquotient of
iE1,02 and a subquotient of
iE0,12 .
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E•,•1
0 • 0 0 0 0 0
0 • d
0,2
1 // • 0 0 0 0
0 • d
0,1
1 // • d
1,1
1 // • 0 0 0
0 •
q OO
p//d
0,0
1 // • d
1,0
1 // • d
2,0
1 // • 0 0
0 0 0 0 • d
3,−1
1 // • 0
Figure 2: First step E•,•1 of the spectral sequence. The dotted lines
indicate the limits wherein the spectral sequence is concentrated.
We shall begin by analyzing iE1,02 . In order to do so, it is necessary to compute the kernel of
id1,01
and the image of id0,01 , for i ∈ N0.
First, making use of the identifications
iE0,01 = H
0(ym(n), SiV (n)) ≃ SiV (n)
and
iE1,01 = H
1(ym(n), Si−1V (n)⊗ tym(n)) ≃ Si−1V (n)⊗ V (n)
given in Proposition 5.2, it is clear that id0,01 may be identified with the de Rham differential d
0
dR re-
stricted to the i-th component of the symmetric algebra S(V (n)), which is given by
dpdR : S
iV (n)⊗ ΛpV (n)→ Si−1V (n)⊗ Λp+1V (n)
z ⊗ xi1 ∧ · · · ∧ xip 7→
n∑
j=1
∂j(z)⊗ xj ∧ xi1 ∧ · · · ∧ xip .
(5.3)
The following lemmas will be used in the forthcoming study of the spectral sequence we are dealing
with.
Lemma 5.3. The image of the differential
2d1,01 :
2E1,01 = H
1(ym(n), V (n)⊗ tym(n))→ 2E2,01 = H2(ym(n), S2(tym(n)))
is canonically isomorphic to Λ2V (n). In fact, the image of 2d1,01 coincides with the image of the linear monomor-
phism
(5.4) ι¯ : Λ2V (n)→ H2(ym(n), S2(tym(n)))
given by the composition of the map ι : Λ2V (n)→ Z2(YM(n), S2(tym(n))) defined by
ι(xi ∧ xj) =
n∑
p,l=1
(
4[xi, xl][[xj , xp], xl]⊗ xp − 4[[xi, xp], xl][xj , xl]⊗ xp
− 2[xi, xl][[xj , xl], xp]⊗ xp + 2[[xi, xl], xp][xj , xl]⊗ xp
)
.
and the canonical projection Z2(YM(n), S2(tym(n)))→ H2(ym(n), S2(tym(n))).
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Proof. By Proposition 5.2, H1(ym(n), V (n) ⊗ tym(n)) ≃ V (n)⊗2. Furthermore, by the description of a
basis of cocycles of the cohomology group H1(ym(n), tym(n)) given in the paragraph preceding Theo-
rem 4.1, we see that the homology class inH1(ym(n), V (n)⊗ tym(n)) corresponding to xi⊗xj ∈ V (n)⊗2
is that of the cocycle
n∑
l=1
xi ⊗ [xj , xl]⊗ xl ∈ V (n)⊗ C1(YM(n), tym(n)),
which will be denoted by x¯i,j . Therefore, we have that 2d
1,0
1 (x¯i,j) is the class of the cocycle
n∑
p,l=1
(
2[xi, xp][[xj , xl], xp]⊗ xl − 2[[xi, xp], xl][xj , xl]⊗ xp
− 2[xi, xl][[xj , xl], xp]⊗ xp + [xi, xl][[xj , xl], xp]⊗ xp + [[xi, xl], xp][xj , xl]⊗ xp
)
=
n∑
p,l=1
(
2[xi, xp][[xj , xl], xp]⊗ xl − 2[[xi, xp], xl][xj , xl]⊗ xp
− [xi, xl][[xj , xl], xp]⊗ xp + [[xi, xl], xp][xj , xl]⊗ xp
)
=
n∑
p,l=1
(
2[xi, xl][[xj , xp], xl]⊗ xp − 2[[xi, xp], xl][xj , xl]⊗ xp
− [xi, xl][[xj , xl], xp]⊗ xp + [[xi, xl], xp][xj , xl]⊗ xp
)
.
It is readily verified that the previous identity vanishes if we take x¯si,j = x¯i,j + x¯j,i, for all i, j = 1, . . . , n.
On the other hand, if x¯ai,j = x¯i,j − x¯j,i, 2d1,01 (x¯ai,j) is given by the cocycle
n∑
p,l=1
(
4[xi, xl][[xj , xp], xl]⊗ xp − 4[[xi, xp], xl][xj , xl]⊗ xp
− 2[xi, xl][[xj , xl], xp]⊗ xp + 2[[xi, xl], xp][xj , xl]⊗ xp
)
.
Hence, 2d1,01 (x¯
a
i,j) is the class of a cocycle of degree 8.
Also, ι is injective, and we can see this as follows. Let us first consider the case n 6= 4. Indeed,
the fact that the map ι is a non trivial so(n)-equivariant and that Λ2V (n) is irreducible implies that ι
is monomorphic. For the case n = 4 we proceed analogously, but taking into account that Λ2V (n) ≃
ΓL1+L2 ⊕ ΓL1−L2 and ι does not vanish in any direct summand.
From the form of the complexC•(YM(n), S2(tym(n))), we see that the spaceB2(YM(n), S2(tym(n)))8
of coboundaries of degree 8 is an epimorphic image of S2(tym(n))4 ≃ S2(Λ2V (n)) under the so(n)-
equivariant map d3. It is not hard to prove that the intersection between B2(YM(n), S2(tym(n)))8 and
the image of ι is trivial, so ι¯ is also injective. This can be deduced from arguments on isotypic compo-
nents, which we now explain. If n 6= 6, Remark 3.28 tells us that Im(ι) ≃ Λ2V (n) is not an isotypic
component of S2(Λ2V (n)), which yields that the previous intersection is trivial. The case n = 6 is
analogous.
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Lemma 5.4. Let p : V (n)⊗2 → Λ2V (n) be the canonical projection. The following diagram is commutative
iE1,01
id1,01 // iE2,01
H1(ym(n), Si−1V (n)⊗ tym(n))
≃

H2(ym(n), Si−2V (n)⊗ S2tym(n))
Si−1V (n)⊗ V (n) d
0
dR⊗idV (n)// Si−2V (n)⊗ V (n)⊗2
id
Si−2V (n)⊗p// Si−2V (n)⊗ Λ2V (n)
?
id
Si−2V (n)⊗ι¯
OO
Also, note that (idSi−2V (n) ⊗ p) ◦ (d0dR ⊗ idV (n)) = d1dR.
Proof. The second statement is direct. In order to prove the first statement of the lemma, it suffices to
restrict to the case that c¯ ∈ H1(ym(n), Si−1V (n)⊗ tym(n)) is represented by
n∑
l=1
z ⊗ [xj , xl]⊗ xl,
where z = xj1 . . . xji−1 ∈ Si−1V (n). Notice that we have used the description of a basis of cocycles of
the cohomology groupH1(ym(n), tym(n)) given in the paragraph preceding Theorem 4.1. Thus, id1,01 (c¯)
is the cohomology class of the cocycle
n∑
l,g=1
i−1∑
h=1
(
2xj1 . . . [xjh , xg] . . . xji−1 ⊗ [[xj , xl], xg]⊗ xl
− 2xj1 . . . [[xjh , xg], xl] . . . xji−1 ⊗ [xj , xl]⊗ xg
− 2xj1 . . . [xjh , xl] . . . xji−1 ⊗ [[xj , xl], xg]⊗ xg
+ xj1 . . . [xjh , xl] . . . xji−1 ⊗ [[xj , xl], xg]⊗ xg
+ xj1 . . . [[xjh , xl], xg] . . . xji−1 ⊗ [xj , xl]⊗ xg
)
,
which can also be rewritten as
n∑
l,g=1
n∑
r=1
∂r(z)
(
2[xr, xg]⊗ [[xj , xl], xg]⊗ xl − 2[[xr, xg], xl]⊗ [xj , xl]⊗ xg
− 2[xr, xl]⊗ [[xj , xl], xg]⊗ xg + [xr , xl]⊗ [[xj , xl], xg]⊗ xg
+ [[xr, xl], xg]⊗ [xj , xl]⊗ xg
)
=
n∑
r=1
∂r(z)⊗ ι(xr ∧ xj).
The lemma is then proved.
As a direct consequence of the previous lemmas and the fact that H1dR(S(V (n))) = 0 (see [34], Cor.
9.9.3), we obtain the following proposition.
49
Proposition 5.5. The following diagram
iE0,01
id0,01 //
≃

iE1,01
id1,01 //
≃

iE2,01
SiV (n)
d0dR // Si−1V (n)⊗ V (n) d
1
dR // Si−2V (n)⊗ Λ2V (n)
?
id
Si−2V (n)⊗ι¯
OO
is commutative. Since H1dR(S(V (n))) = 0, this implies that
iE1,02 = 0, for all i ∈ N0.
By the proposition we conclude that iE1,02 = 0 for i ∈ N0. Hence, H1(ym(n), Si(ym(n))) is isomor-
phic (as graded a so(n)-module) to a subquotient of iE0,12 . Since
iE0,12 = Ker(
id0,11 ), it will be convenient
to make this map explicit.
Lemma 5.6. The image of the differential
1d0,11 :
1E0,11 = H
1(ym(n), V (n))→ 1E1,11 = H2(ym(n), tym(n))
is naturally isomorphic to S2irrV (n) ≃ S2V (n)/k.q¯, where q¯ =
∑n
i=1 xi⊗xi. In fact, the image of 1d0,11 coincides
with the image of the linear monomorphism
(5.5) ι¯′ : S2irrV (n)→ H2(ym(n), tym(n))
given by the composition of the map ι′ : S2irrV (n)→ Z2(YM(n), tym(n)) defined as
ι′(xi ⊗s xj) =
n∑
p,l=1
(−2[[xi, xp], xj ]⊗ xp − 2[[xj , xp], xi]⊗ xp)
and the canonical projection Z2(YM(n), tym(n))→ H2(ym(n), tym(n)).
Proof. By Proposition 5.2,H1(ym(n), V (n)) ≃ V (n)⊗2. Analogously to Lemma 5.3, we find that, if x¯i,j is
the cohomology class of the cocycle xi ⊗ xj ∈ V (n)⊗ C1(YM(n), k), then 1d0,11 (x¯i,j) is the cohomology
class of the cocycle
(5.6)
n∑
p=1
(−2[[xi, xp], xj ]⊗ xp + [[xi, xj ], xp]⊗ xp).
The Jacobi identity tells us that 1d0,11 (x¯
a
i,j) vanishes if x¯
a
i,j is the cohomology class of the cocycle xi ⊗
xj − xj ⊗ xi ∈ V (n) ⊗ C1(YM(n), k), for all i, j = 1, . . . , n. Moreover, by the Yang-Mills relations (2.3),
1d0,11 (q¯) = 0, with q¯ =
∑n
i=1 x¯i,i.
On the other hand, if x¯si,j is the cohomology class of xi ⊗ xj + xj ⊗ xi (for 1 ≤ i ≤ j ≤ n), 1d0,11 (x¯si,j)
is given by the cocycle
(5.7)
n∑
p=1
(−2[[xi, xp], xj ]⊗ xp − 2[[xj , xp], xi]⊗ xp).
Therefore, 1d0,11 (x¯
s
i,j) is the class of a cocycle of degree 6. However, there are also coboundaries in this
degree, which are of the form
(5.8)
∑
1≤a<b≤n
n∑
p=1
ca,b[[xa, xb], xp]⊗ xp.
Hence, we see that the cocycle (5.7) is equivalent to
(5.9) − 4
n∑
p=1
[[xi, xp], xj ]⊗ xp.
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It is easily checked that ι′ is injective, which follows from the fact that the map ι′ is a non trivial
so(n)-equivariant and that S2irrV (n) is an irreducible so(n)-module.
Considering the complexC•(YM(n), tym(n)), we see that the subspaceB2(YM(n), tym(n))6 spanned
by the coboundaries of degree 6 is an epimorphic image of (tym(n))4 ≃ Λ2V (n) under the so(n)-
equivariant map d3. It is not hard to prove that the intersection between B2(YM(n), tym(n))6 and the
image of ι′ is trivial, since Im(ι′) ≃ S2irrV (n) is not an isotypic component of Λ2V (n). This implies that
ι¯′ is monomorphic.
Lemma 5.7. If we denote by p′ : V (n)⊗2 → S2irrV (n) the canonical projection, the following diagram is com-
mutative
iE0,11
id0,11 // iE1,11
H1(ym(n), SiV (n))
≃

H2(ym(n), Si−1V (n)⊗ tym(n))
SiV (n)⊗ V (n)d
0
dR⊗idV (n)// Si−1V (n)⊗ V (n)⊗2
id
Si−1V (n)⊗p
′
// Si−1V (n)⊗ S2irrV (n)
?
id
Si−1V (n)⊗ι¯
′
OO
Proof. It is enough to prove the lemmawhen c¯ ∈ H1(ym(n), SiV (n)) is represented by z⊗xj ∈ SiV (n)⊗
C1(YM(n), k), where z = xj1 . . . xji ∈ SiV (n). If this is the case, id0,11 (c¯) is the cohomology class of the
cocycle
n∑
l=1
i∑
h=1
(−2xj1 . . . [[xjh , xl], xj ] . . . xji ⊗ xl + xj1 . . . [[xjh , xj ], xl] . . . xji ⊗ xl)
=
n∑
l=1
n∑
r=1
∂r(z)⊗ (−2[[xr, xl], xj ] + [[xr, xj ], xl])⊗ xl.
The previous lemma implies the following result.
Proposition 5.8. The space iE0,12 vanishes for i ≥ 3. Furthermore,
(1) 0E0,12 is the vector space with basis given by the cohomology class of the cocycles {xi : i = 1, . . . , n}, where
xi ∈ V (n) = C1(YM(n), k),
(2) 1E0,12 is the vector space with basis given by the cohomology class of the cocycles
{
xi ⊗ xj − xj ⊗ xi : 1 ≤ i < j ≤ n
}
∪
{ n∑
i=1
xi ⊗ xi
}
⊆ C1(YM(n), V (n)),
(3) 2E0,12 is the vector space with basis given by the cohomology class of the cocycles
{ n∑
i=1
xjxi ⊗ xi − 1
2
x2i ⊗ xj : i = 1, . . . , n
}
⊆ C1(YM(n), S2V (n)).
Proof. First, it is direct to prove that the collection of elements ofC1(YM(n), k) given in item (1) is indeed
a basis of cocycles, since H1(YM(n), k) ≃ V (n). On the other hand, Lemma 5.6 says that, Ker(1d0,11 ) is
generated by the cocycles given in item (2).
Let i ≥ 2. We consider
z =
n∑
j=1
zj ⊗ xj ∈ SiV (n)⊗ V (n)
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a representative of a cohomology class z¯ in iE0,11 . We notice that
(idSi−1V (n) ⊗ p′) ◦ (d0dR ⊗ idV (n))(
n∑
j=1
zj ⊗ xj) =
n∑
j,h=1
∂h(zj)⊗ xh ⊗s xj ∈ Si−1V (n)⊗ S2irrV (n).
Therefore, by Lemma 5.7, z¯ ∈ Ker(id0,11 ) if and only if the following conditions are satisfied:
(i) ∂hzj = −∂jzh, for all h, j = 1, . . . , n such that h 6= j,
(ii) ∂hzh = ∂jzj , for all h, j = 1, . . . , n.
We shall first analyze the case i = 2. In order to do so, we shall assume that
zj =
n∑
m,l=1
ajl,mxlxm ∈ S2V (n),
where ajl,m = a
j
m,l ∈ k, for all l,m = 1, . . . , n. The previous conditions are respectively equivalent to
(a) ajl,m = −alj,m, for all j, l,m = 1, . . . , n such that j 6= l,
(b) ajj,m = a
l
l,m, for all j, l,m = 1, . . . , n.
The first condition implies that, if j, l,m are all different, then
−aml,j = ajl,m = −alj,m = amj,l,
so, it must be ajl,m = 0. Also, both conditions yield that, given j 6= l,
−alj,j = ajl,j = all,l.
We shall denote αl = all,l.
Applying these considerations we may simplify the expression of z as follows
z =
n∑
j,l,m=1
ajl,mxlxm ⊗ xj =
n∑
j=1
(
2
∑
1 ≤ m ≤ n
m 6= j
ajj,mxjxm ⊗ xj +
∑
1 ≤ m ≤ n
m 6= j
ajm,mx
2
m ⊗ xj + ajj,jx2j ⊗ xj
)
=
n∑
j=1
( ∑
1 ≤ m ≤ n
m 6= j
2αmxjxm ⊗ xj −
∑
1 ≤ m ≤ n
m 6= j
αjx
2
m ⊗ xj + αjx2j ⊗ xj
)
=
n∑
m=1
2αm
( n∑
j=1
xjxm ⊗ xj − 1
2
x2j ⊗ xm
)
,
where we have omitted the terms with ajl,m (j, l,m all different) in the last member of the first line, since
they vanish. In consequence, we have proved that 2E0,11 is spanned by the basis given in item (3).
We shall now show that iE0,11 = 0 for i ≥ 3. This is a direct consequence of the following auxiliary
lemma.
Lemma 5.9. Let n ≥ 3 and let p1, . . . , pn be homogeneous polynomials of degree i ≥ 3 in k[x1, . . . , xn] which
satisfy that
(I) ∂hpj = −∂jph, for all h, j = 1, . . . , n such that h 6= j,
(II) ∂hph = ∂jpj , for all h, j = 1, . . . , n.
Then, p1 = · · · = pn = 0.
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Proof. We choose different elements j1, j2, j3 ∈ {1, . . . , n}. Applying condition (I), it turns out that
∂j2∂j3pj1 = ∂j3∂j2pj1 = −∂j3∂j1pj2 = −∂j1∂j3pj2 = ∂j1∂j2pj3 = ∂j2∂j1pj3 = −∂j2∂j3pj1 .
Therefore, ∂j2∂j3pj1 = 0, if j1, j2, j3 are all different. This in turn implies that
(5.10) pj = ajxij +
∑
h = 1, . . . , n
h 6= j
i∑
d=1
ajh,dx
i−d
j x
d
h
for j ∈ {1, . . . , n}. Also, if j1, j2 ∈ {1, . . . , n} are two different elements, conditions (I) and (II) tell us
that
∂2j1pj1 = ∂j1∂j1pj1 = ∂j1∂j2pj2 = ∂j2∂j1pj2 = −∂j2∂j2pj1 .
Hence, ∂2j2pj1 = ∂
2
j3pj1 , for all j2, j3 6= j1. Using this identity in equation (5.10), we conclude that
pj = ajx
i
j +
∑
h = 1, . . . , n
h 6= j
2∑
d=1
ajh,dx
i−d
j x
d
h
for all j ∈ {1, . . . , n}. If j 6= j′,
∂j′pj = a
j
j′,1x
i−1
j + 2a
j
j′,2x
i−2
j xj′ .
In particular, condition (I) says that ajj′,1 = 0 for all j, j
′ = 1, . . . , n such that j 6= j′, so
(5.11) pj = ajxij +
∑
h = 1, . . . , n
h 6= j
ajh,2x
i−2
j x
2
h.
We need to consider two cases: i > 3 and i = 3. If i > 3, condition (I) also tells us that ajj′,2 = 0,
for all j, j′ = 1, . . . , n such that j 6= j′. In this case, pj = ajxij , for all j ∈ {1, . . . , n}, and condition (II)
implies that aj = 0, for all j ∈ {1, . . . , n}, so pj vanishes for all j ∈ {1, . . . , n}.
If i = 3, we recall that
∂jpj = 3ajx
2
j +
∑
h = 1, . . . , n
h 6= j
ajh,2x
2
h.
Identity ∂jpj = ∂j′pj′ implies that aj = 0, for all j ∈ {1, . . . , n}, and ajh,2 = 0, for h 6= j, j′. Since n ≥ 3,
pj vanishes for all j ∈ {1, . . . , n}. The lemma is thus proved.
The proof of the proposition is then complete.
Proposition 5.10. The kernel of 2d0,12 vanishes. In consequence,
2E0,13 = 0.
Proof. We first observe that 2E0,12 is isomorphic to V (n) as so(n)-modules, so it is an irreducible so(n)-
module. If we apply the differential 2d0,12 to the cohomology class represented by a cocycle of the form
n∑
l=1
(
xjxl ⊗ xl − 1
2
x2l ⊗ xj
)
,
we obtain the cohomology class of the cocycle in C2(YM(n), S2(tym(n))) given by
(5.12)
n∑
l,m=1
(2[xj , xm]⊗s [xl, xm]⊗ xl − 2[xj , xl]⊗s [xl, xm]⊗ xm − [xl, xm]⊗s [xl, xm]⊗ xj).
We point out that the cohomology classes of the previous cocycles are linearly independent, which
implies that Ker(2d0,12 ) = 0. This can be deduced as follows. Taking into account
2E0,12 is an irreducible
so(n)-module and 2d0,12 is so(n)-equivariant, the latter is an isomorphism if it does not vanish. Since
there are no coboundaries of the same internal degree and the cocycles (5.12) are nonzero, we conclude
that Ker(2d0,12 ) = 0.
53
By Propositions 5.1, 5.8 and 5.10, we derive the main result of this section.
Theorem 5.11. The morphism given in Proposition 5.1 is bijective. Furthermore, there is an isomorphism of Lie
algebras
HH1(YM(n)) ≃ V (n)⋊ (so(n)× k),
whereHH1(YM(n)) is provided with the Gerstenhaber bracket, k and V (n) are considered as abelian subalgebras
and so(n) acts on V (n) by the standard action.
Proof. We only need to prove the second statement. By Proposition 5.1, a basis of representatives of
outer derivations is given by the derivations deu, di (i = 1, . . . , n), and the collection of derivations di,j
(1 ≤ i < j ≤ n) coming from the canonical basis of so(n) (when identified with Λ2V (n)), which act on
YM(n) as
di,j(xk) = 2(δj,kxi − δi,kxj).
From this it is easy to prove that [deu, di,j ] = [di, dj ] = 0, [di,j , dk] = 2(δj,kdi − δi,kdj) and [deu, di] = −di.
Hence, the Lie algebra HH1(YM(n)) with the Gerstenhaber bracket is isomorphic to V (n) ⋊ (so(n) ×
k), where k and V (n) are considered as abelian subalgebras and so(n) acts on V (n) by the standard
action.
6 Hochschild and cyclic homology of YM(n)
6.1 Generalities
In this subsection, A shall denote a connected graded k-algebra (i.e. A0 = k). We shall denote by
HC•(A) the •-th cyclic homology group of A and HC•(A) = HC•(A)/HC•(k) the reduced •-th cyclic
homology group. Also, HH•(A) = HH•(A)/HH•(k) shall denote the reduced •-th Hochschild homol-
ogy group. We recall that HH•(A) = HH•(A), for • ≥ 1, HH0(A) = HH0(A)/k, HH0(A) = HC0(A)
andHH0(A) = HC0(A). In fact, all of them are not only abelian groups but also k-vector spaces.
As it is usual, if A is provided with an N0-grading, then the cyclic homology has two gradings:
the homological grading and the internal one. So, we shall denote by HCi,j(A) and HCi,j(A) the
components of internal degree j of HCi(A) and HCi(A), respectively. As a consequence, these groups
are graded vector spaces with respect to the internal grading.
If A is an N0-graded algebra, the relation between the previous homologies is provided by the fol-
lowing collection of short exact sequence of graded vector spaces (see [34], Thm. 9.9.1)
(6.1) 0→ HCi−1(A)→ HHi(A)→ HCi(A)→ 0,
for all i ≥ 0, derived from Connes’ long exact sequence.This is a corollary of Goodwillie’s Theorem
proved by M. Vigué-Poirrier (see [14] and [33]).
We recall that the Euler-Poincaré characteristic for the Hilbert series is given by
(6.2) χHC•(A)(t) =
∑
p∈Z
(−1)pHCp(A)(t).
The following proposition is a particular case of Theorem 3.5, Eq. (16), in [20].
Proposition 6.1. If A is an N0-graded algebra, then
χHC•(A)(t) =
∑
l≥1
ϕ(l)
l
log(A(tl)),
where ϕ denotes the Euler function.
Corollary 3 of [8] and Proposition 6.1 yield the following result.
Proposition 6.2. If YM(n) denotes the Yang-Mills algebra with n generators provided with the usual grading,
then
χHC•(YM(n))(t) =
∑
l≥1
ϕ(l)
l
log(YM(n)(tl)) = −
∑
l≥1
ϕ(l)
l
log(1− ntl + nt3l − t4l).
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6.2 Hochschild and cyclic homology of the Yang-Mills algebra
Corollary 3 of [8], Proposition 3.3, Theorem 5.11 and Proposition 6.2 tell us that
HH3(YM(n))(t) = t
4,
HH2(YM(n))(t) =
(n(n− 1)
2
+ 1
)
t4 + nt3,
χHC•(YM(n))(t) = −
∑
l≥1
ϕ(l)
l
log(1 − ntl + nt3l − t4l),
where we have used the Poincaré duality of the Yang-Mills algebra. We shall find the Hilbert series of
the other homology k-vector spaces by putting together the following facts.
First, taking into account the short exact sequence (6.1) and that HH•(YM(n)) = 0 for • ≥ 4, we
conclude that HC•(YM(n)) = 0 for • ≥ 3. Moreover,
HC2(YM(n))(t) = HH3(YM(n))(t),
HC1(YM(n))(t) = HH2(YM(n))(t) −HC2(YM(n))(t)
= HH2(YM(n))(t) −HH3(YM(n))(t),
HC0(YM(n))(t) = HH0(YM(n))(t).
(6.3)
Second, as noted in Eq. (1.22) of [9], the Koszul property of YM(n) implies that
(6.4)
3∑
i=0
(−1)iHHi(YM(n))(t) = 0.
Finally, it may be directly checked from (6.1) that
(6.5) χHC•(YM(n))(t) =
3∑
i=0
(−1)iHCi(YM(n))(t) =
3∑
i=0
(−1)i(3 − i)HHi(YM(n))(t).
These two last identities constitute a linear system
3HH0(YM(n))(t) − 2HH1(YM(n))(t) = χHC•(YM(n))(t) −HH2(YM(n))(t),
HH0(YM(n))(t)−HH1(YM(n))(t) = HH3(YM(n))(t) −HH2(YM(n))(t),
with unique solution
HH0(YM(n))(t) = χHC•(YM(n))(t) − 2HH3(YM(n))(t) +HH2(YM(n))(t),
HH1(YM(n))(t) = χHC•(YM(n))(t) − 3HH3(YM(n))(t) + 2HH2(YM(n))(t),
Hence, we have proved the main Theorem 1.1.
7 Appendix: Hochschild homology of YM(2)
As a simple application of the Koszul complex (2.8), we shall compute the Hochschild homology and
cohomology of YM(2). This result is known in the literature (see [31], Chap. III, Thm. 3.2), but we
provide more explicit computations.
Since ym(2) ≃ h1 (see [17], Example 2.1), ym(2) has a basis {x, y, z} as k-vector space, such that
[x, y] = z and z ∈ Z(ym(2)). Notice that when ym(2) is provided with the usual grading, x and y have
degree 1, whereas z has degree 2. We shall write k[x, y, z] instead of S(ym(2)).
It can be easily proved that the right action of ym(2) on k[x, y, z] is as follows: p.x = −z∂p/∂y,
p.y = z∂p/∂x and p.z = 0, for p ∈ k[x, y, z].
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Given p =
∑
(i,j,l)∈N30
ai,j,lx
iyjzl ∈ k[x, y, z], define ∫ pdx = ∑(i,j,l)∈N30 ai,j,l(i + 1)−1xi+1yjzl. One
can check that
(7.1)
∂
∂x
∫
pdx = p,
∫
∂p
∂x
dx = p− p(0, y, z) and ∂
∂y
∫
pdx =
∫
∂p
∂y
dx.
Analogous results hold when considering variables y and z.
The Koszul complex of YM(2) is
(7.2) 0 −→ k[x, y, z][−4] d3−→ k[x, y, z]⊗ V (2)[−2] d2−→ k[x, y, z]⊗ V (2) d1−→ k[x, y, z] −→ 0,
with differential
d1(p⊗ x+ q ⊗ y) = z
(∂q
∂x
− ∂p
∂y
)
, d3(r) = −z ∂r
∂y
⊗ x+ z ∂r
∂x
⊗ y,
d2(p⊗ x+ q ⊗ y) = z2
( ∂2p
∂x2
⊗ x+ ∂
2p
∂x∂y
⊗ y + ∂
2q
∂y2
⊗ y + ∂
2q
∂x∂y
⊗ x
)
,
where p, q, r ∈ k[x, y, z].
We see that H3(ym(2),YM(2)ad) ≃ Ker(d3) and that r ∈ Ker(d3) if and only if its partial derivatives
with respect to x and y vanish, i.e. if r ∈ k[z]. As a consequence we get an homogeneous isomorphism
HH3(YM(2)) ≃ k[z][−4] of degree 0.
Moreover, by Poincaré duality, we immediately have that HH0(YM(2)) ≃ Z(YM(2)) ≃ k[z]. Since
the image of d1 is the set of polynomials of the form zp, where p ∈ k[x, y, z]we see that HH0(YM(2)) ≃
k[x, y] of degree 0,
Let us now compute HH2(YM(2)). Let ω = p ⊗ x + q ⊗ y ∈ Ker(d2). This is equivalent to the
following conditions:
∂
∂x
(
∂p
∂x
+
∂q
∂y
)
= 0,
∂
∂y
(
∂p
∂x
+
∂q
∂y
)
= 0.
If we write p =
∑
i∈N0
piz
i and q =
∑
i∈N0
qiz
i, for pi, qi ∈ k[x, y], for all i ∈ N0, the conditions are
equivalent to:
∂
∂x
(
∂pi
∂x
+
∂qi
∂y
)
= 0,
∂
∂y
(
∂pi
∂x
+
∂qi
∂y
)
= 0, ∀ i ∈ N0.
Then, for all i ∈ N0,
(7.3)
∂pi
∂x
+
∂qi
∂y
= ci ∈ k.
We may choose r =
∑
i∈N0
riz
i ∈ k[x, y, z], with ri ∈ k[x, y] such that
(7.4) ri =
∫
qi+1dx −
∫
pi+1(0, y)dy, ∀ i ∈ N0.
Then,
d3(r) = −
∑
i∈N0
zi+1
∂ri
∂y
⊗ x+ zi+1∂ri
∂x
⊗ y.
As a consequence, the cycle ω is homologous to
p⊗ x+ q ⊗ y − d3(r) = p0 ⊗ x+ q0 ⊗ y +
∑
i∈N
(
zi
(
pi +
∂ri−1
∂y
)
⊗ x+ zi
(
qi − ∂ri−1
∂x
)
⊗ y
)
= p0 ⊗ x+ q0 ⊗ y +
∑
i∈N
zi
(
pi +
∂ri−1
∂y
)
⊗ x.
From (7.3) and (7.4) we see that
pi +
∂ri−1
∂y
= pi +
∂
∂y
(∫
qidx−
∫
pi(0, y)dy
)
= pi +
∫
∂qi
∂y
dx− pi(0, y)
= pi +
∫ (
ci − ∂pi
∂x
)
dx− pi(0, y) = cix.
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Hence, ω is homologous to the cycle ω′ = p0⊗x+ q0⊗y+
∑
i∈N z
icix⊗x. If ci 6= 0, zicix⊗x cannot be a
boundary because all boundaries have ci = 0. Since ω′ is a cycle, it we must have ∂q0/∂y = c0−∂p0/∂x,
and then
q0 = c0y −
∫
∂p0
∂x
dy + h,
where h ∈ k[x] is some polynomial. Therefore the cycle ω is homologous to
p0 ⊗ x+ c0y ⊗ y −
∫
∂p0
∂x
dy ⊗ y + h⊗ y +
∑
i∈N
zicix⊗ x.
From this we can conclude that the set given by
{y ⊗ y, xi1 ⊗ y (i1 ∈ N0), xi2yi3 ⊗ x− i2
i3 + 1
xi2−1yi3+1 ⊗ y (i2, i3 ∈ N0), zi4x⊗ x (i4 ∈ N0)}
is a basis of HH2(YM(2)).
In the same way we may compute the homology HH1(YM(2)). If ω = p⊗ x+ q⊗ y is a 1-cycle, then
∂qi/∂x − ∂pi/∂y = 0, for all i ∈ N0. Hence there is a polynomial ri ∈ k[x, y] such that pi = ∂ri/∂x and
qi = ∂ri/∂y, for all i ∈ N0.
If we choose p′i and q
′
i such that ∂p
′
i−2/∂x+ ∂q
′
i−2/∂y = ri, for all i ≥ 2, then ω is homologous to
p0 ⊗ x+ q0 ⊗ y + zp1 ⊗ x+ zq1 ⊗ y = ∂r0
∂x
⊗ x+ ∂r0
∂y
⊗ y + z ∂r1
∂x
⊗ x+ z ∂r1
∂y
⊗ y.
Moreover, we immediately see that the collection of cycles with r0 = xi1yi2 ∈ k[x, y] and r1 = xi3yi4 ∈
k[x, y], with i1, i2, i3, i4 ∈ N0 and (i1, i2) 6= (0, 0), (i3, i4) 6= (0, 0), gives a basis ofHH1(YM(2)).
Using the previous computations is clear to compute the Hilbert series for the Hochschild homology
of YM(2). For completeness, we state the Hilbert series for the Hochschild and cyclic homology of
YM(2), where the Hilbert series for the cyclic homology was obtained from that of the Hochschild
homology using relations (6.3) for n = 2.
Theorem 7.1. If n = 2, then the Hilbert series for the Hochschild homology are
HH•(YM(2))(t) = 0, if • ≥ 4,
HH3(YM(2))(t) =
t4
1− t2 ,
HH2(YM(2))(t) = 2t
3 1 + t− t2
(1− t2)(1 − t) ,
HH1(YM(2))(t) = t
(2− t)(1 + t2)
(1− t)2 ,
HH0(YM(2))(t) =
1
(1− t)2 .
The Hochschild cohomology is given by Poincaré duality: HH•(YM(2)) = HH3−•(YM(2))[4], for 0 ≤ • ≤ 3,
andHH•(YM(2)) = 0, for • > 3.
Also, the Hilbert series for the cyclic homology are given by
HC4+2•(YM(2))(t) = 1, if • ≥ 0,
HC3+2•(YM(2))(t) = 0, if • ≥ 0,
HC2(YM(2))(t) = 1 +
t4
1− t2 ,
HC1(YM(2))(t) =
(2 − t)t3
(1 − t)2 ,
HC0(YM(2))(t) =
1
(1 − t)2 .
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