Non-negative Canonical Polyadic decomposition (NCPD) and non-negative Tucker decomposition (NTD) were compared for extracting the multi-domain feature of visual mismatch negativity (vMMN), a small event-related potential (ERP), for the cognitive research. Since signal-to-noise ratio in vMMN is low, NTD outperformed NCPD. Moreover, we proposed an approach to select the multi-domain feature of an ERP among all extracted features and discussed determination of numbers of extracted components in NCPD and NTD regarding the ERP context.
Introduction
Since electroencephalography (EEG) was first recorded by Berger in 1920s, 1 it has been widely used for different clinical and diagnostic purposes. Meanwhile, measuring EEG has also been extensively used in cognitive neuroscience. EEG can reflect not only the spontaneous brain activities, but also those elicited by external stimuli. The EEG responses elicited by external stimuli are typically analyzed by computing so-called eventrelated potentials (ERPs). 3 The ERP experiments are designed to reveal, for example, the specific perceptual and cognitive processes by analyzing various conventional features of ERPs. They include the peak measurements in the time-domain, 3 the eventrelated oscillation in the frequency domain, 4 and the value derived from the region of interest in the timefrequency representation (TFR) of an ERP in the two domains. 5 Furthermore, one of these features is combined with the information in the spatial domain to produce the topography of an ERP. 6, 7 Indeed, regarding its topography, the information of an ERP in one of the time, frequency and time-frequency domains, and the spatial domain, is exploited sequentially. The individual features, particularly of small ERPs, may be less sensitive to show the effects of (within subjects or between subjects) manipulations than an analysis that can simultaneously take into account all features.
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One recently introduced method is to extract a multi-domain feature of an ERP from the data represented by a multi-way data array (tensor) including multi-participant's ERPs in the time, the frequency and the spatial domain. After the tensor is decomposed through nonnegative tensor factorization (NTF), the multi-domain features of ERPs in the multi-domain are extracted for group-level analysis. [8] [9] [10] [11] The implicit logic is that the fused information from different perspectives to represent an ERP may probably be less affected by heterogeneousness of datasets. 8 Furthermore, the multi-domain feature of an ERP can reveal the properties of the ERP in different domains simultaneously, representing the cognitive function of the associated brain activity. 8 Indeed, NTF basically conforms to two models including canonical polyadic (CP) decomposition, 12 i.e., canonical decomposition (CANDECOMP), 13 also coined parallel factor analysis (PARAFAC), 14 and Tucker decomposition 15 (Models will be illustrated in the next section) under constraints of non-negativity. 16 Each extracted component in one mode is only associated with one extracted component in any other mode under the CP model, and such a component can interact with any component in any other mode under the Tucker model. Hence, the latter model can provide much more possibilities to decompose a tensor than the former model does. 17 Furthermore, we have found that the tensor including the time-frequency representation (TFR) of ERPs cannot be sufficiently factorized through non-negative canonical polyadic decomposition (NCPD) when the signal-to-noise ratio (SNR) in small ERP data is low (we will show this in the Result section). Hence, it will be interesting to investigate the non-negative Tucker decomposition (NTD) in extracting the multi-domain feature of the ERP from the tensor mentioned above. Given a N th-order tensor, N component matrices in all modes and a core tensor can be produced through NTD. The component matrix for the measurement/subject mode was regarded as the multidomain features in Ref. 11 , and the core tensor was considered to carry the multi-domain features in Refs. 18 and 19 . In this study, we will follow the latter scheme and try to answer the fundamental question:
How to choose the desired multi-domain feature of an ERP among all extracted features for further analysis? We also attempt to discuss another critical question: How to determine the number of components to be extracted in each mode when using NTD to decompose the EEG collected by a low-dense array? Indeed, although NTD has been used to extract the multi-domain features of ERPs in Ref. 11, the above two problems are not sufficiently discussed yet.
The multi-domain feature of an ERP extracted by NCPD has shown its strength for the cognitive research in a study investigating auditory mismatch negativity (MMN).
8 MMN is an important small ERP for the cognitive and clinical research and it is generally studied in the auditory modality.
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Recently, visual mismatch negativity (vMMN) in the visual modality has also been examined. 21, 22 MMN is usually observed from the difference wave (responses to deviant stimuli minus responses to standard stimuli in a passive oddball paradigm), and its peak amplitude is usually up to 5 µV. 20 Furthermore, the difference wave (DW) may be noisier than the ERP responses to stimuli. 23 Hence, data processing for MMN is one of the critical issues in the MMN research. Practical experience has shown that the vMMN is sometimes even smaller and the SNR can be even lower than that in the case of auditory MMN. In this study, we performed tensor factorization on the multi-way representation of vMMN elicited by pictures of facial expressions in healthy adults. In an oddball condition, fearful and happy faces were rarely and randomly interspersed with the repeated neutral faces. The vMMN has been previously reported in such a paradigm. 21, 22 We assumed that tensor factorization would be more sensitive to show the effects of the experimental manipulations than the peak amplitude values of the vMMN.
Method

Data description
Data of 21 healthy adults (17 females, age range 30-58 years, mean 46.8 years) were used in this study. The participants were volunteers recruited by a newspaper advertisement. All participants were right-handed and reported normal or corrected-tonormal vision and they reported no sensory or neurological symptoms. An informed, written consent was obtained from each participant. The experiment was undertaken in accordance with the Declaration of Helsinki. The ethical committee of the University of Jyväskylä approved the research protocol. The stimulus conditions were similar to our previous study. 22 The visual stimuli were pictures of emotionally expressive faces of four different actors from Pictures of Facial Affect. 24 Pictures of a neutral, fearful and happy expression from each model were used. In the oddball condition, a total of 1600 stimuli were presented. The pictures of neutral facial expressions served as a repeated standard stimulus (probability = 0.8), and the pictures of the happy and fearful expressions (probability = 0.1 for each) as rarely presented deviant stimuli. At least two standards were presented between randomly presented consecutive deviants. The stimulus duration was 200 ms, and the stimulus onset asynchrony (SOA) was 700 ms. During the recordings, the participants were seated in a chair, and were instructed to pay no attention to the visual stimuli but instead attended to a radio play presented via loudspeakers. They were told that questions would be asked about the story afterwards. Brain Vision Recorder software (Brain Products GmbH, Munich, Germany) was used to record the EEG with 14 electrodes at Fz, F3, F4, Cz, C3, C4, Pz, P3, P4, P7, P8, Oz, O1 and O2 according to the international 10-20 system. An average reference was used. Bipolar electrodes were placed above and below the left eye and lateral to the left and right orbit to measure the eye movements and blinks. Data were on-line digitally filtered from 0.1 to 100 Hz. The sampling frequency was 1000 Hz.
Data were offline processed with Brain Vision Analyzer software (Brain Products GmbH, Munich, Germany). Segments from 200 ms pre-stimulus period to 500 ms after the stimulus onset were extracted for four stimulus types separately: (I) neutral expression before happy expression, (II) happy expression, (III) neutral expression before fearful expression, and (IV) fearful expression. Next, the segmented data were baseline corrected based on the average amplitude of the 200-ms pre-stimulus period. Segments with signal amplitudes beyond the range between −100 and 100 µV in any recording channel, including the electro-oculogram channel, were omitted from further analysis. The number of kept trials for the averaging was about 100 in average for each stimulus type. The recordings of the artifact-free single trials were averaged at each channel for each subject. Then, the data were exported with binary format from Brain Vision Analyzer software (Brain Products GmbH, Munich, Germany) for the further processing with MATLAB (Version 7.1, The Mathworks, Inc., Natick, MA).
At last, the DW between the responses to the emotional faces and the neutral faces immediately preceding the emotional ones was produced (happy face minus neutral face responses and fearful face minus neutral face responses) to obtain the vMMN. 21, 22 DW was then filtered by a digital filter with the pass band ranging from 1 to 30 Hz for further analysis.
Feature extraction by non-negative multi-way decomposition
In this section, the NCPD model is first introduced; then, the more complicated NTD is presented; next, a fourth-order tensor of ERP data for NCPD and NTD, and the multi-domain feature of an ERP extracted by NCPD or NTD, are discussed; finally, the numbers of components to be extracted and how to select and analyze the desired multi-domain feature of an ERP are stated.
Non-negative canonical polyadic decomposition (NCPD )
The NCPD model 16 can be formulated as follows.
For a given N th-order tensor Y ∈ R I1×I2×···×IN + , perform a factorization into a set of N unknown non-negative matrices whose elements are nonnegative:
where u (n) j 2 = 1, for n = 1, 2, . . . , N − 1, j = 1, 2, . . . , J, and the symbol '•' denotes the outer product of vectors. The target of NCPD is to obtain the suitable U (n) , and different J here are defined to correspond to different NCPD models. In the form of tensor products, the NCPD model can also be written as
where Y is an approximation of the tensor Y, and I is an identity tensor. 16 Each factor U (n) explains the data tensor along a corresponding mode. The outer product of vectors and the product of a tensor and matrices or vectors can be found in Refs. 8 and 16. Most algorithms for NCPD are to minimize a squared Euclidean distance (Frobenius norm) as the following cost function 
where
In×Jn + (n = 1, 2, . . . , N) denote the common factors or loadings represented by component matrices, I n ≥ J n , Y approximates the tensor Y, and G ∈ R J1×J2×···×JN + is the core tensor. NTD algorithms are usually in terms of minimization of the squared Euclidean distance (Frobenius norm) subject to the non-negativity constraints 16 as the following
In this study, we do not attempt to propose any new NCPD or NTD algorithms, and then we use the HALS NCPD 25 and HALS NTD 19 algorithms to decompose the tensor Y. For the details of their algorithms, please refer to the corresponding publications.
Tensor of ERP data for multi-domain feature extraction
Specifically, in order to extract the multi-domain feature of an ERP through NCPD and NTD, a fourthorder tensor of ERP data can be formulated, and the last factor is 'subject'. In sequence, the order can be frequency by time by channel by subject. The numbers of frequency bins (I f ), timestamps (I t ), channels (I c ), and subjects (I s ) compose the dimensions of the tensor Y ∈ R I f ×It×Ic×Is +
. Hence, such a tensor actually can include the TFR of ERP data of all subjects at all channels under one or more experimental conditions. For example, if there are Q groups with K participants in each, I s is equal to Q × K under one experiment condition. Furthermore, if there are
This study only discusses the case with one group of participants and two experiment conditions in the tensor Y, and the number of subjects is I s = 2 × K.
In order to represent an ERP in the timefrequency domain, the event-related spectral perturbation (ERSP), i.e. the TFR averaged across single trials, and the TFR of the averaged EEG are often used. 6, 26 Through ERSP the induced and evoked brain activities are analyzed, and via the latter the evoked one is exploited. 27 Indeed, an ERP is mostly produced through the filtering and averaging over a number of single trials of EEG data, 3 and the averaging can attenuate the induced brain activity severely. Therefore, the evoked brain activities are the origin of most of the well-known ERP components. 3 For example, the properties of the MMN between normal children and children with disorders were actually derived from the evoked brain activity.
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Hence, like our previous studies using NCPD [8] [9] [10] and non-negative matrix factorization (NMF), 28, 29 this study also used the complex Morlet wavelet to transform the average over EEG single trials to obtain the TFR of an ERP. Then, tensor factorization was used to extract the multi-domain feature of an ERP from the tensor of ERP data under this type of TFR.
Multi-domain feature of an ERP extracted by NCPD
Through the optimization of NCPD in Eq. (3), the fourth-order tensor of ERP data can be decomposed into the spectral, temporal, and spatial factors and the feature factor including J components in each one as
One multi-domain feature and its associated spectral, temporal and spatial components indeed reveal the multi-domain information of the corresponding brain response. For example, the multi-domain feature #j, f j , corresponds to the spectral component #j, u
j , the spatial component #j, u (c) j , and these components reveal the properties of the multi-domain feature #j in the frequency, time, and spatial domains.
Multi-domain feature of an ERP extracted by NTD
The core tensor of NTD carries the multi-domain features of ERPs in our study. 18, 19 Therefore, it is not necessary to optimize the subject factor in NTD hereinafter. Consequently, optimization of NTD for the feature extraction in this study reads
where G ∈ R J f ×Jt×Jc×Is + , J f , J t and J c are the numbers of the extracted components for the spectral, temporal and spatial factors, respectively. The problem in Eq. (7) is to estimate the core tensor and three component matrices along the first three factors. Through NTD, component matrices of spectral, temporal, and spatial factors and a core tensor can be obtained as
The dimensions of the spectral factor A (f ) , temporal factor A (t) , and spatial factor A (c) are
and I c × J c , respectively. The dimensions of the core tensor
, and the spatial component
jt is the #j t column of A (t) , and a (c) jc is the #j c column of A (c) ), the corresponding multi-domain feature is
Particularly, the spatial component is visualized based on EEGLAB. 6 Each spatial component has 14 parameters for 14 electrodes in this study. Those parameters are used to produce the topography for the visualization of a spatial component.
Difference between NCPD and NTD in extracting multi-domain features
Equations (6), (8) and (9) indicate that the relationship among the multi-domain feature and the corresponding spectral, temporal, and spatial components in NCPD is different from that in NTD. Given a multi-domain feature extracted by NCPD, the number of the associated component in each factor is identical to the number of the multi-domain feature among all features since these components and the feature are parallel and share the same number of the component among all components in each factor. However, regarding a multi-domain feature extracted by NTD, it is relatively complicated to calculate the number of the associated component in each factor through the vectorization operation.
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Regarding NCPD, the multi-domain features are carried by the component matrix of the subject factor, while, for NTD, they are by the core tensor in this study. Therefore, the subject factor is necessarily optimized for the decomposition in NCPD, but not in NTD. Equations (3) and (7) illustrate the difference. For more details, please refer to the study in Ref. 18.
Number of components to be extracted
Regarding tensor factorization, one critical issue is how to determine the number of components to be extracted for each factor. 16 The existing methods for and model order selection, 34 and so on. 16 In this study, the EEG data were collected by a low-dense array including 14 electrodes, hence, the model of the data could be underdetermined, i.e. the number of temporal sources is more than the number of sensors in the model. As a result, the principal component analysis-based approaches, like model order selection, are not suitable for our study. 
ARD for NTD
NTD is in terms of the Tucker model. 15 Regarding Eqs. (7) and (8) in this study, three parameters including the numbers of spectral components, temporal components, and spatial components in the corresponding factors should be determined. ARD
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was used in this study to determine those numbers. ARD belongs to hierarchical Bayesian approach and has been extensively used to select models.
In ARD, the relevance of different extracted components can be explicitly represented by the hyperparameters, and the range of the variation of these components may be defined, and the width of a zeromean Gaussian imposed on model parameters can be modeled. 33 In case the width gets zero, no effect on the prediction will be produced by the corresponding component. Therefore, hyperparameters are optimized to reveal the relevant components. 33 In this study, since the non-negative constraint is added for the optimization, the prior is given by the exponential distribution. 33 In practice, we used the ARD software downloaded from www.erpwavelab.org. Regarding this software, the number of components for each factor should be initialized. In the raw data tensor Y ∈ R I f ×It×Ic×Is + , I c was 14 since the EEG data were collected by 14 electrodes. Consequently, the number of extracted spatial components in the spatial factor should be no greater than 14 according to the definition of Eq. (4). In this study, we initialized J c = 14 regarding Eq. (8) .
In one previous study using NCPD to extract the multi-domain feature of a visual ERP, 9 although 20 spectral components were extracted, only three types of components were found. Hence, in this study, the number of spectral components was initialized as three.
Regarding the number of temporal components, DIFFIT was used for the determination under the initialized numbers of spatial and spectral components.
Subsequently, the three selected numbers were the initialization for ARD to finally determine the numbers of components in the temporal, spectral and spatial factors.
Selecting the multi-domain feature of an ERP
According to Eqs. (6) and (8) , the numbers of multidomain features extracted by NCPD and NTD are respectively J and J f ×J t ×J c for each subject under each deviant stimulus (fearful and happy faces). In this study, we indeed expect to find difference in the multi-domain feature of vMMN between the fearful and the happy faces. Thus, after the multi-domain features were extracted, the feature selection followed. We designed a two-stage feature selection approach consisting of using easily obtainable prior knowledge of an ERP in the time and frequency domains to exclude the undesired features, and consisting of performing the statistical tests to find the multi-domain feature(s) showing the significant difference between two conditions. Regarding the desired multi-domain feature of vMMN extracted by tensor factorization, the corresponding spectral, temporal and spatial components should respectively reveal the properties of vMMN in the frequency, time and spatial domains. Based on the previous study using NCPD to extract the multidomain feature of a visual ERP, 9 we have known that the temporal component of vMMN extracted by NCPD should possess a sole peak with the latency around 170 ms since the vMMN here is actually the ERP differences in the N170 response latency range, 22 and that the spectral component should reveal the properties of an ERP in the frequency domain, i.e. most of energy of the spectral component lies in a narrow frequency band ranging from about 1 Hz to 10 Hz. Referred to such prior knowledge, the multi-domain features whose corresponding temporal and spectral components conformed to the desired properties of vMMN in the time and the frequency domain were kept and others were rejected. Next, the difference in each remained multi-domain feature between two deviants was examined through statistical tests, and the feature(s) revealing the significant difference was finally selected as the desired multi-domain feature(s) of vMMN extracted by tensor factorization. The two-stage approach for feature selection in this study did not include the knowledge of the spatial component although the topography of an ERP is an important characteristic. Particularly regarding tensor factorization, when the subjects in the fourth-order tensor as denoted by Y include two groups, for example, two groups of participants, or two experimental conditions, and so on, the spatial pattern extracted by tensor factorization can be the difference topography of the two groups of subjects because tensor factorization also decomposes the multi-way representation of data in the spatial factor. Hence, in this case, the topography of the desired spatial component in the spatial factor can be different from that of an ERP in the time-domain. The difference topography should be identical to the subtraction of the time-domain topography of an ERP of one group from that of the other group. 
Statistical test for multi-domain features
Both ANOVA test and Kruskal-Wallis test were used for statistical analysis. This is because the multi-domain feature under the non-negative constraint may sometimes not conform to the Gaussian distribution, violating the assumption of ANOVA. Kruskal-Wallis test can overcome the drawback of ANOVA.
11 In practice, we have found that when the data meet Gaussian distribution, the p-value of ANOVA is smaller than Kruskal-Wallis, and vice versa. Hence, the minimal p-value of the two tests was reported to show the level of significance of group 
Data processing and analysis
Conventional analysis for peak amplitude of vMMN
The maximum of magnitude of the data between the latency range of 150 ms and 180 ms after the stimulus onset 22 was measured from DW as the peak amplitude of vMMN at the electrodes P7, P8, O1 and O2 for each participant and each deviant. Then, a three-way analysis conforming to the repeated measure general linear model including the factors of region of electrodes (parietal versus occipital), hemisphere (left versus right) and deviant (fearful versus happy) was performed.
Extraction and analysis for multi-domain feature of vMMN
In this study, tensor factorization was performed on the tensor consisting of the TFR of the conventionally defined DW at all channels of all subjects in two deviants. The feature extraction and analysis included six steps as the following:
(1) Time-frequency representation: in order to obtain the TFR of ERPs, the complex Morlet wavelet transformation was performed on the DW at each channel. For the Morlet, the half wavelet length was set to be six for the optimal resolutions of the frequency and the time 26 ; the frequency range was set from 1 to 30 Hz which is the frequency band often used in an ERP study, and 59 frequency bins were uniformly distributed within this frequency range. (2) Tensor: Next, the fourth-order tensor with the dimensions of frequency (59 frequency bins) by time (700 samples) by channel (14 electrodes) by subject (42) was formulated in terms of the TFR. Here, the dimension of the subject was the multiplication between 21 participants and two deviants. (3) Initialization. For NCPD, the random initialization for the iteration of the HALS algorithm was used hereinafter. In our previous study, we have shown that such a procedure for the HALS algorithm can produce stable results. 8 For NTD, the initialization was through calculating the fiber sampling of the tensor which is determined. It is based on the column sampling method or the CUR decomposition which is one of popular techniques to approximate the large scale data and its singular vectors. 16 This method for initialization of NTD is very extensively adopted for Tucker decomposition. 
Results
In this section, we present the results based on the conventional peak amplitude analysis and the multidomain feature analyses of the vMMN elicited by fearful and happy faces. These results are intended to compare the discriminability of the features of vMMN extracted by different methods, as well as validating the properness to select the numbers of components for different factors extracted by NTD, and the rational to determine the appropriate multidomain feature of vMMN among all the extracted multi-domain features of different brain activities. Figure 1 demonstrates the grand averaged waveforms of DW based on the conventional data processing. It is obvious that the peak amplitude of vMMN around 170 ms at P8 was about −1 µV, indicating that vMMN is very small and the SNR in the ERP data would be low. The tendency shown in this figure was that the peak amplitude of vMMN elicited by the happy faces was more pronounced than that by the fearful faces at the electrodes P8, O1 and O2. A three-way analysis of variance showed that the effect of recording region (parietal versus occipital) was significant (F(1,20) = 5.472, p < 0.030). The amplitudes of vMMN were larger in the parietal than the occipital electrodes. The other main effects (facial expression and hemisphere) or any of the interactions were not statistically significant. 
Conventional analysis
Multi-domain feature of vMMN by NCPD
As shown in Fig. 2(a) , the fits of NCPD models are not conclusive in terms of DIFFIT since these fits do not show the tendency of saturation although the number of components is up to 40. This actually implies that DIFFIT is not appropriate to determine the number of components for NCPD regarding the current ERP data. In order to show the NCPD decomposition results, NCPD model of 32 components was chosen. After the two-stage feature selection approach was performed, the feature # 23 was selected as the desired multi-domain feature of vMMN extracted by NCPD as shown in Fig. 2(b) . The difference in this feature between the two deviants was significant (F(1,20) = 5.4287, p = 0.0304). The parallel spatial component of the feature # 23 in Fig. 2(b) indicates that the difference in vMMN between two deviants appeared in the occipital area. Regarding the temporal components, the decomposition through NCPD was not sufficient from the view of blind source separation. 16 Although the difference in a multidomain feature between two deviants was significant, the corresponding temporal component cannot solely reveal the temporal property of vMMN, indicating that NCPD is not appropriate to decompose the current ERP data. This indeed drives us to extract the multi-domain feature of vMMN through NTD, which we can elaborate more in this study. cating the decomposition of the tenor in the time factor is sufficient. The 14 spatial components in Fig. 3(d) reveal the foci property of brain activities along the scalp.
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According to the two-stage feature selection approach, the second spectral component was chosen among the three as shown in Fig. 3(b) and the fifth temporal component was selected among the 20 as demonstrated in Fig. 3(c) to exclude irrelevant multi-domain features regarding vMMN in terms of Eq. (9) . After that, since 14 spatial components as described in Fig. 3(d) were extracted by NTD, 14 multi-domain features were selected for further statistical tests based on Eq. (9) . Through statistical analysis, only one multi-domain feature was finally selected to be considered as the desired multi-domain feature of vMMN extracted by NTD. In this feature, the difference between happy and fearful faces was Fig. 3(a) . Fits of different NTD models. Fig. 3(b) . Spectral components extracted by NTD.
significant (F(1,20) = 7.1364, p = 0.0147), and the corresponding spatial component (#4 in Fig. 3(d) ) implied that the difference in vMMN between two deviants appeared in the right occipital area.
Uniqueness analysis of NTD
Theoretically, Tucker decomposition is not unique. However, it is necessary to examine the uniqueness of NTD practically. Following the proposed procedure in Ref. 8 , we first formulated a fourth-order rank-1 template tensor based on the selected temporal, spectral and spatial components and the selected multi-domain feature in the suggested NTD model by ARD. Then, with the reference to the spectral, temporal and spatial components and the multidomain feature for the template tensor, the most correlated temporal, spectral and spatial components in the corresponding factors and the multi-domain feature in the core tensor of any other NTD model in Fig. 3(a) were chosen to formulate another fourthorder rank-1 tensor. Next, the correlation of the template tensor and the new tensor 8 was calculated for the corresponding NTD model. Finally, if the desired multi-domain feature of vMMN and its corresponding temporal, spectral and spatial components were extracted by another NTD model, the correlation value could be very close to 1. Uniqueness of NTD in extracting the desired multi-domain feature of vMMN is illustrated in Fig. 4 . Given three spectral and 14 spatial components in NTD models, the fourth-order tensors formulated by selected components and features in NTD models with the numbers of components as twenties could be very similar to the template fourth-order tenor. When the number of temporal component is smaller than 20 or bigger than 29, the similarity decreases.
It should be noted that the correlation value, '1', for the (3, 20, 14) -component model in Fig. 4 was obtained using another replicate of a (3, 20, 14)-component NTD model. Since the initialization of NTD was through fiber sampling which was determined in this study, 16 identical sets of components in each factor could be found when NTD was run multiple times. vMMN, the coherence was analyzed between the rank-1 template tensor of NTD and the selected rank-1 tensor of NCPD under each model in Fig. 2(a) . In order to obtain the selected rank-1 tensor of NCPD under a given model, the correlation coefficient between the rank-1 template tensor and each rank-1 tensor of the NCPD model was first calculated, and then, the rank-1 tensor of the NCPD model with the largest correlation coefficient was selected. Figure 5 shows the coherence between the rank-1 template tensor of NTD and the selected rank-1 tensors. Obviously, the coherence is very low. This indicates that the decomposed results of NCPD and NTD were different regarding the multi-domain feature of vMMN and its corresponding temporal, spectral and spatial components, and that NCPD failed in extracting the multi-domain feature of vMMN in this study.
Discussion
In this study, the multi-domain feature of a small ERP, visual MMN, is investigated by NCPD and NTD. It outperforms the conventionally used peak amplitude to discriminate two emotions in this study. Tensor factorization can also be regarded as a method for blind source separation and its performance can be based on the degree of the separation of mixtures of sources. 16 From this point of view, the fourth order tensor including the TFR of vMMN collected by the low-dense array in this study has been sufficiently decomposed through NTD, instead of NCPD. This is because the SNR of the small ERP, vMMN, is low and NTD conforming to the Tucker model can provide much more possibilities to decompose the tensor than NCPD based on the CP model.
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It is worth clarifying that EEG data can be categorized into three groups including the spontaneous EEG, single-trial ERP data and ERP data (averaged EEG over single trials). The former two groups can be objectives for the conventional classificationbased machine learning in the field of computer science. Hence, different kinds of features of spontaneous EEG [38] [39] [40] [41] [42] [43] [44] [45] and single-trial ERP data 18, 19, [46] [47] [48] have been extracted for the classification to diagnose, detect and predict diseases or tasks. However, the third group of EEG, i.e. ERP, is mostly used as the objective for the cognitive research in the fields of psychology and cognitive neuroscience. Consequently, although multi-domain features of EEG can be extracted by NCPD and NTD, [8] [9] [10] [11] 18, 19, 36, 37, 49, 50 the methodologies and the purposes to analyze the extracted features can be very different according to different types of EEG. Our study is based on ERPs, serving the cognitive research. Indeed, the framework using NTD to the extract the multi-domain features of ERPs has already been introduced in Ref. 11. Our study is different from Ref. 11 in three points. The first is that the multidomain features were carried by the component matrix of the subject/measurement factor in Ref. 11 and they are in the core tensor in this study. Second, the determination of the numbers of extracted components for different factors and the selection of the desired multi-domain feature of the studied ERP were not discussed in detail in Ref. 11 , and we try to fill the gap here. The last is that the two-dimensional time-frequency representation was vectorized and a third-order tensor with the factors of space by time-frequency by subject was formulated in Ref. 11 , and we keep the two dimensions and formulate the fourth-order tensor with the factors of space by time by frequency by subject. Actually, it is reasonable to vectorize the time-frequency representation which is derived from the one-factor time series. We do not follow this vectorization since we want to show the temporal and spectral components individually. We consider that researchers in the fields of psychology and cognitive neuroscience are usually much more familiar with the temporal and spectral components than the time-frequency representation. Furthermore, it is more intuitive to determine the numbers of extracted temporal and spectral components and evaluate the performance for the decomposition.
In the application of NTD to extract the multidomain feature of an ERP, the numbers of components to be extracted in different factors are very important. In this study, we attempt to discuss this problem and find it very challenging to answer. Empirically, when the extracted temporal, spatial and spectral components of an ERP by NTD can be interpreted by the properties of this ERP, those numbers of components chosen for NTD in different factors should be reasonable. From this point of view, our selection through empirical initialization and ARD for NTD was appropriate in this study.
Furthermore, we actually used ARD to validate the numbers of extracted components by NTD in three factors from the EEG data collected by a low-dense array including only 14 electrodes. The initialization of ARD for the numbers of spectral components and spatial components were based on the experience learned from the previous studies. For the same purpose, DIFFIT was used to determine the number of temporal components. We did try other options including models used in Fig. 3(a) for the initialization of ARD, however, the outputs of ARD were very similar to the respective initializations. This means that the estimation of ARD would not be unique given different initialization in this study. Based on results presented in Fig. 4 , this might be reasonable since desired multi-domain features of vMMN were extracted through multiple models. Hence, we can tell that there will be an optimal range for each number of extracted components for each factor. To determine the ranges for different factors can be very interesting and significant for NTD, which will be addressed in the future study. It should be noted that DIFFIT for NCPD in this study is not conclusive, but it works well for NTD. This indicates that when a given tensor cannot be sufficiently decomposed, DIFFIT is not appropriate to determine the number of extracted components for NTF.
When the EEG data are collected by a highdense array including much more electrodes, more options including the model order selection, cross validation and so on, can be used. Recently, in our independent work with some EEG data collected by high-dense array including 128 sensors, 51 we have found that through a model order selection method called GAP 34 the number of temporal components was about 120 in the conventionally processed ERP data and was about 14 in the ERP data which were cleaned by an optimal wavelet filter. 52 In this study, the number of temporal extracted components by NTD is 20. With the consideration that the nonnegative rank is higher and the wavelet for the timefrequency representation in this study is different from the wavelet used in Ref. 52 the results regarding the numbers of temporal components are comparable for the two ERP studies. Future data, including the auditory and visual ERPs, which implement those methods and procedures, and estimate the number of components to be extracted by NCPD and NTD from EEG data collected by the high-dense array, will be added. Furthermore, when the highdense EEG data are available, the group ICA can be performed 53 (EEG data here were collected by only 14 electrodes, and this is the reason group ICA was not used). In this study, the analysis conforms to the group level through NCPD and NTD. Hence, it would be very interesting to compare the two grouplevel-based methods for the ERP research.
Regarding the multi-domain feature selection, we designed a two-stage approach in this study to make full use of the prior knowledge of an ERP and the statistical test. For vMMN, we first excluded some irrelevant multi-domain features whose corresponding temporal and spectral components did not match the properties of the ERP; usually such prior knowledge is easily obtainable since the latency of an ERP to be studied is often roughly known and the spectral structure of an ERP is also coarsely available. And then, the statistical tests assisted to find the multidomain feature in which the difference between different experimental conditions was significant since the difference was one of interests in this study. Hence, the two-stage feature selection can be surely extended to study other ERPs, and tensor factorization can be used also for the exploratory research of ERPs. Moreover, if the prior knowledge about the spatial component is also known, the feature selection can be entirely based on the known properties of an ERP component in the time, frequency and spatial domains.
In this study, the multi-domain feature of vMMN elicited by the happy face had larger magnitude than that elicited by the fearful face in comparison to the neutral face. This result is highly compatible with results showing that, for example, in behavioral tasks requiring detection of target stimuli embedded among distractor stimuli, happy faces are detected faster than fearful faces. [54] [55] [56] Moreover, it has been shown recently that the detection advantage is based on visual saliency of the mouth area in the happy faces: the smile is a visually conspicuous feature that attracts attention reflexively.
57
The present results thus provide neurophysiological evidence that, at the early level of visual processing reflected in the N170/vMMN component, happy faces recruit more neural processing resources compared to fearful faces. Although this study only discusses the application of tensor factorization to extract multi-domain feature of an ERP from EEG data, tensor factorization can also be used to extract the multi-domain feature of functional magnetic resonance imaging (fMRI) data. For example, the time course of fMRI data at each voxel can first be transformed into the time-frequency domain, and then, a fourth-order tensor of fMRI data including the dimensions of time by frequency by voxel by subject can be formulated for tensor factorization to extract the multi-domain feature of interest. If the original three-dimensional voxels are not vectorized, a sixth-order tensor of fMRI data including the dimensions of time by frequency by voxel-X by voxel-Y by voxel-Z by subject can be composed for tensor factorization. By this way, the interactions of voxels in the spatial domain can also be exploited. The number of voxels is usually much and more than thousands, hence, a much faster tensor factorization algorithm will be required. Furthermore, the ICA-based approach usually uses hundreds of scans of fMRI data for extracting the desired spatial pattern. 53 For tensor factorization, there is no such limitation. It is expected that tensor factorization may probably extract desired spatial patterns with dozens of scans (or even fewer) of fMRI data.
