The conditional Entropy Power Inequality is a fundamental inequality in information theory, stating that the conditional entropy of the sum of two conditionally independent vector-valued random variables each with an assigned conditional entropy is minimum when the random variables are Gaussian. We prove the conditional Entropy Power Inequality in the scenario where the conditioning system is quantum. The proof is based on the heat semigroup and on a generalization of the Stam inequality in the presence of quantum conditioning. The Entropy Power Inequality with quantum conditioning will be a key tool of quantum information, with applications in distributed source coding protocols with the assistance of quantum entanglement.
Introduction
The Shannon differential entropy [1] of a random variable X with values in R n and probability density function p is
and quantifies the information got when the value of X is revealed. A fundamental problem in information theory is the following. Given a, b ∈ R, let X and Y be independent random variables with values in R n such that S(X) = a and S(Y ) = b. What is the minimum possible value of S(X + Y )? The Entropy Power Inequality [2] [3] [4] states that this minimum is achieved when X and Y have a Gaussian probability distribution with proportional covariance matrices, and reads
The Entropy Power Inequality is a fundamental tool of information theory [1] . It was introduced by Shannon to provide an upper bound to the information capacity of non-Gaussian channels [4] , and was later used to bound the information capacity region of the Gaussian broadcast channel [5] and the secret information capacity of the Gaussian wiretap channel [6] . The Entropy Power Inequality was also employed to prove the convergence in relative entropy for the central limit theorem [7] . Let the random variable X with values in R n be correlated with the random variable M with distribution according to the probability measure µ on the set M. The Shannon differential entropy of X conditioned on M is the expectation value of the Shannon differential entropy of X conditioned on the values assumed by M [1]:
The conditional Entropy Power Inequality [8, 9] solves the conditional version of the problem above. Given a, b ∈ R, let X and Y be random variables with values in R n correlated with the random variable M with values in M such that S(X|M ) = a and S(Y |M ) = b. Let us assume that X and Y are conditionally independent given M , i.e., for any m ∈ M, X and Y are independent if conditioned on M = m (if M is trivial, the conditional independence reduces to the standard independence). What is the minimum value of S(X + Y |M )? The conditional Entropy Power Inequality [8, 9] states that this minimum is achieved when, for any m ∈ M, X and Y conditioned on M = m have a Gaussian probability distribution with proportional covariance matrices, and the proportionality constant does not depend on m. The inequality is identical to the Entropy Power Inequality (2) with the entropies replaced by the conditional entropies:
The conditional Entropy Power Inequality is a key tool in information theory. Its main application is in the field of distributed source coding, where it is necessary to prove the converse theorems for the quadratic Gaussian CEO problem with two terminals [8, 10, 11] and for the Gaussian multi-terminal source coding problem with two sources [8, 12] . In the quadratic Gaussian CEO problem with two terminals there are two encoders, each of which observes a noisy version of the same signal assumed to have a Gaussian distribution. The goal of each encoder is to encode his observation using the minimum number of bits such that the original signal can be recovered from the encodings with a given bound on the average error. In the Gaussian multiterminal source coding problem with two sources, each encoder observes a perfect copy of a different signal, and the signals observed by the two encoders are correlated.
Our contribution
We prove the conditional Entropy Power Inequality (4) in the scenario where M is a quantum system, X and Y are conditionally independent given M and S(X + Y |M ), S(X|M ) and S(Y |M ) are the quantum conditional entropies (Theorem 10, see section 2 for the definitions).
A similar result has been proven for the sum of binary random variables [13] .
Entropic inequalities with classical conditioning easily follow from the corresponding unconditioned inequalities and from the definition (3) of conditional entropy via Jensen's inequality (see e.g. [9, Appendix A] or [8, Appendix A.5.2]). Since the quantum conditional entropy cannot be defined as in (3) [14] , the same method cannot be applied to entropic inequalities with quantum conditioning, whose proof is very challenging.
The Entropy Power Inequality (4) with quantum conditioning complements the conditional Entropy Power Inequality for bosonic quantum systems [9, 15] and the conditional Entropy Power Inequality for quantum additive noise channels [16] . In the conditional Entropy Power Inequality for bosonic quantum systems [9, 15] , the random variables X and Y are replaced by quantum Gaussian systems modeling the electromagnetic radiation and the sum X + Y is replaced by the beam-splitter operation [17] . In the conditional Entropy Power Inequality for quantum additive noise channels [16] , X is replaced by a quantum Gaussian system and Y is still a random variable representing classical noise added to the quantum state of the radiation.
The Entropy Power Inequality proven in this paper is optimal both with and without quantum conditioning. Indeed, if the quantum system M is trivial and X and Y are independent Gaussian random variables with proportional covariance matrices, equality is achieved in (4). On the contrary, the presence of quantum conditioning is fundamental for the optimality of the Entropy Power Inequalities for quantum Gaussian systems of Refs. [9, 15, 16] . If the quantum system M is not present, quantum Gaussian states do not achieve equality, hence the corresponding unconditioned inequalities are not optimal [18] [19] [20] [21] [22] [23] . The optimal inequality that would be saturated by quantum Gaussian states is the longstanding conjecture open since 2007 called Entropy Photon-number Inequality [24] , which has so far been proven only in some particular cases [25] [26] [27] [28] [29] [30] [31] [32] (see [33, 34] for a review).
Our proof of the Entropy Power Inequality with quantum conditioning is based on the perturbation with the heat semigroup and on a new Stam inequality for the Fisher information with quantum conditioning (Theorem 7).
The paper is structured as follows. In section 2 we define the conditional entropy and the conditional independence of random variables conditioned on a quantum system. In section 3 we prove the Stam inequality with quantum conditioning (Theorem 7), and in section 4 we prove the Entropy Power Inequality with quantum conditioning (Theorem 10). We conclude in section 5.
2 Random variables correlated with a quantum system
Conditional entropy
A state [35, 36] of the quantum system M is a positive linear operator with unit trace on the Hilbert space associated with M . The von Neumann entropy [35, 36] of the quantum system M in the state ρ is
Let the quantum system M be correlated with the random variable X with values in R n and probability density function p, i.e., for any x ∈ R n , let M be in the state ρ(x) if conditioned on X = x. In analogy with (3), we define the von Neumann entropy of M conditioned on X as [37, Section III.A.3], [38] , [39, ]
When M is a quantum system, conditioning on the values of M does not have a well-defined meaning [14] , hence S(X|M ) cannot be defined as in (3). When M is a classical random variable, the chain rule for the entropy implies the following relation:
All the entropies on the right-hand side of (7) are still well-defined when M is a quantum system, provided they are all finite, hence we take (7) 
Conditional independence
Since conditioning on the values of a quantum system does not have a welldefined meaning, we cannot apply to a quantum conditioning the classical definition of conditional independence. The random variables X and Y are conditionally independent given the random variable M iff the mutual information between X and Y conditioned on M
vanishes [1] . The right-hand side of (8) is well-defined also when M is a quantum system, hence we take (8) as the definition of the mutual information conditioned on a quantum system [35, 36] , and we say that X and Y are conditionally independent given the quantum system M iff
The de Bruijn identity and the Stam inequality with quantum conditioning
Our proof of the Entropy Power Inequality with quantum conditioning is based on the perturbation with the heat semigroup. The probability density function p(t) of the random variable X with values in R n evolved for time t ≥ 0 with the heat semigroup satisfies the equation
and p(t) is the probability density function of the random variable X + √ t Z, where Z is a normal Gaussian random variable with values in R n independent of X. The semigroup property implies Lemma 1 (semigroup property). Let X be a random variable with values in R n , and let Z 1 , Z 2 and Z be normal Gaussian random variables with values in R n such that X, Z 1 , Z 2 and Z are all independent. Then, for any t 1 , t 2 ≥ 0,
Definition 2 (Fisher information with quantum conditioning [16, Definition 8] ). Let X be a random variable on R n correlated with the quantum system M such that X 2 has finite average and the function x → ρ(x) is continuous in the trace norm, where for any x ∈ R n , ρ(x) is the quantum state of M conditioned on X = x. The Fisher information of X conditioned on M is
where Z is a normal Gaussian random variable on R n independent on both X and M . The limit (11) always exists, finite or infinite, from Lemma 3 below.
Lemma 3 ( [16, Theorem 2]). The function
is concave for any t ≥ 0.
Remark 4. If the quantum system M is trivial, the Fisher information with quantum conditioning coincides with the trace of the Fisher information matrix
where p is the probability density function of X.
The de Bruijn identity provides the link between the Fisher information and the growth rate of the entropy under the heat semigroup.
Proposition 5 (de Bruijn identity with quantum conditioning [16, Proposition 1]). Let X be a random variable on R n correlated with the quantum system M such that X 2 has finite average and the function x → ρ(x) is continuous in the trace norm, where for any x ∈ R n , ρ(x) is the quantum state of M conditioned on X = x. Then,
where Z is a normal Gaussian random variable on R n independent on both X and M . Remark 6. If the quantum system M is trivial, the de Bruijn identity with quantum conditioning (14) becomes the de Bruijn identity
exploited in the proof of the Entropy Power Inequality (2) of Ref. [3] .
Theorem 7 (Stam inequality with quantum conditioning). Let X and Y be random variables with values in R n correlated with the quantum system M such that X 2 and Y 2 have finite average and the function (x, y) → ρ(x, y) is continuous in the trace norm, where for any x, y ∈ R n , ρ(x, y) is the quantum state of M conditioned on X = x and Y = y. Let us assume that X and Y are conditionally independent given M , i.e.,
Then, for any 0 ≤ λ ≤ 1 the following linear Stam inequality holds:
Choosing
(17) becomes the Stam inequality
Proof. We have
(a) and (b) follow from the data-processing inequality and the chain rule for the quantum conditional mutual information, respectively; (c) follows from the positivity of the quantum conditional mutual information; (d) follows from (16) since
The claim (17) then follows taking the derivative with respect to t of both members of (20) at t = 0.
Remark 8. If the quantum system M is trivial, the Stam inequality with quantum conditioning (19) becomes the Stam inequality
on which the proof of the Entropy Power Inequality (2) of Ref. [3] is based.
In the proof of the Entropy Power Inequality we also need the asymptotic scaling of the entropy under the heat semigroup evolution.
Theorem 9 (asymptotic scaling of entropy with quantum conditioning [16, Theorem 4] ). Let X be a random variable with values in R n correlated with the quantum system M such that X and M both have finite entropy. Then,
where Z is a normal Gaussian random variable on R n independent on both X and M .
The Entropy Power Inequality with quantum conditioning
Theorem 10 (Entropy Power Inequality with quantum conditioning). Let X and Y be random variables with values in R n correlated with the quantum system M such that X 2 and Y 2 have finite average and the function (x, y) → ρ(x, y) is continuous in the trace norm, where for any x, y ∈ R n , ρ(x, y) is the quantum state of M conditioned on X = x and Y = y. Let us assume that X and Y are conditionally independent given M , i.e.,
Then, the following Entropy Power Inequality holds:
Proof. We will prove the following linear Entropy Power Inequality for any 0 ≤ λ ≤ 1: 
in (26) .
Let Z 1 , Z 2 and W be independent normal Gaussian random variables on R n uncorrelated from both X and M . We define for any t ≥ 0
We have from Proposition 5
From (24), X + √ λ t Z 1 and Y + √ λ t Z 2 are conditionally independent given M since from the data-processing inequality for the quantum conditional mutual information we have
Then, from (29) and Theorem 7 we have φ (t) ≥ 0 .
From the composition law of the heat semigroup we have
Then, from Lemma 3 φ(t) is a linear combination of concave functions, hence from (31)
Hence, we have from Theorem 9
and the claim (26) follows.
Conclusions
We have proven the Entropy Power Inequality with quantum conditioning (Theorem 10). This inequality complements the Entropy Power Inequality with classical conditioning [8] , the conditional Entropy Power Inequality for bosonic quantum systems [9] and the conditional Entropy Power Inequality for quantum additive-noise channels. The Entropy Power Inequality with classical conditioning was necessary in the field of distributed source coding to prove the converse theorems for the quadratic Gaussian CEO problem with two terminals [8, 10, 11] and for the Gaussian multi-terminal source coding problem with two sources [8, 12] . In the same way, the Entropy Power Inequality with quantum conditioning proven in this paper can be useful to prove the converse theorems for the quantum versions of the same problems, where the encoders can exploit a shared entangled quantum state.
