AdaBoost has been successfully applied to a number of classification tasks, seemingly defying problems of overfitting. AdaBoost performs gradient descent in an error function with respect to the margin. This method concentrates on the patterns which are hardest to learn. However, this property of AdaBoost can be disadvantageous for noisy problems. Indeed, theoretical analysis has shown that the margin distribution plays a crucial role in understanding this phenomenon. Loosely speaking, some outliers should be tolerated if this has the benefit of substantially increasing the margin on the remaining points.
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