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Abstract
Let k be an integer with k ≥ 2. A digraph D is k-quasi-transitive, if for any
path x0x1 . . . xk of length k, x0 and xk are adjacent. Suppose that there exists
a path of length at least k+2 in D. Let P be a shortest path of length k+2
in D. Wang and Zhang [Hamiltonian paths in k-quasi-transitive digraphs,
Discrete Mathematics, 339(8) (2016) 2094–2099] proved that if k is even and
k ≥ 4, then D[V (P )] and D[V (D) \ V (P )] are both semicomplete digraphs.
In this paper, we shall prove that if k is odd and k ≥ 5, then D[V (P )]
is either a semicomplete digraph or a semicomplete bipartite digraph and
D[V (D) \ V (P )] is either a semicomplete digraph, a semicomplete bipartite
digraph or an empty digraph.
Keywords: k-quasi-transitive digraph; semicomplete digraph; semicomplete
bipartite digraph
1. Terminology and introduction
We shall assume that the reader is familiar with the standard terminology
on digraphs and refer the reader to [2] for terminology not defined here. We
only consider finite digraphs without loops or multiple arcs. Let D be a
digraph with vertex set V (D) and arc set A(D). For any x, y ∈ V (D), we
will write x→ y if xy ∈ A(D), and also, we will write xy if x→ y or y → x.
For disjoint subsets X and Y of V (D), X → Y means that every vertex of
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X dominates every vertex of Y , X ⇒ Y means that there is no arc from Y
to X and X 7→ Y means that both of X → Y and X ⇒ Y hold. For subsets
X, Y of V (D), we define (X, Y ) = {xy ∈ A(D) : x ∈ X, y ∈ Y }. Let H be a
subset of V (D) and x ∈ V (D) \H . We say that x and H are adjacent if x
and some vertex of H are adjacent. For S ⊆ V (D), we denote by D[S] the
subdigraph of D induced by the vertex set S. The converse of D,
←−
D , is the
digraph which is obtained from D by reversing all arcs.
Let x and y be two vertices of V (D). The distance from x to y in D,
denoted d(x, y), is the minimum length of an (x, y)-path, if y is reachable
from x, and otherwise d(x, y) =∞. The distance from a set X to a set Y of
vertices in D is d(X, Y ) = max{d(x, y) : x ∈ X, y ∈ Y }. The diameter of D
is diam(D) = d(V (D), V (D)). Clearly, D has finite diameter if and only if it
is strong.
Let P = y0y1 . . . ym be a path or a cycle of D. For i < j, yi, yj ∈ V (P )
we denote the subpath yiyi+1 . . . yj of P by P [yi, yj]. Let Q = q0q1 . . . qn be
a vertex-disjoint path or cycle with P in D. If there exist yi ∈ V (P ) and
qj ∈ V (Q) such that yiqj ∈ A(D), then we will use P [y0, yi]Q[qj , qn] to denote
the path y0y1 . . . yiqjqj+1 . . . qn.
A digraph is quasi-transitive, if for any path x0x1x2 of length 2, x0 and
x2 are adjacent. The concept of k-quasi-transitive digraphs was introduced
in [6] as a generalization of quasi-transitive digraphs. A digraph is k-quasi-
transitive, if for any path x0x1 . . . xk of length k, x0 and xk are adjacent. The
k-quasi-transitive digraph has been studied in [4, 6, 7, 8, 9].
The following theorem completely characterizes strong quasi-transitive
digraphs in recursive sense.
Theorem 1.1. [1] Let D be a strong quasi-transitive digraph. Then there ex-
ists a strong semicomplete digraph S with vertices {v1, v2, . . . , vs} and quasi-
transitive digraphs {Q1, Q2, . . . , Qs} such that Qi is either a vertex or is
non-strong and D = S[Q1, Q2, . . . , Qs], where Qi is substituted for vi, i =
1, 2, . . . , s.
In [3], Galeana-Sa´nchez et al. characterized strong 3-quasi-transitive di-
graphs. Let Fn be a digraph with vertex set {x0, x1, . . . , xn} and arc set
{x0x1, x1x2, x2x0} ∪ {xix1, x0xi, i = 3, 4, . . . , n}, where n ≥ 3.
Theorem 1.2. [3] Let D be a strong 3-quasi-transitive digraph of order n.
Then D is either a semicomplete digraph, a semicomplete bipartite digraph,
or isomorphic to Fn.
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Let D be a strong k-quasi-transitive digraph with diam(D) ≥ k+2. Then
there exist two vertices u, v ∈ V (D) such that d(u, v) = k + 2. Let P be a
shortest (u, v)-path in D. In [9], Wang and Zhang proved that if k(≥ 4) is
even, then D[V (P )] and D[V (D) \ V (P )] are both semicomplete digraphs.
In Section 2, we prove the following theorem.
Theorem 1.3. Let k be an odd integer with k ≥ 5, D be a strong k-quasi-
transitive digraph with diam(D) ≥ k+2 and u, v ∈ V (D) such that d(u, v) =
k + 2. If P is a shortest (u, v)-path, then D[V (P )] is either a semicomplete
digraph or a semicomplete bipartite digraph and D[V (D) \ V (P )] is either a
semicomplete digraph, a semicomplete bipartite digraph or an empty digraph.
2. Main results
We begin with a rather trivial observation.
Remark 2.1. A digraph D is k-quasi-transitive if and only if
←−
D is k-quasi-
transitive.
Proposition 2.2. [4] Let k be an integer with k ≥ 2, D be a k-quasi-
transitive digraph and u, v ∈ V (D) such that d(u, v) = k + 2. Suppose that
P = x0x1 . . . xk+2 is a shortest (u, v)-path, where u = x0 and v = xk+2. Then
each of the following holds:
(1) xk+2 → xk−i, for every odd i such that 1 ≤ i ≤ k.
(2) xk+1 → xk−i, for every even i such that 1 ≤ i ≤ k.
From the above proposition, we have seen that for a longer path, there
are some structural property in a k-quasi-transitive digraph. There exist two
vertices u, v such that d(u, v) = k+2 in a strong digraph D with diam(D) ≥
k + 2. So for the rest of this paper, let k be an odd integer with k ≥ 5,
D denote a strong k-quasi-transitive digraph with diam(D) ≥ k + 2 and
P = x0x1 . . . xk+2 denote a shortest (u, v)-path in D, where u = x0 and
v = xk+2. Denote O(P ) = {x1, x3, . . . , xk+2} and E(P ) = {x0, x2, . . . , xk+1}.
First we show the following structural property on D[V (P )].
Lemma 2.3. Let xt and xs be two arbitrary vertices in V (P ) with s > t.
The following three statements hold.
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(1) D[V (P )] contains a semicomplete bipartite digraph as its subdigraph with
bipartition (O(P ), E(P )).
(2) There is a path of length k−2 from xs to xt in D[V (P )] when the parity
of s and t are different. Moreover, for any x, y ∈ V (D) \ V (P ), if
y → xs and xt → x, then xy.
(3) There is a path of length k−1 from xs to xt in D[V (P )] when the parity
of s and t are same. Moreover, for any x ∈ V (D) \ V (P ), if x → xs,
then xxt and x → xt if s ≥ t + 4; if xt → x, then xxs and xs → x if
s ≥ t + 4.
Proof. (1) It suffices to show that, for any xi ∈ E(P ) and xj ∈ O(P ), xixj .
By Proposition 2.2, xk+2 → {x0, x2, . . . , xk−1} and xk+1 → {x1, x3, . . . , xk−2}.
So we assume 0 ≤ i ≤ k − 1 and 1 ≤ j ≤ k. Clearly, xj−1xj and xj+1xj .
Now assume that i ≤ j − 3 or i ≥ j + 3. First consider the case 0 ≤ i ≤
j − 3. For i = 0, we proof xj → x0 by induction on j. The length of
the path P [x3, xk+2]x0 is k, which implies that x3x0 and further x3 → x0
since P is minimal. For the inductive step, let us suppose that xj → x0
for 3 ≤ j ≤ k − 2. The path P [xj+2, xk+1]P [x1, xj ]x0 implies xj+2x0 and
further xj+2 → x0. For i ≥ 2, the path P [xj , xk+1]P [xi+1, xj−2]P [x0, xi]
implies xixj . Now consider the case i ≥ j + 3. By the above argument,
we know that xi−1 → x0. The path P [xi, xk+1]P [xj+2, xi−1]P [x0, xj] implies
xixj . Therefore, D[V (P )] contains a semicomplete bipartite digraph as its
subdigraph with bipartition (O(P ), E(P )).
(2) Assume xs ∈ E(P ) and xt ∈ O(P ). If s−t = 1, then P [xs, xp]P [xp−k+2, xt]
is a path of length k−2, where p = k+1 when s = k+1 and p = k−1 when
s < k + 1. If s − t = 3, then P [xs, xk+1]P [x1, xt] is a path of length k − 2.
If s − t ≥ 5, then P [xs, xk+1]P [xt+2, xs−2]P [x1, xt] is a path of length k − 2.
Analogously, if xs ∈ O(P ) and xt ∈ E(P ), we can find the desired path.
Denote by Q the path from xs to xt of length k − 2 in D[V (P )]. Let
x, y ∈ V (D) \ V (P ). If y → xs and xt → x, then the path yQx implies xy.
(3) Assume xs, xt ∈ O(P ). If s ≤ k, then, by (2), there is a path Q
of length k − 2 from xs+1 to xt in D[V (P )]. By the proof of (2), observe
that we can find such a path Q so that xs /∈ V (Q). So xsQ is the desired
path. Now assume s = k + 2. For t = k, xk+2P [x2, xk] is the desired
path. For t ∈ {1, 3, . . . , k−2}, xk+2P [xt+1, xk−1]P [x1, xt] is the desired path.
Analogously, if xs, xt ∈ E(P ), we can find the desired path.
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Denote by R the path from xs to xt of length k − 1 in D[V (P )]. Let
x ∈ V (D) \ V (P ) be arbitrary. If x→ xs, then the path xR implies xxt and
x→ xt if s ≥ t+4 as P is minimal; if xt → x, then the path Rx implies xxs
and xs → x if s ≥ t+ 4 as P is minimal.
Lemma 2.4. If there exist two vertices xi, xj ∈ E(P ) or xi, xj ∈ O(P ) such
that xixj, then D[V (P )] is a semicomplete digraph and for any 1 ≤ t + 1 <
s ≤ k + 2, xs → xt.
Proof. Without loss of generality, assume that i < j. Thus, xj → xi. By
Lemma 2.3, every vertex of E(P ) is adjacent to every vertex of O(P ), that
is to say, for any xα and xβ such that α and β have different parity, we have
xαxβ, in particular, if α > β + 1, then xα → xβ by the minimality of P .
First we show that xk+2 → {x1, x3, . . . , xk}. We claim that for some
q ≥ 3 if xk+2 → xq, then xk+2 → xq−2. In fact, the length of the path
xk+2P [xq, xk+1]P [x1, xq−2] is k. So xk+2xq−2 and xk+2 → xq−2. Next we claim
that for some p ≥ 3 if xp → x1, then xp+2 → x1 (if xp+2 exists). In fact, the
length of the path P [xp+2, xk+2]P [x2, xp]x1 is k and so xp+2 → x1. Suppose
that xi, xj ∈ O(P ). If j = k + 2 or i = 1, then, by above two claims, we can
obtain that xk+2 → x1. Now assume that j ≤ k and i ≥ 3. Note that the
length of the path P [xj+2, xk+2]P [xi+1, xj]xiP [x0, xi−2] is k. So xj+2 → xi−2.
Repeating this way and using above two claims, we can obtain xk+2 → x1.
Suppose that xi, xj ∈ E(P ). Analogously, we can obtain xk+1 → x0. Note
that the length of the path xk+2P [x4, xk+1]x0x1 is k. So xk+2 → x1. Next we
show xk+2 → xk−p for 0 ≤ p ≤ k − 3 by induction on even p. For p = 0, the
path xk+2P [x1, xk] implies xkxk+2 and xk+2 → xk. For the inductive step, let
us suppose that xk+2 → xk−p for even p and 0 ≤ p ≤ k − 5. Then the path
of xk+2P [xk−p, xk+1]P [x1, xk−(p+2)] implies xk+2xk−(p+2) and xk+2 → xk−(p+2).
From now on, we have shown that xk+2 → {x1, x3, . . . , xk}.
Now we show that for any 1 ≤ t + 1 < s ≤ k + 2, xs → xt. It suffices
to show that, for any xt, xs ∈ O(P ) or xt, xs ∈ E(P ), there exists a path of
length k from xs to xt since P is minimal. Suppose that xs, xt ∈ O(P ). If
s = k + 2, then we are done. Assume s ≤ k. If s − t = 2, then the length
of the path P [xs, xk+2]P [x1, xt] is k. If s − t ≥ 4, then the length of the
path P [xs, xk+2]P [xt+2, xs−1]P [x1, xt] is k. Suppose that xs, xt ∈ E(P ). First
consider s = k + 1. If t = 0, then the length of the path xk+1xk+2P [x3, xk]x0
is k. If t ≥ 2, then the length of the path xk+1xk+2P [xt+1, xk]P [x2, xt] is
k. Now consider that s ≤ k − 1. If s − t = 2, then the length of the
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path P [xs, xk+1]P [x0, xt] is k. If s − t ≥ 4, then the length of the path
P [xs, xk+1]P [xt+2, xs−1]P [x0, xt] is k.
From now on, we have shown that D[V (P )] is a semicomplete digraph
and xs → xt for 1 ≤ t+ 1 < s ≤ k + 2.
According to Lemmas 2.3 and 2.4, we can easily obtain the following
theorem.
Theorem 2.5. The digraph D[V (P )] is either a semicomplete digraph or a
semicomplete bipartite digraph.
In the rest of the paper, we study the structure of D[V (D) \ V (P )].
Lemma 2.6. Let H be a digraph and u, v ∈ V (H) such that d(u, v) = n with
n ≥ 4 in H. Let Q = x0x1 . . . xn be a shortest (u, v)-path in H. If H [V (Q)]
is a semicomplete digraph, then, for any xi, xj ∈ V (Q) with 0 ≤ i < j ≤ n,
there exists a path of length p from xj to xi with p ∈ {2, 3, . . . , n − 1} in
H [V (Q)].
Proof. We proof the result by induction on n. For n = 4, it is not difficult
to check that the result is true. Suppose n ≥ 5. Assume j − i = n. It
must be j = n and i = 0. Then the length of the path xnP [x2, xp]x0 is
p, with p ∈ {2, 3, . . . , n − 1}. Now assume 1 ≤ j − i ≤ n − 1. Then
xi, xj ∈ V (H [x0, x1, . . . , xn−1]) or xi, xj ∈ V (H [x1, x2, . . . , xn]). Without loss
of generality, assume that xi, xj ∈ V (H [x0, x1, . . . , xn−1]). By induction,
there exists a path of length p from xj to xi with p ∈ {2, 3, . . . , n− 2}. Now
we only need to show that there exists a path of length n − 1 from xj to
xi. If j − i = 1, then P [xj, xn−1]P [x0, xi] is the desired path. If j − i = 2,
then P [xj, xn]P [x0, xi] is the desired path. If 3 ≤ j − i ≤ n − 1, then
P [xj, xn]P [xi+2, xj−1]P [x0, xi] is the desired path.
By Lemma 2.6, we can obtain the following lemma.
Lemma 2.7. Suppose that D[V (P )] is a semicomplete digraph. For any
x ∈ V (D) \ V (P ) and xi ∈ V (P ), if x → xi, then x and every vertex
of {x0, x1, . . . , xi−1} are adjacent; if xi → x, then x and every vertex of
{xi+1, xi+2, . . . , xk+2} are adjacent.
Proof. If x → xi, then for any xj ∈ {x0, x1, . . . , xi−1}, by Lemma 2.6, there
exists a path Q of length k − 1 from xi to xj . Then the path xQ implies
xxj . If xi → x, then for any xj ∈ {xi+1, xi+2, . . . , xk+2}, by Lemma 2.6, there
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exists a path R of length k − 1 from xj to xi. Then the path Rx implies
xxj .
Lemma 2.8. [8] Let k be an integer with k ≥ 2 and D be a strong k-quasi-
transitive digraph. Suppose that C = x0x1 . . . xn−1x0 is a cycle of length n
with n ≥ k in D. Then for any x ∈ V (D) \ V (C), x and V (C) are adjacent.
Lemma 2.9. [5] Let k be an integer with k ≥ 2 and D be a k-quasi-transitive
digraph. Suppose that C = x0x1 . . . xn−1x0 is a cycle of length n with n ≥ k in
D. For any x ∈ V (D) \ V (C), if x→ xi and x⇒ V (C), then x→ xi+(k−1);
if xi → x and V (C) ⇒ x, then xi−(k−1) → x, where the subscripts are taken
modulo n.
Note that xk+2 → x0 and so P contains a cycle x0x1 . . . xk+2x0 of length
k + 3. Combining this with Lemma 2.8, every vertex of V (D) \ V (P ) is
adjacent to V (P ). Hence we can divide V (D) \ V (P ) into three sets: I =
{x ∈ V (D) \ V (P ) : x⇒ V (P )}, W = {x ∈ V (D) \ V (P ) : V (P )⇒ x} and
B = V (D) \ (V (P ) ∪W ∪ I). One of I, W and B may be empty.
Lemma 2.10. For any x ∈ V (D) \ V (P ), the following hold:
(1) Suppose x ∈ I. If there exists a vertex xi ∈ E(P ) such that x→ xi, then
x 7→ E(P ); if there exists a vertex xi ∈ O(P ) such that x → xi, then
x 7→ O(P ).
(2) Suppose x ∈ W . If there exists a vertex xi ∈ E(P ) such that xi → x,
then E(P ) 7→ x; if there exists a vertex xi ∈ O(P ) such that xi → x,
then O(P ) 7→ x.
(3) Suppose x ∈ B. If x and O(P ) are adjacent, then either x and every ver-
tex of O(P ) are adjacent or there exist two vertices xs, xt ∈ O(P ) with
3 ≤ t < s ≤ k such that {xs, xs+2, . . . , xk+2} 7→ x 7→ {x1, x3, . . . , xt}; If
x and E(P ) are adjacent, then either x and every vertex of E(P ) are
adjacent or there exist two vertices xs, xt ∈ E(P ) with 2 ≤ t < s ≤ k−1
such that {xs, xs+2, . . . , xk+1} 7→ x 7→ {x0, x2, . . . , xt}.
Proof. (1) First assume that there exists a vertex xi ∈ E(P ) such that x→
xi. Recall that x0x1 . . . xk+2x0 is a cycle of length k + 3. From now on, the
subscripts are taken modulo k + 3. By Lemma 2.9, x → xi+(k−1). Without
loss of generality, assume i = 0. Denote U = {m(k − 1) ∈ Zk+3, m ∈ Z}.
Repeating using Lemma 2.9, we can obtain x → U . It is easy to see that
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U = {md : m ∈ {0, 1, 2, . . . , k+3
d
− 1}}, where d = gcd(k − 1, k + 3) (here,
gcd means the greatest common divisor.) Note that d ≥ 2 as k is odd. So
there exist two integers a and b such that k − 1 = da and k + 3 = db. Thus,
4 = (k + 3)− (k − 1) = db− da = d(b− a). From this, we know that d = 2
or d = 4.
If d = 2, then U = {0, 2, . . . , k + 1}. So x → E(P ) and furthermore
x 7→ E(P ) by the definition of I. Now assume d = 4. It is easy to see that
U = {0, 4, . . . , k− 1}. So x 7→ {x0, x4, . . . , xk−1}. Let xj ∈ {x2, x6, . . . , xk−3}
be arbitrary. Note that x 7→ xj+2. The path xC[xj+2, xk+1]C[x1, xj ] implies
xxj and so x 7→ xj . In addition, xC[x2, xk+1] implies that xxk+1 and so
x→ xk+1. Analogously, if there exists xi ∈ O(P ) such that x→ xi, then we
can obtain x 7→ O(P ).
(2) By Remark 2.1, considering the converse of D, the statement is obvi-
ous.
(3) By the definition of B, we have (x, V (P )) 6= ∅ and (V (P ), x) 6= ∅.
First assume that x and O(P ) are adjacent. Without loss of generality,
assume that (x,O(P )) 6= ∅, otherwise consider the converse of D. If x and
every vertex of O(P ) are adjacent, then we are done. Now assume that there
exists xn0 ∈ O(P ) such that x and xn0 are not adjacent. By Lemma 2.3(3),
x ⇒ {x1, x3, . . . , xn0−2} and {xn0+2, xn0+4, . . . , xk+2} ⇒ x. From this with
(x,O(P )) 6= ∅, we have n0 ≥ 3. Take t = max{i : x → xi and xi ∈ O(P )}.
Then 1 ≤ t < n0. By Lemma 2.3(3), x and every vertex {x1, x3, . . . , xt} are
adjacent and furthermore x 7→ {x1, x3, . . . , xt}. By Lemma 2.9 and x→ x1,
we have xxk. If x → xk, then t ≥ k and so n0 = k + 2. But x → x3 and
Lemma 2.9 implies xxk+2, a contradiction. Thus xk 7→ x. This together with
Lemma 2.3(3) implies xxk+2 and moreover xk+2 7→ x. Take s = min{i : xi →
x and xi ∈ O(P )}. Thus n0 < s ≤ k. By Lemma 2.3(3), x and every vertex
of {xs, xs+2, . . . , xk+2} are adjacent and furthermore {xs, xs+2, . . . , xk+2} 7→
x. Then x3x4 . . . xk+2x implies that xx3 and so 3 < n0. This also implies
t ≥ 3. The proof is similar to the above argument when x and E(P ) are
adjacent. So we omit it.
Lemma 2.11. If D[V (P )] is a semicomplete digraph, then for any x ∈ B,
either x and every vertex of V (P ) are adjacent or there exist two vertices
xt, xs ∈ V (P ) with 4 ≤ t + 1 < s ≤ k − 1 such that {xs, . . . , xk+2} 7→ x 7→
{x0, . . . , xt}.
Proof. If x and every vertex of V (P ) are adjacent, then we are done. Suppose
not. By the definition of B, (x, V (P )) 6= ∅ and (V (P ), x) 6= ∅. Take t =
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max{i : x → xi} and s = min{j : xj → x}. By Lemma 2.7, x and every
vertex V (P [x0, xt−1]) are adjacent and x and every vertex of V (P [xs, xk+2])
are adjacent. Furthermore, since x and some vertex of V (P ) are not adjacent,
we can conclude that s > t+ 1 and {xs, . . . , xk+2} 7→ x 7→ {x0, . . . , xt}.
By Lemmas 2.6 and 2.10, we can obtain the following lemma.
Lemma 2.12. Suppose that D[V (P )] is a semicomplete digraph. For any
x ∈ I, x 7→ V (P ) and for any y ∈ W , V (P ) 7→ y.
Lemma 2.13. If D[V (P )] is a semicomplete digraph, then D[V (D) \ V (P )]
is a semicomplete digraph.
Proof. According to Lemmas 2.11 and 2.12, similar to the proof of Lemma
2.11 in [9], the result can be shown.
Lemma 2.14. If D[V (P )] is a semicomplete bipartite digraph, then D[B] is
either a semicomplete bipartite digraph or an empty digraph.
Proof. Now we divide B into two subsets. DenoteB1 = {x ∈ B : x and E(P )
are adjacent} and B2 = {x ∈ B : x and O(P ) are adjacent}. One of B1 and
B2 may be empty.
First we claim B1 ∩ B2 = ∅. Suppose not. Let x ∈ B1 ∩ B2 be arbitrary.
It is not difficult to obtain that there exist two vertices xi and xj in V (P )
such that xi → x → xj and the parity of i and j is different. Without loss
of generality, assume that j is even and i is odd. Take t = max{i : xi →
x and xi ∈ O(P )} and r = min{j : x → xj and xj ∈ E(P )}. By Lemma
2.3(3), t = k or k+2 and r = 0 or 2. If t = k, the path xk+1xk+2P [x4, xk]xxr
implies that xk+1xr. Note that xk+1, xr ∈ E(P ). If t = k + 2, then the path
P [x4, xk+2]xxr implies that x4xr. Note that x4, xr ∈ E(P ). We have found
two vertices of E(P ) such that they are adjacent. By Lemma 2.4, D[V (P )]
is a semicomplete digraph, a contradiction. Hence B1 ∩ B2 = ∅.
Now we show that every vertex of B1 and every vertex of B2 are adjacent.
Let x ∈ B1 and y ∈ B2 be arbitrary two vertices. Suppose, on the contrary,
that x and y are not adjacent. Note that for any xi ∈ V (P ), it is impossible
that x→ xi and xk−2+i → y both hold, otherwise, xxixi+1 . . . xk−2+iy implies
that xy, a contradiction, where the subscripts are taken modulo k + 3. By
Lemma 2.3(2), if y → xj for some xj ∈ O(P ), then x ⇒ {x0, . . . , xj−1} ∩
E(P ). Analogously, if x→ xi for some xi ∈ E(P ), then y ⇒ {x0, . . . , xi−1}∩
O(P ). By Lemma 2.10, x and every vertex of {x0, x2, xk−1, xk+1} are adjacent
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and y and every vertex of {x1, x3, xk, xk+2} are adjacent. Suppose y → xk.
Then we have x ⇒ {x0, x1, . . . , xk−1} ∩ E(P ), in particular, x → xk−1. By
the definition of B and B1 ∩ B2 = ∅, xk+1 → x. So it must be x3 → y,
otherwise yx3x4 . . . xk+1x implies xy, a contradiction. But it is impossible
as x → xk−1. Therefore xk 7→ y. This implies x2 7→ x and furthermore
{x3, x5, . . . , xk, xk+2} ⇒ y, in particular, x3 → y. By the definition of B and
B1 ∩B2 = ∅, we have y → x1. So x→ xk−1. But it is impossible as x3 → y.
Thus xy. By the arbitrariness of x and y, every vertex of B1 and every vertex
of B2 are adjacent.
Next we show that B1 and B2 both are independent sets. Suppose not.
Without loss of generality, assume that there exist two vertices x′, x′′ ∈ B1
such that x′ → x′′. By the definition of B1 and B1 ∩ B2 = ∅, there exists
xi ∈ E(P ) such that x
′′ → xi. But the path x
′x′′C[xi, xi+(k−2)] implies
x′xi+k−2. Note that i + k − 2 is odd. This is a contradiction to x
′ ∈ B1. If
one of B1 and B2 is empty, then D[B] is an empty digraph, otherwise D[B]
is a semicomplete bipartite digraph.
Theorem 2.15. The subdigraph induced by V (D) \ V (P ) is either a semi-
complete digraph, a semicomplete bipartite digraph or an empty digraph.
Proof. By Theorem 2.5, D[V (P )] is either a semicomplete digraph or a semi-
complete bipartite digraph. If D[V (P )] is a semicomplete digraph, then by
Lemma 2.13, we are done. Now consider that D[V (P )] is a semicomplete
bipartite digraph. From now on, all subscripts appearing in this proof are
taken modulo k + 3.
By Lemma 2.14, D[B] is either a semicomplete bipartite digraph or an
empty digraph. By Lemma 2.10, for any x ∈ I, either x 7→ E(P ) or x 7→
O(P ) or both and for any y ∈ W , either E(P ) 7→ y or O(P ) 7→ y or both.
Hence, we divide I into two sets: I1 = {x ∈ I : x 7→ E(P )} and I2 = {x ∈
I : x 7→ O(P )} and divide W into two sets: W1 = {x ∈ W : E(P ) 7→ x}
and W2 = {x ∈ W : O(P ) 7→ x}. B1 and B2 are defined similar to Lemma
2.14. Now we show that D[I] is either a semicomplete bipartite digraph or
an empty digraph. If |I| ≤ 1, there is nothing to prove. Now assume |I| ≥ 2.
Since D is strong and (V (P ), I) = ∅, we have B∪W 6= ∅ and (B∪W, I) 6= ∅.
Define I˜ = {x ∈ I : (B ∪W,x) 6= ∅}. Clearly, I˜ 6= ∅.
To complete the proof of this theorem, we first give the following several
claims.
Claim 1. Every vertex of Ii is adjacent to every vertex of B3−i ∪W3−i and
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every vertex of Wi is adjacent to every vertex of B3−i for i = 1, 2.
Proof. Let x ∈ I1 and y ∈ B2∪W2 be arbitrary. By the definition of B2∪W2,
there exists xi ∈ O(P ) such that xi → y. Then the path xC[xi+5, xi]y is a
path of length k, which implies that xy. Analogously, we can show that every
vertex of I2 is adjacent to every vertex of B1 ∪W1 and every vertex of Wi is
adjacent to every vertex of B3−i for i = 1, 2.
Claim 2. Let Q = y0y1 . . . yq be a path of V (D) \ V (P ) with q ≤ k − 1.
Suppose that there exists xi ∈ V (P ) such that xi → y0. If i and q have
the same parity, then yq and E(P ) are adjacent; if the parity of i and q are
different, then yq and O(P ) are adjacent.
Proof. Note that x(q+i)−(k−1) . . . xiy0 . . . yq is a path of length k, which implies
x(q+i)−(k−1)yq. If i and q have the same parity, then (q + i)− (k − 1) is even
and so x(q+i)−(k−1) ∈ E(P ). If the parity of i and q are different, then
(q + i)− (k − 1) is odd and so x(q+i)−(k−1) ∈ O(P ).
Similar to Claim 2, we can obtain the following claim.
Claim 3. Let Q = y0y1 . . . yq be a path of V (D) \ V (P ) with q ≤ k − 1.
Suppose that there exists xj ∈ V (P ) such that yq → xj . If j and q have
the same parity, then y0 and E(P ) are adjacent; if j and q have the different
parity, then y0 and O(P ) are adjacent.
Claim 4. (W, I) = ∅.
Proof. Suppose not. Let xy be an arc from W to I. By Lemma 2.10(1) and
(2), there exist xi ∈ {x0, x1} and xj ∈ {xk+1, xk+2} such that xi → x and
y → xj . Since P is minimal, we have d(xi, xj) ≥ k ≥ 5. However xixyxj is a
path of length 3, a contradiction.
Claim 5. (Bi, Ii) = ∅ and (Wi, Bi) = ∅, for i = 1, 2.
Proof. Assume (B1, I1) 6= ∅. Let xy be an arc from B1 to I1. By Lemma
2.10(1), y → xk+1. Consider the path xy. By Claim 3, x and O(P ) are
adjacent. Since B1∩B2 = ∅, it is impossible. Thus (B1, I1) = ∅. Analogously,
we can show that (B2, I2) = ∅ and (Wi, Bi) = ∅, for i = 1, 2.
Claim 6. I1 ∩ I2 = ∅ and W1 ∩W2 = ∅.
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Proof. Suppose I1 ∩ I2 6= ∅. Let z ∈ I1 ∩ I2 be arbitrary. By Lemma
2.10(1), z 7→ V (P ) and by Claim 1, z and every vertex of B ∪W is adjacent.
According to Claims 4 and 5, we can conclude that z 7→ B ∪W . That is to
say, I1∩I2 7→ B∪W , which also implies that for any w ∈ I˜, w /∈ I1∩I2. Since
D is strong, there exist v ∈ I1 ∩ I2 and u ∈ I˜ such that u → v. According
to Claim 3 and v → V (P ), u ∈ I1 ∩ I2, a contradiction. Hence I1 ∩ I2 = ∅.
Analogously, we can show that W1 ∩W2 = ∅.
By Claims 3 and 6, we have the following claim.
Claim 7. Ii and Wi are both independent sets, for i = 1, 2.
Claim 8. (Ii, Bi) = ∅ and (Bi,Wi) = ∅, for i = 1, 2.
Proof. Assume (I1, B1) 6= ∅. Let uv be an arc from I1 to B1. There exists
xi ∈ E(P ) such that v → xi. Then by Claim 4, u and O(P ) are adjacent, a
contradiction. Thus (I1, B1) = ∅. Analogously, we can show that (I2, B2) = ∅
and (Bi,Wi) = ∅, for i = 1, 2.
Claim 9. For any w ∈ I \ I˜, dD[I](I˜ , w) <∞.
Proof. Since D is strong, w is reachable from I˜ in D. Let Q = y0y1 . . . ym
be a shortest path from I˜ to w in D, where y0 ∈ I˜, ym = w and m ≥ 1.
Now we show V (Q) ⊂ I˜. Because ym ∈ I \ I˜, we have ym−1 ∈ I. Denote
r = min{j : yj, . . . , ym ∈ I}. If r ≥ 1, then yr−1 /∈ I. By the definition of I˜,
yr ∈ I˜. Then yr . . . ym is a shorter path from I˜ to w than Q, a contradiction.
Hence r = 0 and so V (Q) ⊂ I.
Claim 10. (Ii,Wi) = ∅ for i = 1, 2.
Proof. Assume (I1,W1) 6= ∅. Let uv be an arc from I1 to W1. If u ∈ I˜,
then by Claims 4 and 5, there exists z ∈ B2 such that z → u. There exists
xi ∈ O(P ) such that xi → z. Consider the path zuv. By Claim 3, v and
O(P ) are adjacent, a contradiction. Hence u /∈ I˜. By Claim 9, there exists
a path Q = u0u1 . . . ut from I˜ to u in D[I], where u0 ∈ I˜ and ut = u. If
t ≥ k − 1, then ut−(k−1) . . . utv is a path of length k, which implies ut−(k−1)v
and furthermore ut−(k−1) → v by Claim 4. Repeating using this way, there
exists an integer i0 such that ut−i0(k−1) → v and 0 ≤ t − i0(k − 1) < k − 1.
Note that ut−i0(k−1) ∈ I1. So we assume, without loss of generality, that
t ≤ k − 2.
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If u0 ∈ I1, then, by Claim 7, t is even and so t ≤ k − 3. Since u0 ∈ I˜ and
I1 ⇒ B1∪W , there exists y ∈ B2 such that y → u0 and there exists xj ∈ O(P )
such that xj → y. Consider the path R1 = yu0 . . . utv. Note that the length
of R1 is even. By Claim 2, v and O(P ) is adjacent, a contradiction. If u0 ∈ I2,
we have t is odd. Since u0 ∈ I˜ and I2 ⇒ B2 ∪W , there exists y ∈ B1 such
that y → u0 and there exists xi ∈ E(P ) such that xi → y. Consider the path
R2 = yu0 . . . utv. By Claims 5 and 8, we have that y and v are not adjacent
and so t ≤ k − 4. By Claim 2, v and O(P ) is adjacent, a contradiction.
Therefore, (I1,W1) = ∅. Analogously, we can show (I2,W2) = ∅.
Claim 11. Every vertex of I˜ ∩ Ii is adjacent to every vertex of I3−i for
i = 1, 2.
Proof. Let x ∈ I˜ ∩ I1 and x
′′ ∈ I2 be arbitrary. By Claims 4 and 5, there
exists y ∈ B2 such that y → x and furthermore there exists xj ∈ O(P ) such
that xj → y. Then x
′′P [xj−(k−3), xj ]yx implies x′′x. Analogously, we can
show that every vertex of I˜ ∩ I2 is adjacent to every vertex of I1.
Now we return the proof of the theorem. By Claim 7, I1 and I2 are both
independent sets. If one of I1 and I2 is an empty set, then D[I] is an empty
digraph. Assume that I1 and I2 are both nonempty sets.
Now we show that D[I] is a semicomplete bipartite digraph. Using Claim
11, we only need to prove that D[I \ I˜] is a semicomplete bipartite digraph.
Let x′ ∈ I1 \ I˜ and x
′′ ∈ I2 \ I˜ be arbitrary. We shall show that x′x′′. By
Claim 9, dD[I](I˜ , x
′) < ∞ and dD[I](I˜ , x
′′) < ∞. Without loss of generality,
assume that dD[I](I˜ , x
′) ≤ dD[I](I˜ , x
′′). Let R = z0z1 . . . zm be a shortest path
from I˜ to x′ in D[I], where z0 ∈ I˜ and zm = x
′. By the minimality of R,
z1, . . . , zm ∈ I \ I˜. In addition, x
′′ /∈ V (R). By the definition of I˜, there
exists y ∈ B such that y → z0.
Assume that z0 ∈ I1. In this case y ∈ B2 and there exists xj ∈ O(P )
such that xj → y. By Claim 7 and x
′ ∈ I1, we have m is even and so
m ≥ 2. By Claim 11, z0x′′ and x
′′ → z0 as dD[I](I˜ , x
′) ≤ dD[I](I˜ , x
′′). If
m ≤ k−3, then x′′P [xj−(k−3−m), xj ]yR implies that x′′zm. If m = k−1, then
x′′R implies x′′zm. The proof for the case m ≥ k− 1 is by induction on even
m with the case m = k−1 as the basis. By induction, x′′ and every vertex of
{z0, z2, . . . , zm−2} are adjacent, in particular, x
′′ and zm−(k−1) are adjacent.
As dD[I](I˜ , x
′) ≤ dD[I](I˜, x
′′), x′′ → zm−(k−1). Note that x
′′R[zm−(k−1), zm] is
a path of length k, which implies that x′′zm.
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Now consider the case z0 ∈ I2. In this case y ∈ B1 and x
′′ → y. There
exists xj ∈ E(P ) such that xj → y. According to Claim 7 and x
′ ∈ I1,
we have m is odd and m ≥ 1. If m ≤ k − 3, then x′′P [xj−(k−3−m), xj]yR
implies that x′′zm. If m = k − 2, then x
′′yR implies that x′′zm. The proof
for the case m ≥ k is by induction on odd m with the case m = k − 2 as the
basis. By induction, x′′ and every vertex of {z1, z3, . . . , zm−2} are adjacent,
in particular, x′′ and zm−(k−1) are adjacent. As dD[I](I˜, x
′) ≤ dD[I](I˜ , x
′′),
x′′ → zm−(k−1). Then the path x
′′R[zm−(k−1), zm] implies x′′zm. From now
on, we have shown that D[I] is either a semicomplete bipartite digraph or an
empty digraph. Analogously, we can show that D[W ] is either a semicom-
plete bipartite digraph or an empty digraph. Recalled that D[B] is either a
semicomplete bipartite digraph or an empty digraph. Combining these with
Claims 1,5,8 and 10, we have that D[V (D) \ V (P )] is either a semicomplete
bipartite digraph or an empty digraph.
From Theorems 2.5 and 2.15, Theorem 1.3 holds.
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