Within the glass regime of thermal systems with purely repulsive interactions at low temperatures, we observe two interesting phenomena associated with the zero-temperature (T ¼ 0) jamming transition.
Introduction
As described by the seminal jamming phase diagram, 1 a packing of frictionless spheres interacting via repulsion undergoes the T ¼ 0 jamming transition at a critical point denoted as 'J', which generalizes the jamming of so materials such as colloids and granular materials. [2] [3] [4] At T ¼ 0, the jamming transition is strictly characterized by the emergence of rigidity (positive elastic moduli) when the coordination number is equal to the isostatic value z c ¼ 2d, where d is the dimension of space. According to the Maxwell's criterion, 5 isostaticity is the minimum requirement for a system to maintain mechanical stability, so the system at Point J is right on the verge of instability. As one of the most special features of the T ¼ 0 jamming transition, isostaticity is of great consequence to the vibrational properties of jammed solids. For instance, recent theoretical work and simulations have demonstrated that isostaticity leads to the low-frequency attening of the density of vibrational states (DOVS), a characteristic frequency associated with the Ioffe-Regel limit and boson peak, and constant mode energy diffusivity in the T ¼ 0 jammed solids. [6] [7] [8] [9] In addition to isostaticity, the T ¼ 0 jamming transition at Point J exhibits interesting but elusive critical behaviors. In marginally jammed solids slightly above Point J, typical quantities such as the coordination number, elastic moduli, and characteristic frequency are all scaled well with f À f c , where f is the volume fraction of marginally jammed solid and f c is the critical volume fraction at Point J. [6] [7] [8] [9] [10] [11] Although the value of f c may rely on protocols to generate jammed states, 12,13 the critical scaling is not violated. 13 Multiple dynamical lengths which diverge at Point J have also been observed in analysis of nite size effects, [14] [15] [16] response to external perturbations, [17] [18] [19] [20] aging, 21 and dispersion relationship. [6] [7] [8] However, it has not come to the conclusion whether Point J can be simply regarded as a conventional critical point due to the lack of a convincing static correlation length diverging at Point J. It thus still remains elusive what type of transition the T ¼ 0 jamming transition belongs to.
A similar scenario to the T ¼ 0 jamming transition is the glass transition. 22, 23 Glass transition happens when the relaxation time or viscosity of a glass former exceeds the measurable time window. The jamming transition and glass transition both describe the transition from a liquid to a disordered solid, and thus share some similarities. The similarities ignite the initial idea of the jamming phase diagram to make connections between these two transitions. However, recent theoretical work and simulations indicate that the glass transition of hard spheres or so spheres in the T ¼ 0 limit happens at a lower volume fraction than Point J. 2, [24] [25] [26] It is then problematic to simply mix up these two transitions. The disagreement between these two transitions in the hard sphere limit is not a total surprise: the glass transition is a process of kinetic arrest which still allows particles to move in cage, while the T ¼ 0 jamming transition is the complete freeze of particle motion. In the gap between these two transitions, the system is unjammed at T ¼ 0 but caged as a glass under thermal excitation, which may therefore cause some unusual dynamics in this regime.
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One of the main difficulties of both the jamming transition and glass transition is that the structure during the transition does not change signicantly. The structural similarities and absence of long range order during the transition obscure proper order parameters to show a diverging static correlation length. Only recently, a structural vestige of the T ¼ 0 jamming transition has been observed in experiments and simulations of thermal colloidal systems.
2,28 At Point J, particles are just in contact, inducing a d-function-like rst peak of the pair distribution function g(r). 29, 30 At T > 0, g 1 , the height of the rst peak of g(r) reaches a maximum value g max 1 at a temperature dependent volume fraction (pressure). In the T ¼ 0 limit, g max 1 diverges at Point J.
2
To understand the emergence of g max 1 , recent mean-eld theory approaches applying the replica method have successfully reproduced g(r) at low temperatures and predicted some scaling laws. 31, 32 However, it still remains an open question whether there are any embedded physics associated with the emergence of g relates to the T ¼ 0 jamming transition.
In this paper, we probe properties of low-temperature systems near Point J by varying the pressure p via molecular dynamics (MD) simulations, the focus being on the vibrational properties and underlying physics of g max 1 . We nd that the DOVS exhibits a low-frequency plateau when time-averaged coordination number is equal to the isostatic value at a crossover pressure p i which is scaled well with the temperature and vanishes at Point J. Therefore, the attening of the DOVS is strongly coupled with isostaticity not only at the T ¼ 0 jamming transition as studied well before 6-8 but also in thermal systems at low temperatures. By carefully studying some material properties across g is not by chance. It is accompanied by some remarkable signs such as the maximum coordination number uctuation and equality of the kinetic and potential energies. Furthermore, the scaling laws present at the emergence of isostaticity and g max 1 lead to scaling collapse of multiple structural and thermodynamical quantities and therefore demonstrate the criticality of the T ¼ 0 jamming transition at Point J.
Methods
We perform MD simulations at constant temperature and pressure in a cubic box with length L consisting of N ¼ 1000 spheres with an identical mass m. Periodic boundary conditions are applied in all directions. Larger systems of N $ 10 000 spheres are also studied to conrm that there are no signicant system size effects. To avoid crystallization, we study bidisperse systems. Half of the spheres have a diameter of s, while the other half have s L ¼ 1.4s. We have veried that there is no formation of crystalline states during our simulations.
At constant temperature and pressure, the system evolves according to the following equations of motion:
wherer i andṽ i are the position and velocity of particle i, F ij ¼ ÀVV ij is the force exerted on particle i by particle j, and x and c are Lagrange multipliers to maintain constant temperature and pressure. The inter-particle potential
when the separation between particles i and j, r ij , is less than the sum of their radii s ij , and zero otherwise. Here, we study both harmonic (a ¼ 2) and Hertzian (a ¼ 5/2) repulsions. We integrate the equations of motion using Gear predictor-corrector algorithm. 33 We set the units of mass, energy, and length to be m, 3, and s, and the Boltzmann constant k B ¼ 1. The frequency u is in the units of ffiffiffiffiffiffiffiffiffiffiffiffiffi 3=ms 2 p . In thermal systems, the DOVS, D(u), can be measured from the Fourier transform of the velocity correlation function
where hi denotes the time and particle average. A recent development of the particle displacement correlation matrix is another effective approach to analyze the vibration of thermal glassy systems. [35] [36] [37] [38] [39] The frequency and polarization vectors of the normal modes of vibration can be obtained from the diagonalization of the matrix. We apply this method as well and nd the quantitative agreement between these two methods in the glassy regime except near the glass transition.
As people usually do for binary mixtures, we measure the pair distribution function for large particles:
where the sum is over all large particles and hi denotes the time average. To correctly measure the height of the rst peak of the pair distribution function g 1 , we use small binning sizes to guarantee that there are sufficient data points in the rst peak of g(r). The binning sizes are typically of the order of 10 À4 in the unit of small particle diameter and tuned slightly with the pressure and temperature. At a xed temperature, the glass transition happens at a pressure p g estimated from the Vogel-Fulcher t to the relaxation time s:
where s 0 and A are constants. The relaxation time is extracted from the self-part of the intermediate scattering function
where the sum is over all large particles,r j (t) is the location of particle j at time t, andk is chosen in the x-direction whose amplitude is approximately the value at the rst peak of the static structure factor. We dene the relaxation time s to be the time at which F(k,s) ¼ e À1 F(k,0).
In the liquid regime, we take data aer the systems have been equilibrated over several relaxation times. In this equilibrium regime, the results will not change with the time average as long as the average is taken over a long enough time. In the glass regime, because the systems are out of thermal equilibrium, there is no time that is 'long enough'. We wait for a long time before taking data in order to avoid the transient effects from the initial states. To test if our results in the glass regime rely on the history, we start from completely different initial states and let them evolve to the same nal pressure and temperature. As shown in Fig. 1(a) , g(r) differs signicantly for the initial states. However, when all these states evolve to the same pressure and temperature, they have exactly identical g(r) (see Fig. 1(b) ). We have also checked the other quantities concerned about in this paper and do not see signicant historic dependence. Therefore, although we are exploring non-equilibrium glassy states, the results reported here are still valid. Our test also validates previous studies in the same parametric space.
2,31
3 Isostaticity and flattening of the DOVS One of the most striking features of the T ¼ 0 jamming transition is the presence of the low-frequency plateau in the DOVS of marginally jammed solids. 6 Isostaticity plays the key role in the determination of this feature. 7 In thermal systems, it is less meaningful to consider isostaticity due to thermal uctuations. However, at low temperatures when thermal uctuations are small, the time-averaged coordination number still contains useful structural information. It is thus interesting to know at a xed low temperature whether there exists a crossover pressure at which the time-averaged coordination number is equal to the isostatic value and how the crossover pressure scales with the temperature. If isostaticity persists in low-temperature systems, it is more important to know whether isostaticity is still associated with special vibrational properties. Without connections to other properties, the discussion of isostaticity in thermal systems would be meaningless.
When thermally excited, contacts are being formed and broken frequently due to thermal motion. The instantaneous coordination number of the thermal system determined exactly from the average number of interactions per particle is thus less than that of the corresponding T ¼ 0 reference state, i.e. state quickly and directly quenched from the thermal system at a xed volume. The time-averaged coordination number z decreases with increasing the temperature, which is exactly the case shown in panels (a) and (b) of Fig. 2 . At the low and high pressures where systems are in the state of liquid and high density glass, respectively, z is almost insensitive to the change of the temperature. At high pressures, we nd that the excess coordination number above isostaticity 
where the critical volume fraction at Point J, f c ¼ 0.649 AE 0.002, for both harmonic and Hertzian repulsions. Eqn (8) is similar to the well-known scaling observed in the T ¼ 0 jammed states, except that the exponent is 1/2 at T ¼ 0 instead of 0.6. Because the coordination number decreases with increasing the temperature and such a temperature effect is weaker at higher compressions, it is reasonable that z À z c grows a little bit faster with the compression at a constant low temperature than at T ¼ 0. We also correct the widely accepted scaling
from the scaling of the potential energy V and the rst law of thermodynamics:
In a small range of the volume fraction, f can be treated as a constant, but in a wider range of f away from f c , the variation of f must be taken into account to interpret the data correctly. From Fig. 2 , we can clearly see that isostaticity still persists and the isostatic pressure p i increases with increasing the temperature. In the insets to panels (a) and (b) of Fig. 2 , we plot p i /f 2 as a function of T (the corresponding relationship between
T and f at isostaticity is also plotted in Fig. 7 ). For both harmonic and Hertzian repulsions, the isostatic pressure is scaled well with the temperature:
This relationship is not obvious from any of the known scaling laws. It may arise from the competition between kinetic and potential energies to break up extra contacts of the T ¼ 0 reference state beyond isostaticity. The exact physical origin of this interesting scaling requires further studies.
Interestingly, when we plot ðz À z c Þ=T 0:6
following eqn (8) and (12), as shown in panels (c) and (d) of Fig. 2 , data at different temperatures collapse onto the same master curve nicely in the vicinity of the isostatic pressure, except at low pressures. This scaling collapse proposes a universal scaling function
which controls the behavior of the coordination number near isostaticity. In the T ¼ 0 and p ¼ 0 limit, isostaticity moves to Point J, which is explicitly illustrated in Fig. 7 . Eqn (13) therefore implies the criticality of Point J. Note that the nice scaling collapse of the excess coordination number is explicitly obtained from the scaling relationships at and above isostaticity. Eqn (13) thus indicates that the existence of isostaticity in thermal systems at low temperatures is not a meaningless accident. Instead, it may contain some interesting underlying physics that requires further investigation. When the temperature is decreased to zero, curves in panels (c) and (d) of Fig. 2 approach the exact scaling function of eqn (13) . We can thus estimate the shape of the scaling function from the overlapping part of the curves at different temperatures. From Fig. 2 we can tell that eqn (13) works well down to a lower threshold pressure at a lower temperature. At each temperature shown in Fig. 2 , we estimate this threshold pressure p b (<p i ) below which eqn (13) stops working and plot it against the temperature in the insets to panels (c) and (d) of Fig. 2 . p b is also scaled well with the temperature:
In Section 4, we will dene another crossover pressure p j at which the rst peak of the pair distribution function reaches the maximum height g max 1 .
We will see that p b z p j (see Fig. 5 ). As previously reported, isostaticity determines special vibrational properties of marginally jammed solids at T ¼ 0.
6-8
For instance, the DOVS, D(u), possesses a low-frequency plateau at Point J, which shrinks with increasing f À f c and eventually disappears. 6 The characteristic frequency of the onset of the plateau is linearly scaled with (f À f c ) 1/2 for jammed systems with harmonic repulsion. 6, 7 It is thus interesting to know if there is any connection between isostaticity and vibration in glasses at T > 0. Fig. 3(a) shows the evolution of D(u) for systems with harmonic repulsion upon compression at a xed temperature. Note that all the systems shown here are glassy with the relaxation time much longer than the simulation time window. At low pressures, there is a low-frequency peak which grows up with decreasing the pressure. The same trend has also been observed in hard sphere systems 40 and a most recent study of the same systems as ours. 41 This low-frequency peak indicates the aggregation of so modes, so the system with a higher peak would be less stable. Interestingly, upon compression, a lowfrequency plateau is formed in D(u), as shown in Fig. 3(a) . Aerwards, the pressure dependence of D(u) looks similar to that of marginally jammed solids at T ¼ 0. Inspired by the relationship between isostaticity and attening of the DOVS at T ¼ 0, it is natural to ask curiously whether the formation of the plateau in thermal systems is associated with isostaticity as well.
We estimate the average slope of D(u), k, in the intermediate frequency regime at different temperatures, and plot it against the coordination number in Fig. 3(b) . The dashed lines in Fig. 3(a) show how we estimate k which approximately measures the average slope of D(u) between two crossover frequencies where the curvature of D(u) undergoes a signicant change. It is striking that the attening of D(u) (k z 0) happens approximately when z ¼ z c at the isostatic pressure p i . This robust nding suggests that the attening of D(u) is strongly coupled with isostaticity, not only in T ¼ 0 marginally jammed systems near Point J but also in thermal repulsive systems at low temperatures.
In Fig. 3(c) , we show D(u) approximately at isostaticity measured at different temperatures. With increasing the temperature, the onset of the plateau in D(u) moves to higher frequencies. We estimate the onset frequency u* of the plateau for all the curves in Fig. 3(c) and plot it against p/f 2 in Fig. 3(d) .
As illustrated by the dashed line in Fig. 3(c) , we choose u* at which D(u*) ¼ 0.66. u* is scaled well with p/f 2 , following the same scaling relationship reported for T ¼ 0 jammed systems with harmonic repulsion:
In combination with eqn (12), eqn (15) implies that a nite DOVS at u ¼ 0 can only be recovered at T ¼ 0. Due to the difficulties in accurately extracting u* at low temperatures which may require more intensive simulations to obtain accurate velocity correlation at long times or even require simulations at higher precision, we are not able to extend our plot to lower pressures at the current stage. Therefore, our argument of eqn (15) is approximate due to the relatively narrow range of pressure studied here, which may call for future studies to verify.
To our knowledge, isostaticity and its role in vibrations of thermal systems have not been studied before. Here we have the rst report on this issue and already have some preliminary but interesting observations such as the critical scaling at the isostaticity, scaling collapse of the excess coordination number explicitly obtained from the critical scaling at and above the isostaticity, and coupling between isostaticity and attening of the DOVS. These observations suggest that the occurrence of isostaticity at low temperatures is physically meaningful.
Vibrational properties of thermal systems and anharmonic effects induced by the temperature have become active topics recently. [35] [36] [37] [38] [39] 41 Our preliminary analysis of the DOVS indicates that with the increase of the temperature isostaticity and at-tening of the DOVS move to higher compressions above Point J. Meanwhile, the plateau in the DOVS moves to higher frequencies. This picture is consistent with theoretical analysis of anomalous modes in marginally jammed solids at T ¼ 0.
7 To us, isostaticity in low-temperature systems reminisces the T ¼ 0 jamming transition by separating systems with jamming-like vibration (k $ 0) from those with unjamming-like vibration (k < 0, e.g. hard spheres 40 ). It would then be interesting to know how the temperature maintains or alters the vibrational properties of the reference state at T ¼ 0 via careful studies of the normal modes of vibration in thermal systems in addition to the DOVS, from which we may be able to have a clearer picture.
Jamming-like transition
Upon compression at a xed temperature, the height of the rst peak of the pair distribution function, g 1 , exhibits a maximum, g max 1 , at a temperature dependent pressure p j , as shown in the top panels of Fig. 4 . In this section, we will discuss about the physical signicance of the emergence of g max 1 .
Previous simulations have shown the critical scaling of p j :
which is shown in Fig. 5 (a) and can be derived from the assumption of energy equipartition 2 (the corresponding relationship between p j and f is also shown in Fig. 7 ). At T ¼ 0, g 1 is inversely scaled with f À f c when the system is compressed away from Point J, because g 1 is inversely proportional to the particle overlap which grows linearly with the compression. 2, 29 It is thus reasonable to expect that g
However, thermal and nonlinear effects still cause visible deviation from this expectation, as they do for the coordination number. As shown in Fig. 5(b) , the scaling of g max 1 is corrected to
where g ¼ 0.90 AE 0.02. This correction is necessary to have decent scaling collapse of our data in Fig. 6 .
diverges at Point J 2 where the jamming transition happens accompanied by apparent change of material properties. It is then reasonable to question whether the emergence of g max 1 is also accompanied by any change. In Fig. 4 , we show the pressure dependence of the volume fraction f À f c , potential energy V, and mean square variation of the at p j , all these quantities undergo a qualitative change.
At p > p j , the critical scaling laws for V and f (see eqn (9) and (10)) observed in T ¼ 0 marginally jammed solids 11 are recovered. At p < p j , however, the jamming-like scaling laws break down, indicating the notable change of the material properties across p j . Note that the systems on both sides of p j are glasses, which can be seen from the phase diagrams in Fig. 7 . p j divides the glass regime into two parts with and without the T ¼ 0 jamming features. We therefore suggest that the emergence of g max 1 may act as the structural signature of the jamming-like transition in low-temperature systems.
In Section 3, we have dened a crossover pressure p b as the lowest pressure at which eqn (13) fails. p b agrees quantitatively well with p j , as compared in Fig. 5(a) . Therefore, the jamminglike transition happens at a lower compression than isostaticity. Consequently, z j , the coordination number at p j , is smaller than z c . As shown in Fig. 2 , the jamming-like scaling of the coordination number does not exist even when z > z c . We nd that z j gradually decreases with decreasing the temperature. Meanwhile, the slope, dz dp zj , grows rapidly to innity in the T ¼ 0 limit. This is consistent with the discontinuous jump of the coordination number from 0 to z c at the T ¼ 0 jamming transition.
11
Although the jamming-like scaling of the coordination number is absent right above p j , the mean square uctuation of the coordination number, dz 2 , is interestingly correlated with the emergence of g This agreement is perfect for systems with harmonic repulsion, but is a little bit worse for Hertzian repulsion. It is plausible to expect that the uctuation of particle contact is smaller in more solid-like and constrained systems. The non-monotonic pressure dependence of dz 2 across p j indicates that systems at p > p j are more jammed than those at p < p j . The peak in dz 2 is thus a strong fact to support our proposal regarding the emergence of g max 1
as the structural signature of the jamming-like transition at low temperatures. Furthermore, as seen from Fig. 4 , the peak value of dz 2 at low temperatures is almost independent of the temperature, which implies the singularity of Point J, because
A close look at the potential energy shown in Fig. 4 unveils another interesting phenomenon: at p j , V z 3 2 T, i.e. the kinetic energy is equal to the potential energy. At p > p j , the potential energy dominates the kinetic energy, so that the thermal motion is not strong enough to cause a signicant congura-tion change of jammed states and the T ¼ 0 scaling laws thus hold. At p < p j , the kinetic energy wins, so that the thermal motion has noticeable effects on the system performance. Until now, we have discovered several novel phenomena associated with the emergence of g max 1 : the recovery of some jamming-like scaling relationships, maximum uctuation of the coordination number, and equality of the kinetic and potential energies. All these observations are beyond the scope of previous work 2,31,32 and explicitly unveil the underlying physics. In ref. 2, g max 1 and the scaling (eqn (16) and (17)) were observed for the rst time. However, the underlying physics associated with g max 1
was not clear at that time, so the emergence of g max 1 was dened as the thermal vestige of the T ¼ 0 jamming transition.
2 Our ndings here indicate that the emergence of g max 1 is denitely nontrivial and not merely the thermal vestige of the T ¼ 0 jamming transition. It remarkably signies another important jamming-like transition in the glass regime. This transition and attening of the DOVS exactly at isostaticity discussed in Section 3 thus reveal the complexity and manifold characteristics of the repulsive glasses near the T ¼ 0 jamming transition.
Like the construction of eqn (13), by scaling all the structural and thermodynamic quantities in Fig. 4 using eqn (9) , (10) , (16) and (17), we obtain excellent scaling collapse of all the original low-temperature data. As shown in Fig. 6 , there are continuous scaling functions covering data on both sides of p j :
where x denotes g 1 , f À f c , V, and dz 2 with n x ¼ Àg/a, 1/a, 1, and 0 respectively. Eqn (18) also implies the criticality of the T ¼ 0 jamming transition at Point J. In Fig. 6 , we attempt to show the scaling collapse of z À z c as well. The low pressure part (p < p j ) collapses nicely, but no scaling collapse exists at p > p j . This is just opposite to the scaling function of eqn (13) which works well at p > p j but fails at p < p j . Compared to the other quantities, the behavior of the coordination number is more elusive. The jamming-like transition and isostaticity are complementary in the control of the coordination number in separate pressure regimes. Very recent theoretical approaches based on the mean eld theory have successfully predicted scaling collapse of quantities such as g 1 , V, and f À f c .
31,32 Here we explicitly obtain eqn (18) directly from the scaling laws present at p j without making any assumptions, and therefore unveil the explicit physical origin and meaning of the scaling collapse. Furthermore, the behavior and scaling collapse of dz 2 are not able to be predicted by mean eld theory. The critical scaling at isostaticity and elusive segmental behavior of the coordination number are also new challenges to the theory.
Conclusions
In addition to the attening of the DOVS exactly at isostaticity and jamming-like transition discussed separately in Sections 3 and 4, we also obtain the glass transition from the VogelFulcher t to the relaxation time according to eqn (6) . As reported in a recent simulation, 42 the glass transition pressure p g is linearly scaled with the temperature:
In Fig. 7 we plot the phase diagram including the scaling of the glass transition, jamming-like transition, and isostaticity to summarize our major results. A similar phase diagram has also been discussed in previous studies, 2,43 but without the discussion of isostaticity. The DOVS shows a low-frequency plateau exactly when isostaticity occurs, which makes the discussion of isostaticity at low-temperatures meaningful. Fig. 7 shows that the glass transition, jamming-like transition, and attening of the DOVS exactly at isostaticity happen in sequence upon compression at a xed low temperature. Compared to the ambiguous glass transition which relies on the ways of interpreting the relaxation time data and lacks a convincing signature, the occurrence of the jamming-like transition and isostaticity is accompanied by clear structural or vibrational signatures. In Fig. 7 , we plot the temperature against f À f c instead of p/f 2 . Apparently, when f ¼ f c , the glass transition temperature is nonzero. In the T ¼ 0 limit, the glass transition thus occurs at a lower volume fraction than f c . As discussed above, the jamming-like scaling of eqn (9) is recovered above the jamming-like transition, so the jamminglike transition temperature and isostatic temperature are both scaled well with f À f c and approach zero at Point J. Interestingly, the critical scaling at the jamming-like transition and isostaticity leads to scaling collapse of some thermodynamical and structural quantities. Fig. 7 thus demonstrates the complexity and manifold characteristics of glasses with purely repulsive interactions. In the glass regime, there are complicated thermodynamic and vibrational behaviors beyond our expectation, which requires intensive studies to sort through. The ndings discussed here are limited to low temperatures and pressures where the inuence of Point J is still sensible. As shown in Fig. 7 , if all the critical scaling laws hold at high temperatures, these three lines eventually get across. Recent studies have shown that the glass transition is reentrant at high pressures, [44] [45] [46] [47] [48] [49] so nothing at high temperatures and pressures is predictable from the low-temperature and lowpressure properties. Beyond the regime concerned here, we will enter a new territory with completely new deep jamming pictures.
