Abstract. In this note we present algorithms for computing Euclidean minima of cubic number fields; in particular, we were able to find all normEuclidean cubic number fields with discriminants −999 < d < 10 4 .
Introduction
This article deals with the problem of determining whether a given cubic number field is Euclidean with respect to the absolute value of the norm. The corresponding problem for quadratic number fields was solved in 1952, when Barnes and Swinnerton-Dyer showed (after much work done by various authors) that the following list of discriminants of norm-Euclidean quadratic number fields is complete: In the cubic case, Davenport proved that the number of norm-Euclidean complex cubic number fields (i.e. cubic fields with unit rank 1) is finite, whereas Heilbronn conjectured that there are infinitely many totally real cubic fields which are normEuclidean. We hope that the methods presented in this paper will eventually lead to a complete list of norm-Euclidean complex cubic fields, and that extended computations for real cubic fields will show whether Heilbronn's conjecture is reasonable or not.
Notation
In order to present our method we need a few definitions. Let K be a number field, and let O K denote its ring of integers. The Euclidean minimum of ξ ∈ K is defined to be
The field K is Euclidean with respect to the absolute value of the norm (normEuclidean for short) if M (K, ξ) < 1 for all ξ ∈ K. Let us introduce the Euclidean minimum M (K) of K by putting M (K) = sup {M (K, ξ) : ξ ∈ K}. Obviously, K is norm-Euclidean if M (K) < 1, and not norm-Euclidean if M (K) > 1 or if there is a ξ ∈ K such that M (K) = M (K, ξ) = 1. Next we introduce the inhomogeneous minimum. To this end let K be a number field generated by a root α of an irreducible monic polynomial f ∈ Z[x]. Let α 1 , . . . , α r denote the real roots, and α r+1 , α r+1 , . . . , α s , α s the s pairs of complex conjugate roots of f in C; then the maps α −→ α j can be extended to yield r embeddings φ 1 , . . . , φ r : K −→ R and s pairs of complex conjugate embeddings φ r+1 , φ r+1 , . . . , φ s , φ s : K −→ C.
Choose a Q-basis {β 1 , . . . , β n } of K; the map π : K −→ R n : a j β j −→ (a 1 , . . . , a n ) embeds K into R n , and we will identify K and π(K) for the rest of this article. Clearly K is dense in R n , so we will write K = R n if we want to make it clear that we regard R n as the closure of K. Now N : R n −→ R : (x 1 , . . . , x n ) −→ r j=1 i
is a continuous map which coincides with the absolute value of the norm N K/Q when restricted to K. Similarly, the maps | · | j : R n −→ R : x = (x 1 , . . . , x n ) −→ |x| j = i x i φ j (β i ) , (0 ≤ j ≤ r + s), are continuous and their restrictions to K agree with the r + s archimedean valuations of K. By an abuse of language, we will refer to the maps N and | · | j as the 'norm' and the 'valuations' of K, respectively, although N is not a norm on K since N (x) = 0 does not imply x = 0. Similarly, the | · | j are not valuations of K for the same reason. All we can say is Proposition 1. Let K be a number field, and assume that lim i→∞ |ξ i | j = 0 for all 1 ≤ j ≤ r + s and a sequence of elements ξ i ∈ K. Then lim i→∞ ξ i = 0.
Proof. K is an n-dimensional Q-vector space, with a nondegenerate bilinear form given by ξ, η = Tr K/Q (ξη), where Tr K/Q denotes the trace of K/Q. Choose a Q-basis {α 1 , . . . , α n } of K, and let {β 1 , . . . , β n } denote the dual basis with respect to ·, · , i.e. the basis with the property Tr K/Q (α i β j ) = δ ij (Kronecker's delta). Now assume that lim i→∞ |ξ i | j = 0 for all 1 ≤ j ≤ r + s, and let δ > 0 be given; then there exists an N ∈ N such that |ξ i | j < δ for all i ≥ N and 1 ≤ j ≤ r + s.
Since the trace is the sum of all conjugates of β k ξ i , applying the triangle inequality yields
where C = |β k | 1 + . . . + 2|β k | r+s does not depend on i or the choice of δ. Since we can make δ as small as we please, we find that lim i→∞ x (i) k = 0 for all 1 ≤ k ≤ n, and this is equivalent to lim i→∞ ξ i = 0.
Obviously K is norm-Euclidean if and only if for every ξ ∈ K there is an α ∈ O K such that N (ξ − α) < 1. Actually, all known examples of norm-Euclidean number fields satisfy the stronger condition that for every ξ ∈ K there exists an α ∈ O K such that N (ξ − α) < 1. We put
and define the inhomogeneous minimum of K as
for all number fields, but so far this equality has been proved only for fields with unit rank ≤ 1.
We say that
In this case, we call M (K) = M 1 (K) the first and M 2 (K) the second minimum of K. Remark 1. K is a ring. In fact, the product of two elements ξ = a i α i and η = b i α i of K has the form c i α i , where c i is a polynomial in Q[a 1 , . . . , b n ]. Thus, the product ξη can be given a meaning for real values of the coefficients a i , b i . Now put n = (K : Q), and choose an integral basis {β 1 = 1, β 2 , . . . , β n } and a real number k > 0 (for example k = 0.99). We start by dividing
. . , a n ∈ (−1/2, 1/2] into smaller subcubes. Such a subcube S is called k-covered (or simply covered if the reference to k is clear) if we can find a γ ∈ O K such that N (ξ − γ) < k for all ξ ∈ S; it is called uncovered if we cannot find such a γ (even if there exists one).
Remark 2. Observe that F + is 'half a fundamental domain' in the sense that every ξ ∈ K/O K has a representative in F = F + ∪ F − , where F − = −F + (and only one unless the representative lies on the boundary of F ). It is clearly sufficient to consider F + since N (−ξ) = N (ξ). For cyclic cubic fields K we could reduce F + further by exploiting the fact that N (ξ σ ) = N (ξ) for all σ ∈ Gal(K/Q).
Remark 3.
Occasionally it simplifies computations to use fundamental domains other than F ; they will be denoted by F , and we will always assume that F has compact closure. As an example, take
Remark 4. For real numbers k , k > 0 such that k > k it is clear that any k-covered set is also k -covered, and that any k -exceptional point is k-exceptional.
The Algorithms
In this section we will describe the five programs (Eu3 1,. . . , Eu3 5) which have allowed us to compute Euclidean minima M (K) for many cubic number fields K. Since we used floating point arithmetic to compute the M (K) (which are rational numbers, at least in each case we succeded in its computation), a few explanations are in order. Suppose that we want to show M (K) = c for a number field K. Then we choose k ≤ 0.99c (as a protection against rounding errors), and, using the programs Eu3 1 -Eu3 3, we compute cubes S j which contain all k-exceptional points (we want to be sure that they contain every c-exceptional point). Then we exploit the action of the unit group E K on these cubes to compute the possible exceptional points, and since this is done with integer arithmetic, we are able to get exact results.
Experiments with e.g. fields whose minima are known from hand computations (choosing values of k close to the minimum and using very small cube lengths ) have led us to trust our results. Moreover, all our results agree with those obtained before (e.g. by Smith [11] and Taylor [12] ) or during the writing of this article (by D. Clark [5] and R. Quême).
Our programs require as input a file called disc (i.e. 985 for the field with discriminant d = 985; for complex fields we used the absolute value of the discriminant preceded by " ", for example 199 for the field with discriminant d = −199). This file contains the following data:
• disc K;
• the coefficients of the irreducible monic polynomial f ; • -for real fields the roots of the polynomial α, α , α ;
-for complex fields the real root α, the real and the imaginary part of the complex root; • the coefficients with respect to the base
g } (where g is defined below) of a system of independent units;
) and in the case of g = 1 also g x , g y , g z , where
• the edge length of the cubes;
• the coordinates of the uncovered cubes. For the sake of simplicity we treat only cubes having the same size; thus a cube is uniquely determined by its leftmost corner and the edge length . We therefore start with the four cubes making up F + , and the initial file 985, for example, looks as in Table 1 below: Table 1 985 1 -6 -1 -2.93080160017276 -0. We now run the programs Eu3 1, Eu3 2 and Eu3 3, which will be described in the sequel, on the file disc. The programs Eu3 4 and Eu3 5 will be explained before Prop. 4 and Cor. 7, respectively. Eu3 1. This program first asks for a discriminant, then reads the corresponding file disc. The first eight lines of disc are copied to the (temporary) file disc.new. The next input is an integer f which is the factor by which we divide the edge length of the cubes. We have used f ∈ {1, 2, 4, 5}, depending on the size of disc; of course the choice f = 1 is only useful after k has been replaced by some k > k. Thus Eu3 1 reads from disc and writes /f to disc.new. Moreover, if no file disc.p exists, Eu3 3 creates one and writes the translation vector (0, 0, 0) into it. Now Eu3 1 splits each cube read from disc into f 3 smaller ones, computes an upper bound B = B(S) of the minimum for each of these subcubes, and writes those S with B(S) ≥ k to the file disc.new. Having reached the end of the file disc, it copies disc to disc.bak (a security backup) and disc.new to disc.
How do we bound the minimum on a cube
Since the norm is the product of the three K-valuations, we only need to find bounds for |ξ| j , where ξ = x + yα + zθ ∈ S. But since |ξ| j is a linear function of x, y, z, it takes its maximum at the corners of the subcubes. Instead of computing | · | j at all eight corners and taking the maximum of these values as our upper bound (as the programs with which we computed the tables at the end did), we can use a trick due to Roland Quême [10] which gives this bound at one stroke (but which doesn't seem to work except for valuations corresponding to real embeddings): in fact, the value of | · | j at the eight corners is one of
where ξ 0 = (a + 2 ) + (b + 2 )α + (c + 2 )θ, the corners corresponding to the different choices of the signs. Using the triangle inequality we easily get
On the other hand, choosing the signs in such a way that ξ 0 , ±1, ±α and ±θ all have the same sign (in the embedding corresponding to | · | j ; here is where we need that the embedding is real) we see that this bound is best possible. Using this method of bounding N (S −γ), Eu3 1 will start looking for translation vectors in disc.p; if there is no element in this file such that N (S − γ) < k we search for translation vectors in the set
where M x , M y , M z were usually chosen (depending on ) as follows:
The nonsymmetric limits were suggested by experience. If we find a translation vector γ ∈ O K such that N (S − γ) < k we write γ to the file disc.p. There are several reasons for proceeding like this:
(1) If N (S − γ) < k, then γ has a good chance of satisfying N (S − γ) < k for cubes S in the vicinity of S. By searching disc.p first we actually save much CPU time. (2) If we find that we have to replace k by some k < k, we have to redo the computations from start; we are, however, able to use the translation vectors found in the previous runs. In fact, our programs allow the option of searching for new vectors or just using those in disc.p.
After the first run of Eu3 1 with f = 5 (which took 0.63 seconds of CPU time on an RS 6000), the file 985 looks as in Table 2 . It contains exactly 106 noncovered cubes. The file 985.p contains the following translation vectors:
Eu3 2. This program acts like Eu3 1 with the difference that the original cube is written to disc.new as soon as one of its subcubes cannot be covered. In other words: Eu3 2 eliminates those cubes whose subcubes of length /f can all be covered. This is convenient if we already have to deal with a lot of cubes and a further division done as by Eu3 1 is likely to lead to an enormous number of smaller cubes. We usually run Eu3 2 before using Eu3 3 in order to save CPU time. (1)) takes much time. We can avoid searching for explicit translations if we proceed as follows: we multiply a cube T with a non-torsion unit ε, translate the result back into the fundamental domain by subtracting β ∈ O K and look whether εT − β intersects one of the cubes not yet covered. The program does not really compare the oblique prism εT − β with the uncovered cubes but rather uses the smallest box S which contains T and has faces parallel to the coordinate planes (this will be improved in the next version of our programs; we also remark that -in order to avoid rounding errors -we do not compare εT − β with T and −T but with a slightly larger cube obtained by adding (resp. subtracting) 1 2 to (resp. from) the coordinates of the corners of T ). Evidently we have to compare the box also with the 'opposite' cubes, i.e. the cubes multiplied by −1, since we only kept the 'bad' cubes of half the fundamental domain F + . If there is no intersection, the cube itself can be eliminated.
The reason why this program is so successful is the following: suppose that S is a subcube such that εS − α (where α ∈ O K is the element needed to translate εS back into F ) is covered by γ ∈ O K , i.e. N (εS −α−γ) < k. This means of course that N (S − β) < k for β = ε −1 (α + γ): but β will usually have much larger coefficients than those scanned in (1). Moreover, in general εS − α will not be covered by a single element γ ∈ O K , which means that we would have to divide S into subcubes before we could cover it directly.
A run of Eu3 1 on the file in Table 2 , again with f = 5, leaves only 27 subcubes uncovered. Running Eu3 3 twice on the file obtained we are left with 10 uncovered cubes (see Table 3 ). Running Eu3 2 on the file in Table 3 (in general, this is a very crude estimate; the next version of our programs will take the actual shape of εT into account). Observe that T − 3α + α 2 does not intersect −T . If we were to keep dividing the uncovered cubes, this picture would not change: the length of the cubes would become smaller and smaller, and so would the size of our uncovered set T , but αT − 3α + α 2 would always have points in common with T . This is the situation which is described in Proposition 2. Let K be a number field and ε a non-torsion unit of E K . Suppose that T ⊂ F (vf. Rem. 3) has the following property:
there exists a unique β ∈ O K such that, for all ξ ∈ T , the element εξ − β lies in a k-covered region of F or again in T . Then every k-exceptional point ξ 0 ∈ T satisfies |ξ 0 − β ε−1 | j = 0 for every K-valuation | · | j such that |ε| j > 1. If, moreover, |ε| j = 1 for all K-valuations, then the sequence ξ 0 , ξ 1 , ξ 2 , . . . of k-exceptional points defined by the recursion ξ i+1 = εξ i − β satisfies
(C = C(j) may depend on j, but we can always choose C as the maximum of the (finitely many) C(j)). In fact, since ξ i , ζ ∈ F , we see that their difference is an element of 2 F ⊂ K. Since 2 F has compact closure and | · | j is continuous, | · | j has a maximum C on the closure of 2 F and hence is bounded on 2 F .
Assume that |ε| j > 1; then the fact that the left hand side of Equ. (2) is bounded implies that |ξ 0 − ζ| j = 0. This in turn gives immediately |ξ i − ζ| j = 0. If, moreover, |ε| j = 1 for all j ≤ r + s, then either |ε| j > 1 and |ξ i − ζ| j = 0, or |ε| j < 1 and 0 = lim i→∞ |ξ i − ζ| j . This implies lim ξ i = ζ by Prop. 1.
In our case there are three embeddings; we have |α| j > 1 for j = 1, 3, and |α| j < 1 for j = 2. From Prop. 5 we can deduce that every 0.9-exceptional point ξ ∈ T satisfies |ξ − ζ| 1 = |ξ − ζ| 3 = 0, where
2 ). In order to show that ξ is in fact the only 0.9-exceptional point ξ ∈ T we have to prove |ξ − ζ| 2 = 0; this is done by using the inverse of the unit α: Theorem 3. Let K be a number field, T a compact subset of F , and let ε ∈ E K be a non-torsion unit. Suppose that (1) there is a β ∈ O K such that, for all ξ ∈ T , εξ − β lies in a k-covered region of F or again in T ; (2) for all ξ ∈ T there is a γ ∈ O K such that ε −1 ξ − γ lies in a k-covered region of F or again in T ; (3) |ε| j = 1 for 1 ≤ j ≤ r + s. 
; but ξ ∈ T and ξ − (β + εγ) ∈ T imply that β + εγ = 0, i.e. γ = −ε −1 β. Therefore the γ in 2. is uniquely determined, and we can apply Prop. 2 with ε −1 and γ instead of ε and β. This shows that any kexceptional point ξ ∈ T satisfies |ξ − Remark 6. For every number field K there exists a complete system of independent units ε i such that |ε i | j = 1. This follows directly from Minkowski's proof of Dirichlet's unit theorem. 2 ) is one of the k-exceptional points; in this case, there will be uncovered sets in all eight corners of the fundamental domain F . In order to apply Prop. 2 one has to choose F e.g. as in Remark 3, because this allows us to collect these uncovered cubes into one set T lying in the center of F . Eu3 4. This program does the necessary computations: it checks whether a cube S multiplied by a non-torsion unit ε and translated back into the fundamental domain F intersects either S or −S; in both cases, the possible exceptional point is computed and written to the file disc.n. We can also search for orbits of length ≥ 2 by replacing ε by ε n for some n ≥ 2, provided is small enough. Verifying the conditions of Thm. 3 are currently still done by hand; see, however, Rem. 12. The actual computation of the possible exceptional point is done using integer arithmetic; whenever the precision was insufficient (e.g. for disc K = −680 or −728) we used PARI.
Remark
The next question is how to compute M (K, ξ). This is done as follows: first we notice that
n ξ : n ∈ Z} (this is the orbit of ξ under the action of ε) and Orb(ξ) = {εξ : ε ∈ E K }. Then the Euclidean minimum is constant on every orbit. Proposition 4. For number fields K with unit rank ≥ 1, the following properties of ξ ∈ K/O K are equivalent: i) Orb(ξ) is finite; ii) Orb ε (ξ) is finite for some non-torsion unit ε ∈ E K ; iii) ξ ∈ K/O K .
Proof. The implication i) =⇒ ii) is obvious. Assume that ε is a non-torsion unit such that Orb ε (ξ) is finite. Then there exists an n ∈ N such that ε n ξ = ξ, and this implies that ξ = 
In this paper we will not deal with computing minima for ξ ∈ K/O K with infinite orbit (the last sentence of Prop. 2 gives a hint as to how such infinite orbits might arise), so we assume from now on that ξ ∈ K/O K . The basic idea how to compute M (K, ξ) is due to Barnes and Swinnerton-Dyer (see [1] , Thm. B, for the case of real quadratic number fields).
Proposition 5. Let K = Q(α) be a number field with unit group E K . If, given ξ ∈ K and a real number k > 0, there exists γ ∈ O K such that N (ξ − γ) < k, then there exists ζ = n−1 j=0 a j α j ∈ K with the following properties:
Since the number of elements of K satisfying 1. and 2. is finite, we can prove M (K, ξ) ≥ k by simply computing the norms of all these elements. We will prove Prop. 5 only for cubic fields.
Let K = Q(α) be a cubic number field; replace ξ by ξ − γ and choose a unit ε ∈ E K such that the conjugates of β = ξε = a + bα + cα 2 are small. Let us consider the following system of equations:
This system is linear in a, b, c, and the square of its determinant is
which is clearly = 0. In fact, we have ∆ = g 2 disc K for some integer g called the index of α. Therefore we get, by Cramer's rule,
In order to compute bounds for a, b, and c we have to find good bounds for the conjugates of β = ξε. We begin with the complex cubic case; as for real quadratic number fields, there is one fundamental unit η. Replacing η by η −1 if necessary we may assume that |η| > 1. Now for every c 1 > 0 there is a unit ε = η m such that
Since |ξ ε | = |ξ ε | in the complex case, we get
where we have put k = N (ξ) = N (ξε). We will choose c 1 in such a way that the resulting bounds on X = |β(α − Applying Lemma 6 below to x = X, y = Y and z = Z we find xyz = k |∆| and
The obvious bound
can be sharpened by applying Lemma 6 to x = X|α + α |, y = Y |α + α| and z = Z|α + α |, and the same goes for |a|. The actual bounds coming from Lemma 6 are computed by machine in each case because they depend on the size of |α+α |, . . . etc. This concludes the proof in the complex cubic case.
Remark 10. The bounds in the above proof are much better than those obtained by Cioffari [4] for the case of pure cubic fields.
Lemma 6. Suppose that x, y, z ∈ R satisfy the inequalities 0 < x ≤ c 1 , 0 < y ≤ c 2 , 0 < z ≤ c 3 , and 0 < xyz = k. Then
Proof. We want to find bounds for f (x, y) = x + y + k xy . Now f is positive in the domain under consideration
its gradient vanishes only at x = y = 3 √ k, and its Hesse matrix there is positive definite; this implies that f takes its maximum on the boundary.
Assume for example that x = c 1 ; then we have to find an upper bound for f 1 (y) = c 1 + y + k c1y . Again, f 1 assumes its maximum on the boundary. For y = c 2 we get the bound c 1 + c 2 + k c1c2 ; on the other hand from z = k c1y ≤ c 3 we get y ≥ k c1c3 , and we find f 1 (
The cases y = c 2 and xy = k c3 are treated similarly. Let K be a real cubic number field, and let η 1 and η 2 denote two independent units. We will denote the conjugates of ξ ∈ K by ξ, ξ , ξ . For units ε ∈ E K and a fixed embedding K −→ R we define
and we put γ 1 = γ(η 1 ), . . . , γ 2 = γ(η 2 ). Suppose that ξ ∈ K has norm k; then, for any real numbers c 1 , c 2 > 0, we can find a unit ε ∈ η 1 , η 2 such that (cf. [9] )
This gives us the following bounds on |ξ ε |:
Now we proceed as in the complex case, put β = ξε, and choose c 1 , c 2 in such a way that the resulting bounds on X = |β(α −α )|, Y = |β (α−α )| and Z = |β (α −α)| are equal. In fact, setting
In particular, we find
Making use of Lemma 6 we can improve this by a factor of almost 3/2. The bounds for |b| and |a| are derived similarly; this concludes the proof of Prop. 5 in the cubic case. For general number fields, the proof makes use of the dual basis (cf. the proof of Prop. 1). Let us get back to our example of real cubic field with discriminant d = 985. Let α denote a root of f . Then {1, α, α 2 } is an integral basis of O K , and two fundamental units are given by η 1 = α and η 2 = 2 − α.
2 ); then Orb(ξ 0 ) = {ξ 0 }. Using k = 1.05 we get the bounds µ 1 = 6.2, µ 2 = 3.2,
Eu3 5 is the program which does these computations. In fact, for each ξ in our list disc.n, it calculates min {N (ξ j + a + bα + cθ)} for all (a, b, c) ∈ Z 3 such that the coefficients of the sum ξ j + a + bα + cθ are smaller than the bounds µ 0 , µ 1 , µ 2 computed in Prop. 5. Since the constants µ j depend on the number k, we have to rerun the program replacing k by a real number k 1 larger than the conjectured minimum (i.e. the one obtained by running Eu3 5 on it). The biggest value obtained from the various exceptional points gives the Euclidean minimum M (K) unless they are all smaller than k.
The situation is, however, not always as simple as in Thm. 3. In fact, looking once more at the cubic number field K with discriminant 985 and using our programs with k = 0.39, we can cover F + except for is the only possible kexceptional point in T . Letting ε = α act on the T i we find that the 'orbit' of T 1 is {T 1 , −T 2 , −T 3 , −T 4 , T 5 }; at this point we need Corollary 7. Let K be a number field, ε ∈ E K a non-torsion unit, and suppose that T 1 , . . . , T t are compact subsets of F with the following properties:
(1) there exist β 1 , . . . , β t ∈ O K such that, for all ξ ∈ T j , εξ − β j lies in a k-covered region of F or in T j+1 (we put T t+1 = T 1 ); (2) for all ξ ∈ T j there is a γ ∈ O K such that ε −1 ξ −γ lies in a k-covered region of F or in T π(j) , where π(j) is an index depending only on j and not on ξ; (3) |ε| j = 1 for 1 ≤ j ≤ r + s.
Then the only possible k-exceptional point of T 1 is ζ = β ε t −1 , where β = ε t−1 β 1 + ε t−2 β 2 + . . . + εβ t−1 + β t . Moreover, the only possible k-exceptional points of the sets T j are contained in Orb ε (ζ).
Proof. Suppose that ξ 1 ∈ T 1 is k-exceptional; then ξ 2 = εξ 1 − β 1 ∈ T 2 , . . ., ξ t = εξ t−1 − β t−1 ∈ T t , and ξ t+1 = εξ t − β t ∈ T 1 are k-exceptional. Observe that
From the assumptions made we can deduce that, for every k-exceptional point ξ 1 ∈ T 1 , ε t ξ 1 − β lies again in T 1 . This shows that condition 1. of Thm. 3 is satisfied with ε replaced by ε t . In order to prove that condition 2. is also satisfied we use induction to find that there exists a γ ∈ O K such that ξ = ε −t ξ 1 − γ is an element of some set T i . From what we have proved already we know that there exists a uniquely determined
implies that ε t γ + γ = 0 and i = 1. Thus condition 2. of Thm. 3 is also satisfied, and we can conclude that ζ = β/(ε t − 1) is the only possible k-exceptional point in T 1 . This in turn implies that εζ − γ 1 is the only possible k-exceptional point in T 2 , etc., and all our claims are proved.
In our example of the cubic field of discriminant d = 985 and k = 0.39 we now check that condition 1. of Cor. 7 is satisfied, and we find β 1 = 0, β 2 = −3α + α 2 , β 3 = −2α, β 4 = 2α − α 2 , and β 5 = 3α. This gives β = 7 + 41α − 28α Remark 11. Suppose that, in our Example, we apply Prop. 5 to ξ = 2 ) with k = 0.39; the minimal norm of the elements satisfying conditions 1. -3. turns out to be 1. Nevertheless we can only conclude that M (K, ξ) > 0.39. In order to prove that M (K, ξ) = 1 we have to apply Prop. 5 again, this time with a k > 1. Again, the minimal norm is 1, and now we can conclude that in fact M (K, ξ) = 1.
Remark 12.
Collecting the uncovered subcubes S j into the sets T i of Cor. 7 is done as follows: assume that S is an uncovered cube, and that εS − β ∈ F . Then the set T 1 containing S is taken to be the set of all uncovered S i 'near' to S such that εS i − β ∈ F . By proceeding similarly with the uncovered cubes in F \ T 1 we eventually arrive at subsets T i containing all uncovered subcubes.
The programs are available from the authors. We remark that they can also be used to study weighted norms; details will be presented in [3] .
Some Heuristic Observations
Consider some ξ = α β + O K ∈ K/O K ; the bigger # Orb(ξ), the more likely it is that one of the points in the orbit can be approximated sufficiently well by some η ∈ O K . In fact, if (α, β) = (1) and if # Orb(ξ) is maximal (i.e. # Orb(ξ) = (O K : βO K ) × ), then clearly M (K, ξ) = 1/N β. Euclidean minima thus tend to be attained at points ξ with small orbits. If K has unit rank 1, then there are many points with small orbit: just take any α ε−1 for α ∈ O K and ε ∈ E K a fundamental unit. If the unit rank is ≥ 2, however, such points are hard to find, because there is no guarantee that α/(ε 1 − 1) has a small orbit with respect to the action of a second unit ε 2 .
There is one exception, however: suppose that there is a principal prime ideal p = (π) which is completely ramified in K/Q. Since p has degree 1, for every ε ∈ E K there is an integer a ∈ Z such that ε ≡ a mod p. Taking the norm gives ±1 = N K/Q ε ≡ N K/Q a = a n mod p, where n = (K : Q), and this in turn implies that ε n ≡ a n ≡ ±1 mod p. Therefore the unit group generates at most 2n different residue classes mod p, hence # Orb(ξ) ≤ 2n for any ξ of type ξ = α π +O K . Therefore such ξ have comparatively small orbit and a good chance of producing a large minimum. In fact, almost all known Euclidean minima of normal cubic fields are attained at such points.
Another question we would like to discuss is the following: can we expect that our list of norm-Euclidean complex cubic number fields is complete? Let us see what is happening in the real quadratic case. There we know (cf. [8] ) that (in the following,
This allows us to define the Davenport constant D = sup M (K)/ √ d for real quadratic fields. The example K = Q( √ 13 ), M (K) = 1/3 shows that D ≥ 1/3 √ 13. If we assume that this is a good approximation for D, then there should be no norm-Euclidean number fields with discriminants > D −2 = 9 · 13 = 117; in fact, the maximal discriminant of a norm-Euclidean number field is d = 76.
If we try to do the same with complex cubic case then the first problem is that the exponent 1/2 of the discriminant in the lower bound in suggests that D is somewhat smaller, but in any case we don't expect to find norm-Euclidean fields with |d| > 1500. Basically the same conclusions (with better bounds) hold if the correct exponent of |d| in the lower bound is 2/3.
In the case of totally real cubic fields there is no known (nontrivial) lower bound
for some c, then the above heuristics show that one has to compute M (K) at least for fields with discriminants up to 25. 000 (in fact Godwin and Smith [6] have shown that the normal cubic field with discriminant d = 157 2 = 24. 649 is norm-Euclidean); our current data are therefore insufficient for deciding whether such a lower bound might exist or not.
A conjecture
We would like to conclude our paper with a conjecture concerning M (K) for certain pure cubic fields K: Conjecture 1. Let m = 3 + 1 be a squarefree integer, and assume that is even; It is easy to see that M (K, ξ) has at most the value given above; in fact, if ≡ 2 mod 4, then N ( 
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