In this paper, we prove the existence of (global) solutions of the Poincaré-Lelong equation ∂∂u = f , where f is a d-closed (1, 1) form and is in the weighted Hilbert space with Gaussian measure, i.e., L 2
Introduction
In this paper, we will study the Poincaré-Lelong equation and prove the existence of (global) solutions in a weighted Hilbert space in C n , where n ≥ 1. More precisely, we prove the following theorem.
Main Theorem. For each (1, 1) form f in the weighted Hilbert space L 2 (1,1) (C n , e −|z| 2 ) with ∂f = ∂f = 0, there exists a solution u in L 2 (C n , e −|z| 2 ) solving the Poincaré-Lelong equation ∂∂u = f in C n , in the sense of distributions, with the norm estimate C n |u| 2 e −|z| 2 ≤ 2 C n |f | 2 e −|z| 2 .
Since L 2 (1,1) (C n ) or L ∞ (1,1) (C n ) ⊂ L 2 (1,1) (C n , e −|z| 2 ), we have the following corollary. Corollary. For each (1, 1) form f ∈ L 2 (1,1) (C n ) or f ∈ L ∞ (1,1) (C n ) with ∂f = ∂f = 0, there exists a solution u in L 2 loc (C n ) solving the Poincaré-Lelong equation ∂∂u = f in C n , in the sense of distributions. In particular, if f is further a positive (1, 1) form, then the solution must be plurisubharmonic.
Because of the main theorem, we have proved, in particular, that as far as the solvability is concerned, the Poincaré-Lelong equation can be solved globally for any d-closed (1, 1) form in the union of Hilbert spaces: λ>0 L 2 (1,1) (C n , e −λ|z| 2 ). P. Lelong [1] studied the equation ∂∂u = f in connection with questions on entire functions, and showed, unexpectedly, that with suitable restrictions on the growth of f , the equation could be reduced to solving the more familiar equation 1 4 ∆u = trace(f ) (Poisson equation). Mok, Siu and Yau [2] studied the equation on a complete Kähler manifold and obtained important applications to questions on when a (noncompact) Kähler manifold is biholomorphicly equivalent to C n . Recently, Chen [3] obtained solutions of the equation when f is assumed to be a smooth (1, 1) d-closed form with compact support in C n , and he applied the result to prove a version of Hartog's extension theorem for pluriharmonic functions.
It was Berndtsson [4] , who first studied the d-equation for 1-forms and pointed out that the Hörmander's L 2 method could be used for the d-equation in convex domains and with a convex weight function. Since our proof of the main theorem depends significantly on a weighted L 2 version of Poincaré Lemma (below), and the classical Poincaré Lemma would not provide a L 2 estimates for d-equation, we decide to include a detailed proof of Poincaré Lemma despite of the fact that we only use the weight e −|x| 2 in solving the Poincaré-Lelong equation. In addition, the proof will provide a specific constant that we shall use in the main theorem.
Poincaré Lemma. (A weighted L 2 version for p + 1-forms) Let n ≥ 1 be an integer. Let ϕ be a strictly convex smooth function in R n and there exists a constant c > 0 such that n j,k=1
for all ω = (ω 1 , · · · , ω n ) ∈ R n . Let p be an integer with 0 ≤ p ≤ n − 1. Then, for each f , a d-closed p + 1-form in the weighted Hilbert space L 2 p+1 (R n , e −ϕ ), there exists a solution u in L 2 p (R n , e −ϕ ) solving equation du = f in R n , in the sense of distributions, with the norm estimate
By the same idea of this paper, we could solve Poincaré-Lelong equation over any convex domain in C n with an appropriate convex weight, which we will return to in another paper in a near future. This paper is rather self-contained and much of its length is devoted to the proof of Poincaré Lemma. In the final section of the paper, we will explain why we need Poincaré Lemma in proving the main theorem.
Preliminary
Here, let n ≥ 1 and p be an nonnegative integer. For multiindex I = (i 1 , · · · , i p ), where i 1 , · · · , i p are integers between 1 and n, define |I| = p and dx I = dx i 1 ∧· · ·∧dx ip . In general, a p-form f is a formal combination
where
′ implies that the summation is performed only over strictly increasing multiindices and f I : R n → R is a function for all f I . For p-forms f and g, we denote by f · g their pointwise scalar product, i.e.,
Let ϕ be a smooth and nonnegative function on R n . We consider the weighted Hilbert space for p-forms
We denote the weighted inner product for f, g ∈ L 2 p (R n , e −ϕ ) by
. In Section 2, 3 and 4, since we only deal with R n , we will simply write L 2 p (e −ϕ ) etc, for the weighted L 2 -spaces. Let D p denote the set of p-forms whose coefficients are smooth functions with compact support in R n .
For each p-form u = ′ |I|=p u I dx I ∈ L 2 p (e −ϕ ), in the sense of distributions, the differential du is that: du = 0 when p = n, and when p < n,
where jI = (j, i 1 , · · · , i p ), (jI) ′ is the permutation of jI such that (jI) ′ is a strictly increasing multiindex, ǫ jI (jI) ′ is the signature of the permutation (for example, the signature is −1 if only two indices are interchanged), and M j is the increasing multiindex with j removed from M. For p-form u ∈ L 2 p (e −ϕ ) and p + 1-form f ∈ L 2 p+1 (e −ϕ ), we say that f is the differential du (in the sense of distributions), written du = f , provided
We now extend the definition of the operator d by allowing it to act on any u ∈ L 2 p (e −ϕ ) such that du (computed in the sense of distributions) lies in L 2 p+1 (e −ϕ ). This way we get a closed, densely defined operator
}. Now we consider the Hilbert space adjoint of T :
p+1 (e −ϕ ). By functional analysis, we say that α ∈ Dom(T * ) if there exists a constant c = c(α) > 0 such that
for all u ∈ Dom(T ). This definition is equivalent to that α ∈ Dom(T * ) if and only if there
for all u ∈ Dom(T ). Note that v is unique. We set v = T * α. Then T * : Dom(T * ) → L 2 p (e −ϕ ) is a linear operator and satisfies u,
for all u ∈ Dom(T ), α ∈ Dom(T * ). It is well-known that T * is again a closed, densely defined operator. In order to compute T * , we first computer T * f ormal , the formal adjoint of T , which is defined using only test forms, i.e., we demand
for u ∈ Dom(T ) and α ∈ D p+1 . Note that for u = ′ |I|=p u I dx I ,
where ǫ is the signature of the permutation. In particular, a term α jK = 0 if j ∈ K. Then by integration by parts, the left side of (2) is given by
where
For example, if p = 1, then
Clearly, A I is a smooth function with compact support in R n , So ′ |I|=p A I dx I ∈ D p ⊂ L 2 p (e −ϕ ). Thus, the formal adjoint is
where A I is as (3) . This implies that D p+1 ⊂ Dom(T * ).
In the sense of distributions, the formal adjoint T * f ormal α is actually well-defined for ∀α ∈ L 2 p+1 (e −ϕ ) as ϕ is smooth. We claim that T * α = T * f ormal α for ∀α ∈ Dom(T * ).
Indeed, if α ∈ Dom(T * ), then by (1) and D p ∈ Dom(T ), we have for ∀u ∈ D p ,
Then (5) is hold.
Approximation
In this section, let 0 ≤ p ≤ n − 1. We will prove that the set of smooth p + 1-forms with compact support is dense in Dom(T * ) ∩ Dom(S) in the graph norm. The argument is standard, and for completeness of the paper, we include the detailed proofs. At the same time, we follow the arguments of Fornaess's lecture notes [5] closely in the case of the Hörmander's L 2 ∂ estimates.
Consider the spaces
for |x| > ν.
Proof. The sequence |η ν f | ≤ |f | and η ν f converges pointwise to f , so by the Lebesgue dominated convergence theorem,
Note that |dη ν | 2 ≤ 4n. So we obtain that: |dη ν ∧ f | 2 = 0 when p + 1 = n, and when p + 1 < n,
where c is a constant. Then
Note that for u = ′ |I|=p u I dx I ∈ G 1 , just like (6), we have
where c is a constant. So
Then
By the definition of Dom(T * ), we have η ν f ∈ Dom(T * ). Since
So it follows from the Lebesgue dominated convergence theorem that
Next we will study smoothing. The following are two well-known smoothing theorems [5] . Lemma 3.3. Let χ be a smooth function with compact support in R n and R n χ(x)dx = 1.
and is a smooth function such that g * χ ε − g L 2 → 0 when ε → 0. The support of g * χ ε has no points at distance > ε from the support of g if the support of χ lies in the unit ball.
. Furthermore, note that: Sf = df = 0 when p + 1 = n, and when p + 1 < n,
Then by Lemma 3.4, we have (Sf ) * χ ε = S(f * χ ε ). By the smoothing theorem,
Next we prove a similar lemma for T * .
Proof 
Since T * f ∈ G 1 , so − n j=1 ∂f jI ∂x j ∈ L 2 loc (R n ). Then the first term of the right side of (7) can be written, using Lemma 3.4, as − n j=1 ∂f jI ∂x j * χ ε and converges to − n j=1 ∂f jI ∂x j in L 2 (R n ) by the smoothing Theorem. The second part converges to n j=1 f jI ∂ϕ ∂x j in L 2 (R n ) by the smoothing Theorem. Therefore
Proof. Let δ > 0. Using Lemma 3.1 for S and Lemma 3.2 for T * , we can let ν 0 be large enough that
and η ν 0 f ∈ Dom(T * ) ∩ Dom(S). Then by Lemma 3.5 and 3.6, we have for ε > 0 small
Proof of Poincaré Lemma
In this section, we will give the proof of Poincaré Lemma. We start with some lemmas. Let 0 ≤ p ≤ n − 1. 
Proof. (Necessity) Note that du = f ∈ L 2 p+1 (e −ϕ ). Then we have du = T u. For ∀α ∈ D p+1 , from the definition of T * and Cauchy-Schwarz inequality, we have
, then L f is a bounded functional on E. So by Hahn-Banach's extension theorem, L f can be extended to a linear functional L f on L 2 p (e −ϕ ) such that
Using the Riesz representation theorem for L f , there exists a unique u 0 ∈ L 2 p (e −ϕ ) such that L f (g) = u 0 , g L 2 p (e −ϕ ) , ∀g ∈ L 2 p (e −ϕ ). (9) Now we prove du 0 = f . For ∀α ∈ D p+1 , apply g = T * α in (9). Then
Next we give a bound for the norm of u 0 . Let g = u 0 in (8) and (9). Then we have
∂α kI ∂x j ∂α jI ∂x k .
Proof. Note that
We prove the lemma by two cases. Case 1: p + 1 = n. In this case dα = 0 for type reasons. Recall that α jK = 0 if j ∈ K. Then for the second term on the right side of the formula,
which is the same as the first term on the right side of the formula except for sign. Then the formula is proved.
So we obtain that
In particular, if there exists a constant c > 0 such that n j,k=1
for all ω = (ω 1 , · · · , ω n ) ∈ R n , then
Proof. We first prove (10). Consider the expression
By (4) and (5), we have
where A I is as (3) . Then
Here ϕ jk = ∂ 2 ϕ ∂x j ∂x k . So for 1 ≤ k ≤ n, we have
Then by (12), we have
Observe that
So by Lemma 4.2, we have
Then (10) is proved by (12), (13) and (14). Now we prove (11). Observe that ′ |I|=p n j,k=1
Then for the first term on the right side of (10),
Note that the second term on the right side of (10) is always nonnegative. Then (11) is proved.
Now we give the proof of Poincaré Lemma.
Proof. Let N = {f | f ∈ L 2 p+1 (e −ϕ ); df = 0}, which is a closed subspace of L 2 p+1 (e −ϕ ). For each α in D p+1 , clearly α ∈ L 2 p+1 (e −ϕ ), so we can decompose α = α 1 + α 2 , where α 1 lies in N and α 2 is orthogonal to N. This implies that α 2 is orthogonal to any form T u, since T u ∈ N. So by the definition of Dom(T * ), we see that α 2 lies in the domain of T * and T * α 2 = 0. Since α lies in the domain of T * , it follows that T * α = T * α 1 .
Note that α 1 ∈ Dom(T * ) ∩ Dom(S). Then by Lemma 3.7, there exists a sequence {α ν } ⊂ D p+1 such that α ν ∈ Dom(T * ) ∩ Dom(S), α ν → α 1 in L 2 p+1 (e −ϕ ), T * α ν → T * α 1 in L 2 p (e −ϕ ), and Sα ν → Sα 1 in L 2 p+2 (e −ϕ ). For α ν ∈ D p+1 , by Lemma 4.3, we have
, which means that
since Sα 1 = 0.
By Cauchy-Schwarz inequality, we have
.
. By Lemma 4.1, there exists a solution u ∈ L 2 p (e −ϕ ) solving the equation du = f in R n , in the sense of distributions with the norm estimate
The proof is complete.
Proof of the main theorem
Here, let ϕ be a smooth and nonnegative function on C n . We consider the weighted Hilbert space
We denote the weighted inner product for u, v ∈ L 2 (C n , e −ϕ ) by
and the weighted norm of u ∈ L 2 (C n , e −ϕ ) by u L 2 (C n ,e −ϕ ) = u, u L 2 (C n ,e −ϕ ) . In general, a (1, 1) form f is a formal combination
where f ij : C n → C is a function for 1 ≤ i < j ≤ n. For (1, 1) forms f and g, we denote by f · g their pointwise scalar product, i.e.,
We also consider the weighted Hilbert space for (1, 1) forms
where |f | 2 = f · f . We denote the weighted inner product for f, g ∈ L 2 (1,1) (C n , e −ϕ ) by
. First we give two lemmas concerning about the conversion between complex forms and real forms.
. Then f can be decomposed to
where f 1 , f 2 ∈ L 2 2 (R 2n , e −ϕ ). Moreover,
Proof
Obviously, f 1 and f 2 are 2-forms in R 2n . We have f 1 , f 2 ∈ L 2 2 (R 2n , e −ϕ ), since f ∈ L 2
(1,1) (C n , e −ϕ ).
Moreover,
Obviously, v 1,0 is a (1, 0) form in C n , v 0,1 is a (0, 1) form in C n , v 1,0 = v 0,1 and v 0,1 = v 1,0 .
Since v ∈ L 2 1 (R 2n , e −ϕ ), we have v 1,0 ∈ L 2 1,0 (C n , e −ϕ ) and v 0,1 ∈ L 2 0,1 (C n , e −ϕ ). Moreover,
Similarly, v 0,1 2 = 1 4 |v| 2 .
Now we give three more lemmas.
Lemma 5.3. If u ∈ L 2 (C n , e −ϕ ) and ∂u ∈ L 2 0,1 (C n , e −ϕ ). Then ∂u = ∂u, where ∂u and ∂u are in the sense of distributions.
Proof. Let ∂u = n j=1 v j dz j ∈ L 2 0,1 (C n , e −ϕ ), where v j = ∂u ∂z j in the sense of distributions. Then ∂u = n j=1 v j dz j ∈ L 2 1,0 (C n , e −ϕ ). For any (1, 0) test form α = n j=1 α j dz j , whose coefficients are smooth functions with compact support in C n , we have
Then ∂u = ∂u.
Lemma 5.4. If u ∈ L 2 (C n , e −ϕ ). Then ∂∂u = −∂∂u in the sense of distributions.
Proof. For u ∈ L 2 (C n , e −ϕ ), we have
where ∂ 2 u ∂z j ∂z i and ∂ 2 u ∂z i ∂z j are in the sense of distributions. Note that ∂ 2 u ∂z j ∂z i = ∂ 2 u ∂z i ∂z j . Then ∂∂u = −∂∂u.
Remark 5.1. In the lemma, it is crucial that ∂∂u and ∂∂u are both forms. Otherwise, when n = 1, ∂∂u = ∂∂u if ∂∂u = ∂∂u = ∂ 2 u ∂z∂z are as weak derivatives. Lemma 5.5. Let u ∈ L 2 (C n , e −ϕ ). If ∂u ∈ L 2 0,1 (C n , e −ϕ ), then ∂∂u = ∂(∂u) in the sense of distributions. If ∂u ∈ L 2 1,0 (C n , e −ϕ ), then ∂∂u = ∂(∂u) in the sense of distributions.
Proof. If ∂u ∈ L 2 0,1 (C n , e −ϕ ), then for any (1, 1) test form α = n i,j=1 α ij dz i ∧ dz j , whose coefficients are smooth functions with compact support in C n , we have
. For any (0, 1) test form β = n j=1 β j dz j , whose coefficients are smooth functions with compact support in C n , we have
Then (∂(∂u))(α) = (∂v)(α) = −
. Thus, ∂∂u = ∂(∂u).
Using the same method, we can prove that if ∂u ∈ L 2 1,0 (C n , e −ϕ ), then ∂∂u = ∂(∂u). To prove the main theorem, we also need the following simple version of Hörmander Theorem [6] (page 92, Lemma 4.4.1 with ϕ = |z| 2 ).
Hörmander Theorem. (A simple version for (0, 1) forms) For each f ∈ L 2 (0,1) (C n , e −|z| 2 ) such that ∂f = 0, there exists a solution u in L 2 (C n , e −|z| 2 ) solving equation
in C n , in the sense of distributions, with the norm estimate
Now we are ready to give the proof of the main theorem.
Proof. For f ∈ L 2
(1,1) (C n , e −|z| 2 ), by Lemma 5.1 we have
where f 1 , f 2 ∈ L 2 2 (R 2n , e −|x| 2 ). For f 1 , by Poincaré Lemma (ϕ = |x| 2 , c = 2, p = 1) on R 2n , there exists v 1 ∈ L 2 1 (R 2n , e −|x| 2 ) such that
For v 1 , by Lemma 5.2 we have
where v 1,0 1 ∈ L 2 1,0 (C n , e −|z| 2 ), v 0,1 1 ∈ L 2 0,1 (C n , e −|z| 2 ), v 1,0 1 = v 0,1 1 and v 0,1 1 = v 1,0 1 . By (16) and (18), we have
Note that ∂v 1,0 1 is a (2, 0) form, ∂v 0,1 1 is a (0, 2) form and f 1 = 1 2 (f + f ) can be seen as a (1, 1) form. So from (19), we have ∂v 1,0 1 = 0, ∂v 0,1 1 = 0 and ∂v 0,1 1 + ∂v 1,0 1 = f 1 .
For v 0,1 1 , by Hörmander Theorem, there exists u 1 ∈ L 2 (C n , e −|z| 2 ) such that ∂u 1 = v 0,1 1 ,
So for u 1 , by Lemma 5.3 and v 0,1 1 = v 1,0 1 , we have
Then by Lemma 5.2, 5.4, 5.5, (17), and (20)-(23), we obtain ∂∂ (u 1 − u 1 ) = ∂∂u 1 − ∂∂u 1 = ∂∂u 1 + ∂∂u 1 = ∂(∂u 1 ) + ∂(∂u 1 ) = ∂v 0,1 1 + ∂v 1,0
By the same method for u 1 , we can prove that there exists u 2 ∈ L 2 (C n , e −|z| 2 ) such that
with C n |u 2 − u 2 | 2 e −|z| 2 ≤ 1 2 R 2n |f 2 | 2 e −|x| 2 .
Let u = (u 1 − u 1 ) + √ −1 (u 2 − u 2 ) .
Then by Lemma 5.1, (15) and (24)-(28), we have u ∈ L 2 (C n , e −|z| 2 ) such that
C n |f | 2 e −|z| 2 .
Why Poincaré Lemma
In this section, we explain why we have to use Poincaré Lemma in the proof of the main theorem. Naturely, we could have studied the operator ∂∂ in the following sequence of Hilbert spaces L 2 (C n , e −ϕ ) T −→ L 2 (1,1) (C n , e −ϕ ) S −→ L 2 (2,2) (C n , e −ϕ ), where operators T and S are extensions of ∂∂ in terms of distributions with domains Dom(T ) and Dom(S). Then we could consider the Hilbert space adjoint T * and then prove the following formula (whose lengthy calculation is omitted). Using the same argument as for Lemma 3.7, we can prove that the set of smooth (1, 1) forms with compact support is dense in Dom(T * ) ∩ Dom(S) in the graph norm α ϕ + T * α ϕ + ∂∂α ϕ .
To apply the density argument, we will have to run into a difficulty from using Lemma 3.7. For example, the term − n i,j,k,l=1 ∂ 2 α ij ∂z k ∂z l 2 ϕ is nonpositive and could not be thrown away before the limiting argument. So if we take limit from the density of compact support forms, we will have to end up with the square of a distribution, which is obviously absurd in general.
