We consider certain matrix-products where successive matrices in the product belong alternately to a particular qualitative class or its transpose. The main theorems relate structural and spectral properties of these matrix-products to the structure of underlying bipartite graphs. One consequence is a characterisation of caterpillars: a graph is a caterpillar if and only if all matrix-products associated with it have real nonnegative spectrum. Several other equivalences of this kind are proved. The work is inspired by certain questions in dynamical systems where such products arise naturally as Jacobian matrices, and the results have implications for the existence and stability of equilibria in these systems.
Introduction and statement of the main results
The question of how the structure of a matrix in a combinatorial sense relates to its linear algebraic properties has been intensively studied, particularly in the context of sign nonsingularity ( [1, 2, 3, 4 ] to name just a few examples), but also of other questions in linear algebra, both spectral and nonspectral ( [5, 6, 7] for example). Here we explore how the combinatorial structure of a real matrix A, not necessarily square, as encoded in its bipartite graph, relates to properties of matrix-products where successive matrices in the product belong alternately to the qualitative class of A or its transpose.
The results are inspired partly by the study of chemical reaction networks, namely dynamical systems describing the evolution of chemical species undergoing a set of reactions. In this setting the matrices studied are Jacobian matrices, and the bipartite graph from which one wishes to draw conclusions is a natural representation of the chemical system, often termed the "species-reaction graph" or "SR-graph" [8, 9] . Under weak assumptions, systems of chemical reactions have Jacobian matrices which factorise as −AB t where A and B are matrices such that B lies in the closure of the qualitative class of A. The study of these systems thus naturally raises general questions about what can be said about matrix-products where alternate factors belong either to some qualitative class or its transpose.
The main results, Theorems 1 to 3, are easy to state after some definitions.
Definition 1.1 (Sign-pattern, qualitative class). Given A ∈ R n×m define sign A ∈ R n×m , the sign-pattern of A, as the (0, 1, −1)-matrix whose entries have the same signs as the entries of A; the qualitative class of A is the set of matrices with the same sign-pattern as A, i.e., Q(A) = {B ∈ R n×m : sign B = sign A}. Also useful is Q 0 (A), the topological closure of Q(A), regarded as a subset of R n×m .
Definition 1.2. Given A ∈ R n×m , define Theorem 2. Γ A is a forest ⇔ Q 4 (A) ⊆ P 0 ⇔ Q 2 (A) ⊆ PS.
Theorem 3. Γ A is a caterpillar forest ⇔ Q 6 (A) ⊆ P 0 ⇔ Q 4 (A) ⊆ PS ⇔ Q 2k (A) ⊆ P 0 for all k ∈ N ⇔ Q 2k (A) ⊆ PS for all k ∈ N.
Theorem 1 is known but a brief proof comes naturally as a corollary of certain preliminary results needed for the proof of Theorems 2 and 3.
Remark 1.8. It is clear that the sets P 0 and PS are closed, namely a convergent sequence of matrices of some fixed dimension in P 0 (resp. PS) converges to a matrix in P 0 (resp. PS). Thus Q 2k (A) ⊆ P 0 if and only if Q 
Proof. See [10] , for example. spec A will denote the spectrum of a square matrix A regarded (depending on context) either as a set in C or a multiset in C. Given a set of matrices A, spec A is an abbreviation for ∪ A∈A spec A, regarded as a set.
Graphs and digraphs
Definition 2.4 (Walk, subwalk, cycle). Following [11] , a walk W in a graph G is defined as a nonempty alternating sequence of vertices and edges, beginning and ending with a vertex, and where each edge in W is preceded and followed by its two end-points. In the case of a digraph each edge is preceded by its startpoint and followed by its end-point. The length |W | of W is the number of edges in W , counted with repetition. If the first and last vertex are the same, the walk is closed. We consider two closed walks as equivalent if they differ only in the choice of initial/terminal vertex; by an abuse of notation each equivalence class will be termed a closed walk. In what follows we may refer to walks by their sequence of edges, or their sequence of vertices. A subwalk of W is a walk which is also a subsequence of consecutive entries in W (these are termed "sections" in [11] ). A cycle is a closed walk without repeated vertices (except, naturally, the initial/final vertex). Definition 2.8 (Weighted digraph of a matrix-product). Given a square matrix-product
and regard this matrix as the adjacency matrix of a weighted digraph G A1···A k where an edge has weight 1 if it corresponds to a negative entry in M (A 1 , · · · , A k ) and weight 0 if it corresponds to a positive entry in
Remark 2.9. G A1···A k is just the "signed (k, {1})-block circulant digraph" of the matrix-product A 1 · · · A k as defined in [12] with edge-weights replacing signs to make the computations here more natural. Each edge e of G A1···A k corresponds to a unique nonzero entry in some A j .
Notation 2.10. Following the convention noted earlier, we write G A1···A k for the unweighted version of G A1···A k .
Notation 2.11 (Isomorphism). We write G ∼ = H if two (unweighted) graphs G, H are isomorphic, namely have permutation-similar adjacency matrices. A weighted graph G defines a signed adjacency matrix A(G) with negative entries in A(G) corresponding to edges with weight 1 in G. Given two such graphs, G ∼ = Γ will mean that G and Γ have permutation-similar signed adjacency matrices.
There is a special case of the weighted digraph of a matrix-product most relevant here: given A ∈ R n×m and s ∈ N we will be interested in the digraph G (AA t ) s . As vertices of both G (AA t ) s and Γ A correspond to rows/columns of the matrix A, and each edge of G (AA t ) s corresponds to an entry in A, there is a natural association between G (AA t ) s and Γ A . Definition 2.12 (Projection from digraph to bipartite graph). Given a matrix A ∈ R n×m , a positive integer s, the weighted digraph G = G (AA t ) s , and the weighted bipartite graph Γ A , define in a natural way the projection π : G → Γ A which takes vertices to vertices and weighted edges to weighted edges. Thus with the notation of Definition 1.6, if e ∈ E(G) corresponds to entry A ij then π(e) = X i Y j . Definition 2.13 (Weight of an edge-list). Given a weighted (di)graph G = (G, w : E(G) → {0, 1}), and any edge-list E ′ = (e 1 , . . . , e k ) where e i ∈ E(G) for each i define
w(e i ) (mod 2)
as the weight of E ′ .
Remark 2.14 (Weight of a closed tree walk). If G is any weighted graph and W is a closed tree walk on G, then w(W ) = 0. This is clear, since each edge must be traversed an even number of times.
Definition 2.15 (k-weight, k-odd, k-even). Given a weighted graph or digraph G = (G, w : E(G) → {0, 1}) and some list of edges E, define
as the k-weight of E. Thus, for example, w 2 (E) ∈ {0,
A cycle C is termed k-odd if its k-weight is 1 and k-even if its k-weight is 0. A weighted graph or digraph G is termed k-odd if all its cycles are k-odd. Remark 2.16. Clearly a necessary condition for a weighted (di)graph to be 2-odd is for it to be bipartite: otherwise it includes a cycle with non-integer 2-weight. More generally, each cycle in a graph with k-block circulant structure (such as G A1···A k in Definition 2.8) has length a multiple of k and hence is either k-even or k-odd.
Remark 2.17. Given A ∈ R n×m , it is shown in [9] that Γ A is 2-odd if and only if all minors of A are signed. This can be phrased elegantly using compound matrices ( [13] for example): Γ A is 2-odd if and only if
for all k = 1, . . . , min{n, m}. Here Λ k A is the kth exterior power (or kth multiplicative compound) of A, namely the
Definition 2.18. We refer to the following tree as T * :
As is well-known, a forest is a caterpillar forest if and only if it includes no subgraph isomorphic to T * .
Preliminary results

Basic properties of
Proof. Given any B 1 , . . . , B k and
Lemma 3.2. Let A ∈ R n×m have rank s, and let Γ A be 2-odd. For each positive integer k:
Proof. First, observe that statement (2) follows easily from (1): if some M ∈ Q 2k (A) has rank s but more than n − s zero eigenvalues, then some power of M must have rank less than s, contradicting (1). A similar argument applies to Q 2k (A t ). So we need prove only (1) . Observe also that for fixed k all matrices in Q k (A) have rank s if and only if all matrices in Q k (A t ) have rank s since each element in Q k (A t ) is the transpose of an element of Q k (A). In what follows A i ∈ Q(A) for odd i and A i ∈ Q(A t ) for even i.
for each k (see Remark 2.17). That rank(A 1 ) = s is now immediate since the rank of a matrix is the order of its largest nonsingular square submatrix.
(ii) k = 2: consider any
. . , m} of equal size, and moreover there exist α ⊆ {1, . . . , n}, β ⊆ {1, . . . , m} with |α| = |β| = s and such that
A 1 A 2 has a nonzero principal minor of order s and so rank(
(iii) To show the result for arbitrary k we proceed by induction. Suppose the result is true for k = r ≥ 2 and consider a product of the form
P 0 matrix-products and k-odd digraphs
We first need to state and develop some results from [12] .
Theorem 4. Consider any matrices
Proof.
(1) This is a combination of Theorems 1 and 2 in [12] rephrased in the terminology of this paper.
(2) Suppose G A0···A k−1 fails to be k-odd. Let C be a k-even cycle in G A0···A k−1 of length jk, and suppose the edges of C are (e 0 , e 1 , . . . , e jk−1 ). Assume (without loss of generality) that edge e m corresponds to an entry in A m mod k for each m, so corresponding to C is a list of matrix entries, say
Note that the indices satisfy the restriction t i = t i+rk mod jk for any r ∈ {1, . . . , j − 1} (otherwise C has a repeated vertex and fails to be a cycle). Since C is k-even, j + jk−1 m=0 w(e m ) ≡ 0 mod 2, i.e.,
(Namely, we replace those entries of A i which contribute to the cycle C with their signs, and replace the remaining entries with zeros.) Define B =Ã 0 · · ·Ã k−1 , and compute:
(Here each index q i ranges over all values such that the expression makes sense.) By the definitions ofÃ i , there are exactly j nonzero products of this form (each of which necessarily has value ±1), namely:
(Here we define t jk = t 0 .) In other words:
Note that t rk = t sk for r, s ∈ {0, . . . , j − 1}, r = s. In other words, the only nonzero entries in B are B t0t k , B t k t 2k , . . . , B t (j−1)k t0 . Immediately this implies that given α ⊆ {1, . . . , n}, the principal minor
). For j = 1, the unique nonzero eigenvalue of B is −1, while for j ≥ 2, the nonzero eigenvalues of B are just the jth roots of (−1) j which clearly do not all lie on the nonnegative real axis (in fact, −1 is a root in each case). Thus 
Proof. This is the specialisation of Theorem 4 where consecutive matrices in the product are just A or A t .
Proposition 3.5. Let B be a submatrix of A ∈ R n×m . Then
k is a subgraph of G (AA t ) k , and thus G (AA t ) k fails to be k-odd which, by Proposition 3.4, implies that Q 2k (A) ⊆ P 0 . (2) Let B = A(α|β) where ∅ = α ⊆ {1, . . . , n} and ∅ = β ⊆ {1, . . . , m}. Suppose Q 2k (B) ⊆ PS and choose B i ∈ Q(B) for i = 1, . . . , 2k such thatB
. ClearlyÃ(α|α) =B and A ij = 0 if i ∈ α or j ∈ α, and consequently det(λI −Ã) = λ n−|α| det(λI −B) .
Thus the nonzero spectrum ofÃ is just that ofB, and consequentlyÃ ∈ PS.
Since PS is closed andÃ ∈ Q 2k 0 (A), Q 2k (A) ⊆ PS.
3.3. P 0 matrix-products and the bipartite graph We now develop sufficient conditions for G (AA t ) k to be k-odd based on examination of Γ A , a smaller and more natural object to associate with A. In order to do this we need to be able to relate cycles in G (AA t ) k with closed walks on Γ A . Proposition 3.9 below tells us how to identify those closed walks on Γ A which are the projections of cycles in G (AA t ) k . The following construction is convenient: Definition 3.6 (k-labelled walk). Given a graph Γ, and j, k ∈ N, let W = (v 0 , v 1 , · · · , v j = v 0 ) be a closed walk on Γ. Now for t = 0, . . . , j − 1, assign to vertex v t the label t mod k, so that at the end of the walk, vertex v t has a list of labels l t , each belonging to {0, . . . , k − 1}. If vertex v t occurs r times in the list (v 0 , . . . , v j−1 ) then l t is a list of r labels, which may or may not all be distinct. We refer to the list of labelled vertices
as a k-labelled walk.
Definition 3.7 (k -repeating, repeating). Given k ∈ N, a closed walk W on a graph Γ is k -repeating if some vertex in the k-labelled walk W k has a repeated label. In other words, W has a closed subwalk W ′ = W of length a positive multiple of k. A graph Γ is k -repeating if for all j ≥ 2, every closed walk on Γ of length jk is k-repeating. Γ is repeating if it is k-repeating for all even k ∈ N.
Remark 3.8. If Γ is bipartite, then any closed walk on Γ has even length. Thus all closed walks on a bipartite graph are 2-repeating except those where no vertex is revisited, namely cycles and trivial walks of the form (uvu). 
Proof. Let W = (v 0 , v 1 , . . . , v 2jk = v 0 ) be a closed walk in Γ A and let L = (u 0 , u 1 , . . . , u 2jk ) be any walk in G = G (AA t ) k such that W = π(L). If W is 2k-repeating, then there exist i and 0 < r < j such that v i = v i+2rk , i.e., π(u i ) = π(u i+2rk ). But u i and u i+2rk both belong to the same member of the partition of V (G), and the projection π restricted to any member of the partition is injective, so in fact u i = u i+2rk . Consequently, L is not a cycle.
Conversely, as |W | is a multiple of 2k, it is easy to see that there exists a closed walk L in G such that W = π(L). Suppose some such L is not a cycle, so there exist i and 0 < r < j such that u i = u i+2rk (the instances of a repeated vertex belong to the same member of the partition and so appear a multiple of 2k apart); trivially π(u i ) = π(u i+2rk ) and W is 2k-repeating.
We now have the following corollary of the claim in Proposition 3.4 that Q 2k (A) ⊆ P 0 if and only if G (AA t ) k is 2k-odd:
Proposition 3.10. Q 2k (A) ⊆ P 0 if and only if every closed walk of length 2jk (j ∈ N) on Γ A is either 2k-repeating or 2k-odd.
Proof. The conclusion follows from Proposition 3.4 after we show that G (AA t ) k is 2k-odd if and only if every closed walk of length 2jk (j ∈ N) on Γ A is either 2k-repeating or 2k-odd.
By proposition 3.9 every closed walk of length 2jk on Γ A which fails to be 2k-repeating is the projection of a cycle of length 2jk in G (AA t ) k . Thus if G (AA t ) k is 2k-odd, then every closed walk of length 2jk on Γ A which fails to be 2k-repeating must be 2k-odd. Conversely, suppose every closed walk of length 2jk on Γ A which fails to be 2k-repeating is 2k-odd. Since every cycle in G (AA t ) k projects to such a walk, G (AA t ) k is 2k-odd.
The machinery so far allows a rapid proof of Theorem 1, which is also easily inferred from Corollary 13 of [9] , or directly from [12] .
Proof of Theorem 1. A closed walk in Γ A fails to be 2-repeating if and only if it is a cycle or is of the form (uvu) (Remark 3.8); the latter are trivially 2-odd. Thus Γ A is 2-odd if and only if every closed walk of even length on Γ A is either 2-repeating or 2-odd. Applying Proposition 3.10 with k = 1, this is equivalent to Q 2 (A) ⊆ P 0 .
We now state a sufficient condition on the bipartite graph of a matrix A to ensure that Q 2k (A) ⊆ P 0 . This criterion is central to the proofs of Theorems 2 and 3.
Proposition 3.11. Let A ∈ R n×m and fix k ∈ N. Suppose that (i) Every closed walk on Γ A has weight 0, and (ii) Γ A is 2k-repeating. Then Q 2k (A) ⊆ P 0 and
Proof. Let G = G (AA t ) k , and let π be the projection from G to Γ A described earlier. The result follows from Proposition 3.4 if we show that (i) and (ii) imply that G is 2k-odd. All cycles in G have length which is a multiple of 2k. Let L be a cycle in G of length 2jk and W = π(L); clearly W is a closed walk of length 2jk on Γ A and w 2k (W ) = w 2k (L). By (ii), if j > 1, then W is 2k-repeating, and consequently, by Proposition 3.9, is not the projection of a cycle in G contradicting the assumption. So j = 1, namely, (ii) implies that there are no cycles in G of length greater than 2k. By (i), w(W ) = 0, so w 2k (L) = w 2k (W ) = j + w(W ) ≡ 1 (mod 2). Since L was arbitrary, G is 2k-odd. The same argument works equally for Q 2k (A t ) since Γ A t ∼ = Γ A .
Repeating properties of graphs
This subsection contains claims about a graph G including:
1. G is 2-repeating if and only if G is a forest; 2. G is 4-repeating if and only if G is a forest; 3. G is 6-repeating if and only if G is 2s-repeating for all s ∈ N if and only if G is a caterpillar forest.
Proposition 3.12.
A graph which fails to be 2s-repeating for some s ∈ N, fails to be 2r-repeating for all r ≥ s.
Proof. The proof is inductive. Let G be a graph which fails to be 2s-repeating. Consequently there exist j ≥ 2 and a closed walk W = (v 0 , v 1 , . . . , v 2js = v 0 ) which fails to be 2s-repeating. In other words the 2s-labelled walk W 2s has no repeated label in any label-list. Now consider the walkW constructed from W by adding in a second copy of each pair of the form v 2rs−2 , v 2rs−1 (r = 1, . . . , j) immediately after it occurs in W . ClearlyW is a closed walk of length 2j(s + 1) in G. It is straightforward to see thatW fails to be 2(s + 1)-repeating. Consider the 2(s+1)-labelled walkW 2(s+1) . For each r, the vertices v 2rs−2 , v 2rs−1 acquire new labels 2s and 2s + 1 respectively; all other label-sets remain the same. The only possible repeated labels inW 2(s+1) are the new labels 2s or 2s + 1; but a label 2s or 2s + 1 is repeated inW 2(s+1) if and only if 2s − 2 or 2s − 1 was repeated in W 2s , which did not occur by assumption.
Remark 3.13. Observe that if the graph G in the proof of Proposition 3.12 is weighted, then the walkW is 2(s + 1)-odd if and only if W is 2s-odd since the added paths each traverse a single edge twice and thus have weight zero. Proposition 3.14. A cycle fails to be 2s-repeating for all s ∈ N.
Proof. Let C = (v 0 , v 1 , . . . , v k = v 0 ) be a cycle. C fails to be 2-repeating: if C is of even length it has length at least 4 and is itself a closed walk of even length which trivially fails to be 2-repeating (since no vertex is visited more than once). Otherwise if C has odd length, the walk W = (v 0 , v 1 , . . . , v 0 , v 1 , . . . , v 0 ) which traverses C twice is a closed walk of even length at least 4 which fails to be 2-repeating. The claim now follows from Proposition 3.12.
Proposition 3.15. For a graph G, the following are equivalent:
1. G is a forest. 2. G is 2-repeating.
G is 4-repeating.
(1) ⇒ (3): if G is a forest, then it is 4-repeating. To see this, let G be a forest, fix j ≥ 2 and let W be any 4-labelled closed walk on G of length 4j. Since each vertex gets either odd or even labels, if any vertex occurs more than two times in W then it must get a repeated label and we are done. So suppose that no vertex occurs more than twice in W . Then (Remark 2.6) no vertex has degree more than two in W ′ the subgraph of G underlying W . Since W ′ is a connected subgraph of G, it is a tree, and since the maximum degree of any vertex in W ′ is 2, it is a path. Moreover the degree of a vertex in W ′ must be precisely the number of times it has been visited in W ; so W ′ is necessarily a path of length 2j, say v 0 · · · v 2j . The only walk from v 0 to v 2j and back to v 0 which doesn't visit any vertex three times is (v 0 , v 1 , . . . , v 2j−1 , v 2j , v 2j−1 , . . . , v 0 ) and so (upto a shift of initial vertex), this must be W . Clearly vertex v 2r receives the same label twice for each 1 ≤ r ≤ j − 1. Since j ≥ 2, there is at least one such vertex. (3) ⇒ (2): if any graph G is 4-repeating, then it is 2-repeating by Proposition 3.12. Finally, (2) ⇒ (1): if any graph G is 2-repeating, then it contains no cycles by Proposition 3.14 with s = 1, namely, it is a forest.
Lemma 3.16. Not every forest is 6-repeating. In particular, T * is not 6-repeating.
Proof. Consider T * with vertices labelled as follows:
is a closed walk of length 12 on T * which, by observation, fails to be 6-repeating.
The following theorem may be of some interest in its own right. Let the vertices on some path of maximal length in W ′ be u 1 , . . . , u n with u i adjacent to u i±1 for i = 2, . . . , n − 1. (Note that u 1 and u n may not be uniquely defined, but the argument is unaffected.) The path (u 1 , . . . , u n ) will be the termed the "spine" of W ′ with its vertices being "spinal" while the remaining vertices are "non-spinal". Define a vertex labelling l :
For s = 1, . . . , r define f s : {0, . . . , 2r−1} → {1, . . . , n} by f
It is straightforward that f s (i) is odd if and only if exactly one of v i , v i+2s is spinal; otherwise there would exist a closed walk of odd length on W ′ , namely the path (v i , · · · , v i+2s ) followed by the shortest path from v i+2s to v i . Also for each s, Proof. Let G be a connected graph. If G is a caterpillar, then by Theorem 5 any closed walk W contains closed subwalks of length 2r for every integer 1 ≤ r ≤ |W |/2. If G is not a caterpillar, then either (i) it contains a cycle, and thus a closed walk of length 3 or more with no closed subwalks (see also Proposition 3.14), or (ii) it contains the subgraph T * and thus a closed walk of length 12 with no closed subwalk of length 6 (proof of Lemma 3.16).
Phrased in terms of repeating properties of graphs we have: Proposition 3.18. For a graph G, the following are equivalent:
Proof. (1) ⇒ (2) . Suppose G is a caterpillar forest, and given s, j ∈ N with j ≥ 2, let W = (v 1 , . . . , v 2js ) be a closed walk on G. Since W is a closed caterpillar walk, by Theorem 5, W includes a closed subwalk of length 2s < 2js. Thus W is 2s-repeating, and since s, j were arbitrary, G is repeating. (2) ⇒ (3). If G is repeating, then by definition it is 6-repeating. (3) ⇒ (1) . If G is not a caterpillar forest then either (i) it contains a cycle in which case it fails to be 6-repeating by Proposition 3.14; or (ii) it contains the subgraph T * which, by Lemma 3.16, fails to be 6-repeating.
Proof of Theorem 2
Definition 4.1. For A ∈ R n×m , define
In fact:
Proof. First, observe that given A ∈ R n×m we can write
where P • A means the entrywise product or "Hadamard product" of P and A.
The proof is inductive. Note first that the result is trivially true if A ∈ R 1×1 , i.e., if Γ A consists of a single pair of vertices, which may or may not be adjacent. Suppose that
, and consequently, for each positive P ∈ R n×m , there exist positive diagonal matrices D P and E P such that
We proceed by augmenting A 0 with a new column containing at most one nonzero entry. Assume, without loss of generality, that this is the final column.
(a) Define A = [A 0 |0]. This amounts to creating Γ A from Γ A0 by adding an isolated vertex Y m+1 . Given any positive P ′ ∈ R n×(m+1) , let P be the matrix consisting of the first m columns of P ′ , namely P = P ′ ({1, . . . , n}|{1, . . . , m}). Defining D P ′ = D P and
for arbitrary t ∈ R and k ∈ {1, . . . , n}. This amounts to creating Γ A from Γ A0 by adding a leaf Y m+1 adjacent to X k . Given any positive P ′ ∈ R n×(m+1) , let P be defined as before. Then defining D P ′ = D P and
Thus if A 0 is augmented with a column containing at most one nonzero entry to give a new matrix A, then Q ′ (A) = Q(A). The argument where A 0 is augmented with a new row with at most one nonzero entry is similar.
Clearly any matrix A such that Γ A is a forest can be constructed from a 1×1 matrix but successively adding rows/columns with at most one nonzero entry (i.e., by successive addition of either leaves or isolated vertices to the bipartite graph). Thus, inductively, if Γ A is a forest then
is not a forest then it contains a cycle of length 2r with r ≥ 2, say (X i0 Y j0 · · · X ir−1 Y jr−1 X i0 ). Given positive P ∈ R n×m , a necessary condition for the existence of positive diagonal matrices D and E such that P • A = DAE is that the 2r equations
can all be satisfied. Taking products of alternate equations we get
and choosing any P not satisfying this equation gives us an element
We can now prove Theorem 2 which we restate for readability:
Theorem 2. The following are equivalent:
• Γ A is a forest.
• Q 4 (A) ⊆ P 0 .
• Q 2 (A) ⊆ PS.
Proof of Theorem 2. Let A ∈ R n×m . 1. Suppose Γ A is a forest. Since Γ A is 4-repeating by Proposition 3.15, and all closed walks on Γ A have weight 0 (see Remark 2.14), the claim that Q 4 (A) ⊆ P 0 follows from Proposition 3.11 with s = 2. Now consider arbitrary A 1 , A 2 ∈ Q(A), so that A 1 A t 2 ∈ Q 2 (A). From Theorem 6 we can write
, it is easy to check that
is (diagonally) similar to a positive semidefinite matrix. Since A 1 , A 2 were arbitrary, the claim that Q 2 (A) ⊆ PS follows.
2. Suppose now that Γ A is not a forest. Γ A must have a cycle, say L = (v 1 v 2 · · · v 2r v 1 ) (r ≥ 2) and, by Proposition 3.14, L is not 4-repeating. Let 
In each case L ′ fails to be 4-repeating or 4-odd and so, by Proposition 3.10,
with all i k distinct and all j k distinct. Define i r = i 0 and B, C ∈ Q 0 (A) via:
Multiplying gives:
Since the i k are all distinct it follows, as in the proof of Theorem 4 that given nonempty α ⊆ {1, . . . , n}, the principal minor (BC
Thus the characteristic polynomial of BC t is either λ n−r (λ r −1) or λ n−r (λ r +1). So the nonzero eigenvalues of BC t are just the rth roots of 1 or of −1, and since r ≥ 2, these clearly cannot all lie on the nonnegative real axis. (In fact, if r ≥ 3 then some of these must be nonreal.) Thus Q 2 0 (A) ⊆ PS, and by Remark 1.8,
Proof of Theorem 3
Before we prove Theorem 3, we will show that Q 2r (A) ⊆ P 0 for all r ∈ N implies Q 2r (A) ⊆ PS for all r ∈ N.
Definition 5.1. Define for n, k ∈ N the following subsets of C.
is the kth preimage of F (n), and C ′ n is the complex plane with F (n) and all its preimages removed. Note that there are in general nonreal elements in C ′ n : e.g., if z = e 2πi/3 then z k ∈ F (4) for any k > 0. More generally, with θ = 2π/(2m + 1), the set {e iθ , e 2iθ . . .} misses F (n) if n > 2m + 1.
We collect together some results and observations involving the sets in Definition 5.1:
Proof. The first claim with k = 1 is proved by Kellogg [14] : in fact Kellogg proves that λ ∈ C is an eigenvalue of an n × n P 0 -matrix if and only if λ ∈ F (n). The case of general k follows immediately as the eigenvalues of A k are just the kth powers of those of A. The second claim is immediate from the first. To verify the final claim observe that: (i) if z ∈ R ≥0 , then z k ∈ R ≥0 for all k and hence R ≥0 ⊆ C ′ n ; (ii) if z = ρe 2πiθ where ρ > 0 and θ ∈ Q, then as is well known {e 2πiθ , e 4πiθ , e 6πiθ , . . .} is dense on the unit circle, and so there exists k ∈ N such that z
Proof. Suppose Q 2r (A) ⊆ P 0 for each r ∈ N. Since in particular Q 2 (A) ⊆ P 0 , by Theorem 1, Γ A is 2-odd. Fix r ∈ N and for brevity let A . As all matrices in im(γ) have exactly n − rank(A) zero eigenvalues (Lemma 3.2), by the continuous dependence of the (nonzero) spectrum of γ(t) on t, there must be some t ′ ∈ [0, 1] such that γ(t ′ ) has a nonzero eigenvalue z = ρe iφ with ρ > 0 and φ an irrational multiple of 2π, contradicting the fact that spec(A) ⊆ C Q . Thus A ⊆ PS, and since r was arbitrary, Q 2r (A) ⊆ PS for each r ∈ N.
Proof. We prove the contrapositive. Suppose Q 2s (A) ⊆ P 0 . By Proposition 3.10, there exist j ≥ 2 and a closed walk W of length 2js in Γ A which fails to be either 2s-repeating or 2s-odd. By Proposition 3.12 and Remark 3.13 there exists a closed walk of length 2j(s + 1) on Γ A which fails to be either 2(s + 1)-repeating or 2(s + 1)-odd. Applying Proposition 3.10 again, Q 2(s+1) (A) ⊆ P 0 .
We are now able to prove Theorem 3, restated here for readability. 2k (A) ⊆ P 0 for all k ∈ N. Suppose Γ A is a caterpillar forest. Then every closed walk on Γ A has weight 0 (Remark 2.14). Moreover Γ A is 2k-repeating for each k ∈ N by Proposition 3.18. By Proposition 3.11, Q 2k (A) ⊆ P 0 for all k ∈ N. 2) If Q 2k (A) ⊆ P 0 for all k ∈ N, then trivially Q 6 (A) ⊆ P 0 . 3) Q 6 (A) ⊆ P 0 ⇒ Γ A is a caterpillar forest. Suppose Γ A fails to be a caterpillar forest; then either (i) it fails to be a forest, or (ii) it includes a subgraph isomorphic to T * . In case (i) by Theorem 2, Q 4 (A) ⊆ P 0 and so, by Proposition 5.4, Q 6 (A) ⊆ P 0 . In case (ii) A has a submatrix, say B, such that Γ B ∼ = T * . Define the walk W as in the proof of Lemma 3.16: as W fails to be 6-repeating or 6-odd, by Proposition 3.10 Q 6 (B) ⊆ P 0 . By Proposition 3.5, Q 6 (A) ⊆ P 0 . 4) If Q 2k (A) ⊆ P 0 for all k ∈ N then, by Theorem 7, Q 2k (A) ⊆ PS for all k ∈ N.
5) If Q 2k (A) ⊆ PS for all k ∈ N, then trivially Q 4 (A) ⊆ PS. 6) Finally, if Q 4 (A) ⊆ PS, then Γ A is a caterpillar forest. Suppose Γ A fails to be a caterpillar forest. Either (i) Γ A is not a forest, in which case, by Theorem 2, Q 4 (A) ⊆ P 0 , and hence, by Proposition 3.4 Q 4 (A) ⊆ PS; or (ii) A has a submatrix, say B, such that Γ B ∼ = T * . It is then easy to find B 1 , B 2 , B 3 , B 4 ∈ Q 0 (B) such that B 1 B J has characteristic polynomial λ(λ 3 − 4λ 2 + 3λ − 1) which can easily be computed to have a pair of nonreal roots, using, for example, the implementation of Sturm's theorem in MAXIMA [15].
Conclusions
A number of relationships have been presented between the graphs associated with a real matrix A and the products Q k (A). Some of the results seem rather surprising, for example, the claim that the apparently weaker condition Q 4 (A) ⊆ PS implies in fact that Q 2k (A) ⊆ PS for all k ∈ N. As discussed in the introductory section, the results here have connections with the study of chemical reaction networks. For example, Theorem 1, which can be derived from results in [9] , is related to the question of which chemical reaction systems are incapable of multiple steady states: via results in [16] , for example, and with some mild additional assumptions, it implies that chemical systems with 2-odd SR graphs are incapable of multiple equilibria. In this spirit, again with some additional assumptions, a consequence of Theorem 2 is that chemical systems with acyclic SR graphs have a unique equilibrium which is locally stable. We are unaware of any immediate applications of Theorem 3, but mathematically it is the natural next claim after that of Theorem 2. Sharper graph-theoretic results are also available, involving more complicated computations on the SR graph and related bipartite graphs.
