Abstract: Explicit formulas for the tap-coef®cients of Taylor-series-based full-band FIR digital differentiators have already been presented. However, those formulas were not derived mathematically from the Taylor series and were based on observations of different sets of results. The authors provide a mathematical proof of the formulas by deriving them mathematically from the Taylor series.
Introduction
Among the various available designs of digital ®lters, Chebyshev designs [1] are the most popular for their exibility. However, Chebyshev designs do not provide explicit formulas for tap-coef®cients of the ®lter and are accomplished with iterative procedures. On the other hand, designs of maximally¯at ®lters [2] , which are well known for their smooth frequency response and accuracy, can be accomplished more easily with the help of explicit formulas.
In [3] , we presented new Taylor-series-based ®nite-difference approximations of the ®rst derivative of a function, and implemented them as maximally linear ®nite-duration impulse response (FIR) digital differentiators. The presented ®lters were found useful for full-band applications, and much more accurate than the available maximally linear digital differentiators [4] . We presented explicit formulas for the tap-coef®cients of digital differentiators, and they can therefore be designed much more easily, using a simple calculator. We also suggested a modi®cation in the presented formulas to make the resultant ®lters comparable with Chebyshev differentiators. However, formulas presented in [3] lack a mathematical proof, and were established merely by observing the solutions of different sets of Taylor-series-based equations. In this paper, we provide a review of the formulas presented in [3] , and mathematical proof of these formulas is given.
Taylor-series-based digital differentiators
A new Taylor-series-based ®nite difference approximation of the ®rst derivative of a function f (t) at a mesh point t iT was presented in [3] as
where f n denotes the discrete time samples of f (t) taken at t nT, and T is the sampling period. The coef®cients d 2k71a2 , which were implemented as full-band digital differentiators in [3] , can be written as
and A Based on the observation of the results for different values of N, it was shown in [3] , that
where the double factorial of an integer k is de®ned as k!! k(k 7 2)(k 7 4) F F F ( ! 1). Using eqns. 3 and 4 in eqn. 2 leads to
The coef®cients given by eqn. 5 were implemented as fullband FIR digital differentiators in [3] . However, as stated above, eqns. 3 and 4, on which the formulas of these coef®cients are based, were not derived mathematically, and we obtained them by observing numerical results for different values of N. In Section 3, we derive these equations mathematically from the Taylor series, and thus provide a mathematical basis for the formulas of tapcoef®cients of digital differentiators presented in [3] .
Mathematical proof
Consider the determinant of order 2(N 7 i) as given below [Note 1]:
In this determinant, all the terms in odd indexed rows are positive, whereas the alternating terms in even indexed rows have negative signs. It is well known that if a column of a matrix is multiplied by a constant and then added to some other column of the matrix, the determinant of the matrix remains unchanged.
Using this property, we multiply each column of a 2N 71 by 7(i 1a2) and add it to the next column to obtain
In the above determinant, all the entries in the ®rst row arè 0' except for a`1' in the ®rst column. Therefore, if we expand the determinant along the ®rst row, we get a determinant of the order reduced by one, i.e. the ®rst row and ®rst column of the above determinant can be removed without any change in its value. Further, it can be seen that the odd indexed rows of the reduced determinant have common terms such as (2i 1), (2i 3), F F F (N i), whereas even indexed rows have common terms such as 1, 2, 3, F F F (N 7 i 7 1). According to determinant properties, these common terms can be taken out and we obtain
where
Now if each column of the above determinant is multiplied by (i 1a2) and added to the next column, all the columns in the ®rst row become`0' except for a`1' in the ®rst column, i.e. the order of the determinant can further be reduced by one. The reduced determinant will have common terms in each row, which can be brought out and a relationship similar to eqn. 6 can be obtained as
Note 1: In this paper. the terms`order'`row' and`column' of a determinant refer to those of the matrix of which the determinant is taken.
which used in eqn. 6 leads to
The above relationship reduces the order of the determinant a 2N7i by two, by removing its top two rows and last two columns, and can be used iteratively (N 7 i 7 1) times to ®nally obtain a reduced determinant of order two, which can be calculated directly as (2N 7 1), and we obtain
13 8 which can be simpli®ed for i 0 as
Now consider a determinant a k 2N7i71 obtained by removing the last column and the (2k 7 2i 7 1)th row of a 2N 7i , which is given as
Reducing the order of this determinant by two, using the same procedure as explained above for a 2N 7i , gives a relation similar to eqn. 7 as
Comparing the relationship with that given by eqn. 7, we ®nd extra terms in the denominator, which are due to the missing row. The above iterative relation is valid for the ®rst (k 7 i 7 1) iterations, each reducing the order by two, until we achieve an order of 2N 7 2k 1, and the reduced determinant is the same as b 2N 7k171 , except that the odd indexed rows have the opposite sign. Therefore we may write
The value of b 2N7k1 , can be obtained from eqns. 6 and 8 as Now consider the determinant of A in eqn. 2. The terms in the ®rst column are common in each column, and similarly each row in a column has the same factorial terms in the denominator. Bringing these common terms out, we are left with a 2N , the value of which is given by eqn. 9, and we can write
