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Finding the optimal encoding strategies can be challenging for communication using quantum
channels, as classical and quantum capacities may be superadditive. Entanglement assistance can
often simplify this task, as the entanglement-assisted classical capacity for any channel is additive,
making entanglement across channel uses unnecessary. If the entanglement assistance is limited,
the picture is much more unclear. Suppose the classical capacity is superadditive, then the classical
capacity with limited entanglement assistance could retain superadditivity by continuity arguments.
If the classical capacity is additive, it is unknown if superadditivity can still be developed with
limited entanglement assistance. We show this is possible, by providing an example. We construct
a channel for which the classical capacity is additive, but that with limited entanglement assistance
can be superadditive. This shows entanglement plays a weird role in communication, and we still
understand very little about it.
In Shannon’s classical information theory [1], a clas-
sical (memoryless) channel is a probabilistic map from
input states to output states. This has been extended to
the quantum world. A (memoryless) quantum channel
is a time-invariant completely positive trace preserving
(CPTP) linear map from input quantum states to output
quantum states [2]. A classical channel can only transmit
classical information, and the maximum communication
rate is fully characterized by its capacity. A quantum
channel can be used to transmit not only classical infor-
mation but also quantum information. Hence, there are
different types of capacity, such as classical capacity C
for classical communication [3, 4] and quantum capacity
Q for quantum communication [5–7].
Since quantum channels transmit quantum states, and
quantum states can be entangled with other parties, it is
natural to ask if entanglement can assist the communi-
cation. This was first considered by Bennett et al., who
showed that unlimited preshared entanglement could im-
prove the classical capacity of a noisy channel [8, 9]. Shor
examined the case where only finite preshared entangle-
ment is available and obtained a trade-off curve that il-
lustrates how the optimal rate of classical communica-
tion depends on the amount of entanglement assistance
(CE trade-off) [10]. One can also consider how entan-
glement (E), classical communication (C), or quantum
communication (Q) can trade-off against each other as
resources. The tradeoff capacity of almost any two re-
sources was studied by Devetak et al. [11, 12], such as
entanglement-assisted quantum capacity (QE trade-off).
Subsequently, the triple resource (CQE) trade-off capac-
ity was also characterized [13–15].
However, almost all the capacity formulas above are
given by regularized expressions. They are difficult to
evaluate because they require an optimization over an
infinite number of channel uses, which is typically in-
tractable. The existence of this regularization is because
entanglement across different channel uses can sometimes
protect information against noise and improve the com-
munication rate, a phenomenon often called superaddi-
tivity. Superadditivity has long been known to be the
case for quantum capacity [16, 17], but remained undis-
covered for classical capacity until Hastings gave an ex-
ample [18]. One exception is the entanglement-assisted
classical capacity CE [9, 19]. An intuitive understanding
of the additivity of CE is that the best way to use entan-
glement is to preshare it to the receiver, but not across
different channels.
The need for regularization for various capacity formu-
las represents our incomplete understanding of quantum
channels, as one cannot find the optimal transmission
rate and best encoding strategies. Thus, an important
goal in quantum Shannon theory is to characterize quan-
tum channels with additive capacities. For classical ca-
pacity, many such channels are known, including unital
qubit channels [21], entanglement-breaking channels [22],
etc. For quantum capacity, there are also examples like
degradable channels [11]. Additivity for the double or
triple resource trade-off capacity has also been consid-
ered, but many fewer examples are known [23].
One can also ask if it is possible to characterize the
additivity of a capacity region (e.g., CE trade-off) from
some of its subregions (e.g., C). This has been shown to
be possible for QE trade-off, as additivity of Q implies
the additivity of quantum capacity with any amount of
entanglement assistance [12]. However, the same prob-
lem is open for CE trade-off. This question has only been
recently explored [24], where one can restrict the encod-
ing and constraint on entanglement to make it additive.
In this work, we consider the implication of additiv-
ity of the classical capacity on the CE trade-off region.
Suppose C is additive, this means we can look at each
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FIG. 1. Consider a channel N for classical communication,
with additive classical capacity. We have the following three
scenarios. (a) Entanglement across channel uses does not help
if we do not have any assistance. (c) Entanglement across
channel uses also does not help if we have unlimited entangle-
ment assistance (this is always true regardless of the channel).
The question addressed is case (b), whether entanglement
across channel uses can help if we have some entanglement
assistance.
channel separately, and entangled input states do not
help [Fig. 1(a)]. The same is true if there is unlimited
entanglement assistance [Fig. 1(c)]. But with limited en-
tanglement assistance, it is unclear whether entangled
input states could help [Fig. 1(b)]. We answer the above
question affirmatively. We show that there exists a chan-
nel N such that the classical capacity is additive, but
with some entanglement assistance P , it becomes super-
additive. We give a schematic plot of our CE trade-off
curve in Fig. 2(a).
To describe our results precisely, we need to first review
a few key notions and results in classical capacity. To
transmit classical information, Alice picks a set of signal
states ρi with probability pi (denoted as {pi, ρi}), and
sends them through the channel Φ to Bob. The 1-shot
classical capacity (i.e., Holevo capacity) [3, 4] of Φ is
C(1) (Φ) = max
{pi,ρi}
S
(∑
i
piΦ (ρi)
)
−
∑
i
piS (Φ (ρi)) ,
where S (ρ) = −tr[ρ log(ρ)] is the von Neumann en-
tropy. This is the maximal rate of reliable classical in-
formation transmission achieved using tensor products
of states ρi, hence the “1-shot” classical capacity [25].
If we can use input states which are entangled across
n channel uses, we obtain the n-shot classical capacity
C(n) (Φ) = C(1) (Φ⊗n) /n. C (Φ) = limn→∞ C(n) (Φ) de-
notes the (regularized) classical capacity and is the ul-
timate limit of reliable classical information transmis-
sion through Φ. If C (Φ) is additive for channel Φ, i.e.,
C(n) (Φ) = C(1) (Φ) for all n, then we use C (Φ) in place
of C(n) (Φ).
Now consider the scenario where the purifications of
the states ρi are preshared to Bob, who can use them
CP(1)
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FIG. 2. (a) Schematic plot of the superadditivity in CE trade-
off for our channel. CP = C(1)P at P = 0 and Pmax, but not for
all values in between. (b) QE trade-off curve for channels with
additive quantum capacity. Pmax is the maximum amount of
available entanglement assisntance.
together with the states he receives through Φ for de-
coding. If we restrict the average amount of preshared
entanglement to be P ebits per channel use, we arrive
at the 1-shot classical capacity with entanglement assis-
tance P [10], denoted as C(1)P (Φ),
C(1)P (Φ) = max{pi,ρi}∑
i piS(ρi)≤P
∑
i
piS (ρi)
+ S
(
Φ
(∑
i
piρi
))
−
∑
i
piS (Φ⊗ I (φi)) ,
where φi := |φi〉 〈φi| is the density matrix of ρi together
with a purification. This is also achieved using inputs
which are tensor products of states ρi. Similar to classi-
cal capacity, there is C(n)P (Φ) = C(1)nP (Φ⊗n) /n and CP (Φ).
Note that the above formula works for any P . In partic-
ular, when P = 0, we get C(1) (Φ). When P is maximal,
we get CE (Φ).
Now we are ready to state our main result.
Theorem 1 (Main Theorem) There exists a channel N
such that
C (N ) = C(1) (N )
i.e., its classical capacity is additive. However, there ex-
ists P such that
CP (N ) > C(1)P (N )
i.e., its classical capacity with limited entanglement as-
sistance can be superadditive.
This additivity to superadditivity transition in classical
capacity is illustrated in Fig. 2(a). This is in sharp con-
trast to the QE trade-off curve [Fig. 2(b)], as Q(n)P grows
linearly in P with gradient 1. Additivity of Qp follows
from the additivity of Q.
Our channel N is a conditional quantum channel
NMA→B [26], where register M determines whether
3N
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FIG. 3. Diagrammatic representation of N .
NA→B0 or NA→B1 is used (see Fig. 3 for a diagrammatic
representation). Explicitly, on any input state ρMA [27],
N (ρMA) = N0
(
〈0| ρMA |0〉M
)
+N1
(
〈1| ρMA |1〉M
)
.
(1)
This construction is similar to the one in Ref. [28]. How-
ever, their construction does not directly apply to our
case since M is kept and contains classical information.
The intuition why a channel like N will work is that
without entanglement, we are only using the classical
channel N0, hence its classical capacity is additive. As
one increases entanglement assistance, one starts using
the quantum channel N1, where superadditivity kicks in.
Our construction is generic and does not depend on the
specific forms ofN0 andN1. Hence we give the properties
of N0 and N1 that are required for our argument to work
and will give a construction of N1 later. An example of
N0 is given in the Supplemental Material.
We require the classical channel N0 to have the follow-
ing properties: (0.1) C (N0) = log(|B|) −minS (N0 (ρ)).
(0.2) It has a noise parameter η which can be tuned, such
that C (N0) varies from 0 to log(|B|) continuously.
We require the quantum channel N1 to have the fol-
lowing properties: (1.1) It has a superadditive classical
capacity, i.e., C (N1) > C(1) (N1). (1.2) For any n and P ,
C(n)P (N1) = log(|B|)− min
S(ρ)≤nP
1
n
{S (N⊗n1 ⊗ I (φρ))−S (ρ)}.
(1.3) There exists P > 0 such that CP (N1) > C(1)P (N1),
and CP (N1) is strictly concave at P .
Here by saying a function f is strictly concave at y,
we mean f(y) > (1 − p)f(v) + pf(w) for all v < y < w
satisfying (1 − p)v + pw = y, with p ∈ (0, 1). It is clear
that CP (Φ) is always concave in P . If P = (1−p)P1+pP2,
then CP (Φ) ≥ pCP1(Φ)+(1−p)CP2(Φ), as one can always
just use entanglement P1 for the p fraction of the channel
uses and entanglement P2 for the other fraction.
The rest of the paper is organized as follows. We first
state Lemma 2 about the classical capacity with limited
entanglement assistance, of partial cq channels (defined
in Lemma 2). This lemma together with the properties
above lead to the simplification of capacity formulas, as
we show in Lemmas 3 and 4. We will prove our main
theorem in the main text and leave the proofs of various
lemmas to the Supplemental Material.
Lemma 2 Suppose a channel Ψ has an input Hilbert
space HR⊗HC . If there exists a noiseless classical chan-
nel Π on HR with orthonormal basis {|j〉}, such that
Ψ = Ψ ◦ (Π⊗ IC) ,
then C(1)P (Ψ) can be achieved with an input ensemble
{pij , |j〉 〈j| ⊗ ρij}, where ρij are states of C.
By saying Π is a noiseless classical channel with orthonor-
mal basis {|j〉}, we mean Π (ρ) = ∑j |j〉 〈j| ρ |j〉 〈j|. This
is very intuitive. Entanglement between R and other par-
ties is not useful, as Π destroys it. Since we only have
limited entanglement, it is better to use it on C.
Using Lemma 2 and properties of N0 and N1, we can
simplify the various capacity formulas of N .
Lemma 3
C(1)(N ) = max
{
C (N0) , C(1) (N1)
}
,
C(N ) = max {C(N0), C(N1)} .
Lemma 2 ensures that for different uses of the channel,
we can choose to use N0 or N1 only, without sacrificing
the capacity. Lemma 3 simply states that, for all channel
uses, we should use either N0 or N1 .
Lemma 4
C(1)P (N ) = max{q,P ′}
(1−q)P ′=P
qC(N0) + (1− q)C(1)P ′ (N1), (2)
CP (N ) = max{q,P ′}
(1−q)P ′=P
qC (N0) + (1− q)CP ′ (N1) . (3)
This lemma states that, for entanglement-assisted clas-
sical communication, the best strategy is to use N0 for
some fraction of the channel uses and N1 for the other
fractions of the channel uses (i.e., time sharing). Since
using N0 does not require entanglement assistance, we
can allocate more of it to N1.
Now we are ready to prove the main theorem. Proof
of main theorem— Choose N0 such that
C (N0) = C (N1) > C(1) (N1) . (4)
By Lemma 3, the classical capacity of N is additive, i.e.,
C (N ) = C (N0) = C(1) (N ) . (5)
From Eqs. (3),(4) and concavity of CP (N1) with respect
to P , we have CP (N ) ≤ CP (N1). Also, CP (N ) ≥
CP (N1) by choosing q = 0 in Eq. (3). So we have
CP (N ) = CP (N1) . (6)
Choose P > 0 according to property 1.3. By Lemma 4,
suppose C(1)P (N ) is achieved at some
{
q˜, P˜
}
with
(1− q˜) P˜ = P , i.e.,
C(1)P (N ) = q˜C (N0) + (1− q˜) C(1)P˜ (N1) . (7)
4If P˜ = P , we have
CP (N ) = CP (N1) > C(1)P (N1) = C(1)P (N ) , (8)
where the inequality follows from property 1.3.
If P˜ > P and thus q˜ > 0,
CP (N ) = CP (N1) > q˜C (N1) + (1− q˜) CP˜ (N1)
≥ q˜C (N0) + (1− q˜) C(1)P˜ (N1) = C
(1)
P (N ) , (9)
where the first inequality follows from property 1.3.
Construction of N1—The first two properties for
N1 can be easily satisfied. One can take a channel with
a subadditive minimum output entropy [18] and unitally
extend it to a channel with a superadditive classical ca-
pacity, via Shor’s construction [30, 31]. Unfortunately,
such channels are poorly understood, and we do not know
if it satisfies property 1.3. We argue that if it does not, we
can tensor product a dephasing channel that will guaran-
tee it is satisfied, without sacrificing the other properties.
We quote the following property about concave func-
tions [32]: A concave function u(y) is continuous, differ-
entiable from the left and from the right. The derivative
is decreasing, i.e., for x < y, we have u′(x−) ≥ u′(x+) ≥
u′(y−) ≥ u′(y+). We use “±” to denote the right and
left derivatives when needed.
Let EC→C be a random orthogonal channel with sub-
additive minimum output entropy [18] and FRC→C (with
|R| = |C|2) be a conditional quantum channel of the form
F (ρRC) = |C|2∑
j=1
XjE
(
〈j| ρRC |j〉R
)
X†j , (10)
where Xj ’s are the Heisenberg-Weyl operators on C [6].
This ensures F satisfies properties 1.1 and 1.2 [29].
Because of Lemma 2, the useful entanglement assis-
tance is at most log(|C|). Thus, we restrict to 0 ≤ P ≤
log(|C|).
Let
 = C (F)− C(1) (F) > 0. (11)
Since
C(1)P (F) ≤ C(1) (F) + P, (12)
CE (F) ≤ C (F) + log(|C|)− . (13)
This implies dCP (F) /dP cannot always be 1. Thus,
there exists P¯ ∈ [0, log(|C|)) such that
dCP (F) /dP = 1, ∀ 0 ≤ P ≤ P¯ (14)
and
dCP (F) /dP < 1, ∀P > P¯ . (15)
Next, we discuss the few different cases. (1) P¯ > 0. Then
CP (F) is strictly concave at P¯ by definition. Note that
CP¯ (F) = C (F) + P¯ but C(1)P¯ (F) ≤ C(1) (F) + P¯ , thus
CP¯ (F)− C(1)P¯ (F) ≥  and N1 = F satisfies property 1.3.
(2) P¯ = 0. Let N1 = F ⊗ ∆Zλ , where ∆Zλ is the qubit
dephasing channel ∆Zλ (ρ) = (1−λ)ρ+λZρZ. The CQE
trade-off region is additive for Φ ⊗ ∆Zλ , for any channel
Φ; thus, N1 satisfies property 1.1. ∆Zλ satisfies property
1.2, and by arguments similar to Appendix B of Ref. [23],
one can show N1 also satisfies property 1.2.
Since dCP (F) /dP |0+< 1, choose λ > 0 small such
that dCP
(
∆Zλ
)
/dP |1−> dCP (F) /dP |0+. This ensures
that when 0 < P ≤ 1,
CP (N1) = C (F) + CP
(
∆Zλ
)
. (16)
Since CP
(
∆Zλ
)
is strictly concave with respect to P when
λ < 1/2 [13], CP (N1) is also strictly concave with respect
to P , for 0 < P ≤ 1. Also, when P < ,
CP (N1) ≥ C (F) + C
(
∆Zλ
)
> C(1) (F) + C (∆Zλ )+ P ≥ C(1)P (N1) ,
where the first inequality comes from Eq.(16), the second
one comes from our assumption P <  and Eq. (11) and
the last one comes from Eq.(12).
This ensures that CP (N1) is superadditive. Thus when
0 < P < min{1, }, CP (N1) is strictly concave and
superadditive, satisfying property 1.3.
Conclusion.—Our work unveils the complications in
characterizing the additivity of the CE capacity region.
In fact, the only known channels that admit an additive
CE capacity region are the quantum erasure channels
[13] and Hadamard channels [23], many fewer than the
class of channels with an additive classical capacity. Co-
incidentally, these two classes of channels also admit an
additive CQE trade-off capacity, suggesting a nontrivial
connection [13, 23, 33].
Also, we do not know the number of shots at which
the superadditivity occurs. However, it is very likely that
our N1 only has superadditivity in classical capacity up
to two shots[34]. In that case, the superadditivity in
classical capacity with limited entanglement will appear
at two shots.
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6Supplemental Materials: Superadditivity of the Classical Capacity with Limited
Entanglement Assistance
Proof of Lemma 2 in Main Text
Proof. For channel Ψ, suppose one uses the ensemble {pi, ρi} for entanglement-assisted classical communication.
Holevo’s bound gives the maximum classical information transmitted as
χassist (Ψ, {pi, ρi}) :=
∑
i
piS (ρi) + S
(
Ψ
(∑
i
piρi
))
−
∑
i
piS (Ψ⊗ IE (φi)) , (S1)
where the pre-shared entanglement is in Hilbert space HE , and |φi〉 ∈ HR ⊗HC ⊗HE . Then
C(1)P (Ψ) = max{pi,ρi}∑
i piS(ρi)≤P
χassist (Ψ, {pi, ρi}) . (S2)
We apply the noiseless classical channel Π on the register R. Since Ψ = Ψ◦(Π⊗ IC), this does not change the amount
of information transmitted. Hence Eq.(S1) is equal to
∑
i
piS (ρi) + S
(
Ψ
(∑
i
piΠ⊗ IC (ρi)
))
−
∑
i
piS (Ψ⊗ IE (Π⊗ ICE (φi))) . (S3)
Now, we consider an alternative protocol, described below. Formally, the state of RCE after Π is
Π⊗ ICE (φi) =
∑
j
p(j|i) |j〉 〈j| ⊗ ρij . (S4)
Note ρij are states of CE and |j〉’s are the basis of the classical channel. Moreover, for the density matrix ρij , consider
its spectral decomposition
ρij =
∑
k
p(k|ij)φijk. (S5)
So Eq. (S4) is equal to
Π⊗ ICE (φi) =
∑
j
p(j|i) |j〉 〈j| ⊗
(∑
k
p(k|ij)φijk
)
=
∑
jk
p(jk|i) |j〉 〈j| ⊗ φijk, (S6)
where p(jk|i) = p(k|ij)p(j|i). We introduce the notation for the reduced density matrices ρCijk = trE (φijk) and
ρEijk = trC (φijk). Denote pijk = p(jk|i)pi.
Suppose Alice and Bob instead use the ensemble
{
pijk, |j〉 〈j| ⊗ ρCijk
}
for entanglement-assisted classical commu-
nication. We prove in the following that using this ensemble will consume less entanglement and transmit more
information, which suffices to prove the lemma.
First, we show that the entanglement consumption for the second protocol is less than that for the original protocol.
The original entanglement assistance for using state φi is
ρEi = trCR (φi) = trCR (Π⊗ ICE (φi)) =
∑
j
p(jk|i)ρEijk, (S7)
where ρEijk’s are the entanglement assistance for the second protocol. By concavity of the von Neumann entropy,∑
jk
p(jk|i)S (ρEijk) ≤ S (ρi) , (S8)
7and thus ∑
ijk
pijkS
(
ρEijk
) ≤∑
i
piS (ρi) . (S9)
This means the average entanglement used between Alice and Bob is smaller for the second protocol.
Next, we show that the amount of information transmitted by the second protocol is larger than that by the first
protocol. For the second protocol, χassist
(
Ψ,
{
pijk, |j〉 〈j| ⊗ ρCijk
})
is
∑
ijk
pijkS
(
ρEijk
)
+ S
Ψ
∑
ijk
pijk |j〉 〈j| ⊗ ρCijk
−∑
ijk
pijkS (Ψ⊗ IE (|j〉 〈j| ⊗ φijk)) . (S10)
We introduce a new register Q, which records the j, k indices of the second ensemble of states. Denote each state as
|jk〉 ∈ HQ. Denote C ′ the output register of the channel Ψ. Consider the following state of QC ′E∑
jk
p(jk|i) |jk〉 〈jk| ⊗ (Ψ⊗ IE (|j〉 〈j| ⊗ φijk)) . (S11)
It has the following properties,
S (E) = S
∑
jk
p(jk|i)ρEijk
 = S (ρi) , (S12a)
S (C ′E) = S
∑
jk
p(jk|i)Ψ⊗ IE (|j〉 〈j| ⊗ φijk)
 = S (Ψ⊗ IE (Π⊗ ICE (φi))) , (S12b)
S (QE)− S (Q) = S
∑
jk
p(jk|i) |jk〉 〈jk| ⊗ ρEijk
− S
∑
jk
p(jk|i) |jk〉 〈jk|
 = p−1i ∑
jk
pijkS
(
ρEijk
)
, (S12c)
S (QC ′E)− S (Q) = S
∑
jk
p(jk|i) |jk〉 〈jk| ⊗ (Ψ⊗ IE (|j〉 〈j| ⊗ φijk))
− S
∑
jk
p(jk|i) |jk〉 〈jk|

= p−1i
∑
jk
pijkS (Ψ⊗ IE (|j〉 〈j| ⊗ φijk)) . (S12d)
By strong subadditivity,
S (QE)− S (Q)− (S (QC ′E)− S (Q)) ≥ S (E)− S (C ′E) . (S13)
Now we are ready to compare Eqs. (S3) and (S10). The second term of Eq. (S3) and Eq. (S10) are the same. From
Eq. (S13), with each term given in Eqs. (S12), we immediately see that the first and the third terms of Eq. (S3) and
Eq. (S10) are exactly the terms in Eq. (S13). So Eq. (S10) is greater than Eq. (S3).
proof of Lemma 3 in Main Text
Proof. Let Π(ρ) = |0〉 〈0| ρ |0〉 〈0| + |1〉 〈1| ρ |1〉 〈1|. Then N = N ◦ (Π⊗ IA) and N is a partial cq channel. Taking
P = 0 in Lemma 2 from the main text, C(1)(N) can be achieved with ensembles of the form {pij , |j〉 ⊗ |φij〉}, with
j ∈ {0, 1}.
8The Holevo information of N with respect to {pij , |j〉 ⊗ |φij〉} is given by
χ (N , {pij , |j〉 ⊗ |φij〉})
=S
(∑
i
pi0N0 (φi0) + pi1N1 (φi1)
)
−
∑
i
pi0S (N0 (φi0))−
∑
i
pi1S (N1 (φi1))
≤ log(|B|)−
∑
i
pi0S (N0 (φi0))−
∑
i
pi1S (N1 (φi1))
≤P0
(
log(|B|)−
∑
i
pi0
P0
S (N0 (φi0))
)
+ P1
(
log(|B|)−
∑
i
pi1
P1
S (N1 (φi1))
)
≤P0C(N0) + P1C(1)(N1) (S14)
where we define P0 =
∑
i pi0 and P1 =
∑
i pi1. In the last line, we used properties (0.1) and (1.2) from the main text.
This means
C(1)(N ) ≤ max{C(N0), C(1)(N1)}. (S15)
On the other hand, by choosing states such that the first register is 0 or 1, it is obvious that
C(1)(N ) ≥ max{C(N0), C(1)(N1)}, (S16)
so
C(1)(N ) = max{C(N0), C(1)(N1)}. (S17)
Similarly
C(n)(N ) = max
0≤l≤n
{
1
n
C(1) (N⊗n−l0 ⊗N⊗l1 )} . (S18)
Since N0 is classical [S1],
C(1) (N⊗n−l0 ⊗N⊗l1 ) = (n− l)C(N0) + C(1) (N⊗l1 ) = (n− l)C(N0) + lC(l) (N1) . (S19)
This means
C(n)(N ) = max
0≤l≤n
{
n− l
n
C (N0) + l
n
C(l) (N1)
}
. (S20)
Therefore,
C(N ) = max {C(N0), C(N1)} . (S21)
proof of Lemma 4 in Main Text
Proof. One can apply Lemma 2 from the main text to N and only consider ensembles of the form {pij , |j〉 〈j| ⊗ ρij},
with
∑
ij pijS (|j〉 〈j| ⊗ ρij) ≤ P . For such an ensemble, χassist (N , {pij , |j〉 〈j| ⊗ ρij}) is given by∑
i
pi0S (|0〉 〈0| ⊗ ρi0) + pi1S (|1〉 〈1| ⊗ ρi1) + S
(
N
(∑
i
pi0 |0〉 〈0| ⊗ ρi0 +
∑
i
pi1 |1〉 〈1| ⊗ ρi1
))
−
∑
i
pi0S (N0 ⊗ I (φi0))−
∑
i
pi1S (N1 ⊗ I (φi1))
≤P0
(∑
i
pi0
P0
S (ρi0) + log |B| −
∑
i
pi0
P
S (N0 ⊗ I (φi0))
)
+P1
(∑
i
pi1
P1
S (ρi1) + log |B| −
∑
i
pi1
P1
S (N1 ⊗ I (φi1))
)
, (S22)
9where P0 =
∑
i pi0 and P1 =
∑
i pi1.
Since N0 is classical, by the same argument in the proof of Lemma 2 from the main text,∑
i
pi0
P0
S (ρi0) + log(|B|)−
∑
i
pi0
P
S (N0 ⊗ I (φi0)) ≤ C (N0) . (S23)
This means Eq. (S22) is less than
P0C (N0) + P1C(1)P/P1 (N1) , (S24)
where again we’ve used properties (0.1) and (1.2) from the main text. So
C(1)P (N ) ≤ max{q,P ′}
(1−q)P ′=P
qC(N0) + (1− q)C(1)P ′ (N1). (S25)
This upper bound can always be achieved, hence
C(1)P (N ) = max{q,P ′}
(1−q)P ′=P
qC(N0) + (1− q)C(1)P ′ (N1). (S26)
Essentially the same argument shows that
nC(n)P (N ) = C(1)nP
(N⊗n) = max
{qk,Pk}∑
qkPk=nP
n∑
k=1
qkC(1)Pk
(N⊗n−k0 ⊗N⊗k1 )+
(
1−
n∑
k=1
qk
)
C(1) (N⊗n0 ) . (S27)
Applying Lemma 5 (see below) to N⊗n−k0 and N⊗k1 , we obtain
C(1)Pk
(N⊗n−k0 ⊗N⊗k1 ) = C (N⊗n−k0 )+ C(1)Pk (N⊗k1 ) = (n− k)C (N0) + kC(k)Pk/k (N1) . (S28)
So Eq. (S27) becomes
nC(n)P (N ) = max{qk,Pk}∑
qkPk=nP
n∑
k=1
qk
(
(n− k)C (N0) + kC(k)Pk/k (N1)
)
+
(
1−
n∑
k=1
qk
)
nC (N0) . (S29)
Since
C(k)P (N1) ≤ CP (N1) , (S30)
we have
C(n)P (N ) ≤ max{qk,Pk}∑
qkPk=nP
n∑
k=1
qk
(
n− k
n
C (N0) + k
n
CPk/k (N1)
)
+
(
1−
n∑
k=1
qk
)
C (N0) (S31)
≤ max
{qk}
(
1−
n∑
k=1
kqk
n
)
C (N0) +
(
n∑
k=1
kqk
n
)
C
P/
(∑n
k=1
kqk
n
) (N1) (S32)
= max
{q,P ′}
(1−q)P ′=P
qC (N0) + (1− q)CP ′ (N1) , (S33)
where in the second line, we used the concavity of CP with respect to P . The third line is just a relabelling. This
implies
CP (N ) ≤ max{q,P ′}
(1−q)P ′=P
qC (N0) + (1− q)CP ′ (N1) . (S34)
On the other hand, it is clear that by taking qk = 0 for k < n in Eq.(S27), we have
C(n)P (N ) ≥ max{q,P ′}
(1−q)P ′=P
qC (N0) + (1− q)C(n)P ′ (N1) . (S35)
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Taking the limit n→∞ on both sides, we obtain the other direction of the inequality
CP (N ) ≥ max{q,P ′}
(1−q)P ′=P
qC (N0) + (1− q)CP ′ (N1) . (S36)
Hence
CP (N ) = max{q,P ′}
(1−q)P ′=P
qC (N0) + (1− q)CP ′ (N1) . (S37)
Lemma 5
Lemma 5 For classical channel Ψ0 and quantum channel Ψ1, the 1-shot classical capacity of Ψ0 ⊗ Ψ1 with limited
entanglement assistance satisfies
C(1)P (Ψ0 ⊗Ψ1) = C (Ψ0) + C(1)P (Ψ1) . (S38)
This lemma is very intuitive. Essentially it says the CE tradeoff region for a tensor product of classical and quantum
channel is additive. Unfortunately we did not find any description of this result in the literature. So we provide our
own proof here, using Lemma 2 from the main text.
Proof. Since Ψ0 is classical, there exists a classical noiseless channel Π such that Ψ0 = Ψ0 ⊗ (Π⊗ IC). So Ψ0 ⊗Ψ1
is a partial cq channel. Hence C(1)P (Ψ0 ⊗Ψ1) can be achieved with ensemble of the form {pij , |j〉 〈j| ⊗ ρij}. For such
an ensemble, χassist (Ψ0 ⊗Ψ1, {pij , |j〉 〈j| ⊗ ρij}) is
∑
ij
pijS (ρij) + S
Ψ0 ⊗Ψ1
∑
ij
pij |j〉 〈j| ⊗ ρij
−∑
ij
pijS (Ψ0 ⊗Ψ1 ⊗ I (|j〉 〈j| ⊗ φij)) . (S39)
Notice that for the second term, by subadditivity of the von Neumann entropy,
S
Ψ0 ⊗Ψ1
∑
ij
pij |j〉 〈j| ⊗ ρij
 ≤ S
Ψ0
∑
ij
pij |j〉 〈j|
+ S
Ψ1
∑
ij
pijρij
 . (S40)
Also, since
Ψ0 ⊗Ψ1 ⊗ I (|j〉 〈j| ⊗ φij) = Ψ0 (|j〉 〈j|)⊗ (Ψ1 ⊗ I) (φij) , (S41)
the third term is equivalent to∑
ij
pijS (Ψ0 ⊗Ψ1 ⊗ I (|j〉 〈j| ⊗ φij)) =
∑
ij
pijS (Ψ0 (|j〉 〈j|)) +
∑
ij
pijS (Ψ1 ⊗ I (φij)) . (S42)
So
C(1)P (Ψ0 ⊗Ψ1) ≤ max{pij ,ρij}∑
ij pijS(ρij)≤P
S
Ψ0
∑
ij
pij |j〉 〈j|
−∑
ij
pijS (Ψ0 (|j〉 〈j|))
+
∑
ij
pijS (ρij) + S
Ψ1
∑
ij
pijρij
−∑
ij
pijS (Ψ1 ⊗ I (φij))
≤ C (Ψ0) + C(1)P (Ψ1) . (S43)
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On the other hand, by restricting input states to product states with respect to the two channels, it can be easily
shown that
C(1)P (Ψ0 ⊗Ψ1) ≥ C (Ψ0) + C(1)P (Ψ1) . (S44)
Hence
C(1)P (Ψ0 ⊗Ψ1) = C (Ψ0) + C(1)P (Ψ1) . (S45)
Construction of N0
Let G : B → B be the classical symmetric channel of the form
G(|k〉 〈k|) = (1− η) |k〉 〈k|+ ηI/|B|. (S46)
Its classical capacity is
C(G) = log |B| −H(η), (S47)
where
H(η) = H2
( |B| − 1
|B| η
)
+
|B| − 1
|B| η log (|B| − 1) (S48)
and H2 is the binary entropy.
Take HA with |A| > |B|. Then HA has basis {|1〉 , . . . , ||B|〉 , ||B|+ 1〉 . . . , ||A|〉}. Define N0 : A→ B as
N0(|k〉 〈k|) = G(|k〉 〈k|) if 1 ≤ k ≤ |B|,
N0(|k〉 〈k|) = I/|B| if |B|+ 1 ≤ k ≤ |A|.
Then N0 is a classical channel with the same classical capacity as G. It’s clear that N0 satisfies properties (0.1) and
(0.2) from the main text.
Properties of F
We prove FRC→C satisfies properties (1.1) and (1.2) from the main text.
It’s clear that
C(1)P (F) = max{pi,ρi}∑
i piS(ρi)≤P
∑
i
piS (ρi) + S
(
F
(∑
i
piρi
))
−
∑
i
piS (F ⊗ I (φi))
≤ log(|C|)− min
S(ρ)≤P
(S (F ⊗ I (φ))− S (ρ)) (S49)
The above inequality is true for any channel F .
In proving Lemma 2 from the main text, we basically show that with averaged input entropy constrained to be no
more than P , ensembles of the form {pij , |j〉 〈j| ⊗ ρij} minimizes
∑
i pi (S (F ⊗ I (φij))− S (ρij)).∑
ij
pij (S (F ⊗ I (|j〉 〈j| ⊗ φij))− S (ρij))
=
∑
ij
pij
(
S
(
XjE ⊗ I (φij)X†j
)
− S (ρij)
)
=
∑
ij
pij (S (E ⊗ I (φij))− S (ρij)) (S50)
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Suppose ρ minimizes S (E ⊗ I (φ))− S (ρ) subject to S (ρ) ≤ P . By the above argument, it’s clear that
S (E ⊗ I (φ))− S (ρ) = min
S(ρ′)≤P
S (F ⊗ I (φ′))− S (ρ′) (S51)
Now consider the ensemble
{
1
|C|2 , |j〉 〈j| ⊗ ρ
}
χassist
(
F ,
{
1
|C|2 , |j〉 〈j| ⊗ ρ
})
=S (ρ) + S
∑
j
1
|C|2F (|j〉 〈j| ⊗ ρ)
−∑
j
1
|C|2S (F ⊗ I (|j〉 〈j| ⊗ φ))
=S (ρ) + S
∑
j
1
|C|2X
†
j E (ρ)X†j
−∑
j
1
|C|2S
(
XjE ⊗ I (φ)X†j
)
= log(|C|) + S (ρ)− S (E ⊗ I (φ)) (S52)
where we’ve used the following qudit twirl formula [S2]
1
|C|2
∑
j
XjρX
†
j =
I
|C| . (S53)
One can show a similar result for C(n)P (F). This shows F satisfies property (1.2) from the main text.
Let φ be a state that achieves minimum output entropy for E . Consider the ensemble |k〉 〈k| ⊗ φ with equal
probability. The Holevo information of this ensemble is
χ
(
F ,
{
1
|C|2 , |k〉 〈k| ⊗ φ
})
=S
(
1
|C|2XkE (φ)X
†
k
)
− 1|C|S
(
XkE (φ)X†k
)
= log(|C|)− Smin (E) (S54)
For any ensemble {pij , |j〉 〈j|R ⊗ ρCij},
S
∑
ij
pijF (|j〉 〈j| ⊗ ρij)
 ≤ log(|C|) (S55)
and
S (F (|j〉 〈j| ⊗ ρij)) = S
(
XjE (ρij)X†j
)
≥ Smin (E) . (S56)
Hence
C(1) (F) = log(|C|)− Smin (E) . (S57)
Similarly it can be shown
C(n) (F) = log(|C|)− Smin
(E⊗n) /n. (S58)
Since we’ve chosen E with subadditive minimum output entropy, i.e.
Smin (E ⊗ E) < 2Smin (E) , (S59)
the channel F will satisfy property (1.1) from the main text
C (F) ≥ C(2) (F) > C(1) (F) . (S60)
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