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Abstract 
This paper begins with a history of industrial control 
methods in an effort to describe how we have arrived at the 
system configurations in use today. The need for a 
methodology to assist design engineers in the process of 
selecting control platforms is then justified. The most 
common methods of assessing control system performance 
are introduced; cycle and add times, instruction mixes, 
benchmarks, and synthetic programs. The deficiencies of 
each of these methods is discussed in relation to their 
ability to assess systems which will be used for industrial 
control applications . 
., 
In an effort to improve upon these methods so as to provide 
a means for effectively and efficiently evaluating control 
platforms for industrial control applications, a 
methodology for defining an application with respect to 
selected criteria present in most industrial control 
systems is developed. 
This application definition is then used in combination 
with a Synthetic Program Support Library (SPSL) to build 
the application specific synthetic model of a system. The 
requirements and contents of the SPSL are developed to 
support multiprogrammed, and high-performance 
applications. The customized model can then be used to 
intelligently evaluate and select computer platforms for 
industrial control applications. An example design is 
constructed and modelled using the SPSL approach. 
1 
Chapter 1 - History and Specification of the Problem 
1 . 1 A History of Industrial Control Applications 
The application of digital computers for control of industrial processes and production 
support has dated back to the late 1950's [1 ]. Some of the first applications involved 
replacing analog controls used for monitoring process control variables to facilitate 
PID (proportional-integral-derivative) control loops. The flexibility of digital 
control made subsequent modifications to an original control· strategy possible without 
replacing the control hardware. 
• ~ 
As the price of digital computing decreased and the versatility increased, more advanced 
applications were tackled. During the 1960's applications were limited in scope to 
what we now refer to as single workcells. Localized areas of control were implemented 
successfully. Digital computers were slowly becoming accepted on the factory floor. 
Prior to the late 1960's and early 1970's, the sequencing of industrial control 
applications was generally handled through the use of relays, timers, and counters 
which were interconnected within control panels on the production floor. [Figure 1 ]. 
In the mid 1970's eight bit micro-processors were introduced and solid state control 
was applied to these applications. Programmable logic controllers were introduced to 
manufacturers as "solid state devices which replace relays and hardwired solid state 
electronics, whose logic can be modified without wiring changes." [Figure 2]. This 
transition from relays to programmable controllers was made easier for designers by 
"ladder logic." Ladder logic was used to emulate relay circuits within the 
programmable controllers. This programming method related directly to the relays and 
discrete control devices of the past [33]. Programmable controllers were limited in 
their ability to accommodate advanced control functions like inventory tracking and 
information management. Mass storage was limited and high level programming 
languages were not available. 
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3 
At approximately the same time, 16 bit mini-computers, produced by corporations 
like Hewlett Packard, Digital Equipment and Data General, were beginning to be used to 
augment the programmable controllers. [Figure 3]. This enabled centralized control of 
the manufacturing facility through the intelligent linking of workcells [32]. Inventory 
tracking from the warehouse to each work station was possible through communications 
links between the programmable controllers and the mini-computers. High-level 
programming languages, mass storage, and multi-programming operating systems 
enabled these applications to grow in complexity throughout the 1970's and 1980's. 
Along with the mini-computer another control architecture was becoming available -
multi-processor busses. Multi-processor busses like the Multibus and VME bus were 
selected for industrial control because they enabled multiple processors to share data 
through the use of shared memory accessed through the common bus. As the 
applications developed they became too complex for a single 16 bit processor to handle, 
the multiple processor busses provided the solution of increased power while enabling 
cohesion and synchronization between tasks. An added bonus to the increase in 
processing power was the enhanced capability to modularize and separate the 
application tasks among processors. This architecture was more advanced than the 
programmable controllers as far as operating systems and programming languages 
were concerned, but they lacked the facilities for large quantities of mass storage and 
the convenience of multi-user capabilities for human interfaces which could be found 
in the mini-computers. 
The open architectures of these busses prompted third party vendors to produce special 
purpose products which were easily incorporated into systems. 1/0 interface boards 
and software drivers made it possible to handle small 1/0 applications directly from 
plug in boards in the same chassis as the control processors. When the 1/0 
requirements exceeded those which could be handled by plug in boards, communications 
boards were used to connect the multi-processing units to programmable controllers. 
Mini-computers were often linked to existing multi-processing systems as hosts to 
facilitate information management including scheduling, inventory control, batch run 
control, and manufacturing resource planning. 
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1 . 2 Dilemma of Industrial Equipment Suppliers 
A dilemma arose for the equipment suppliers from the endless changes and choices in 
control configurations available throughout the 1980's. In an effort to make their 
products more attractive, manufacturing equipment suppliers began to provide control 
systems as ~art of their equipment. These systems were often one-time 
f\ 
configurations, customized for a specific application and never used again. At best the 
supplier used the control platform and some of the generic interfaces as a basis for the 
next customized system. The entire cost of development, implementation and 
installation of these systems was included in the price of the equipment. The equipment 
supplier was forced by the competition to offer these turn-key systems to its 
customers. Often both the supplier and customer were disappointed by the difficulty of 
the task. Many suppliers found that they had greatly underestimated the cost of the 
turn-key efforts and suffered law-suits as a result of unfulfilled contracts. Customers 
relying on these systems for production often found the maintenance and support 
required for continuous operation to be significantly greater than they had anticipated, 
if the systems· performed at all. 
As the computer industry developed, computer equipment costs dropped while 
performance increased at an overwhelming rate. In addition, with the advent of the 
personal computers and workstations, the customers were becoming well versed in 
computer equipment and capability. They wanted more sophisticated control capability 
to be provided with the manufacturing equipment. 
Equipment suppliers found that the engineering focus within their companies quickly 
changed from mechanical and electrical to computer science and computer engineering. 
The electrical engineers found the migration from discrete control components like 
relays and timers to programmable controllers a moderately easy task. The migration 
from programmable controllers to high-level programming languages, 
multiprogrammed mini-computers, and multi-processor busses was not as easy to 
grasp. 
6 
1 . 3 Transition of Focus from Equipment to Systems Suppliers 
During the past ten years, the focus of large equipment suppliers has transfered from 
the equipment to system controls and integration. Companies often sold their 
manufacturing facilities which were no longer competitive 1 and manufactured the 
equipment in job shops. These suppliers began to rely on their engineering and control 
capabilities to sell their systems. This translated into large dollar contracts with 
ultra-high risk due to uncertainties in control feasibility. Each system was 
unique and the control configurations were untried. Difficulties arose when attempts 
were made to network control systems to other vendors' equipment and the customer's 
host computers. Any miscommunication in design or implementation among the vendors 
and customer could cause a failure in the overall system. Turn-key systems 
integrators were often relied upon to make sure these types of problems were resolved. 
Most industrial equipment suppliers soon discovered that the customers demanded 
control system and integration capability and they began to agree to supply complex 
control functionality with their equipment. The race was on, and for a while it seemed 
that all were doomed to failure. Those vendors who were falling behind, started to 
promise more sophisticated control at cut-rate prices to get jobs. The leaders found 
that they were in the unpleasant position of trying to explain to customers that their 
competitors could not possibly implement the required systems at such low cost. 
Customers who chose the inexperienced vendors often regretted their decision, 
however, this did not help other vendors who were forced to take complex high-risk 
projects at depressed prices. 
1 It should be noted that the technology involved in the equipment was often several 
decades old, and even though improvements were made constantly, it was difficult for 
them to remain competitive with small copy-cat companies who manufactured similar 
but lower quality equipment at lower cost. This can be seen on a larger scale when 
looking at the competition between American and Second and Third World nations. 
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1 . 4 The Causes of Risk in Industrial Control Applications 
Industrial system suppliers were involved in numerous multi-million dollar projects 
which far exceeded the projected costs and resulted in very dissatisfied customers. The 
time quoted for control system startup was measured in months but in actuality often 
took as long as several years. Some of the project contracts were settled in court and 
· the projects never completed. 
These failures were a result of inexperience and inaccurate expectations of the 
computer platforms used. 
The industrial system suppliers were under constant pressure to change their control 
platforms in an effort to add features and reduce equipment cost. The computer 
industry added new enhanced products to the marketplace several times each year, 
tempting those who configured and sold these systems to boldly promise the latest 
technology to prospective customers. The customers often went with the supplier who 
promised the best features and state-of-the-art control equipment. Often 
unknowingly, these customers became the guinea pigs for the suppliers2. 
When IBM introduced the IBM PC XT in 1984, the low cost computer was extremely 
attractive for small control applications. The equipment manufacturers could not 
resist this low cost unit and they began to force-fit complex applications onto these 
computers. By the beginning of 1985, these computers were already being used in 
industrial control applications. 
The rapid introduction of new computer equipment led to problems, which included the 
learning curve associated with developing a system using new hardware, programming 
language, and operating system. The newness of the system made hardware and software 
support from the computer manufacturer virtually nonexistent. 
2 The large equipment suppliers in turn were often the guinea pigs for the computer 
manufacturers. The large equipment supplier was promised certain capability from 
the computer manufactures which never materialized resulting in a chain of 
disappointment from the computer manufacturer to the end customer. 
8 
1 . 5 The Control Platform Selection Process 
As the software engineering groups matured they became aware of the problems 
associated with one-time systems and began to attempt standardiz~d control 
configurations for their products. The success in this area has been minimal at best. 
Included on the next page is a list of some examples of computer platforms used by two 
system suppliers during the past six years. [Figure 4]. 
Although the basic requirements of each system were similar, no two of the listed 
platforms are identical. The reasons for the selection of a specific configuration were 
often marginally better than arbitrary3 . 
3 A case history of the arbitrary nature of this process is included in appendix A. 
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EXAMPLES OF l·NDUSTRIAL CONTROL SYSTEM CONFIGURATIONS 
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Chapter 2 - Performance Evaluation Techniques 
2. 1 Classes of Industrial Control Applications 
The first step in selecting a computer for a specific application is to thoroughly 
understand the application requirements. The following is a list of the distinguishing 
characteristics of industrial control applications: 
After they have been developed they exist in an execute-only 
environment residing on a dedicated computer platform. 
- The processes which comprise the system are endless programs that 
stop only when the system is shutdown. 
The processes within the application are primarily dedicated to 
acquiring input data from real-world devices, transforming this 
input as necessary to produce the required output to real-world 
devices. 
The processes are event driven and often require internal 
synchronization between them. 
Some form of temporal requirements are placed on the execution of 
processes. When failure to meet a strict timing constraint results in 
a fatal {i.e. non-recoverable) failure of the system the application is 
referred to as real-time. 
In general, control applications fit into one of the following four classifications: 
11 
Information management - N10 time constraints are placed on the 
I 
execution of tasks. There are no synchronization requirements between 
tasks. Dynamic data is not shared among tasks. 
Multiprogrammed - Simultaneous processing and synchronization 
requirements among tasks is permitted but there are no time 
constraints on the execution of tasks. 
High-Performance - The same as multiprogrammed except flexible 
time constraints can be placed on the execution of tasks. The time 
constraints in this type of application are desirable but do not result in 
a fatal failure if they are not met one hundred percent of the time. In 
high-performance applications the timing requirements are usually 
measured in seconds or worse case in tenths of seconds. 
Real-Time - The same as high-performance except that the time 
constraints are mandatory. If the time constraints are not met a fatal 
failure occurs. In real-time applications the timing constraints are 
measured in hundredths and thousandths of seconds. 
The selection methodology presented in this paper is designed specifically for the 
multiprogrammed and high-performance class of control. The 'information 
management control platform can be selected using the more traditional methods, 
such as benchmarks, described in the following section [2]. The strict real-time 
platform selection requires a more precise method which goes beyond that 
presented here. For more information on real-time requirement evaluation see 
reference [19]. 
2. 2 Traditional Performance Evaluation Techniques . 
The mistake of focusing on computer capabilities when evaluating computer 
performance is often made. The performance of a system can be discussed only in the 
context of a specific application or set of applications, real or hypothetical. 
I 
I 
I 
I 
j. 
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Performance as an independent entity does not exist [4]. Clearly, for dedicated control 
environments, it is not important that unused features exist, the primary concern 
must be whether the application requirements are met. This issue is discussed 
throughout this section which describes traditional performance evaluation techniques. 
In most traditional computer applications, the performance of the system is measured 
by task turn-around time. The implication being that the faster the computer the 
better, with no specific requirements placed on the timing behavior throughout the 
execution of the task. In these cases the correctness of the implementation has been in 
reference to its logical and functional behavior [19]. 
The performance of industrial control applications must be measured by more complex 
metrics than simple correctness of logic. These applications must also be concerned 
with the temporal behavior of the implementation. 
I 
Performance~ evaluation techniques traditionally focus on the characteristics of the 
hardware under evaluation. The most common techniques and their shortcomings 
when used to evaluate multiprogrammed and high-performance systems are 
introduced in the following sections. 
2.2.1 Cycle and Add Times 
Early evaluations were often based only on a comparison of CPU cycle times and add 
times. The faster CPU cycle and add times, the higher the rating. These figures provide 
an estimate of raw computing power and were used during a period in which most 
programming was done in machine language [15]. This technique disregards software 
synchronization, interrupt processing, multitasking, and multiuser considerations and 
is wholly inadequate for industrial control applications. 
13 
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2.2.2 Instruction Mix 
Instruction mix techniques are one step ahead of the cycle and add time method. A 
machine instruction mix is selected proportional to the anticipated application 
requirements and weighted accordingly to come up with an overall system rating. 
Selecting the appropriate instruction mix is found to be extremely difficult and 
inaccurate [2, 15]. In addition the topics ignored in the cycle and add method are also 
ignored in this technique. I 
2.2.3 Application Kernels 
This technique consists of a programmed sequence of instructions which comprises a 
specific contained task. The time required to execute each instruction is computed from 
the manufacturers published instruction times and a total estimated execution time is 
predicted. The interesting distinction between this method and the benchmark described 
below is that the instructions are never actually executed [2]. This technique could be 
useful for machines which are not yet available for purchase but whose prototypes are 
complete. This technique also disregards the issues ignored in the previous methods. In 
addition much effort is required to code and time each kernel and it is difficult to 
determine if equal programming skill was used for each system tested [15]. 
2.2.4 Benchmarks 
This is by far the most common technique used to evaluate systems in the selection 
process. For this reason, this technique is covered in greater detail: first to explain 
those benchmarks most commonly used and second to point out their deficiencies. A 
benchmark is an existing program that is coded in a specific language and executed on 
the machine being evaluated. A comprehensive series of benchmark runs can 
demonstrate differences in machine organization and evaluate the performance of 1/0 
equipment and secondary storage so long as a variety of instructions are used by the test 
programs [15]. 
14 
The problem with benchmarks is that those selected must be representative of the job 
mix anticipated. Unfortunately the most commonly used benchmarks fail to present 
this type of mix. This technique is used in spite of its inadequacies because little in-
house evaluation time and expense is required. Manufacturers of computer equipment 
almost invariably publish the most commonly used benchmark results for their new 
products. For lack of a better alternative they still serve as a good place to begin so 
long as their limitations are recognized. 
The oldest, most prevalent benchmark in use is the Dhrystone MIPS. Do not be looled 
by the acronym into thinking that a MIP is literally a measurement of millions of 
instructions per second. This figure is based on the Dhrystone test, a program written 
in the C language [1 O]. To obtain a MIPS rating, vendors compile the Dhrystone 
program and determine how many times it can execute in one second. Then they divide 
the result by 1757 ( the number of times a VAX 11/780 executes the Dhrystone 
program in one second}. The industry has agreed that the VAX 11/780 runs at one 
MIPS. There are three major drawbacks to the Dhrystone MIPS benchmark: it tests 
only fixed-point, not floating-point, calculations; it does not test 1/0; and it uses a 
small program which can easily reside in today's large cache memories. Therefore, the 
Dhrystone MIPS are only an indication of CPU (and cache capabilities}, they do not 
measure overall system performance. 
Another commonly used benchmark, the Linpack MFLOPS, is slightly better than the 
Dhrystone benchmark because it measures floating point performance. It too does not 
measure 1/0 performance and is subject to the caching drawback. In addition vendors 
often do not publish whether they are performing single or double precision 
calculations [9]. Similar benchmarks like the Whetstone have the same limitations. 
In an effort to improve these benchmarks several attempts have been made to develop 
benchmark suites (i.e. groups of benchmarks representing a wider range of system 
tasks}. For example the AIM Benchmark Suites address 1/0, multitasking and 
multiuser performance. These benchmarks are not in the public domain but the rights 
to their use can be purchased from AIM Technology. 
15 
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Even the newest most comprehensive benchmarks still suffer from the obvious flaw 
that the·y do not test specific application mixes. In order to select a platform for a 
single dedicated application, which is the underling goal of this paper, the generalness 
of these benchmarks makes them inadequate for this purpose. 
2.2.5 Synthetic Programs 
This method is the most desirable for use in selecting computer platforms for 
multiprogrammed, high-performance applications and it is this method which forms 
the basis for the remainder of this paper. 
Like a benchmark, a synthetic program is one that is coded and executed, but it differs 
in that it does not necessarily exist before the selection process begin~. These 
programs are artificially constructed to reflect the actual workload characteristics of 
an application [39]. Like a kernel program, the synthetic program does not represent 
a real program, but, unlike a kernel program it is coded and does include 1/0 
considerations, files, and the environment provided by the operating system. In a sense 
the synthetic programs combine the attributes of the kernel and the benchmark [15]. 
The designer must devise a synthetic job such that it is simple enough to be 
programmed with a modest effort in different languages and on dissimilar machines so 
as to be run and timed on each of the systems [35]. 
The technique to be described here is to imitate the real application by a simple but 
complete synthetic program. For existing hardware and software, the execution time 
can be measured objectively, thus avoiding all assumptions regarding the 
behavior of complex hardware and software systems. To keep the program _ 
simple enough so that it can be readily reprogrammed, details of the application being 
imitated are intentionally suppressed. Hence, performance of a system on a synthetic 
program cannot be used directly to predict the running time of a specific application 
accurately. The relative performance of two systems on a synthetic job should, 
however, yield a reasonable first approximation to their relative performance on a 
specific job using the same system facilities [35]. 
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2.2.6 Parameterized Synthetic Programs 
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The goal of this paper is to improve upon the synthetic program method by providing a 
set of parameterized modules which can be used to construct a set of application specific 
programs which serve as a model for a specific application. This group of 
parameterized synthetic modules will encompass those features found in most 
multiprogrammed, high-performance industrial control applications. These synthetic 
modules will be subject to a variety of parameters so that they can be tailored for 
specific industrial control application requirements. By writing these program 
modules in a procedural high-level language, they can easily be ported to different 
machines for evaluation. 
The cost of the effort to generate the group of synthetic modules should be borne by the 
computer manufacturer and ultimately passed on to the user in equipment and software 
costs. The expense of generating the application specific parameters by which they are 
run is obviously borne by those performing the evaluations. The ability to select from 
a standard set of configurable modules for each manufacturer's machine would greatly 
facilitate performance evaluation and comparison. 
This type of approach was taken recently by the National Computer Graphics Association 
(NCGA). In an effort to consistently determine graphics performance the NCGA 
I 
administers the test program called the Picture Level Benchmark (PLB). The 
maintenance of the benchmark is conducted by the Graphics Performance 
Charactertzation (GPC) committee, an independent industry coalition [9]. - -"~ 
The PLB differs from standard benchmarks in that it is not a suite of tests. The PLB 
defines a Benchmark Interface Format .{BIF). To run the PLB benchmark, the end user 
must translate his application into BIF format. He can then take the BIF image to any 
major workstation vendor and run the code on the workstation he wants to evaluate. In 
this case, the time required to run the image is the benchmark result. 
All of the major workstation vendors support the PLB benchmark and they have 
developed code that enables their workstations to run the BIF compatible files. This 
platform-dependent code provided by the vendor consists of two pieces: timing code and 
format reporting code. 
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Both vendors and prospective buyers can run the PLB benchmark. If the buyer does not 
want to take the time and effort to convert his own application files to the BIF format, 
he can get representative applications from the NCGA. 
2. 3 Selection Must be Based on the Application Requirements 
The alternatives from which one must choose are often vastly different as illustrated in 
the previous chapters. There is no meaningful way to ,compare these diverse platforms 
on the basis of their individual characteristics. These platforms must be judged 
according to what they MUST do not what they can do. 
No value should be placed on networking capability when no network is required nor 
should any vaJue be attributed to color monitor support on a system which has no 
requirement for color monitors. Both capabilities are nice but they should not cloud 
the issues or be used to validate or invalidate a potential solution. 
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Chapter 3 - Defining the General Requirements of the 
Targeted Systems 
3. 1 Minimum System Requirements for Multiprogrammed and 
High-Performance Applications 
l 
Before the synthetic model can be constructed we must understand the inherent 
structure of multiprogrammed and high-performance applications and the platforms on 
which they are run. 
3. 1 . 1 Control Platform Components 
Up to this point, this paper referred to that being evaluated as a control platform 
without defining what it includes. A control platform consists of the following 
components: 
Computer Hardware - CPU, memory, mass storage, etc. 
Peripheral Device Support - This can be in the form of separate 
processors and interface boards, and their device drivers or can be 
provided through interrupt control of the main processing unit [17]. 
High-Level Language - The complexity of industrial control systems 
demands that high-level languages be available which can provide the 
structure and modularity necessary to support and maintain the systems. 
In addition the support tools necessary to trouble-shoot the system must 
be included in the platform. The one-time nature of these systems, 
discussed earlier, makes trouble-shooting an essential part of the 
system life cycle. 
Operating System - The multiprogramming and process 
sy1hchronization requirements of industrial control applications puts 
I 
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special requirements on the functionality of the operating system. For 
the same reasons that high-level language support tools are essential, so 
are system monitoring support tools a necessary part of the operating 
~ 
system package. 
Each of these contribute to the overall performance of the multiprogrammed, high-
performance system implementation. 
The computing hardware requirements for these applications are about the same as 
most general computing platforms, but it is here where the similarity ends. The 
peripheral support requirements are often much more diverse than those found in 
general computing applications. This is primarily due to the overall objective of 
industrial applications which is to take input from real-world devices and produce 
output to real-world devices. 
3.1 .2 Operating System Support Facilities 
The operating system together with its high-level language support are the two 
most critical components which contribute to the performance and suitability of 
industrial control platforms. Without the multiprogrammed and process 
synchronization facilities the ability to construct one-time control configurations 
would be cost prohibitive4. 
Presented below are descriptions of the facilities of the operating system which are 
necessary to support the multiprogrammed,_ high-performance application [5]. 
Multitasking - Two or more tasks which run concurrently. 
Task Prioritization - The execution order of tasks is determined by 
their state and priority level. Higher priority active tasks execute 
4. It is possible to build your own customized interprocess communications and 
synchronization routines, however, the effort and support required to plan, build, and 
maintain this software is not economically feasible or desirable [11 ). 
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Task Prioritization - The execution order of tasks is determined by 
their state and priority level. Higher priority active tasks execute 
before lower priority tasks. If and when the higher priority task is 
suspended the lower priority task is executed. 
A 
Semaphores and Signals - These are signals common to all tasks 
which enable the synchronization of events and the mutual exclusion of 
access to shared resources. 
Interprocess Communications - This is the abilitx to send messages 
asynchronously (also referred to as loosely coupled where the sender and 
receiver can process the message at different rates) or synchronously 
(also referred to as closely coupled where the sender waits for the 
receiver to acknowledge each message) from one task to another. In the 
case of asynchronous messages they can be buffered so that the receiving 
task does not need to respond immediately to a message to prevent the 
loss of another. Without this ability the timing of the execution of tasks 
becomes critical, leading us into the realm of real-time applications. 
A table is included of examples of the support facilities provided by several 
commonly used operating systems. [Figures 5,6]. If the operating systems 
available on a given platform do not support these functions, the platform is not 
suitable for multiprogrammed, high-performance applications. Many operating 
systems get a reputation for whether they can or cannot support real-time 
applications. A common mistake of industrial control system suppliers is to rule 
out an operating system because it does not support real-time when considering 
system platforms for multiprogrammed and high-performance applications5 . 
5 A case history of this type of misunderstanding is included in Appendix B. 
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FUNCTION TYPE 
TASK SCH ED UL I NG 
AND PRIORITIZING 
INTERPROCESS 
SYNCHRONIZATION 
OPERATING 
SYSTEM 
05/2 
. 
- . - ,-I 
{ 
RSX 
VMS 
• 
05/2 
RSX 
VMS 
FUNCTION 
NAME 
DosCreateThread 
DosResumeThread 
Dos5uspendThread 
DosGetPrty 
Dos5etPrty 
RUN$ 
R5UM$ 
5PND$5 
GT5K$ 
ALTP$ 
$CREPRC 
$RESUME 
$5USPND 
$GET JPI 
$5ETPRI 
DosCreateSem 
Dos5emRequest 
Dos5emClear 
DosSemWait 
CRGF$ 
ROAF$ SETF$ 
CLEF$ 
WTSE$ 
$A5CEFC 
$ENO 
$DEQ 
$ENQW 
Figure 5 
DESCRIPTION 
Create a new thread of execution 
within the current process 
Resume execution of a suspended 
thread 
Suspend a thread 
Get the priority of a thread 
Set or Change the priority of a 
thread 
Run a task 
Resume execution of a suspended 
task 
Suspend a task 
Get a task's parameters including 
priority 
Set or change the prtori ty of a 
task 
~· 
Run a task 
Resume execution of a suspended 
task 
Suspend a task 
I 
Get a task's parameters including 
priority 
Set or change the priority of a 
task 
Create a new system semaphore 
Request Ownership of a sema-
phore 
Release a semaphore 
Wait for the semaphore to be 
released 
Create a group of binary serna-
phores 
Read the value of a semaphore 
~ and set if free 
Cl ear a semphore 
Wait for a semaphore to be freed 
Create a group of binary ·sema-
phores· 
Read the value of a semaphore 
and set if free 
Cl ear a semphore 
Wait for a semaphore to be freed 
Examples of Multiprogramming and High-Performance Operating System Support 
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FUNCTION TYPE OPERATING FUNCTION DESCRIPTION 
SYSTEM NAME 
' 
INTERPROCESS 05/2 DosOpenOueue Gain write access to a communi-
COMMUNICATIONS cations queue 
DosWri teOueue Write a message to a queue 
DosReacnueue Read and Remove a message from 
a queue 
DosQueryQueue Query the number of messages in 
a queue 
RSX SDAT$ Send a message 
RCVD$ Receive a message 
VMS $CREMBX Create a com mun i cations 
queue 
$010 Read or Write to a commun-
$QIOW i cations queue 
$DELMBX Delete a communications 
. queue 
. 
' 
Figure 6 
Examples of Multiprogramming and High-Perrormance Operating System Support 
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3.1.3 High-Level Language Support Facilities 
This paper focuses on those systems which rely on the operating system for 
multiprogramming and high-performance support, as they are most commonly used 
today. It would not be complete, however, if another approach to 
multiprogramming and high-performance support was not at least mentioned. This 
approach is to use facilities provided by a multiprogramming high-level language, 
rather than services provided by an operating system. 
The languages which provide this support are Concurrent Pascal, Modula, and Ada 
[16, 34, 38]. The advantage of having multiprogramming features built into the 
programming language are increased portability and usage of the compiler to 
enhance error checking. The primary disadvantage is that the facilities available 
today are limited. For example, Ada provides only one mechanism for coordination 
and communication among processes - the rendezvous. The rendezvous has some 
properties which could cause problems in a highly interdependent process 
structure. Because the rendezvous works on a first come first served basis it is 
possible to have high-priority processes waiting for unlimited amounts of time on 
low-priority processes. Ada restricted the number of multiprogramming services 
to minimize other problems such as compiler size and complexity. The more 
features provided by the language the longer the compilation time [11]. 
When these languages become commonly used and available on most hardware 
platforms, the ideas presented in this paper (which suggest that a synthetic 
program support library (SPSL) be provided with all multiprogramming operating 
syste.ms), can be extended to the multiprogramming support languages by providing 
the same SPSL routines. 
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Chapter 4 - Design of a Customized Synthetic Model 
for Industrial Control Applications 
4. 1 Specifying the General Synthetic Model for Industrial Control 
Applications 
The first issue which must be decided, before designing the parameterized synthetic 
programs is - to what extent must they be parameterized to facilitate the needs of 
the end system d~signers. 
, 
" 
This specialized group of synthetic programs, referred to as the synthetic model 
from this point forward, must be able to represent the concurrent execution of 
synchronous and asynchronous tasks which comprise a given application. In other 
words, the synthetic model must support all of the system requirements mentioned 
in the previous section. 
The method of configuration of the synthetic model should be a straight-forward 
representation of the application design, and as such it should be able to serve as a 
design description of the overall application. Because the model configuration can 
be used as a design description the effort required should not be considered lost with 
respect to the implementation process. 
4. 2 Application Design Criteria for Industrial Control Applications 
Before the general model can be constructed, a close look must be taken at the 
modules and processes present in most multiprogrammed and high-performance 
applications and how they interact to achieve the system requirements. 
To this end, a system design method referred to as DARTS (Design Approach for 
Real-Time Systems) is described [3]. Even though this method serves real-time 
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systems, its primary methods also serve the design needs for multiprogrammed and 
high-performance applications. 
·, 
The DARTS method begins with a specification of all functions to be performed by 
the system. A data flow diagram is then produced which represents the data flows 
required to facilitate the system functions. 
The next step is the decomposition of the overall system into separate processes. 
The primary consideration in decomposing the system into concurrent processes is 
the asynchronous nature of the functions within the system. The specific criteria 
used in the DARTS method for the decomposition of processes are directly applicable 
to the systems which we want to evaluate and therefore they are presented here. 
Dependency on 1/0 - Depending on input or output, a function is often 
constrained to run at a speed dictated by the speed of the 1/0 device with 
which it is interacting. In this case, the function should be configured as a 
separate process. 
Time-critical Functions - A time critical function needs to run at a 
high priority and therefore should be configured as a separate process. Even 
though we are excluding strict real-time applications from our evaluations, 
we may still want to designate certain functions, where quick response is 
desirable, as time-critical. 
Computational requirements - A computationally intensive function 
(or set of functions) can run as a lower priority process so as not to 
interfere with 1/0 and time-critical processes. 
Functional cohesion - Functions that perform a set of closely related 
operations can be grouped together into a single process. Since the data 
traffic between these operations is likely to be high, having them as separate 
processes will increase the system overhead. The functions should be 
separated at the module level to maintain the structured design while 
residing in the same process ensures functional cohesion. 
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Temporal cohesion - Certain functions perform operations that are 
carried out at the same time. These functions should reside in the same 
process so that a single synchronization signal can be used to initiate their 
execution. 
Periodic cohesion - A function that needs to be executed periodically 
should be separated into its own process so that it can be activated at the 
required intervals. 
4 .'3 Standardized Synthetic Program Support Library 
In order for the customized synthetic model approach to be economically feasible, the 
computer equipment manufacturers must provide the end user with a standardized 
synthetic program support library for multiprogrammed applications. The library 
routines should be callable from C programs and should provide the system functions 
discussed in the previous section. In addition these routine must provide a trace of the 
occurrence and time of events so that the system performance can be analyzed. By 
standardizing this library a customized multiprogrammed, high-performance 
application can be created as a single model which can be executed on any machine which 
supports the Standardized Synthetic Program Library. 
The computer equipment manufacturers could be pressured into this support if the 
high-performance users requested it. This has been demonstrated through the 
acceptance of the BIF format for the PLB benchmark used for graphic performance 
applications described in the section on Parameterized Synthetic Programs. Th~-Jirst 
vendor to support the standard will benefit by purchases from those customers ,,who 
want to be assured that their application can be handled by the platform selected. These 
customers are not necessarily interested in the best overall performance, rather, they 
want to be sure that the selected system will meet their application 
requirements. For dedicated systems this is often the case. Other manufacturers 
will be forced to also support the standard to eliminate the advantage of the first vendor. 
When ~his occurs the end customer can begin to run his model on a variety of machines 
and select the machine which best fits his application. 
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4. 4 Designing the Standard Synthetic Model Library 
The DARTS method leads to the specification of multiprogramming and high-
performance support modules which can be used to describe the interfaces between 
the separate functions and processes within a system. These modules can serve as a 
basis for the synthetic program support library (SPSL) routines which will be 
used in our application description model. These routines will be used to customize 
the generic synthetic model to represent a specific application. 
All of the modules have, as their last argument, a logging flag used by the system to 
turn on or off the logging of each SPSL call. The log information for all calls 
executed with the logging flag on, in each process is printed to a file for that process 
when the shutdown_log routine is executed. To limit the overhead effects of the 
logging process, only those events which are necessary for the evaluation should be 
logged and should only be written to file as the program exits. Each log record 
contains the call type, time, and status of the call. This log trace is used by the 
system programmer to analyze the dynamics of the control platform under 
evaluation. 
Create_Message_Queue - The Create Message Queue Module is used to 
associate the name of a queue with a given process and signal. The first 
argument of this module is the queue name. This name will be of type 
message_,queue and global to all processes. Any process which has access 
to this queue can send messages to the queue. The second argument is the 
signal which is set when a new message is added to the queue. This 
argument is of type signal and is global to all processes. When a process ,, 
must wait for a message it can wait for this signal. The third argument 
is the logging flag. 
Read_Message - The Read Message Module is used by the receiving 
process to read messages from the message queue. The first argument is 
the message name assigned during the Create_Message_Queue 
l 
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function. The second argument is the returned message type assigned by 
the sender. The third argument is returned as a pointer to the message 
structure containing the data comprising the message. The fourth 
argument is returned and is the number of messages remaining in the 
message queue. The fifth argument is the logging flag. 
Send_Message - The Send Message Module is used by the sending 
ti 
process to send messages to a message queue. The first argument is the · 
message name assigned during the Create_Message_Queue function. The 
second argument is the signal event name associated with this queue that 
will be activated whenever this routine sends a message. The third 
argument is the message type which is used by the receiver to determine 
the processing category of the message. The fourth argument is the 
pointer to the message data to be sent. The fifth argument is the logging 
I 
flag. 
I 
' \ 
Get_Process_Priority - The Get Process Priority Module is used to 
retrieve the process priority of a running process. The first argument 
is the process name. The second argument is the returned priority of the 
specified process. The third argument is the logging flag. 
Set_Process_Priority - The Set Process Priority Module is used to 
change the process priority of a running process. The first argument is 
the process name. The second argument is the priority to which the 
process should be changed. The third argument is the logging flag. 
"...a:;.,.-. 
Set_Signal - The Set Signal Module is used to set a signal tQ,. active. The 
first argument is the signal name. The second argument is the logging 
flag. 
Clear_Signal - The Clear Signal Module is used to clear a signal. The 
first argument is the signal name. The second argument is the logging 
flag. 
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Read_Slgnal - The Read Signal Module is a function which returns 
True if the signal specified is set and returns False if the signal specified 
is clear. The first argument is the signal name. The second argument is 
the logging flag. 
Set_Signal_ Time - The Set Signal Time Module is used to trigger a 
signal event at a specified time interval. To facilitate a variety of 
simulated activities this event is triggered by a standard distribution 
window in time. The first argument is the mean of the window. The 
second argument is the variance of the window. The third argument 
indicates the unit of time. The fourth argument is the signal name. The 
fifth argument is the logging flag. 
Wait_For_Event - The Wait For Event Module is used to suspend the 
process until a signal event from a group of signal events is activated. If I 
I 
any of the signals in the list are already activated, the process continues 
and is not suspended. The first through the second to last arguments are 
signal names. The last argument is the logging flag. 
Request_and_Wait_Sem - The Request and Wait for Semaphore 
Module is used to gain access to a mutually excluded resource. This 
resource is usually a shared data region in memory but can also be used 
for any activity which require mutual exclusion of processes. If the 
semaphore is currently acquired by another processes this process will 
be suspended until the semaphore has been released. The first argument 
is the semaphore name. The second argument is the logging flag. 
Release_Sem - The Release Semaphore Module is used to release an 
acquired semaphore. The first argument is the semaphore name. The 
second argument is the logging flag. 
I °' ) 
Compute_For_ Time - The Compute For Time Module is used to 
simulate computational activity by a process. The instructions which 
comprise this module should take the time, specified as an inputted 
- < 
argument, to complete the instructions if the process is not interrupted 
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by another process. In other words, this module does not wait a given 
time, rather, it executes for a specified period of time. The 
manufacturer can specify any commands in this module which consume 
the required CPU time. The programmer can vary this time window to 
determine his computing time tolerance for the application. The first 
argument is the time to compute. The second argument indicates the time 
unit. The third argument is the logging flag. 
Compute_Dhrystones - The Compute Dhrystones Module is used to 
simulate a computational activity measured in Dhrystones. If the 
programmer has an approximate idea of the computational requirements 
and can equate them to Dhrystones this module will vary in execution 
time from machine to machine. The first argument is the number of 
Dhrystones to compute. The second argument is the logging flag. 
Compute_Whetstones - The Compute Whetstones Module is used to 
simulate a computational activity measured in Whetstones. If the 
programmer has an approximate idea of the computational requirements 
and can equate them to Whetstones this module will vary in execution 
time from machine to machine. The first argument is the number of 
Whetstones to compute. The second argument is the logging flag. 
Shutdown_Log - The Shutdown Log Module is called at the end of a 
process immediately before exiting to copy all log information from 
memory to the disk. By keeping the log information in memory the 
overhead associated with writing the information is kept as low as 
possible. There are no arguments in this module. 
In addition to the routine specified above, the operating system should provide support 
of three non-standard data types. They are the signal used to specify signal names, the 
message_queue used to specify message queue names, and the semaphore used to 
specify semaphore names. 1. 
31 
.,...-
····~······-····~- ... ~~,. 
An application specific definition header file must be developed for each application 
specific model. This file contains; all global (i.e. available to all processes) name 
declarations, all constant definitions, and parameters by which the model can be 
modified for various configurations of a system. 
Because the end model can also be used as a process design document, all processes 
should be well commented and meaningful names should be selected. 
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Chapter 5 - Implementation of an Application Specific 
Synthetic Model 
5. 1 Decomposition of the Application into Concurrent Processes 
The procedure for decomposing a system into concurrent processes is demonstrated by 
using a simplified automated guided vehicle (AGV) transport system as an example 
application. In this system automated guided vehicles are used to transport work-in-
process from work station to work station. (Even though this is a very simple 
application, most of the system requirements presented earlier are required here, and 
it will serve to demonstrate the entire process from decomposition into processes to the 
customization of the synthetic model.) 
When an operator has finished processing a load of parts at a station he places the load 
onto a set of positioning sensors called detents. When the detents are activated the 
operator is prompted, on a data terminal display, to enter the destination for the load. 
After the destination is entered an AGV is dispatched to this station and detent, where it 
picks up the load and transports it to the destination entered by the operator. There are 
three sets of detents at each work station and one data terminal. [Figure 7]. When a 
load arrives at a station the operator removes the load for processing. If the AGV 
arrives at a station with a load that must be dropped, and all detent positions are full, a 
queue full indicator is activated to tell the operator to remove one of the loads . 
The first criteria used for decomposition is 1/0 dependency. Refer to section 4.2 to 
review the process criteria. This system requires communications to three different 
units: the discrete 1/0 interface for receiving detent status and activating queue full 
indicators; the dispatch station data terminal for entering the destination of loads and 
for displaying the load status of each detent; and the AGV communications for 
transmitting commands to the AGVs and receiving position and status information from 
the AGVs. These three proces~es are shown in [figure 8] and labeled as follows: 
Discrete 1/0 Communications Handler, Dispatch Station Communications Handler, and 
AGV Communications Handler. 
t 
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There are no truly time-critical functions in this example, however, we may be 
\ 
concerned about the terminal response to the operator. We do not want the operator to 
wait for responses at the data terminal. To reduce any possible delays we will run the 
Dispatch Station Communications Handler at a higher priority than the other processes. 
The AGV Movement Manager forms the commands necessary to move the AGV from 
station to station. In order to select the shortest and best path possible, the movement 
manager must access the guidepath layout information. The guidepath information is 
fixed and accessed by two processes, therefore this information is accessed through a 
read only information hiding module (IHM). 
When more dispatch requests are outstanding than there are AGVs, the requests must be 
saved until an AGV becomes available. The Dispatch Order Handle'r maintains the 
dispatch request queue and utilizes the guidepath information to find the closest AGV 
available for each request assignment. 
The Detent Load State Manager maintains the state of each detent. The Detent Status 
database is updated by several tasks so that the correct status is maintained at all times. 
Because this information is accessed by several tasks it is accessed by means of a 
read/write information hiding module (I HM). The state of the detents begin as "no load 
present" when the system is initiated. When a detent set is activated the status of the 
detent becomes "load present". At that time the Detent Load State Manager sends a 
message to the Dispatch Station Communications Handler to indicate that a new load is 
present. The Dispatch Station Communications Handler then displays the Enter 
Destination prompt on the appropriate dispatch station. After the operator has entered 
a valid destination the Dispatch Station Communications Handler updates the detent 
status to "destination entered" and then sends a message to the Dispatch Order Handler to 
queue the dispatch request. When an AGV is available the Dispatch Order Handler 
assigns the request to the AGV, updates the detent status to "AGV assigned", and sends a 
dispatch request assignment to the AGV Movement Manager. The AGV Movement Manager 
sends the appropriate commands to the AGV to move it to the pickup station. After the 
AGV has successfully picked up the load the AGV Movement Manager updates the detent 
status to "no load present". The AGV Movement Manager then sends commands to the AGV 
Communications Handler to move the AGV to the destination station. When the AGV 
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~~ives at the station the AGV Movement Manager checks the detent status of the detents 
at this station to see if any are free so that the load can be dropped. If no detent position 
is free, (i.e. detent status is not equal to "no load present"), the AGV Movement Manager 
notifies the Discrete 1/0 Communications Handler to set the appropriate Queue Full 
Indicator. After the operator has freed a detent position the Detent Load State Manager 
notifies the AGV Movement Manager that a detent is free. The AGV Movement Manager 
then sends commands to the AGV Communications Handler to move the AGV to the 
appropriate detent position and drop off the load. The AGV Movement Manager then 
updates the detent status to "load dropped by AGV". When the operator removes the load 
the Detent Load State Manager updates the detent status to "no load present". 
; 
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5. 2 Construction of the Processes Using the Synthetic Program 
Support Library (SPSL) 
Now that the system is decomposed into concurrent processes, the application model can 
be constructed using the synthetic program support library routines. The C language is 
quickly becoming the standard language for high-performance systems, for this reason 
the example application model is constructed by calling the library routines from C 
programs. 
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5.2.1 Application Definition Header 
I * This list contains the application specific definitions common to all processes * / 
define log_on 1 
define log_off O 
define milliseconds O 
define seconds 1 
define minutes 2 
define hours 3 
I * ........................................................................................................................... * I 
I * create the message data structure used to pass data between processes * / 
I * ........................................................................................................................... * I 
struct message_data 
{ 
integer [15] 
} ; 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
I * set to the number of loads placed for this test, when the Dispatch Order 
I * Handler has received the order complete message for the last load, it sets the 
I * system shut down signal and all tasks stop execution 
* I 
* I 
* I 
I * .................................................................................................................................. * I 
integer 
integer 
integer 
maximum_loads = 20; 
maximum_AGVS = 5; / * set the number of AGVs to share loads * / 
move_commands_per_order = 25; 
I * used by the AMM to know when to * / 
I * declare an order completed * I 
I * ..............................................................................................................................•... * I 
I * Define the interprocess message types sent between processes * I 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... . . . . . . . . * I 
define detent_on_message 1 
define queue_full_message 2 
define new _load_message 3 
define dispatch_message 4 
define dispatch_start_message 5 
define dispatch_complete_message 6 
define AGV_move_start_message 7 
define AGV_move_complete_message 8 
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I * ......................................................................................................•............ ~ .............. * I 
( * Define the signals used to activate waiting processes . . * / 
I * .....................................................................................................................•............ * I 
extern signal dioch, dlsm, dsch, doh, amm, ach, shutdown; 
I * .................................................................................................................................. * I 
I * Define the message queues which are used for interprocess communications * / 
I * I * I •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
extern message_queue DIOCH, DLSM, DSCH, DOH, AMM, ACH; 
I * ······························································································································~··· * I 
I * Define the semaphores which facilitate mutual exclusion of shared data regions *· I 
I * .................................................................................................................................. * I 
extern semaphore Detent_Status_lHM, Guidepath_MAP_IHM, AGV_Status_lHM; 
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5.2.2 Discrete 1/0 Communications Handler 
This process simulates the loading of detents by the operator by sending messages to the 
Detent Load State Manager at a predetermined rate. The number of loads to process 
during the model run is determined by the variable "load_counter". This routine also 
processes the queue full messages from the AGV Movement Manager whenever a full 
queue is detected. The Synthetic Program Support Library (SPSL) is included in every 
process so the library routines can be accessed from the programs. In addition some 
common definitions are included in every process so that names can be used as 
indicators for better program readability and for global signal and name declarations. 
include "stdio" 
include "spsl" 
include "application.h" 
main Discrete_lO_Comm_Handler( ) 
{ 
struct message_data *message_data_in; 
I * returned message data from the read_message 
I * command 
struct message_data *message_data_out; 
integer 
in_message_type, 
load_counter = 0, 
• messages_1n_queue; 
signal detent_on; 
I * passed as input argument to the send_message 
I * command 
I * set to the message type of the incoming message 
I * counts the number of loads sent so far 
I * our message signal is set by the sender to 
I * wake-up the receiver, there is a window 
I * between the time that the signal is set and then 
I * cleared again by the receiver. If another 
I * sender sets the signal before it is cleared the 
I * signal would be lost. To handle this case the 
I * receiver will clear the signal and then process 
I * all of the messages in the queue before waiting 
I * again. 
I * this signal is set to indicate that a load has been 
I * placed by the operator for pickup 
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* / 
* I 
* l 
* l 
* I 
* I 
* I 
* l 
* I 
* I 
* I 
* I 
* I 
* I 
* I 
* I 
I * 
I * 
I * 
I * 
\_ __ ~ 
....... J .........................•................•......•........................................................ 
the create_message_queue library routine is used to associate a signal 
and name with the message queue for this task 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
* I 
* I 
* I 
* I 
create_message_queue ( DIOCH, dioch, log_off ); 
set_signal ( detent_on ,log_off } ; / * set signal to set off first load * / 
while ( I read_signal (shutdown, log_off ) ) 
{ 
I. * .......................................................................................... ~.......................... * I 
I * set up a signal alarm time to model load placement if maximum loads 
I * have not been sent and not already waiting from previous set time 
* ./ 
* I 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
if (( load_counter < maximum_loads) && ( read_signal (detent_on, log_off)}) 
{ 
clear_signal (detent_on, log_off }; 
set_signal_time ( mean=5, var=2, minutes, detent_on, log_on ); 
load_counter++; 
} 
I * ..................................................................................................................... * I 
I * wait for the load placement alarm or for a message from another process * I 
I * If the wake-up event was a load placement; clear the signal and send the * / 
I -~ new_load message to the Detent Load State Manager process * I 
~~~f~-~~~-~-~-~t·. (" "di~~t; :· d~t~·~t~~-~-.-. ~h~td~~-~·.·. i~g~~ff. ");. .. . . .. .. .. . . . . . . .. . . . . . .. . . . . . . * / 
<- • 
if (read_signal ( detent_on, log_off } } 
{ 
send_message ( DLSM, dlsm, detent_on_message, 
message_data_out, log_on ); 
} 
I * * /· ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
I * if the wake-up event is a message; clear the signal and read the *~ ./ 
I * the messages in the message queue * / 
I * ············································································································~·-······· * I 
else if ( read_signal ( dioch, log_off ) ) 
{ 
clear_signal ( dioch,log_off ) ; 
while ( message_in_queue ) 
{ 
. --
I 
read_message ( DIOCH, in_message_type, messages_in_queue, 
message_data_in, log_on); 
switch ( in_message_type ) 
{ 
41 
.,...... . .,_,.... 
} 
} 
} 
, 
case queue_full_message: 
I * ............................................................................................ * I 
I * simulate the processing time to look up the signal, 
I * construct the message to the discrete 1/0 device, send 
I * the message, and wait for acknowledge that the message 
I * was received 
I * ............................................................................................ . 
compute_for_time (10, milliseconds, log_on); 
break; 
default: 
break; 
} 
* I 
* I 
* I 
* I 
* I 
shutdown_log(); 
} 
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5.2.3 Detent Load State Manager 
This process receives messages from the Discrete 1/0 Communications Handler, 
accesses the shared data "Detent Status", and sends the new load messages to the 
Dispatch Station Communications Handler. 
include "stdio" 
include "spsl" 
include "application.h" 
main Detent_Load_State_Manager( ) 
{ 
struct message_data *message_data_in; 
I * returned message data from the read_message 
I * command 
struct message_data *message_data_out; 
I * passed as input argument to the send_message 
I * command 
integer 
in_message_type, I * set to the message type of the incoming message 
I * set to the number of messages in the queue and 
I * is used as in the DIOCH process 
I * 
I * 
I * 
I * 
• messages_1n_queue; 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
the create_message_queue library routine is used to associate a signal 
and name with the message queue for this task . 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
create_message_queue(DLSM, dlsm, log_off ); 
while ( I read_signal (shutdown, log_off ) ) 
{ 
* l 
* I 
* I 
* I 
* I 
* I 
* I 
* I 
* I 
* I 
* I 
I * . * I •.•••.•...•......••• , •........••.......•...•.••...•.•••.•••••••.....•••....••..•..••••••• ~ .•......................... 
I * wait for detent activation messages from DIOCH * / 
I * ..................................................................................................................... * I 
wait_for_event ( dlsm, log_off ); 
clear_signal ( dlsm, log_on ) ; 
,., 
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while ( message_in_queue ) 
{ 
} 
read_message (DLSM, in_message_type, messages_in_queue, 
message_data_in, log_on ); 
switch ( in_messag e_type) 
} 
{ 
case detent_on_message: 
I * .............................................................................................. * I 
I * simulate the computation time to check the state of the 
I * detent, if the operation is valid then modify the state 
I * To access the shared region we must lock the semaphore 
I * used to exclude other processes 
* I 
* I 
* I 
* I 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
request_and_wait_sem (Detent_Status, log_on); 
compute_for_time(30, milliseconds, log_off); 
release_sem ( Detent_Status, log_on); 
I * .............................................................................................. * I 
l * to simplify this example, we are not simulating the error 
I * conditions so we assume the data is valid and send the 
I * new load message to DSCH 
* I 
* I 
* I 
I * .............................................................................................. * I 
send_message ( DLSM, dlsm, new_load_message, 
message_data_out, log_off ) ; 
break; 
default: 
break; 
} 
shutdown_log(); 
} 
'\, . : 
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5.2.4 Dispatch Station Communications Handler 
As stated in the procedure used to decompose the system into processes this process 
interacts directly with the operator and therefore must run at a higher priority than 
the other processes to prevent delays in responding to operator entries. This process 
simulates operator requests for status by setting a signal event at various intervals. It 
also processes requests for destinations to the operator and simulates a response delay. 
include "stdio" 
include "spsl" 
include "application.h" 
main Dispatch_Station_Comm_Handler ( ) 
{ 
struct message_data *message_data_in; 
I * returned message data from the read_message 
I * command 
struct message_data *message_data_out; 
I * passed qS input argument to the send_message 
I * command· 
integer 
in_m-essage_type, I * set to the message type of the incoming message 
I * set to the number of messages in the queue and 
I * is used as in the DIOCH process 
• messages_1n_queue; 
signal status_request; 
signal dest_response; 
I * simulation of a status request by the operator at 
I * a dispatch station 
I * simulation of a destination response time for the 
I * operator to respond to a destination request 
I * 
I * 
I * 
I * 
I * 
I * 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
read the process priority of this process and increase it by one 
assume all processes are initiated at the same priority so by 
increasing this process's priority by one we assure its prompt 
response to operator requests 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
get_process_priority ( DSCH, priority, logoff ) ; 
set_process_priority ( DSCH, priority++; logoff ) ; 
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* I 
* I 
* / 
* I 
* I 
* I 
\ 
\ 
( 
I 
I * 
I * 
I * 
I * 
( 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
the create_message_queue library routine is used to associate a signal 
and name with the message queue for this task 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
* I 
* I 
* I 
* I 
create_message_queue(DSCH, dsch, log_off ); 
set_signal ( status_request ,log_off ) ; /*set signal to set off first request * / 
while ( I read_signal (shutdown, log_off ) ) 
{ 
I . 
if ( read_signal (status_request, log_off) 
{ 
clear_signal (status_request, log_on); 
set_signal_time ( mean= 15, var=S, minutes, status_request, log_off ) ; 
} 
I * . . • . . . . . . . . • . . . . . . . . • • . . . . . . • . . . . . . . • • . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
I * wait for new load messages from DLSM, status request from the * / 
I * operator, or a destination response from the operator * / 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
wait_for_event ( dsch, status_request, dest_response, shutdown, log_off ) ; 
if ( read_signal ( st~tus_request, log_off ) ) 
{ 
I * .......................................................................................................... ~ ..... * I 
I * simulate the processing of the request and response message to the . * / 
I * dispatch terminal * / 
I * ................................................................................................................ * I 
compute_for_time ( 20, milliseconds, log_on); 
} 
else if ( read_signal ( dest_· response,· log_off ) ) 
{ 
I * .............................................................................................. * I 
I * simulate the computation time to check the state of the * / 
I * detent, if the operation is valid then modify the state * / 
I * To access the shared region we must lock the semaphore * / 
I * used to exclude other processes * I 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
clear_signal ( dest_response, log_on ); 
request_and_wait_sem (Detent_Status, log_on); 
compute_for_time(30, milliseconds, log_on); 
release_sem ( Detent_Status, log_on); 
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I * .......................................................................................................... * I 
I * to simplify this example, we are not simulating the error * / 
I * conditions * / 
I * send the dispatch request and destination to the DOH * / 
I * ...................................................................................................... ~ ... * I 
send_message ( DOH, doh, dispatch_message, 
message_data_out, log_on); 
} 
else if ( read_signal ( dsch, log_off )) 
{ 
} 
clear_signal ( dsch, log_off); 
while ( message_in_queue ) 
} 
{ 
read_message (DSCH, in_message_type, messages_in_queue, 
message_data_in, log_on ); 
switch ( in_m es sag e_type) 
} 
{ 
case new_load_message: 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
I * received a new load request * I 
I * set up the simulated response signal from the operator * / 
I * .... .. .. .. .. .. . .. .. .. .. ................... .. .. .......... ... .... ........ .... .. .... .... .. .. .... .. * I 
set_sig n al_time( mean =30, var= 15 ,seconds,dest_respo n se, log_on); 
break; 
default: 
break; 
} 
shutdown_log (); 
} 
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5.2.5 Dispatch Order Handler 
This process receives dispatch messages from the Dispatch .Station Communications 
Handler. It separates the dispatches into three categories; those waiting to be 
processed (i.e. orders_in_queue), those sent to the AGV Movement Manager (i.e. 
orders_in_process), and those returned from the AGV Movement Manager as completed 
(i.e. orders_completed). This separation enables the process to simulate the 
assignment of orders to the number of AGVS specified in the "Application Definition 
Headers". This process only forwards up to maximum_AGVS orders to the AGV 
Movement Manager at any given time. 
When the maximum_loads, specified in the "Application Definition Headers", have been 
returned from the AGV Movement Manager as completed, this process activates the 
shutdown signal and all processes are shutdown and their log information is written to 
files on disk. 
include "stdio" 
include "spsl" 
include "application.h" 
main Dispatch_Order_Handler ( ) 
{ 
struct message_data *message_data_in; 
I * returned message data from the read_message * / 
struct messag~_data *message_data_out; 
I * passed as input argument to the send_message * I 
integer 
orders_in_queue =0, / * contains the number of dispatch requests which * / 
I * have been received but not yet passed to AMM * / 
orders_in_process =0, I * contains the number of dispatch requests which * / 
I * have been sent to AMM minus the number of * / 
I * request completes returned from AMM * / 
orders_completed =0, I * contains the number of request completes returned * I 
in_message_type, 
messages_in_queue; 
I * from the AMM process. When this number * I 
I * reaches the maximum loads then the shutdown * / 
I * signal is activated. * I 
I * set to the message type of the incoming message * / 
I * set to the number of messages in the queue and * / 
I * is used as in the DIOCH process * / 
48 
-y •• - ...... __ "1'" •. ~ -
• 
l * 
I * 
I * 
I * 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
the create_message_queue library routine is used to associate a signal 
and name with the message queue for this task 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
,. 
* I 
* I 
* I 
* l 
create_message_queue(DOH, doh, log_on ); 
while ( I read_signal (shutdown, log_off ) ) 
{ 
I * ..................................................................................................................... * I 
I * wait for detent activation messages from DIOCH * / 
I * .............................................................................................................•....... * I 
wait_for_event ( doh, log_off ) ; 
clear_signal ( doh, log_on ); 
while ( message_in_queue ) 
{ 
read_message (DOH, in_message_type, messages_in_queue, 
message_data_in, log_on ); 
switch(in_message_type) 
{ 
case dispatch_message: 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
I * We have received a dispatch message from DSCH, we 
I * increment the orders_in_queue counter to keep track 
I * of the number of loads to process. If the orders sent 
I * to AMM is less than the number of AGVs then we can 
I * forward the next order to the AMM 
I * ······················································································~······· 
orders_in_queue++; 
if ( orders_in_process < maximum_AGVS ) { . 
* I 
* I 
* I 
* I 
* I 
* I 
I * .................................................................................... * I 
I * Here we simulate the computation time spent to find * / 
I * the closest AGV to the next dispatch request. * I 
I * We must be careful to maintain the same order when * / 
I * requesting and reverse order when releasing all * / 
I * semaphores throughout all processes. If we do not * / 
I * keep consistent ordering we could possible have * / 
· I * processes resource deadlocked. * / 
I * after the AGV is found the dispatch_request is sent * / 
I * to AMM and orders_in_process is incremented * I 
I * .................................................................................... * I 
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} 
} 
"\ 
request_and_wait_sem (AGV_Status_lHM, log_on ); 
request_and_wait_sem (Guidepath_MAP_IHM, log_on ); 
compute_for_time{30, milliseconds, log_off ) ; 
release_sem ( Guidepath_MAP_IHM, log_on ); 
release_sem ( AGV_Status_lHM, log_on ); 
send_message ( AMM, amm, dispatch_request_message, 
message_data_out, log_on ); 
orders_i n_process++; 
orders_in_queue--; 
} 
break; 
case dispatch_complete_message: 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
I * We have received a dispatch complete message from AMM * / 
I * increment the orders_completed counter to keep track * I 
I * of the number of loads to process. * I 
I * ····························································································~ * I 
o rders_in_process--; 
orders_competed++; 
if ( orders_completed >= maximum_loads ) 
{ 
I * .................................................................................... * I 
I * if all of the loads have been processed then activate the * / 
I * shutdown signal * / 
I * .................................................................................... * I 
set_signal ( shutdown, log_on ); 
} 
break; 
default: 
break; 
} 
shutdown_log (); 
} 
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5.2.6 AGV Movement Manager 
This process simulates the routing decisions and movement command construction made 
by the AGV Movement Manager. To make routing decisions, two shared data regions are 
accessed; the AGV_Status_lHM, and the Guidepath_MAP_IHM. The number of 
movement commands sent for each order is tracked in this process in the 
AGV_move_count_array. When the number of moves for a given order reaches the 
move_commands_per_order, setup in the "Application Definition Headers", the order 
is assumed complete. The dispatch complete message is then sent to the Dispatch Order 
Handler. 
include "stdio" 
include "spsl" 
include "application.h" 
main AGV_Movement_Manager ( ) 
{ 
struct message_data *message_data_in; 
I * returned message data from the read_message * I 
I * oommand * I 
struct message_data *message_data_out; 
I * passed as input argument to the send_message * I 
I * oommand * I 
integer 
I * ...................................................................................................................... * I 
I * this array is used to keep track of the number of moves executed for 
I * each order in process. When the number of moves is equal to the 
I * move_commands_per_order then the dispatch completed message is 
I * sent to DOH. When equals O no order has been assigned 
* I 
* I 
* I 
* I 
I * ...................................................................................................................... * I 
AGV_move_count_array [maximum_AGVS], 
next_AGV_to_assign = 0, 
I * ....................................................................................................... ~ .............. * I 
I * when the move completes are received cycle the responses in round-
/ * robin sequence simulating actual AGV responses 
* I 
* I 
I * ...................................................................................................................... * I 
next_AGV_move_complete = 0, 
i , j , / * loop counters * I 
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I * 
I * 
I * 
I * 
in_message_type, 
messages_in_queue; 
I * set to the message type of the incoming message 
I * set to the number of messages in the queue and 
I * is used as in the DIOCH process 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
the create_message_queue library routine is used to associate a signal 
and name with the message queue for this task 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
* I 
* I 
* I 
* I 
* I 
* I 
* l 
for (i=O; i<maximum_AGVS; i++) AGV_move_count_array[i]=O; 
create_message_queue(AMM, amm, log_off); 
while ( I read_signal (shutdown, log_off ) ) 
{ 
I * ............................................................................................. ~.~..................... * I 
I * wait for detent activation messages from DIOCH * / 
I * ......................... ~ ............................................................. ~ ..............•.... ~......... * I 
wait_for_event ( amm, log_off ) ; 
clear_signal ( amm, log_off); 
while ( message_in_queue ) 
{ 
read_message (AMM, in_message_type, messages_in_queue, 
message_data_in, log_on ); 
switch ( i n_m es sag e_type) 
{ 
I * .......................................................................................................... * I 
I * When a dispatch start message is received from DOH, we must * I 
I * assign an agv by selecting the next available element in the * / 
I * move count array which is equal to 0. Because DOH is only * I 
I * sending us up to maximum_AGVS orders at a time we know that * I 
I * a position in the array is available. When we find it, we set the * / 
I * move count to 1 and send a move_start_message to ACH. * / 
I * .......................................................................................................... * I 
case dispatch_start_message: 
for (i=O; i<maximum_AGVS; i++) 
{ ' 
if ( AGV_move_count_array [next_AGV_to_assign ]) 
{ 
next_AGV_to_assign++; 
if (next_AGV_to_assign >= maximum_AGVS) 
next_AGV_to_assign = O; 
} 
else 
{ 
AGV_move_count_array [ next_AGV_to_assign ] = 1; 
I * . * I •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
I * Here we simulate the computation time spent to * I 
I * construct the movement command for the AGV. * / 
I * We must assess the shared data for this computation * / 
I * .................................................................................... * I 
request_and_wait_sem (AGV_Status_lHM, log_on ); 
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} 
break; 
request_and_wait_sem (Guidepath_MAP_IHM, log_on ); 
compute_for_time(30, milliseconds, log_on); 
release_sem ( Guidepath_MAP_IHM, log_on ); 
release_sem ( AGV_Status_lHM, log_on ); 
send_message ( ACH, ach, AGV_move_start_message, 
message_data_out, log_on); 
next_AGV_to_assign++; 
if (next_AGV_to_assign >= maximum_AGVS) 
next_AGV_to_assign = O; 
break; 
} 
I * .............................................................................................. * I 
I * if a move complete message is received from ACH find the * / 
I * array element to increment for move count * / 
I * ............................................................................................... * I 
case AGV_move_complete_message: 
for (i=O; i<maximum_¥VS; i++) 
{ 
if ( AGV_move_count_array [next_AGV_to_assign l) 
{ 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
' 
I * increment the number of moves for this order * / 
I * if this number has reached the number of moves per * / 
I * order, send the move completed message to DOH, set * I 
I * the moves back to 0, and cleanup the shared data status * I 
I * for the simulated AGVs and detent status * / 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
AGV_move_count_array [ next_AGV_to_assign ]++; 
if (AGV_move_count_array [ next_AGV_to_assign ] >= 
move_commands_per_order) 
{ 
request_and_wait_sem (Detent_Status_l HM, log_on ) ; 
request_and_wait_sem (AGV_Status_lHM, log_on ); 
compute_for_time(30, milliseconds, log_on ) ; 
release_sem ( AGV_Status_lHM, log_on ); 
release_sem ( Detent_Status_lHM, log_on ); 
send_message ( DOH, doh, 
AGV_move_completed_message, 
~ message_data_out, log_off); 
AGV_move_count_array [ next_AGV_to_assign ] = O; 
} 
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} 
} 
break; 
default: 
break; 
} 
} 
shutdown_log(); 
} 
.. 
else 
{ 
I * .................................................................................... * I 
I • Here we simulate the computation time spent to * / 
I • construct the movement command for the AGV. * / 
I * We must assess the shared data for this computation * I 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
request_and_wait_sem (AGV_Status_lHM, log_on ); 
request_and_wait_sem (Guidepath_MAP_IHM, log_on ); 
compute_for_time (30, milliseconds, lof_on); 
release_sem ( Guidepath_MAP_IHM, log_on ); 
release_sem ( AGV_Status_lHM, log_on ); 
send_message ( ACH, ach, AGV_move_start_message, 
} 
} 
message_data_out, log_on); 
next_AGV_move_complete++; 
if (next_AGV_move_complete >= maxi.mum_AGVS) 
next_AGV_move_complete = O; 
break; 
} 
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5.2.7 AGV Communications Handler 
This process reads AGV move start messages from the AGV Movement Manager, 
simulates the time required for the AGV to process the move command and respond back 
to the controller. When the simulated signal is set this process sends the AGV move 
complete message back to the AGV Movement Manager. 
include "stdio" 
include "spsl" 
include "application.h" 
main AGV_Comm_Handler ( ) 
{ 
struct message_data *message_data_in; 
I * returned message data from the read_message * I 
I * command * I 
struct message_data *message_data_out; 
I * passed as input argument to the send_message * / 
I * command * I 
integer 
in_message_type, 
I 
messages_1n_queue; 
I * set to the message type of the incoming message 
I * set to the number of messages in the queue and 
I * is used as in the DIOCH process 
signal move_response; I * simulation of a move command response time for 
I * the AGV to complete a move 
I * 
I * 
I * 
I * 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
the create_message_queue library routine is used to associate a signal 
and name with the message queue for this task 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
create_message_queue(ACH, ach, log_off ); 
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* I 
* I 
* I 
* I 
* / 
* I 
* I 
* I 
• 
while ( I read_signal (shutdown, log_off ) ) 
{ 
\ 
wait_for_event ( ach, move_response, shutdown, log_off ); 
if ( read_signal ( move_response, log_off )) 
{ 
I * .......................................................................................................... * I 
I * When the move response signal is set the move is completed so send * / 
I * the move complete message to the AGV Movement Manager * / 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
clear_signal ( move_response, log_on ) ; 
send_message ( AMM, amm, move_complete_message, 
message_data_out, log_off ); 
} 
else if ( read_signal ( ach, log_off )) 
{ 
} 
clear_sig nal ( ach, log_on ) ; 
while ( message_in_queue ) 
} 
{ 
read_message (ACH, in_message_type, messages_in_queue, 
message_data_in, log_on ); 
switch ( i n_m es sag e_type) 
{ 
case AGV_move_start_message: 
I * .............................................................................................. * I 
I * when receive a move start request * I 
I * set up the simulated response signal from the AGV * / 
I * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * I 
set_signal_time(mean= 
30, var= 15,seconds,move_response,log_on); 
break; 
default: 
break; 
} 
} 
shutdown_log(); 
} 
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Chapter 6 - Summary and Recommendations 
6 .1 Summary 
Industrial system suppliers are ~under constant pressure to change their control 
platforms in an effort to add features to their systems and to reduce equipment costs. 
Because the computer industry adds new enhanced products to the marketplace several 
times each year, a meaningful evaluation technique is needed which will enable these 
suppliers to access the capabilities of these products. There is no way to compare these 
diverse platforms on the basis of their individual characteristics. These platforms 
must be judged according to what they must do not what they can do. 
The technique presented here is to imitate the real application by incorporating 
multiprogramming and high-performance support routines into a set of processes 
which model the actual application requirements. This method enables execution times 
and characteristics to be measured objectively, thus avoiding all assumptions regarding 
the behavior of the complex hardware and software systems. 
To keep the programs simple enough so that they can be readily reprogrammed, details 
of the application being imitated are intentionally suppressed. The performance of the 
an actual system application cannot be directly predicted by the running time of the 
synthetic program model. The relative performance of two systems running the 
synthetic programs should, however, yield a reasonable first approximation to their 
relative performance of the actual application using the same system facilities. 
This paper has improved upon the synthetic program method by providing a set of 
parameterized modules which are used to construct a set of application s-pecific 
programs which serve as a model for the given application. This group of 
parameterized synthetic modules encompasses those features found in most 
multiprogrammed, high-performance industrial control applications. By writing the 
model programs in a procedural high-level language, they can easily be ported to those 
machines which support the synthetic modules for evaluation. 
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The method of configuration of the application model is done by constructing a 
straight-forward representation of the processes which are identified during the 
application design, and as such they can serve as a design description for each of the 
application processes. Because the model configuration can be used as a design 
description the effort required is a necessary step in the implementation process. 
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6 . 2 Recommendations 
In order to successfully implemeri1' this selection method, the industrial systems 
suppliers must become organized to establish their needs and to standardize the 
Synthetic Program Support Library (SPSL) routines. As with any other standard, a 
committee must be formed which is responsible for monitoring compliance with the 
standard and publishing new versions as the need arises. The Society of Manufacturing 
Engineers (SME) would be one such organization which could provide this support, 
along the same lines as their support of the Manufacturing Automation Protocol {MAP). 
As mentioned earlier, the cost of the effort to generate the group of synthetic modules 
should be borne by the computer manufacturers and ultimately passed on to the user in 
equipment and software costs. While the expense of generating the application specific 
programs is obviously borne by those performing the evaluations. This ability to select 
from a standard set of configurable modules supported by each manufacturer's machine 
would greatly facilitate performance evaluation and comparison. 
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Appendix A 
A materials handling systems manufacturer was involved in the configuration of a 
control platform for a proposal to a prospective customer. The system required 
inventory tracking, multiuser capability and a small amount of discrete 1/0 handling. 
The first proposed configuration of the system was with a PDP running RSX for 
handling the inventory and multiuser requirements and an IBM PC running iRMX with a 
plug-in single board computer for handling the OPT0-22 1/0 interface requirements. 
It was suggested that the OPTO interface could be connected directly to the PDP 
eliminating the need for the PC to save approximately $10,000. This suggestion was 
rejected because it was felt that the risk was too high. Up to that point the company had 
never tied 1/0 directly to a PDP. Past experiences made the designers extremely wary 
of trying new configurations. 
The following year another materials handling systems manufacturer was involved in a 
similar situation but ironically the opposite configuration was chosen. In this case 
there were two some-what standard configurations used to control automated guided 
vehicles. The first configuration consisted of a PDP which interfaced to the vehicle 
communication controller through a single 9600 baud channel and to the OPT0-22 1/0 
interface through a second 9600 baud communications channel. The second 
configuration was the same except the PDP was replaced with an IBM PS/2~ The 
application requirements were minimal; there was no inventory or multiuser 
requirements. The system had to communicate to the vehicles and control a small 
number of discrete 1/0 signals. The designers configured the system with a PDP as the 
primary controller. It was suggested that the PC controller could be used to save 
approximately $25,000. The designers vetoed this suggestion because to date this 
company had never handled more that 5 vehicles from a PC controller and this system 
had 11 vehicles. They did not consider the fact that they required only one 9600 baud 
:-·1 
V 
communications channel whether talking to ,1 or 50 vehicles and that all 
computationally intensive decisions were made from information which was 
independent of the quantity of vehicles. 
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In both of these cases, the engineers relied solely on their past experience with the 
products, not the application requirements and machine capabilities. In addition the bad 
experiences these engineers had when they were involved in using new controllers made 
them reluctant to try new applications and configurations. 
{ 
" 
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Appendix B 
A systems manufacturer received a request for quote for a transport system which 
specified that the primary controller was to be a MicroVAX running the VMS operating 
system. This occurred sometime in 1986. They refused to bid the system because the 
designer believed that because VMS was not a "real-time" operating system it could not 
be used on this project. What this engineer failed to recognize was that the application 
was closer to a high-performance application than a "real-time" application (see 
section 2.1 for a definitiofl of application types). If he had examined the 
multiprogramming support services available in VMS, he would have found comparable 
calls for all of the system services being used in the iRMX and RSX based systems. 
The same situation occurred at approximately the same time at another systems 
manufacturer. This company also received a request for quote which specified that the 
primary controller of a large transport system should be a MicroVAX running the VMS 
operating system. This company also refused to bid the job because the designer 
believed that VMS could not be used because it was not a "real-time" operating system. 
Interestingly another request for quote was received by this company the following year 
with the same configuration requirements. In the interim this company had hired a 
senior design engineer who had previous experience using VMS for the control of 
automated storage and retrieval systems (AS/RS). He reassured the engineering 
manager ,that not only could the VMS operating system supp9rt this application, but it 
had numerous monitoring support and high-level language support tools available 
which could be used during the trouble-shooting phase of the project to reduce 
installation costs. 
They agreed to bid the system and were awarded the contract, which was a large 
multimillion dollar project thus explaining the willingness of management to take the 
risk that they avoided the previous year. The project was implemented successfully, 
/ and although there were some start-up problems the installation took less time than 
comparable systems which were based on the PDP running RSX. They have continued 
using the MicroVAX and VMS platform since then and have been satisfied with its high-
performance application support. 
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As stated in the first chapter of this paper, this industry is constantly changing 
platforms in an effort to reduce cost and offer the latest technology to its customers. To 
, this end a software engineering group has been pushing for Research and Development 
funding for the design of a basic AGV controller using the IBM RISC Station/6000 and 
the AIX operating system. They argued for several months with management that the 
UNIX workstations are going to be the next platform requested by their customers. In 
addition this platform is believed to be the most cost effective in price and performance. 
The engineering managers were very reluctant to go with a UNIX platform because they 
were under the impression that UNIX is not a "real-time" operating system. The 
argument that: their application was not "real-time" but rather high-performance; 
AIX provided all of the support tools required; and the use of a portable operating 
system like UNIX would make the next migration easier, finally won out. They are now 
in the process of developing this system. 
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