In adult dentate gyrus neurogenesis, the link between maturation of newborn neurons and their function, such as behavioral pattern separation, has remained puzzling. By analyzing a theoretical model, we show that the switch from excitation to inhibition of the GABAergic input onto maturing newborn cells is crucial for their proper functional integration. When the GABAergic input is excitatory, cooperativity drives the growth of synapses such that newborn cells become sensitive to stimuli similar to those that activate mature cells. When GABAergic input switches to inhibitory, competition pushes the configuration of synapses onto newborn cells towards representations that are away from previously stored memories. This enables the maturing newborn cells to code for concepts that are novel, yet similar to familiar ones. Our theory of newborn cell maturation explains how adult newborn cells integrate into the preexisting network and why they promote separation of similar patterns.
Introduction
In the adult mammalian brain, neurogenesis, the production of new neurons, is restricted to a few brain areas, such as the olfactory bulb and the dentate gyrus [1] . The dentate gyrus is the entry point of input from cortex, primarily entorhinal cortex (EC), to the hippocampus [2] , which is believed to be a substrate of learning and memory. Adult-born cells in dentate gyrus mostly develop into dentate granule cells (DGCs), the main excitatory cells that project to area CA3 [1] .
The properties of rodent adult-born DGCs change as a function of their maturation stage, until they become indistinguishable from other mature DGCs at approximately 8 weeks [1, 3] (Fig. 1b) . Many of them die before they fully mature [4] . Their survival is experience-dependent, and relies upon NMDA receptor activation [5] . Initially, newborn DGCs have enhanced excitability [6, 7] and stronger synaptic plasticity than mature DGCs, reflected by a larger LTP amplitude and a lower threshold for induction of LTP [6, 8] . Furthermore, after 4 weeks of maturation adult-born DGCs have only weak connections to interneurons, while at 7 weeks of age their activity causes indirect inhibition of mature DGCs [9] .
Newborn DGCs receive no direct connections from mature DGCs [10] , but are indirectly activated via interneurons [10, 11] . During maturation, the γ-aminobutyric acid (GABAergic) input from interneurons to adult-born DGCs switches from excitatory in the early phase to inhibitory in the late phase of maturation [1] (Fig. 1b ). Analogous to a similar transition during embryonic and early postnatal stages [12] , this transition is caused by a change in the expression profile of chloride cotransporters, from NKCC1 in the early phase to KCC2 in the late phase [13, 14] . Importantly, it has been shown that GABAergic inputs are crucial for the integration of newborn DGCs into the preexisting circuit [10, 11, 14] .
Adult-born DGCs are preferentially reactivated by stimuli similar to the ones they experienced during their early phase of maturation (up to 3 weeks after cell birth) [15] . Even though the amount of newly generated cells per month is rather low (3 to 6% of the total DGCs population [16, 17] ), adult-born DGCs are critical for behavioral pattern separation [18] [19] [20] , in particular in tasks where similar stimuli or contexts have to be discriminated [18, 19] . However, the functional role of adultborn DGCs is controversial [21, 22] . One view is that newborn DGCs contribute to pattern separation through a modulatory role [21] . Another view suggests that newborn DGCs act as encoding units that become sensitive to features of the environment which they encounter during a critical window of maturation [15, 23] . Some authors have even challenged the role of newborn DGCs in pattern separation in the classical sense and have proposed a pattern integration effect instead [22] .
To address this controversy, we present a model of how newborn DGCs integrate into the preexisting circuit. Our model suggests that the switch from lateral excitation to lateral inhibition during the maturation of newborn DGCs plays a crucial role for their proper integration into the preexisting network of mature DGCs. In addition, it explains why newborn DGCs favor pattern separation of similar stimuli, but do not impact pattern separation of distinct stimuli.
Results
We ask how adult-born DGCs are integrated in the network of mature cells. To address this question, we study the hypothesis that functional integration of newborn cells requires the two-step maturation process caused by the switch of GABA from excitation to inhibition. Since excitatory GABAergic input potentially increases cooperativity within the dentate gyrus network, we predict that newborn DGCs respond to familiar stimuli during the early phase of maturation, but not during the late phase, when inhibitory GABAergic input leads to competition.
To test this prediction, we pretrain a model network of 100 mature DGCs with input from 144 EC cells to respond to patterns representing two different digits from MNIST, a standard data set in artificial intelligence (Methods). Below, we present results for a representative combination of three digits (digits 3, 4 and 5), but other combinations of digits have also been tested (Suppl . Table S1 ). Even though we do not expect EC neurons to show a 2-dimensional arrangement, the use of 2-dimensional patterns provides a simple way to visualize the activity of all 144 EC neurons in our model (Fig. 1d ). Pretraining is based on a synaptic plasticity rule which combines LTP and LTD [24, 25] (Methods, Fig. 1c ).
Different prototypes are represented by mature neurons
After pretraining with patterns from digits 3 and 4, we examine the receptive field of each DGC, consisting of the connections from all 144 EC neurons onto one DGC. We observe that out of the 100 DGCs, some have developed a receptive field that corresponds to digit 3, others a receptive field that corresponds to digit 4, and the remaining ones stay unselective ( Fig. 2a ). We classify the DGCs with unselective receptive fields as unresponsive units. The selective DGCs represent different prototypes of the two digits, reflected by different writing styles and inclinations ( Fig. 2a ). In fact, synaptic weights of each selective DGC converge to stable values, giving rise to the formation of a receptive field that represents the weighted average of all input patterns for which that DGC is highly responsive (Methods). At the end of pretraining, the classification error for patterns not used during pretraining (Methods) is low: 0.75% (classification error on digit 3: 1.29%; digit 4: 0.20%), indicating that nearly all input patterns of the two digits are well represented by the network of mature DGCs. The median classification error for ten random combinations is 1.46%, the 25 th -percentile 0.50%, and the 75 th -percentile 2.74% (Suppl . Table S1 ).
Newborn neurons can learn novel patterns
After convergence of synaptic weights during pretraining, unresponsive model neurons have very weak synaptic connections because of LTD ( Fig. 1c) , die, and are replaced by newborn DGCs. To mimic exposure of an animal to a novel set of stimuli, we now add input patterns from digit 5 to the previous set of stimuli, which was limited to patterns of digits 3 and 4. Model newborn DGCs go through two maturation phases (Methods). The early phase of maturation is cooperative because, for each pattern presentation, activated mature DGCs indirectly excite the newborn DGCs via GABAergic interneurons. This lateral activation of newborn DGCs drives the growth of their receptive fields in a direction similar to those of the currently active mature DGCs. As a result, at the end of the early phase of maturation, newborn DGCs show a receptive field corresponding to a mixture of several patterns (Fig. 2b ).
In the late phase of maturation, model newborn DGCs receive inhibitory GABAergic input from interneurons, similar to the input received by mature DGCs. The inhibitory input shifts the distribution of firing rates of newborn DGCs to lower firing rates in the late phase compared to the early phase of maturation ( Fig. 1g ). Given that at the end of the early phase, newborn DGCs have receptive fields similar to those of mature DGCs, lateral inhibition induces competition with mature DGCs for activation during presentation of patterns from the novel digit. Because model newborn DGCs start their late phase of maturation with a lower threshold (higher excitability) compared to mature DGCs, the activation of newborn DGCs is facilitated for those input patterns for which no mature DGC has preexisting selectivity. Therefore, in the late phase of maturation, competition drives the synaptic weights of newborn DGCs towards a receptive field corresponding to a subcategory of the ensemble of input patterns of the novel digit 5 (Fig. 2c ).
To better characterize how DGCs represent various input patterns, we perform Principal Component Analysis (PCA) on the vector of final firing rates of all DGCs in response to MNIST test patterns representing digits 3, 4, and 5. We then project the firing rates of all DGCs on Principal Components (PCs) that are selected based on visual inspection ( Fig. 3a2) . A projection on the same PCs is also performed at the end of the early phase of maturation ( Fig. 3a1 ). First, we observe that firing rate responses are distributed over a wide range, rather than concentrated, even for a single digit ( Fig. 3a2 ), indicating that many neurons change their firing rate when the input switches from one example of a "3" to another one with different writing style. Second, we can identify a few extremal examples of, say, fours that set loose boundaries of the cloud of all fours ( Fig. 3c ). Third, we observe that the representation of novel patterns lies close to the representation of pretrained patterns at the end of the early phase of maturation of newborn DGCs (Fig. 3a1 ), while during the late phase of maturation the representation expands into a previously empty subspace ( Fig. 3a2 ), consistent with the experimentally observed promotion of pattern separation of newborn DGCs. Finally, by examining the trajectories of the firing rates of the DGCs for a few example patterns, we notice that some novel patterns are located far from each other at the end of the early phase ( Fig. 3b1 ), but close to each other at the end of the late phase of maturation of newborn DGCs (Fig. 3b2) , indicating a self-organization of the neuronal representation of novel patterns. The zoom in insets further shows curved, rather than straight, trajectories indicating the influence of lateral inhibition on firing rate dynamics of the DGCs.
To test the quality of the learned representations, we compute classification performance by a linear classifier for the three ensembles of digits (Methods). We obtain an overall classification error of 5.44% (classification error for digit 3: 9.50%; digit 4: 1.83%; digit 5: 4.82%). We compare this performance with that of a network where all three digit ensembles are simultaneously pretrained (Suppl. Fig. S1 ). In this case, the overall classification error is 7.91% (classification error for digit 3: 13.17%; digit 4: 1.22%; digit 5: 9.30%). Across ten simulation experiments classification performance is significantly better (lower error) when a novel ensemble of patterns is learned sequentially by newborn DGCs, than if all patterns are learned simultaneously (Wilcoxon signed rank test: p-val = 0.0020, Wilcoxon signed rank = 55; one-way t-test: p-val = 0.0269, t-stat = 2.6401, df = 9; Suppl. Table S1 ).
Furthermore, if two novel ensembles of digits (instead of a single one) are introduced during maturation of newborn DGCs, we observe that some newborn DGCs become selective for one of the novel digits, while others become selective for the other novel digit (Fig. 2d ). Therefore, newborn DGCs can ultimately promote separation of several novel ensembles of patterns, no matter if they are learned simultaneously ( Fig. 2d ) or sequentially (Suppl. Fig. S1 ).
The switch from excitation to inhibition guides learning of novel representations
To assess whether maturation of newborn DGCs promotes learning of a novel ensemble of digit patterns, we compare our results with a control model without neurogenesis. Similar to the neurogenesis case, patterns from the novel digit 5 are introduced after pretraining with patterns from digits 3 and 4. In the control model, the thresholds and weights of all unresponsive neurons remain plastic after pretraining, similar to the neurogenesis case, while the feedforward weights and thresholds of DGCs that developed selectivity during pretraining are fixed. The only differences to the model with neurogenesis are that unresponsive neurons: (i) keep their feedforward weights (i.e., no reinitialization), and (ii) keep the same connections from and to inhibitory neurons.
We find that without neurogenesis, the previously unresponsive DGCs do not become selective for the novel digit 5, no matter during how many epochs patterns are presented (we went up to 100 epochs) ( Fig. 2e ). Therefore, if patterns from digit 5 are presented to the network, it fails to discriminate them from the previously learned digits 3 and 4: the overall classification error is 18.31% (classification error for digit 3: 14.06%; digit 4: 2.44%; digit 5: 40.58%). This result suggests that integration of newborn DGCs is beneficial for sequential learning of novel patterns.
As a further control, we compare with a model where all DGCs keep plastic feedforward weights. We observe that in the case where all neurons are plastic, learning of the novel digit occurs at the cost of loss of selectivity of mature neurons. Several DGCs switch their selectivity to become sensitive to the novel ensemble of patterns ( Fig. 2f ), while none of the previously unresponsive units becomes selective for the novel digit (compare with Fig. 2a ). Compared to the model with neurogenesis, we observe a drop in classification performance to 9.08% error (classification error for digit 3: 14.55%; digit 4: 1.63%; digit 5: 11.10%). We find that the classification error for digit 3 is the one which increases the most. This is due to the fact that many DGCs previously selective for digit 3 updated their weights to become selective for digit 5.
Newborn dentate granule cells become selective for similar novel patterns
To investigate whether our theory for integration of newborn DGCs can explain why adult dentate gyrus neurogenesis promotes discrimination of similar stimuli, but does not affect discrimination of distinct patterns [18, 19] , we use a simplified competitive winner-take-all network (Methods) and construct an artificial data set ( Fig. 1e ) that allows us to control the similarity s of pairs of clusters (Methods). The MNIST data set is not appropriate to tackle this question, because all digit clusters are similar and highly overlapping, reflected by a high within cluster dispersion (e.g. across the set of all "3") compared to the separation between clusters (e.g. typical "3" versus typical "5").
After pretraining the simplified network such that a first mature DGC responds to patterns of cluster 1 and a second mature DGC to those of cluster 2 (Fig. 4b1,b2 ), we introduce a newborn DGC in the network, and present patterns from three clusters (the two pretrained ones, as well as a novel one). We observe that the newborn DGC ultimately becomes selective for the novel cluster if it is similar (s = 0.8) to the two pretrained clusters ( Fig. 4d1 ), but not if it is distinct (s = 0.2, Fig. 4d2 ). The selectivity develops in two phases. In the early phase of maturation of the newborn model cell, a pattern from the novel cluster that is similar to one of the pretrained clusters activates the mature DGC that has a receptive field closest to the novel pattern. This rapidly firing mature DGC activates the newborn DGC via lateral excitatory GABAergic connections, to a level where LTP is triggered at active synapses onto the newborn DGC. LTP also happens when a pattern from one of the pretrained clusters is presented. Thus, synaptic plasticity leads to a receptive field that reflects the average of all stimuli from all three clusters ( Fig. 4c1 ).
To summarize our findings in a more mathematical language, we characterize the receptive field of the newborn cell by the vector of its feedforward weights. Analogous to the notion of a firing rate vector that represents the set of firing rates of an ensemble of neurons, the feedforward weight vector represents the set of weights of all synapses projecting onto a given neuron ( Fig. 1a ). In the early phase of maturation, for similar clusters, the feedforward weight vector onto the newborn DGC grows in the direction of the center of mass of all three clusters (the two pretrained ones and the novel one), because for each pattern presentation one of the mature DGCs becomes active (compare Fig. 4c1 and Fig. 4e1 ). However, if the novel cluster has a low similarity to pretrained clusters, patterns from the novel cluster do not activate any of the mature DGCs. Therefore the receptive field of the newborn cell reflects the average of stimuli from the two pretrained clusters only (compare Fig. 4c2 and Fig. 4e2 ).
As a result of the different orientation of the feedforward weight vector onto the newborn DGC at the end of the early phase of maturation, two different situations arise in the late phase of maturation, when lateral GABAergic connections are inhibitory. If the novel cluster is similar to the pretrained clusters, the weight vector onto the newborn DGC at the end of the early phase of maturation lies at the center of mass of all the patterns across the three clusters. Thus it is closer to the novel cluster than the weight vector onto either of the mature DGCs ( Fig. 4c1 ). So if a novel pattern is presented, the newborn DGC wins the competition between the three DGCs, and its feedforward weight vector moves towards the center of mass of the novel cluster ( Fig. 4d1 ). By contrast, if the novel cluster is distinct, the weight vector onto the newborn DGC at the end of the early phase of maturation is located at the center of mass of the two pretrained clusters (Fig. 4c2 ). If a novel pattern is presented, no output unit is activated since their receptive fields are not similar enough to the input pattern. Therefore the newborn DGC always stays silent and never updates its feedforward weights (Fig. 4d2 ). These results are consistent with studies that have suggested that dentate gyrus is only involved in the discrimination of similar stimuli, but not distinct stimuli [26, 27] . For discrimination of distinct stimuli, another pathway might be used, such as the direct EC to CA3 connection [28] .
In conclusion, our model suggests that adult dentate gyrus neurogenesis promotes discrimination of similar patterns because newborn DGCs can ultimately become selective for novel stimuli which are similar to already learned stimuli. On the other hand, newborn DGCs fail to represent novel distinct stimuli, precisely because they are too distinct from other stimuli already represented by the network. Presentation of novel distinct stimuli in the late phase of maturation therefore does not induce synaptic plasticity of the newborn DGC feedforward weight vector toward the novel stimuli. In the simplified network, the transition between similar and distinct can be determined analytically (Methods). This analysis clarifies the importance of the switch from cooperative dynamics (excitatory interactions) in the early phase to competitive dynamics (inhibitory interactions) in the late phase of maturation.
After integration, the receptive field of a newborn DGC represents the average of novel stimuli
To illustrate the analytical results and characterize the evolution of the receptive field of the newborn DGC, we examine the angle φ of the feedforward weight vector with the center of mass of the novel cluster (i.e. the average of the novel stimuli), as a function of maturation time (Fig. 5d ,e and Suppl. Fig. S2 ).
In the early phase of maturation, the feedforward weight vector onto the newborn DGC grows, while its angle with the center of mass of the novel cluster stays constant (Suppl. Fig. S2 ). In the late phase of maturation, the angle φ between the center of mass of the novel cluster and the feedforward weight vector onto the newborn DGC decreases in the case of similar patterns ( Fig. 5e ), but not in the case of distinct patterns (Suppl. Fig. S2 ), indicating that the newborn DGC becomes selective for the novel cluster for similar but not for distinct patterns.
The analysis of the simplified model thus leads to a geometric picture that helps us to understand how the similarity of patterns influences the evolution of the receptive field of the newborn DGC before and after the switch from excitation to inhibition of the GABAergic input. For novel patterns that are similar to known patterns, the receptive field of a newborn DGC at the end of maturation represents the average of novel stimuli.
Discussion
While experimental results stemming from the manipulation of the ratio of NKCC1 to KCC2 suggest that the switch from excitation to inhibition of the GABAergic input onto adult-born DGCs is crucial for their integration into the preexisting circuit [8, 10, 14] and that adult dentate gyrus neurogenesis promotes better pattern separation [18] [19] [20] , the link between channel properties and behavior has remained puzzling [21, 22] . Our modeling work has shown that the switch enables newborn DGCs to become selective for novel stimuli which are similar to familiar, already stored, representations, consistent with the experimentally-observed function of pattern separation [18] [19] [20] . Previous modeling studies already suggested that newborn DGCs integrate novel inputs into the representation in dentate gyrus [9, [29] [30] [31] [32] [33] [34] [35] [36] . However, in these models newborn DGCs are born with large weights and weights are algorithmically renormalized in each time step, rather than grown from small values with a synaptic plasticity rule that intrinsically limits the weights. In particular, previous models neglect the two-phase integration issue. To our knowledge, we present the first synaptic plasticity model that can explain both: (i) how adult-born DGCs integrate into the preexisting network, and (ii) why they promote pattern separation of similar stimuli.
Our work emphasizes why a two-phase maturation of newborn DGCs is beneficial for proper integration in the preexisting network. From a computational perspective, the early phase of maturation, when GABAergic inputs onto newborn DGCs are excitatory, corresponds to cooperative unsupervised learning. Therefore, the synapses grow in the direction of patterns that indirectly activate the newborn DGCs via GABAergic interneurons ( Fig. 5a ). At the end of the early phase of maturation, the receptive field of a newborn DGC represents the center of mass of all input patterns that led to its (indirect) activation. In the late phase of maturation, GABAergic inputs onto newborn DGCs become inhibitory, so that lateral interactions change from cooperation to competition, causing a shift of the receptive fields of the newborn DGCs towards novel features ( Fig. 5b) . At the end of maturation, newborn DGCs are thus selective for novel inputs. This integration mechanism is in agreement with the experimental observation that newborn DGCs are broadly tuned early in maturation, yet highly selective at the end of maturation [37] . Loosely speaking, the cooperative phase of excitatory GABAergic input promotes the growth of the synaptic weights coarsely in the relevant direction, whereas the competitive phase of inhibitory GABAergic input helps to specialize on detailed, but potentially important differences between patterns.
In the context of theories of unsupervised learning, the switch of lateral GABAergic input to newborn DGCs from excitatory to inhibitory provides a biological solution to the "problem of unresponsive units" [38] . Unsupervised competitive learning has been used to perform clustering of input patterns into a few categories [38, 39] . Ideally, after learning of the feedforward weights between an input layer and a competitive network, input patterns that are distinct from each other activate different neuron assemblies of the competitive network. After convergence of competitive Hebbian learning, the vector of feedforward weights onto a given neuron points to the center of mass of the cluster of input patterns for which it is selective [38] . Yet, if the synaptic weights are randomly initialized, it is possible that the set of feedforward weights onto some neurons of the competitive network point in a direction "quasi-orthogonal" (Methods) to the subspace of the presented input patterns (Fig. 5c ). Therefore those neurons, called "unresponsive units", will never get active during pattern presentation. Different learning strategies have been developed in the field of artificial neural networks to avoid this problem [38] [39] [40] [41] . However, most of these algorithmic approaches lack a biological interpretation. In our model, the synapses onto newborn DGCs form spontaneously after neuronal birth. The excitatory GABAergic input in the early phase of maturation drives the growth of the synaptic weights in the direction of the subspace of presented patterns that succeed in activating some of the mature DGCs. Hence the early cooperative phase of maturation can be seen as a smart initialization of the synaptic weights onto newborn DGCs, close enough to novel patterns so as to become selective for them in the late competitive phase of maturation. However, the cooperative phase is helpful only if the novel patterns are similar to the input statistics defined by the set of known patterns.
Our results are in line with the classic view that dentate gyrus is responsible for decorrelation of inputs [42, 43], a necessary step for storage of similar memories in CA3, and with the observation that dentate gyrus lesions impair discrimination of similar but not distinct stimuli [26, 27] . To discriminate distinct stimuli, another pathway might be involved, such as the direct EC to CA3 connection [28] . Our theory for integration of newborn DGCs explains why enhanced adult dentate gyrus neurogenesis promotes better discrimination of similar stimuli, but not distinct stimuli, as observed experimentally [18, 19] . In our model, the early cooperative phase of maturation can only drive the growth of synaptic weights onto newborn cells if mature DGCs are activated by presented stimuli. Hence the stimuli should be similar enough to familiar stimuli that are already represented by the network. If for a long time only distinct stimuli are presented, none of the mature DGCs becomes active, so the newborn DGCs are not indirectly activated and their synaptic weights do not grow. Consequently, in an experimental paradigm with distinct patterns only (i.e. prolonged absence from home cage and other familiar environments), our model predicts that newborn cells stay silent. As they are poorly integrated into the preexisting circuit, they will probably not survive [5] .
Experimental observations support the importance of the switch from early excitation to late inhibition of the GABAergic input onto newborn DGCs. An absence of early excitation using NKCC1knockout mice has been shown to strongly affect synapse formation and dendritic development in vivo [14] . Conversely, a reduction in inhibition in the dentate gyrus through decrease in KCC2 expression has been associated with epileptic activity [44] . An analogous switch of the GABAergic input has been observed during development, and its proper timing has been shown to be crucial for sensorimotor gating and cognition [12, 45] . In addition to early excitation and late inhibition, our theory also critically depends on the duration of the switch. Indeed, it supposes that a sufficient number of newborn DGCs are just about -within a few hours-to switch the effect of their GABAergic input when novel inputs are presented, to become selective for new features of the environment. Several experimental results have suggested that the switch is indeed sharp and occurs within a single day, both during development [46, 47] and adult dentate gyrus neurogenesis [11] . Furthermore, in hippocampal cell cultures, expression of KCC2 is upregulated by GABAergic activity but not affected by glutamatergic activity [48] . A similar process during adult dentate gyrus neurogenesis would increase the number of newborn DGCs available for representing novel features by advancing the timing of their switch. In this way, instead of a few thousands of newborn DGCs ready to switch (3 to 6% of the whole population [16, 17] , divided by 30 days), a larger fraction of newborn DGCs would be made available for coding, if appropriate stimulation occurs.
To conclude, our theory for integration of adult-born DGCs suggests that newborn cells have a coding -rather than a modulatory-role during dentate gyrus pattern separation function. Our theory highlights the importance of GABAergic input in adult dentate gyrus neurogenesis, and links the switch from excitation to inhibition to the integration of newborn DGCs into the preexisting circuit. Finally, it illustrates how Hebbian plasticity of EC to DGC synapses makes newborn cells suitable to promote pattern separation of similar but not distinct stimuli, a long-standing question in the field of adult dentate gyrus neurogenesis [21, 22] . 
Methods
Network architecture and neuronal dynamics
DGCs are the principal cells of the dentate gyrus. They mainly receive excitatory projections from the entorhinal cortex through the perforant path and GABAergic inputs from local interneurons, as well as excitatory input from Mossy cells. They project to CA3 pyramidal cells and inhibitory neurons, as well as local Mossy cells [2, 9] .
In our model, we omit Mossy cells and describe the dentate gyrus as a competitive circuit consisting of N DGC dentate granule cells and N I GABAergic interneurons (Fig. 1a ). The activity of N EC neurons in EC represents an input pattern x = (x 1 , x 2 , ..., x N EC ). Because the perforant path also induces strong feedforward inhibition in the dentate gyrus [49] , we assume that the effective EC activity is normalized, such that || x|| = 1 for any input pattern x. We use P different input patterns x µ , 1 µ P in the simulations of the model.
The EC neurons have excitatory all-to-all connections to the DGCs. In rodent hippocampus, spiking mature DGCs activate interneurons in DG, which in turn inhibit other mature DGCs [9, 10] . In our model, the DGCs are thus recurrently connected with inhibitory neurons (Fig. 1a) . Connections from DGCs to interneurons exist in our model with probability p IE and have a weight w IE . Similarly, connections from interneurons to DGCs occur with probability p EI and have a weight w EI . All parameters are reported in Table 1 (Biologically-plausible network).
Before an input pattern is presented, all rates of model DGCs are initialized to zero. Upon stimulation with input pattern x, the firing rate ν i of DGC i evolves according to [50] :
where [.] + denotes rectification: [a] = a for a > 0 and zero otherwise. Here, b i is a firing threshold, L = 0.5 is the smoothness parameter of the frequency-current curve (L −1 is the slope of the frequency-current curve at the firing threshold), and I i the total input to cell i:
with x j the activity of EC input neuron j, w ij 0 the feedforward weight from EC input neuron j to DGC i, and w EI ik the weight from inhibitory neuron k to DGC i. The sum runs over all inhibitory neurons, but the weights are set to w EI ik = 0 if the connection is absent. The firing rate ν i is unit-free and normalized to a maximum of 1, which we interpret as a firing rate of 10 Hz. We take the synaptic weights as unit-less parameters such that I i is also unit-free.
The firing rate ν I k of inhibitory neuron k, is defined as:
with p * a parameter which relates to the desired ensemble sparsity, and I I k the total input towards interneuron k, given as:
with w IE ki the weight from DGC i to inhibitory neuron k. (We set w IE ki = 0 if the connection is absent.) The feedback from inhibitory neurons ensures a sparse activity of model DGCs for each pattern. With p * = 0.1 we find that more than 70 % of model DGCs are silent (firing rate < 1 Hz [51] ) when an input pattern is presented, and less than 10% are highly active (firing rate > 9 Hz) ( Fig. 1g ), consistent with the experimentally observed sparse activity in dentate gyrus [52] .
Plasticity rule
Projections from EC onto newborn DGCs exhibit Hebbian plasticity [6, 8] [53] . Therefore, in our model the connections from EC neurons to DGCs are plastic, following a Hebbian learning rule which exhibits longterm depression (LTD) or long-term potentiation (LTP) depending on the firing rate ν i of the postsynaptic cell [24, 25, 41] [54] . Input patterns x µ , 1 µ P , are presented in random order. For each input pattern, we let the firing rates converge for a time T where T was chosen long enough to achieve convergence to a precision of 10 −6 . After n − 1 presentations (i.e. at time (n − 1) · T ) the weight vector has value w (n−1) ij . We then present the next pattern and update at time n · T (w (n) ij = w (n−1) ij + η∆w ij ), according to the following plasticity rule:
where x j is the firing rate of presynaptic EC input neuron j, ν i the firing rate of postsynaptic DGC i, θ marks the transition from LTD to LTP, and the relative strength α, γ of LTP and LTD depend on θ via α = α 0 θ 3 > 0 and γ = γ 0 − θ > 0. The values of the parameters α 0 , γ 0 , β, and θ are given in Table 1 (Biologically-plausible network). The weights are hard-bounded from below at 0, i.e. if equation (5) leads to a new weight smaller than zero, w ij is set to zero. The first two terms of expression (5) are a variation of the BCM rule [41]. The third term implements heterosynaptic plasticity [55, 56] . Because the first two terms of the plasticity rule are Hebbian and proportional to the presynaptic activity x j , the active DGCs (ν i > θ) update their feedforward weights in direction of the input pattern x. Moreover, all weights onto neuron i are downregulated heterosynaptically by an amount that increases supra-linearly with the postsynaptic rate ν i . Similar to learning in a competitive network [38] , the vector of feedforward weights onto active DGCs will move towards the center of mass of the cluster of patterns they are selective for, as we will discuss now.
For a given input pattern x µ , there are three fixed points for the postsynaptic firing rate: ν i = 0, ν i = θ, and ν i =ν i (the negative root is omitted, because ν i 0 due to equation (1)). For ν i < θ, there is LTD, so the weights move toward zero: w ij → 0, while for ν i > θ, there is LTP, so the weights move toward w ij → γx µ j βν 2 i ( Fig. 1c ). If a pattern x µ is presented only for a short time these fixed points are not reached during a single pattern presentation.
Winners, losers, and quasi-orthogonal inputs
We define the winners as the DGCs which become strongly active (ν i > θ) during presentation of an input pattern. Since the input patterns are normalized to have an L2-norm of 1 (|| x µ || = 1 by construction), and the L2-norm of the feedforward weight vectors is bounded (see Section Direction and length of the weight vector), the winning units are the ones whose weight vectors w i (row of the feedforward connectivity matrix) align best with the current input pattern x µ . Furthermore, we say that an input pattern x µ is "quasi-orthogonal" to a weight vector w i if
If an input pattern x µ is quasi-orthogonal to a weight vector w i , then neuron i does not fire in response to x µ . Note that for a case without inhibitory neurons and with b i → 0, we recover the standard orthogonality condition.
Direction and length of the weight vector
Let us denote the ensemble of patterns for which neuron i is a winner by C i and call this the set of winning patterns (C i = {µ|ν i > θ}). Suppose that neuron i is quasi-orthogonal to all other patterns, so that for all µ / ∈ C i we have ν i = 0. Then the feedforward weight vector of neuron i converges in expectation to:
where G 1 (ν i ) = (ν i − θ)ν i and G 2 (ν i ) = (ν i − θ)ν 3 i . Hence w i is a weighted average over all winning patterns. The squared length of the feedforward weight vector can be computed by multiplying equation (6) with w i :
Since input patterns have length one, the scalar product on the right-hand side can be rewritten as w i · x = || w i || cos(α) where α is the angle between the weight vector and pattern x. Division by || w i || yields the L2-norm of the feedforward weight vector:
where the averages run, as before, over all winning patterns.
Let us now derive bounds for || w i ||. First, since cos(α)
Thus the length of the weight vector is finite and bounded by:
It is possible to make the second bound tighter if we find the winning pattern with the smallest firing rate ν min such that ν i ν min ∀i ∈ C i :
The bound is reached if neuron i is winner for a single input pattern.
We can also derive a lower bound. For a pattern µ ∈ C i , let us write the firing rate of neuron i as ν i (µ) =ν i + ∆ν i (µ) whereν i is the mean firing rate of neuron i averaged across all winning patterns and ∆ν i µ∈C i = 0. We assume that the absolute size of ∆ν i is small, i.e., (∆ν i ) 2 µ∈C i (ν i ) 2 . Linearization of equation (8) aroundν i yields:
Elementary geometric arguments for a neuron model with monotonically increasing frequency-current curve yield that the value of cos(α)∆ν i µ∈C i is positive (or zero), because an increase in the angle α lowers both the cosine and the firing rate, giving rise to a positive correlation. Since we are interested in a lower bound, we can therefore drop the term proportional to G 1 and evaluate the ratio G 1 /G 2 to find:
where ν max is the maximal firing rate of a DGC andα = max µ∈C i {α} is the angle of the winning pattern that has the largest angle with the weight vector. The first bound is tight and is reached if neuron i is winner for only two patterns.
To summarize we find that the length of the weight vector remains bounded in a narrow range. Hence, for a reasonable distribution of input patterns and weight vectors, the value of || w i || is similar for different neurons i, so that the weight vector will have, after convergence, similar lengths for all DGCs that are winners for at least one pattern. In our simulations with the MNIST data set, we find that the length of feedforward weight vectors lies in the range between 9.3 and 11.1 across all responsive neurons.
Early maturation phase
During the early phase of maturation, the GABAergic input onto a newborn DGC with index l has an excitatory effect. In the model, it is implemented as follows: w EI lk = −w EI > 0 with probability p EI for any interneuron k and w EI lk = 0 otherwise (no connection). Since newborn cells do not project yet onto inhibitory neurons [9] , we have w IE kl = 0 ∀l. Newborn DGCs are known to have enhanced excitability [6, 7] , so their threshold is kept at b l = 0 ∀l. Presentation of all patterns of the data set once (1 epoch) is sufficient to reach convergence of the feedforward weights onto newborn DGCs.
Because the newborn DGCs receive lateral excitation via interneurons and their thresholds are zero during the early phase of maturation, the lateral excitatory GABAergic input is always sufficient to activate them. Hence, if the firing rate of a newborn DGC exceeds the LTP threshold θ, the feedforward weights grow towards the presented input pattern, cf. equation (5) .
Late maturation phase
During the late phase of maturation (starting at about 3 weeks [14] ), the GABAergic input onto newborn DGCs switches from excitatory to inhibitory. In terms of our model, it means that all existing w EI lk connections switch their sign to w EI < 0. Furthermore, since newborn DGCs develop lateral connections to inhibitory neurons in the late maturation phase [9] , we set w IE kl = w IE with probability p IE , and w IE kl = 0 otherwise. The thresholds of newborn DGCs are updated after presentation of pattern µ at time n · T (b (n) l = b (n−1) l + η b ∆b l ) according to ∆b l = ν l − ν 0 , where ν 0 is a reference rate, to mimic the decrease of excitability as newborn DGCs mature. Therefore the distribution of firing rates of newborn DGCs is shifted to the left (towards lower firing rates) at the end of the late phase of maturation compared to the early phase of maturation (Fig. 1g) . A sufficient condition for a newborn DGC to win the competition upon presentation of patterns of the novel cluster is that the scalar product between a pattern of the novel cluster and the feedforward weight vector onto the newborn DGC is larger than the scalar product between the pattern of the novel cluster and the feedforward weight vector onto any of the mature DGCs. Analogous to the early phase of maturation, presentation of all patterns of the data set once (1 epoch) is sufficient to reach convergence of the feedforward weights onto newborn DGCs.
Input patterns
Two different sets of input patterns are used. Both data sets have a number K of clusters and several thousands of patterns per cluster. As a first data set, we use the MNIST 12x12 patterns [57] (N EC = 144), normalized such that the L2-norm of each pattern is equal to 1. The training set contains approximately 6000 patterns per digit, while the testing set contains about 1000 patterns per digit (Fig. 1d ).
As a second data set, we use hand-made artificial patterns designed such that the distance between the centers of any two clusters, or in other words their pairwise similarity, is the same. All clusters lie on the positive quadrant of the surface of a hypersphere of dimension N EC − 1. The cluster centers are Walsh patterns shifted along the diagonal (Fig. 1e) :
...
with |ξ| < 1 a parameter that determines the spacing between clusters. c 0 is a normalization factor to ensure that the center of mass of all clusters has an L2-norm of 1:
The number of input neurons N EC is N EC = 2 K . The scalar product, and hence the angle Ω, between the center of mass of any pair of clusters k and l (k = l) is a function of ξ ( Fig. 1f) :
P k · P l = 1 1 + ξ 2 = cos(Ω) (15) We define the pairwise similarity s of two clusters as: s = 1 − ξ. Highly similar clusters have a large s due to the small distance between their centers (hence a small ξ).
To make the artificial data set comparable to the MNIST 12x12 data set, we choose K = 7, so N EC = 128, and we generate 6000 noisy patterns per cluster for the training set and 1000 other noisy patterns per cluster for the testing set. Since our noisy high-dimensional input patterns have to be symmetrically distributed around the centers of mass P k , yet lie on the hypersphere, we have to use an appropriate sampling method. The patterns x µ(k) of a given cluster k with center of mass P k are thus sampled from a Von Mises-Fisher distribution [58] :
with ζ an L2-normalized vector taken in the space orthogonal to P k . The vector ζ is obtained by performing the singular-value decomposition of P k (U ΣV * = P k ), and multiplying the matrix U (after removing its first column), which corresponds to the left-singular vectors in the orthogonal space to P k , with a vector whose elements are drawn from the standard normal distribution. Then the L2-norm of the obtained pattern is set to 1, so that it lies on the surface of the hypersphere. A rejection sampling scheme is used to obtain a [58] . The sample a is kept if κa + (N EC − 1)ln(1 − ψa) − c ln(u), with κ a concentration parameter,
, and z drawn from a beta distribution z ∼ Be(
The concentration parameter κ characterizes the spread of the distribution around the center P k . In the limit where κ → 0, sampling from the Von Mises-Fisher distribution becomes equivalent to sampling uniformly on the surface of the hypersphere, so the clusters become highly overlapping. In dimension N EC = 128, if κ > 10 3 the probability of overlap between clusters is negligible. We use a value κ = 10 4 .
Classification performance
To evaluate whether the newborn DGCs contribute to the function of the dentate gyrus network, we study classification performance. Once the feedforward weights have been adjusted upon presentation of many input patterns from the training set (Section Plasticity rule), we keep them fixed and determine classification on the test set using artificial readout units (RO).
To do so, the readout weights (w RO ki from model DGC i to readout unit k) are initialized at random values drawn from a uniform distribution: w RO ki ∼ σU(0, 1), with σ = 0.1. The number of readout units, N RO , corresponds to the number of learned classes. To adjust the readout weights, all patterns of the training data set that belong to the learned classes are presented one after the other. For each pattern x µ , we let the firing rate of the DGCs converge (values at convergence: ν µ i ). The activity of a readout unit k is given by:
As we aim to assess the performance of the network of DGCs, the readout weights are adjusted by an artificial supervised learning rule. The loss function, which corresponds to the difference between the activity of the readout units and a one-hot representation of the corresponding pattern label [38] ,
with L µ k the element k of a one-hot representation of the correct label of pattern x µ , is minimized by stochastic gradient descent:
The readout units have a rectified hyperbolic tangent frequency-current curve: g(x) = tanh (2[x] + ), whose derivative is: g (x) = 2 1 − (tanh (2[x] + )) 2 . We learn the weights of the readout units over 100 epochs of presentations of all training patterns with η = 0.01, which is sufficient to reach convergence.
Thereafter, the readout weights are fixed. Each test set pattern belonging to one of the learned classes is presented once, and the firing rates of the DGCs are let to converge. Finally, the activity of the readout units ν RO,µ k is computed and compared to the correct label L µ k of the presented pattern. If the readout unit with the highest activity value is the one that represents the class of the presented input pattern, the pattern is said to be correctly classified. Classification error is given by the number of misclassified patterns divided by the total number of test patterns of the learned classes.
Control cases
In our standard setting, patterns from a third digit are presented to a network that has previously only seen patterns from two digits. The question is whether neurogenesis helps when adding the third digit. We use several control cases to compare with the neurogenesis case. In two control cases, we either keep all feedforward connections towards the DGCs plastic (Fig. 2f) , or fix the feedforward connections for all selective DGCs but keep unselective neurons plastic (as in the neurogenesis case) ( Fig. 2e ). However, in both instances, the DGCs do not mature in the two-step process of our model of neurogenesis. Finally, in the third control case, all three digits are learned in parallel (Suppl. Fig. S1 ).
Pretraining with two digits
As we are interested by neurogenesis at the adult stage, we pretrain the network with patterns from two digits, such that it already stores some memories before neurogenesis takes place. To do so, we randomly initialize the weights from EC neurons to DGCs: they are drawn from a uniform distribution (w ij ∼ U [0, 1]). The L2-norm of the feedforward weight vector onto each DGC is then normalized to 1, to ensure fair competition between DGCs during learning. Then we present all patterns from digits 3 and 4 in random order, as many times as needed for convergence of the weights. During each pattern presentation the firing rates of the DGCs are computed (Section Network architecture and neuronal dynamics) and their feedforward weights are updated according to our plasticity rule (Section Plasticity rule). We find that we need approximately 40 epochs for convergence of the weights, and use 80 epochs to make sure that all weights are stable. At the end of pretraining, our network is considered to correspond to an adult stage, because some DGCs are selective for prototypes of the pretrained digits ( Fig. 2a ).
Statistics
In the main text, we present a representative example with three digits from the MNIST data set (3, 4 and 5) . It is selected from a set of ten random combinations of three different digits. For each combination, one network is pretrained with two digits for 80 epochs. Then the third digit is added and neurogenesis takes place (one epoch of early phase of maturation, and one epoch of late phase of maturation). Furthermore another network is pretrained directly with the three digits for 80 epochs. Classification performance is reported for all combinations (Suppl . Table S1 ).
Simplified rate network
We use a toy network and the artificial data set to determine if our theory of integration of newborn DGCs can explain why adult dentate gyrus neurogenesis helps for the discrimination of similar, but not for distinct patterns.
The rate network described above is simplified as follows. We use K dentate granule cells for K clusters. Their firing rate ν i is given by:
where H is the Heaviside step function. As before, b i is the threshold, and I i the total input towards neuron i:
with x j the input of presynaptic EC neuron j, w ij the feedforward weight between EC neuron j and DGC i, and ν k the firing rate of DGC k. Inhibitory neurons are modeled implicitly: each DGC directly connects to all other DGCs via inhibitory recurrent connections of value w rec < 0. During presentation of pattern x µ , the firing rates of the DGCs evolve according to equation (20) . After convergence, the feedforward weights are updated: w
The synaptic plasticity rule is the same as before, see equation (5), but with the parameters reported in Table 1 (Simple network). They are different from those of the biologically-plausible network because we now aim for a single winning neuron for each cluster. Note that for an LTP threshold θ < 1 all active DGCs update their feedforward weights, because of the Heaviside function for the firing rate (equation (20)).
Assuming a single winner i * for each pattern presentation, the input (equation (21)) to the winner is:
while the input to the losers is:
Therefore, two conditions need to be satisfied for a solution with a single winner:
for the winner to actually be active, and:
to prevent non-winners to become active. The value of b i is lower in the early phase than in the late phase of maturation to mimic enhanced excitability [6, 7] . After stimulation with a pattern x, it takes some time before the firing rates of the DGCs converge. We call two patterns "similar" if they activate, at least initially, the same output unit, while we consider two patterns as "distinct" if they do not activate the same output unit, not even initially. We now show that, with a large concentration parameter κ, patterns of different clusters are similar if ξ <
We first consider a DGC i whose feedforward weight vector has converged towards the center of mass of cluster k. If an input pattern x µ(k) from cluster k is presented, it will receive the following initial input:
where ϑ kk is the angle between the pattern x µ(k) and the center of mass P k of the cluster to which it belongs. The larger the concentration parameter κ for the generation of the artificial data set, the smaller the dispersion of the clusters, and thus the larger cos(ϑ kk ). If instead, an input pattern from cluster l is presented, that same DGC will receive a lower initial input:
The approximation holds for a small dispersion of the clusters (large concentration parameter κ). We note that there is no subtraction of the recurrent input yet, because output units are initialized with zero firing rate before each pattern presentation. By definition, similar patterns stimulate (initially) the same DGCs. A DGC can be active for two clusters only if its threshold is:
Therefore, with a high concentration parameter κ, patterns of different clusters are similar if ξ <
Parameter choice
The upper bound of the expected L2-norm of the feedforward weight vector towards the DGCs at convergence can be computed, see equation (10) . With the parameters in Table 1 (Simple network), the value is || w i || 1.5. Moreover, the input patterns for each cluster are highly concentrated, hence their angle with the center of mass of the cluster they belong to is close to 0, so we have || w i || ≈ 1.5. Therefore, at convergence, a DGC selective for a given cluster k receives an input I i * = w i * · x µ(k) ≈ 1.5 upon presentation of input patterns x µ(k) belonging to cluster k. We thus set b i = 1.2 to satisfy condition (24) . The threshold value ξ thresh for which two clusters are similar (and above which two clusters are distinct) can be determined by equation (28) : ξ thresh = 0.5. We created a handmade data set with ξ = 0.2 for the case of similar clusters (therefore with similarity s = 0.8), and a handmade data set with ξ = 0.8 for the distinct case (hence with similarity s = 0.2).
Let us suppose that the weights of DGC i have converged and made this cell respond to patterns from cluster i. If another DGC k of the network is selective for cluster k, it ultimately gets the input I k = w k · x µ(k) + w rec ≈ 1.5 1+ξ 2 + w rec upon presentation of input patterns x µ(k) belonging to cluster k (k = i). Hence, to satisfy condition (25), we need w rec < b i − max ξ 1.5 1+ξ 2 . Furthermore, a newborn DGC is born with a null feedforward weight vector, hence at birth, its input consists only of the indirect excitatory input from mature DGCs: I i = −w rec > 0. For the feedforward weight vector to grow, the condition −w rec > b birth is also necessary (with b birth the neuronal threshold of a newborn DGC at birth). We set w rec = −1.2 and b birth = 0.9, which satisfy the two above conditions.
Neurogenesis with the artificial data set
To save computation time, we initialize the feedforward weight vectors of two mature DGCs at two training patterns randomly chosen from the first two clusters, normalized such that they have an L2-norm of 1.5. We then present patterns from clusters 1 and 2, and let the feedforward weights evolve according to equation (5) until they reach convergence.
We thereafter introduce a novel cluster of patterns as well as a newborn DGC in the network. The sequence of presentation of patterns from the three clusters (a novel one and two pretrained ones) is random. The newborn DGC is born with a null feedforward weight vector, and its maturation follows the same rules as before. In the early phase, GABAergic input has an excitatory effect [14] and the newborn DGC does not inhibit the mature DGCs [9] . This is modeled by setting w N M rec = −w rec for the connections from mature to newborn DGC, and w M N rec = 0 for the connections from newborn to mature DGCs. The threshold of the newborn DGC starts at 0.9 at birth, mimicking enhanced excitability [6, 7] , and increases linearly up to 1.2 (same threshold as the mature DGCs) over 12000 pattern presentations, reflecting loss of excitability with maturation. The exact time window is not critical. In the late phase of maturation of the newborn DGC, GABAergic input switches to inhibitory [14] , and the newborn DGC recruits feedback inhibition onto mature DGCs [9] . It is modeled by switching the sign of the connection from mature to newborn DGC: w N M rec = w rec , and establishing connections from newborn to mature DGCs: w M N rec = w rec . Each of the 6000 patterns is presented once during the early phase of maturation, and once during the late phase of maturation. Figure 4 : A newborn DGC becomes selective for similar but not distinct novel stimuli. (a) Example input patterns (activity of 16x8 input neurons) from clusters 1 and 2 for similar clusters (a1, s = 0.8), and distinct clusters (a2, s = 0.2). Below: dots correspond to patterns, crosses indicate the input patterns shown (schematic). (b) After pretraining with patterns from two clusters, the receptive fields (set of synaptic weights onto neurons 1 and 2) exhibit the center of mass of each cluster of input patterns (blue and green crosses). (c) Novel stimuli from cluster 3 (orange dots) are added. If the clusters are similar, the receptive field of the newborn DGC (red cross) moves towards the center of mass of the three clusters during its early phase of maturation (c1), and if the clusters are distinct towards the center of mass of the two pretrained clusters (c2). (d) Receptive field after the late phase of maturation for the case of similar (d1) or distinct (d2) clusters. (e) Total center of mass of all patterns of the blue and green clusters (left column) and of the blue, green and orange clusters (right column) for the case of similar (e1) or distinct (e2) clusters. Color scale: input firing rate x j or weight w ij normalized to || w i || = 1 = || x||. 
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