ABSTRACT Automatic retinal vessels segmentation is an important task in medical applications. However, most of the available retinal vessels segmentation methods are prone to poorer results when dealing with challenging situations such as detecting low-contrast micro-vessels, vessels with central reflex, and vessels in the presence of pathologies. This paper presents a new hybrid algorithm for retinal vessels segmentation on fundus images. The proposed algorithm overcomes the difficulty when dealing with the challenging situations by first applying a new directionally sensitive blood vessel enhancement method before sending fundus images to a convolutional neural network architecture derived from U-Net. To train and test the algorithm, fundus images from the DRIVE and STARE databases, as well as high-resolution fundus images from the HRF database, are utilized. In the experiment, the proposed algorithm outperforms the stateof-the-art methods in four major measures, i.e., sensitivity, F1-score, G-mean, and Mathews correlation coefficient both on the low-and high-resolution images. In addition, the proposed algorithm achieves the best connectivity-area-length score among the competing methods. Given such performance, the proposed algorithm can be adapted for vessel-like structures segmentation in other medical applications. In addition, since the new blood vessel enhancement method is independent of the U-Net model, it can be easily applied to other deep learning architectures.
I. INTRODUCTION
The blood vessels condition of human eyes is an important indicator of several retinal diseases diagnoses. In order to extract such information, usually ophthalmologists first perform segmentation from fundus images and this is done manually which is tedious and time-consuming. Thus, it is desirable to have an automatic blood vessels segmentation algorithm which is in addition to the above-mentioned, further able to deal with challenging situations such as segmentation of vessels in the presence of pathologies, segmentation of micro-vessels with low-contrast and segmentation of vessels with central reflex [1] .
Many retinal vessels segmentation algorithms have been proposed in the past. Essentially, they can be classified
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into supervised and unsupervised algorithms. The unsupervised algorithms perform segmentation with limited or without any learning procedure. For instance, in the work by Chaudhuri et al. [2] , a template for grey-levels profiles of vessels' cross sections was designed based on the Gaussian function. Another representative is the work by Nguyen et al. [3] , where line detectors were employed to accumulate the presence of vessels in every pixel. In the work by Azzopardi et al. [4] , several shifted filter responses (COSFIRE) were utilized to detect blood vessels.
In supervised algorithms, segmentation is performed by feeding several features representing vessels and non-vessels structures to a supervised classifier such as a support vector machine (SVM) and an artificial neural network (ANN). An example of supervised algorithms is the work by Orlando et al. [5] , which modelled the segmentation job as an energy minimization problem in a conditional random field (CRF). Several filter responses were used as the vessels features while a structured output support vector machine (SOSVM) was utilized in the CRF learning process. In [6] , the blood vessels segmentation task was modelled as a cross-modality data transfer problem. The color retinal image became the first modality while the second modality was the corresponding vessel map. More recently, due to the superiority of convolutional neural networks (CNNs) in supervised segmentation, several CNN based retinal vessel segmentation methods have also been proposed [7] - [9] .
In general, supervised algorithms are better than unsupervised ones, particularly for those that utilize convolutional neural network (CNN) architectures. However, there are at least two drawbacks of the above CNN based algorithms [7] - [9] . First, most of the CNN based algorithms do not consider the highly imbalanced ratio between the vessel and nonvessel pixels. Without a proper strategy, the imbalanced ratio will guide CNN models to be less sensitive to the minority class (vessel pixels). Second, the CNN based algorithms are trained by pixel-to-pixel matching between every obtained probability map and the corresponding ground truth. Nevertheless, due to the highly imbalanced thick and thin vessels ratio, segmentation of thin vessels will be considered as less important than the thick vessels [1] . Such algorithms will inevitably face difficulty when dealing with the abovementioned challenging situations, particularly for segmentation of micro-vessels.
To overcome the problems, one approach is to use deeper CNN architectures, which inevitably will lead to higher complexity. In this paper, a new hybrid algorithm for retinal vessels segmentation on fundus images is proposed. The algorithm firstly highlights the blood vessels using a new enhancement method before sending the images to a CNN architecture, derived from U-Net [10] . In particular, five main contributions of this paper can be summarized as follows:
1) The proposed blood vessel segmentation algorithm combines a new blood vessel enhancement method and a CNN structure, derived from U-Net [10] . The enhancement method is based on the multi-scale and orientation modified Dolph-Chebyshev type I function (MDCF-I) matched filter [11] . The matched filter is modified such that it can be used to detect blood vessels with all possible calibres. In addition, we improve the U-Net architecture in [10] such that it provides some advantages over the former and other CNN structures used for blood vessel segmentation. The objective of applying such a new enhancement method is to strengthen the blood vessel features such that the CNN model can learn without suffering from the highly imbalanced ratio between vessel/non-vessel pixels and between thick/thin vessels. 2) The performance of the proposed algorithm is evaluated on fundus images from the DRIVE [12] and STARE [13] 3) The segmentation output obtained using the proposed algorithm is also evaluated under the connectivityarea-length (f (C, A, L)) score. This score measures the amount of vessel tree features preserved in the segmentation output [15] . We compare the f (C, A, L) score obtained using the proposed algorithm with those stateof-the-art methods' and experimental results show that our score is better than the competing methods. 4) We conduct robustness analysis to emphasize the advantages of the proposed algorithm over U-Net alone and the state-of-the-art methods. In particular, the proposed algorithm is consistently better than U-Net with CLAHE in its pre-processing phases in several challenging cases, namely vessels with central reflexes, thin vessel structures and vessels in the presence of pathologies. 5) The results of the experiments suggest that the proposed algorithm is robust and has the potential to be used for segmentation of vessel-like structures in other image modalities. In addition, since the proposed enhancement method is independent of deep learning architectures, it can be easily applied to other deep learning models. The rest of the paper is organized as follows. Detailed explanations of the proposed algorithm are summarized in Figure 1 and are provided in Section II. In addition, databases used to train and test the algorithm, the training and testing procedures and experimental setup are also described. Performance evaluation metrics, experimental results and comparisons with state-of-the-art methods are available in Section III. Robustness analysis is provided in Section IV. Finally, a conclusion is drawn in Section V.
II. METHODOLOGY A. DATABASES
The DRIVE database contains 40 fundus images captured during a screening study with 400 subjects. The images were grouped into the training and testing sets, each consists of 20 images. Each image in this database has a size of 565×584 pixels. Two sets of manually annotated images are provided. The first set is utilized as the ground truth.
The STARE database consists of 20 fundus images which are offered for public use by the University of California, San Diego. Each image in this database has a size of 700×605 pixels. In this database, 10 images are from healthy subjects while the rest contain numerous pathologies. Two manual segmentation sets are provided and the first set is considered as the ground truth.
The HRF database is the result of a collaborative work conducted to support studies on algorithms for automatic vessels segmentation from fundus images. This database contains 45 high-resolution fundus images, which are divided into the healthy, diabetic retinopathy and glaucomatous sets. Every set comprises 15 fundus images, each with a size of 3504×2336 pixels. A binary gold standard vessel segmentation image is provided for each image and it is used as the ground truth. For the training purpose, since images from this database are approximately four times larger than those from the other two databases, the images and their corresponding ground truths are down-sampled by a factor of 4. The images are down-sampled after they are pre-processed using the new method that is described in Section II Part B. Therefore, they have a size of 876×584 pixels. Then, the generated segmentation results are up-sampled before it is compared with the original ground truths.
For the DRIVE and HRF databases, masking images for the field of view (FOV) were provided by the authors [12] , [14] . On the other hand, since the FOV mask for each image from the STARE database was not publicly provided either by the author [13] or other published algorithms, we obtain the FOV mask using a new method as follows. First, the FOV border (I FOVB ) is detected using the Laplacian of Gaussian (LoG) filter. We have conducted an experimental setup and found that σ = 2 and a kernel size of 13 × 13 pixels provide the best LoG response. Subsequently, the contrast of I FOVB is increased using the contrast stretching technique. A threshold value which is obtained using the Otsu's method [16] is applied to the resulting image to have a binary mask for the FOV border (I B ). A binary mask for the FOV (I FOV ) is obtained by filling the region surrounded by I B . As I FOV has some regions which lie outside the expected FOV, we subtract I B from I FOV to have a final mask for the FOV.
To test the generated FOV masks quality, we use them in performance evaluation of the second manual segmentation set from the STARE database. In this case, the performance is measured only for the area inside the FOV mask and the first manual segmentation set is used as the ground truth. In accordance with the work in [6] , we use Se, Sp and accuracy (Acc) as the performance indicators. The results are compared with those reported in [1] and [6] (See Table 1 ). As can be seen in Table 1 , the results measured under our FOV masks are exactly the same as those presented in [1] and [6] . This indicates that our FOV masks are reliable to be used for performance evaluation of blood vessels segmentation methods developed using the images from the STARE database.
Examples of fundus images from the three databases together with their corresponding FOV masks and manual segmentation images are shown in Figure 2 . 
B. THE NEW BLOOD VESSEL ENHANCEMENT METHOD
We propose a new enhancement method for blood vessels based on the following expression:
where f en is the enhanced image, while f CLAHE and f b correspond to the grey channel of the fundus image processed VOLUME 7, 2019 FIGURE 2. Examples of (a) colour images, (b) FOV masks and corresponding manual annotated images from the DRIVE (top), STARE (middle) and HRF (bottom) databases.
using CLAHE and the image with blood vessels details, respectively. The expression in (1) attempts to minimize the grey-levels of the blood vessels such that they can be easily distinguished from the background. In this study, f b is detected using the MDCF-I matched filter. The MDCF-I matched filter kernel can be calculated using the following expressions:
where
The parameter ω d,j is the scale of the matched filter and corresponds to a certain vessels width in the fundus image. The values of u and v lie on the neighborhood N , such that
The variable S is the number of pixels in the neighborhood N . To ensure that f b consists of blood vessels in all possible orientations and widths, we calculate the MDCF-I matched filter kernel at some orientations (θ = {0, 15 • , . . . , 165 • }) and scales. The 15 • of increment has been widely used and proved to provide sufficient enhancement effects [2] , [4] , [11] . The kernel obtained at particular scale and orientation (W i,j (x, y)) is convoluted with f CLAHE . Then, the image containing single width blood vessels with all possible orientation (R j (x, y)) is calculated as follows:
where R i,j (x, y) is the matched filter response at particular orientation and scale. Finally, f b can be obtained using the following expression:
The variable n is the number of scales used. We consider n = 5 and ω d = {1, 1.5, . . . , 3} for the DRIVE and STARE databases while for the HRF, n = 7 and ω d = {5, 5. 
C. THE NETWORK ARCHITECTURE
The CNN structure used in this work is derived from U-Net [10] . To be used for blood vessels segmentation, some modifications and adjustments to the U-Net architecture are done. First, the structure in [10] used images with a full size as the input while we take relatively smaller patches with a size of p × p as the input. In this paper, we consider p = 48 which is reasonable to preserve sufficient information on Due to the relatively small size of the input patches, we cannot use too many down-sampling operations. This is to ensure that the input of each convolutional layer contains sufficient information on vessel features. Thus, we use only two rather than four down-sampling and up-sampling operations as suggested in [10] . Following the default configuration of the original U-Net, down-sampling and up-sampling operations are placed after each two successive convolutional layers. To reduce over-fitting problems, we utilize a dropout layer between two successive convolutional layers. In addition, unlike in [10] , each down-sampled image in our network is not cropped.
In Figure 1 , we draw the flow diagram of the proposed algorithm which includes the network architecture used in this paper. As can be observed in Figure 1 , the network consists of two parts. The left part is called the contracting path while the right part is the expansive path. The contracting path consists of 3 blocks: the first and second blocks have two typical 3×3 convolutional layers while the third block contains a 3×3 convolutional layer. Each convolutional layer is followed by a ReLU and dropout. Every block in this path is connected using a 2×2 max-pooling layer with the stride of 2 for down-sampling. Down-sampling is beneficial to reduce the computational complexity of the network. At each down-sampling step, the number of feature channels is doubled while its size is halved.
The expansive path also comprises 3 blocks. The first block contains a 3×3 convolutional layer while the second and third blocks are with two typical 3×3 convolutional layers. Like in the contracting path, each convolutional layer in the expansive path is also followed by a rectified linear unit (ReLU) and a dropout. To recover the original input size, each block is connected with a 2 × 2 up-pooling layer, which also halves the number of feature channels. To combine the local information and global features, the outputs of the first block in the contracting path and the second block of the expansive path are concatenated. In addition, the output of the second block in the contracting unit is concatenated with the output of the first block in the expansive unit. At the end of the architecture, a 1×1 convolutional layer and a soft-max classifier are utilized to map the multi-channel features to the preferred class. In total, the network consists of 11 convolutional layers. Note that the cross-entropy loss function is used to train the network.
It is important to note that the network used in this work has at least three advantages over other CNN structures utilized for blood vessels segmentation. First, unlike the structures in [7] and [8] , no fully connected layer is used in our architecture. The output of the network is the prediction for every pixel on the input patch rather than the center pixel of the patches. Hence, a heavy computational burden could be avoided. Secondly, the concatenation operation allows the network to learn both from local and global contents. This leads to a better performance of the network. Finally, since the network is based on U-Net, it can be trained with a relatively small number of patches yet with comparable or better performance. This is beneficial in performing supervised medical image segmentation as the number of training images is commonly limited.
D. NETWORK TRAINING AND TESTING
The patches which are used to train and test the network are extracted from images within the training and testing sets, respectively. We follow the division of fundus images into the training and testing sets for the DRIVE database. However, there is no similar division made originally on the STARE and HRF databases. Hence, the training/testing procedure on the STARE database is carried out using the leave-one-out crossvalidation which was also previously used in [1] and [6] . On the other hand, for the HRF database, we do not adopt the training/testing procedure used in other supervised methods, i.e. [1] and [5] as there is no rationale on the division of their training and testing sets. Alternatively, we propose a new training/testing strategy based on the 5-fold cross-validation: the training/testing cycle is repeated 5 times, and in each iteration 36 (12 images are taken from each of the healthy, diabetic retinopathy and glaucomatous sets) of 45 fundus images form the training set while the rest (9 images: 3 images are taken VOLUME 7, 2019 FIGURE 5. Examples of (a) original images, (b) probability maps generated by the proposed algorithm, (c) corresponding binary masks for images in (b), (d) probability maps generated by the 'CNN + pre-processing method in [8] ', (e) corresponding binary masks for images in (d) and (f) corresponding manual annotations. From top to bottom: images from the DRIVE, STARE and HRF databases.
from each of the sets) are utilized as the testing images. The 5-fold cross-validation is selected as the base of the training/testing strategy so as to provide enough training patches while maintaining the computational complexity. The total numbers of training patches for the DRIVE, STARE and HRF databases are 190,000, 180,500 and 342,000, respectively.
E. EXPERIMENTAL SETUP
The experiments in this paper are implemented on two hardware configurations, namely a CPU with Intel Xeon E5-2696 v4 processors and a GPU with an NVIDIA Tesla P40 card. The CPU is needed to carry out the pre-processing steps while the CNNs are implemented on the GPU under the Keras and Tensorflow framework.
III. EXPERIMENTAL RESULTS AND DISCUSSION
The experiments are done on the proposed algorithm and on the CNN with conventional pre-processing method ('CNN + pre-processing method in [8] '). Note that both the proposed algorithm and the 'CNN + pre-processing method in [8] ' use the same network architecture. In the following sub-sections, we analyze the performance achieved by the proposed algorithm, by 'CNN + pre-processing method in [8] ' and by stateof-the-art algorithms.
A. PERFORMANCE EVALUATION AND COMPARISON OF RETINAL VESSEL SEGMENTATION ALGORITHMS
We make the decision for each pixel using the default setting: positive decision (vessel) is taken if the output of the classifier is greater than a threshold value; otherwise the pixel is classified as a non-vessel (negative decision). The threshold value is calculated using the Otsu's method [16] .
To evaluate the proposed hybrid algorithm, we firstly conduct experiments on fundus images from the DRIVE, STARE and HRF databases. The proposed algorithm takes approximately 4, 6 and 7 seconds to fully segment each image from the DRIVE, STARE and HRF databases, respectively. where A is the number of pixels within the FOV, S = (TP + FN ) /A and P = (TP + FP) /A. TP, TN , FP and FN are the numbers of true positive, true negative, false positive and false negative, respectively. Se (known also as Recall Re) reflects the ability of a certain algorithm to correctly detect blood vessels while Sp is a metric which measures the capability of the algorithm on correctly detecting non-vessel structures. Ppv indicates the ratio of pixels detected as vessels that are truly vessels. We do not use Acc as it is sensitive to highly imbalanced distributions of the vessel and non-vessel pixels amounts. Alternatively, F1, G and MCC are included as they are more suitable to imbalanced class ratio. F1 is the harmonic mean of Se and Ppv, which has a property to show an appropriate trade-off of the two scores. It has a range value of 0 (the lowest value) and 1 (perfect segmentation). Likewise, G is an indicator which quantifies the balanced between Se and Sp. It returns a value between 0 and 1. Finally, MCC is a correlation coefficient between the segmentation output of the algorithm (prediction) and ground truth. Its value ranges from −1 to 1, with 1 indicates a perfect matching of the prediction and ground truth, 0 reflects a random prediction and −1 represents a total disagreement between the prediction and ground truth [5] .
In Table 2 , we report quantitative results of the experiments on the DRIVE and STARE databases, together with the results of recently published methods. The left and right parts of Table 2 are for the images from the DRIVE and STARE databases, respectively. The highest score of each indicator is listed in bold. Note that the reported Se and Se scores in Table 2 are the average over the testing images' of a certain database. Since most of the authors of other works did not report the average scores other than Se and Sp, their average scores of other metrics such as Positive predictive value ( Ppv), F1-score ( F1), G-mean ( G) and Matthews correlation coefficient ( MCC) are approximated based on the given Se and Sp scores in the corresponding work:
The variables TP and TN are the total numbers of true positive and true negative over the testing images from a certain database while FP and FN are the corresponding total numbers of false positive and false negative, respectively. In addition, V and BG are the total numbers of vessel and background pixels (only those inside the FOV masks) in the testing images of a certain database. Note that the formulas in (15)- (18) are used to calculate the actual scores of Ppv, F1, G and MCC for each fundus image while the expressions in (19)-(27) are utilized to approximate the average scores of Ppv, F1, G and MCC which were not reported by most of the authors of the compared methods. Hence, there will inevitably be margins between the average and the approximate scores. For a fair comparison, the reported scores of positive predictive value, F1-score, G-mean and Matthews correlation coefficient for the proposed algorithm and 'CNN + pre-processing method in [8] ' in Table 2 are also calculated using (19)-(27).
It is observed from Table 2 that with the proposed blood vessel enhancement method, the network attains noticeable better values of Se, F1, G and MCC than 'CNN + preprocessing method in [8] '. In addition, the proposed algorithm consistently outperforms all state-of-the-art methods in those four indicators. Note that significant improvements of Se scores from the current state-of-the-art methods indicate that the proposed algorithm is more able to detect a greater number of blood vessels. In particular, this proves that the proposed enhancement method successfully highlights blood vessels with different widths. Thus, features learned by the network are more distinguishable to classify vessel pixels from non-vessel pixels. It is interesting to note that we achieve relatively lower scores of Sp and Ppv than other competing methods. In the blood vessel segmentation task, Sp denotes the ability of the algorithm to correctly detect the non-vessel class, and it usually decreases when the segmentation result has a great number of false positives. Likewise, low scores of Ppv are caused by a high number of false positives in the segmentation result. Although achieving high scores on both Se and Sp score is desirable, there will usually be a trade-off between the scores. In this case, we may refer to the achieved scores of F1, G and MCC. As suggested by [5] , these indicators can be used to show the appropriate trade-off of Se and Sp scores. Given that we achieve higher scores on F1, G and MCC, it is worth to mention that our Sp and Ppv scores are acceptable although they are lower than those from other methods.
The results of additional experiments conducted on highresolution fundus images from the HRF database are listed in Table 3 , together with those from other algorithms. The highest score of each indicator is listed in bold. Like in Table 2 , the Se and Sp scores of other methods are taken from the original paper while the Ppv, F1, G and MCC scores are approximated using (19)-(27). For a fair comparison with the methods in [1] and [5] , the metric scores of 'CNN + pre-processing method in [8] ' and the proposed algorithm reported in Table 3 are calculated only based on the last 10 images of each healthy, diabetic retinopathy and glaucomatous sets (30 images altogether). It can be observed that the proposed algorithm is better than the 'CNN + pre-processing method in [8] ' in terms of four indicators (Se, F1, G and MCC). It should also be noted that the proposed algorithm is better than all competing methods, including the CNNbased method in [1] . This is important as performing retinal vessels segmentation on high-resolution fundus images is more challenging [14] .
To highlight the advantages of the proposed algorithm specifically over the 'CNN + pre-processing method in [8] ', we plot the ROC curves of the proposed algorithm and 'CNN + pre-processing method in [8] ' in Figure 6 . Figures 6(a)−6(c) show the ROC curves for the DRIVE, STARE and HRF databases, respectively. Note that the ROC curves for the HRF database are based on the segmentation results of the last 10 images of each healthy, diabetic retinopathy and glaucomatous sets (30 images altogether). In addition, we calculate the area under curve (AUC) scores for the two on all databases. As a result, the proposed algorithm consistently maintains higher AUC scores than those of 'CNN + pre-processing method in [8] ' on all databases. Specifically, the new enhancement method helps the proposed algorithm to achieve significant improvements in the segmentation results on high-resolution images.
B. CONNECTIVITY, AREA AND LENGTH IN VESSELS SEGMENTATION
In this part, the segmentation results of the proposed algorithm are evaluated in terms of the connectivity (C), area (A) and length (L) [15] . Suppose S and S G are the segmentation result and the corresponding ground truth, C measures the fragmentation degree between S and S G . Since the vascular tree is a connected component, accurate vascular segmentation is expected to have only a small number of connected components (1 is a perfect condition) . This metric penalizes fragmented segmentation outputs by comparing the number of connected components in S and S G with regard to the total number of vessel pixels in S G :
where min(.) denotes the minimum operation, # C (S G ) and # C (S) are the number of connected component in S and S G , respectively, and # (S G ) is the cardinality of S G . The second metric, A quantifies the degree of overlapping area between S and S G , which can be defined as:
The functions δ α and δ β are morphological dilations using disc structure elements of α and β in radii. The third metric, L measures the degree of coincidence between S and S G in terms of total length of the vascular tree:
where ϕ is a homo-topic skeletonization and ∩ and ∪ denote the set intersection and union operators, respectively. Finally, a global measure f (C, A, L) can be expressed as the product of C, A and L as follows:
In their work, Gegundez-Arias et al. [15] has shown that the connectivity, area and length metrics provide the best correspondence with human perception in retinal vessel segmentation when compared to other quality evaluation functions such as Jaccard Coefficient, Dice Coefficient, Kappa Coefficient, Average Symmetric Contour Distance, Root Mean Square Symmetric Contour Distance and Maximum Symmetric Contour Distance [15] . In addition, according to [18] , the f (C, A, L) metric is important to quantify thick and thin vessels more equally. The top, middle and bottom parts of Table 4 show the performance evaluation of the proposed algorithm on the DRIVE, STARE and HRF databases, respectively. The performance of 'CNN + pre-processing method in [8] ' and that of the method in [19] are also provided for comparison purpose. It is clearly observed from Table 4 that the proposed algorithm consistently maintains the best f (C, A, L) scores among the compared methods. This provides another perspective for demonstrating the efficacy of the proposed algorithm. 
IV. ROBUSTNESS ANALYSIS
As mentioned earlier, a robust retinal vessels segmentation method should be able to deal with some challenging cases, which include 1) segmentation of micro-vessels; 2) segmentation of vessels with central reflex, and 3) vessels segmentation in the presence of pathologies. The effectiveness of the proposed algorithm in dealing with the above situations is discussed in this section.
A. SEGMENTATION OF MICRO VESSELS WITH LOW CONTRAST
The capability of our algorithm in detecting micro-vessels is shown in Figure 7 (a). In this case, micro-vessels with very low contrast (shown in the first row of Figure 7 (a)) and microvessels surrounding the macular (shown in the second row of Figure 7 (a)) are selected from the HRF database. The first, second, third and fourth columns of Figure 7 (a) are for the retinal image patches with micro-vessels, segmentation results of the proposed algorithm, segmentation results of the 'CNN + pre-processing method in [8] ' and corresponding manual annotations. Some regions with micro-vessels are marked by red circles. It is observed that the MDCF-I helps the proposed algorithm to correctly detect low contrast micro-vessels which are not detected by the 'CNN + preprocessing method in [8] '. Similarly, although the macular has a low image intensity, which is close to that of vessels in the grey channel, a larger number of micro-vessels near the macular are successfully classified as vessels by the proposed algorithm than those using the 'CNN + pre-processing method in [8] '.
B. SEGMENTATION OF VESSELS WITH CENTRAL REFLEX
To indicate the effectiveness of the proposed algorithm to detect blood vessels with central reflex, we have selected two patches containing vessels with central reflex as depicted in the first and second rows of Figure 7 'CNN + pre-processing method in [8] ' and corresponding manual annotations. As observed in Figure 7 (b), the proposed algorithm correctly identifies vessels which are undetected by the 'CNN + pre-processing method in [8] ' (See regions with the red circles).
C. VESSELS SEGMENTATION IN THE PRESENCE OF PATHOLOGIES
It has been mentioned earlier that the presence of pathologies like micro-aneurysms and haemorrhages can make segmentation of blood vessels to become more challenging. The results of the proposed algorithm and those using the 'CNN + pre-processing method in [8] ' on images with pathologies are shown in Figure 7 image patches with pathologies, segmentation results of the proposed algorithm, segmentation results of the 'CNN + preprocessing method in [8] ' and corresponding manual annotations. Note that the first and second rows of Figure 7 are for images with bright and dark lesions, respectively. It is observed that the segmentation outputs obtained using the proposed algorithm preserve more blood vessels than those obtained using 'CNN + pre-processing method in [8] ' (red circles) while the false positives due to bright and dark lesions are relatively comparable (green circles).
To emphasize the ability of the proposed algorithm for vessel segmentation in the presence of pathologies, the reported performance indicators for the STARE database in Table 2 are separated into the healthy and pathological cases and the results are presented in Table 5 . In Table 5 , we also provide the performance of the work in [1] on the healthy and pathological cases. The top and bottom parts of Table 5 report the average performance indicators of the algorithms tested on the healthy and pathological images, respectively. Note that in Table 5 , we present the actual scores of Se, Sp, Ppv, F1, G and MCC for 'CNN + pre-processing method in [8] ', the proposed algorithm and the method in [1] since we conduct the experiments on the first two approaches while the segmentation results of the method in [1] are taken from. 1 For the healthy case, our proposed algorithm outperforms the compared methods in all indicators. On the pathological images, the proposed algorithm achieves the best scores of Se, F1, G and MCC, compared with 'CNN + pre-processing method in [8] ' and the method in [1] .
We also categorize the results of 'CNN + pre-processing method in [8] ' and the proposed algorithm on the HRF database into three cases: the healthy, diabetic retinopathy and glaucomatous, and present them in the top, middle and bottom parts of Table 6 , respectively. Note that in Table 6 , we present the actual scores of Se, Sp, Ppv, F1, G and MCC for both 'CNN + pre-processing method in [8] ' and the proposed algorithm since we conduct the experiments on the two approaches. The results in Table 6 show that we consistently maintain higher scores of Se, F1, G and MCC in all cases. It indicates that the proposed algorithm is robust and will be more useful for real applications.
V. CONCLUSION
In this paper, we present a new algorithm for retinal vessels segmentation. The algorithm uses a new blood vessels enhancement method and combines it with a convolutional neural network structure derived from U-Net. Experimental results on publicly available databases indicate that the proposed algorithm outperforms state-of-the-art algorithms in four major indicators. Specifically, the proposed algorithm performs well in challenging situations such as detecting low-contrast micro-vessels, vessels with central reflex and vessels in the presence of lesions. The robustness of the proposed algorithm, particularly on high-resolution fundus images indicates that our algorithm will be useful for practical applications. In addition, there is a possibility to further exploit the proposed algorithm for vessel-like structures segmentation in other medical applications.
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