Abstract-Recent theoretical results on low-rank matrix reconstruction have inspired significant interest in low-rank modeling of MRI images. Existing approaches have focused on higher-dimensional scenarios with data available from multiple channels, timepoints, or image contrasts. The present work demonstrates that single-channel, single-contrast, single-timepoint -space data can also be mapped to low-rank matrices when the image has limited spatial support or slowly varying phase. Based on this, we develop a novel and flexible framework for constrained image reconstruction that uses low-rank matrix modeling of local -space neighborhoods (LORAKS). A new regularization penalty and corresponding algorithm for promoting low-rank are also introduced. The potential of LORAKS is demonstrated with simulated and experimental data for a range of denoising and sparse-sampling applications. LORAKS is also compared against state-of-the-art methods like homodyne reconstruction, -norm minimization, and total variation minimization, and is demonstrated to have distinct features and advantages. In addition, while calibration-based support and phase constraints are commonly used in existing methods, the LORAKS framework enables calibrationless use of these constraints.
I. INTRODUCTION

C
ONSTRAINED reconstruction is increasingly common in magnetic resonance imaging (MRI) because it offers capabilities to reduce -space sampling requirements, reduce noise confounds, and correct artifacts (see, e.g., [1] , [2] and references). Such approaches are enabled by the substantial structure present in MR images, which can be exploited to compensate for incomplete/low-quality data. While various constraints have been proposed, many approaches implicitly rely on linear dependence relationships.
A set of vectors is said to be linearly dependent if there exists a set of scalars (not all zero) such that Linear dependence relationships imply that (2) for each with . In other words, linear dependence relationships mean that vectors can be predicted from each other. Such relationships enable both reduced data acquisition (e.g., need not be sampled if it can be predicted from the other vectors) and noise reduction (e.g., the ability to average with its value predicted from the other ). An incomplete list of constrained MR imaging methods that exploit linear dependence relationships includes: parallel imaging methods like GRAPPA [3] , SPIRiT [4] , and PRUNO [5] that exploit linear dependencies between -space samples from different receiver coils within local -space neighborhoods; autoregressive moving average (ARMA) linear prediction models of Fourier data [6] - [9] ; feature-recognizing MRI [10] , [11] , which can be interpreted as learning linear dependence relationships from a database of training images; support-limited reconstruction methods [12] - [16] ; partially separable function models of dynamic imaging data [17] , [18] , in which the temporal variations from different spatial locations in the dynamic image are assumed to be linearly dependent; and phase-constrained partial Fourier reconstruction techniques that rely on the Fourier symmetry characteristics of images with slowly varying phase [19] - [21] . All of these methods rely on knowledge of the linear dependence coefficients , which have generally been derived from calibration data: fully sampled -space regions that can be used to estimate . In recent years, calibrationless generalizations of some of these methods have been proposed based on techniques from the emerging theory of low-rank matrix recovery [22] , which itself is a generalization of the theory of sparsity-based compressed sensing [23] , [24] . In particular, calibrationless matrix recovery methods have emerged to exploit linear dependencies in applications like dynamic imaging [2] , [25] - [33] , parallel imaging [34] - [36] , spectroscopic imaging [37] , [38] , diffusion imaging [2] , [39] - [41] , and functional imaging [42] , [43] . Compared to calibration-based methods, calibrationless low-rank methods have the advantages that: 1) they enable the use of more general sampling schemes; 2) they estimate linear dependence structure using the entire set of measured data, instead of just the subset of calibration data; and 3) they are immune to mismatches between the prior information and imaging data that might arise (e.g., due to subject motion, field drift, etc.) if the calibration data is acquired in a prescan.
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In contrast to previous calibrationless methods, which have largely focused on low-rank modeling in high-dimensional imaging scenarios with multiple channels, contrasts, or timepoints, the present work proposes a new framework for low-rank modeling of local -space neighborhoods (LO-RAKS) that is applicable to low-dimensional single-channel, single-contrast, single-timepoint images. This is achieved by mapping lower-dimensional images into higher-dimensional matrices in novel ways, based on linear dependencies that are present in the -space data of images with limited spatial support and/or slowly varying phase. LORAKS is very flexible, and is easily used in combination with other constraints. Moreover, LORAKS imposes support and phase constraints in a fundamentally different way from more direct regularized methods [44] , [45] , and can provide information that is distinct from and potentially complementary to such approaches. A preliminary account of part of this work was presented in [46] .
We are aware of only two other low-rank image reconstruction methods that have been proposed for calibrationless low-rank reconstruction of individual MRI images [47] , [48] , and neither of these approaches were designed to impose phase or support constraints. Specifically, [47] is based on generic ARMA modeling assumptions [6] - [9] , while [48] is related to feature-recognizing MRI [10] , [11] , and uses the assumptions of singular value decomposition (SVD) image coding [49] . This paper is organized as follows. Section II describes several -space linear dependence relationships that are used to construct low-rank matrices. Section III discusses low-rank matrix reconstruction and introduces a new penalty function and algorithm for this problem. Section IV illustrates the application of LORAKS to a variety of experimental datasets. We finish with discussion and conclusions in Section V.
II. LINEAR DEPENDENCE RELATIONSHIPS IN -SPACE
The following subsections derive and demonstrate the construction of low-rank matrices based on support and phase constraints. Without loss of generality, we will consider a 2-D imaging scenario with the image denoted by .
A. Linear Dependencies Induced by Limited Image Support
We define the support of as the set of points . The use of support information is universal in MRI, since the size and shape of the image support determines how the imaging field-of-view (FOV) and the corresponding Nyquist sampling rate are chosen. However, an important observation is that -space data sampled at the Nyquist rate will have linear dependencies whenever there are measurable regions within the FOV for which [12] . To see this, consider any nonzero function which obeys both and for , and note that for . If we denote the Nyquist-sampled Fourier transforms of and as and , respectively, then the convolution theorem of the Fourier transform leads to (3) for .
This expression demonstrates redundancies in Nyquist-sampled -space data. However, these redundancies are difficult to use because the sums are infinite. This is resolvable if we further assume that there exist smooth functions satisfying for , since smooth functions are approximated accurately using Fourier truncation. In this work, we assume that functions exist with whenever , where is the set of points within radius of the origin. Letting denote the number of elements in and assuming that these elements have been assigned an (arbitrary) order such that the point corresponds to the th element of , (3) simplifies to (4) for .
B. Low-Rank Matrices and Limited Image Support
The relationship in (4) can be exploited to construct an approximately rank-deficient matrix from Nyquist-sampled -space data. In particular, if we arbitrarily select distinct -space points indexed by with , then (4) implies that the matrix with elements
for and will have (6) for all vectors obtained from the Nyquist-sampled Fourier transforms of appropriate functions. Note that each row of collects the set of -space points from a local neighborhood of radius , centered at . In practice, the approximate rank of will depend on the size of the approximate nullspace of , which depends on and the size of relative to the FOV. The dependence on results from the fact that larger values would permit functions with higher spatial resolution. Having access to higher resolution functions would increase the dimension of the nullspace, since it would become possible to include more highly localized functions that could fit into small gaps and/or be tiled across larger gaps in the image support. Note also that the size of the matrix will grow in proportion to , since . This implies that larger can be associated with larger computation requirements.
C. Empirical Validation of the Characteristics of
To validate these ideas, we performed a simple simulation involving the Shepp-Logan phantom. Specifically, we used analytic Fourier transform expressions [50] to simulate -space data sampled on a 256 256 Cartesian grid, for different values of the -space sampling rate . A normalized value of corresponds to the Nyquist rate, and we also generated data for and . Note that smaller values of correspond to larger imaging FOVs in the reconstructed images, such that the size of shrinks in relation to the FOV. These simulated images are shown in Fig. 1 . 1 To test our predictions about matrix rank, we computed SVDs of matrices constructed from these simulated datasets. The SVD decomposes the matrix with according to , where and are matrices with orthonormal columns, and is a diagonal matrix whose diagonal entries for are ordered such that . The rank of is equal to the number of nonzero singular values, and matrices with many negligible singular values are accurately approximated by low-rank matrices.
For this set of simulations, we chose , which was the maximum number of -space points that had their entire neighborhood system contained within the 256 256 sampling grid. 2 We also considered several different neighborhood systems corresponding to different values of the -space radius, i.e., and 5, which yield , and 81, respectively. These different -space neighborhood systems are illustrated in Fig. 2 . Fig. 3 shows plots of the singular values obtained for different values of and (normalized such that the maximum singular value equals 1). As expected, the singular values decay more rapidly for smaller values of , indicating that matrices generated from images with smaller support are more easily approximated by low-rank matrices. In addition, we observe that increasing generally increases the dimension of 1 This toy example was designed to show proof-of-principle evidence that limited image support implies that the matrix has low rank. The images obtained using very small are not intended to represent realistic MRI experiments (which will generally have FOVs that are chosen reasonably well). However, images with very small spatial support (similar to the small images from this example) can occur in parallel imaging contexts if the coil sensitivity profiles have limited spatial support [51] , and in dynamic imaging contexts (after subtracting a baseline image) if the time-varying components of the image are localized to a small region of the FOV [52] . 2 The requirement that will generally place limits on the maximum value of . This is because the maximum value of will generally decrease as increases, due to the fact that there will be fewer points whose entire neighborhood system fits within the Nyquist-sampled -space grid. To further evaluate the low-rank characteristics of these matrices, we generated new -space data and images after computing rank-approximations of for different values of . These approximations are obtained optimally by truncating the SVD [53] (i.e., setting for ). Since most -space points appear multiple times in and the low-rank approximation will generally perturb each of these locations by different amounts, the transformation from back to -space data can be done in several ways. We choose to find approximate -space data that matches the entries of in a least-squares sense. To formalize this, let denote the linear operator that maps a length-vector of -space samples into the matrix , and let denote its adjoint. The minimum-norm least-squares (MNLS) reconstruction operator corresponding to is given by , where denotes the Moore-Penrose pseudoinverse, and denotes the linear operator . In this case, noting that the operator can be represented as an diagonal matrix whose diagonal entries count the number of times each of the different original -space points appears in , the optimal MNLS estimate of the -space point is obtained by averaging all of the entries from where originally appeared in . Images reconstructed after this low-rank approximation are shown in Fig. 4 . The figure shows that accurate images are obtained for values of that can be substantially less than , with the best low-rank approximations obtained when is small. However, reasonable low-rank approximations can still be obtained when , due to the fact that the image is still approximately zero within the corners of the FOV and within two relatively large ellipses near the center of the FOV. Fourier transform reconstructions of the eight linearly independent nullspace vectors for which when and 
D. Phase Constraints
We demonstrated in the previous subsections that images with limited spatial support can be associated with approximately low-rank matrices, with the matrix rows formed with data from local -space neighborhoods. In this subsection, we demonstrate that images with slowly varying phase can be associated with similarly constructed low-rank matrices. To begin, it is useful to decompose the image into its magnitude and phase , such that (7) where denotes complex conjugation and is any function satisfying (8) It is useful to note that (9) Based on the conjugation property of the Fourier transform, we know that the Nyquist-sampled Fourier transform of will equal
. As a result, applying the convolution theorem of the Fourier transform to (9) leads to (10) where is the Nyquist-sampled Fourier transform of . This relationship allows one side of -space to be linearly predicted from -space samples on the opposite side, and is used in classical half-Fourier methods [19] - [21] .
If we further assume that has slowly varying phase, then can be accurately approximated through truncation of its Fourier transform. Similar to the case of support-limited images, assuming a Fourier truncation radius of allows us to write (10) as the pair of relationships (11) and (12) for , where subscripts and are used to denote the real and imaginary components of complex numbers (i.e., and are real-valued, with ). A novel alternative set of linear dependence relationships can be derived based on the observation that (13) where and are arbitrary integers.
Applying the convolution and shift theorems of the Fourier transform to(13) leads to (14) for and , where is the Nyquist-sampled Fourier transform of . To the best of our knowledge, no previous phase-constrained MRI reconstruction methods have used relationships of this form.
Assuming that and are both smooth functions for some value of (i.e., making simultaneous radiusFourier approximations of and ) leads to the pair of relationships (15) and (16) for .
E. Low-Rank Matrices and Smooth Image Phase
Similar to the case of limited image support, relations of the form shown in (11), (12), (15) , and (16) enable the construction of approximately low-rank matrices. In particular, if we choose -distinct -space points indexed by with , then (11) and (12) imply that the matrix defined by (17) will be approximately low-rank, where vectors and matrices have elements
for and .
Based on (11) and (12), it is expected that would approximately nullify vectors proportional to , where is the Fourier transform of any valid satisfying (8) . However, based on (8), we would not necessarily expect there to be more than one valid unless also has limited support. As a result, would be rank deficient but might not have very low rank.
Alternatively, if we choose -distinct -space points indexed by with , then (15) and (16) imply that the matrix defined by (22) will be approximately rank-deficient, where matrices respectively have elements
for and . In addition, potentially has a larger nullspace than , since we could obtain valid nullspace vectors from each combination for which radius-approximations of and are valid. Specifically, if the image has smooth phase, then will be accurately approximated by radiustruncation for a relatively small . This case corresponds to . Other values of would then also be valid if is even larger than this.
Note that, like , each row of the and matrices collects -space points from neighborhoods of radius . However, unlike , the points are taken from both sides of -space.
We denote the linear 3 operators that map a length-vector of -space samples into the matrices and by and , respectively. Both operators are structured such that and are representable as diagonal matrices.
F. Empirical Validation of the Characteristics of and
Similar to the case of , we performed simple simulations involving the Shepp-Logan phantom to validate and evaluate the rank-characteristics of and . In particular, we took the magnitude image obtained when [shown in Fig. 1(a) ], and applied randomly generated phase profiles obtained through Fourier truncation and amplitude normalization of complex white Gaussian noise (truncation radii of Fig. 6 . Phase profiles generated with different -space truncation radii , which are used in simulations evaluating the rank characteristics of and . The gray scale ranges from a phase of (black) to (white). Fig. 7 . Effects of the Fourier-domain phase truncation radius on the singular value spectrum of the matrix for different neighborhood sizes .
and 20, in units of Nyquist sampling intervals). 4 These phase profiles range from slowly varying to quickly varying, as illustrated in Fig. 6 . For these simulations, we chose for and for , which were the maximum numbers of -space points that had their entire neighborhood inside the 256 256 sampling grid. As before, we considered the four different neighborhood systems shown in Fig. 2 . Figs. 7 and 8 show plots of the singular values obtained for and , respectively. Fig. 7 indicates that is rank deficient when the image phase is constant (i.e., ). However, the singular value spectrum of is not heavily dependent on the smoothness of the image phase, and the matrix is not approximately low-rank for nonzero values of unless is large. These observations agree with our previous theoretical predictions. In particular, we might only expect a single nullspace vector since the construction of only involved a single known linear dependence relationship. In addition, we would expect the need for large because will usually have more 4 Amplitude normalization implies that the phase functions generated in this way will not be exactly bandlimited to radius-in the Fourier domain, despite the fact that Fourier truncation was used to generate them. high-frequency components than , and equivalently, because equals the convolution of with itself. In contrast to Fig. 7, Fig. 8 shows that can be accurately approximated as a low-rank matrix, with the effective numerical rank of the matrix decreasing as the image phase becomes smoother. Fig. 9 shows images reconstructed after performing rank-approximations of , with -space points estimated from this matrix using MNLS estimation as described previously. As expected, accurate images are obtained for values of that can be substantially less than , with the best low-rank approximations obtained when is small. We also computed similar images when performing low-rank approximations of . As would be expected from the singular value spectra, these reconstructions were not very accurate when was much smaller than , and demonstrated characteristics similar to those shown in the top row of Fig. 4 . 5 
III. PROBLEM FORMULATION AND ALGORITHM
A. Problem Formulation
Section II demonstrated theoretically and empirically that -space data from MR images with limited support or slowly varying phase could be used to construct low-rank matrices. The practical value of low-rank modeling is that a real-valued matrix with rank-will have entries, but only degrees-of-freedom, which is much smaller number than when . As a result, it is possible to reconstruct low-rank matrices from noisy and/or highly undersampled data. There have been several different previous approaches to using rank constraints to guide data acquisition and image reconstruction in medical imaging, many of which are reviewed in [2] , [25] , [29] .
Let denote the ideal vector of Nyquist-sampled noiseless -space data, and assume we make undersampled and/or noisy measurements according to (27) where is the vector of noisy measured data, is the unknown noise, and is a subsampling operator which is formed by keeping rows from the identity matrix. 6 In this work, we will focus specifically on low-rank matrix reconstruction problems that are posed as (28) where is a standard least-squares functional (which corresponds to the maximum likelihood cost functional for white Gaussian noise) that is used to encourage consistency of with the measured data, , , and are regularizing penalty functionals that are used to encourage the matrices , , and to have low-rank or rank-deficient structure, and , , and are scalar regularization parameters. The choice of , , and will determine how matrix rank constraints are incorporated into image reconstruction, and a variety of different penalty functionals have been previously proposed. Obvious choices to encourage low-rank matrix structure would be functionals of the form (29) (30) where is a user-defined parameter. Both of these functionals will encourage matrices that are strictly low rank. While the optimization problems that result from the use of these functionals are nonconvex and NP-hard to solve in general [22] , 5 It is not surprising that low-rank approximations of and have similar characteristics, since they are constructed from similar neighborhood systems. 6 Our choice of restricts us to Cartesian sampling patterns. Similar to previous work [35] , non-Cartesian extensions are easy to derive. there exist fast greedy algorithms for addressing problems involving these functionals that perform very well in practice and can easily incorporate additional constraints. Examples include incremented rank PowerFactorization (IRPF) [54] (which can have theoretical performance guarantees [55] , and has been previously used in MRI [2] , [25] , [26] , [29] , [39] ), and variations on the Cadzow algorithm [56] (also previously used in MRI [4] , [37] , [46] , [47] ).
While (29) or (30) could potentially be used for each of the three regularization functionals, it is difficult to find nontrivial vectors such that matrices , , and all simultaneously have exactly low-rank structure. As a result, other choices are more appealing when using (28) .
Another popular choice for encouraging low-rank matrix structure is the Schatten -norm [27] , [48] , given by (31) where the are the singular values of the matrix . When , the Schatten -norm is called the nuclear norm. The nuclear norm is the tightest possible convex relaxation of the functional in (29) , and has theoretical performance guarantees in certain situations [22] . The nuclear norm has also been widely used in various low-rank MRI scenarios [27] , [28] , [30] , [31] , [38] , and its main advantage is that the resulting optimization problems are convex and can be solved globally and efficiently from any initialization. The Schatten -norm is nonconvex for . Despite nonconvexity, both IRPF and Schatten -norm (with ) problem formulations are observed to outperform nuclear norm formulations in a wide range of applications [2] , [27] , [32] , [48] , [54] , [57] .
In this work, we will consider the novel cost functional that blends elements of (30) and (31) (32) where is a user-defined parameter and denotes the Frobenius norm. Like (30) , (32) can use prior knowledge of to avoid penalizing matrices with rank . Like (31), (32) also does not preclude matrices with larger ranks.
Algorithm
A variety of different formulations have been proposed to solve low-rank matrix reconstruction problems, and appropriate algorithms for these existing methods can be found in the previously cited references. In this subsection, we focus on a new algorithm to solve problems involving (32) , which, to the best of our knowledge, have not been previously considered.
Using penalties of the form in (32) with (28) leads to (33) where we have introduced , , and to respectively denote the rank constraints for , , and , and, without loss of generality, have used the same and values for all matrices. Equation (33) is nonconvex, and we solve it using an iterative majorize-minimize (MM) approach that guarantees that the sequence of estimates monotonically decrease the cost function [58] . Specifically, we majorize (32) at each iteration by holding constant at its optimal value computed for . See [58] for further details of MM methods. Pseudocode for the algorithm is given in Algorithm 1.
The low-rank approximation problems in steps 2(a-c) of Algorithm 1 are solved using the truncated SVD. The linear leastsquares problem (34) is solved easily using (35) where is the pseudoinverse of the matrix (36) This pseudoinverse-based solution is particularly simple to compute, due to the fact that is a diagonal matrix. The SVD calculations are the most time consuming aspect of Algorithm 1, though it should be noted that fast algorithms for this problem are in active development by a number of groups. For simplicity, our truncated SVD computations used the older PROPACK [59] MATLAB toolbox. Typical SVD computation times for the experiments shown in the next section were 5-10 s per SVD. As a result, our relatively unoptimized MATLAB implementation of Algorithm 1 typically took ten minutes or more to converge. Substantial speed increases would be possible if using more optimized software.
The choice of could be important, since the cost function is nonconvex and the iterations might converge to a local minimum. In all of our results, we simply set equal to the zero-filled original -space data, though other choices could yield even better outcomes.
IV. RESULTS
The practical value of constrained reconstruction methods is always context-dependent, and requires extensive applicationspecific evaluation. This kind of assessment is beyond the scope of this paper and is left to future work. Instead, the objective of this section is to demonstrate the potential of LORAKS in a variety of settings and to compare with other commonly-used constraints.
A. Denoising Example
Our first example illustrates the potential of using LO-RAKS to reduce noise in fully sampled data. Nyquist-sampled high-SNR data (512 256 sampling grid corresponding to a 60 mm 30 mm FOV) was acquired from a section of kiwi fruit using a 2-D spin-echo pulse sequence (TE=30 ms, TR=6000 ms, 1 mm slice thickness) on a 14.1T scanner. This image was used as a gold standard, and pseudorandom complex white Gaussian noise was added to simulate a lower-SNR acquisition (the average image intensity was a little more than larger than the standard deviation of the simulated noise in the reconstructed image). Reconstructions were performed using LORAKS with and a range of different , , and values. The regularization parameters were chosen as , , and , where , , and , are respectively the number of entries in the matrices , , and . The use of large regularization parameters ensures that the rank constraints will be imposed much more strongly than the data consistency constraint, which is desirable when using LORAKS to reduce noise.
Representative LORAKS results are shown in Fig. 10(a)-(d) , where the , , and parameters were chosen to minimize the normalized -norm reconstruction error. As can be seen, LORAKS reconstruction has substantially reduced the amount of noise. This is most visually obvious outside of the image support, where the noise has been almost completely suppressed. However, noise has also been reduced within the support of the image, though to a lesser extent. This fact is more evident in the mean-squared error images shown in Fig. 10 (e) and (f) (generated based on reconstructing the kiwi data 100 times with different simulated noise realizations), which demonstrate error reductions throughout the FOV. However, it should also be noted that there are some image regions where true image structure has also been suppressed or attenuated to some extent, and this tends to occur in regions where the original image intensity was low (e.g., the center of the image and the edges of the image support). As with most model-based reconstruction/denoising methods, this problem can be mitigated by imposing the model less aggressively, at the cost of less-effective noise suppression. Finally, we note that the -norm error metric, which we used to select the LORAKS parameters in this example, has the limitation that images with small -norm errors are frequently not the most visually pleasing or perceptually faithful images [60] . The optimal choice of error metrics and LORAKS parameters will, in general, be application dependent. Fig. 11 illustrates the quantitative effects of different choices of , , and on the LORAKS reconstruction. We observe that each of the different low-rank matrices , , and can independently improve the reconstruction error when , , and are chosen properly. We also observe that the use of the -based constraint leads to the most significant improvements, followed by the use of -based constraints. The -based constraints are the least effective in this example. However, it Fig. 11 . Plots of normalized -norm reconstruction error as a function of the rank constraint parameters , , and . When particular rank constraint values are not given for specific curves, it indicates that the corresponding rank constraints were not imposed. Note that when -based constraints are not used, the LORAKS reconstruction achieves its optimal value when (cyan curve). When -based constraints are not used, the LORAKS reconstruction achieves its optimal value when (purple curve). When all constraints are used, the LORAKS reconstruction achieves its optimal value when , , and (dark yellow dash-dotted curve).
should be noted that the joint use of -, -, and -based constraints leads to substantially better denoising performance than is achieved using any of these constraints individually, and that for best performance, the choices of , , and should not be made independently.
B. Sparse Sampling Examples
The LORAKS framework was also applied to reconstruct sparsely sampled -space data from two different human brain datasets, as shown in Figs. 12-14 and described below. 1) -weighted Image: Fig. 12 shows an example where data was obtained by retrospectively subsampling lines of -space from a -weighted axial brain image of a healthy subject. The fully sampled reference image (256 256 Nyquist sampling grid corresponding to a 210 mm 210 mm FOV) was acquired using a 2-D multislice turbo spin-echo sequence (TE=88 ms, TR=10000 ms, 3 mm slice thickness) on a 3T scanner with a 12-channel head coil. To assess LORAKS on single-channel data, the 12-channel data was compressed to a single virtual coil using the SVD [61] , [62] . Since the data was acquired with a standard human research protocol and had a typical amount of experimental noise, no additional simulated noise was included. Subsampling was designed so that 160 lines of -space were acquired (5/8ths of the fully sampled data), with a random distribution of phase encoding locations. The sampling scheme included the central line of -space, but as seen from the sampling mask shown in Fig. 12(c) , there is no fully sampled calibration region that could be used to estimate image phase or support in the conventional manner.
For simplicity, LORAKS reconstructions were performed using -, -, and -based constraints independently, with the , , and parameters chosen subjectively based on visual image quality. Unlike the previous denoising example, regularization parameters were chosen to emphasize data fidelity ( , , and ). This has the effect of preserving high-SNR measured data, and only using the rank constraints to extrapolate missing data.
As Fig. 12(a)-(k) illustrates, the different rank constraints are each able to enhance reconstruction, but have different characteristics. In this case, -based constraints are able to reduce aliasing artifacts outside the support of the true image, though substantial artifacts still remain within the support of the image. Both -and -based constraints are able to substantially reduce aliasing artifacts throughout the FOV. As in the case of denoising, -based constraints again appear to be more powerful than the other constraints. For this example, the use of joint constraints involving , , and only leads to moderate improvements over using -based constraints alone.
To further illustrate the flexibility and generality of LO-RAKS, Fig. 13 presents another example based on this dataset where we have replaced random -space sampling with the more conventional "half -space" sampling scheme that is commonly used with calibration-based phase-constrained reconstruction methods. Rather than sampling exactly half of -space, we used the typical 5/8ths partial Fourier acquisition that acquires extra calibration lines at the center of -space.
These lines are used to estimate image phase in conventional calibration-based methods, while LORAKS treats these lines exactly the same as it treats any other -space lines.
As demonstrated in the figure, the phase-based LORAKS constraints (i.e., constraints based on and ) are both effective in reducing the undersampling artifacts and restoring image resolution. On the other hand, the -based constraint is ineffective in this case. This is not surprising, since this kind of -space sampling scheme is designed for use with phase constraints. Notably, the figure also shows that the phase-based LORAKS reconstructions perform similar to (if not slightly better than) the commonly used homodyne method [20] (a calibration-based phase-constrained reconstruction method).
2) -weighted Image: Fig. 14 shows an example where data was obtained by retrospectively subsampling lines of -space from a -weighted brain image of a patient with a stroke lesion. The fully sampled reference image ( mm isotropic resolution with a Nyquist sampling grid) was acquired using a 3-D MPRAGE sequence (TE=3 ms, TR=2500 ms, TI=800 ms, 10 flip angle) on a 3T scanner. As before, data was acquired with a 12-channel head coil which was compressed to a single virtual channel, and no simulated noise was added to the data. Inverse Fourier transformation was performed along the fully sampled frequency encoding dimension (superior-inferior), to enable independent reconstruction of 2-D slice images. Subsampling was designed so that 33280 lines of -space were acquired (5/8ths of the fully sampled data), with a random distribution of phase encoding locations. Compared to the 2-D acquisition considered in the previous case, the 3-D acquisition enables Fourier subsampling with more incoherent aliasing artifacts [44] . As in the previous example, the sampling scheme includes the center of -space, but there is no fully sampled calibration region. LORAKS reconstructions were performed independently with -, -, and -based constraints, with regularization parameters chosen small ( , , and ) to emphasize data consistency.
The results in Fig. 14(a) -(k) again show that the LORAKS framework is capable of reconstructing undersampled data. Similar to the previous randomly undersampled experiment, we observe that the -based constraint yielded the best results, with only moderate improvements in image quality from jointly using -, -, and -based constraints.
C. Comparisons
LORAKS is possible because of support and/or phase assumptions, and it is worth noting that other regularized MR image reconstruction methods have been proposed that make use of similar constraints in a more direct way. In particular, an image with limited support is sparse in the spatial domain. As a result, it might be reasonable to try reconstructing support-limited images using alternative sparsity-promoting regularized reconstruction methods like -norm minimization [44] . Similarly, it might be reasonable to directly regularize the image phase if assuming phase varies slowly [45] .
To explore this issue, the undersampled datasets from Figs. 12 and 14 were also reconstructed using two sparsity-based reconstruction methods. Specifically, images were reconstructed using sparsity-based support constraints (via -norm minimization [44] in the canonical basis) and sparsity-based image smoothness constraints (via total variation (TV) minimization [44] ). 7 In all cases, optimization was performed using the version of Nesterov's algorithm described in [63] , and regularization parameters were optimized manually to achieve the smallest possible reconstruction errors (using the -norm error metric). Reconstructions are shown in Fig. 12(l)-(o) and Fig. 14(l)-(o) . It is clear from these reconstructions that LORAKS constraints provide information that is distinct from the information provided by the other constraints. In particular, the -norm and TV reconstructions have substantially larger error than the best of the LORAKS reconstructions for each dataset, and the spatial structure of the error is quite different for the -norm and TV reconstructions than for the LORAKS reconstructions.
The reconstructed image shown in Fig. 12(l) is particularly interesting, because it is "sparser" (i.e., has smaller -norm) than the fully-sampled image or any of the LORAKS reconstructions. In this case, the actual image support has been misidentified by -norm minimization, and many of the voxels inside the brain erroneously have negligible intensities. In contrast, all three LORAKS reconstructions reconstruct the image support more accurately. 8 One reason for this difference is that LORAKS assumes slightly more about image sparsity than -norm minimization does. Specifically, the use of the neighborhood system with relatively small means that LORAKS only prefers spatial sparsity if the voxels where are spatially clustered together. In contrast, -minimization is indifferent to the the spatial distribution of the voxels where , which in this case, has lead to a reconstruction with unrealistic holes in the image support. Another reason for the difference between LORAKS and the other methods might be that uniform random -space sampling is often suboptimal for -norm and TV minimization-sparsity-based reconstructions are generally much better when using variable density sampling [44] , [63] .
V. DISCUSSION AND CONCLUSION
This work demonstrated that images with limited spatial support and/or smoothly varying phase can be mapped into low-rank matrices because of consistent linear dependencies within local -space neighborhoods. Based on this, we proposed the LORAKS framework for constrained image reconstruction, which imposes phase-and support-constraints implicitly through low-rank matrix modeling. In addition, we described an example implementation of LORAKS that introduced a novel regularization penalty and a corresponding new algorithm for promoting low-rank matrix structure.
As mentioned above, theoretical performance guarantees exist for existing low-rank matrix recovery methods under certain conditions on the matrix and the sampling scheme [22] , [55] . As a result, we might also expect that theoretical guarantees could potentially be derived for LORAKS. This kind of exploration is beyond the scope of this paper, but is a promising direction for future research.
While the use of phase-and support-constraints is classical in constrained MRI, our results indicate that the LORAKS framework is considerably more flexible than previous calibrationbased approaches, and demonstrates good image reconstruction performance in a variety of different settings. In particular, we demonstrated the ability to use LORAKS to denoise low-SNR data, to reconstruct undersampled data acquired with conventional "half -space" sampling schemes, and to reconstruct undersampled data acquired with calibrationless random-sampling schemes.
Since LORAKS is based on a regularized formulation of image reconstruction, it is easy to include additional regularization penalties, such as the smoothness, sparsity, and rank penalties that are frequently used for constrained imaging in a variety of different application settings [2] . Indeed, we recommend the use of LORAKS with additional constraints, since the constraints imposed by LORAKS are potentially complementary to existing constrained imaging approaches.
Like many other regularization-based methods, the performance of LORAKS depends on the choice of various parameters which influence the tradeoff between the ill-posedness of the inverse problem (which is more severe if the problem is under-constrained) and the reconstruction bias introduced by the image model (which is more severe if the problem is over-constrained). Our cost function in (33) required the choice of several parameters: , , , , , , , and . We chose these manually in our implementations, though observed that our results were not highly sensitive to small variations in our choices. The choice of parameters is also substantially simplified when using only one LORAKS constraint (as in Figs. 12-14) instead of all three. Automatic selection of these parameters is an interesting topic for future work.
In addition to reconstruction parameters, the performance of LORAKS is also dependent on image structure. Specifically, LORAKS assumes that the , , and matrices all have relatively low rank. In cases where the support is not small and/or the phase varies rapidly, the matrix rank will not be as low and LORAKS constraints will be weaker.
For simplicity, our description of low-rank structure in -space focused on 2-D imaging. However, 3-D imaging is also fully compatible with the LORAKS framework, and generalizations to spatiotemporal imaging are also straightforward. In particular, spatiotemporal MR images generally have very sparse support in the domain [14] - [16] , [27] , [31] , [32] , [57] and also frequently have slow phase variation along the temporal dimension. As a result, low-rank matrices could easily be constructed within the LORAKS framework from samples in local and/or neighborhoods. Finally, the LORAKS framework is also easily extended to parallel imaging scenarios. In particular, we should note that the previously proposed SAKÉ method [34] is highly related to our proposed -based LORAKS approach, despite being derived in a completely different way. The two approaches are actually equivalent (neglecting minor differences in ) if SAKÉ is applied to single-channel data instead of the multi-channel data it was designed for. Noting that -based constraints were generally less powerful than -based constraints in our evaluation of LORAKS, we expect that the generalization of -based constraints to parallel imaging scenarios could yield additional major benefits.
