Abstract. This is a sequel of our paper [12] on the Quot-scheme limit and variational properties of Donaldson's functional, which established its coercivity for slope stable holomorphic vector bundles over smooth projective varieties. Assuming that the coercivity is uniform in a certain sense, we provide a new proof of the Donaldson-Uhlenbeck-Yau theorem, in such a way that the analysis involved in the proof is elementary except for the asymptotic expansion of the Bergman kernel.
Introduction
This is a sequel to our paper [12] on the Quot-scheme limit and variational properties of Donaldson's functional M Don . Let E be a holomorphic vector bundle over a smooth projective variety X of rank r > 1. In [12] , we established a direct relationship between the slope stability of E and the variational properties of M Don . It is natural to ask whether this result can be used to give a new proof of the correspondence 1 between the slope stability of E and the existence of Hermitian-Einstein metrics on E. The "easy" direction of Hermitian-Einstein metrics implying slope stability was established in [12, Section 7] , providing a more geometric point of view of the theorem by Kobayashi [15] and Lübke [17] . In this paper, assuming a certain strengthening of [12, Theorem 1] , stated as Hypothesis 5.1, we give a new proof of the "hard" direction, called the Donaldson-Uhlenbeck-Yau theorem, which states that the slope stability of E implies the existence of Hermitian-Einstein metrics on E, with relatively elementary analysis except for the asymptotic expansion of the Bergman kernel.
Theorem 1. Suppose that Hypothesis 5.1 is true. Then, we can prove that there exists a Hermitian-Einstein metric on E if it is slope polystable, in such a way that the analysis involved in the proof is elementary except for the asymptotic expansion of the Bergman kernel.
In spite of the drawback of having to assume Hypothesis 5.1, our method has the novelty of relying much less on analysis (in particular nonlinear PDE theory), compared to the original proof by Donaldson [7] [8] [9] and UhlenbeckYau [26, 27] . Our proof relies on the formalism involving the Quot-schemes in algebraic geometry, as developed in [12] , which consequently reduces the input from hard analysis as stated in Theorem 1. In terms of the analytic results that we do use, i.e. the Bergman kernel expansion, it seems worth pointing out that we do not need the full extent of the asymptotic expansion of the Bergman kernel (Theorem 1.8) and we only need one particular consequence of it: the set of Fubini-Study metrics is dense in the space of hermitian metrics on E (Corollary 1.9). While this consequence itself is widely used in Kähler geometry, no proof is known that is not based on Theorem 1.8 which is essentially a theorem in analysis. In any case, this is the only advanced analytic tool that we shall rely on in this paper.
(see e.g. [25, Chapter 6] ).
Outline of the proof of Theorem 1. The key result is the inequality proved in [12, Theorem 1] , which describes the asymptotic behaviour of Donaldson's functional M Don in terms of the algebro-geometric quantity M NA that involves slopes of E and its subsheaves (see also Theorem 3.5). Hypothesis 5.1 is an improved version of this inequality, which implies in particular that Donaldson's functional is bounded from below if E is slope (semi)stable. We thus take a sequence {h i } i∈N ⊂ H ∞ such that M Don (h i ) converges to inf H∞ M Don . We approximate each h i by a Fubini-Study metric, which is possible by Theorem 1.8 (or Corollary 1.9). The slope stability of E (or its reformulation as uniform stability as in Section 4), together with some uniform estimates for Fubini-Study metrics established in Section 2, implies that the sequence {h i } i∈N must contain a subsequence that converges in the C p -topology for (any fixed) p ≥ 2 (Proposition 5.7), up to slightly modifying the sequence {h i } i∈N as indicated in Lemma 5.6 , which is shown to converge to a well-defined smooth Hermitian-Einstein metric (Proposition 5.9). 
Notation
We largely follow the notation that was used in [12] . Throughout, (X, L) stands for a polarised smooth projective variety over C of complex dimension n. We further assume that L is very ample and often write it as O X (1), and L ⊗k as O X (k). We work with a fixed Kähler metric ω ∈ c 1 (L) on X defined by a hermitian metric h L on L.
We write O X for the sheaf of rings of holomorphic functions on X, C ∞ X for the one of C-valued C ∞ -functions on X. Throughout in this paper, coherent sheaves of O X -modules will be denoted by calligraphic letters (e.g. E). Given a coherent sheaf F of O Xmodules, H 0 (X, F) = H 0 (F) denotes the set of global sections of F; for example, we shall often write H 0 (F(k)) for H 0 (X, F ⊗ L ⊗k ) for any coherent sheaf F on X. When E is locally free, we write Γ C ∞ X (X, E) = Γ C ∞ X (E) for the set of C ∞ -sections of the complex vector bundle E, and End C ∞ X (E) for the ones of the vector bundle E ∨ ⊗ E.
Unlike in [12] , we use the same symbol E to denote a locally free sheaf of O X -modules and a complex C ∞ vector bundle that underlies it.
We write N k , or simply N , for dim C H 0 (E(k)).
1. Preliminaries 1.1. Slope stability. We recall the following notions, where we follow the standard notation to write Let (X, L) be a polarised smooth projective variety of complex dimension n, and E be a holomorphic vector bundle over X of rank r. Throughout in this paper, we assume r > 1.
where rk(F) ∈ N is the rank of F where it is locally free (cf. [13, p.11] ), and deg(F) ∈ Z is defined as X c 1 (det F)c 1 (L) n−1 /(n − 1)! (where det F is a line bundle defined in terms of the locally free resolution of F, see [14] , [16, V.6] for details).
In general we should define the rank and degree in terms of the coefficients of the Hilbert polynomial [13, Definitions 1.2.2 and 1.2.11] and hence they are a priori rational numbers. For us, however, they are defined as integers and the above definition suffices since X is smooth.
The following stability notion was first introduced by Mumford for Riemann surfaces, which was generalised to higher dimensional varieties by Takemoto by choosing a polarisation L. Definition 1.4 (Slope stability). A holomorphic vector bundle E is said to be slope stable (or Mumford-Takemoto stable) if for any coherent subsheaf F ⊂ E with 0 < rk(F) < rk(E) we have µ(E) > µ(F). E is said to be slope semistable if the same condition holds with non-strict inequality, and slope polystable if it is a direct sum of slope stable bundles with the same slope.
Finally, recall the following definition (see [13, Definitions 1.7.1 and 1.7.3]). Definition 1.5. A coherent sheaf F is said to be k-regular if H i (F(k−i)) = 0 for all i > 0. The Castelnuovo-Mumford regularity of F is the integer defined by reg(F) := inf k∈Z {F is k-regular.}.
1.2.
Fubini-Study metrics. We recall some basic facts about the FubiniStudy metrics. The reader is referred to [19, 22, 28] , and also [12, Section 1], for further details of what is presented below. The key ingredient is the following vector bundle version of the Kodaira embedding. Suppose that E is k-regular and rk(E) = r. Then E(k) is globally generated, and hence there exists a holomorphic map
to the Grassmannian of r-planes (rather than quotients), such that the pullback under Φ of the universal bundle (i.e. the dual of the tautological bundle) is isomorphic to E(k).
Recall that positive definite hermitian forms on H 0 (E(k)) define hermitian metrics on the universal bundle on Gr(r, H 0 (E(k)) ∨ ), called the FubiniStudy metric on the Grassmannian (see e.g. [ 
agrees with the pullback by Φ of the Fubini-Study metric on the universal bundle over the Grassmannian, defined by the hermitian form H ref on
Moreover, given σ ∈ GL(H 0 (E(k)) ∨ ), the hermitian metric
agrees with the one defined by the hermitian form
We shall also write σ * σ for σ * • H ref • σ for notational simplicity. The metric h σ is called the Fubini-Study metric on E defined by the positive hermitian form σ * σ on H 0 (E(k)).
For the above to be well-defined, we need to ensure that the maps Q * and Q with the stated properties do exist, and this is indeed well-known to be true (cf. [28, Remark 3.5] or [19, Theorem 5.1.16] ). Remark 1.7. When it is necessary to make the exponent k more explicit, we also write Q * (k) for Q * and Q(k) for Q. Definition 1.6 allows us to associate a hermitian metric F S(H) on E to a positive definite hermitian form H on H 0 (E(k)); we simply choose σ ∈ GL( 
where {s i } is an H-orthonormal basis for H 0 (E(k)) and s * F S(H) i is the F S(H)-metric dual of s i , and
Suppose that we write H k for the subset of H ∞ consisting of all FubiniStudy metrics defined by hermitian forms on H 0 (E(k)). Although H k is a very small subset of H ∞ , it is well-known that any element in H ∞ can be approximated by the elements in H k by choosing k to be sufficiently large.
To prove this result, we need to invoke the well-known asymptotic expansion of the Bergman kernel (also called the Tian-Yau-Zelditch expansion), as stated below. Theorem 1.8 (Asymptotic expansion of the Bergman kernel). Suppose that we fix a positively curved hermitian metric h L on O X (1) and take h ∈ H ∞ , which defines a positive definite 
Although the above corollary is all we need in this paper, there is no known proof of it that is not based on Theorem 1.8, which is a deep result in analysis. Corollary 1.9, which we rely on as a foundational result, plays an important role in what follows.
For the proof of Theorem 1.8, the reader is referred to [5] , [29] ; see also the book [19] and references therein. An elementary proof can be found in [1] .
Donaldson's functional and the Hermitian-Einstein equation.
Let (X, L) be a polarised smooth complex projective variety, as before, with Vol L := X c 1 (L) n /n!, and E be a holomorphic vector bundle of rank r > 1. The following functional plays a central role in this paper and the prequel [12] . Definition 1.10. Given two hermitian metrics h 0 and h 1 on E, the Don-
where {h t } 0≤t≤1 ⊂ H ∞ is a smooth path of hermitian metrics between h 0 to h 1 , and F t denotes ( √ −1/2π) times the Chern curvature of h t with respect to the fixed holomorphic structure of E. Our convention is that the second argument of M Don is fixed as a reference metric.
We recall some basic properties of this functional that are established in [8] , while the reader is also referred to [16, Section 6.3] for more details. First of all it is well-defined, i.e. does not depend on the path {h t } 0≤t≤1 chosen to connect h 0 and h 1 (cf. [16, Lemma 6.3.6] ); note that this easily implies the following cocycle property
for any h 0 , h 1 , h 2 ∈ H ∞ . In particular, this implies that M Don (−, h 0 ) is invariant under an overall constant scaling, since 
where Λ ω is the contraction with respect to the Kähler metric ω on X.
This is a consequence of the following lemma.
for a path {h t } 0≤t≤1 ⊂ H ∞ of smooth hermitian metrics with h 0 = h ref .
The final important point is that M Don is convex along geodesics in H ∞ , where the geodesics are defined as follows (cf. [16, Section 6.2]).
; an overall constant scaling h s := e bs h 0 for some b ∈ R will be called a trivial geodesic. An important point is that H ∞ is geodesically complete; for any h 0 , h 1 ∈ H ∞ there exists a geodesic path {h s } 0≤s≤1 connecting them; this can be proved by writing the geodesic explicitly as h s = exp(s log h 1 h −1 0 )h 0 . Thus, geodesic convexity of M Don and geodesic completeness of H ∞ together imply that a critical point of M Don has to attain the global minimum. The precise statement is as follows. 
and its critical point (if exists) attains the global minimum. Moreover, M Don is strictly convex along nontrivial geodesics if E is irreducible (in particular if E is simple) and in this case the critical point (if exists) is unique up to an overall constant scaling.
Although this is a well-known result, we provide a self-contained proof of it in the appendix (see Proposition A.1) so as to make clear that its proof carries over to give a slightly stronger version that is adapted to the C p -completion of H ∞ ; see Proposition A.2 in the appendix for the precise statement.
Elementary uniform estimates for Fubini-Study metrics
We prove some elementary estimates that we need in the proof of Theorem 1. The content of the main result in this section (Proposition 2.2) can be summarised as follows: if Q * (k)Q(k) (as introduced in Section 1.2, see also Remark 1.7) converges in C 2p , the C p -norms of Fubini-Study metrics Q * (k)e ζ * e ζ Q(k) can be controlled by the operator norm of ζ ∈ gl(H 0 (E(k)) ∨ ) irrespectively of k. This follows form a uniform estimate stated in Proposition 2.1, and the results proved in this section will play an important role in Section 5.
We set our notational convention in this section as follows. We fix a basis (s 1 , . . . s N ) for H 0 (E(k)) for each k, an orthonormal frame (e 1 , . . . , e r ) with respect to h ref , and also trivialising open sets in X that cover X. This means that Q(k) * (resp. Q(k)) will be regarded as an r × N (resp. N × r) matrix that depends smoothly on the base coordinates, on each trivialising neighbourhood. Indices i, j, . . . will run from 1 to N (which grows as k grows), and indices α, β, . . . will run from 1 to r (rank of E). Moreover, we write ∂ x for the shorthand to denote differentiation in base coordinates; ∂ z and∂ z will also be used for the derivatives in (local) holomorphic and antiholomorphic coordinates on X. Our computation below will all be local, with the conventions set as above.
Proposition 2.1. Suppose that we have a sequence {h
holds uniformly for all k, where the notational convention above is understood.
Proof. Writing (h k ) αβ for the (α, β)-th entry of h k , we first observe (
, which establishes the case l = 0 of our claim by summing over α = 1, . . . , r.
We now proceed to the case l = 1. We shall prove
for a constant C 1 that does not depend on k.
Suppose that we write (e(k) 1 , . . . , e(k) r ) for an h k -orthonormal frame, regarded as a vector-valued function on (each trivialising neighbourhood of) X.
Observe that the local frame (e 1 , . . . , e r ) (with respect to h ref ) and the one (e(k) 1 , . . . , e(k) r ) (with respect to h k ) can be related as
by an r × r-matrix valued function P (k) defined on each trivialising neighbourhood, which we may assume is hermitian. Since h k → h ref in C 2p (and hence in C p ) as k → ∞, we can choose the above orthonormal frames so that
in C p as k → ∞, where δ αβ is the Kronecker delta. In particular, P (k) αβ − δ αβ C p is bounded uniformly for all k. We writeQ(k) * αi for the r × N -matrix valued function, representing Q(k) * with respect to the h k -orthonormal frame (e(k) 1 , . . . , e(k) r ) and the fixed basis (s 1 , . . . s N ) for H 0 (E(k)). By using the matrix P (k) above, this can be written explicitly as
By the definitions of Q(k) and P (k) (recall also [28 
Since s i is a holomorphic section, we apply∂ z on both sides of the above equation to get
On the other hand, observe that there exists a (local) r × r-matrix R(k, 1) such that
so that we can re-write (2.7) as
The convergence (2.4) in C p means that∂ z e α (k) can be controlled uniformly for all k, and hence the operator norm of R(k, 1) can be controlled uniformly for all k. We now apply a map h k (−, e γ ) : E → C to the above equation.
Since (e(k) 1 , . . . , e(k) r ) is an h k -orthonormal frame, we get
and by taking the complex conjugate, we get
These two equalities imply
In the above, the constant C(R(k, 1)) depends only on the operator norm of R(k, 1), which can be bounded uniformly for all k by (2.4). Thus, we have proved that there exists a constantC 1 that does not depend on k such that
by recalling the estimate for the case l = 0. Recalling (2.4), (2.5), and the estimate for l = 0, we get
for some C 1 > 0 that does not depend on k, which is what we claimed in (2.2).
We now prove (2.3). Similarly to (2.7) we have
and hence
where we wrote (
Again by taking the complex conjugate, we have
Thus, in addition to the previous argument for (2.2), it is necessary to bound α,i |(∂ z s i ) α | 2 uniformly for all k (see [11, Section 5.4 ] for a similar argument). In fact, we bound all the l-th derivatives
We fix a local trivialisation and write h k = e K for a smooth local r × r hermitian form K ∈ End C ∞ X (E). Then, we can re-write the equation (1.1) as
where α, β, γ denotes indices running from 1 to r to denote the endomorphism componentwise, and s i is regarded as a vector-valued holomorphic function. Applying e −K , this implies
We apply ∂ z∂z to this equation to get
by noting∂ z s i = 0 and its complex conjugate. We can iterate this procedure so that
We take the h k -metric trace of this to get
where C(2l, h k ) is a constant which depends only on the C 2l -norm of the hermitian metric h k , which is under control as long as l ≤ p by assuming the convergence
Thus, (2.10), (2.11), (2.12), and Cauchy-Schwarz imply
Proceeding exactly as we did to establish (2.2), we thus get
for some C 1 > 0 uniformly for all k, establishing (2.3). This completes the proof of the proposition for the case l = 1. For 2 ≤ l ≤ p, we proceed by induction. Differentiating (2.6) l times, we get
We then proceed exactly as we did for the case l = 1, by decomposing ∂ x in ∂ z and∂ z . We replace (2.8) by ∂ l x e α (k) = r β=1 e β (k)R βα (k, l) for some R(k, l) which can be controlled uniformly for all k due to (2.4). Using Cauchy-Schwarz and by induction on l, we get the claim for all 2 ≤ l ≤ p by recalling (2.12).
Proposition 2.2. Suppose that we are given a sequence {h
is a constant which depends on the operator norm of ζ, h ref , and 0 ≤ l ≤ p, l ∈ Z, but not on k.
Proof. Recalling i |Q(k) iα | 2 = (h k ) αα as in the proof of Proposition 2.1, with the notational conventions used therein, we get (up to replacing the basis (s 1 , . . . , s N ) by a unitarily equivalent one if necessary)
where (w 1 , . . . , w N ) are the eigenvalues of ζ. This immediately implies
Now note
Combining the above two estimates with Cauchy-Schwarz (which means that it suffices to evaluate the case α = β), and also recalling the case l = 0 of Proposition 2.1,we get
exactly the same argument as above implies 3. Review of the main results of [12] 3.1. Quot-scheme limit of Fubini-Study metrics. We recall some key concepts from [12] that we need in what follows, and refer the reader to [12] for more details on this section.
Recall from Section 1.2 that the Fubini-Study metrics can be written as
, up to an overall constant scaling which we ignore for the moment. In particular, choosing ζ ∈ sl(H 0 (E(k)) ∨ ), we have a 1-parameter subgroup (1-PS) {h σt } t≥0 of Fubini-Study metrics defined by
with σ t := e ζt . We call the above {h σt } t≥0 the Bergman 1-PS generated by ζ; further, when ζ has rational eigenvalues, it is called the rational Bergman 1-PS. The main theme of [12] is to evaluate the limit of h σt as t → +∞ for ζ ∈ sl(H 0 (E(k)) ∨ ) with rational eigenvalues, in terms of the Quot-scheme limit. Throughout in what follows, we shall assume that the operator norm (i.e. the modulus of the maximum eigenvalue) of ζ is at most 1, as pointed out in [12, Remark 2.1]. Suppose that ζ ∈ sl(H 0 (E(k)) ∨ ) has eigenvalues w 1 , . . . , w ν ∈ Q, with the ordering
We consider the action of ζ on H 0 (E(k)) which is not the natural dual action, but the one that is natural with respect to certain metric duals (see [12, (2.6) ] and the discussion that follows). This yields the weight decomposition
where ζ acts on V −w i ,k via the C * -action T :
. We thus get the filtration
by its vector subspaces. The filtration (3.2) also gives rise to the one 
with {1, . . . ,ν} ⊂ {1, . . . , ν}, by means of the Quot-scheme limit as follows. Considering the quotient map
for E and its C * -orbit
and taking the limit of T → 0, we get a coherent sheaf The renormalised Quot-scheme limit of h σt can be regarded as a differentialgeometric analogue of the Quot-scheme limit in algebraic geometry, as explained in [12, Section 2] . The choice of {w α }ν α=1 in (3.5) precisely corresponds to the weights of ζ on the components of ν i=1 E −w i whose rank is nontrivial. From now on in the main body of the text, we shall consistently use the subscript α to denote this particular subset {w α }ν α=1 .
Remark 3.1. The precise meaning of {w α }ν α=1 ⊂ {w i } ν i=1 is as follows: the subscript α runs over a subset {1, . . . ,ν} of {1, . . . , ν}, with the ordering given by1 <2 < · · · <ν. It turns out that1 = 1 (see [12, Remark 2.3] ). The reader is referred to [12, Section 2] for more details.
The non-Archimedean Donaldson functional.
We now recall the non-Archimedean Donaldson functional from [12] , whose definition involves the filtration (3.4) of E by saturated subsheaves.
We choose j(ζ, k) ∈ N to be the minimum integer so that is a rational number defined as
An important point is that the positivity of M NA (ζ, k) is equivalent to the slope stability of E, as stated in the following (see also [12, Section 5] ).
Proposition 3.3. ([12, Proposition 6.2])
The non-Archimedean Donaldson functional M NA (ζ, k) is positive (resp. nonnegative) for all ζ ∈ sl(H 0 (E(k)) ∨ ) and k ≥ reg(E) whose associated filtration (3.4 
) is nontrivial, if and only if E is slope stable (resp. semistable).
Remark 3.4. In the above, we decreed that a filtration is trivial if it is 0 E. Later, we shall define a quantity which detects such triviality (Definition 4.1).
We now recall and state the main results of [12] as follows. 
holds for all t ≥ 0 and all ζ ∈ sl(H 0 (E(k)) ∨ ).
Remark 3.6. While the above theorem is all we need in this paper, we can further show (cf. [12, Theorem 2] ) that 
Slope stability as uniform stability
We prove that slope stability can be interpreted as a "uniform" stability condition, in terms of [4, 6] . The following is the key definition that will be important later.
Definition 4.1. Suppose that ζ ∈ sl(H 0 (E(k)) ∨ ) has eigenvalues w 1 , . . . , w ν ∈ Q, and let j(ζ, k) be as defined by (3.8). Writingw α := j(ζ, k)w α ∈ Z for α =1, . . . ,ν, we define
Remark 4.2. The notation J NA is chosen simply because the role it plays is analogous to the non-Archimedean J-functional [4] or the minimum norm [6] for the case of varieties. In particular, the proof of [12, Lemma 2.5] shows that the filtration (3.4) defined by ζ is nontrivial (in the sense of Proposition 3.3 and Remark 3.4) if and only if J NA (ζ, k) > 0. Note that we do not define a functional J that has J NA as its slope at infinity (which would be more natural, following [3, 4] ). On the other hand, it is worth pointing out that J NA (ζ, k) is defined in terms of purely algebrogeometric data, as the maximum difference of the weights on the non-torsion components of the Quot-scheme limit, which a priori has nothing to do with hermitian metrics. Remark 4.3. Note that while J NA (ζ, k) is defined only for ζ ∈ sl(H 0 (E(k)) ∨ ), it can be naturally extended to gl(H 0 (E(k)) ∨ ) since it is invariant under the constant rescaling ζ → ζ + cId.
If E is slope stable, we show that in fact there is a strict lower bound for M NA in terms of J NA (ζ, k). We start with the following observation.
Lemma 4.4.
Suppose that E is slope stable. Then there exists a constant c E > 0 such that for any coherent subsheaf F ⊂ E with 0 < rk(F) < rk(E) we have
Proof. This simply follows from the fact that the degree and the rank are both integers (since X is smooth), with 0 < rk(F) < rk(E).
This implies the following lower bound for M NA which is crucially important in our proof of the Donaldson-Uhlenbeck-Yau theorem.
Proposition 4.5. Suppose that E is slope stable. Then we have
with c E > 0 as in Lemma 4.4. Proof. Recalling the definition of {w α }ν α=1 as given in (3.5), [12, Lemma 2.5] implies that 0 < rk(E ′ −w i ) ≤ r if and only if i ∈ {1, . . . ,ν}, and rk(E ′ ≤−w i ) = r if and only if i ≥ν. In particular, rk(E ′ ≤q ) = 0 if q < −w1 and µ(E ′ ≤q ) = µ(E) if −wν ≤ q (by noting that E ′ ≤q is saturated in E). We thus get
Thus, combined with Lemma 4.4, we get
.
By recalling the ordering w 1 = w1 > · · · > wν > · · · > w ν , as in (3.1) and Remark 3.1, we get the result.
Remark 4.6. Observe that M NA (ζ, k) and J NA (ζ, k) are both equal to zero for all ζ and k if E is a line bundle, which fundamentally comes from the fact that the stability condition (Definition 1.4) is vacuous for line bundles (i.e. there exists no subsheaf F ⊂ E with 0 < rk(F) < rk(E) if E is a line bundle). In particular, Proposition 4.5 provides no nontrivial information for line bundles. 
In what follows, we take p to be an integer with p ≥ 2. Pick ζ ∈ sl(H 0 (E(k)) ∨ ) and define h σt to be the Bergman 1-PS emanating from h k generated by ζ. In Theorem 3.5 (or [12, Theorem 1]), we proved that there exists a constant c k > 0 that depends on k such that
uniformly for all t ≥ 0 and ζ ∈ sl(H 0 (E(k)) ∨ ). It seems natural to conjecture that the above inequality can be strengthened as follows (see also [12, Remark 3.10] ). 
It is tempting to point out an analogy with the case for the Kähler-Einstein metrics, in which a similar inequality was achieved by establishing the partial C 0 -estimate ( [10, 24] ; see also [3, Section 6] ). For the vector bundles, a natural statement for the partial C 0 -estimate may be the following. Let {h t } t≥0 be the solution to the Yang-Mills flow starting at h 0 and let · be an appropriate Sobolev norm. Then the partial C 0 -estimate would claim that for all ǫ > 0 there exists k = k(ǫ) ∈ N such that for each h t there exists a Fubini-Study metric h ′ t ∈ H k at level k such that h t − h ′ t < ǫ for all t ≥ 0; the crucial part is that k can be chosen uniformly for all t. This, together with Theorem 3.5, will certainly imply Hypothesis 5.1 along the Yang-Mills flow. 
In .3)). Unlike the case of varieties, it turns out that such a classical C p -completion suffices for our purpose; this is perhaps related to the geodesic completeness of H ∞ (or H [p] , as stated in the lemma below).
We Proof. The first item is straightforward. The second can be proved as in Lemma 1.12. The third follow from Proposition A.2 proved in the appendix. The fourth follows from the continuity of M Don . The fifth can be proved by explicitly writing down the geodesic {h s } 0≤s≤1 as h s = exp(s log hh From now, our aim is to prove that the Donaldson functional achieves the minimum over the space H [p] if E is slope stable. Throughout in what follows, we pick and fix some p ≥ 2 and a reference hermitian metric h ref ∈ H ∞ once and for all, and consider M Don := M Don (−, h ref ) to be defined over H [p] .
Observe first that E is simple by Lemma 1.2, and hence the critical point of M Don is the unique minimum by Proposition A.2. Theorem 1.8 implies that there exists a sequence h k ∈ H k of Fubini-Study metrics that converge to h ref in C 2p+2 for any p ≥ 2. We define the reference metric at each k to be the one defined by h k := Q * (k)Q(k).
Before stating and proving Proposition 5.7, which is the main result of this section, we prove the following rather technical lemma that we need in its proof.
Lemma 5.6. Suppose that we have a sequence {h t i ζ i } i∈N , where
. Suppose also that each h t i ζ i satisfies the scaling convention (5.3) . For any fixed constant ǫ J ∈ (0, 1/4) the following holds:
Proof. For each ζ i we shall construct a path {ξ i,τ } 0≤τ ≤1 in gl(H 0 (E(k i )) ∨ ) such that ξ i,0 = ζ i and ξ i,1 satisfies the first three properties in the statement. For each η ∈ gl(H 0 (E(k i )) ∨ ) we define h η to be Q * (k i )e η * e η Q(k i ), and view the Donaldson functional as a map defined on gl(H 0 (E(k i )) ∨ ) by
which implies that its derivative δM Don | η at η is a linear map
We further restrict the domain of δM Don | η to the set of hermitian matrices, and considerη that is hermitian. Since δM Don | η is a linear map inη of (real) rank 1, the real dimension of its kernel is
enough for all i, we can thus define a smooth vector field on gl(H 0 (E(k i )) ∨ ) in such a way that it defines a tangent vectorη at η with the properties that •η commutes with η (thus we may assume thatη and η are both diagonal), and
By applying the cutoff function, we may further assume that the vector field is compactly supported in the region
Observe also that, given a smooth vector field that is supported on the above compact region of gl(H 0 (E(k i )) ∨ ), we can always construct its integral curve emanating from ζ i . Thus we can construct a path {ξ i,τ } 0≤τ ≤1 , with ξ i,0 = ζ i and ξ i,τ − ζ i op ≤ 2ǫ J for 0 ≤ τ ≤ 1, so that J NA (ξ i,τ , k i ) is monotonically increasing in τ . Moreover, writing w1(i, τ ), . . . , wν (i, τ ) for the weights of ξ i,τ (as defined in (3.5)) and recalling J NA (ξ i,τ , k i ) = w1(i, τ ) − wν(i, τ ) (Definition 4.1), the above argument means that either w1(i, τ ) increases or wν(i, τ ) decreases (or both) as τ increases (ifν =1 we simply choose the tangent vector at ξ i,0 = ζ i to split the w1(i, 0)-eigenspace and continue), which then implies that J NA (ξ i,τ , k i ) increases at least by the above increment in w1(i, τ ) or wν (i, τ ), as τ increases. Thus, we can construct a path {ξ i,τ } 0≤τ ≤1 such that its endpoint
. Finally, note that we may add a constant multiple of the identity to ξ i,1 so that ξ i := ξ i,1 +c ξ I satisfies the fourth property stated in the lemma, i.e. h t i ξ i satisfies the scaling convention (5.3). Since h t i ζ i satisfies (5.3) and ξ i,1 − ζ i op ≤ 2ǫ J , we have |c ξ | ≤ 2ǫ J and hence 3) , we establish all the four conditions stated in the lemma.
The following is the main technical result of this section. Proof. As we saw in Proposition 5.3, Hypothesis 5.1 and slope stability of E implies that M Don is bounded below over H ∞ . We pick a > 0 so that the interval [−a, a] contains the infimum of M Don over H ∞ . Let
We fix some notation. Pick ǫ > 0 to be sufficiently small, so that 2a > a + ǫ. Given a minimising sequence {h i } i∈N ⊂ A for M Don , Corollary 1.9, afforded by Theorem 1.8, implies that for each h i there exists a Fubini-Study metrich i ∈ H k i such that
by taking k i ∈ N to be sufficiently large. Then, writing
we get a sequence {h i } i∈N in A ǫ of Fubini-Study metrics (withh i ∈ H k i ), which approximates the sequence {h i } i∈N . By choosing each k i to be large enough, we may assume that the sequence {h i } i∈N itself is a minimising sequence for M Don . Recalling the scale invariance of M Don (1.3), we may further assume that for all i ∈ N the metrics h i andh i satisfy the scaling convention (5.3).
Our aim in what follows is to prove that there exists a minimising sequence for M Don that contains a convergent subsequence in H [p] .
Suppose not. Then no minimising sequence for M Don contains a convergent subsequence in H [p] . Pick an arbitrary minimising sequence {h i } i∈N ⊂ A. By taking k i 's to be large enough, we may further assume that its Fubini-Study approximation {h i } i∈N (which also defines a minimising sequence for M Don ) contains no convergent subsequence in the C p -norm either. Thus, the Arzelà-Ascoli theorem implies that the C p+1 -norm ofh i cannot be bounded.
We may writeh
where ζ i ∈ gl(H 0 (E(k i )) ∨ ) and ζ i op = 1. Further, by using Lemma 5.6, we may replace ζ i by ξ i for each i, so that
is still a minimising sequence for the Donaldson functional; in particular {h ′ i } i∈N ⊂ A ǫ . Observe that Lemma 5.6 implies that eachh ′ i satisfies the scaling convention (5.3). Recalling our original hypothesis that no minimising sequence contains a convergent subsequence, {h ′ i } i∈N contains no convergent subsequence in the C p -norm, and hence the C p+1 -norm ofh ′ i cannot be bounded. Recalling that {h k } k∈N , with h k i := Q * (k i )Q(k i ), is assumed to converge to h ref in the C 2p+2 -norm, Proposition 2.2 implies that ξ i t i op cannot remain bounded as i → +∞. Recalling the convention ζ i op ≤ 1 from Section 3.1 (or [12, Remark 2.1]) and ξ i − ζ i op ≤ 1 (which together imply ξ i op ≤ 2), this in particular implies that the sequence {t i } i∈N ⊂ R ≥0 is unbounded. Thus, by taking a subsequence if necessary, we may assume that t i increases monotonically to +∞ as i → +∞. Now, Proposition 5.3 and Lemma 5.6 (see also Remark 5.8 concerning the scaling) imply that
as i → +∞; note that the inequality
which follows from the slope stability of E by Proposition 3.3, is crucial in the above. Hence
for all large enough i, contradicting {h ′ i } i∈N ⊂ A ǫ . Summarising our discussion above, our original assumption that no minimising sequence for M Don contains a convergent subsequence in H [p] leads to a contradiction, and hence there must exist a minimising sequence for M Don which contains a convergent subsequence in H [p] . We write its limit as h min , which is a well-defined hermitian metric in H [p] by the scaling convention (5.3) and necessarily attains the minimum of the Donaldson functional.
Remark 5.8. In the above proof, we wrote M NA (ξ i , k i ) for ξ i ∈ gl(H 0 (E(k i )) ∨ ) and used the results in Sections 3 and 4 for ξ i ∈ gl(H 0 (E(k i )) ∨ ), although strictly speaking these results were stated only for sl(H 0 (E(k i )) ∨ ). This is not significant, since we may perform rescaling as It remains to show that h min , which attains the minimum of M Don , is the smooth Hermitian-Einstein metric. More precisely, we prove the following.
Proposition 5.9. Suppose that h min ∈ H [p] attains the minimum of M Don over H [p] , and that E is simple. Then h min is unique in H [p] . Moreover, h min is smooth and satisfies Proof. This follows from Propositions 5.7 and 5.9.
In other words
Proof of Theorem 1. We only need to deal with the case where E is slope polystable but not stable. In such case we have a holomorphic splitting E = ⊕ j E j , with each E j being a slope stable (and hence irreducible) bundle. We apply Theorem 5.10 to each irreducible component E j , which provides us with the Hermitian-Einstein metric on each E j with Einstein constant µ(E j ). Since E is slope polystable the slopes of the E j are all equal, and hence the direct sum of Hermitian-Einstein metrics on E j gives the Hermitian-Einstein metric on E.
Appendix A.
Convexity of the Donaldson functional
We review a proof of the well-known theorem that the Donaldson functional is convex along geodesics in H ∞ . The aim of presenting the proof of such a well-known result is firstly to make explicit that the same argument carries over to the H [p] version of it as stated in Proposition A.2, and secondly to provide various formulae that will be useful later in the proof of Theorem B.5. Proof. Let {h t } t ⊂ H ∞ be a path of hermitian metrics on E parametrised by t ∈ (−ǫ, ǫ) ⊂ R. We recall the infinitesimal variation of curvature when we vary t, following [16, Section 4.2] . Suppose that the infinitesimal variation of hermitian metrics can be written as u := ∂ t | t=0 h t (as an element in Γ C ∞ X (E ∨ ⊗ E ∨ )), and that we write a t for the connection 1-form on E defined by h t and∂. Then, by fixing a holomorphic frame to use tensorial notation, we have
for each β, γ = 1, . . . r, as in (1.4.10) or (4.2.9) of [16] . Differentiating this equation with respect to t, we get
is the (1, 0)-part of the covariant derivative on the dual vector bundle E ∨ defined by h 0 (and∂) as
Hence we get
by defining u α β := γ (h 0 ) αγ u βγ , as in [16, (4.2.12) ], where we used ∇
The appearance of the dual in (A.1) and (A.2) can be seen e.g. from u ∈ Γ C ∞ X (E ∨ ⊗ E ∨ ) (see also [16 
At each point x ∈ X we may choose a normal coordinate system so that the connection 1-form a 0 of h 0 vanishes at x. With respect to this coordinate system, the equation (A.2) means that the variation of the curvature is given by
Since this equation is tensorial, i.e. covariant under the change of coordinate systems, we get
0 ∂ t | t=0 h t ) irrespectively of the coordinate system chosen.
We now proceed with the proof of convexity. Along any path
t ∂ t h t ) = 0 means that the second term in the above integral vanishes. Moreover, recalling (A.3), we find
and thus M Don is convex, since by the cocycle property of the Donaldson functional (1.2) we may take any point of H ∞ to be the reference metric.
Suppose now that E is irreducible and that ∇ (E). This means that the set of fibrewise eigenvalues of v 0 can be written as {b α } α , where each b α is a real constant since v is parallel and hermitian. The subbundle E α defined by E α := ker (v − b α Id E ) is holomorphic since∂v 0 = 0, and gives the decomposition E = α E α , which contradicts irreducibility except for the case when v 0 is of the form b · Id E , b ∈ R (see also [18, Proposition 1.1.17] ). Thus we get h t = e bt h 0 , i.e. {h t } t is a trivial geodesic, thereby concluding that the Donaldson functional is strictly convex along nontrivial geodesics in H ∞ .
Finally, suppose that there exist two critical points h 0 , h 1 ∈ H ∞ of M Don . Since H ∞ is geodesically complete, we may take a geodesic path {h t } t connecting h 0 and h 1 . The convexity of M Don implies that h t must attain the minimum for all 0 ≤ t ≤ 1. If E is irreducible, the strict convexity along nontrivial geodesics that we established above implies that {h t } t must be of the form h t = e bt h 0 for some b ∈ R, and hence h 1 = e b h 0 . Thus the critical point of M Don is unique up to an overall constant scaling. Our aim in this section is to find a sufficient condition for the Donaldson functional to remain bounded from below, in relation to a certain quantitative C 0 -estimate. Such a condition can be stated more precisely as follows.
Definition B.1. A hermitian metric h ∈ H ∞ is said to be δ-bounded with respect to h 0 ∈ H ∞ if it satisfies the following: writing λ max (x) (resp. λ min (x)) for the largest (resp. smallest) eigenvalue of hh Remark B.2. Note that the above condition is equivalent to quantitatively bounding the C 0 -norm of log hh −1 0 , up to fixing an overall constant multiple. We prefer the above formalism not to be bothered by the overall scaling.
In relation to bounding log hh 
Thus, by using Cauchy-Schwarz, we have
where the norm · L 2 is defined by
Thus, defining a constant
we see that
Suppose now that E is irreducible. Then ∇v =∂v = 0 implies that v is a constant multiple of Id E , as we saw in the proof of Proposition A.1. In particular, defining the Bochner Laplacian ∇ * ∂ by X tr(∇v,∂v) ω n n! = X tr(v, ∇ * ∂ v) ω n n! , and writing Herm(E) for the set of all hermitian endomorphisms with average zero, we see that the first eigenvalue of ∇ * ∂ | Herm(E) , which is a self-adjoint linear elliptic operator, is nonzero. (A particularly important case is when E is simple, i.e. End O X (E) = C, where the kernel of the∂-operator on End C ∞ X (E) is C · Id E .) Thus the operator ∇ * ∂ is invertible on Herm(E) and there exists a constant C ∇ * ∂ (h 0 ) > 0 which depends only on h 0 such that
Thus we finally get, by noting ∇(v −v) = ∇v, C ∇ * ∂ (h 0 ) > 0, C(δ) > 0, and by completing the square,
Recalling C(δ) = δ − 1 − log δ (log δ) 2 ∼ 1 log δ −1 when δ > 0 is small enough, we get the result.
