Abstract
Introduction
Video analysis and tracking is a fundamental problem of extracting two-dimensional (2D) information in the applications of image processing, computer vision, video surveillance, image synthesis for contents creation, human-computer-interaction (HCI), video compression, and etc [1] . Most existing video surveillance systems just record and transmit video for crime prevention or monitoring traffic flow. Recent advances in video analysis, however, enable detection of moving objects, tracking, classification, recognition, synthesis, and behavior analysis. This technique can be applied to intelligent traffic information system, telemedicine, home networking, and military surveillance, to name a few.
Video tracking represents a series of procedures for localizing object, recognizing shape, and tracing the trajectory. Because the tracking system utilizes temporal change and spatial movement, a moving object should first be differentiated from stationary background [2] . In this context, if an object's motion is very small, the object may not be detected from the frame difference image. Furthermore two or more objects are considered as a single object when occlusion occurs. For this reason adaptive background generation is necessary for robust tracking under unstable environment with illumination change, dynamic shading, or camera jitter [3] . There have been various approaches for tracking according to the characteristics of features, such as shape, location, color, motion, number of objects, and etc. Among them one popular method uses block matching [5] , which is based on the assumption that shapes do not change in the corresponding rectangular block. So block matching-based tracking method frequently fails when there is a change inside the block or when an object in the block is similar to the surrounding background. Furthermore, failing rate significantly increases with variable size of a shape or partial occlusion. This paper presents an adaptive background generation method that can be a fundamental building block for robust tracking by solving problems of block matching. After generating background the proposed method computes a set of shape control points (SCPs). The set of equispaced SCPs reconstruct the object's shape and the tracking is performed based on a block containing the SCPs. After the completion of an iteration of tracking, the resulting background is updated for the following iteration for robust tracking. We also compute the centroid of SCPs and preserve the distance between adjacent SCPs at a regular interval of frames. This paper is organized as follows. Section 2 presents block matching-based object shape tracking. Section 3 presents the proposed object shape control point tracking system. Finally section 4 summarizes experimental results, and section 5 concludes the paper.
2.
Block Matching-Based Shape Tracking Figure 1 . The block diagram of proposed block matching-based object shape tracking
Overall structure of the proposed object shape tracking system is shown in Figure 1 . The proposed system consists of: (i) background generation, (ii) motion detection and shape control point (SCP) extraction, and (iii) object shape tracking modules. Typical difference-based methods without generating background often fail when adjacent frames have little difference. In order to solve this problem we compute difference between generated background and the input image for detecting object's moving region, and them track the object's shape using block matching. In generating background, we use only blocks with sufficiently small matching error.
These blocks can efficiently generate background because they do not have variations of objects or background. However, a median filter is necessary to compensate blocking artifacts due to removed blocks with large matching error. For this reason, background generation enables more accurate detection of moving region, and is robust to shape variation. After detecting the region of the object, we compute object's boundary information by using morphological and edge operations for extracting SCPs. The boundary differentiates the object from background by classifying SCPs and the candidate of shape control points (CSCPs). SCPs are used for tracking object's shape, and CSCPs are used for updating SCPs when deformation or occlusion occurs.
In this work we use a block matching method, which is combined with background generation and updating, for tracking deformable objects. More specifically, if occlusion occurs, the size of moving region and the number of SCPs are used to decide whether the current SCPs are to be replaced by suitable CSCPs.
Block Matching-Based Object Shape Control Point (SCP)
Once a stable background is generated, object's moving region can easily be detected by comparing adjacent frames. In this work we generate background using only blocks with smaller matching error than a prespecified threshold. Use of the selected blocks can deal with internal motion and illumination change, and consequently maximizes the correlation of matched blocks. This paper adopts sum of absolute difference (SAD) as a metric for the matching error as (1) where p and q respectively represent the horizontal and the vertical sizes of a block. If SAD is smaller than a threshold, background is generated at the corresponding block region. Otherwise, median filter is used to remove blocking artifact. The median filter is defined as
Although the median filter is robust against noise and illumination change, it is still possible to lose object due to dynamic environment, such as background change, internal reflection, and motion change, to name a few. In order to solve this problem, it is necessary to keep updating background, which can be expressed as
For detecting object's moving region using the generated background, we use the following threshold separation method.
where ) (t DI represents existence of difference between background and input image frame. As given in (4), if ) (t DI is larger than the threshold, the corresponding region is defined as a moving region. Otherwise, the region is considered as background.
Shape Control Point (SCP)
For defining SCPs, we use object's boundary information, obtained by edge detection. Common mistakes in feature-based tracking methods include misinterpretation of the same object as another. In order to solve this misinterpretation problem, grouping objects is required by saving object's boundary information in one-dimensional array (1D). Figure 2 shows the result of classification among background, object, and object's boundary.
Figure 2. Classification of important regions for object detection
SCPs provide object's boundary information by detecting edges in the process of moving region detection from the generated background. Object's boundary is detected by using the Laplacian operator as 
Edge includes object's boundary information, which is saved in 1D array, and only feasible edge points are defined as SCPs as 
where k represents an empirically determined constant. Figure 3 illustrates how to define SCPs by matching 5x5 blocks. SCPs are located at the center of the block, and each block consists of background, object, and CSCPs. Location of a deformable object is determined by the SCP at the center of the block. If object's shape deformation or occlusion occurs, SCP cannot guarantee the correct location of the object. In order to solve this problem we use CSCPs. Object's shape can be tracked based on block matching without using background generation. This method extracts SCPs by using the proposed moving region detection method.
Object's Shape Tracking Using SCPs
This simple method is easily affected by similarity between object and background, object deformation, occlusion, illumination change, and etc. In order to solve these problems we present different methods that combine background generation and block matching. The proposed method preserves the relative location of SCPs by computing distances between adjacent SCPs.
More specifically, SCPs located inside the permissible range of error are maintained, while others are replaced by new SCPs. Figure 4 shows SCPs obtained from the generated background. 
Experimental results
The set of test images include computer-generated fish image and an outdoor image acquired by a video camera as shown in Figure 5 . All test images have 320x240 gray-scale pixels. The fish image has similar distribution in both object and background regions, and its object keeps deforming.
The outdoor image has multiple objects with occlusion.
(a) Computer-generated fish image (b) Outdoor image with occlusion Figure 5 . Test images Figure 5 (a) has the worst case conditions for general block matching, such as similar distribution of object and background and object's deformation. While existing block matching-based methods often fail in tracking deformable objects in this sequence, the proposed algorithm provides reliable tracking performance. Figure 6 shows object moving region detection using background generation and the corresponding SCP extraction. As shown in Figures 6(b) and 6(c), the proposed method can efficiently remove noise in front of the real object. Figure 7 shows the result of tracking by using block matching only (BMO). And Figure 8 shows the result of the same tracking by using combined block matching and background generation (BMBG). Figure 8 . Deformable object tracking using BMBG with 11 initial SCPs, K=30, 5x5 blocks, and 60 frames.
The fish image has significant amount of shape changes especially at the tail part of the fish. In order to deal with the dynamic tail part, we change the number of SCPs, and keep the same SCPs on the static region. Figure 9 compares tracking performance of BMO and BMBG methods for the fish image. We used 11 initial SCPs and K=30 for the BMO algorithm. BMBG algorithm recalculates SCPs for possible updates. The existence of occlusion is determined by comparing the size of moving region and the number of SCPs inside the object's boundary. Once occlusion occurs, BMBG method is activated to track the occluded object. Figure 10 shows the set of reconstructed SCPs after occlusion is removed. Tracking result using the outdoor image. The initial background is generated using 50 frames. 5x5 blocks, and threshold of 25 are used.
Conclusions
In this paper we presented a block matching-based background generation and non-rigid shape tracking algorithm. The proposed adaptive background generation module serves as a fundamental building block for robust tracking by solving inherent problems of existing block matching algorithms. After generating background the proposed shape tracking module extracts object's moving region based on SCPs.
A major contribution of this paper is BMBG the combination of block matching and background generation, which enables robust tracking even with occlusion. Extensive experiments have been performed using the computer-generated fish image and the outdoor image. Experimental results prove that the proposed method can provide robust tracking with multiple objects, occlusion, and complicated background.
