Abstract Let X be a smooth cubic hypersurface, and let F be the Fano variety of lines on X. We establish a relation between the Chow motives of X and F . This relation implies in particular that if X has finitedimensional motive (in the sense of Kimura), then F also has finite-dimensional motive. This proves finitedimensionality for motives of Fano varieties of cubics of dimension 3 and 5, and of certain cubics in other dimensions.
Introduction
The notion of finite-dimensional motive, developed independently by Kimura and O'Sullivan [15] , [1] , [19] , [14] , [10] has given important new impetus to the study of algebraic cycles. To give but one example: thanks to this notion, we now know the Bloch conjecture is true for surfaces of geometric genus zero that are rationally dominated by a product of curves [15] . It thus seems worthwhile to find concrete examples of varieties that have finite-dimensional motive, this being (at present) one of the sole means of arriving at a satisfactory understanding of Chow groups.
The present note aims to contribute something to the list of examples of varieties with finite-dimensional motive, by considering Fano varieties of lines of smooth cubics over C. The main result is as follows:
Theorem (=theorem 4) Let X ⊂ P n+1 (C) be a smooth cubic hypersurface, and let F (X) denote the Fano variety of lines on X. If X has finite-dimensional motive, then also F (X) has finite-dimensional motive.
In particular, this implies that for smooth cubics X of dimension 3 or 5, the Fano variety F (X) has finitedimensional motive. In the first case, the dimension of F (X) is 2, while in the second case it is 6. The case n = 3 is also proven (in a different way) in [5] . Some more examples where theorem 4 applies are given in corollary 17.
CNRS -IRMA, Université de Strasbourg 7 rue René Descartes 67084 Strasbourg cedex France E-mail: laterv@math.unistra.fr Theorem 4 follows from a more general result. This more general result relates the Chow motives of X and F = F (X) for any smooth cubic:
Theorem (=theorem 5) Let X ⊂ P n+1 (C) be a smooth cubic hypersurface. Let F := F (X) denote the Fano variety of lines on X, and let X [2] denote the second Hilbert scheme of X. There is an isomorphism of Chow motives h(F )(2) ⊕ n i=0 h(X)(i) ∼ = h(X [2] ) in M rat .
This relation of Chow motives is inspired by (and formally similar to) a relation between X and F in the Grothendieck ring of varieties that was discovered by Galkin-Shinder [7] (cf. remark 16).
Conventions All varieties will be projective irreducible varieties over C.
All Chow groups will be with rational coefficients: for X smooth of dimension n, we will write A j (X) = A n−j (X) for the Chow group of codimension j cycles with Q-coefficients modulo rational equivalence. We will write A j hom (X) and A j AJ (X) for the subgroups of homologically trivial (resp. Abel-Jacobi trivial) cycles. The category M rat will denote the contravariant category of pure motives with respect to rational equivalence, as in [23] , [19] . For a morphism f : X → Y between smooth varieties, we will write
Finite-dimensionality
We refer to [15] , [1] , [19] , [10] , [14] for basics on the notion of finite-dimensional motive. An essential property of varieties with finite-dimensional motive is embodied by the nilpotence theorem:
Theorem 1 (Kimura [15]) Let X be a smooth projective variety of dimension n with finite-dimensional motive. Let Γ ∈ A n (X × X) be a correspondence which is numerically trivial. Then there is N ∈ N such that
Actually, the nilpotence property (for all powers of X) could serve as an alternative definition of finitedimensional motive, as shown by a result of Jannsen [14, Corollary 3.9] . Conjecturally, all smooth projective varieties have finite-dimensional motive [15] . We are still far from knowing this, but at least there are quite a few non-trivial examples: 
Remark 3
It is an embarassing fact that up till now, all examples of finite-dimensional motives happen to lie in the tensor subcategory generated by Chow motives of curves, i.e. they are "motives of abelian type" in the sense of [26] . On the other hand, there exist many motives that lie outside this subcategory, e.g. the motive of a very general quintic hypersurface in P 3 [4, 7.6 ].
Main theorem
This section contains the proof of the main result of this note, as announced in the introduction: 
Proof The argument hinges on the following geometric relation between X and F , which is specific to cubics:
be a smooth cubic hypersurface, and let X [2] denote its second Hilbert scheme. There exists a birational map
where W is a P n -bundle over X. The map φ admits a resolution of indeterminacy
Here the morphism φ 1 : Y → X [2] is the blow-up with center τ : Z ⊂ X [2] of codimension 2, and Z has the structure of a P 2 -bundle p : Z → F . The morphism φ 2 : Y → W is the blow-up with center τ ′ : Z ′ ⊂ W of codimension 3, and Z ′ has the structure of a
commutes, where E ⊂ Y denotes the exceptional divisor of φ 1 and φ 2 , and f (resp. f ′ ) denotes the restriction of φ 1 (resp. φ 2 ) to E. For the "Moreover" part, we inspect the proof of [30, Proposition 2.9] . This proof contains an explicit description of the exceptional divisor E (denoted Q P 2 in loc. cit.):
Proof
where the pair x + y is in X [2] and ℓ denotes a line. The morphism f sends a triple (u, x + y, [ℓ]) to the pair (x + y, [ℓ]). The image f (E) is the locus of length 2 subschemes x + y ∈ X [2] contained in a line ℓ. Thus, f (E) identifies with Z (denoted P 2 in loc. cit.), and p • f sends (u,
This proves the "Moreover" assertion of proposition 6.
We now proceed with the proof of theorem 5. As is well-known, a birational map φ : X [2] W induces homomorphisms
defined by the correspondenceΓ φ (the closure of the graph of φ) resp. its transpose. As a first step, we relate F and X [2] on the level of Chow groups:
Proposition 7 Let X ⊂ P n+1 (C) be a smooth cubic hypersurface, and let F = F (X) be its Fano variety of lines. The map
is an isomorphism for all j.
Proof It will be convenient to prove proposition 7 in a more abstract set-up. That is, we forget for the time being that we are dealing with cubics and Fano varieties and we only keep the geometric structure provided by proposition 6. In this abstract set-up, we will prove the isomorphism of proposition 7:
Proposition 8 Let V and V ′ be smooth projective varieties of dimension m. Assume there is a birational map
and a commutative diagram
where φ 1 is the blow-up with smooth codimension 2 center τ : Z ⊂ V , and φ 2 is the blow-up with smooth codimension 3 center
where E denotes the exceptional divisor of φ 1 and φ 2 , and f (resp. f ′ ) denotes the restriction of φ 1 (resp. φ 2 ) to E, and p (resp. p ′ ) is a P 2 -bundle (resp. P 1 -bundle) over a smooth projective variety F . Then the map
Proposition 7 is then the conjunction of propositions 6 and 8. We now prove proposition 8. For any j, there is a diagram with split-exact rows
Here, the arrow labelled α is defined as (c 1 (G)·f * (), τ * ) where G is the excess normal bundle of the embedding Z ⊂ V (as defined in [6, Section 6.7]). A left-inverse to α is given by (a, b) → f * (a). The arrow labelled β is defined as i * − (φ 1 ) * , where i : E → Y denotes the inclusion morphism. The arrow labelled α ′ is defined as
, where G ′ is the excess normal bundle of the embedding
These are general properties of blow-ups with smooth centers [6, Proposition 6.7(e)].
The arrow labelled τ is defined as (φ 1 )
is commutative. The arrow labelled ψ is defined as f
is commutative (here i Z is the inclusion Z → V , and for the upper square we have used [6, Proposition 6.7(a)]). The commutativity of (2) and (3) proves commutativity of diagram (1) .
Since the diagram (1) is commutative with exact rows, there exists a map γ making the diagram
commute. Applying the snake lemma to diagram (4), we find an exact sequence
We now state some lemmas about the arrows in (5):
Lemma 9
The arrow labelled g in (5) is surjective.
Proof Let c be an element in ker τ , i.e. c ∈ A j (Y ) with (φ 1 ) * (φ 1 ) * (c) = 0. As (φ 1 ) * is injective, we must have (φ 1 ) * (c) = 0, and so (as c restricts to 0 in A j (Y \E)) the element c comes from an element d ∈ A j−1 (E). The element d can be written in a unique way as
where
Using the commutativity of diagram (3), we find that
On the other hand, we have
(here, we have used the splitting property f * (f
, and so
Thus, we have equality c = i * (d 1 ) in A j (Y ) and d 1 ∈ ker ψ, proving the arrow g is surjective.
Lemma 10
The arrow labelled h 1 in (5) is 0.
is in the image of ψ, and so the arrow h 1 is 0.
Lemma 11
The arrow labelled k in (5) is 0 when restricted to Coker (φ * ).
Proof The map
which shows the arrow k is 0.
Applying lemmas 9, 10, 11 to the exact sequence (5), we find that the sequence (5) contains an isomorphism
Let us now determine the cokernel of the map γ:
Lemma 12 There exist isomorphisms
(defined by diagram (4)) sends A j−3 (F ) isomorphically to A j−3 (F ), and A j−4 (F ) isomorphically to A j−4 (F ).
Proof Since p ′ : Z ′ → F is a P 1 -bundle, we can write any a ′ ∈ A j−3 (Z ′ ) uniquely as
where f k ∈ A k (F ) and h ′ ∈ A 1 (Z ′ ) denotes the tautological class. This furnishes the second isomorphism required in lemma 12.
We now consider the image of a ′ under the induced map
By the above description of the maps in the diagram (4) defining γ, we have that
(Here we have used the splitting property f * (f
(Here, we have used the "Moreover" part of proposition 6, plus the projection formula.)
Likewise, a cycle of the form (p
Let us now define
By what we have just seen, the map γ :
and this completely determines the map γ. The isomorphism
required in lemma 12 is now furnished by the following sublemma:
Sublemma 13
Any a ∈ A j−2 (Z) can be written uniquely as
Proof First, we claim that h 1 ∈ A 1 (Z), h 2 ∈ A 2 (Z) have the following property:
for some g ∈ A 1 (Z). To see this, note that
(Here, the first equality is just the definition of h 2 ; the second equality is the "Moreover" part of proposition 6; the third equality is the projection formula; the fourth equality is the fact that -as noted above-(p ′ ) * is a left-inverse to the arrow α ′ .) This proves the first part of the claim. For the second part of the claim, let h be the tautological class of the P 2 -bundle p : Z → F . We can write
where c 1 ∈ Q and d ∈ A 1 (F ). Let us suppose for a moment that c 1 were 0, so h 1 = p * (d). Then we would have for any f j−3 ∈ A j−3 (F ) that
In particular, taking j = m − 1 we have f m−4 · d = 0 (since dim F = m − 4), and so this would imply that
Since we know that
is an isomorphism, this would imply that
In view of the description of γ given in (7), this would imply that
But then we would have Coker
is an isomorphism, and so any cycle of the form
will be in the cokernel of γ). In view of the isomorphism (6), this would mean that also
But this is a contradiction: any curve class on V is represented by a cycle supported on the open V \ Z (and likewise on V ′ ), and so there is an isomorphism φ * :
. It follows that c 1 = 0 and so
h, this proves the second part of the claim. Sublemma 13 is now readily proven: it follows from the equalities (8) there are relations
The projective bundle formula implies that any a ∈ A j−2 (Z) can be written as
where f k ∈ A k (F ). Plugging in the relations (9), we find
. It remains to prove unicity in sublemma 13: suppose f k ∈ A k (F ) is such that
Then in particular
But the left-hand side equals p * (h 2 · p * (f j−4 )) = f j−4 and so f j−4 = 0. Similarly, the assumption implies
(where we have used the equality (8)). Finally, the assumption implies that
(where we have used again the equality (8)), and so we are done. This proves sublemma 13, and hence lemma 12.
We are now in position to wrap up the proof of proposition 8. Combining the isomorphism (6) and lemma 12, we obtain an isomorphism
This proves proposition 8. Indeed, it follows from this isomorphism of cokernels there is a commutative diagram with exact rows
As we have seen, the upper row is split exact (lemma 12), and a right-inverse to δ is given by the pull-back p * (sublemma 13). It follows the lower row is also split and proposition 8 is proven.
The second step of the proof of theorem 5 consists in extending proposition 7 to a "universal isomorphism" of Chow groups: Proposition 14 Let X ⊂ P n+1 (C) be a smooth cubic hypersurface, and let F = F (X) be its Fano variety of lines. Let M be any smooth projective variety. The natural map
Proof For any variety
Again using proposition 6, we find that the map φ M admits a resolution of indeterminacy
Here the morphism (φ 1 ) M is the blow-up with codimension 2 center Z M ⊂ (X [2] ) M , and the morphism (φ 2 ) M is the blow-up with codimension
That is, we are in a set-up where we may apply proposition 8 (with V = (X [2] ) M and V ′ = W M ) , and so proposition 14 is proven.
In the third and final step of the proof of theorem 5, we relate F and X [2] on the level of Chow motives.
Proposition 15 Let X ⊂ P n+1 (C) be a smooth cubic hypersurface, and let F = F (X) be its Fano variety of lines. The map Proposition 15 proves theorem 5, since
(this is the projective bundle formula for the P n -bundle W → X). Theorem 5 immediately implies theorem 4: if X has finite-dimensional motive (resp. motive of abelian type), then also X [2] has finite-dimensional motive (resp. motive of abelian type); moreover, the property of having finite-dimensional motive (resp. motive of abelian type) is preserved under taking direct summands.
Remark 16
In [7, Theorem 5.1], proposition 6 is used to establish a relation between a (not necessarily smooth) cubic X ⊂ P n+1 (k) and its Fano variety F := F (X) in the Grothendieck ring of varieties:
Theorem 5 shows that for smooth cubics over C, a similar relation holds on the level of Chow motives. , and alternatively in [20] and [9] ). This implies the motive of X is generated by curves [25, Theorem 4] . In case (iii), the argument is a combination of (i) and (ii): Let X be a cubic fourfold as in (iii). There is a (Shioda-style) rational map φ :
where C is a cubic Fermat curve and Y the cubic threefold defined by an equation
f (x 0 , . . . , x 3 ) + x 3 4 = 0 .
The indeterminacy locus S of φ is a union of smooth cubic surfaces, and X is dominated by the blow-up of Y × C with center S (these assertions are proven just as [24, Theorem 2] ). This blow-up has motive of abelian type.
The argument for case (iv) is similar: there is a (Shioda-style) rational map
where X 1 , X 2 are the cubic threefolds defined by the equation 
