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RESUME 
Le travail presente dans cette these porte sur I'approche integree de gestion optimale de 
production, de capacite, de remplacement, de maintenance corrective et preventive des 
ressources d'un systeme manufacturier. Lesdites ressources sont sujettes a une degradation 
progressive dans un environnement caracterise par des incertitudes. Le travail est developpe 
en quatre (04) phases. 
Dans la premiere phase, une etude est menee sur I'impact de I'introduction des strategies de 
maintenance corrective des equipements sur les decisions d'acquisition de capacite et de 
planification de la production. Le systeme constitue de plusieurs machines est modelise par 
un processus qui depend de la politique de maintenance corrective. L e probleme 
d'optimisation est ensuite resolu par des methodes numeriques. L'introduction des strategies 
de maintenance corrective dans le modele propose permet d'ameliorer la disponibilite des 
machines et reduit le cout total encouru, compare aux modeles existants. Cependant, dans 
cette premiere phase, nous ne tenons pas compte de la degradation de la machine, phenomene 
pourtant inherent en contexte manufacturier. En effet, les machines des systemes de 
production sont remplacees a long terme, ce qui demontre qu'il y a une degradation 
progressive. 
La deuxieme phase du travail a permis de prendre en compte cette realite. Pour cela, nous 
avons travaille sur des machines pour lesquelles le vieillissement se traduit par I'age que 
prend la machine chaque fois qu'une piece est fabriquee. De plus, le temps de reparation de 
ces machines croit avec le nombre de pannes. Une approche de recherche simultanee des 
strategies de production, de reparation et du remplacement de la machine est utilisee pour 
determiner les politiques optimales de reparation, de remplacement et de production. Bien 
que les temps de reparation deviennent de plus en plus longs au fil des reparations, dans 
cette phase, nous considerons que les activites de maintenance permettent de remettre I'age 
de la machine a zero, ce qui n'est pas realiste. D'ou I'apport de la prochaine phase. 
Dans la troisieme phase, les machines apres reparation ont un age non nul, appele age virtuel 
de la machine. Une approche hierarchique de prise de decision permettant au premier niveau 
de determiner la politique de reparation/remplacement de la machine et au second niveau la 
politique de production est utilisee. EUe montre que sous des hypotheses raisonnables, les 
decisions de reparation ou de remplacement peuvent etre fondees sur I'age de la machine et 
le nombre de paimes. Le niveau operatioimel de gestion peut ensuite determiner un plan de 
production pour le systeme en tenant compte de ces decisions. 
V 
Les phases deux (02) et trois (03) de notre travail apportent une contribution importante. 
EUes permettent de montrer que le nombre de pieces a mettre en stock pour se proteger des 
penuries durant les periodes de non production n'augmente pas seulement avec I'age de la 
machine, mais qu'il augmente egalement avec le nombre de paimes. 
Nous ne pouvions conclure ce travail sans explorer I'impact de I'introduction des strategies 
de maintenance preventive. En effet, la maintenance preventive est une des pratiques les plus 
courantes dans I'industrie manufacturiere. EUe permet d'ameliorer la disponibilite des 
equipements lorsque ces demiers subissent une degradation progressive et nous 1'avons 
integree dans la demiere phase. 
Dans la quatrieme phase de ce travail, nous introduisons la strategic de maintenance 
preventive et analysons son effet sur les differentes politiques. Le systeme est modelise par 
un processus qui prend en compte la deterioration et la maintenance preventive. Le modele 
est resolu par des methodes numeriques. Des analyses de sensibilite sont elaborees pour 
montrer la pertinence de I'approche et I'impact de I'introduction des strategies de 
maintenance preventive. 
Mots des : Commande optimale, planification de production, gestion de capacite, 
reparation/remplacement, deterioration, maintenance preventive, systemes manufacturiers. 
OPTIMAL STOCHASTIC CONTROL APPLIED TO THE CAPACITY 
MANAGEMENT OF DYNAMIC SYSTEMS IN MANUFACTURIN G 
ENVIRONMENT 
DEHAYEM NODEM, Fleur Ines 
ABSTRACT 
The work presented in this thesis deals with the integrated optimization of capacity, 
production, repair, replacement and maintenance plaiming of stochastic manufacturing 
systems. The resources of the manufacturing systems are subject to a gradual deterioration in 
an environment characterized by uncertainties. The work is developed in four (04) phases. 
In the first phase, a study is conducted on the impact of the introduction of corrective 
maintenance strategies of equipment on decisions to acquire capacity and on production 
planning. The system consists of multiple machines is modeled by a process that depends on 
the corrective maintenance policy. The optimization problem is solved by numerical 
methods. The introduction of corrective maintenance strategies in the proposed model 
improves machine availability and reduces the total incurred cost, compared to existing 
models. In this first phase, we consider that the machine does not age. In reality however, 
production systems machinery is replaced in the long term, which proves that there is a 
gradual deterioration. 
The second phase of work permits to take into account this reality. To do this, we worked on 
machines that age every time a part is manufactured. In addition, the repair time of the 
machines increases with the number of breakdowns. A simultaneous production, repair and 
replacement plaiming of the machine is used to determine optimal repair/replacement and 
production policies. Although repair times increase with the number of failures in this phase, 
maintenance activities can reset the age of the machine to zero value, which is not realistic 
hence the contribution of the third phase. 
In the third phase, after repairing the machines, they have a non-zero age value, called virtual 
age of the machine. A hierarchical decision-making approach allowing the first level to 
determine the repair / replacement policy of the machine and the second level the production 
policy is used. It shows that under reasonable assumptions, decisions of repair or replacement 
can be based on the age of the machine and the number of breakdowns already occurred. The 
operational level management can then determine a production plan for the system in light of 
these decisions. 
Phases two (02) and three (03) of this thesis provide an important contribution by showing 
that the number of parts to be stored to hedge against shortages during periods of non-
production increases with the age of the machine. The number of parts also increases with the 
number of breakdowns. Preventive maintenance is one of the most common practices in 
manufacturing. It improves the availability of equipment when they undergo a gradual 
deterioration. 
VII 
In the fourth phase of this work, we introduce preventive maintenance strategy and analyze 
its effect on various policies. The system is modeled by a process that takes into account the 
degradation and preventive maintenance. The problem is solved by numerical methods. 
Sensitivity analyses are developed to show the relevance of the approach and the impact of 
introducing the preventive strategies. 
Keywords: Optimal control. Production planning. Capacity management, repair/replacement, 
deterioration. Preventive maintenance. Manufacturing systems. 
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INTRODUCTION 
L'objectif de I'industriel est de satisfaire le client, I'actionnaire et I'employe, tout en faisant 
un maximum de profits. La realisation d'un maximum de profits se fait notamment en 
minimisant les couts lies a la gestion des ressources de I'entreprise. La gestion optimale des 
ressources necessite un dimensionnement convenable desdites ressources. L'entreprise a cet 
effet ne doit disposer que de la capacite qu'il faut et au moment opportun. Cela suppose la 
cormaissance de la capacite necessaire, de celle disponible a tout moment dans le systeme et 
de tout ce qui peut I'affecter. 
En contexte manufacturier, les ressources de production telles que les machines sont sujettes 
aux phenomenes aleatoires que sont par exemple les activites de production, les pannes, les 
reparations, les activites de maintenance et les variations de demande. Ces aleas se 
manifestent a travers les degradations que les machines subissent et affectent les strategies de 
production et de maintenance. 
La multiplication des pannes et des reparations associees a I'activite de production 
accentuent la degradation des machines et entraine des consequences telles que la diminution 
progressive de la limite de la charge de la machine appelee communement capacite ou celle 
de la disponibilite de la machine. Si cette diminution progressive n'est pas prise en compte 
lors des choix d'acquisition des ressources, leur gestion ne sera pas realiste. 
Les solutions les plus evidentes en matiere d'optimisation de la gestion des ressources sont 
les solutions telles que la planification optimale de la production, le controle optimal de 
maintenance (amelioration de la fiabilite ou de la disponibilite des equipements). Ces 
solutions se basent sur le concept selon lequel la capacite disponible dans le systeme est fixe 
ou bien varie peu. Or, dans le contexte industriel reel, la capacite change. Ce qui fait que si 
elle est insuffisante ou trop grande par rapport aux besoins, malgre I'utilisation de ces 
solutions, la minimisation des couts ne sera pas realiste. Une meilleure gestion devrait a cet 
effet integrer la planification optimale de capacite a la planification optimale de la production 
et au controle optimal de maintenance afin de faire une minimisation realiste des couts. 
L'objectif de cette these est d'elaborer la structure de la loi de commande qui determine 
simultanement les strategies optimales de gestion de ressources de production, de gestion de 
production et de controle de maintenance des systemes dynamiques en environnement 
manufacturier. L'approche utilisee vise a considerer non seulement la degradation des 
ressources, mais aussi a tenir compte de la performance des differentes interventions 
effectuees. 
Notre travail apporte une contribution scientifique en reformulant les modeles mathematiques 
existants pour integrer le vecu des machines en contexte manufacturier. Ces modeles sont 
resolus afin d'obtenir la loi de commande qui dorme simultanement I'instant optimal 
d'acquisition ou de reduction de capacite, les politiques optimales de production et de 
maintenance. Les resultats de nos travaux sont confirmes a travers des etudes par 
modelisation, resolution numerique et analyse de sensibilite sur des cas de systemes 
manufacturiers. Ces resultats permettront pour I'industrie, d'ameliorer la productivite des 
ressources materielles et humaines, de diminuer les couts totaux encourus et par consequent 
les couts de produits finis. 
Le prochain chapitre presente la structure des systemes manufacturiers et une revue de 
litterature associee a la problematique de la commande optimale stochastique appliquee a la 
gestion de capacite des systemes dynamiques en environnement manufacturier. 
CHAPITRE 1 
STRUCTURE DES SYSTEMES MANUFACTURIERS ET REVUE DE 
LITTERATURE 
1.1 Introductio n 
La premiere partie de ce chapitre presente la structure des systemes manufacturiers, domaine 
dans lequel s'est orientee la presente these. Nous presentons dans la deuxieme partie du 
chapitre une revue de litterature sur les systemes manufacturiers. Le chapitre se termine par 
la methodologie, les contributions et la structure de cette these. 
1.2 Structur e des systemes manufacturier s 
Un systeme se definit comme un ensemble d'elements ou d'entites qui interagissent entre eux 
selon un certain nombre de principes ou de regies. La figure 1.1 presente la structure globale 
du systeme considere dans cette these avec ses entites, representees par des rectangles. Dans 
chaque rectangle est inscrit le nom de I'entite, ce dernier se rapportant a son contenu ou a sa 
fonction. 
Les entites d'un systeme manufacturier interagissent a I'aide des flux. Le flux est un transfert 
ou un echange qui va d'une entite a une autre. Cela peut etre un echange d'informations, de 
donnees, un transfert de matieres premieres, de produits finis, d'equipements, de services ou 
de personnel. Sur le graphique de la figure 1.1, le flux est represente par des fleches. Lorsque 
le flux est exprime par quantite par unite de temps, on parle de debit. 



















Figure 1.1 Structur e d'un systeme manufacturier . 
Le debit maximal ou limite maximale de la charge d'une entite est la capacite de production 
de cette entite. Si par exemple I'entite est une machine, alors on va parler de capacite de 
production de la machine. 
La capacite de production d'une machine est la quantite maximale de produits que peut 
fabriquer cette machine par unite de temps. Elle s'exprime en nombre de pieces par unite de 
temps. La quantite de pieces fabriquee par la machine par unite de temps est le taux de 
production de la machine. II est inferieur ou egal a la capacite de production. 
Le systeme manufacturier est un ensemble de machines ou d'equipements, d'elements de 
transport, d'unites de stockage, de personnes, d'ordinateurs ou tout autre element mis 
ensemble pour la fabrication (Gershwin, 1994). 
Le systeme evolue au cours du temps suivant des elements tels que les pannes et les 
reparations des machines, les contraintes envirormementales, I'age de la machine, les 
fluctuations du stock et de la demande. Les fluctuations reliees aux machines (age, pannes) 
affectent la disponibilite des machines ou bien limitent leur performance et engendrent soit 
un besoin de capacite additionnelle, soit un probleme de disponibilite de capacite. Par 
consequent, lorsque le besoin de capacite additionnelle se pose, il est possible de proceder a 
une expansion de capacite. Si par contre le systeme se retrouve avec un probleme de 
disponibilite de capacite non soluble par les methodes classiques que sont la maintenance 
corrective et preventive, on procede a un remplacement de machine. Ces operations exigent 
une flexibilite du systeme manufacturier: flexibilite par rapport aux ressources, a 1'expansion, 
aux produits, au routage des produits et a la quantite de produits fabriquee. L'objectif du 
systeme est de fabriquer des produits pour satisfaire les besoins de la clientele tout en 
permettant de faire des profits. La nature du systeme manufacturier est de ce fait fortement 
dependante des produits fabriques. Nous presentons a la prochaine section la classification 
des systemes manufacturiers. 
1.3 Classificatio n de s systemes manufacturier s 
De nombreux criteres permettent de faire une classification des systemes manufacturiers. 
Ainsi, en se basant sur la nature (mode de circulation) et la dynamique du flux, on classifie 
les systemes manufacturiers par leur organisation, leur mode et leur dynamique. 
1.4 Organisatio n de production des systemes manufacturier s 
On distingue trois (03) principaux types d'organisations de production symbolises par les 
lettres A, T et V. A ces principaux types s'ajoute le type X. La base de la lettre represente 
I'entree des matieres premieres tandis que le sommet correspond a la sortie des produits finis. 
Certains auteurs associent les produits au type d'organisation de production et de ce fait 
identifient quatre (04) types de produits: A, T, V et X (Draghici, 1997). 
Les systemes manufacturiers de type A sont ceux pour lesquels peu de produits finis sont 
fabriques a partir de nombreux composants. Les industries d'assemblage par exemple ont une 
typologie en A. Dans le cas des systemes manufacturiers de type T, de nombreux produits 
finis sont assembles a partir de composants communs. Les industries d'assemblage dans 
lesquelles des produits fabriques massivement sont individualises a la toute fin ont une 
typologie en T. Pour les systemes manufacturiers de type V, un nombre restreint de 
materiaux conduit a un vaste eventail de produits finis. Dans I'industrie metallurgique 
comme les laminoirs, sont fabriques a partir du lingot d'acier et aux diametres varies du fer 
carre, rond et torsade. Le systeme manufacturier de type X correspond a un systeme 
manufacturier pour lequel un derive des produits de type T est obtenu par une combinaison 
des produits de type A et V : de nombreux produits finis sont fabriques a partir de peu de 
materiaux bruts. 
1.5 Mod e des systemes manufacturier s 
La circulation du flux permet de distinguer trois (03) types de systemes manufacturiers : les 
systemes manufacturiers discrets, les systemes manufacturiers continus et les systemes 
manufacturiers hybrides. 
1.5.1 Systeme s manufacturiers discret s 
On parle de systeme discret lorsque les produits fabriques sont des pieces distinctes (Elhafsi 
et Bai, 1996). Le mode discret du systeme peut egalement se justifier par une suite 
d'operations independantes realisees sur des moyens independants, par exemple deux (02) 
machines distinctes (Gharbi et Kenne, 2003). On parle egalement de systeme discret lorsqu'il 
y a  des points de mpture dans le flux sous forme d'en-cours et de stockages intermediaires 
(Bironneau, 2000). D'autre part, le fait que chaque produit soit realise suivant un processus 
de production pouvant etre fractionne pour permettre la reprise des produits finis confere a un 
systeme une nature discrete. 
1.5.2 Systeme s manufacturiers continu s 
Lorsque les flux des matieres ne s'interrompent pas entre les postes de travail consecutifs 
comme c'est le cas lors de la raffinerie, la coulee continue en fonderie, le systeme est 
continu. Les systemes discrets et continus pris individuellement n'etant pas toujours en 
mesure de satisfaire les exigences d'une entreprise qui se veut competitive sur le marche, on 
peut proceder a leur integration dans un meme systeme, dormant ainsi naissance aux 
systemes de fabrication hybrides (Bhattacharya et Coleman, 1994). 
1.5.3 Systeme s manufacturiers de nature hybride 
Les systemes de fabrication hybrides en general transforment une matiere premiere continue 
a travers des equipements qui fonctionnent de fafon partiellement discrete. Leur 
configuration correspond aussi bien a celle des systemes de type A et T que celle des 
systemes de type X. Les systemes de fabrication hybrides ne sont done ni continus, ni 
discrets par ce que les processus de types continus altement avec des evenements discrets 
(Lazarescu et  al., 1998). Les evenements discrets apparaissent a des instants discrets suite a 
des evenements ponctuels qui sont par exemple I'arrivee d'un client (Liberatore et  al., 1995), 
I'achevement d'une tache (Balduzzi, 2001). Lorsque ces evenements sont assujettis a 
I'iteration d'une fonction d'evolution, le systeme de fabrication est dynamique (Elhafsi et 
Bai, 1996). Un systeme de fabrication dynamique est un systeme sujet a des changements 
dans le temps. 
1.6 Dynamiqu e des systemes manufacturier s 
En se basant sur leur dynamique, on classifie les systemes manufacturiers en systemes a 
dynamique deterministe et systemes a dynamique stochastique. Un systeme manufacturier a 
une dynamique stochastique si au moins une de ses sorties ou im de ses parametres est 
aleatoire. Dans le cas contraire, le systeme a une dynamique deterministe (Sader et Sorensen, 
2003). Des parametres d'un meme systeme peuvent avoir une dyneimique evoluant de fa9on 
deterministe (la demande par exemple, lorsqu'elle est a taux constant et connu) et d'autres 
de fa9on aleatoire (par exemple I'arrivee des pannes). Lorsqu'il n'y a pas d'interaction entre 
ces parametres, alors le systeme a une dynamique hybride (Cassandras et  al,  1999; Savkin, 
2003). 
Les systemes de production a dynamique hybride combinent par exemple ime dynamique 
d'evolution du temps et des evenements (Cassandras et  al, 1999). C'est une dynamique qui 
demeure cependant sujette a des perturbations. Les perturbations sont des informations qui 
contredisent une prevision faite aussi bien sur le fonctiormement du systeme operatioimel que 
sur revolution des objecfifs elabores a partir de revolution de 1'environnement (Megartsi, 
1996). Ce sont egalement des actions qui engendrent des effets entravant le respect des 
objectifs ou tout evenement imprevu et susceptible d'etre nefaste pour le systeme de 
production (BAILLET, 1994). 
Dans im environnement industriel ovi le marche est caracterise par des incertitudes et des 
perturbations, les systemes manufacturiers doivent etre con9us de fa9on a permettre la 
modification rapide de leur capacite pour satisfaire de fa9on optimale la demande. La 
prochaine section presente la gestion de capacite des systemes manufacturiers. 
1.7 Gestio n de capacite des systemes manufacturier s 
La gestion optimale de capacite consiste a utiliser de maniere rationnelle et judicieuse la 
capacite. L'utilisation rationnelle des ressources exige au prealable une taille appropriee de 
ces ressources. En environnement incertain, la capacite disponible peut devenir insuffisante 
ou au contraire etre excessive. Dans les deux (02) situations, il faut envisager soit 
I'acquisition de capacite additionnelle, soit une reduction de capacite. La gestion de capacite 
d'une ressource telle qu'tme machine va permettre par exemple de savoir : 
Quand fabriquer des pieces avec la machine; 
A quel rythme (debit, taux) fabriquer les pieces; 
Quand arreter la machine et ne pas produire (meme s'il n'y a  pas de defectuosite); 
Quand envoyer la machine en maintenance preventive; 
A quelle vitesse effectuer la maintenance corrective en cas de panne, etc. 
L'objectif etant de permettre a l'entreprise de satisfaire la demande et faire des profits. En 
environnement incertain caracterise egalement par la degradation des machines, la capacite 
diminue en consequence. A long terme, les vieilles machines sont remplacees par de 
nouvelles, ce qui implique une augmentation de capacite suite au remplacement. Une bonne 
gestion de capacite doit tenir compte de ces fluctuations et de ce fait est indissociable des 
decisions d'expansion ou de la reduction de capacite. Cependant, combiner tous ces elements 
rend le probleme d'optimisation tres complexe et dans certains cas insoluble analytiquement. 
Dans la section suivante, nous allons presenter une revue de litterature sur la commande 
optimale stochastique appliquee a la gestion de capacite des systemes manufacturiers. 
1.8 Revu e de litterature de la gestion de production, de capacite et de 
maintenance des systemes manufacturier s 
Bien que la litterature soit riche en travaux sur les systemes manufacturiers, peu d'entre eux 
traitent, par ime approche combinee, la gestion de production et d'acquisition de capacite en 
environnement incertain. Dans leur travail sur les decisions hierarchiques de planification de 
production et d'expansion de capacite des systemes manufacturiers en environnement 
incertain, Sethi et  al.  (1995) repertorient trois (03) approches couramment utilisees. Ces 
approches utilisent une hierarchisation a deux (02) niveaux (superieur et inferieur). La 
premiere approche, utilisee par Dempster et  al.  (1981) permet au niveau superieur de 
determiner le nombre optimal de machines a acheter et au niveau inferieur la programmation 
de tache a assigner aux machines. La deuxieme approche, celle de Schneeweiss et Schroder 
(1992) developpee pour le service maintenance de la Deutsche Lufthansa AG determine au 
niveau superieur le nombre et I'agencement d'outils a mettre a la disposition du service de 
maintenance. Au niveau inferieur, elle utilise les donnees du niveau superieur pour garantir 
un niveau de service specifique aux differents composants a reparer, sachant que la demande 
est stochastique. La troisieme approche, proposee par Bitran et  al.  (1986) a ete developpee 
pour un systeme manufacturier en environnement caracterise par des incertitudes resultant 
d'une estimation de demande et d'une revision des previsions. Dans cette demiere approche. 
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le niveau superieur considere une structure hierarchique de produits a deux (02) niveaux pom-
determiner la sequence de families de produits et la taille de lot dans chaque famille. Le 
niveau inferieur determine ensuite la taille des lots a fabriquer a chaque periode pour chaque 
type de produit. 
A la suite des travaux precedents, Sethi et  al.  (1992) traitent le cas d'un systeme 
manufacturier devant satisfaire une demande a taux constant et considerent que sur un 
horizon infini, I'acquisition de capacite ne peut se faire qu'une seule fois. lis font ensuite une 
extension de ce probleme aux cas de systemes manufacturiers faisant face a une demande 
monotone et croissante, mais sur un horizon fini durant lequel le systeme peut acquerir im 
nombre donne et fini de machines (Sethi et  al,  1995). Ce travail leur a permis de montrer, 
pour un systeme fabricant plusieurs types de produits avec des machines tombant en panne 
de maniere aleatoire, que lorsque les pannes et les reparations sont suffisamment frequentes, 
le cout de leur plan d'expansion converge asymptotiquement vers le cout optimal. 
La richesse des systemes manufacturiers depend de leur aptitude a generer, a s'approprier et 
a combiner de nombreux elements de developpement et 1'integration des nouvelles 
technologies de production. A cet effet, Rajagopalan et  al.  (1998) ont introduit dans leur 
travail le remplacement d'anciennes machines par de nouvelles dans un environnement 
caracterise par la prevision d'une serie de percees technologiques, mais dont I'ampleur et le 
calendrier demeurent incertains. Par la suite, en considerant le temps d'acquisition 
d'equipements comme une variable de decision continue, ^akanyildirm et  al.  (1999) 
minimisent les couts de penurie et de capacite pour une entreprise fabricant un produit pour 
satisfaire une demande aleatoire. lis trouvent que la sequence optimale d'acquisition de 
machines est independante de la demande. Cependant, pour un systeme fabricant plusieurs 
produits, Zhang et  al.  (2004) montrent que ce n'est pas realiste dans la mesure ou 
I'attribution de capacite aux produits n'est pas directe. Ces demiers ont fait ime extension 
aux cas de systemes fabricant plusieurs produits en temps discret en proposant un schema 
d'allocation de capacite en mesure de resoudre les problemes comportant un nombre eleve de 
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periodes de temps, de produits et de machines. En combinant une demande non stationnaire 
et incertaine au schema d'allocation de capacite, ils ont obtenu non seulement un modele 
traitable, mais incluant encore plus de contraintes. 
Pour ameliorer la disponibilite de la capacite du systeme dans le cas des systemes 
manufacturiers se degradant avec I'age des machines, plusieurs auteurs dont Kenne et Gharbi 
(1999); Kenne et  al.  (2003); Kenne et Gharbi (2004); Liu et  al.  (2004) et Gharbi et Kenne 
(2005) ont controle le taux de reparation des machines, sans toutefois envisager une 
acquisition supplementaire de capacite. Dans le meme ordre d'idee, Boukas et Haurie (1990) 
controlent le taux d'envoi en maintenance preventive de la machine. Kenne et Nkeungoue 
(2008) en plus du taux de maintenance corrective, controlent le taux d'envois des machines 
en maintenance preventive pour ameliorer la capacite du systeme. Par ailleurs, une machine 
qui vient d'etre installee et qui fonctionne parfaitement est soumise a des evenements tels que 
les pannes, les reparations, I'usure, la fatigue, les fissures, la corrosion et parfois I'erosion. Si 
les reparations et autres operations de maintenance ne sont pas parfaites, alors avec le temps 
et les cycles de production, la machine vieillit et la frequence de defaillances augmente. A 
long terme, il est economiquement justifiable de remplacer cette machine. Le probleme qui 
se pose souvent est de savoir a quel moment (age de la machine, nombre de 
pannes/reparations ou maintenances preventives) remplacer la machine versus continuer a la 
reparer. Plusieurs auteurs dont Makis et Jardine (1993) et Love et al. (2000) ont determine la 
politique optimale de reparation versus le remplacement d'un systeme manufacturier 
subissant des reparations imparfaites. 
Une reparation imparfaite remet I'age de la machine a un niveau qui est plus petit que I'age 
reel, rajeunit la machine mais ne la renouvelle pas integralement (Makis and Jardine, 1991; 
Love et  al.,  2000; Doyen and Gaudoin, 2004; Cassady et  al.,  2005; Shirmohammadi et  al., 
2007). Makis et Jardine (1993) et Love et  al.  (2000) ont montre que lorsque le cout de 
reparation ne depend que de I'age du systeme, alors la politique optimale de remplacement 
tombe dans la classe de politiques appelees politiques- T, examines anterieurement dans la 
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litterature pour les modeles necessitant une reparation minimale. Une reparation minimale 
remet la machine dans son etat juste avant parme (Phelps, 1981; Nakagawa et Kowada, 1983; 
Ohnishi et  al,  1994; Aven et Castro, 2008). Phelps (1983) a utilise un modele de decision 
semi-Markovien et a demontre qu'une strategic dans laquelle les reparations minimales sont 
effectuees jusqu'a I'age T,  avec un remplacement par une nouvelle machine a la premiere 
panne apres T, est la strategic optimale a utiliser sur vm horizon infini. Nous referons le 
lecteur aux travaux de Valdez-Flores et Feldman (1989) pour plus de details sur la politique 
de reparation minimale. 
En utilisant egalement un modele de decision semi-Markovien, Makis et Jardine (1993) et 
Love et  al.  (2000) ont determine la politique de reparation versus le remplacement d'une 
machine subissant des reparations imparfaites se traduisant par un age virtuel que prend la 
machine au fil des reparations. 
Une bonne etude conceptuelle prevoyant les possibilites d'expansion ou de reduction de 
capacite et une mise en place efficace constituent des atouts de modelisation en vue de la 
commande optimale stochastique des systemes manufacturiers. Dans la prochaine section, 
nous presentons la modelisation des systemes manufacturiers. 
1.9 Modelisatio n des systemes manufacturier s 
La modelisation est la phase de conception du systeme au cours de laquelle I'utilisateur fait 
une representation de I'ensemble des parametres du systeme (Kubota et al., 1999). Aussi est-
il important de faire au prealable une separation explicite des fonctions de prise de decision 
des fonctions d'execution (Jones et Saleh, 1990). De ce fait, le systeme doit etre decompose 
en deux (02) parties complementaires (George et  al,  1998): la partie operative et la partie 
commande. La partie operative est constituee de I'ensemble des machines, du flux materiel et 
de matiere, des operateurs et des outils de productions. La partie commande par contre est le 
niveau de developpement des strategies de commande et de prise des decisions a long terme. 
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On rencontre dans la litterature plusieurs approches de modelisation des systemes 
manufacturiers. Megartsi (1996) donne une etude comparative des methodes d'analyse et de 
modelisation des systemes de production. La modelisation doit faire ressortir de fa9on 
naturelle la nature discrete, continue, deterministe, stochastique, dynamique ou hybride du 
systeme (Liafa, 2003). Cependant, malgre les efforts effectues pour modeliser les systemes 
de production, il demeure difficile de definir un modele qui couvre la totalite des aspects pris 
en compte dans le developpement des systemes manufacturiers (Magartsi, 1996). Aucun 
modele n'est done parfait et tres souvent le jugement d'un expert industriel est requis si les 
resultats mathematiques ne s'accordent pas avec la realite (Gershwin, 1994). 
Le modele est indissociable des activites et permet de faire le choix de commande du 
systeme que nous presentons dans la section suivante lorsqu'on est dans un environnement 
incertain. 
1.10 Command e optimale stochastique des systemes manufacturier s 
Diverses approches sont utilisees pour la recherche des solutions de problemes de commande 
optimale stochastique appliquee a la gestion de production des systemes manufacturiers. Les 
plus utilisees sont: 
I'algorithme; 
1'intelligence artificielle (Basnet et Mize (1986); Chiodini (1995)); 
I'heurisfique (Stecke et Solberg (1981); Williams et Wirth (1996); Thesen (1999)); 
la simulation (Kimemia et Gershwin (1983); Manz et  al.  (1989); Haurie et  al.  (1990) 
Kenne et Gharbi (2004)). 
Bien que ces approches presentent de nombreux avantages, il est a noter qu'elles utilisent 
pour trouver une solution une relaxation plus ou moins importante. Dans le contexte des 
systemes manufacturiers, les resultats disponibles ne sont pas entierement satisfaisants par ce 
qu'ils ne tiennent pas compte des aleas et autres sources de perturbation du systeme (pannes. 
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demande) et de ce fait, les solutions obtenues ne sont pas realistes. Pour cette raison, la 
theorie de commande stochastique a ete mise au point. C'est une approche permettant au 
modele developpe de tenir compte des aleas et de la dynamique discrete ou continue du 
systeme. Elle consiste a trouver des strategies de commande qui sont soit moins 
simplificatrices que celles des autres approches, soit elles permettent sur un horizon infini 
d'aboutir au probleme original. Pour y parvenir, la theorie de commande stochastique 
combine plusieurs autres approches. 
Pour des systemes dont I'etat a un instant donne ne depend que de ses etats anterieurs 
(Processus de markov homogenes), Rishel (1975) a developpe les conditions d'optimum 
(necessaires et suffisantes) pour obtenir la solution optimale en utilisant la programmation 
dynamique. Bases sur le formalisme de Rishel (1975), Olsder et Suri (1980) modelisent la 
commande stochastique de planification de production d'un systeme manufacturier sujet aux 
pannes aleatoires suivant un processus markovien homogene. Ce qui leur permet d'obtenir 
I'equation de programmation dynamique de la politique de commande optimale, mais dont 
ils n'ont pu obtenir la solution a cause de la complexite du probleme. 
A la suite des travaux ci-haut cites, Kimemia et Gershwin (1983) modelisent les incertitudes 
du systeme par des processus Markoviens homogenes pour determiner la politique de 
production dont le taux de production permet de minimiser le cout de stockage et de penurie. 
Le processus d'etats homogenes suppose que les taux de transition sont constants. Ce n'est 
pas le cas en realite dans les systemes de production puisque des criteres tels que I'age 
influencent le taux de transition (Boukas et Haurie (1990); Kenne et Boukas (2003)). 
Akella et Kumar (1986), Chiodini (1986) montrent que pour les systemes Markoviens 
homogenes (Taux de transition constants), la politique permettant de maintenir un stock de 
securite non negatif pendant les periodes d'exces de capacite pour prevenir les fiitures 
insuffisances de capacite est une politique de commande optimale. Cette politique est appelee 
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politique a seuil critique ou Hedging point policy ou (HPP) (Liberopoulos et Caramanis, 
1994). 
Une formulation rigoureuse de ce probleme est foumie dans les travaux de Gershwin (1994) 
pour la modelisation de la dynamique et 1'optimisation de la production, la resolution 
analytique pour le cas d'une machine produisant un seul type de produit dans les travaux 
d'Akellaet Kumar (1986). 
Dans le cas des systemes manufacturiers complexes, on montre que la fonction qui realise le 
cout optimal appelee fonction valeur doit satisfaire un ensemble d'equations differentielles 
appelees equations d'Hamilton-Jacobi-Bellman (HJB). Nous referons le lecteur aux travaux 
de Boukas et Haurie (1990); Boukas et Kenne (1997); Rishel (1975) pour plus de details sur 
les equafions d'HJB. Pour les systemes complexes dont les conditions d'optimum sont 
decrites par les equations d'HJB, le calcul reel de la commande optimale demeure 
insurmontable analytiquement et parfois meme numeriquement dans des cas de systemes 
plus larges (Kenne et Gharbi, 2001). 
Sachant qu'il n'existe pas de solution analytique connue aux equations d'HJB, Boukas et 
Haurie (1990) et Yan et Zhang (1997) ont trouve une solution a ce probleme de commande 
optimale stochastique en utilisant une methode numerique basee sur I'approche de Kushner 
(Kushner et Dupuis, 1992) pour un systeme fabricant plusieurs produits. La politique de 
commande obtenue, par ce qu'elle est asymptotiquement opfimale, on parle de sous-
optimalite de la politique de commande. 
En se basant sur la methode de resolution et les resultats de Yan et Zhang (1995) plusieurs 
auteurs ont pu combiner a I'approche numerique une approche experimentale basee sur la 
simulation et etendre le concept aux processus non-markovien. En effet, les pannes et les 
reparations des machines ne sont pas toujours modelisables par des processus markoviens. 
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Ce cas de figure a ete etudie a partir des solutions obtenues pour les processus markoviens, a 
travers une extension du concept de la politique a seuil critique aux processus non-
markoviens (Kenne et Gharbi, 2000; Gharbi et Kenne, 2003). L'approche de commande 
utilisee est basee sur les plans d'experience et les modeles de simulation. Ce qui a permis 
d'obtenir des solutions pour le cas d'une machine fabricant deux (02) produits, deux (02) 
machines fabricant cinq (05) produits (Gharbi et Kenne, 2003). 
Dans ces travaux, la maintenance corrective est effectuee apres detection d'une panne et est 
destinee a remettre le systeme de production dans I'etat lui permettant de produire avec sa 
pleine capacite. Cette hypothese est loin d'etre realiste. Les pannes, les degradations, les 
reparations et certaines activites de maintenance preventive sont des phenomenes aleatoires. 
Dans un tel contexte, la probabilite de panne des machines croit en fonction de I'age et de ce 
fait, la distribution des pannes depend de I'age de la machine. Cette dependance affecte le 
controle du flux de production du systeme et la recherche des politiques de controle 
optimales doit en tenir compte. 
Le probleme de controle de flux optimal avec distribution des pannes de la machine 
dependant de I'age a ete traite par Kenne et Gharbi (1999) pour quatre (04) types de 
distribution de panne. Dans leur travail, il est montre pour une machine fabricant un produit 
que la politique a seuil critique, sous des hypotheses restrictives, est optimale. Le systeme est 
modelise par des chaines de Markov non homogenes, en termes de dependance des taux de 
pannes de la machine de I'age. A I'aide d'une procedure d'optimisation basee sur I'approche 
analytique, le modele de simulation, le plan d'experience, I'analyse de regression et les 
surfaces de reponse, ils trouvent experimentalement les parametres de la politique a seuil 
critique modifiee qui donnent la meilleure approximation du cout total encoum. Leur 
approche permet de representer les interactions entre les facteurs et leurs effets sur les 
surfaces de reponse, ce que plusieurs autres approches telles que I'approche numerique ne 
permettent pas de faire. 
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Les travaux de Boukas et Haurie (1990), Kenne et Gharbi (1999) prennent en consideration 
une probabilite de paimes des machines croissante en fonction de I'age. L'age etant defini 
comme une fonction de la production totale de la machine depuis sa demiere reparation ou 
maintenance. Toutefois, ces auteurs procedent a une restauration de l'age des machines a 
zero apres les actions de reparation et de maintenance preventive. Cette procedure annule la 
consideration de la possibilite des pannes destmctives et de ce fait ne traduit pas la vie reelle 
des systemes manufacturiers. 
Nous avons presente dans cette section les diverses considerations faites et les diverses 
approches utilisees dans la litterature pour resoudre les problemes de gestion de capacite et 
de commande des systemes manufacturiers en environnement incertain. Au regard de ces 
considerations et des approches, on note ime insuffisance lorsque les ressources sont sujettes 
a une degradation progressive. Les machines des systemes manufacturiers sont remplacees a 
long terme, etant donne qu'elles subissent une degradation. Cette degradation n'est non 
seulement pas toujours constante, mais peut s'accentuer dans le temps et avec le nombre de 
fois qu'il y a intervention sur la machine. Malgre toutes les tentatives, aucune approche n'a 
developpe le modele qui integre simultanement la gestion optimale de production, de 
capacite, de remplacement, de maintenance corrective et preventive des ressources du 
systeme manufacturier. Plusieurs raisons expliquent ce manque : en contexte de degradation, 
la dynamique du systeme change dans le temps et d'une intervention a une autre. En 
integrant la degradation progressive des machines, on integre egalement la notion de 
memoire et par consequent le modele devient non markovien. Le probleme d'optimisation 
devient de ce fait tres complexe et nous proposons a la section suivante la methodologie 
proposee pour resoudre ce probleme. 
1.11 Methodologi e propose e 
La methodologie adoptee pour realiser le travail consiste a : 
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Developper les modeles mathematiques correspondant a la dynamique des systemes 
manufacturiers consideres; 
Partir des modeles simples (markoviens) et incorporer progressivement des parametres 
qui rendent les modeles plus realistes (semi-markoviens); 
Elaborer I'approche de resolution des conditions d'optimum; 
Foumir des exemples au moyen de resolutions numeriques; 
Faire des analyses de sensibilite pour confirmer les structures des politiques obtenues; 
Tirer les conclusions consequentes. 













Conclusions Analyses de 
sensibilite 
Exemples numeriques 
Figure 1.2 Methodologi e de la recherche proposee. 
La prochaine section presente les contributions de cette these. 
1.12 Contribution s et structure de la these 
Cette these propose ime approche de formulation et de resolution du probleme de commande 
optimale stochastique des systemes dynamiques en contexte manufacturier. Cette approche 
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permet de trouver la strategic optimale de gestion de capacite, de gestion de production et de 
controle de maintenance qui tient compte du vecu des machines. 
Dans le domaine de la gestion simultanee de production et de capacite au moyen des 
strategies de maintenance et de remplacement des machines des systemes manufacturiers en 
environnement incertain, cette recherche apporte une contribution par : 
La prise en compte de la degradation progressive que subit la machine combinee a des 
repairations imparfaites; 
L'utilisation d'une approche simultanee basee sur un processus de prise de decision 
semi-Markovien pour determiner la politique optimale de reparation/remplacement et la 
politique de production lorsque 1'imperfection des reparations se traduit par un temps de 
reparation croissant avec le nombre de pannes; 
La prise en compte de l'age virtuel que prend la machine a mesure que le nombre de 
pannes augmente; 
L'introduction des strategies de maintenance preventive pour 1'amelioration de la 
disponibilite des machines en contexte de degradation et de reparations imparfaites; 
L'application de la notion de facteur de reduction d'age et d'intensite de defaillance a la 
reduction du temps de reparation au moyen de la maintenance preventive; 
La resolution de ces problemes d'optimisation par des methodes numeriques; 
La confirmation des resultats et de la stmcture des politiques obtenus a travers des 
exemples numeriques et des analyses de sensibilite permettant de materialiser et 
d'interpreter les politiques obtenues; 
La suite de cette these comporte cinq (05) chapitres et une conclusion. Pour specifier le 
contenu de chacun des chapitres, definissons les differents types de degradations : 
Type 1: Degradation proportionnelle a la production. L'age de la machine est une fonction 
du nombre de pieces fabriquees; 
20 
Type 2: Degradation proportionnelle au temps de production. L'age de la machine est une 
fonction du nombre d'unites de temps passe en operation; 
Type 3: Temps de reparation croissant avec le nombre de pannes; 
Type 4: Accumulation d'age de la machine apres chaque reparation (age virtuel). 
Le tableau ci-dessous recapitule les differentes considerations de chaque chapitre. La 
consideration est symbolisee par la lettre "x". 





Planification de production 
Acquisition de capacite additionnelle 
Reparation/Remplacement 
Strategies de maintenance corrective 
Strategies de maintenance preventive 
Degradation de type 1 
Degradation de type 2 
Degradation de type 3 
Degradation de type 4 
Strategies de reduction des temps de 





























Les contributions de cette these sont obtenues a travers la participation a deux (02) 
conferences et la redaction de cinq (05) articles de revues. 
Les articles de conference sont references par 
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F. I. Dehayem Nodem, J. P. Kenne and A. Gharbi (2005). ''Capacity  expansion, 
production and  maintenance  planning  in  stochastic  manufacturing  systems." 
Intemational Conference on Numerical Analysis and Applied Mathematics (ICNAAM), 
pp. 423-427. 
F. I. Dehayem Nodem, J. P. Kenne and A. Gharbi (2008). "A  replacement  policy  of 
deteriorating production systems  subject to imperfect repairs." 3rd IEEE Conference on 
Industrial Electronics and Applications (ICIEA), pp. 6-11. 
Les articles de revues sont presentes dans les cinq (05) prochains chapitres. 
L'article du deuxieme chapitre etudie I'impact de I'introduction des strategies de 
maintenance corrective des equipements sur les decisions d'acquisition de capacite et de 
planification de la production. Cet article a ete public dans la revue Applied Mathematical 
Sciences (AMS) sous la reference: F. I. Dehayem Nodem, J. P. Kenne and A. Gharbi (2008). 
"Joint optimization  of  capacity  expansion.  Production  and  Maintenance  strategies  in 
Stochastic Manufacturing System."  Applied Mathematical Sciences, 2(5): pp. 195-212. 
Dans r article du troisieme chapitre, nous avons introduit la degradation progressive des 
equipements. Nous avons de ce fait travaille sur des machines pour lesquelles le 
vieillissement se traduit par l'age que prend la machine chaque fois qu'une piece est 
fabriquee. Nous avons egalement tenu compte du temps de reparation croissant avec le 
nombre de pannes. Cet article est en revision dans Intemational Joumal of Production 
Economics (IJPE) sous la reference : F. I. Dehayem Nodem, J. P. Kenne and A. Gharbi 
(2008) "A  replacement  policy  of  production  systems  subject  to  imperfect  corrective 
maintenance." Submitted on July 29, 2008; Revised on Febmary 11, 2009. Submission 
Confirmation Ms. Ref No.: IJPE-D-08-00591R1. 
Dans rarticle du chapitre quatre, nous avons introduit la notion d'age virtuel de la machine. 
C'est une accumulation d'age que prend la machine chaque fois qu'elle sejoume en 
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operation, qu'elle subit une panne et qu'elle est reparee. Cet article est sous presse dans 
European Joumal of Operational Research (EJOR) sous la reference: F.I. Dehayem Nodem, 
J. P. Kenne and A. Gharbi (2008). "Hierarchical  Decision  Making  in  Production  and 
Repair/Replacement Planning  With  Imperfect  Repairs  Under  Uncertainties"  European 
Joumal of Operational Research, 198(1), pp. 173-189. 
Dans rarticle du chapitre cinq, nous avons analyse I'impact de I'introduction des strategies 
de maintenance preventive sur les politiques de reparation versus remplacement de la 
machine. Ici la maintenance preventive, en plus de reduire la probabilite de pannes de 
la machine diminue le temps de reparation a la prochaine panne. L'article est soumis dans 
Reliability Engineering & System Safety sous la reference: F. 1. Dehayem Nodem, J. P. 
Kenne and A. Gharbi (2008) "Preventive  maintenance  and  replacement  policies  for 
deteriorating production systems  subject  to  imperfect  repairs."  Submitted on December 18, 
2008. Ms. Ref No.: RESS-D-08-00413. 
Dans l'article du chapitre six, nous avons, compte tenu de 1'interaction entre les activites de 
maintenance preventive des systemes manufacturiers et les activites de production, combine 
ces deux elements. Cette combinaison a permis de determiner les politiques de production, de 
reparation/remplacement et de maintenance preventive de la machine. L'article a ete soumis 
dans Applied Stochastic Models in Business and Industry sous la reference: F. I. Dehayem 
Nodem, J. P. Kenne and A. Gharbi (2008) "Simultaneous  control  of  production, 
repair/replacement and  preventive  maintenance  of  deteriorating  manufacturing  systems." 
Manuscript number: ASMB-09-68. 
Nous finissons la these par une conclusion qui recapitule les principales contributions 
apportees et nos travaux ftiturs. 
CHAPITRE 2 
ARTICLE 1: JOINT OPTIMIZATION OF CAPACITY EXPANSION , 
PRODUCTION AND MAINTENANCE IN STOCHASTIC MANUFACTURIN G 
SYSTEMS 
F. I. Dehayem Nodem ^ J. P. Kenne^ and A. Gharbi^ 
1 Mechanical Engineering Department, Production Technologies Integration 
Laboratory, University of Quebec, 
^Automated Production Engineering Department, Production System Design and 
Control Laboratory, University of Quebec 
Ecole de technologic superieure, 1100 Notre Dame Street West, Montreal, Quebec Canada 
H3C 1K3 
This chapter is published as an article in Applied Mathematical Science. 2008. Vol. 2, no 5-8, 
pp. 195-212. 
Resume 
Cet article presente un modele de determination conjointe des politiques optimales de 
production, d'expansion de capacite et de maintenance corrective d'un systeme 
manufacturier sujet aux pannes et reparations aleatoires. Des decisions concemant la 
production, la maintenance et I'investissement en expansion de capacite doivent etre prises 
afin de minimiser I'ensemble des couts encoums. Les couts sont constitues par les couts 
d'investissement en capacite, de maintenance corrective, d'inventaires et de penuries dans un 
environnement caracterise par des incertitudes. L'introduction de la strategic de maintenance 
corrective dans le modele propose permet d'ameliorer la disponibilite des equipements et de 
ce fait reduire le coiit total encouru compare aux modeles existants. Les variables de decision 
sont le temps d'arret aleatoire auquel acquerir une nouvelle machine, le taux de production et 
le taux de maintenance corrective avant et apres acquisition d'une nouvelle machine. 
L'objectif est de minimiser les couts d'investissement en capacite, d'inventaire et de penurie 
sur un horizon infini. Les conditions d'optimum sont developpees a I'aide de la 
programmation dynamique. Les methodes numeriques sont ensuite utilisees pour resoudre le 
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probleme et determiner les diverses politiques de commande. Un exemple numerique et des 
analyses de sensibilite sont presentes pour illustrer I'utilite de I'approche proposee. 
Abstract 
This paper presents an analytical model for the joint determination of optimal production, 
corrective maintenance and capacity expansion policies for a repairable production system 
subject to random failures. The production system have to make decisions regarding 
production and maintenance, as well as investment in capacity expansion in order to 
minimize costs of investment, production, maintenance, inventories and backlogs in an 
uncertain environment. The introduction of corrective maintenance strategy in the proposed 
model improves the availability of the machines and hence reduces the total incurred cost 
compared to available models. The control variables are the random stopping times at which 
to purchase a new capacity, the production and corrective maintenance rates before and after 
capacity purchase. The objective is to minimize production, capacity investment, inventories, 
backlogs and maintenance costs over an infinite planning horizon. Optimality conditions are 
given and numerical methods are used to solve them and to determine the control policy. A 
Numerical example and sensitive analyses are presented to illustrate the usefulness of the 
proposed approach. 
Keywords: Optimal Control, Numerical Methods, Production Planning, Capacity 
Management, Maintenance Control, Manufacturing Systems 
2.1 Introductio n 
This paper models and illustrates an optimal policy for a manufacturing system with a 
simultaneous control of capachy expansion, production and corrective maintenance 
strategies. As demand increases, new machines must be purchased at given epoch (or 
stopping time) while production and preventive maintenance are well planned before and 
after the stopping time at which to purchase a new capacity. The system under study, 
described in Sethi and Zhang (1994), consists of a firm that must satisfy a given demand rate 
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for its product over time to minimize its discounted cost of investment and 
inventory/shortage. The firm has an existing machine that is failure-prone with given rates of 
breakdowns and repairs. At a given time, due to demand fluctuations, the demand for the 
firm's product is higher than the average production capacity of the existing machine. 
However, the firm has some initial inventory of its products to absorb the excess demand for 
a few initial periods. Such a firm may have to increase its production capacity at some future 
time. For this purpose, the firm has an option to purchase a new machine, identical to the 
existing machine, at a given fixed cost, in order to double its average production capacity. 
This assumes that the firm has sufficient repair capacity to handle two machines event when 
they are both broken dovm  during some time interval. The purpose of this paper is to extend 
the model presented in Sethi and Zhang (1994) by controlling both production with capacity 
expansion and corrective maintenance in order to reduce the overall incurred cost. 
The objective of this work is, for the aforementioned purpose, to find the optimal policy 
which integrates simultaneously capacity management strategy, production and maintenance 
control for a flexible manufacturing system with a wafer demand trend approximated in this 
paper by a muhiple steps staircase structure of the demand rate. The demand rate is assumed 
constant in the proposed model for a given planning horizon. For the considered 
manufacturing system, this assumption is motivated by the fact that the rate of change in the 
machines states is much larger than the rate at which the demand rate change significantly. In 
a more general context, capacity expansion, results of capacity purchase, can be done by 
machines, manpower and technology acquisitions or by using subcontracting to hedge 
against sudden demand jumps. 
In this work, we focus only on capacity expansion by machine purchase. There have been 
some attempts to deal with the problem of capacity expansion by machines purchase under 
uncertainty. An extensive survey of early work of stochastic capacity expansion problems is 
provided in Luss (1982). Models that appeared after Luss (1982) are presented in 
^akanyildinm et  al.  (1999) where it is noted that when the time is a continuous variable 
rather than a discrete one, the capacity expansion problem may be formulated as an optimal 
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control problem. For a single product with a stochastic demand process, Davis et  al.  (1987) 
used an investment rate function as the control variable to regulate the expansion rate. For 
multiple products with deterministic demand rates, Sethi and Zhang (1994) and 
^akanyildirim et  al.  (1999) studied machine capacity expansion when machines can break 
down randomly. They proposed a capacity planning using the mean available production 
capacity for a multiple identical machines system. When breakdowns and repairs happen 
sufficiently fast, they showed that the cost of their expansion plan asymptotically converges 
to the optimal cost. Unfortunately, as breakdowns increase (failures occurrence become fast), 
the system availability decreases. Although, there is a great literature based on the using of 
maintenance to increase production system availability, we refer the reader to Boukas and 
Haurie (1990) and Kenne and Boukas (2003) for preventive maintenance and to Boukas 
(1998), Kenne et  al.  (2003), Gharbi and Kenne (2005) and references therein, for corrective 
maintenance, none of those studies, based on production and maintenance planning, 
examined the case in which capacity expansion is considered. They assumed that the average 
machines capacity is sufficient to satisfy demand of produced parts in the considered horizon. 
In stochastic environment, while the system average capacity remains the same with possible 
demand jumps, the backlogs can increase, possibly without bounds, and hence increasing the 
overall incurred cost. In this paper, we propose to improve the capacity of the manufacturing 
system by capacity expansion and by controlling the machines repair rates. 
An important question that arises is to know if the contribution of the approach proposed 
herein in terms of total cost reduction is significsmt compared to a fixed repair rate situation 
as in Sethi and Zhang (1994). The theory presented in this paper answers this question in the 
affirmative under reasonable assumptions (demand rates of various products are constants, 
the machines are completely flexible, etc). This theory is based on the fact that the stmcture 
of the control policy (production, capacity expansion and machine repair rates) can be 
obtained by using the fact that the value function is the unique solution to the associated 
Hamilton-Jacobi-Bellaman (HJB) equations. We first used a numerical approach to 
determine an approximate value function, instead of the tme value function, to constmct the 
control policy. Under certain appropriate conditions, the control policy constmcted is 
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asymptotically optimal as the difference between the tme value fiinction goes to zero (see 
Kenne et  al.  (2003) for details). Finally, we presented a numerical example and a sensitive 
analysis that illustrate the usefulness of the proposed approach. 
The paper is organized as follows: In the next section, we state the model of the problem 
under consideration. In section 2.3, we present the HJB equations and show in section 2.4 
that a numerical scheme can provide an approximation of the value function. Then in section 
2.5, we present a numerical example and a sensitive analysis to illustrate the contribution of 
the paper. The paper is finally concluded in section 2.6. 
2.2 Proble m statement 
The system under study consists of «machines producing one part type. The machines 
capacities are assumed herein to be described by a finite state Markov chain. After the 
investment in new capacity, the enhanced capacity process is represented by another finite 
state Markov process having a larger average capacity. The stochastic nature of the system is 
due to the machines that are subject to random breakdowns and repairs. At any given time, 
the system is in state k]{t)e{0,\,2,---,mx}  before capacity purchase and 
k2{t)e [0,1,2,-••,mi+m2]  if there is additional new capacity purchase m2 at time t-0 
with wj describing the existing maximum capacity. Each of the process ki{t),  before 
capacity expansion, and k2  {t), after the capacity expansion, is a Markov chain with state at 
time t  describing the number of operational machines, called here capacity process of the 
system at time t. 
Let {:Fi{t)}  and {.7^ 2(0} denoted the filtration generated by A:;(5) and k.^{s),  0<s<t, 
respectively, i.e.,{j^i(f)} = o-{ ^1(5): s < t} and {j^ aW} =  (^{hi^)- s  <  t}, S6[0,t] . We can 
describe the dynamics of the system by jump processes corresponding to the discrete states of 
the machines generated by a continuous time and discrete states Markov process 
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k^(t) or k^it)  with values in M] ={0,l,2,---,wi} or M2 ={0,l,2,---,mi+^2}. For any 
.^(?)-Markov r > 0 , the state of the system can then be described by a new process k(t) 
as follows: 
[^ 1 (0 if t < r ^^  , , 
^W= , / , . ^ , , and k{T)  = k2{0):=k^{T) + m2 (2.1) 
k'y {t — T) it t ^ r 
where r is the purchase time of additional capacity at a cost K. Note that 0 < r < 00 and 
Z" = 00 means not to purchase additional capacity. 
Each machine in the system is either up or down and the system is either down (A: (r) = 0) or 
up (k[t) ^ 0) having a maximum of A:(?) 5^  0 units of capacity available at time t.  The total 
production rate at each instant is limited by the capacity of the operational machines. Hence, 
at time t, the production rate depends on the machines states and thus is subject to sudden 
changes due to the dynamics of the stochastic process k{t). The production constraint is then 
defined by: 
p.u(t)<k(t) (2.2) 
where p-{P\,-,Pn)  is the vector of processing times of the part type on the machine 
M,, with / = l,--,/Wi (before capacity expansion) or / = l,--,m,+ W2 (after capacity 
expansion); and u  = {ux,...,u„) is the vector of the corresponding production rates 
( 0 < W , < t / r a n d ; . , < ( f / r ) - ' ) . 
To increase the system availability, we considered that the transition rate from a failure mode 
to operation mode is a control variable, called hereM^(/). Thus, by controlling w^  (0 , one acts 
on the mean time to repair. The system capacity is then described by a finite state Markov 
chain that depends on the corrective maintenance policy. The transition rates matrix in such a 
situation is given by: 
Qm(ur) = [lapM] (2.3) 
with 
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q'^p [uj,)>Q \i  a*P  and q'^„  (M^ ) = - I^^ /? qap  ("r ) 
where q'^p  describes the transition rate of the system from mode cc  to mode p,  with m  = 1 
before capacity expansion and m  = 2  after capacity expansion. 
For a production rate u{t)eR",  the surplus (x{t)eR"),  of the manufacturing system under 
consideration (corresponding to inventory if positive or to backlog if negative) is described 
by the following equation: 
x{t) =  u(t)-z,  X(0) = X (2.4) 
where z  &  R  ^ denotes the constant demand rate and x  the initial surplus level. 
For any capachy k{t)  e M = Mj or M2 , let 
Urk{t)=[^r.^Uf"^^r.^UT\ 
Uki,)={KiO=(^^^^2r-,K)^0,p^U^-\-p,U^+...+pU„< kit)}' 
The set of admissible decisions at state k{t)  is defined by: 
rjk)= 
(^' «*(,)' ".*«) = ((^'"p"r*M^'"2'".0v,(^,W„,W.,))/ W,(„(0^^^(,)' 
^7^".(o^^r' o^«.(o^^ r 
(2.5) 
The control policy at state k{t)  is (r,M(),M^()) and U^^'^U^^,  U^"^  are minimum 
repair, maximum repair and maximum production rates respectively. Such a policy states that 
the decisions variables are production rate M(.) , repair rate Uf  (•) and time of additional 
capacity purchase r > 0 . 
The objective of the control problem is to minimize the following discounted function: 




where x(0) = x; k{0)  = k; G(x,M,w^) = c+x+-Fcf xf+c^w^ is the instantaneous cost, 
c+ > 0, Cj~ >o, Cr>o  are incurred costs per unit produced parts for inventory, backlog and 
corrective maintenance respectively. In addition j:+ =max{0,j:} and  x"  =max{0,-x|. 
The considered stochastic optimal control problem is to find an admissible control 
(r,w(),W^()) that minimizes J( ) given by equation (2.6) subject to equations (2.1)-(2.5). 
This problem is formulated in the next section as a dynamic stochastic optimization problem 
with a stopping time at which to purchase new capacity, corrective maintenance and 
production rates over time before and after the acquisition of the new capacity as decision 
variables. 
2.3 Optimalit y condition s 
Let i){x,k)  denote the value function or minimum expected discounted cost if there is no 
capacity purchase ( r = +oo): 
(2.7) 
Let us define 
v{x,k\ =  ^ inf^  y(x,^,r,w(»),w,(')), A:eM, 
^ '  (*, M(-),u,(-))er,(A:) 
/2(x) = C+Xj'"+Cj Xj 
c{Ur) =  CYUr 
and 
J\{x,k,u{»),Ur{<'y)=^ J{x,k,a:>,u{-),Uy.{»)) = E \e'P'G{x{t),u{t),Ur{t))dt 
Using the previous notation, J , () can be rewritten as follows: 




x(0) = x;A:(0) = A: 
The value function v{x,  k) in the case where there is no need to purchase a new capacity is 
given by the following equation: 
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v(x,k)= ^min^^  J,{x,k,u{'),Ur{*))=  inf i irf / .C^,^. «(•),«,(•)) (2.8) 
^ '  ueU,^,u,eU^i^  «(•) Uf-{*) 
It is shown in Boukas (1998) or in Kenne et al. (2003) that such a value function satisfies the 
set of Hamilton-Jacobi-Bellman equations given by the following expression: 




pv{x,k)= .mi n \{u-z)u^{x,k)  +  Qi{u,)o{x,){k)+G{x,u,Ur)], 
VxeE", AeM, 
Let v^{x,k)  denote the value function or minimum expected discoimted cost if there is a 
capacity purchase at initial time ( r = 0). 
Va(x,k + m2] = , inf, J(x,A:,r,w(-),w,(-)), A:GM, (2.9) 
^ ' (O , MC),"r('))er,(fc) 
From the definition of the process A:(0 , see equation (2.1), it follows that: 
Va{x,k + m2)>v{x,kY keM^ 
Let Jao(»)  be the cost function when there is capacity purchase at cost K-0  and define the 
corresponding value function as follows: 
^ao(^'k)= min  J^Q{x,k,T,u{'Xuri*)) 
^ ^ [T,u{'),u,(-)]er,(k) 
with 
00 
JgQ(x,k,T,ui»),Uri»)) = E \e~P^G{x{t),u{t),Ur{t))dt 
This value function corresponds to the one of the control of production and corrective 
maintenance rates presented in Kenne et  al.  (2003) in the context of multiple identical 
machines manufacturing systems. The value function U^Q (A;, A) satisfies the set of Hamilton-
Jacobi-Bellman equations given by the following expression: 
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pu^{x,k)= inf \(u-z){UM),(x,k)+Q{u,)v^Q(x,)(k)+c(ur)]+Kx), 
VxeR", A:eM, 
With (L'„O)X(^'^) ' the gradient —v^Q(x,k) 
From equation (2.9), we have 
Uaix,k-\-m2) = , inf^  J{x,k,0,u{'),u^{*)), 
^ '  (0, u{-),ur{'))err{k) 
keM, 
and 
i;. x,A:]= inf^ J{x,k,0,u{-),u,{')),  keMj 
foo 
inf E  \e-P'G{x{t),u{t),u,{t))dt  +  Ke-P' 




Va{x,k)= -mi^^ E  \e-P'G{x{t\u{t)Mt))dt 
"\ I  ueU,^,u,eU^,^  ^^ 
= ^ inf ^^  Jaoix,k,0,u{'),M'))+f^ 
ueUi^,Ur&U^1^ 
Va[x,k] = v^Q[x,k) +K 
r=0 
+ K 
We then have: 
pv^{x,k)= ^ inf [{u-z)v^{x,k)  +  Q,(u^)v,[x,){k) +  c(ur)\ +  h{x) + K, 
U&U j^,Uf€:U ^^ 
VxeM", A:eM2 
Since we are interested in optimal purchase time, optimal production and corrective 
maintenance rates, we write the HJB equations as follows: 
m 
in {niin„,y^,„^,y^^ {{u  - z).v,  {x,k)+  G  {x,u,u,)+ Q^  {ur)o  {x,k) 
k e  M -pu{x,k),v,{x,k +  m2)-v  {x,k)]}  =  0 /t t iK, j ^2.10) 
m i n \(u-z).(^Va)^{x,k)+G{x,u,u^)  +  Q2 {ur)va {^'•){^) 
-p(uaix,k)-K)=0, k e  M. 
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The optimal control policy (r",w*,M*) denotes a minimizer over U^j^  of the right hand side of 
equation (2.10). This policy corresponds to the value function described by equations (2.7) 
and (2.9). Then, when the value functions are available, an optimal control policy can be 
obtained as in (2.10). However, an analytical solution of (2.10) is almost impossible to 
obtain. In the next section, we constmct a near optimal control policy through numerical 
methods. It is by now well known that an approximation of the corresponding control policy 
or near optimal control policy can be obtained by a small perturbation of the tme value 
function. This can be done by using numerical techniques which provide a close form of the 
value fimction under reasonable assumptions. 
2.4 Numerica l approac h 
In this section, we develop the numerical method for solving the optimality conditions 
presented in the previous section. This method is based on the Kushner approach (see 
Kushner and Dupuis (1992), Boukas and Haurie (1990) and Kenne et  al. (2003) for details). 
The main idea behind this approach consists of using an approximation scheme for the 
gradient of the value functions v{x,k)  and v^{x,k).  Let h  denotes the length of the finite 
difference interval of the variables. Using h,  v{x,a)  is approximated by v''{x,k)  and 
V {x,k)  is approximated as in equation (2.11). 
v^{x,k)x{u-z) =  - (2.11) 




Using h,  (v^)^(x,A:) is approximated as in equation (2.12). 
Uv'M^Kk)-v\{x,k)y{u-z) if w-z>0 
h  ^' 
—(V^(X,A:)-V^(X-/2,A:))X(M-Z) otherwise 
M 
With approximations given by equations (2.11) and (2.12) and after a couple of 
manipulations, the HJB equations (2.10) can be rewritten as follows: 
K),(^,^)x("-^) = " (2.12) 
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v''(x,k)= min min -,  J^  J \ u^ (x + h,k)p''m +  v''(x-h,k)p''{2)] +  G{x,u,Ur) 
ueUJ;u^eUi!,{p^Qt'{u,)y^ / . J V ^ ^ J S ) 
+ i:'il(u>''{x,k') ] 
k'*k ' 
keM, 
u^a{x,k)= min ^ -.  ^^  J\u^{x  +  h,k)pl;m + u^{x-h,k)p;;{2)'] + G{x,u,u,) 
+ i:qlMOa{x,k') +  pK )  ksM, 
where (f/* ,f/^^) is the discrete feasible control space or the so-called control grid and the 
other terms used in equations (2.13) and (2.14) are defined as follows: 
QH"r) = 
A*(l) = 
PU2) = \ 








if M - z < 0 
0 otherwise 
The system of equations (2.13) and (2.14) can be interpreted as the infinite horizon dynamic 
programming equation of a discrete-time, discrete-state decision process as in Boukas and 
Haurie (1990), Kenne et  al.  (2003), for capacity expansion, production and maintenance 
planning problems. The obtained discrete event dynamic programming can be solved using 
either policy improvement or successive approximation methods. 
The next theorem shows that v\x,k)  and v'^{x,k)  are approximations to v{x,k)  and 
v^{x,k) for small step size h. 
Theorem 
Let v''{x,k)  and v^(x,A:) denote a solution to HJB equations (2.13) and (2.14). Assume that 





lim v''{x,k)  =  v{x,k) 
h-^O 
lim v^(x,A:) = v„(x,A:) 
Proof: 
The proof of this theorem can be obtained by extending the one presented in Yan and Zhang 
(1997). 
D 
In this paper, we use the policy improvement technique, given by the following algorithm, to 
obtain a solution of the approximating optimization problem. 
Step 1: Initialisation 
Choose ^ e E,set «:= 1, {v\x,k)f  :=  0, (v,'(jc,A:))" := 0, Vk  eM,^  Vxe G", 
Step 2: Compute 
{v'{x,k))"-':={v\x,k))", ykeM,,  VxeG,' 
(vt{x,k)r-':^{v'^{x,k)y, \fkeM„  VxeG,^ 
Step 3: Compute the correspondent value function to obtain the control policy: 
{T,ui),Ur(,)) 
Step 4: Test the convergence 
c; = min [(v" (X, k)y -  {v'  (x, k))-' 1, c^  = max [(v" {x, k))" - (v'  (x, A:))""' ] 
c- =min[(v , \x ,^) )"- (v : (x ,^) ) - ] , < =max[(v:(x,A:))''-(v.^x,^))""'] 
min _  P  „ - max _  P  + 
'-l ~  1  '' 1 '  '' l 1  '- I 
\-p \-p 
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min _ P 
^2 ~ 
,max 
' 2 ' ^2 
P .^ 
-2 
If min ( 
If min l 
max -.mm 
\-p ''  '  \-p 
] < 5, then stop; else n:=n + l and go to step 2 ^max „niin 
C-, -c^ 
^max mm 
c, - c , '1 ^1 
capacity expansion. 
max ^niin 
^2 ~^2 ) -
max _mm 
there is no capacity expansion else there is a 
Where G^^  is the state space grid related to the surplus x  and a given value of h.  The 
boundary conditions presented in Yan and Zhang (1997) are used here with the previous 
algorithm to solve the optimality conditions given by equations (2.13) and (2.14). 
2.5 Numerica l example and sensitivity analysi s 
Let us consider a firm with a two states Markov process k^  eM, ={0,i} describing the capacity 
of the system before expansion. After capacity expansion, a three states Markov process 
/tzsMj ={0,1,2} describes the capacity of the system. The discrete dynamic programming 
equations (2.13) and (2.14) give the equations (2.15) and (2.16) before capacity purchase: 
mm i^{x,0) = 
o''{x,\) = (p-a') min 
f 
j - - ^ ^ .p(;c+;,,0)p°(l)+i;''(x-/,0)/'0(2)]+G(x,0,t.,)+^;(«,)t^(x,l)) 
tm\u'{x+h,\)pl(\) + u''{x-h,\)li{2)\+G{x,Ui,0)+4oli{x,0) 
and equations (2.17) to (2.19) after capacity purchase: 
( [ u j (:c + h, 0) P^ (1) + u j (x - h,  O) /'_^ ° (2)] + G (x , 0, M, ) 













v^{x +  h,2)P^(\) +  ui{x-h,2)p^(2)j +  G{x,U2,0) 
+ ql,o',{x,0) + ql,o',{x,\) +  pK 
We use the following computational domain: 
G,^={x:-5<x<25, x{i)  = -5 + {i-\)xh, / = 1,2,...} 
Other parameters of the considered manufacturing system are given in table (2.1) 
























































The policy iteration technique is used to solve the optimality conditions related to equations 
(2.15) to (2.19). Obtained results are presented in figures (2.1) and (2.2). 
Figure 2.1 gives simultaneously the optimal purchase time (associated toX^^) and the 
production rate according to the initial inventory level. It is interesting to note from figure 2.1 
that if the initial inventory level is less than Y=  _2IO, then the optimal purchasing time will 
be at initial production time, meaning that r = 0. Backlog values under Z^^, corresponding 
to the initial inventory of the products used for the firm to absorb the excessive demand for a 
few initial periods, as stated in section 2.1. Thus, the optimal control policy suggests to 
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Figure 2.1 Productio n rate. 
After a purchase of a new capacity, the production rate of each machine (the existing and the 
new machines) is set to its maximal value to satisfy unmet demands (backlog) and to build 
the safety stock described by the threshold value X'. The production control policy obtained 
is an extension to the so-called hedging point policy given that the previous behaviour 
respect the stmcture presented in Akella and Kumar (1986) for production without 
maintenance and capacity expansion. The obtained modified hedging point policy, 
characterized by the switching trend illustrated by figure 2.1, is given by the following 
equation: 
u{t,x,k) 






The corrective maintenance policy, plotted in figure 2.2, divides the computational G^  into 
two regions after capacity expansion (i.e., [-5,X^2[ and [^H''^r2[) ^^'^  another two regions 
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Figure 2.2 Maintenanc e rate. 
With capacity expansion, if the stock level is under X^j and a failure occurs, one have to 
repair the failed machine at the maximal repair rate qf^  while the minimal repair rate ^^'" 
is applied in [X^^ , ^ ,2 [ • Without capacity expansion, if the stock level is under X* and a 
failure occurs, one have to repair the failed machine at the maximal repair rate q^  while 
the minimal repair rate ^™" is applied in [x*,25] . The corrective maintenance policy, 
illustrated in figure 2.2, is then summarized as in equation (2.21). For this example, 
Xr* =0.20, x^ i =-2.10 and x^ 2 =-3-60 
u,{x,k) 
q- i f x < X 2 
qr' if X , < X < X ^ 
(2.21) 
The control policy described by equations (2.20)-(2.21) is completely defined for given 
values of parameters X*,  X'^, X*, X*, and X*2 in the case of two-identical machine as in 
the example presented in this section. 
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Sensitivity analysis and comparative study . 
We performed a couple of experiments using the numerical example presented previously. A 
set of analysis have then been considered to illustrate the sensitivity of the obtained control 
policy with respect to capacity purchase, inventory, backlog, maintenance costs and 
machines availability. The results presented in tables 2.2 illustrate four different situations 
used to show the variation of the production and new capacity purchasing parameters when 
the purchase cost increase and when the repair rate is controlled or not. 
Table 2.2 Impact of the corrective maintenance policy on purchase 
time and production policy 
Without control of machine repair rate 
With control of machine repair rate 
Without control of machine repair rate 


























Table 2.2 shows that controlling machines repair rates (corrective maintenance) reduces the 
optimal purchase time and production threshold level. The proposed joint optimization of 
capacity expansion, production and maintenance activities significantly reduces the overall 
incurred cost compared to separate optimization models as shown in figure 2.3. 
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Overall incurred cost K = 50 000: Cr = 25 
3000 
2500 
^m ^  N o capacity managemen t no r maintenance control 
• •  •  •  Capacit y managemen t without maintenance control 
^ ^ ^ H Capacit y managemen t and maintenance control 
Figure 2.3 Overal l incurred cost. 
As one can observe from figure 2.3, there is a significant difference between the system 
performances in three situations. Such situations are: 
Production planning with no capacity expansion and no corrective maintenance as in 
Akella and Kumar (1986); 
Production planning with capacity expansion and no corrective maintenance as in Sethi 
and Zhang (1994); 
Production planning with capacity expansion and corrective maintenance as in this 
paper for the control policy given by equation (2.20)-(2.21). 
For a comparative purpose, we used the algorithm presented in section 2.4 to solve the 
optimality conditions or HJB equations of the above three situations and to obtain results 
presented in figure 2.3. Through the observations made from figure 2.3, it clearly appears 
that the proposed approach, based on a simultaneous control of capacity expansion, 
production and corrective maintenance rates, provides interesting results in the context of 
manufacturing systems under uncertainties, for given initial inventory levels. 
42 
For a m-identical machines manufacturing system producing one part type, the capacity 
expansion, the production and corrective maintenance policies could be defined by 2{m  +1) 
parameters or input factors. The experimental design approach, combined to simulation and 
analytical models could be used to determine the effects of considered factors on the incurred 
costs and to determine their optimal values. Details on experimental design and simulation 
modelling could be find in Gharbi and Kenne (2003) and references therein. 
2.6 Conclusio n 
In this paper, we develop a capacity expansion model for one-product, multiple-machine 
manufacturing systems with constant demand. We develop an effective solution approach to 
determine the optimal capacity purchase time, production and maintenance decisions over 
time. The introduction of the maintenance planning increases the availability of the 
production system, which guarantees the improvement of the system's productivity. Through 
a computational study, we show the effectiveness of the proposed models in terms of 
contribution in the control theory area and investigate the impact of capacity cost, 
maintenance control and other important parameters on the control policy. 
In this work, we have only considered the model with a single capacity purchase, constant 
demand, equipment purchase and capacity expansion, mainly for simplicity, without loosing 
the generality of the proposal. An extension of the proposed models could significantly 
reduce the overall incurred cost if it incorporates models with any finite number of capacity 
purchases, stochastic demand or capacity reduction. In addition to machine purchase, the use 
of other resources, define as any part of the system that is not consumed or transformed 
during the production process, for capacity expansion could be considered. 
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Resume 
Le present article analyse un systeme manufacturier dont la machine est sujette a la 
degradation, aux pannes et reparations aleatoires et aux activites de reparation ou de 
remplacement. La machine fabrique un seul type de produit et lorsqu'une panne survient, une 
option est choisie entre reparer la machine ou bien la remplacer. Si I'option de remplacement 
est choisie, la machine est remplacee par une autre machine, neuve et identique. En cas de 
remplacement, aucune action de reparation n'est prise en consideration. Les variables de 
decision du probleme de commande considere sont le taux de production et la politique de 
basculement de la reparation au remplacement de la machine lorsqu'une panne survient. 
L'objectif est de trouver les variables de decision qui permettent de reduire les couts totaux, 
comprenant les couts de reparation, de remplacement, d'inventaire et de penurie sur un 
horizon infini de planification. Etant donne que les activites de reparation de la machine 
dependent de I'historique des pannes et reparations, un processus de decision semi-
Markovien est utilise pour decrire la dynamique du systeme. Les conditions d'optimum 
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proposees sont developpees en utilisant la methode de programmation dynamique 
stochastique. Un exemple numerique est donne pour illustrer I'utilite de I'approche proposee 
et une analyse de sensibilite permet de confirmer la stmcture obtenue des politiques de 
commande. 
Abstract 
In this paper, we investigate a deteriorating production system subject to random machine 
breakdowns, repair or replacement activities. The machine produces one type of product, and 
when a breakdown occurs, either a repair or a replacement action is chosen. The machine is 
replaced with a new one if the replacement option is selected, and no repair action is 
considered. The decision variables of the control problem are the production rate and the 
repair/replacement switching policy upon machine failure. The objective is to find the 
decision variables that minimize overall cost, including costs associated with repair, 
replacement, inventory holding and backlog over an infinite planning horizon. Because 
machine repair activities depend on the repair history, a Semi-Markov Decision Process 
(SMDP) is used to describe the dynamic of the system. The proposed optimality conditions 
are developed using the stochastic dynamic programming approach. A numerical example is 
given to illustrate the utility of the proposed approach, and a sensitivity analysis is considered 
to confirm the stmcture of the control policy obtained. 
Keywords: Replacement policy; Corrective maintenance; Production planning; Numerical 
method; Manufacturing systems. 
3.1 Introductio n 
In a manufacturing environment, the availability of an operating machine decreases with its 
age. Maintenance activities are often imperfect, that is, a machine is not new after a 
corrective or a preventive maintenance is performed. For that reason, the machine must be 
replaced after a certain number of failures, as it progressively degrades over time, and in the 
long run, will reach the end of its useful life following rebuilding. Production system 
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availability could be increased by performing appropriate replacements in critical situations 
characterized by a large number of failures. The literature contains many proposals for 
optimizing the performance of production systems, based on repair/replacement, 
maintenance and the production planning problems, with the models considered individually. 
In this work, we carry out a joint optimization of repair/replacement and production activities 
in order to come up with more realistic control policies. 
Many authors have studied manufacturing systems subject to progressive degradation in 
order to determine optimal repair versus replacement conditions. Two replacement policies 
are commonly used. The first one is based on the accumulated working time, or age T  of the 
machine and the second one is based on the accumulated number of failures A^  of the 
machine. Phelps (1983) developed solutions covering situations where minimal repairs are 
performed on the system up to age T,  with replacement by a new machine at first failure after 
T. A  minimal repair does not change the failure rate of the system. Kijima et  al.  (1988) 
introduced a periodic replacement model with general repair, in which a system is replaced 
only at scheduled intervals and is repaired whenever it fails. They defined a general repair 
model as one in which the repair upgrades the mode of the machine, and proposed an 
approximation procedure to be used to find the optimal replacement period. Makis and 
Jardine (1991) considered a deteriorating system subject to random failures such that at 
failure, the system can be replaced or can undergo a repair with three possible outcomes. 
Those outcomes are the following: the machine is as good as new, it is returned to its 
operating state just prior to failure, or it must be scrapped and replaced at additional 
replacement cost. Makis and Jardine (1991) assumed that the repair cost increases with the 
system's age, and that maintenance activities take very little time. They determined the 
optimal replacement time for the system. Makis and Jardine (1992) later extended this model 
to consider a cost that depends on time and on the number of repairs in the cycle. They 
showed by numerical examples that the optimal policy is considerably better than the optimal 
periodic policy. Yuan (1994) proposed a bivariate replacement policy {T,N)  and showed 
that the optimum of the combined replacement policy is better than the optimum of 
individual T  and A'^  policies. Love et  al. (1998) and Love et  al.  (2000) considered a system 
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that may undergo a repair which can partially reset the failure intensity of the machine. They 
introduced the concept of virtual age of the machine and assumed that repairs could at most 
shift back the failure intensity so as to remove the most recent run-time sojoum. They 
formulated the decision to repair or replace the machine on failure as a discrete semi-Markov 
decision process and showed that optimal decisions are of the threshold type. Mathew and 
Kennedy (2003) examined issues including whether the replacement should occur at fixed 
time intervals or not, the consequences of a delay beyond the fixed time interval, the 
existence of a valid optimal fixed time interval for each replacement. They studied whether 
an optimal fixed time is something inherent to equipment or if factors like depreciation rate, 
discount factor influence it greatly. They showed that a Delayed Time Interval policy would 
be more efficient for the replacement of components and subassemblies of equipment. Hariga 
et al. (2006) addressed the problem of determining optimum inspection schedules for a single 
deteriorating production system with a predetermined replacement cycle. They developed an 
optimal joint inspection-preventive maintenance policy when the inspections are carried out 
at discrete points in time. In their model, the time to shift follows a general distribution with 
increasing failure rate. Zhou et  al.  (2007) integrate sequential imperfect maintenance policy 
into condition-based predictive maintenance. They proposed a reliability centered predictive 
maintenance policy for a system subject to degradation due to the imperfect maintenance 
effect. 
Corrective maintenance which is mainly employed in manufacturing industries is usually 
unplanned and more often than not, it brings production to a standstill (Gabriella et  al., 
2008). In many industries including automobile and semiconductor, buffer stock are usually 
used to guarantee the continuous supply of the subsequent production machine during 
intermptions of service due to corrective or preventive maintenance activities (Chelbi and 
Ait-Kadi (2004), El-Ferik (2008)). Both research papers mentioned above and many others 
made the assumption that failures are instantly detected and repaired, or that replacements are 
instantaneous. This assumption is not realistic for production systems because, more often 
than not, repairing the machine requires a considerable amount of time (Wang and Zhang, 
2006). Moreover, the repair time can increases with the age of the machine or the number of 
failures it has undergone. Failures are random phenomena, and repair times are non-
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production times for the system. Since these uncertainties imply dismptions on replenishment 
lead times, the company must therefore hold buffer stocks in order to be able to ensure 
delivery when such lead times are uncertain (El-Ferik, 2008). On the other hand, holding 
stock and backlogs involve costs. Although several researchers have studied the problem of 
production and repair/replacement planning, most of the researches that have been published 
are based either on instantaneous repair or replacement or both. Therefore they ignore the 
interactions that exist between production and repair/replacement planning because repair 
and replacement activities do not significantly affect production activities. 
A great deal of research has been focused on determining the optimal production planning of 
manufacturing systems subject to failures and repairs (Rishel (1975), Gharbi and Kenne, 
(2000), Cassidy et Kutanoglu (2005), Pellerin et  al.,  (2007)). Following the work by Rishel 
(1975) and Kimemia and Gershwin (1983) on production planning for a system affected by 
jump disturbances, Boukas and Haurie (1990) combined production and preventive 
maintenance planning when the machine's failure probability increases with its age, and 
obtained a modified hedging point policy. The hedging point policy introduced by Kimemia 
and Gershwin (1983) consists in maintaining an optimal inventory level during times of 
excess capacity in order to hedge against future capacity shortages brought about by machine 
failures. Boukas and Haurie (1990) determined the production rate and the maintenance 
policy which minimize the total expected cost of a two-machine system. They adopted a 
numerical scheme which is computationally difficult to provide the optimal control for large-
scale manufacturing systems. To cope with this difficulty, Kenne and Boukas (2003) 
formulated a singular perturbation-based model for production and preventive maintenance 
rate planning in a manufacturing system, and obtained a limiting problem that was 
numerically more fractable. Gharbi et  al.  (2007) investigated the joint implementation of 
preventive maintenance and safety stocks in a manufacturing environment. For more realistic 
purpose, they used a stochastic model not restricted to Markovian processes and derived 
expressions of the overall incurred cost. They used the overall incurred cost as the basis for 
optimal determination of the jointly production and preventive maintenance policies. Kerme 
et al.  (2007) formulated an analytical model for the joint determination of an optimal age-
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dependent buffer inventory and preventive maintenance policy in a production environment 
that is subject to random machine breakdowns. They provided optimality conditions for the 
manufacturing systems considered, and used numerical methods to obtain the corresponding 
multiple threshold levels hedging point policy. Gharbi et  al.  (2008) studied the multiple 
repair rate control problem of remanufacturing systems and solved the problem in the case of 
one product type. Based on control theory, a near-optimal control policy was proposed. The 
policy, called multiple hedging point policy (MHPP), is described by two thresholds related 
to the two accelerated repair rates. 
Some of the previous works on production planning took into account the fact that the system 
deteriorates with age, but did not consider the cases in which some parameters, such as repair 
time, change with the number of failures. One reason for this is that considering the 
variations in such parameters renders the problem more complex. Wang and Zhang (2006) 
studied a simple deteriorating system with repair. They considered that the successive 
operating times of the system after preventive repair formed a stochastically decreasing 
geometric process, while the consecutive preventive repair times of the system formed a 
stochastically increasing geometric process. They assumed a negligible replacement time and 
did not consider a production planning. El-Ferik (2008) considered a joint determination of 
the economic lot size for an unreliable facility maintained according to age-based 
maintenance policy with increasing failure rate. In his model, the system is replaced after N 
production cycles. Although replacement time has an average value Tr, repair times are 
presumed negligible and production rates are constant. 
Our aim is thus to extend these previous models in order to allow simultaneous production 
and repair versus replacement policies determination when repair times increase with the 
number of failures. We considered a production system consisting of one failure-prone 
machine that deteriorates with age. The machine is subject to random breakdowns, repairs 
and replacements. The failure of the machine means that the production activity must be 
stopped. When this occurs, the machine should be repaired or replaced, and the repair time 
increases with the number of failures. When at failure the machine is replaced after it 
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experiences a certain number of failures or it age reaches a predetermined level, then the age 
level and the number of failure after which the machine will be replaced is almost known by 
the maintenance team. That allows to order the machine and to prepare the installation kit 
such that the time taken to replace the machine at the corresponding breakdown is reduced. 
The average replacement time is constant and low compared to the repair time. This problem 
fell under the class of machine age dependent replacement models, which has been covered 
in the literature. However, the specific problem considered in this work is more complex for 
the four following reasons: 
Production planning (non constant production rate) is combined with a repair versus 
replacement policy determination in a stochastic environment; 
The machine has different dynamics after each breakdown and repair; 
The machine deteriorates while in operation and the failure rate increases with the age 
of the machine; 
Corrective maintenance activities are imperfect and repair times increase with the 
number of failures. 
The main contribution of the paper is the simultaneous determination of the production (rate) 
and repair versus replacement policies under those four considerations, which has not yet 
been addressed in literature. Because machine repair activities depend on the number of 
failures the machine has undergone, the simultaneous control approach consists in 
developing a Semi-Markov Decision Process (SMDP), in order to determine an optimal 
repair and replacement policy and a production plan for the system. Those policies are 
determined in order to minimize inventory, backlogs, repairs, and replacement costs over an 
infinite planning horizon. 
The paper is organized as follows. In Section 3.2, we present the problem statement. 
Optimality conditions are given in Section 3.3. Numerical methods are used in Section 3.4 to 
solve the optimality conditions obtained in Section 3.3. Numerical examples are presented in 
Section 3.5, and a sensitivity analysis is performed in Section 3.6 to illustrate the usefulness 
of the proposed approach. We finally conclude the paper in Section 3.7. 
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3.2 Proble m statemen t 
The machine of the considered system produces one type of product, and at any given time t, 
the system is characterized by the following four-state variables: the machine mode ^{t),  the 
number of failures n{t),  the age of the machine a^it),  and the inventory/backlog level x{t). 
If we define the production rate to be u{t)  and the demand rate d, then the dynamic of the 
stock level can be described by the one-dimensional ordinary differential equation: 
x{t) = u{t)-d, x(0) = XQ (3.1) 
where XQ  is the initial inventory/backlog level. When x{t)>0,  the system has available 
inventory, and backlog, otherwise. The mode of the machine at time t  is given by the 
random variable (^{t) e Q = {1,2,3} defined by: 
m= 
1 if the machine is operationnal 
2 if the machine is under repair 
3 ifthe machine is under replacement 
The age of the machine between failure n  and failure (n+\)  is given by: 
an(t) =  a{t-tn), t^  <t < t^^^,tQ=0  (3.2) 
where /„ is the instant of the n^"  failure. 
The ftinction a{t)  is an increasing function of number of produced parts, described by the 
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following differential equation: 
cit 
There could be several ways to express the relationship between the age a{t)  and the 
production rate u{t). By referring to the literature (Kenne and Boukas, 2003), we define it 
linear. That is: 
^^^ku{t) (3.3) 
dt 
where A: is a given constant used to define the age of the machine and its increasing rate. 
Thus, equations (3.2) and (3.3) state that the age of the machine is a linear function of the 
number of produced parts since the last restart of the machine. 
At the initial time (^{t) = 1), the machine is operational, and its number of failures n{t)  = 0. 
Its age is OQ and the inventory/backlog level is Xo(/). Thus 
(^{t),n{t),an{t),x{t)) =  (\,0,aQ(t),XQ{t)). After the first failure. n(t)  = \. Ifthe machine is to 
be repaired, then ^{t)  = 2, otherwise ^(t)  =  3 . Assuming that the repair or replacement does 
not damage the machine, the age of the machine remains unchanged until the restart time 
after the repair. At the restart time of the machine after the first failure, the four-state variable 
is {l,\,aAt),x(t))  and upon the next breakdown, it can become {2,2,a-^{t),x{t))  or 
(3,2,a, (0,x(/)), depending on the action undertaken. The transition state variable upon the 
(n + Y) failure will be {3,n  + l,an{t),x{t)) if the machine is replaced, or 
{2,n + \,an(t),x{t)), if the machine is repaired. If the transition state variable 
is(3,« + l,%(0>^(0)» then it will subsequently be {\,0,aQ{t),x{t)),  otherwise it will be 
{\,n + \,an{t),x{t)). 
Let q^o  {an,n)  a,P  € Q, be the transition rates for the machine from mode a to mode fl  at 
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time t.  We then have: 
All other transition rates of the machine from mode a  to mode fi  {ft^a  ^a,  P&Q.)  equal 
0. 
Let 5 > 0 be a given positive real, representing the age above which if a failure occurs, the 
machine is replaced. 
We define q^^{an)  =  q\2{^n)''Ind{an<s] and q^2,{^n)^<l\-i{'^n)*I^d[an>s].  s  is  a 
repair/replacement switching age, and q^  „ (.) is a transition rate of the machine from mode 
cc = 1 to mode /? € {2,3}, given the switching age 5. lflnd{an  ^s}  =  \, then the age of the 
machine a« is equal to or less than s  and the machine should be repaired. If not, the 
machine needs to be replaced. 
The mean time to replace the machine (that is the mean time the machine spends in operation 
before replacement at failure (T,^))  is longer than the mean time to repair (T^).  But the 
mean repair time, (that is the mean time it takes to replace the machine after a failure (T-,-,)) 
is lower than the time it takes to repair the machine when a failure occurs (Tj,).  Thus in our 
model, 7^  T > r, ^  and Ty.  ^T.^..  The repair time is an increasing function of the number of 
failures n.  Let (^{•)  = {4{t): t>o]  denote the stochastic process with value in Q. ^(•) is a 
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semi-Markov chain. 
Let Q^{)  =  \q^^{an)\ denote a 3x3 matrix such that q^  „{an)>0  if a^P, 
< 3 ( ) = ^13(); 9f l () = ^3l(-) and ^^a(•) = - S <^( • ) 
a*/} 
We shall refer to Q^  (•) = 
chain ^(•) 
^ n ( ) <2() <3^-^ 
^3j(.) 0 , 3 3 0 
as the transition matrix of the semi-Markov 
The replacement cost is fixed at CQ  and the repair cost Cj(.) is a bounded non-decreasing 
function of repair time. 
Let G(-) be the cost rate defined as follows: 
G{^,a„,x,n,u,s)^h{x) +  Ci{.)*Indy{t) =  2} + CQ*Ind{^{t) =  3} (3.4) 
where h{x)  = c^x +c  x  .  The constants c^  and c  are used to penalize inventory and 
+ backlog, respectively, x  =  max(0, x)  and x  =  max(0, -x), 
The expected discounted cost is given by: 
J[a,an,x,n,u,s) =  E 
00 
I e~P^G{-)dtl x{0)  = x, #(0) = a, fl„(0) = fl„ 
0 
(3.5) 
where p  is the discounted rate. 
Equation (3.5) is subject to constraints given by equations (3.1)-(3.4), and the capacity 
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constraint is given by: 
0<u{t)<Ufn (3.6) 
where C/^ is the maximum production rate of the machine. 
Our objective is to find the number of failures JV^ after which the machine should be 
replaced at the next failure; the age S^  before a systematic replacement at the next failure, 
and the production rate u  * (/) in order to minimize J{). 
Let S  be the set of a^ > 0 such that at the next failure after a„ , a replacement is undertaken, 
P the set of n > 0 such that at the next failure after n,  a  replacement is undertaken, and 
r^={u{t)/o<u{t)<Um}. 
Any three-state variable {s,np,u)eSxPxr^  is admissible, and our problem is to minimize 
the cost y (•) across all admissible three-state variables. 
The control variables are the age j after which the machine should be systematically 
replaced at the next failure, the number of failures before replacement at the next failure « , 
and the production rate u. 
Sfj = min{5>0/5e5"} and N^  =  min{w^ >0/«p G P | . Since at  N^,  Sfj  = 0 ^fx,  it is sufficient 
to determine S^  instead of the two variables. 
The value function of the problem for a given number of failures n  is: 
V{a,an,x,n)= inf J{a,an,x,n,u,s)  (3.7) 
s{t)eS, M(/)er„ 
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In the remainder of this work, we will use a  instead of a„, and the notation z = (o, x) . The 
value function V{a,z,n)  satisfies specific properties called optimality conditions, which are 
presented in the next section. 
3.3 Optimalit y condition s 
In this section, we show that under an appropriate assumption, the value function V{a,z,n) 
satisfies a set of coupled partial derivative equations derived from the application of the 
dynamic programming approach. 
Assumption 3.1 
One of the goals of scheduling the production is to meet the demand with minimal costs due 
to inventory. It's better to have X as close as possible to 0. The costs due to X is generally 
summarized in a convex fimction which has its minimum at x = 0 and which grows as 
|x| ->co (Gershwin, 2002). Thus, we make the following assumptions A.3.1 and A.3.2). 
A.3.1) h{)  is a nonnegative convex function with h{0)=0.  There are positive constants 
Cg and Kg,  such that: h{x)  < Cg(l+1 x | * ) and 
h{x^)-h(x2)<Cg(\+\x^\ ^  +\x2\  ^ ) 
^1 ^2 
Thus, h{.)  satisfies the Lipschitz property. 
A.3.2) The repair replacement costs w{n,a)  = C^{.) *Ind{<^[t) = 2} + CQ * Ind{<^{t) = 3} 
is a bounded non-decreasing function in(n,a). 
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Lemma 3.1 
i) if G[<^,z,n,u,s)  is jointly convex in x , then V{oc,z,n)  is convex in x for each 
{a,a,n)eQ.y.[Q,oo\xP 
ii) if  G[i^,z,n,u,s)  is locally Lipschitz, then V{a,Z,n)  is also locally Lipschitz. 
iii) if G[^,z,n,u,s)  is a bounded increasing function in Ct,  then V{a,z,n)  is also a 
bounded increasing function in a  for each (a ,x ,«)eQxRxP 
Proof: 
We just need to show that J{a,.,n,)  is jointly convex to prove i). 
Let X, and X2  be any initial values, w' (•) and u^  (•) any admissible controls. Let x' [t) and 
x^{t) t>0  denote the trajectories corresponding to (XI ,M' ( ) J and (X2,M (•)). 
For any / le [0 , l ] , 




I e ^  \AGia,a,Xpn,u^{-),s]+[\-A)Gia,a,X2,n,u'^{-),s]\dt 
j e~P^(Ah{xY) + Aw{n,a) + {1-A)h{x2) +  {\-A)w{n,a),s)dt 




We used assumptions in section 3 to show that if Gi^,z,n,u,s)  is jointly convex in X, then 
V[cx,z,n) is also convex. Thus with assumptions A.3.1) and A.3.2) we have: 
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00 
Ajia,a,x-^,n,u^{-)]+{\-A)jia,a,X2,n,u2{-),s]>E j e~P^G[a,a,x[t),n,u{t),s)dt 
where u{t)  = Au^{t) + i\-A)u^{t) and x{t)  denotes the trajectory with initial value 
x = Ax-^+(\-A)x2 and control «(•). 
Thus: 
Aj{a,a,x^,ri,t?-{)\+[\-A)j{a,a,X2,n,u2{),s]>j{a,a,Ax^+[\-A)x2,rkAu^{)^ 
which means that J{a,a,.,n,.s)  is jointly convex, and consequentiy, V{a,a,X,n)  is 
convex. 
The proof of ii) is similar to the proof of lemma 3.1 of Sethi and Zhang (1994) for a given 
number of failures value. 




V{cc,z,n) is a unique viscosity solution to the Hamilton-Jacobi-Bellman (HJB) equations: 
(3.8) 
+ Q^{a,n)V{•,(p^{a,;n),x,(p„{a,;n)){a) } 
with 
ri r^ 
pV(a,z,n) =  MinMin{ G{-)+—V{a,z,n)k{u{t))  +—V{a,z,n){u{t)-d) 
ueVseS ^« ^ 
;^^{a,;n),x (p„{a,;n)){a) 
0 if ^(T+)=land ^(^~) = 2 
0 if ^ ( r + ) = l a n d ^ ( r ~ ) - 3 where ^ (0 = a € Q 
a ( r ~ l otherwise 
(Pn{a,<^,n) 
n if ^ ( r ' ^ ) = l e t ^ f r ~ ) = 2 
0 if ^ ( r + ) = l e t ^ ( r ~ ) = 3 
n +1 otherwise 
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3 ^ 
-^V[a,z,n) and —V{a,z,n)  are the partial derivatives of the value function V{cc,z,n). 
Proof: 
It suffices to show that F(-) is both a viscosity subsolution and viscosity supersolution of 
equation (3.8). 
Let us consider any fixed a^  e Q, OQ > 0, Xg e M and «o e N. Let ^(a, x) e C' (/?') be such 
that V  {ocQ,a,x,nQ)-<l>{a,x) attains its maximum at (a, x) = («(,, Xg) in a 
neighborhood A'^ (flo,Xo). Let r denote the first jump time of ^{t).  We consider a{t)  <5and 
the control u{t)  = u for 0 < ^  < r ; where w is a constant. Let consider 6^  e  (0,r] be such that 
z{t) = {a(t),x{t))starts at z^  = {a^,x^)and stay inN{aQ,XQ) for O<t<0j.  Define 
y/j{a,a,x,n) = 
^(a,x)-F(oro,ao,Xo,no)-<^(Oo,Xo) if  a =  aQ and« = «o 
V{a,a,x,n) if not 
For the remainder of the proof, it suffice to use dynkin's formula and the fact 
thati^(^^) = aQ,0<t<Oj. After a couple of manipulations and by letting 0^  ->0,  we can 
conclude that 
G(ao, «o' ^0' «o) + (" - d)<Px  (XQ ) + (ku)(^  ^{a^y 
+Q'(a,n)V(.,(p^{a,.,n),x,(p„{a,.,n)){ao) mm mm ueV seS 
•yaF(ao,ao,Xo,«o)>0 
Thus, F(.) is a viscosity subsolution. 
The basic idea to show that V{.)  is a viscosity supersolution is similar to that of Lemma H.2 
of Sethi and Zhang (1994) when replacing x by z  = {a,x) and V{x,a)  by V[a,z,n). 
D 
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Because of the complexity of equations (3.8) according to state variables ^,n,aand  x, 
obtaining the analytical expression of decision variables 5 and u  is very difficult. In the next 
section, we develop a numerical method based on the Kushner approach (see Kushner and 
Dupuis (1992)) to solve the optimal conditions and obtain an approximation of the optimal 
control policy. 
3.4 Numerical approac h 
In this section, we solve the HJB equations (3.8) by approximating V{a,a,x,n)  by a function 




-^V{a,a,x,n) =  j -









where hx  and h^  are discrete increments associated to state variables x  and a , 
The following three equations are the discrete dynamic programming equations obtained: 
F''(l,a,x,«) = 1 
p + ^ku{t) +  ^\u{t)-d\-q^^ 
c-^x"' +C-X- +^V^{\,a +  ha,x,n){ku{t)) 
tia 
+ ^Ht)-d\ 
^V^{\,a,x + hx,n)Ind{{u{t)-d)>Q] 
+ V^{\,a,x-hx,n)Ind[{u{t)-d)<Q] 






hx P + ^ - 9 2 2 
c X  +c  X  +C^{n,a) 









^ + + — — /-< c x  +C  X  + L Q 
+ -^Vh[3,a,x-hx,n)+ q2iVh{\,a,x,n)Ind{a>s} 
. / ? , 
(3.10) 
(3.11) 
The next theorem shows that the value fiinction V  {a,a,x,n)  is an approximation of 
V{a,a,x,n) for small size step h. 
Theorem 3.1 
Let V"{a,a,x,n)  denote a solution to HJB equations (3.9) to (3.11). Assume that there are 
constants C and A: such that: 0 < F (a:,a,x,/j)<C(l+|x| ),then 




This theorem can be proved in the same manner as in Yan and Zhang (1997). 
D 
In the next section, we provide a numerical example to illustrate the stmcture of the control 
poHcies. 
3.5 Numerica l example 
The computational domain D  is given by: 
D = {{a,x,n): 0 < a < 300;-5 < x < 15;0 < « < 20} 
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We define the repair transition rate by: 
?2l(")"'?0 + ^ l 
n-\ 
V N J 
The mean time to repair MTTR{n)  -
where qi,qQ,N  and r are given parameters. 
1 
92l(") 
Thus, the repair rate ^2i(")'l^'^r^ases with the number of failures and the mean time to 
repair MTTR{n)  increases with the number of failures, as illustrated in Figures 3.1 a. and 
3.1.b. 
5 1 0 1 5 










- - - r =  0 
r = 0.1 
- — r = 1 0 0 0 
x*V' 
iw^*** 
.oi** '* ' \  ! 
\^^  
i 
) 5  10  1 5 
Number of failures 
20 
^2l(") b. MTTR{n) 
Figure 3.1 Repai r rate and mean time to repair for« = 1,2,3,...20. 
As illustrated in Figure 3.La and 3.Lb, we can act on the constant parameter r  to modify the 
trend of the repair rate (according to the number of failures having occurred) of a specific type 
of machine. Ifthe repair rate is almost constant with a high limit \a\\XQq^+q,  , a high value of 
r (i.e., value 1000 in this example) will be used. Conversely, to represent a low repair rate with 
a limit value of q^,,  we can use low values of r  (example r = 0 in Figure 3.La). In this work, 
we use a value of r = 1 because it lies between the two extreme cases, and allow us to observe 
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the impact of changes on the mean time to repair (see Figure 3. Lb) from one failure to the next. 
For a specific manufacturing system, the typical value of r  can be determined from repair time's 
historical data. 
Given the frequent utilization of the Weibull distribution for semi-Markov process (Love et  al. 
2000, Ouhbi and Limnios, (2003), Zhou et al., (2007)), we assume that the lifetime distribution 
of a new machine follow a Weibull distribution. Let A^  be the scale parameter and a ^ the 
shape parameter. The machine failure transition rate or transition rate for the two possible 
1 —(A,  ai^^ 
actions, repair (^i2(-)) and replacement {q^-^O)  is A^T{\  +  ) ( l -e ' ^ ) , where 
r(.)is the gamma function. Other parameters used in the numerical example are presented in 
table 1. For a given manufacturing system, they can be determined from the system's historical 
data. 





































The control policies obtained are presented in figures 3.2-3.9. As we can see from figure 3.2, 
for each surplus level and number of failures, there is a limit on the age of the machine after 
which if a failure occurs, the machine should be replaced. This limit defines the 
repair/replacement policyS„(x) for a given number of failures «. If a failure occurs 
below-S„(x), a repair is conducted; otherwise, the machine is replaced with a new identical 
one. 
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Figure 3.2 Repair/replacemen t polic y 5„(x) 
It was predictable that the S„(x) policy would drop as the number of failures value dropped 
and attain its minimum at zero. S-,Ax)  =  0, Vx; that is, the machine would have at least 
Nffj =16 failures before a systematic replacement would be required upon a next failure. 
The production policy presented in figure 3.3 shows the number of parts z^ia)  to hold in 
inventory in order to hedge against machine breakdown at each age, for a given number of 
failures. 
Ifthe stock in the system x(t)  is less than z^(a), production should be at a maximum rate; if 
x{t) is equal to z^ia),  then production should be at demand rate, otherwise, there would be 
no need to produce parts. As we can see in figures 3.3 and 3.4, the threshold level z^(a) 
increases and reaches a certain level Zp{n),  which is the maximum number of parts to hold in 
inventory before the {n  + \)' failure of the machine. 
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Figure 3.3 Numbe r of parts to hold in inventory betwee n 
the rf"^ restar t and the ( « + l)' failure . 
Figure 3.4 Numbe r of parts to hold in inventory 
for each failure number. 
Figure 3.5 below presents the maximum number of parts to hold in inventory to hedge again 
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Figure 3.5 Maximu m number of parts to hold in 
inventory for each failure number . 
As can be seen in figures 3.4 and 3.5, the number of parts to hold in inventory in order to 
hedge against failures increases with the number of failures for a certain number of failures 
Nil. That number of parts becomes null after A^ ^^ , that is, just prior to machine replacement. 
Thus, the repair/replacement policy is: 
When the next breakdown of the machine occurs at age a{t) , 
Repair if a{t)  <= S^{x) 
Replace if a{t)  >  S^{x) 
with Sn{x)  given in figure 3.2 (3.13) 
The above results enable us to clearly illustrate the production control policy (production 
rate) as follows: before each failure n. 
u*(a,a,x,n) =  < 





{Zn(a) > 0 if By,  <a{t)<Snix)  , , , , . , .^ , . 
With <^  " " " and z„(a)<Zj5(«) and or = 1 (Production mode) 
I z^(a) - 0 otherwise ^ 
The repair/replacement policy obtained is more appropriate for manufacturing systems than 
those presented in Makis and Jardine (1993), Love et  al. (1998) and Love et  al. (2000) . For 
each stock level, it gives the production rate and the replacement age for a given number of 
failures, instead of a single replacement age for all system stock levels. 
We could have chosen to use the resuhs of Makis and Jardine (1993), Love et al. (1998) and 
Love et  al.  (2000) as the input, and to integrate production control, given the 
repair/replacement policy. Unfortunately, under these circumstances, there is no evidence to 
say with certainty that the stmcture of the policy remains valid when production control is 
introduced. However, by simultaneously controlling the production and repair versus 
replacement as we have done in this article, we obtained a directly appropriated 
repair/replacement policy. 
In the next section, we will analyze the sensitivity of the policies obtained according to some 
parameters of the system. 
3.6 Resul t and sensitivity analysi s 
It appears from figure 3.5 that the maximum number of parts Zp{n)  to hold in inventory 
increases with failures until a number N^  of failures is reached; after N^^,  the number of 
parts to hold in inventory in order to hedge against breakdowns is nil. This result is logical 
because the probability of the machine being replaced at the next breakdown after Nu  is 
almost equal to 1, due to the fact that S^ix)  must then necessarily be exceeded. 
Furthermore, the replacement takes a negligible amount of time compare to repair time, and 
after replacement, the machine is new. It is thus normal to avoid holding parts in inventory 
just prior to replacement. 
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For other sensitivity analysis, we used 0<a<100 . The repair/replacement policy in figure 
3.6 a. below shows two zones: zone I, where 5'^(x)>0 and zone II where <S'^ (x) = 0. 
Whenever a failure occurs in zone II, the machine is systematically replaced with a new 
identical one, regardless of age; if it occurs in zone I, then if the age is less thanSn(x),  the 
machine is repaired, otherwise, it is replaced with a new identical one. We will call the 
boundary of the two zones Trace (S^ix)),  presented in figure 3.6 b. 
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Figure 3.6 Repair/replacemen t policy S„{x)  and its trace. 
From figure 3.6.a, we extract figure 3.6.b in order to carry out a sensitivity analysis of the 
repair/replacement policy 5'„(x) because Trace(5'„(x))just has to change for S„{x) to change 
as well. 
In figure 3.6.b, we note the requirement for an increasing number of failures before 
systematic replacement as the stock level in the system increases. For example, when the 
stock level is at -5, the machine is systematically replaced after the first failure. With a stock 
level of 5, the machine is systematically replaced after 11 failures, and with a stock level of 
15, the machine is systematically replaced after 17 failures, regardless of its age. 
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We will now analyze the sensitivity of the above results according to the cost of repair per 
unit of time and the cost of replacement, and see if the graphics in figures 3.5 and 3.6.b 
maintain their stmctures as the parameters change. 
We will first analyze the sensitivity of the Trace {S„{x)) according to the cost of repair per 
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Figure 3.7 Sensitivit y of Repair/replacement polic y S„{x)  an d 
production policy according to repair cost. 
From figure 3.7.a, we conclude that zone 1 decreases as repair costs increase, that is, the 
machine should be replaced earlier ifthe repair cost per unit of time increases. 
The production policies obtained, which are presented in figure 3.7.b show that, the 
maximum number of parts to hold in inventory decreases and reaches zero when the repair 
cost is too high. In this example, 30 is a high value for repair cost per unit of time. 
As we can see fi-om figure 3.8.a below, zone 1 also decreases as the machine replacement 
costs decrease, that is, for a higher value of replacement cost, the number of failures we 
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should expect before systematic replacement for each stock level is higher than the number 
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Figure 3.8 Sensitivit y of Repair/replacement policy S„{x)  an d 
production policy according to replacement cost . 
Figure 3.8.b shows that the maximum hedging surplus value increases as the replacement 
cost increases. 
The above results are consistent with our expectations because in reality, for a given 
replacement cost, if the repair cost increases, the machine will be replaced earlier, and vice 
versa. In this section, we analyze the results of the control policies obtained, and through 
various sensitivity analyses, we show that the control policies Eire robust. 
Let us define zone Ag^  (x) as the zone in which if a failure occurs, the machine is repaired 
and zone Bg^  (x) as the zone in which if a failure occurs, the machine is systematically 
replaced for a given stock level x. Let us also define Af (n) as the zone in which if the 
72 
th th 
n failure occurs, the machine is repaired and zone Bf {n) as the zone in which if the n 
failure occurs, the machine is systematically replaced. 
Figures 3.9.a and 3.9.b below are more appropriated for industrial application when the stock 
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a. Fo r a  fixed value of stock level x b. Fo r a fixed number of failures n 
Figure 3.9 Repair/replacemen t polic y S„{x) . 
Ifthe stock level in the system is known and constant, we could use the policy given in figure 
3.9.a, where the policy is presented for four values of stock level x . As shown in figure 3.9.a, 
the result of Makis and Jardine (1993), Love et al. (1998) and Love et al. (2000) appears as a 
particular case of our resuh. 
Figure 3.9.a shows that zone Ast(x) where the machine is repaired if a failure occurs 
increases with the stock level in the system while zone Bg^  (x) where the machine should be 
replaced if a failure occurs decreases. That is, the more the stock level in the system is high, 
longer the machine will be kept in the system before replacement after a failure. 
Figure 3.9.b illustrates the policy for four number of failures values n.  If the number of 
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failures is known, we could use the policy given by figure 3.9.b, in which the 
repair/replacement policy is presented for four values of n,  according to the number of parts 
in the system. If a failure occurs in zone Af (n), the machine is to be repaired and when it 
occurs in zone Bf (n), the machine is to be replaced. 
From figure 3.9.b, we conclude that zone Af (n) decreases when the number of failures 
increases. That is, the machine should be replaced earlier after a failure as the number of 
failures occurred increases. For example, when the number of failures occurred is 16, 
according to figure 3.9.b, S^^{x)  = 0, for all x.  That is, Af(16) = 0 for all x  and 
Bf (16) = {(3; 0 < a < 100}, meaning that at the 17'^ failure, the control policy recommend to 
replace the machine, no matter the age of that machine. 
It is important to note that in many situations, the dynamics of several variables change after 
breakdowns as a result of the machine degradation phenomenon. As shown in the above 
results, taking into account some degradation with age after a machine failure leads to a 
policy comprising several critical threshold values, which increase from one breakdown to 
the next. The production policy for a given number of breakdowns is characterized by three 
parameters: Zp{n);  Bfaii{n);  5„(x). These parameters are such that at the («+l)^ restart, if 
the machine age is less than 5y-^//(n), then there is no need to stock parts; when it is situated 
between 5y-^//(«) andS„{x),  the inventory should be brought up to Zp{n),  and maintained at 
this value. After the machine reaches age ^^(x), it is no longer necessary to have parts in 
inventory because the machine will be replaced at the next breakdown after S„{x),  where 
^^(x) is the repair/replacement policy. 
The results presented in this paper indicate that, as expected, the optimal production policy 
for the considered manufacturing system is characterized by a special structure of the 
hedging point policy. Such a policy is defined by the aforementioned three parameters for 
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production (i.e. Zp{n);  Bfaii{n);  5'„(x)) and two parameters for the repair/replacement 
switching policy {i.e.Sn(x);Nu).  The overall control policy given by equations (3.13) and 
(3.14) is completely defined by values of parameters {Zp{ny,  Bfgji{ny, 5'„(x)) and 
{Sn{x);Nu) both for production and repair/replacement switching policy. 
3.7 Conclusio n 
In this work, we combined repair versus replacement planning with a production control in 
an age deterioration manufacturing system, and determined the impact of the stock level on 
the repair/replacement policy. We showed that the stock level required to hedge against 
breakdowns increases with the number of failures, and that the optimal age at which to 
replace the machine for manufacturing systems is not constant for each failure number, but 
rather, depend on the stock level in the system. A numerical example is given to illustrate the 
utility of the proposed approach, and a sensitivity analysis is considered in order to confirm 
the control policy structure obtained. Further extensions of the work presented in this paper 
could involve performing preventive maintenance in order to increase system availability, to 
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Resume 
Dans cet article, nous analysons les politiques optimales de production, de reparation et de 
remplacement des machines d'un systeme manufacturier sujet aux pannes aleatoires. Le 
systeme fabrique des pieces et lorsqu'une panne de machine survient, soit une reparation 
imparfaite est effectuee, soit la machine est remplacee par une autre machine, neuve et 
identique. Dans le present article, les machines apres reparation n'ont pas un age nul, mais 
plutot plus faible que leur age au moment de la survenue de la panne. L'age de la machine 
ainsi obtenu apres reparation est appele age virtuel de la machine. Par consequent, les temps 
successifs d'operation de la machine avant panne deviennent de plus en plus courts a mesure 
que le nombre de pannes augmente. La dynamique d'un tel systeme change apres chaque 
panne et I'historique des pannes et reparations est prise en consideration, rendant 
r optimisation de la planification de production, des reparations et du remplacement de la 
machine tres complexe. Pour cette raison, nous utilisons une approche hierarchique de prise 
de decision basee sur un modele semi-Markovien. Les variables de decision sont le taux de 
production et la politique de reparation versus le remplacement de la machine. L'objectif est 
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de trouver les variables de decision qui permettent de reduire les couts totaux encoums sur un 
horizon de planification infini. L'approche hierarchique utilisee permet dans un premier 
temps d'elaborer la politique de reparation et de remplacement. Ensuite, le taux de 
production est determine, compte tenu de la politique de reparation versus le remplacement. 
Les conditions d'optimum sont developpees et les methodes numeriques utilisees pour les 
resoudre et determiner les politiques de commande. Des exemples numeriques et des 
analyses de sensibilite sont presentes pour illustrer I'utilite de l'approche proposee. 
Abstract 
In this paper, we analyse an optimal production, repair and replacement problem for a 
manufacturing system subject to random machine breakdowns. The system produces parts, 
and upon machine breakdown, either an imperfect repair is undertaken or the machine is 
replaced with a new identical one. The decision variables of the system are the production 
rate and the repair/replacement policy. The objective of the control problem is to find 
decision variables that minimize total incurred costs over an infinite planning horizon. 
Firstly, a hierarchical decision making approach, based on a Semi-Markov Decision Model 
(SMDM), is used to determine the optimal repair and replacement policy. Secondly, the 
production rate is determined, given the obtained repair and replacement policy. Optimality 
conditions are given and numerical methods are used to solve them and to determine the 
control policy. We show that the number of parts to hold in inventory in order to hedge 
against breakdowns must be readjusted to a higher level as the number of breakdowns 
increases or as the machine ages. We go from the traditional policy with only one high 
threshold level to a policy with several threshold levels, which depend on the number of 
breakdowns. Numerical examples and sensitivity analyses are presented to illustrate the 
usefulness of the proposed approach. 
Keywords: Manufacturing systems. Numerical methods. Optimal control. Production 
planning, imperfect repairs, damage failures, replacement. 
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4.1 Introductio n 
Consider a new machine that has just been installed and is operating perfectly. Such a 
machine is subject to events such as breakdowns and repairs, demand fluctuations, wear, 
fatigue, crack, corrosion and erosion. Overtime, this machine ages, given the presence of 
these events as well as many other factors. As the machine ages, the frequency of failure 
increases, and at some point, it may no longer be economically justifiable to keep the 
machine in the system. The system under consideration consists of a failure prone machine 
subject to random breakdowns, repairs and replacement. Upon a failure, the machine can be 
replaced or an imperfect repair undertaken. Such a system was considered by Makis and 
Jardine (1993) and Love et  a/.(2000) after it experienced its n"^  failure and was repaired. 
They determined the optimal replacement policy, requiring the shortest repair and 
replacement time. Makis and Jardine (1993) showed that ifthe repair cost depends only on 
the age of the system, then the optimal replacement policy would fall under a certain class of 
policies called T-policies, which were considered earlier in the literature for models requiring 
minimal repair. Phelps (1983) used a semi-Markov decision model to prove that a strategy, in 
which minimal repairs are performed on a machine up to age T, with a replacement by a new 
machine at the first failure after T, is the optimal strategy to use over an infinite horizon. 
Nakagawa and Kijima (1989) applied the periodic replacement with minimal repair at a 
failure cumulative model. They provided the mean cost-rate, the optimal time, the optimal 
number of shocks, and the optimal number of damages. They provided those parameters 
when the unit is replaced at a specific time, at shock or at damage, with minimal repair 
undertaken between replacements. A minimal repair is the repair that brings the state of a 
failed machine to a level in which it was prior to failure. We refer the reader to the work of 
Valdez-Flores and Feldman (1989) for an extensive examination of minimal repair policies. 
Using the two-dimensional state space proposed by Makis and Jardine (1993), Love et  al. 
(2000) developed a discrete semi-Markov stmcture to obtain the optimal repair/replacement 
policies for systems subject to imperfect repairs. An imperfect repair resets the age of the 
machine at a level that is smaller than the real age, but that does not renew the machine. For a 
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case study of the preventive maintenance, repair and replacement of such a system in the 
water industry, Ansell et  al.  (2004) showed that repair and replacement should only be 
performed when the equipment has failed, and describe general conditions under which 
replacement is appropriate. Those authors obtained the optimal replacement policy in order 
to minimize the expected average cost. However, in a context of production and demand 
satisfaction, machine preventive maintenance, repair and replacement management are not 
sufficient to minimize general cost since inadequate production planning can generate 
additional storage or shortage costs. 
A great amount of research has been focused on the determination of the optimal production 
planning of manufacturing systems under repair. Following the work by Rishel (1975) and 
Sworder (1969) on production planning for a system affected by jump disturbances, Boukas 
and Haurie (1990) combined production and preventive maintenance planning in cases where 
the machine's failure probability increases with its age, using the hedging point policy 
concept introduced by Kimemia and Gershwin (1983). For more details on this concept, we 
refer the reader to the age-dependent hedging point concept presented by Boukas, (1998); 
Kenne and Gharbi, (2000). They determine production rate and maintenance mle which 
minimize the total expected cost of a two-machine system. However, with the numerical 
scheme adopted in their work, it remains computationally difficult to obtain the optimal 
control of a large scale manufacturing systems. To cope with this difficulty, Kenne and 
Boukas (2003) formulated the singular perturbation problem of production and preventive 
maintenance rates planning in an manufacturing systems, and obtained a limiting problem 
that was numerically more tractable. Gharbi and Kenne (2005) extended this production and 
maintenance rates control model and determined the control policy for a large case including 
non-identical machine manufacturing systems. These works on production plarming under 
general repairs have the merit of taking into account the fact that the system deteriorates with 
age, just like real life systems. However, following repairs or preventive maintenance, the 
machine is either as good as new (Boukas and Haurie (1990); Kenne et al. (2007); Kenne and 
Boukas (2003)) or is as bad as an old machine. Generally, assuming that the repair does not 
damage the machine, the repair brings the state of a failed machine to a level somewhere 
between new and prior to failure. That type of repair is called the imperfect  repair. The level 
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of repair is known as the intensity of repair, and varies from zero, for a perfect repair, to one, 
th for minimal repair. The repair intensity could reflect the impact of the n  repair and be 
function of the n  repair as described in Love et  al.  (2000) or be stochastic (see 
Kijima(1989)). It is a function of the quality of intervention performed and depends on the 
skill level of the maintenance team as well as the number and nature of the components 
repaired (Shin et  al. 1996). However, little work has been developed to take into account the 
case where this factor is stochastic (see Mohafid and Castanier (2006)). In deterministic 
cases, the repair intensity, used to model the effectiveness of maintenance, is assumed to be 
known and constant (see Love et  al.  (2000)). Kijima (1989) proposed that upon failure, the 
repair undertaken could serve to reset the age of the machine only as far back as its age at the 
start of the last failure, called the virtual age. The literature refers to this repair model as 
Kijima's Type I imperfect repair model, and it has largely been used in cumulative damage 
models. Note that the virtual age is equal to or less than the real age, and thus, minimal repair 
and perfect repair are, by extension, two special cases of the imperfect repair model. 
The goal of this paper is to determine the production rate and the repair/replacement policy 
that minimizes the total expected cost when the system deteriorates with age, and is subject 
to damage failures. Upon failure, an imperfect repair can be undertaken or the machine 
replaced by a new identical one. For consistency with previous authors and Type I repairs, 
the replacement cost is considered constant and the repair cost is a bounded non-decreasing 
function of real age, virtual age or number of failures. Such a control problem is very 
complex due to the fact that although the machine is initially new or is new after each 
replacement, it has clearly different dynamics after each breakdown and repair. One way of 
coping with this complexity is to develop a hierarchical decision making model for the 
system. 
Considering that human factor is hardly interpreted by analytical methods because of its 
unpredictable nature, ftizzy logic (see Zimmerman (1990) and Vasant (2004)) is an important 
tool that could also be used to include the effects of human factors like technician's 
experience. For production and maintenance cooperate scheduling, Coudert et al. (2002) used 
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multi-agent and fuzzy logic and show that fuzzy logic provides interesting facilities for 
modeling the degrees of freedom of the negotiation in a quite natural way. Labib and 
Sudiarso (2002) presented an algorithm for transforming maintenance data to shop floor 
information. These shop floor data are then used via a fuzzy-logic based scheduling 
algorithm to determine optimal production systems control policies. Yuniarto and Labib 
(2006) integrated production control, corrective and preventive maintenance by a method 
based on fuzzy logic. 
In studying hierarchical models involving stochastic, muhilevel decision processes, 
Dempster et  al. (1981) argued that the objective at each level is the minimization of current 
costs plus the expected value of the lower-level decisions. Sethi and Zhang (1994) provided a 
review of several different approaches to hierarchical decision making in an uncertain 
environment. Our hierarchical proposed approach consists in developing a Semi-Markov 
Decision Model (SMDM) in order to make a lower level determination of the optimal repair 
and replacement policy for a system that deteriorates with age, and is subject to damage 
failures. Upon failure, the system can be repaired or replaced by a new identical one. Given 
that policy, at higher levels, we derive a production plan for the system, which minimizes 
surpluses, backlogs, repairs, and replacement costs over an infinite planning horizon. 
The paper is organized as follows. In Section 4.2, we present the notations and the problem 
statement, followed in Section 4.3 by optimality conditions. Numerical methods are used in 
Section 4.4 to solve the Hamilton-Jacobi-Bellman (HJB) equations obtained in Section 4.3. 
The overall search algorithm for the control policy is also provided in Section 4.4. Numerical 
examples are presented in Section 4.5. In Section 4.6, results and sensitivity analyses are 
presented to illustrate the usefulness of the proposed approach. We finally conclude in 
Section 4.7. 
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4.2 Notation s and Problem statemen t 
The system considered consists of one machine which produces one part type. Before we 
formulate the problem, let us define in the next sub-section the notations to be use in this 
paper. 
4.3 Notation s 
The following notations will be used in the rest of the paper. 
x(.) inventory level 
u{.) production rate of the system 
n number of failures 
a{.) machine age 
a„(.) machine age before the («) failure 
An machine virtual age before the [n)  failure 
d demand rate 
^(.) random process of the system 
Um maximum production rate of the system 
p discounted rate 
G() instantaneous cost 
J ( ) expected discounted cost 
q r>  (•) transition rate from mode a to mode /i 
V{) value fimction 
n number of failures before replacement 
s age after which the machine should be replaced 
N maximal number of failures before replacement at the next failure 
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S„ age after which the machine should automatically be replaced at the (« +1) failure 
r ( ) setof M(-) given s„ 
T jump time of ^(/) 
0 impact of the repair action 
CQ instantaneous replacement cost 
Cj (•) instantaneous repair cost 
w ( ) repair/replacement cost 
h(-) inventory/backlog cost 
4.4 Proble m formulatio n 
To properly characterize the system, the formulation of the problem requires five state 
variables: number of failures to date n , real age a„  (t),  virtual a g e ^ (^), inventory/backlog 
level x{t)  and the stochastic process that described the machine mode <^{t).  Figure 4.1 
presents the fives state variables of the system, which has already had a «"" failure, and shows 
what could happen at the next breakdown. 
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^ Star t of a new L , , „ J 
• machine 
Figure 4.1 Stat e variables of the system. 
At any given time t,  the number of failures is n,  with « = 0,1,2,.... From the initial instant 
tn-O, failures occur at instants ^,/2'^3•••• Thus, the number of failures occurring from the 
initial instant to a given instant / (if only repair actions are taken at failures) is: 
+00 
« = max{/>0/r^-</}= S Ind{t^<t} (4.1) 
where the function Ind^[-)^  equals 1 when the condition (•) is satisfied, and is zero 
otherwise. The equation n-0  implies the machine has not had its first failure, but is not 
necessarily new because its age increases over time. 
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The three modes of the machine are described by a stochastic process ^(r)eQ = {1,2,3} such 
that <^{t)  = \ when the machine is operational (corresponding to an operational mode in 
figure 4.1, #(^) = 2 when the machine is under repair, and ^{t)^3  when it is under 
replacement. The last two correspond to down modes in figure 4.1. 
We assume that the distribution of the sojoum time between the ( " - ! ) and the n"'  failure 
depends only on the failure rate function and the imperfect repair model. 
Let A„  be the virtual age of the machine after the n^  repair. The machine age before the 
[n + \f failure is given by: 
an{t)^a{t-tn) +  An ,  t>t^  t^=0,  A^=Q  (4.2) 
We consider that the age of the machine is an increasing function of chronological time when 




= Ind{4(t) =  \] (4.3) 
th 
The virtual age after the n  repair is: 
An=ea{tn-tn-x) +  A„_Y, n>\  (4.4) 
where 0 < ^ < 1 is the impact of the repair or the repair intensity, assumed to be known and 
constant. In this case, there is a one-to-one correspondence between real age and post-repair 
virtual age (see Love et al, (1998) for more details). 
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If both repair and replacement take a negligible amount of time, /nc/{^(r) = l}«1, V r > 0. The 
virtual age after the repair is then Afj  = dty, • Using that form of virtual age, we obtain a semi-
Markovian model with a Markovian property (see Love et al., (1998)). The same results are 
obtained when the repair or replacement takes time, by having two stopwatches installed on 
the machine. The first moves only when the machine is operational, and indicates the 
cumulated chronological time of production, while the second moves only when the machine 
is under repairs, and is reset to zero when the machine becomes operational again. In 
addition, if the time of repair tf.{i)  is not negligible, but is only a function of n 
ie Zt,{i)  =  T„ 




An imperfect repair cannot shift the virtual age A„  below the virtual age A„_i, as shown in 
figure 4.2, where A^  and A2  are clearly represented. In this work, we use the real-time path 
with a repair time that is a function of the number of failures and a stopwatch that gives the 
cumulative production time. Replacement takes a negligible amount of time. The path when 
both repair and replacement take a negligible amount of time is also presented in figure 4.2. 
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Repair an d replacement polic y 
Real tim e pat h whe n repai r (im e 
Is a function o f number o f failure s 
Real time pat h 
when bot h repai r an d 
replacement tak e negligibl e 
time 
Virtual tim e pat h 
Failures number 
Figure 4.2 Exampl e of repair and replacement policy S„ 
with virtual and real-time path. 
Figure 4.2 states that the first failure occurs at t^.  It takes r^j units of time to repair the 
machine, since the failure occurs below S^ , which is equal to M in this example. S„  is the 
age after which the machine should automatically be replaced at the next failure. Other 
details on S„  will be provided in the next sections. Upon restart after the first repair, the age 
of the machine is A-^ , and the next failure occurs at 2^ • It takes tf.2  units of time to repair the 
machine. Ai  = 0ti; T\=ty.i;  A2=0 (^2 ~T\)',  ^2 = ^ rl + V2 • 
Let f{a)  be the probability density function of the first age to failure in a replacement cycle 
and F{a)  the cumulative distribution function. With bn  being the time between the rt th 
.th 
repair and the (" + l) failure, if at age o„ (?) a repair action is taken, the probability density 
function of b  .fan  be writte n as: 
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^n l-F{An) 
th The cumulative distribution function of the (« + l) lifetime b^^^,  given that the virtual age 
An= ^  is : 
. X . X {F(b  +  A)-F(A)) 
F,{b)^P{b„,,<b/A„=A)=^ l - F ( A ) ^ -^^ ^ 
The mean time to repair is given by: 
00 
TJn,an)= i  xf^ (x)dx (4.8) 
0 " 
And the mean time to replacement by: 
00 
T,{n,an)= \xf{x)dx  (4.9) 
The replacement cost is fixed at CQ, while the repair cost C,(n,a„)is a bounded non-
decreasing function of n  and a„ . The repair/replacement policy cost w(^n,a^j  is defined by: 
w{n,a„) =  mm}lc^{n,a„)+lQ'^w{n +  l,da„+y)F0^^{dy)ynd{^{t) =  2}, 
(cQ+lo"'w{\,y)F{dy))lnd{m^3}\ 
Makis and Jardine (1993) and Love et al. (2000)) showed that the optimal replacement policy 
for this type of system is a threshold-type policy characterized by a set of positive integers 
5, > ^2 s ••• s S^r and an upper bound M beyond which the machine is automatically replaced. 
If at the n'^  failure the machine's age is a„[tn)>Sn,  then it should be replaced. Thus, after 
the n^^  failure, the machine jumps from operational (up) mode to two possible down mode, 
and later, from a down mode to operational mode, as shown in figure 4.1 above. 
The hierarchical approach proposed in this paper consists of a high level determination of the 
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production plan of the system in operational mode, given the optimal replacement policy S„ 
obtained at a lower level. The levels are presented in figure 4.3. 
Optimal repair / 






Figure 4.3 Hierarchica l approach. 
When the machine is operational, it produces parts and when it is under repair or under 
replacement, it does not produce anything. The surplus may take either a positive value, 
called an inventory, or a negative value, call a backlog. The state equation of the surplus is 
given by: 
x{t) = u(t)-d, x(0) = X, t  e >+ (4.11) 
where d  eW  denotes the constant demand rate, and x  the initial surplus value. 
The transition rates q^n  («„»") of the machine after the n  failure from mode^(/) = a eO. 
to mode ^{t)  =  /3 eQ at instant / are defined by: 
9 l 2 K W ' « ) = lim l j - ( P [ ^ ( ^ + ^ 0 = 2 / ^ ( 0 = l ] ) | l nd{a„(0<5„ and n < N 4 ( 4 . 1 2 ) 
St^O [St 
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q^Ja„{t),n)= Hm \UF[^{t  +  St) = 3/^{t) =  \'])\lnd{a„{t)>Sn o r«>N4(4 .13 ) 
where N„  is the maximal number of breakdowns after which the machine is replaced at the 
next breakdown. It is important to note that at N„,  Sn  = 0. 
^2lk(0>«) = ^ l imj^(P[^(^ + ^ 0 = l /^(0 = 2])} (4.14) 
^ 3 l K ( 0 ' « ) - ^ l i m j ^ ( P [ ^ 0 + ^ 0 = l /#(0 = 3])} (4-15) 
All other transition rates are equal to zero. 
Let G() be the cost rate defined as follows: 
G{,^,a,x,n,u) =  h{x) + w[n,a„) (4.16) 
where h[x)-c'^x'^  +c~x~.  The constants c"*" and c~  are used to penalize inventory and 
backlog, respectively, x"*" = max(0, x); x~ = max(0,-x). 
Our objective is then to find the number of failures N^  after which the machine should be 
replaced at the next failure; the age 5„ before automatic replacement at the next failure, and 
the production rate u*[t)  to minimize the expected discounted cost J ( ) given by: 
00 
J[a,an,x,n,u) =  E 
where p  is the discounted rate 
j e P^G(j)dtl  x{t) = x, ^(t)  = a, an{t)  = an, n{t)  = n 
0 
(4.17) 
Equation (4.17) is subject to equations (4.11) - (4.15), and the capacity constraint given by: 
93 
0<u{t)<Um (4.18) 
where Ufn  is the maximum production rate of the machine. 
/ X 1 if at the n'^ failure at age a„, a  replacement is undertaken 
LQiO){a„,n) =  \ 
0 underwise 
Let also 
S = {an>0/o}{an,n) = 0},P =  {n>0/(o{an,n) =  \} and F  = {u{t)/0<u{t)<Um} (4.19) 
Any plan (s,np,u]eSxPxr  that satisfies (4.19) is called an admissible plan, and our 
problem lies in minimizing the costs across all admissible plans. 
The control variables are the number of failures before replacement at the next failure «^, the 
age 5 after which the machine should automatically be replaced at the next failure, and the 
production rate u. 
Sn=max{an>0/co{an,n)^0} and N^=m\n{n>0/co{an,n)  =  \}. Since at N^,  5„=0 , it is 
sufficient to determine s„  instead of the two variables. 
The value function of the problem is: 
V{a,an,x,n)= jnf J{a,a„,x,n,u,s„)  (4.20) 
u{t)er{^a,Sn) 
with r{a,S„)={u{tyO<u{t)<Um,  ^{t)^a, given5„ } 
In the remainder of this work, we will use a  instead of a„,  and use the notation z = (a,x) 
94 
The value function V[a,z,n)  satisfies specific properties called optimality conditions, which 
are presented in the next section. 
4.5 Optimalit y condition s 
In this section, we will show that a sufficient condition for optimal control states that the 
value fimction V{a,z,n)  satisfies a set of coupled partial derivative equations (HJB) derived 
from the application of the dynamic programming approach. We used the following 
assumptions, definition and lemmas. 
Assumptions 4.1 
A.4.1) h[)  is a nonnegative convex function with h(0)-0,  There are positive constants 
Cg and Kg,  such that: 
h{x)<Cg{\+\x\ ^ ) and |/z(x,)-/?(x2)|<Cg(l+|x, I ^ + | x 2 | ^)|x,-x^l 
A.4.2) The function w[n,a)  is nonnegative and twice differentiable in both intervals [0,S„^ 
and [5^,00], with w(0,0) = 0. Moreover, w[n,a)is  either strictly convex or linear 
in both interval [0,S„]  and [5'„,oo]. 
Definition (4.1 ) 
A function u[z,a,s„)  is known as an admissible feedback control or simply a feedback 
control, if: 
a) For any given initial z  ,  the equations 
^ =  u(z{t),^{t),sn)-d, x(0) =x 
^^ =  lnd{^{t) =  l},a(0) =A„,^(0)  =  a, 
have a single solution z  = {a,x), and 
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b) u{-)  = [u{t) = u{z{t),^{t),Sn)d>0]er{a,Sn) 
Thus, u{z,a,Sn)er{a,Sn)  implies that w(z,a,.y„) is an admissible feedback control. 
Lemma 4.1 
i) if G{^,z,n,u)  is jointly convex, then V{a,z,n)  is convex in z for each 
{a,n)eQxNp 
ii) if G{^,z,n,u)  is locally Lipschitz, i.e., there exist positive constants C and A:, such 
that: 
| G ( - , Z I , - ) - G ( . , Z 2 , - ) | < C 
Then V[a,z,n)  is also locally Lipschitz, that is: 
1+Z| +  p2 ri '^2 
\V{;Z„-)-V{;Z„-)\<c(\ + \z,f+\z,f]\z,-Z,\ 
Proof: 
We just need to show that J{a,.,n,.)  is jointly convex to prove i). 
Let Z, =(fli,Xi) and Zj =(02.^2) be any initial values, w^() and w^(•) any admissible 
controls, given S„.  Let Z'{t)  =  (a'{t),x'{t)) and Z^t)  =  (a\t),x^{t)) t>0  denote the 
trajectories cortcsponding to (ZI,M'(-)J and (z2,w^(-)j. 
For any A6[0,l] , 
Aj[a,zi,n,u^ {•)]  + {l- A)j(a,Z2,n,u^  {•)) 
'^e-P^(AG(a,Zi,n,u'{-))+{\-A)G(a,Z2,n,u^{-)))dt 
30 . 
I e'P^(Ah{x0 +  Aw{n,ai)+{l-A)h{x2)+{\-A)w{n,a2))dt 
= E 
= E 




Using assumptions 4.1.A1) and 4.1.A2) we have: 
Aj{^a,Zi,n,u\-)) +  {\-A)j(a,Z2,n,u^{-))>E 
00 
I e~P^G{a,z{i),n,u{t))dt 
where u{t)  = Au\t)+{\-A)u^{t) and z{t)  denotes the trajectory with initial value 
Z = Az•^-\-(\-A)z2={Aa•^+(\-A)a2,Axx+{\-A)x2) and control u{-). 
Thus: 
Aj[a,z^,n,u\-)Y{\-A)j[cc,Z2,n,u^{-))>J{a,Az^+{\-A)z2,n,Au^{-)+[\-A)u2{:)) 
which means that J{a,.,n,)  is jointly convex, and consequently, V[a,z,n)  is convex. 
For ii), we consider an admissible control «(•), Z ' ( ) = ^a '(•) ,x '() j and 
Z^ (•) = ia^ (•),x^ (•)) denote the state trajectories under M ( ) with initial values z, = (ai,Xi) 
and Zj = (^2»^2)' respectively. We then have: 
z\t)-z\t)\<\z,-Z2\, |z^(0|<C,(l + |z,|)and |z^ (0 | <C, {l + |z2|) 
Assuming a locally Lipschitz condition, there exists a constant C2 independent of u  (•), z, 
and Z2, such that: 
\j[a,z^,n,u())-j(a,Z2,n,u{))\<C2\\ +  \zx\ +1^ 21 J|^i-^2| 
From that: 
y{a,z^,n)-V{a,Z2,n)\< Sup  \j(a,z^,n,u{-))-j[a,Z2,n,u{-))\ 
that is: 
u{-)e.r[a,Sn) 
|F(ar,z„«)-F(a,Z2,/7)|<C2ll + |z,| +|z2| \\z^-Z2\ D 
Lemma 4.2 
V{a,z,n) is the single viscosity solution to the HJB equations: 
pV{a,z,n)= Min 
ueT{a,Sn) 
G{-)+^V{a,z,n)Ind[a =  \] + ^V{a,z,n)[u{t)-d) 
+ Q{a,n)V{;(p{a,;n),x,n'){a) 
(4.21) 






if # ( r + ) = l e t ^ ( r ) = 2 
if ^ ( r + ) = l e t ^ ( r - ) = 3 
otherwise 
n' =  < 
if ^ ( T + ) = l e t ^ ( 
+ ' 
n 
0 i f ^ ( r ^ J = l e t 
n + \ otherwise 
^ ( 
:2 
1 = 3 
—V{a,z,ri\ and —V(a,z,n)  the partial derivatives of the value function V[a,z,n). 
dx da 
Proof: 
It suffices to show that F() is both a viscosity subsolution and viscosity supersolution of 
equation (4.21), using the procedure provided by Sethi and Zhang, (1994). For more details 
on viscosity subsolution and supersolution, see Yong and Zhou (1999). 
Let C ' ( R ^ X E ' ) be the class of functions defined on E+xR that are continuously 
differentiable on R^ x R. Set a and ZQ = (OQ, ^ o) • Next, let ^ (•) e C' (R+ x R^) be such that 
V{a,z,l^)-(p{z) attains its maximum at {a  = ao,x = XQ) in a neighborhood A^(ao,Xo) . 
Let r denote the first jump time of ^ ( / ) . We consider the control u{t)  =  u for 0<t<T  , 
where uGT{a,S„)  is a constant. Moreover, let e e ( 0 , r ] be such that z starts at ZQand 
stays in N{aQ,XQ)  for 0<t<£.  Define 
,f>{z)+V{a,ZQ,n)-(f>{zQ) if ^(t)=a 
y{4,z,n) if  4{t)*a 
Then, by Dynkin's formula and the fact that ^ (£•) = « and <d<t<s, 
r{^^^^^) (4.22) 
98 
Ee-P^r{^{s),z{£),n)-V{a,ZQ,n) =  Ele-P^ dt 
-pr{a,z{t),n) +  (/>x{Z){u{t)-d) 
+^a{Z)Ind{4{t) =  \} + Q{a,n)r{;x{t),-){a) 
(4.23) 
V{a,z,n)-^[z) attains its maximum at N{ZQ)  and z(/) e /V(zo) for 0 < / < f. Thus 
F(«,ZQ,«)-^(zo)>F(cir,z,«)-^(z),thatis: 
(/>{z)>V{a,z,n)-(V{a,Zo,n)-<f>{zo)) for 0 < / < f (4.24) 
F(ar,ZQ,«)-^(zo) is constant, and when we replace y{a,z,n)  in (4.23) by 
V{a,z,n)-(V{a,ZQ,n)-^{zQ)) , we obtain 
J-nV(ry 7lt\  r,\  + Ht^(7\lu(t\-d\ 
dt Ee~P^V{a,z{e),n)-V(a,ZQ,n)<E\e P^ 
And by the optimality principle. 
-pV{a,z{t),n)+(t)x{Z){u{t)-d) 
+<t>a{Z)Ind{4{t) = \} + Q{a,n)V{;x{ty-){a) 
V{a,ZQ,n)<E \e-P^G{a,z{t),n)dt +  e~P^V{a,z{E),n) 
(4.25) 
(4.26) 
Combining (4.25) and (4.26), we have: 
0<E\e-P^\G{a,z{t),n) +  <l>x{Z){u{t)-d)+<t>a{Z)Ind{4{t) = \} + Q{a,n)V{;,x{t),-){a)]dt 
0 
By letting ^ -^ 0, we conclude that: 
min \Gia,ZQ,n)  + (l)x(zQ){u-d) + (l>a(zQ)lnd[a = \]\ + Q{a,n)V{;x,-){a)-pV[a,ZQ,n)>0 
uer(a,Sn) 
Thus, F(-) is a viscosity subsolution of equation (4.21). 
We will show that V{-)  is a viscosity supersolution of equation (4.21) by supposing that it is 
not. 
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If ¥{•)  is not a viscosity supersolution, it implies that there exist a,  ZQ and <5Q > 0 such that 
for all u€r[a,Sn)'-
G{a,z,n,u)+^x{^){u-d) +  <^a{^)I"d{a = l} + Q{a,n)V{;x,-){a)-pV{a,z,n)>SQ (4.27) 
in the neighborhood N[aQ,XQ),  where < Z ) ( ) 6 C ' ( R ^ X R M , such that 
K(cir,z,«) — ^ (z ) attains its maximum at ZQ in the neighborhood A (^aQ,XQ). 
Then for all z(r)e N(aQ,XQ]: 
V{a,z,n)>(^{z)+V(a,ZQ,n)-(/>(zQ) (4.28) 
For any uer[a,Sn),  let SQ  denote a small number such that z starts at Zgand stays in 
A^QlaQ,XQl for 0<t<€Q.  Note that SQ  depends on the control w(-). However, since 
u{t)-d is always bounded, there exists a constant £-j>0 such that fQ>£-|>0. Let r 
denote the first jump time of the process ^(•). Then for: 
j{a,ZQ,n,u(;))<E \e~P'G{a,z{t),n)dt +  e~P^V{a,z{e),n) 
>E 











pV{a,z{t),n)-M^){u{t)-d)-</>a{z)Ind{4{t) =  l} 
+Q{a,n)V{;x{t),-){a) 
dt+e~P^V{a,z{s),n) 
j[a,ZQ,n,u{;))>V{a,ZQ,n) + SQE\e P^dt  > V[a,ZQ,n) + T], which is a contradiction. This shows 
that F((^,z,«) is a viscosity supersolution of equation (4.21). 
Thus, V[<4,z,n)  is a viscosity solution to equation (4.21). 
a 
Theorem 4.1 (Uniqueness Theorem) 
Given assumptions A.4.1), A.4.2) and since the function w(«,a„) is nonnegative and either 
strictly convex or linear with w(0,0) = 0, the HJB equations (4.21) has a single viscosity 
solution. 
Proof: 
For the proof, see Sethi and Zhang (1994) and Yong and Zhou (1999). 
D 
The numerical solution of equations (4.21) is developed in the next section. 
4.6 Numerica l approach 
In this section, we develop the numerical approach for solving the optimality conditions 
presented in the previous section. Since the optimal repair and replacement policy is a 
threshold type policy, we will search directly for the optimal control limits Sn , using the 
algorithm provided by (Love et al., 2000), with a few cost definition modifications. Although 
the cost definition in this present work differs from those used in their work, they 
nevertheless have the same properties. 
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4.7 Repai r and replacement search algorithm 
The repair and replacement search algorithm consists in choosing, right from the beginning, a 
limit on the number of repairsA'^, an initial control limit 5, >S2...>S^  and a bound on 
threshold age M,  withM »S'i > 5*2... >5';y . Having M »iS | >5'2...>5';^, ensures that the 
machine's probability of reaching age M  without incurring a failure is zero. 
Let us discretize the state space of age a  when determining S„  with a scale parameter hj 
defined as //^ - <a<{i+\)hj. The repair and replacement cost function becomes: 
^ M («,0 = q(«,/)+^Z iJ^.^^^^j^^^(lV(« + U ) ; i<Sn-\,  l<n<N^-\  (4.29) 
M 
M;(n,/) = CQ+^E^i|^^.p^^.(0)w(l,^); />5„ , l<n<N^-\  (4.30) 
w ( ^ . , 0 = S . | ^ 7 | ^ ^ .j^j^,^(OV(U); w(l,0) = 0; w(0,/) = 0 (4.31) 
with 
k-i+\ 
Vf+wjW',[ , . v w * ' "^^'"•• ' '•^*^^-' («2 ) 
00 
V T ( " H M ) « =  J _ . 4 7 , , ( ' ) *. "^^".- 1 (^ -33 ) 
A:+l 
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Solving equations (4.29) to (4.31) gives the value of the initial policy in terms of 
repair/replacement cost. The optimal control limit policy Sn  is obtained by improving this 
policy. 
4.8 HJ B equation s resolutio n 
We solved the HJB equations (4.21) by approximating V{a,a,x,n)  by a function 








dx if ^ > 0 
•^  dt 
otherwise 
5 J//  \ 1 
a 
rh V*^ {a,a + hQ,x,n)-V'  ^{a,a,x,n) 
where hx  and HQ  are discrete increments associated to state variables x and a. 
The following three equations Eire the discrete dynamic programming equations obtained: 
vh{\,a,x,n,u) = 
^^/r^7rl"(^)~'^l"^ii 
\ "a "X 
c'^x^-vc X  +j—Vh(l,a  +  ha,x,n) 
"a 
1 
fj^h, V''{\,a,x +  hx,n)lnd{{u{t)-d)>0} 
+ vh[\,a,x-hx,n)Ind[{u{t)-d)< 






c'^x'^+c X  +fF|(«,a,« + l) 
+ -fv^{2,a,x-hx,n)+  q2iV^{l,a,x,n) 
r-h-x-'^'j 
'c'^x'^+c X  +WQ{n,a,0) 






With w[n,a)  = 
W^ {n,  a,n + \) if at the n failure a repair action is undertaken 
WQ («, a, 0) otherwise 
For details on how to obtain equations (4.36)-(4.38), see appendix 4.A. 
The next theorem shows that the value function V"{a,a,x,n)  is an approximation of 
V{a,a,x,n) for small size h  step. 
Theorem 4. 2 
Let V^{a,a,x,n)  denote a solution to HJB equations (4.36)-(4.38). Assume that there are 
constants C and K  such that: 
0<V^{a,a,x,n)<C{l+\zf) 
Then 
lim V^{a,a,x,n)^V{a,a,x,n)  (4.39) 
h^O 
Proof: 
The proof of this theorem can be obtained by extending the one presented in Yan and Zhang 
(1997). 
D 
4.9 Overal l search algorithm 
The overall search algorithm which provides the production rate u  (a,x,«) requires that we 
proceed in several steps, as follows: 






Compute An,  V« 
Set n  := 0; if 5„ > 0 
For a given control policy w„, let Wn  and W  be defined by: 
W^^(v^{a,z,n)^ =  V^{a,z,n) 
^>'(^-'"))%„#(S,5,){^""("'(^'^'"^)' 
For a given finite difference interval h  : 
Choose cr € R"^  a given precision 
Set /, -.= 1 and (v^]'\a,:,n):=0,yaeQ,\/z 
Iv'']''' {a,z,n)-{v^^''  {a,:,n),  VaeQ, Vz 
Determine the policy u^  , such that: 
(V^{a,=,n)f~ ]  = (v^f {a,z,n)^W*\(v^{a,z,n)f Va e Q, Vz 
Step 5: Testl: 
^inf • =  " ^ " 
aeii 
z 




- ^ ( a , z , « ) ) ' ' - (F^ (a , z , « ) ) ' ' ^ 
(F^ (« , z ,« ) ) ' ' - (F^ (a , z ,n ) ) ' ' ^ 






^max -^min " ^  ^^^" ^^°P ^*n=^n'^  else operate /K ' ' ) ' ' := fF^  ( F ' ' ) ' 
- fixed point is obtained. Let /^  = /^  +1, and go to step 3. 
h\^ until 
Step 6: Test 2: 
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While 5'„_i > 0 we have N^n  > n 
Set n:=n  + \; 
Go to step 1 
If « > Nyn then stop u  (z, n) = un, \/n<N^. 
It is not necessary to compute the policy after N^  because if the number of failures ever 
reached A^^, then the machine would be replaced at failure Nfn  +1, which is similar to 
having « = 0. 
4.10 Numerica l Example 
The computational domain D  is given by: D = Ua, x,«): 0 < a < 450; -5 < x < 75; 0 < « < 20 | . 
Let us assume that the lifetime distribution of a new machine followed a Weibull 
distribution, with scale parameter A  and shape parameter a  .  We use a repair rate given by: 
^2l(") = ^l 
r f  \r\ 
+ 1 ^ " 0^ 
V 
KNJ 
where 9i ,^Q and r are constant with the value given in table 4.1. The virtual age after the 
r}h repair is A„  = 6t„, with t^  being the cumulated production time. The instantaneous 
repair cost is a function of the mean repair time, and is given by: 
C,(«,o) = — % ^ if 1<«</V; q(0,o) = 0 
^ q  \n)  ' 
where C^  is a constant with value given in table 4.1. We then have 
q ( « + l,fl')-C2(«,a)>0; ^<a<d;\<n<N;  and: 
Cr 
lim lim C {n,  a) = —— 
Thus, C^  {n, a) is a bounded non-decreasing function of {n,  a). Other parameters used in the 
numerical example are presented in table 4.1: 
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We used the overall search algorithm to solve equations (4.29)-(4.31) and (4.36)-(4.38). The 











Repair/replacement polic y Sn 
4 6  8 
Number of failures 
Figure 4.4 Repair/replacemen t polic y S„ . 
The repair/replacement policy 5„ divides the plan {n,a)  into two regions: region 1 denotes 
the states in which, if a failure occurs, an imperfect repair is conducted, whereas ifthe failure 
occurs in region 2, the machine is replaced. If the upper bound on the number of failures 
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A^ ^ = 11 or the age 5^ is reached, the machine is replaced at the next failure. Although we 
used a maximum number N = 20 of failures for the implementation of the algorithm, the 
machine should be replaced at the 12"" failure. It means that such a machine would never 
have 13 failures. 
Given the repair/replacement policy, we obtain the plot of the number of parts to hold in 
inventory between the «"" and the (« + l)' failure presented in figure 4.5 as well as the 
number of parts to hold in inventory before each failure in order to hedge against the 
breakdowns presented in figure 4.6. 
Figure 4.5 Numbe r of parts to hold in inventory between, 
the n^h  restart and the (/ ? +1)' failure . 
It is shown in figure 4.5 that the number of parts to maintain in inventory between the n^" 
restart and the {n  + Vf failure in order to hedge against machine breakdowns increases as the 
machine age increases, until a maximum number Zpn  of parts held in inventory is reached. 
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After this point, the machine is nearing replacement, and so there is no need to stock parts. 
Bn is the oldest age at which parts will no longer need to be stocked after the n  restart. 
Figure 4.6 Numbe r of parts to hold in inventory for each failure. 
Based on the above results, we can obtain a general production control policy (production 
rate) as follows: 
C/j^  if x[tj  <  Zpn 
The production control policy M *(• )=< c? if x{t)  =  Zpn 
0 if x{t)  >  Zpn 
where the threshold value is .1 ^ n  \  )  n 
Zpn =  0 otherwise 
th There is no need to stock parts when the machine age after the n  failure and repair is less 
than Bn. Similarly, there is no need to stock parts when the machine age is higher than Sn  • 
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4.11 Results and sensitivity analysi s 
It appears from figures 4.6 and 4.7 that the number of parts Zpn  to hold in inventory 
increases with failures until a number N^  of failures is reached; after Nu,  the number of 
parts to hold in inventory in order to hedge against breakdowns is nil. This result is logical 
because the probability of the machine being replaced at the next breakdown after N^  is 
almost equal to 1, due to the fact that with the virtual age, Sn  must necessarily then be 
exceeded. Furthermore, the replacement takes a negligible amount of time, and after 
replacement, the machine is new. It is thus normal for parts not to be held in inventory just 
prior to replacement. 
As also illustrated in figures 4.6 and 4.7, while the maximum stock level is significant for old 
machines, it is even more so for old machines, which have undergone a high number of 
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Figure 4.7 Maximu m number of parts to hold 
in inventory for each failure. 
We will now analyze the sensitivity of the above results according to the cost of surplus, 
backlog, repair and the intensity of repair, and see if figures 4.4, 4.6 and 4.7 maintain their 
structure as the parameters change. We will first analyze the sensitivity of the Sn  policy 
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Figure 4.8 Sensitivit y of Sn policy according 
to the cost of repair. 
From figure 4.8, we conclude that region 1 decreases as repair costs increase. As we can see 
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Figure 4.9 Sensitivit y of Sn policy accordin g 
to the cost of replacement. 
Let us now analyze the sensitivity of the maximal number of parts to hold for each number of 
failures for three backlog cost values: 150, 175 and 200. The result, presented in figure 4.10, 
I l l 
shows that the hedging inventory value increases as the backlog cost increases. Conversely, 
as we can see in figures 4.11 and 4.12, it decreases as the inventory cost increases, and takes 
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Figure 4.10 Sensitivit y of maximum number of parts Zpn 
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Figure 4.11 Sensitivit y of maximum number of parts Zpn 
to hold in inventory to surplus cost. 
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In addition, figure 4.12 illustrates the fact that the oldest age at which parts do not need to be 
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Figure 4.12 Sensitivit y of maximum number of parts Zpn 
to hold in inventory to cost of surplus. 
We see from figure 4.13 that breakdowns occur earlier when the repair intensity is higher, 
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Figure 4.13 Sensitivit y of maximum number of parts Zn 
to hold in inventory to repair intensity. 
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Figure 4.14 Sensitivit y of maximum number of parts Zn 
to hold in inventory to repair intensity. 
As indicated in figures 4.13 and 4.14, when the repair intensity increases, the number of parts 
to be held in inventory in order to hedge against breakdowns also increases. The case in 
figure 4.14, where the repair intensity is nil, corresponds to a perfect repair, and requires the 
lowest number of parts to be held in inventory. After a repair, the machine's age is almost the 
same as that of a new machine, but it takes more time to renew it from one failure to the next. 
When the repair intensity is 1, a minimal repair has being performed, and has no impact on 
the failure rate fimction. There is no improvement in the failure rate after a failure, and the 
number of parts to be held is at its highest value. A more realistic case is between minimal 
repair and complete repair, and has an intermediate level of number of parts to be held. 
Traditional production control policies are based on a given threshold level for the number of 
parts to be held in order to hedge against breakdowois, as the system dynamic is considered to 
be the same after failures. In many situations, the dynamics of several variables change after 
breakdowns as a result of the machine degradation phenomenon. As shown in the above 
results, taking into account degradation with age after failure leads to a policy comprising 
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several critical threshold values, which increase from one breakdown to another, and the 
general production policy for a given number of breakdowns is a policy characterized by four 
parameters: Zp{n)  = Zpn; A{n) = An; B{n) = Bn; S{n) = Sn. These parameters are such that at 
the (« + l /" restart, the age of the machine is  A{n). While this machine age is less than B{n), 
there is no need to stock parts; when it is situated between B{n)  and  S{n), the inventory 
should be brought up to Zp{n),  and this value maintained. After age S{n)  of the machine, it 
is no longer necessary to have parts in inventory. 
4.12 Conclusions 
In this paper, we have presented a hierarchical decision making approach in production and 
repair/replacement planning with imperfect repairs problems under uncertainties. We have 
shown that using reasonable assumptions, repair/replacement decisions can be based on the 
machine age and number of failures. Using such decisions, the operational level management 
can derive a production plan for the system. This work represents an important contribution 
to the literature on the production control of flexible manufacturing systems at several levels. 
Until now, production control researchers have always considered that from one breakdown 
to the next, either the machine does not age or it ages, but h is like a new machine after 
corrective or preventive maintenance. By letting the machine become new after maintenance 
or considering that the machine does not age, they obtained a number of parts to be held in 
inventory in order to hedge against breakdowns. This number of parts was always 
independent of the number of breakdowns occurring, and the machines never needed to be 
replaced. In reality however, production system machines must be replaced in the long run. 
Our work thus made it possible to take into account this reality while working on machines 
which after repair are not new, with repair times depending on the number of breakdowns. 
We have shown that the number of parts to hold in inventory must be adjusted to a higher 
level as the number of breakdowns increases or as the machine ages. We go from the 
traditional policy, involving only one high level threshold to a policy with several high 
threshold levels that depends on the number of breakdowns encountered. The various 
sensitivity analyses conducted prove the usefiilness of the proposed approach. 
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Further extensions of the approach could be in addition to replacement, the use of preventive 
mainteneince to increase the availability of the system. The demand rate facing the system in 
this work is assumed to be constant, but it could be a deterministic monotone increasing 
fiinction of the time or be subject to random fluctuations. In the case where the demand rate 
is a deterministic monotone increasing fimction of the time, the production capacity of the 
system could be increased by purchasing a finite number of new machines over time while 
other are replaced. 
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Appendix 4.A 
Resolution of equation (4.21) 
To solve the system of equation (4.21) for each or e Q, let us consider 
w[n,a) = 
Jh f  • W^ [n,a,n  +  \) if at the n failure a repair action is undertaken 
WQ [n, a, 0) otherwise 
i) When a  =  1 
- Ind{a  =  \} = l 
w[n,a) =  0 
G{-) = h{x) = c'^x'^+c~x~ and 
Q{a,n)V{;<p{a,;n),x,n'){a) 
- =Q{a,n)V{;(p{a,;n),x,n'){a  =  \) 
= q^]V{\,a,x,n) +  q]^2^[2,A^_^^,x,n + \) + qi2V{3,0,x,0) 











h{x)-i-^\v^{l,a +  ha,x,n)-V^{l,a,x,n) 
ha^ 
+ V^{\,a,x +  hx,n)-V^{\,a,x,n) \u{t)-d\Ind[{u{t)-d)>{) 
V^ {\,a,x,n)-V  ^{\,a,x-hx,n)\\u{t)-d\Ind[{u{t)-d)<Q} 
+ q^yV^{\,a,x,n)  +  q^2^^(2,A^^^,x,n +  \)+q^f^(3,Q,x,0) 
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.-vh Let us now consider V'^ {l,a,x,n,u) =  V'  ^{\,a,x,n) for a particular UGr[\,Sn) 
P + T-+ T- | " (0~^ | -9 l l V'^{\,a,x,n,u) 
V % "x J 
1 J ^ 
hx 
= h{x) + ^V^{\,a +  ha,x,n)+ -^V^{l,a,x+hx,n)\u{t)-d\lnd{{u{t)-d)>0} 
ha hx 
+ j-V^{l,a,x-hx,n)\u{t)-d\Ind{{u{t)-d)<0}+  q^2^^(2,A^_^-^,x,n  + \) + q^2^^{3,0,x,0) 
That is 





V'^ {\,a,x + hx,n)Ind[{u{t)-d)>{)] 
+ Vh{l,a,x-hx,n)lnd{{u{t)-d)<0}j 
912^^ (2,4^+l,x,« + l) + 9l3F^ (3,0,^,0) 
ii) When a  =  2 
- Ind{a  =  l} = 0, 
- w ( ) = 0 , 
- Ind[{u{t)-d)>0]  =  lnd{-d>0} =  0, 
- Ind{{u{t)-d)<0}  =  lnd{-d <0}  = l 
w(n,a) =  W-^[n,a,n + \), 
G(-) = c"'"x"'" + c~x~ + ^^ («,a,« +1) and 
Q{a,n)V{;(p{a,;n),x,n'){a) =  Q{a,n)V{;(p{a,;n),x,n'){a =  2) 
= q22V{2,a,x,n) +  q2\V{\,a,x,n) 
Then, replacing in (4.21) gives 
pV^{2,a,x,n) =  c'^x'  ^+c~x~ +W^{n,a,n  + \) + ^V{2,z,n){u{t)-d) 
+ q22V  ^{2,a,x,n) +  q2iV  ^{\,a,x,n) 
= c+x++c~x~ + ^ l (« , a ,n+ l ) - •^\v^{2,a,x,n)-V^{2,a,x-hx,n) 
hx L 
+ 922^^(^'^'^'") + 921^^(^'^'^'") 






= c+x++c~x~+^,(«,a,/7 + l)+ ^V^{^,a,x-hx,n) 
hx 
+ 922'^^(2'^'^'")''"^21^ (^'"'^'") 
That is 
r^+v-+ 
yh {2,a,x,n,u)  = 1 
d_ 
p^-r-n2 
c'^x'^+c X  +W-^[n,a,n  + \) 
+ ^Vh{2,a,x-hx,n)+  q2,V^{\,a,x,n) 
iii) When a = 3 
- Ind{a  =  \}=0, 
- u{)=0, 
- /«i/{(w(/)-i^)>0 } = /«c/{-c/>0} = 0, 
- Ind{{u{t)-d)<0]  =  lnd{-d <0}  = l 
w{n,a) = WQ(n,AQ,0), 
- G (•) = c+x"*" + c~x~ + ^ 0 ("'"' ^ ) ^"^ 
g(a,«)F(-,^(a,-,«),x,«')(a) = g(a,A7)F(-,^(fl,-,«),x,«')(a = 3) 
= g^33F(3,a,x,«) + 932F(l,a,x,«) 
Then, replacing in (4.21) gives 
pV^{3,a,x,n) =  c'^x'^ +c~x~ +WQ{n,a,0)  + -^V{3,z,n){u{t)-d) 
+ ^ 33F^(3,a,x,«)+93jF^(l,a,x,«) 
= c+x++c"x-+^Q(«,a ,0)- -^rF^(3,a,x,«)-F^(3,a,x-/i;c,«) 
" X L 
+ ^33F^(3,a,x,«) + 932F^(l,a,x,n) 
Thus, 
P+]r-^33 vh (3,a,x,n,u) 
= c+x++c~x~+^o(" '^ '0)+ ~V^{3,a,x-hx,n) 
+ q-^2^" {3,a,x,n) + q2iV  ^{\,a,x,n) 
That is 
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V {3,a,x,n,u)  = 
p+-r-n3 
'c'^x'^+c X  +ffQ(«,a,0) 
+ -^V^{3,a,x-hx,n)+  93iK^(l,a,x,«) 
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This chapter is an article submitted to Reliability Engineering & System Safety on December 
18, 2008. Ms. Ref No.: RESS-D-08-00413. 
Resume 
Cet article presente integration des strategies de maintenance preventive a la politique de 
reparation versus le remplacement d'un systeme manufacturier. Le systeme est sujet aux 
pannes a intensite croissante et a des temps de reparation apres panne croissants. Afin de 
reduire les temps de reparation suite a une panne, il y a une incitation a effectuer la 
maintenance preventive sur la machine avant que la parme survienne. Le mode de la machine 
a tout moment peut etre classifie comme etant en operation, en reparation, en remplacement 
ou en maintenance preventive. Les variables de decision du systeme sont l'age auquel il faut 
cesser de reparer la machine et la remplacer a I'instant de survenue de la prochaine panne et 
le taux de maintenance preventive. Le probleme de determination des politiques de 
reparation versus le remplacement et de maintenance preventive est formule comme un 
processus de decision semi-Markovien. Les methodes numeriques sont utilisees pour 
resoudre les conditions d'optimum et obtenir les politiques optimales qui minimisent le cout. 
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Le cout est constitue par le cout moyen de maintenance preventive, de reparation et de 
remplacement sur un horizon infini. Comme prevu, la decision de reparer ou de remplacer la 
machine suite a une panne de la machine est modifiee si une maintenance preventive a ete 
effectuee avant la survenue de la panne. Un exemple numerique est donne et une analyse de 
sensibilite est realisee pour illustrer l'approche proposee et a montrer I'impact de differents 
parametres sur les politiques de commande ainsi obtenue. 
Abstract 
This paper presents the integration of preventive maintenance into the repair/replacement 
policy of a failure-prone manufacturing system. The system exhibits increasing failure 
intensity and increasing repair times. To reduce the subsequent repair time following a 
failure, there is an enticement to perform preventive maintenance on the machine before 
failure. The machine's mode at any fime can be classified as either operating, in repair, in 
replacement or in preventive maintenance. The decision variables of the system are the 
repair/replacement switching age at the time of the machine's failure and the preventive 
maintenance rate. The problem of determining the repair/replacement and preventive 
maintenance policies is formulated as a semi-Markov decision process and numerical 
methods are given in order to compute optimal policies which minimize the average cost 
incurred by preventive maintenance, repair and replacement over an infinite planning 
horizon. As expected, the decisions to repair or to replace the machine upon a failure are 
modified by performing preventive maintenance. A numerical example is given and a 
sensitivity analysis is performed to illustrate the proposed approach and to show the impact 
of various parameters on the control policies thus obtained. 
Keywords: Manufacturing systems; Numerical methods; Optimal control; damaging 
failures; replacement; repair; preventive maintenance. 
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5.1 Introductio n 
We consider a manufacturing system with one failure-prone machine. The machine 
deteriorates stochastically with age and the number of failures. For such a deteriorating 
system, it is quite reasonable to assume that the successive working times will become 
shorter and shorter and the repair times will become longer and longer (Leung, 2006; Jinyuan 
and Zehui, 2008) Due to the increasing repair times, the machine may finally be non-
reparable after it experiences a certain number of failures. Therefore, a failure of the machine 
means that a decision must be made: to continue to repair at ever-increasing repair costs, or 
to replace the machine with a new one. However, there are altematives that can counteract 
the deterioration of this type of system, and one of them is preventive maintenance. 
Preventive maintenance is usually performed because it presents many advantages. Its effects 
include: increasing the availability of the system, decreasing the operating costs and 
improving the reliability of the system. Preventive maintenance could also serve to avoid 
failure in those cases where failure cannot be tolerated, and it can prevent unnecessary 
replacement. 
There is extensive literature on systems that deteriorate due to the effects of ageing 
(Nakagawa and Kijima, 1989; Ansell et  al.,  2004; Hariga et  al., 2006; Xiaojun et  al.,  2007; 
Yu-Hung, 2008). This literature proposes maintenance models in order to counteract the 
ageing effect. Wang (2002) compared and classified maintenance models such that a decision 
maker can see which one is convenient to solve his or her specific problem. According to 
Wang (2002), maintenance can be divided into two major classes: corrective maintenance 
that occurs when the system fails and preventive maintenance that occurs when the system is 
operating. Replacement is qualified as maintenance that is perfect (Wang, 2002). 
Many works deal with simultaneous repair, replacement and preventive maintenance of 
production systems. In some cases, what the authors call preventive maintenance appear to 
simply be the preventive replacement of the machine (Aven and Castro, 2008), since most of 
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the time the machine is as good as new after preventive maintenance. In a manufacturing 
environment, some preventive interventions are performed on machines to improve their 
condition but that do not renew them. Various works considered this type of improvement by 
utilizing the concept of virtual age of the machine after intervention (Makis and Jardine, 
1991; Love et  al,  1998; Love et  al,  2000; Doyen and Gaudoin, 2004; Hariga et  al,  2006; 
Kahle, 2007; Xiaojun et  al, 2007). The concept of virtual age of the machine, introduced by 
Kijima et  al.  (1988) and generalized by Kijima (1989), states that the repair (or preventive 
maintenance) serves to reset the age of the machine, which determines the revised failure 
intensity. The reset age is the virtual age of the machine. The reset age is the virtual age of 
the machine. Malik (1979) introduced the concept of an age reduction factor. By this 
concept, the machine's condition is improved through maintenance actions such as cleaning, 
lubrication and realignment. In Malik's model, each imperfect preventive maintenance 
changes the initial hazard rate value immediately following the preventive maintenance, but 
not all the way to zero (i.e., not new). Xiaojun et  al.  (2007) adopted a hybrid hazard rate 
recursion mle in order to combine the age reduction factor method with the hazard rate 
increase method. The aim of their combination method is to predict the evolution of a 
system's reliability in different maintenance cycles. 
Malik (1979) proposed using expert judgment to estimate the improvement factor. According 
to Doyen and Gaudoin (2004), the age-reduction factors are estimated directly from the data 
for different types of repairs. They also provided an estimation of the reduction factor, 
obtained by simulation Doyen and Gaudoin (2004). 
For major repairable systems, when the number of failures increases, the system failures 
become more severe (Lugtigheid et  al,  2008). The system may need to be de-installed and 
taken to the maintenance shop. Generally, it is disassembled, evaluated and repaired. The 
first two operations are required to determine which subsystems have failed and must be 
addressed. Lugtigheid et  al.  (2008) proposed replacing failed subsystems along with some 
non-failed parts, to take advantage of the fact that the system has already been uninstalled 
and taken out of operation. This sort of maintenance brings the state of the machine to 
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somewhere between as good as new and the condition it was in immediately before the 
failure or preventive maintenance. 
As we have mentioned above, and as many other works have concurred, the improvement is 
carried out in order to reduce the system failure intensity and/or the system age. The above-
cited authors concluded that the time required for the repair(s) and preventive maintenance is 
negligible or not necessary to be taken into account, but this assumption is not realistic. The 
failures become more severe as their number increases; the machine must be uninstalled, 
taken to the maintenance shop, disassembled and evaluated all before being repaired. The 
repair times thus increase with the number of failures (Leung, 2006; Jinyuan and Zehui, 
2008). The problem of integrating preventive maintenance into a repair/replacement policy 
has not yet been addressed. The proposed approach consists of integrating preventive 
maintenance with the repair/replacement policy of a deteriorating production machine. 
The effect of preventive maintenance is to increase the system's availability by reducing the 
next mean repair time with a reduction factor that will be defined later in this paper. The 
proposed approach consists of developing a semi-Markov decision model in order to 
determine optimal preventive maintenance, repair and replacement policies for the system. 
Those policies should minimize the overall incurred costs over an infinite planning horizon. 
The preventive maintenance on the machine is performed after a random delay, as proposed 
by Boukas and Haurie (1990). The contribution of this paper is the integration of preventive 
maintenance to the repair/replacement determination model. We transpose the well-known 
age reduction and hazard rate increase factor methods to repair time reduction in order to 
improve the lifespan of the system. The contribution of this paper is the integration of 
preventive maintenance to the repair/replacement determination model. We transpose the 
well-known age reduction and hazard rate increase factor methods to repair time reduction in 
order to improve the lifetime of the system. 
The paper is organized as follows. In Section 5.2, we present the problem statement. 
Optimality conditions are given in Section 5.3. Numerical methods are used in Section 5.4 to 
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solve the optimality conditions obtained in Section 5.3. Numerical examples are presented in 
Section 5.5 and a sensitivity analysis is provided in section 5.6 to illustrate the usefiilness of 
the proposed approach. Our conclusions are presented in Section 5.7. 
5.2 Proble m statemen t 
The machine under consideration is subject to random failures, and may either be replaced, 
receive imperfect repair after failure or be sent to receive preventive maintenance while in 
working condition. Thus, it has four modes: up, in repair, in replacement and in preventive 
maintenance. These modes are denoted by 1,2,3 and 4 , respectively. The machine's mode 
changes from 'up' to 'preventive maintenance' with a transition rate of q^^{.)  = co{.). q-^^i-) 
is assumed to be a control variable. The machine's mode changes from 'preventive 
maintenance' to 'up' with a constant transition rate of 9 . , . 
We consider that repair and replacement are two kinds of failure mode since they occur after 
a failure. The failure mode is denoted byF. Therefore, the machine's mode changes from 
'up' to 'failure' at rate q,  r^(a{t)), which  is an increasing function of the machine's age a{t). 
Ifthe machine is to be repaired, then the transition rate from 'up' to 'repair' ^^^^(^(0) will 
be equal to the failure rate q-,p{a{t)).  Otherwise, the machine will be replaced. The 
corresponding transition rate from 'up' to 'replacement', ^i 3(0(0)5 will be equal to the 
failure rate q.  p{a{t)). The machine's mode changes from 'repair' to 'up' with a transition 
rate of q  {n),  which is a decreasing function of the number of failures n.  The transition 
rate from 'replacement' to 'up' is described byg . The state-space diagram of this semi-
Markov process is illustrated figure 5.1. 
129 
Figure 5.1 Machin e state-space diagram. 
It follows that 
q^^{a{l)) =  i\-Ind[q^^{a{t))>0]Yq^j,{a{t)) 
(5.1) 
where the indicator function of any function / ( . ) is defined by 
Ind{f(.)) = 
1 if the/(.) is realized 
0 otherwise 
Equation (5.1) states that, when a failure occurs, the machine cannot be sent to repair and 
slated for replacement at the same time. 
Let r^, (n) = MTTR{n) be the mean repair time after the n  failure and let us call q'"  {n) 
/ I V  z 2 1 
the repair rate and MTTR'"{n)  the mean repair time if preventive maintenance actions are 
triggered before the « failure. We assume that the machine has experienced its {n-xf^ 
failure and has been repaired (Love et  al,  1998). As demonstrated in the literature, a 
monotone process such as an arithmetic-geometric approach is considered to be relevant. 
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realistic and appropriate to the modelling of a deteriorating system maintenance problem, i.e., 
for modelling the survival time after the {n-Xf^  repair and the repair time after the n^ 
failure. For more details, we refer the reader to the work of Leung (2006), where some 
examples of arithmetic-geometric processes are provided. 
5.2.1 Repai r times reduction 
We consider that the effect of preventive maintenance is to reduce the next repair time so 
that, if there is some preventive maintenance before the «^" failure, the mean time to repair 
at the n^^  failure will be of the form MTTR'"  {n) = (/>{MTTRin)) with 
0 < (^{MTTR{n)) < MTTR{n). 
If the determination of the mean repair time depends on the complete history, we then lose 
the Markovian property of the system. Hence, MTTR"'{n)  depends only on the mean time to 
repair at the n^"  failure. 
From a practical point of view, when the machine is sent for preventive maintenance, non-
failed but used subsystems are repaired. Hence, at the next failure, fewer subsystems are 
evaluated and repaired compared to the situation where no preventive maintenance had been 
performed before failure. Estimation of the repair time reduction factor can be based on 
preventive maintenance and the repair time's history data. 
In addition, there are numerous studies of age reduction factor and hazard rate increase factor 
methods in the literature (Love et  al, 2000; Doyen and Gaudoin, 2004; Hariga et  al, 2006). 
Considering that the effect of those methods can result in reduced repair times, one could 
consider one of the following thwo reduction models Redfl and RedfZ: 
Redfl MTTR^  {n)  = MTTR{n) - s^  where s^  is a given constant; 
Redf2 MTTR^  {n)  = SnMTTR{n) with 0 < £•„ < 1 after the n^^  preventive maintenance 
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MTTR^{n) =  s ,  .MTTR{n)  with e  ,  . =_£i!!z_ and 0 < 7 < 1 after the n^^  preventive 
^(") ZV^)  g(n)  +  Tj 
maintenance. g{.)  is a given function (see (Hariga et al, 2006) for more details). 
Illustrative reduction factor example 
th Let us consider a manufacturing system in which the repair rate following an n  failure is 
given by: 
921 («) = ^0 + 1^ 
^ r^  1 ^ ' • ^ 
1- «-l 
V 
where qi,qQ  and r  are given constants. The values used in this 
example are presented in section 5.5. For a given manufacturing system, they can be 
determined from the repair time's history data. 
The above-mentioned models Redfl and Redf2 will have the effect of improving the 
availability of the equipment. For the purpose of illustration, we consider that repair times 
after the preventive maintenance is performed follow the reduction model RedfZ. Let f^  = £" 
for all n. 
The effect of Redf2 is to reduce the next repair time with a reduction factor s  such that, if 
preventive maintenance is performed before the n^^  failure then, the mean repair time at the 
n^^ failure will be MTTR'"  {n) = s * MTTR{n), with ^e]0,l]. Thus, there is a one-to-one 
correspondence between repair time without preventive maintenance (or no reduction) and 
the post-preventive maintenance repair time. 
Figure 5.2 presents sample paths of the mean repair time for an increasing number of 
failures. The repair time is a function of the number of failures n.  Each additional failure 
requires a longer repair time. Sample paths for different values of sare  shown in figure 5.2 
presents sample paths of mean time to repair reduction for several failures number. The 
repair time of the machine is an increasing function of number of failures n.  Thus, the 
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consecutive repair times of the machine become longer and longer. Sample paths are in 
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Figure 5.2 Mea n time to repair after a 
preventive maintenance . 
Figure 5.2 presents the path of the mean repair time for an increasing number of failures if 
preventive maintenance is performed before failures, for four e  values. Note that 7J is also 
the post-preventive maintenance repairs time, with £• = 1. This corresponds to the case where 
there is preventive maintenance before failure, but the mean repair time at failure remains 
unchanged. This situation arises when preventive maintenance serves to reduce the 
probability of failures, with no effect on the severity of failures. T2,  T^ and T,^  are the paths 
for£- = 0.5, s  =  0.25 and f = 0.1 respectively, and show that the repair time is divided by 2, 4 
and 10, respectively. 
We can observe from figure 5.2 that the effect of the reduction factor on repair times is more 
noticeable when the machine experiences a greater number of failures. For the first few 
failures, curves 72,7^ 3 and 4^ are almost the same. But for a large number of failures (18, for 
example), they are very distinctive. This can make a significant difference on the impact of 
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performing preventive maintenance on a manufacturing system's availability and/or on 
overall costs. 
Since we know that the other forms of reduction have the same effect of increasing 
equipment availability, in the remainder of this work, we will consider repair time reduction 
factor RedfZ. We will also consider % = ^ for all n,  and call the corresponding model 
arithmetic repair time reduction. 
5.2.2 Optima l control problem 
The state of the system is described by the machine mode ^(OeQ = {l,2,3,4}with the 
transitions shown in figure 5.1, the number of failures n{t)  and the age of the machine a{t). 
The age of the machine a{t)  is an increasing ftinction of chronological time and is described 
by the following differential equation: 
^ ^ =  S; a(T)^0 (5.2) 
dt 
where 0 < ^  < 1 is a given constant and T  the time of the last restart of the machine. If ^ = 1, 
then the age of the machine is the cumulative working time since the last restart of the 
machine. 
Recall that the failure rate ^i i-(-) is an increasing function of a machine's age a{t).  It is 
reset to its initial value after a repair or preventive maintenance. 
We assume that the following constraint holds for the preventive maintenance transition rate: 
134 
0<(o{.)<Q}^g^ (5.2) 
where Wniax is the maximum rate of preventive maintenance. The inverse of fij(.) represents 
the expected delay between the decision to perform preventive maintenance actions and the 
effective switch from operation mode to preventive maintenance mode. 
We define q^^{a)  = qY2i'^)^^"^i'^-^} ^^  ^f3(a) = 9i3(«)x/«^{«>'y} if, after a failure 
occurs, the machine is replaced after age s.  The parameter s  is the repair/replacement 
switching threshold age. That is, on the «^" failure, if the age of the machine is above the 
threshold valuer, the machine is replaced; if it is not, corrective maintenance is conducted. 
Let {<^{t) : / > 0} denote the stochastic process with value in Q and Q^  (•) = I ^^^ (.) denote 
a 4x4 matrix such that 9^^(«)^0 if  a  ^J3,  ^f^(•) = 9^^(•); ci^iO^^^l^)'^  ^f4(-) = 9 i4() ; 
< 1 (•) = ^41 (•); and q'aa  (•) = - ! < ^ (•) - We shall refer to 
Q'{) = 
#(•) 
SlO ^iV) <3^ -^  ^140 
^21^-* ^22^-* ° ^ 
. 3 ^ 0 0 , 3 3 0 0 
^4l(.) ^440 
as the transition matrix of the semi-Markov chain 
Let us define G{a,a,n)  as the miming cost of being in state a , at age a of a machine that 
th has already had its n  failure. 
The expected discounted cost is given by: 
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J[a,a,n,s,ci}) = E 
00 
\e~P^G{-)dt/ ^{0)  = a, a{0)  = a, n{0) = n 
0 
(5.3) 
where p  is the discounted rate used to make the costs incurred at ftiture dates less important 
than the cost incurred today. 
Let r  = {;r = {s{.),o}{.)):0<s{.)<M andO<co{.)<o)max} • 
Any plan 7r  = {s,CD)er is called an admissible plan, and our problem is to minimize the 
expected discounted cost, given by equation (5.3), for any admissible plan. 
The control variables are the threshold age s  after which the machine should automatically 
be replaced at the next failure and the preventive maintenance rate o). 
Optimal policies are obtained by searching: 
V{a,a,n)= ^lin J{a,a,n,co,s)  (5.4) 
{s,co(-))^Y 
th We define 5„ as the optimal replacement policy before the n  failure. That is, for each n, 
there exists an age S^  such that if a{t)  > Sn, the optimal action is to replace the machine at 
th 
the n  failure. 
Let N„ be the minimum number of failures that occur before a systematic replacement at the 
next failure, regardless the machine's age. Note that if « = A „^, then S'^  =0; it is therefore 
sufficient to determine Sn  instead of both variables. 
Our objective is then to determine the age S„ before systematic replacement at the next 
failure and the preventive maintenance control <s>() that will minimize 7 (•). 
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As established in the literature (Makis and Jardine, 1993; Love et  al, 2000), we can choose 
an upper bound on the age, M  to be very large compared to 5,, beyond which the system is 
automatically replaced. 
The value function V{a,a,n)  satisfies specific properties called optimality conditions, which 
are presented in the next section. 
5.3 Optimalit y condition s 
In this section, we will show that under appropriate assumptions and lemma (see Rishel 
(1975)), the value function V{a,a,n)  satisfies a set of coupled partial derivative equations 
derived from the application of the dynamic programming approach. 
We make the following assumption on the repair, replacement and preventive maintenance 
instantaneous cost fimction G(.). 
Assumption (5.1 ) 
The repair, replacement and preventive maintenance cost fiinction G(.)is a non negative 
convex function of a. 
That is, for all a-^,a2^{0,<x>]  and /€[0,l], G{ta^+{\-t)a2,a,n)<tG{a-^,a,n)  + {\-t)G{a2,a,n) 
Lemma (5.1) 
Let / be a convex fiinction. Then: 
i) / is locally Lipschitz and therefore continuous, and 
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ii) / is differentiable 
Proof: 
For the proof, see (Sethi and Zhang, 1994) and Theorem 2.5.1 in (Clarke, 1983) 
D 
Given assumption (5.1) and Lemma (5.1), it follows that the value function V{a,a,n)  is 
convex in a.  Formally, F(a,a,«)satisfies the Hamilton-Jacobi-Bellman (HJB) equations 
given by eqn. (5.5). 





0 if ^ f r ^ ) = l a n d ^ ( r ) = 2,3or4 
air I otherwise 
0 if {^( r^ )= land#( r" ) = 3 | 
n + l if {^(r^)=2,3and#(r~) = l | 




V{a,a,n) is the gradient of the value function V{a,a,n). 
Theorem (5.1) (Uniqueness Theorem) 
Assume |G(a,a,«)|<C(l + |a|*), and 
\G[a,a^,n)-G{a,a2,n)\<C{\ +  \a^\ +\a2\ )\ax-a2\ Then the HJB equation (5.5) has a 
unique viscosity solution. 
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Proof: 
The proof is similar to the proof of theorem G.l of (Sethi and Zhang, 1994) when replacing 
V{a,.) by V{.,a,.)  and the fiinction Tj{a)hy  .9(fl) = e x p ( | ( l + |af )2) 
D 
In the next section, we will constmct a near optimal control policy for the problem through 
numerical methods based on Kushner's approach (Kushner and Dupuis, 1992). 
5.4 Numerica l approac h 
In this section, we solve th e HJ B equations (5.6) by approximating V{a,a,n)  by 
h 
approximating V{a,a,n)  with a ftinction F « {a,a,n) and the first-order partial derivatives 
where h^  is a discrete increment associated with state variable a. 
ofthe value function ^:-V{a,a,n)  by: ^—F(«,«,«) = —^ v'^'^  (a,a+ha,n)-V"^ {a,a,n) 
da da  ha 
Let define Q^  = \q^a Paioc) = 
0 otherwise ha 
After a couple of manipulations, the HJB equations can be rewritten as follows: 
V^{a,a,n)= Mn  [  ^ ^ + — ^ ( i ' a ( « ) F ^ ( a , a 4 - / f o , « ) + Z pP{a)V^{a,a,n)  ]  (5.6) 
(^ '^ )^  ^(^^P ^ ^^ P ^*^ 
% ha 
h The next theorem shows that the value function F ^ [a,a,n) is an approximation of 
V{a,a,n) for small size step h^. 
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Theorem (5.2 ) 
h 
Let V^ {a,a,n) denote a solution to HJB equations (5.7). Assuming that there are constants 
Cg and Kg  such that: 
0 < F^« {a, a, n) < Cg{\+ \a\^^), then 
lim V^ai^a,a,n)  = V{a,a,n) (5.7) 
h^-^0 
Proof: 
This theorem can be proved similarly as in (Kenne and Boukas, 1998). 
D 
We use the policy improvement technique to obtain a solution of the approximating 
optimization problem. We refer the reader to (Kushner and Dupuis, 1992) for the algorithm 
of this technique. In the next section, we illustrate the approach developed in this paper, 
using a numerical example. 
5.5 Numerica l example 
We consider the computational domain D  defined by: D = {(a,«): 0 < a < 100; 0 < « < 20 | . 
The costs of preventive maintenance (C^= 100) and replacement (Crem^  20 000) are 
assumed to be constant. Costs are in dollars (US$). 
Let Cf.gphe  the cost of repair per unit of mean time. Thus the mean repair cost is 
th 
Crep *^2l("^- R^^a '^ tha^ ^2l(") i^  ^^^ "^^a" repair time before the n  failure. Hence, the 
cost fimction G(.) is given by: 
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G{a,a,n) =  Crep*T2i{n)*Ind{^{t) =  3} + Crem*^nd{<^{t) = 2} + Cm*Ind{^{t) =  4} 
Given the frequent utilization of the Weibull distribution in reliability engineering (Love et 
al, 2000), we assume that the lifetime of a new machine follows a Weibull distribution. The 
parameter scale is A = 0.03 and the shape parameter a = 2. Table 5.1 summarizes other 
parameters used in this paper. 





























For ^ = 1, as in Table 5.1, the age ofthe machine is the chronological working time since the 
last restart of the machine. Recall that the lifetime distribution of a new machine follows a 
Weibull distribution with the density fimction/(a) = A^aa^~^ exp(-( la)^) . Its cumulative 
a^ distribution function is F{a)  = 1 - exp(-(Aa) ). 
th At any time, we consider that the system has experienced its (« - l ) failure, « = 1,2,3,... 
and has been repaired. Since the repair restores the age ofthe machine to zero, the mean time 
to failure {MTTF)  ofthe machine before the «^^ failure is equal to the mean time to first 
failure and is given by MTTF  =  (1 / A)r{\ +  —), where r(.) is the gamma function. 
a 
Using the previous parameters, MTTF  =  29.5 units of time. Thus, our selection ofthe upper 
bound for the control limhs on age is M = 100 . The probability that the machine will have 
its first failure before M = 100 is almost equal to 1, as illustrated by the graph of the 
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distribution fiinction in figure 5.3. 
Figure 5.3 Distributio n function o f failures over 
time for a given failure number n . 
This ensures that if the replacement threshold age at first failure of the machine is greater 
than M = 100, that machine will never be replaced after a first failure. In these 
circumstances, it is not necessary to ensure M » 5,, as is the case in (Love et  al  2000), 
because M  and 5, appear to be infinity for the machine. 
For ff = 0.1, there is a strong incentive to perform preventive maintenance because it will 
reduce the next repair time by a factor of 10. Moreover, if no preventive maintenance is 
carried out before a large number of failures, the mean time to repair for each failure will 
follow the path PI of figure 5.4 below. When preventive maintenance is triggered once 
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Figure 5.4 Mea n time to repair and 
its possible reduction. 
Note that in reality, preventive maintenance may not be performed before every failure. 
Thus, the real P3 path ofthe mean repair time could be composed of PI and P2, as presented 
in figure 5.4. For relatively small reduction factors, preventive maintenance may be done 
more than once between failures. The corresponding reduced repair time follows P4. 
The policy improvement technique is used to solve equation (5.7). The results obtained for 
the values given in Table 5.1 are presented in figures 5.5 to 5.7. 
The repair/replacement policy S„ presented in figure 5.5 divides the plan (a(.),«)into two 
zones: Zone 1 below S„ and Zone 2 above 5„. If a failure occurs when the system is located 
in Zone 1, the optimal action is to repair the machine. Otherwise, the optimal action is to 
replace the machine. Since the decisions to repair or to replace the machine are limhed to 
instances of machine failure, figure 5.5 identifies the action to be undertaken ifthe location 
ofthe system at failure is known. 
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Figure 5.5 Repair/replacemen t policy . 
The machine would have at least A^ ;„ = 14 failures before systematic replacement, regardless 
of its age, will occur at the next failure. Recall that the age a = 100 appears to be infinity for 
the machine. We can conclude from figure 5.5 that the machine will never be replaced before 
it has experienced at least 10 failures. 
Let /?„(a(0) denote a function with a value of 1 if a repair action is undertaken after the 
n failure occurs at age a{t),  and 0 if it does not. The above results enable us to illustrate 
th the repair/replacement policy as: upon the n  failure ofthe machine at age a{t), 
Rni-) 
1 i f a{.) < S^ 
0 otherwise 
(5.8) 
with Sn  given in figure 5.3 
Figure 5.6 below presents the preventive maintenance policy. 
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0 0 Number of failure 
Figure 5.6 Preventiv e maintenance policy. 
The preventive maintenance policy given by figure 5.6 will be represented in the remainder 
ofthe paper by its boundary, as shown in figure 5.7. 
inn 
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Figure 5.7 Boundar y ofthe preventive 
maintenance policy. 
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Figure 5.7 identifies two zones delimited by the boundaryT^y(A?) . The preventive 
maintenance actions at each failure number are triggered according to the age limit policy 
described in figure 5.7. Decisions to send the machine to preventive maintenance are 
undertaken when the machine is operational. Ifthe machine's state is located in Zone 3, that 
is, the age and number of failures are below the boundary r^ (« ) , there is no need to call a 
maintenance specialist. Conversely, ifthe machine's state is in Zone 4, which is above the 
boundary r^ (« ) , the optimal response is to trigger preventive maintenance actions. 
According to the results provided by figure 5.7, the trend is to send old machines (determined 
by age and the number of breakdowns that have occurred) to preventive maintenance, which 
is the reality in manufacturing systems. 
The preventive maintenance actions are triggered according to the age limit policy described 
in figure 5.7, which indicates that preventive maintenance should be performed at rate o}{.)  , 
with 
0 af (.) < r„( . ) 
co(.) - i  ^ (5.9) 
'^max otherwise 
where r^(.) is the age limit for preventive maintenance before the next machine failure. For 
a given failure number n, r^(«) is provided by figure 5.7. 
It can be observed that when the number of failures increases, the age limit 
Tco =T^{n)dQcreasQS,  meaning that the machine is sent to preventive maintenance more 
often. 
On the basis of the previous results, we can illustrate the repair/replacement and preventive 
maintenance policies by the vector(iS'„,A^^,r^ j , where T^ corresponds to the value of 
TQ){.) for each n  value in figure 5.7, and N^n  =  min [n>0 such that 5„ = O}. 
To see how these results are influenced by some of the parameters used in this paper, in the 
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next section we present a sensitivity analysis performed according to the previous results. 
5.6 Resul t and sensitivity analysi s 
The previous section provided the repair/replacement and preventive maintenance 
th 
poMciQS(Sn,Nyn,TQ) ) ' 'which recommend replacing the machine at the N^n  failure or at 
failure after age S„,  whichever comes first, and not performing preventive maintenance 
before age T^ is reached. The decisions to repair, to replace or to trigger preventive 
maintenance are based on the overall incurred cost. We analyze the sensitivity of those 
policies according to repair cost per unit of time, replacement cost and preventive 
maintenance cost in the first subsection. In the second subsection, we examine the sensitivity 
of the optimal policies to the reduction of the repair time when preventive maintenance is 
carried out. 
5.6.1 Sensitivit y analysis on repair, replacement and preventive maintenance cost s 
In this subsection, we will perform sensitivity analysis on the repair cost per unit of time, the 
replacement cost and the cost of preventive maintenance. 
When the repair cost per unit of time takes the four values 50, 100, 150 and 200, we obtain 
the results presented in figure 5.8.a and 5.8.b On the basis of figure 5.8.a we conclude that 
when repair costs increase, the machine is replaced earlier. According to figure 5.8.b, 
preventive maintenance actions are also triggered earlier. 
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Figure 5.8 Sensitivity of policies to the variation 
of repair cost per unit of time. 
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The trend is to reduce the repair time by recommending sending a machine to preventive 
maintenance earlier (Zones 2 and 4 increase). 
As we can see from figure 5.9.a, Zone 1 increases as the machine replacement costs increase. 
That is, the higher the replacement cost, the higher the threshold age and the number of 
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Figure 5.9 Sensitivit y of policies on the variation 
of repair cost per unit of time (suite). 
The corresponding preventive maintenance policies given by figure 5.9.b show that as 
replacement cost increases, preventive maintenance is triggered earlier. The size of Zone 4, 
where preventive maintenance is recommended, increases. However, it can be observed from 
both figures 5.9.a and figure 5.9.b that increasing the replacement cost over the range [15 
000, 55 000] does not have a significant effect on the policies when the number of failures is 
less than 9, at least for the numerical examples considered in this study. Increasing 
replacement costs decrease Zones 2 and 3: replacement is postponed while preventive 
maintenance is friggered more often. 
Since there is an incentive to perform preventive maintenance, we made a variation of 
preventive maintenance costs from low to moderate values as illustrated by the graphs in 
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Decreasing preventive maintenance costs keeps Zone 1 virtually the same until the machine 
experiences its 10**" failure. Conversely, it practically eliminates Zone 3. Figure 5.10.a shows 
that the repair and replacement policy is less sensitive to preventive maintenance cost 
variations. As indicated in figure 5.10.b decreasing preventive maintenance cost triggers 
more frequent preventive maintenance. These results are realistic because preventive 
maintenance costs are very small compared to replacement costs. 
5.6.2 Sensitivit y analysis on the variation of the reduction facto r 
In figure 5.11, the reduction factor {e)  takes four values: 0.1, 0.25, 0.5, 1. When£: = l, the 
mean repair time remains unchanged after preventive maintenance. From figure 5.11, the 
machine experiences only 4 failures before systematic replacement at failure. In this case, 
M » S i . Recall that the mean time to failure is 29.5 units of time and Sj < 29.5 units of 
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When £ = 0.1, the mean repair time after a failure occurs is divided by 10 if preventive 
maintenance had been performed before failure. The machine experiences many more 
failures (A ;^„ =14) before systematic replacement after a failure. On the other hand, with 
such a system, the machine could never be replaced before it experiences 10 failures. The 8 
values between 0.1 and 1 confirm the trend that the smaller the S,  the more the machine 
experiences failures, and that performing preventive maintenance really increases the lifetime 
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The preventive maintenance policies for £- = 0.25; 0.5; and £- = 1 are illustrated in figure 
5.12.a-5.12.c. They show that although the machine is replaced early, preventive 
maintenance is somewhat recommended ifthe machine has reached a certain age. 
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The above sensitivity analysis confirms that the general repair/replacement and preventive 
maintenance policies (Sn,N^,T(jj  ) are threshold-type, and they recommend replacing the 
LTfj. 
th machine at the N^  failure or at failure after age  Sn, whichever comes first, and to not 
perform preventive maintenance before age T^  .  If at the n  failure, the age of the 
machine is greater than5„ or the failure number is above N^n, then undertake a repair. 
The obtained results indicate that the optimal repair/replacement and preventive maintenance 
policy for the considered manufacturing system is characterized by the aforementioned three 
parameters (i.e. 5'„,A^^,r^ ). Two of those parameters characterize the repair/replacement 
switching policy (i.e. 5^; N^) and one parameter characterizes the preventive maintenance 
policy (i.e., T^ ). The overall control policy is given by equations (5.9-5.10) and figures 
5.6-5.7, and is completely defined by the parameter values {Sn ;Nfn) for repair/replacement 
switching and T^ for preventive maintenance policy. 
Possible extensions of the resuhs obtained here include production planning, corrective 
maintenance control and non-constant demand rate. A combination of control theory, 
simulation and experimental design could then be used to obtain a near-optimal control 
policy. The approach does not limit results to only those distributions used in the example 
presented in this work. Moreover, based on the parameterized control policy thus obtained, 
we could extend the proposed model to the case of manufacturing systems involving multiple 
products and multiple machines. 
5.7 Conclusio n 
In this paper, we investigate the integration of preventive maintenance with the 
repair/replacement policy for a machine subject to failures and increasing repair times. Such 
a stochastic control problem is quite complex due to the machine's failure history. Modeling 
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the system with a semi-Markov process allowed us to take into account the stochastic failure 
history, thereby adding a new dimension to the repair/replacement theory. Moreover, we 
introduce a reduction factor approach to decrease the repair times if preventive maintenance 
is performed before failures. We showed that implementing this type of preventive 
maintenance increases the lifetime of the machine. We illusfrated the proposed approach 
using a numerical example and sensitivity analysis. The obtained results are particularly 
useful for industrial systems that experience losses due to increasing repair times. 
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Resume 
Dans cet article, nous considerons le probleme de determination de la politique optimale de 
production, de reparation versus remplacement et d'entretien preventif d'un systeme de 
manufacturier en environnement incertain. La nature incertaine de 1'environnement est due 
aux pannes et reparations aleatoires. Lorsqu'ime panne survient, la machine est soit reparee 
ou remplacee. Le remplacement renouvelle la machine tandis que les reparations de machines 
sont imparfaites. L'imperfection d'une reparation se repercute sur le temps de reparations a la 
prochaine panne et augmente sa valeur. Le systeme est constitue d'une machine fabricant un 
seul type de produit. Lorsqu'elle est en operation, la machine peut etre envoyee en 
maintenance preventive, dependamment de son age. L'age de la machine reflete les activites 
effectives de production. Les variables de decision du systeme sont le taux de production des 
pieces, l'age de commutation des reparations au remplacement de la machine si une panne 
survient, le nombre de pannes enregistrees par la machine avant remplacement systematique 
et le taux de maintenance preventive. L'objectif est de trouver les variables de decision qui 
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preventive et de reparation/remplacement. Compte tenu de la prise en compte de I'historique 
des pannes, nous utilisons une formulation basee sur un processus de decision semi-
markovienne et une approche basee sur l'utilisation de la solution viscosite pour obtenir les 
conditions d'optimalite. Un exemple numerique est foumi et par le biais d'analyses de 
sensibilite, nous montrons que les resultats obtenus sont utiles et la stmcture des politiques de 
commande obtenue est conservee. 
Abstract 
In this paper, we consider the problem of determining the optimal production, 
repair/replacement and preventive maintenance policies of a stochastic manufacturing 
system, with random breakdowns and repairs being at the root ofthe stochastic nature ofthe 
machine involved. When a failure occurs, the machine is either repaired or replaced; 
replacement renews the machine while repairs are imperfect. Consequently, the next repair 
times increase as the number of repairs increases. The machine produces one type of 
product, and during production, it can be sent for preventive maintenance, depending on its 
age, which for its part, reflects the effective production activities for which the machine can 
be used. The control variables of the system are the rate at which parts are produced, the 
repair/replacement switching age at failure, the allowable maximum number of failures 
before systematic replacement, and the preventive maintenance rate. Our objective is to 
choose admissible control variables that minimize the long-mn average cost, including the 
surplus/backlog, repair/replacement and preventive maintenance costs. We use a formulation 
based on a semi-Markov decision process and viscosity solution approach to obtain the 
optimality conditions. We provide a numerical example, and through a couple of sensitivity 
analyses, show that the stmcture ofthe results obtained is maintained. 
Keywords: Manufacturing systems, numerical methods, optimal control, damaging 
failures, production, replacement, repair, preventive maintenance. 
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6.1 Introductio n 
In manufacturing systems, machines are mostiy repaired following a failure, and production 
must often be stopped in order to perform such repairs. Normally, the repair costs (in terms 
of time and financially) may be very high after the machine experiences a certain number of 
failures, in which case it becomes more reasonable to replace the machine with a new one. 
This often arises as successive operating times following repairs decrease more and more; 
similarly, it may also occur when consecutive repair times increase because repairs do not 
always retum the machine to an 'as good as new' condition. Production activities are affected 
by such variations in operating times, and require appropriate planning. As is commonly the 
case, a preventive action or a replacement is adopted in order to increase the operating time 
of the machine and ensure continuous production, which is why in manufacturing 
environment, a machine's production activities, repairs, replacement and preventive 
maintenance are mutually interdependent. Indeed, many research projects have been 
performed to take this reality into account. However, until now, no work has been conducted 
which simultaneously provides the production planning, the repair/replacement and the 
preventive maintenance policies in place as repair times increase with the number of failures. 
Implementing such elements renders the planning task very challenging. For more details 
regarding what has been done to date, we refer the reader to the work of Gabriella et  al. 
(2008). They present a general overview of models and discuss some sectors of interaction 
between maintenance and production. This work combines the production, 
repair/replacement and preventive maintenance control activities of a stochastic 
manufacturing system. The machine of the manufacturing system considered is subject to 
random breakdowns, and deteriorates with age and as the number of failures increases. 
Many articles have been written on the interactions between production, corrective 
maintenance, preventive maintenance, replacement and machine deterioration. Chiu (2008) 
considered an optimization problem involving manufacturing systems with stochastic 
machine breakdowns and rework processes. In (Chiu, 2008), the machine deteriorates while 
producing, and produces defective items. Lai (2007) considered a periodical replacement 
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model based on a cumulative repair-cost limit, whose concept uses information regarding all 
repair costs to decide whether the system is repaired or replaced. He classifies system failures 
under two categories: a minor failure assumed to be correctable by minimal repair, and a 
serious failure, where the system is completely damaged. Some authors consider 
technological changes (Nair and Hopp, 1992; Rajagopalan, 1998; Mercier, 2008), and study 
an optimal replacement policy for obsolete components with a general failure rate. Mercier 
(2008) tries to determine the optimal replacement strategy from among the purely preventive 
replacement strategy, the purely corrective strategy, and a mixture of both strategies. 
The corrective maintenance normally performed in manufacturing is usually unplanned, and 
more often than not, brings production to a standstill (Gabriella et  al,  2008). During repair, 
production activities are intermpted, leading to a loss of production. To improve machine 
availability, many authors proposed the incorporation of corrective maintenance or its control 
when planning production (Kenne et  al,  2003; Jeong et  al,  2007). Corrective maintenance 
control can be incorporated using additional manpower or any tool that allows the 
maintenance team to reduce logistics and repair times (Viles et  al,  2007). Corrective 
maintenance results from reactive attitudes consisting of detecting and repairing breakdowns, 
and is therefore insufficient, as it could damage the financial health of a company (Viles et 
al, 2007), which is why preventive maintenance, which could be carried out at different 
points in time, is particularly interesting. 
Preventive maintenance is usually planned and aimed at increasing the reliability of a 
deteriorating system (Boukas and Haurie, 1990; Dellagi et  al,  2007) or decreasing the 
operating costs of repairable systems (Yuan, 2001). In their work, Boukas and Haurie (1990) 
include an age-dependent machine failure rate and allow the control to influence the jump 
rate of the machine from operation to preventive maintenance. Yao et  al.  (2005) study the 
joint preventive maintenance and production policies for an unreliable production-inventory 
system in which maintenance/repair times are non-negligible and random. In their work, they 
assume that failures are time-dependent, although a machine that deteriorates only when it is 
working might be more appropriate for production systems. Gharbi et al. (2007) assumed that 
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failure frequencies can be reduced through preventive maintenance, and developed joint 
production and preventive maintenance policies depending on produced parts inventory 
levels. 
Corrective and preventive maintenance times can lead to significant production losses if, for 
example, the production line is automated and the machines rigidly linked (Savsar, 2008). In 
many industries, including automobiles and semiconductors, buffer stocks are normally used 
to guarantee a continuous supply by the subsequent production machines during service 
intermptions due to repair or preventive maintenance (Chelbi and Ait-Kadi, 2004; El-Ferik, 
2008). Many other authors have determined buffer stocks as a means of coping with machine 
failures and preventive maintenance times (Gharbi et  al,  2007; Chelbi and Ait-Kadi, 2004; 
Kenne and Nkeungoue, 2007). In their models, they assume that maintenance always restores 
the machine to a perfect condition or does not change the failure rate ofthe system, such that 
the machine performs similarly from one failure to another. However, this assumption is not 
realistic. A more realistic assumption is that the machine does not always retum to a perfect 
condition following a corrective maintenance. Such a repair is called an imperfect repair 
(Liao, 2007). 
The imperfect repair model has been well documented in the literature, as have been the 
corresponding repair and replacement policies for manufacturing systems (Kijima et  al, 
1988; Love et  al,  2000; Peres and Noyes, 2003). Unfortunately, most results obtained 
concem only cases where production and demand satisfaction are not taken into account. 
There are several reasons for this. One is that authors consider that repair, replacement and 
preventive maintenance take a small amount of time (Beichelt,1992; Makis and Jardine, 
1993), and that they do not therefore significantly affect production activities. El-Ferik 
(2008) considered a joint determination of the economic lot size for an unreliable facility 
implementing an age-based maintenance policy with an increasing failure rate. In his model, 
the system is replaced after N production cycles and production rates are constant. Although 
the replacement time is average, repair times are presumed to be negligible. Peres and Noyes 
(2003) classified values conceming 50 machines according to the increasing durations of 
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repair times and specified informations about the nature of the failure (electric, mechanic, 
computer or other).We refer the reader to (Peres and Noyes, 2003) for more details on the 
repair times for various classes and failure types. The other reason for not taking production 
and demand satisfaction into account is that such a control problem is very complex. Even if 
the machine is initially new or is new after each maintenance activity, it will clearly have 
different dynamics after each breakdown and repair. One way to deal with this complexity is 
to develop a hierarchical decision making model for the system. Some authors use a multi-
agent and fuzzy logic-based method (Zimmermann, 1990; Vasant et  al, 2004), while others 
develop a semi-Markov decision process approach. As stated by Peres and Torres (2002), 
under particular conditions involving exponential times, systems can be modeled as 
continuous-time Markov chains. However, that is not the case when the probability 
distributions of operating and repair times follow general distributions; a semi-Markov 
process can then be used for modeling the system. Sloan (2008) developed a semi-Markov 
decision process model of a single-stage production system with multiple products and 
multiple maintenance actions, which simultaneously determines maintenance and production 
schedules, while taking into account the fact that equipment conditions affect the yield of 
each product differently. As can be seen from previous works, available studies did not 
simultaneously take into account the effect of a preventive maintenance control, replacement, 
and the effect of increasing repair times with the number of failures. 
Our aim in this work is to develop optimal strategies for manufacturing systems, which take 
into account two types of machine deteriorations. The first is the deterioration of a machine 
through age (i.e., failure distribution depends on the machine's age), while the second is the 
deterioration of a machine in accordance with the number of repairs (i.e., repair times 
increase with the number of failures). Thus, repair activities depend on the machine's repair 
history and Markovian decision processes are no longer appropriate for the model of the 
control problem. The proposed model will simultaneously provide the: 
Repair/replacement strategy based on the machine's age and number of failures above 
which the machine must be replaced if a failure occurs 
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Preventive maintenance policy based on the machine's age at which preventive 
maintenance must be performed 
Production planning (rate) based on machine's age and the stock level of finished 
goods 
The resuhing simultaneous control approach consists in developing a Semi-Markov Decision 
Process (SMDP) in order to determine an optimal production, repair/replacement policy and 
preventive maintenance strategies for the system. Such policies are determined in order to 
minimize inventory, backlog, repair, replacement and preventive maintenance costs over an 
infinite planning horizon. 
The paper is organized as follows: Section 6.2 presents the problem formulation, followed in 
Section 6.3 by optimality conditions. Numerical methods are used in Section 6.4 to solve the 
optimality conditions described by the Hamilton-Jacobi-Bellman (HJB) equations obtained in 
Section 6.3. Numerical examples are provided in Section 6.5. In Section 6.6, results and 
sensitivity analysis are presented to illustrate the usefulness of the proposed approach. We 
finally conclude in Section 6.7. 
6.2 Proble m formulatio n 
We consider a failure-prone manufacturing machine that has experienced its n  failure and 
has been repaired. A value for the number of failures n-0  means that the machine is a new 
one and has experienced zero failure. The machine goes through a finite number of 
successive failures before replacement by a new one. Therefore, we can assume that there 
exist a maximum number of failures A^  that the machine can experience before replacement. 
Thus, « = 0,1,...,A^. 
The manufacturing system faces a constant demand rate d  for its product over time. It 
produces parts at rate u(t)  such that the state equation ofthe stock level x{t)  is given by: 
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dx{t) = u{t)-d, X(0) = XQ (6.1) 
dt 
Where Xr.  is a given initial stock level. 
We assume 0 < u{t) < U^^j where f/^  is the maximum production capacity ofthe machine. 
As the machine produces part, its age increases. The cumulative age of the machine is 
described by the following differential equation: 
da{t) = f{u{t)),a{0) =  a,a{T) =  0 (6.2) 
dt 
Where a  is the given initial machine age and T  the last restart time ofthe machine. 
The machine modes can be classified as operational,  denoted by 1, under repair denoted by 
2, under replacement denote by 3 and under preventive maintenance  denote by 4. The failure 
rate ^,^(^(0) and the replacement rate q.^T^{a{t))  of the  machine are ftinction of machine 
age a{t). The machine is replaced at constant rate q^  ^. 
Let t2An)he  the repair time after the «^^failure « = 1,2,3... and 72^(n) the expectation of 
tjAn). The sequence {^2l(")' « = l>2,3,...}forms a non decreasing arithmetic-geometric 
process with parameters d^<0  and 0 < r^  < 1, and £(^2 ^  (" = 1)) = 7^2 ^  (n = 1) > 0. 
71. (« = 1) = 0 means that the repair time is negligible. 
T^An = \) 
T2^in)= 21 ^_^ -{n-\)d^,  n  = \,2,3... (6.3) 
(^^) 
For more details on non decreasing repair times, see (Leung, 2006). The inverse of 7^2 j(«) is 
the repair rate ?2l^"^ -
We assume that the following constraints hold for preventive maintenance jump rate: 
0< f i ; ( . )<^max (6-4 ) 
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where (ymax is the maximum preventive maintenance rate. 
The inverse of co{.)  represents the expected delay between the decision to frigger preventive 
maintenance actions and the effective switch from operational to preventive maintenance 
mode (Boukas and Haurie, 1990). The transition rate 0){.)  = q^^ from operational to 
preventive maintenance mode is assumed to be a control variable. The machine mode 
changes from preventive maintenance to operational mode at constant rate q^-^.  The 
preventive maintenance cost is fixed atC;„. 
All other transition rates are equal to zero. 
We assume that the machine will be able to meet the demand rate d  over an infinite horizon 
and reach a steady state, at a given machine age a , if 
a{a).Um >  d (6.5) 
1 
Where a{.)  is the availability ofthe machine given by: a{.) 
1 + ! 2 I ^^ +  M 
^12 ^13 ^14 
Thus, a(.) depends on the decision variables as the transition rates are controlled through 
preventive maintenance. To increase the system availability, we consider that the transition 
rate <y(.) = 914 from operational to preventive maintenance mode is a control variable. By 
controlling <y(/), we act on the mean time before preventive maintenance. The system 
capacity is then described by a finite state semi-Markov chain that depends on the preventive 
maintenance policy. 
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Let us denote the mode ofthe machine by the variable .^(Owith value in Q = {1,2,3,4} and 
the system state by the fourth variable (^(/),o(0,x(r),«). We assume that the repair costs are 
functions of repair times. Each unit of repair time have a cost of C^. Since repair times 
increase with the number of failures, this implies that repair costs depend on number of 
failures. Moreover, repair costs are bounded non-decreasing functions. 
The machine failures are decision epochs for the two possible actions: repair or replace the 
machine. For consistency with Makis and Jardine (1993) and Love et al. (2000), we consider 
a constant replacement cost CQ . 
Let ^^(x) > 0 be the age at which if a failure occurs, an action is chosen between repair and 
replacement. S'„(.)is called the replacement switching age, and is assumed to be a control 
variable. For a given stock level, 5„(.)has been shown in the literature to be of threshold 
type. Moreover, since each manufacturing system that deteriorates with age is to be replaced 
in the long term, we can naturally assume that there exists an upper bound on replacement 
age, Mup,  which is very large as compared to S^^i{.),  beyond which the machine is 
automatically replaced. 
In manufacturing systems, machines are rarely replaced after the first breakdown. We 
therefore consider that the likelihood of a failure before the replacement age at first failure is 
almost equal to 1. Given that the machine will not reach the replacement age at first failure, it 
is unnecessary to determine the exact value of S^  = ^(.) if it exceeds a reasonable value of 
mean time to first failure. We will then choose a bound M  sufficiently large as compared to 
the mean time to first failure instead of S^  = j(.), thus ensuring that the probability of the 
machine to reach the bound before the failure occurs is effectively 0. 
Let a„(Obe the age ofthe machine when the n  failure occurs. For a given stock level and 
any state variable (^(0,«(0>-'") > we can identify the action to be undertaken by the location 
168 
th 
ofthe system at failure. If at the « failure: 
1. The number of failures «<A^and the age of the machine o„(0<5'„(.) , then the 
machine is to be repaired. That is 4{t)  = 2 and we will have the transition of the two 
th 
variables from (a„(0,") to (a^^^ (/), n +1) at {n  + \y failure; 
2. Otherwise, one ofthe following three conditions is respected: 
a. The number of failures n>N  ^ 
b. The age of the machine an{t)^  Sn  (•) 
c. The age ofthe machine a„(0 > M 
The machine is to be replaced. The machine is in mode 3, and the fransition ofthe two 
variables (a(0,") will be from (fl„(0,«) to (a^ (0,1) at the next failure, which is a first 
failure for the new machine. 
The corrective maintenance of the machine is not perfect in the sense that the repair time 
increases with the number of failures. After corrective maintenance, the age ofthe machine is 
reset to its next lower level such that the machine has the same failure intensity as a new 
machine. But at the next failure, it will take much more time to repair the machine. Thus, 
repair activities depend on the machine's repair history. Since at each staiQ{<^{t),a{t),.,n),  a 
decision to either repair or replace must be taken, and the repair time increases with the 
number of failures, the resultant stmcture is a Semi-Markov Decision Process. 
Let r{.)  =  {{u{tySn{xyo){t))/ 0<u{.)<Um;  0<S„(x)<M; cy„.„ <co<o)^^; t>0;xeR} 
Given the initial stock level x(0) = x, the initial age a(0) = aand the number of the failures 
already occurred, n,  the objective of the study is to choose admissible controls 
{u{.ysni-),(^{-)) e r(-) so as to minimize the total discounted cost given by: 
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J{a,a,x,n,u{.),Sn{.),co{-)) = E 
'^e-P^\h{x)+Cr{.)*Ind{^(t)-2}*T2Y{n)+CQ*Ind{<^(t)=3}+Cnt*Ind{^{t) =  4}]dt/ 
0 
^{0)=a a{0)  = a, x(0) = x and the number failures already occured in the system is « 
(6.6) 
where p  is the discount rate used to get the costs incurred at future dates lower than those 
incurred today. h{x)  = c^ x"^  + c^x" is the cost of inventory/backlog. One of the goals of 
planning the production is to meet demand with minimal costs associated with inventory. It is 
better to have X  be as close as possible to 0. The costs due to X are generally summarized in 
a convex function which has its minimum at X = 0 and which grows as |x| ^ o o (Gershwin, 
1994). Thus, by definition, h{x)  = c,x"^ + c^x~ is a convex fimction. The constants c, and Cp 
are used to penalize inventory and backlog, respectively, x = max(0, x) and 
x~ = max(0,-x). The ftinction Ind{{)}  equals 1 when the condition (•) is satisfied, and is 0 
otherwise. 
The value function ofthe optimal control problem is given by: 
V{a,a,x,n)= min J{a,a,x,n,u{.),s„{.)M))  (6-7) 
[u{.),s„{.),co{.)]eY{a,n) 
The value function V{a,a,x,n)  satisfies specific properties called optimality conditions, 
which are presented in the next section. 
6.3 Optimalit y condition s 
In this section, we will show that under appropriate assumption and lemma, the value 
function V{a,a,x,n)  satisfies a set of coupled partial derivative equations derived from the 
application ofthe dynamic programming approach. 
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We make the following assumption on the storage/shortage, repair/replacement and 
preventive maintenance instantaneous cost function: 
G(a,a,x,n)^G() =h(x)+C,{.)*M{^(t) =2}*T2^{n)+CQ*M{<^(t) =3} +C^*M[^(t) =4]. 
(6.8) 
Assumption (6.1) 
The cost function h{x)  is a non- negative convex function in x . 
That is, for all xpX2eM and ^€ [0 , l ] , G(., Vi+(l-^)^2 ')- '^^^- '^l ' -^^^^~^^^^- '^2 ' -)-
Moreover, h{x)  is strictiy jointly convex inx if the inequality holding as an equality for 
some Ay  e [0,l] implies x^  = X2. 
Assumption (6.2 ) 
Let C^ be the cost ftinction defined by: 
C" = Cr{.)Ind{a = 2}T2^{n) + CQlnd {a = 3} + CfftInd {a = 4} 
C^ is non-negative and twice differentiable in both intervals [0,iS'„] and [5'„,oo]. Moreover, 
Cr(.)Ind[<^(t)^2}T2i{n) +  CQlnd[^{t)^3}+ Cmlnd{<^{t)^4}is  either strictly convex or 
linear in both interval [O,^^] and [5'„,oo]. 
Given assumption (6.1) and assumption (6.2), it follows that the instantaneous cost function 
G(.) is locally Lipschitz, and therefore continuous in a  and in x. Moreover, G(.)is 
differentiable in a  and in x . 
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Lemma (6.1) 
i) For each {a,n) , V{a,.,.,n)  is a convex fianction on R"^  xR , and V{a,.,.,n)  is strictly 
convex if G(.)is so. 
ii) V(a,a,x,n)  is locally Lipschitz. 
Proof: 
To show i), it suffices to show that J{a,.,.,n,.,.,)is  jointly convex in {a,n)  fox  each 
( a , x ) e R + x R . 
For any initial values (a.,Xj)and(a2,X2), for any admissible controls (w ,Sn,(o  ) and 
{u^,s]i,op-), let (al(0,xl(0) and (a2(r),x2(r)), ?>0 denotes the trajectories 
1 1 1 2 2 2 
corresponding to (apXpW (.),S'„,fi) (.))and (a2,X2,w {.),Sn,co  (.)). Then, for any 
AvJ{a,a^,x^,n,u^{.),s\,(o^{.))+{\-Av)J{a,a2,X2,n,u^{.),s'}i,op-{.)) 
= E^e-P* r^G(a,al( /) ,xl(0,«,MkO,4,^kO) + (l-^)G(«,«2(/),x2(0,A7,M2()52^^2())j^^ 
>E^e~P^G{a,a{t),x{t),n,u{.),Sn,o){))dt 
where M^(.):= V ^ (/) + ( ! -^)w^(O) ; 
Sn:=^;S\+{\-A^)sl;co^{.):=A^co^{t) +  {\-A^)a?-{t)) 
a{t) and x{t)  denote the trajectories with initial values /l^a,+(1-Ay)a^, 
;iyX, + (1 -Ay)x2 and control («(.),5'„,ty(.)). Thus, 
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A^;J{a,a^,XY,n,u^{.),s}l,Q}{.))+{\-A^;)J{a,a2,X2,n,u^(.),Sn,or{.)) 
> J(«,^«j+(1-A;)a2, Vi+(1-A;)^,«,^"^0+(1-A')"^CX A'-^ i+(1-A')'S'«, A'^C)+(1-^)^C)) 
This means that /(«,.,.,«,.,.,.) is jointly convex. Therefore, F(a,a,x,«) is convex. 
To show ii), let (W(.),5'„,6J(.))denote an admissible control, z  =(fl|l(0,xl(0)and 
z^ ={a'^{t),x'^{t)),  the state trajectories under (w(.),5„,<y(.))with initial values 
z, = (a., X,) and Z2 = (^2, ^ 9 -^ ' '"^spectively. Then 
zl(0-z2(0 
constEint Cg. 
< \-'2 z\t) <C g 1 + and z2(0 <C g 1 + for some 
In view of the local Lipschitz assumption, we can show that constants Cg  and kz  exist 
independent of M(.),5'„,6J(.), z,and Z2 such that 
J{a,z^,n,u{\Sn,o){y))-J{a,Z2,n,u{),Sn,coQ) 
It follows that 
<C, 
^1 
I+Z1 ^  +  Z T ^ ^1~^2| 




1 I  V^Z  I  I'^ Z I+Z1 ^  + Z T ^ Fl-^2 
n 
Given assumption (6.1), assumption (6.2) and Lemma (6.1), it follows that the value function 
V{a,a,x,ri) is convex in {a,x). 
The dynamic programming equations, also known as the Hamilton-Jacobi-Bellman (HJB) 
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equations, associated with the optimal control problem are written formally as follows: 
pV{a,a,x,n)= min { G{)+—V{a,a,x,n)(u{t)-d)+—V{a,a,x,n)Ind\<^(t)=l\ d 
da (w(.),5„(.),<y(.))er(a,«)( 






0 if {^(r"^)=l and^(r ) = sl 
n + l if {^(r^)=2,3and^(r~) = l} 
n otherwise 
—V (a,a,x,n)  and ^:-V{a,a,x,n)ar:e  partial derivatives ofthe value function V{a,a,x,n) 
da dx 
with respect to a  and to x in that order. 
Lemma (6.2) 
The value ftinction V{a,a,x,n)  defined in equation (7) is the unique viscosity solution to the 
HJB equations (9). 
Proof: 
The basic idea of proving Lemma (6.2) is similar to that of Lemma H.2. of (Sethi and Zhang, 
1994) when replacing V{x,a)  by V{a,z,n)  and //(x) by: 
3{z) = exp 
supj^ \u - d\ 1+z 
2^2 
with z  = {a,x). 
U 
In the following section, we implement a numerical approach and obtain an approximation of 
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the control policy to this production, repair/replacement and preventive maintenance 
problem. 
6.4 Numerical approach 
In this section, we develop a numerical method to solve the HJB equations (6.9) by the 
adaptation of Kushner's technique (Kushner and Dupuis, 1992). Let hx  and ha  be the finite 
difference interval of variables x and a  respectively. The main idea ofthe approach consists 
in approximating V{a,a,x,n)  by a function V'^(a,a,x,n)  and the first-order partial 
derivatives of the value function ^^-V{a,a,x,n)  and ^^-V{a,a,x,n)  using the following 




V{a,a,x,n)x{u-d) = hx 1 
hx 
V" {cc,a,x + hx,n)-Vh {a,a,x,n) 
yh {a,a,x,n)-Vh [a,a,x-hx,n) 
hi ,  i , ^ ^\ i/h 
{u-d) if  {u-d)>0 
{u-d) otherwise 
r) 1 
-^V{a,a,x,n)xf{u) =  -r- V^(a,a  +  ha,x,n)-V'^{a,a,x,n) 
ua HQ  L 
x / ( " ) 
where h  = {hx, h^ ) 
Let us define 
e"H- (laa 
\u-d\ , 
^ h ' ^^^"^ = 
" X 
u-d 
/ - < 
if u-d>0 






/>,(«) = / ^ a n d / ' / ' ( a ) = ^ 
ha^h ^h 
The following equations are the discrete dynamic programming equations obtained: 
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^P^{ayh{a,a,x +  hx,n) +  Px {a)vh{a,a,x-hx,n) 
yPa{a)V^{a,a +  ha,x,n)+ I pP  {a)V^{a,a,x,ri) 
(6.10) 
The system of equations (6.10) can be interpreted as the infinite horizon dynamic 
programming equation of a discrete-time, discrete-state decision process as in Boukas and 
Haurie (1990), Kenne et  al.  (2003), for production, repair/replacement and preventive 
maintenance planning problems. The discrete event dynamic programming obtained can be 
solved using either policy improvement or successive approximation methods. 
The next theorem shows that the value ftinction V^{a,a,x,n)  is an approximation of 
V{a,a,x,n) for small size h  step. 
Theorem 6.1 
Let V^ {a,a,x,n) denote a solution to HJB equations (6.10). Assume that there are constants 
Cg and Kg  such that: 
K K 
Q<V^(a,a,x,n)<Cg{\+\x\ ^+\a\  ^ ) 
Then 
Proof: 
lim V^{a,a,x,n)  =  V{a,a,x,n) 
h-^0 
(6.11) 
The proof of this theorem can be obtained by extending the one presented in Yan and Zhang 
(1997). 
D 
In the next sections, we provide optimal policies for one numerical example. 
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6.5 Numerical exampl e 
The computational domain D  is defined by: D  = {{a,«): 0 < a < 100; 0 < « < 20}. Assuming 
a Weibull disfribution for the lifetime of a new machine, the scale parameter is  A  = 0.05 and 
the shape parameter is a  =  3. Table 6.1 summarizes other parameters used in this paper. 





































a) Productio n policy 
The optimal production policy u*{a,x,n),  illustrated by the following figure 6.1.a indicates 
for a given number of failure n,  for each stock level x(Oand each age a{t)  ofthe machine, 











Zone B Q 
b. Z„(. ) 
Figure 6.1 Optima l production policy u  {.)  and its boundary Z„(.) 
To illustrate the optimal production policy given by figure 6.1.a, we use its boundary given 
by figure 6. Lb. The boundary ofthe optimal production policy is the optimal stock level 
Z^(.)such that, if the stock level in the system x(.)is less than the optimal stock level, 
production should be at a maximum rate to reach the optimal stock level. Once the stock 
level in the system is equal to the optimal stock level, production should be at the demand 
rate. Ifthe stock level in the system exceeds the optimal stock level, then we do not produce. 
The optimal production policy recommends production in zone ^ „ to reach the stock level 
zjj(.)and no production in zone5„. The optimal stock level is given by the following 
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a. Lo w failures numbe r b. Hig h failures numbe r 
Figure 6.2 Optima l stock levels Z„(.). 
As can be seen in figure 6.2.a, for this numerical example, when the machine has not yet had 
its first failure, while awaiting the first failure, the number of parts to hold in inventory is 
equal to zero. The corresponding curve is confused with the line x = 0 and zone A^ is 
inexistent. When the machine has experienced its « failure, the number of parts to hold in 
inventory increases and attains a maximal value at max(Z„(.)). This maximal number of 
parts to hold in inventory (max(Z„(.))) increases with the number of failures until a given 
maximal number of failures, as can be seen in figures 6.2.a and 6.2.b. The corresponding 
maximal number of failures in this example is 9, as shown in figure 6.2.b. Moreover, when 
the number of failures exceeds 9, zone A„ and zone By are constant. 
After the machine has experienced its n^^  failure, the optimal stock level trajectory highlights 
three parameters identified in the following figure 6.3. 
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Figure 6.3 Parameters of the production 
policy Z„(0 
The production policy is characterized by three parameters A^{n),  ^ ( « ) , Z^(n)such that, if 
the age of the machine a{t)  is less than A^(n), the number of parts to hold in inventory 
Z*(Ois zero. Ifthe machine's age a{t)  is such that A^{n)  < a{t) < A2{n), then  the number 
of parts to hold in inventory must be brought from zero to Z^(n) . Once the machine's age 
reaches Ay {n), the stock must be maintained at level Z^  (n). 
Figure 6.4 gives the production policy for several failure numbers. The number of parts to 























/ U 1 1 
2 





3 4  5  6  7 8  9  1 0 
Number of failures 
Figure 6.4 Numbe r of parts to hold in inventory 
for each failure number. 
The maximal number of parts to hold in inventory for several numbers of failures presented 
in figure 6.5 increases from one failure to the next. This is logical because ifthe machine is 
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Figure 6.5 Maxima l number of part Z ^ (.). 
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The optimal policy recommends holding a small number of parts in inventory after failure 9 
because the machine is renewed when failure 10 occurs. 





d i f x ( 0 = z * ( . ) 
0 if x{t)  >  z (.) 
with 
0 ifa(0<4(«) 
e]0,z^(n)[ if  Ax<a{t)<A2{n) 
Zyn (n) otherwise 
(6.12) 
(6.13) 
ft is important to note from equation (6.13) that when a{t)  > Ai{n), the stock level should be 
brought from 0 in order to reach z^(«)at a{t)  = ^2(«) • The stock level is maintained at the 
value Zjnin)  when a{t)>Ai{n). 
b) Preventiv e maintenance policy 
The optimal preventive maintenance policy co*{a,x,.)  for a given number of failures n  is 
presented in the following figures 6.6.a, 6.6.b and 6.6.C. It shows that when the machine has 
not yet experienced its first failure (figure 6.6.a), preventive maintenance is not 
recommended. Conversely, when the number of failures aheady occurred increases (figure 
6.6.b and figure 6.6.c), preventive maintenance is recommended. However, it depends on the 
age of the machine. We will analyze the evolution of the optimal preventive maintenance 
policy with age through the utilization of its boundary. 
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a. Befor e 1 failure b. Befor e 4 failures 
Before 10 failures 
Figure 6.6 Preventiv e maintenance policy a *. 
Throughout the rest of the paper, we will use the boundary of the optimal preventive 
maintenance present in figure 6.7 for a given number of failures n.  The boundary r^(x,n) of 
the optimal preventive maintenance policy divided the area comprising the set of points 
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Figure 6.7 Boundar y of the preventive 
maintenance policy T(^{.). 
In zone A^^ , it is recommended that the machine be preventively maintained. In zone B^ 
conversely, the optimal preventive maintenance policy consists of not proceeding to a 
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Figure 6.8 Boundar y of the preventive maintenance policy for several failures. 
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As can be seen from figure 6.8 above, the preventive maintenance boundary appears and 
increases with the number of failures. In stage 1, indicates by arrows 1 in figure 6.8, the 
machine has experienced less than 3 failures. While waiting for the 3' failure, zone A^  is 
non-existent. The machine will not be sent out for preventive maintenance before the 3' 
failures. Zone A^  appears between failure 3 and failure 4, as indicated by arrow 2 in figure 
6.8. ft then increases, as indicated by arrow 3, and attains a constant value indicated by arrow 
4, from failure 6 to failure 9. These results sound normal in that, normally in manufacturing 
systems, the preventive maintenance is more useful as the machine ages. 
The preventive maintenance actions are triggered according to the age limit policy described 
in figure 6.6, 6.7 and 6.8. It states that preventive maintenance should be performed at rate 
(»*(.), with 
0 if a{t)  <= r , ( . ) that is, ifthe machine is in zone B 
Q)%)^{ (6.14) 
^max otherwise 
where T^  (.) is the age limit for preventive maintenance before the n  failure ofthe machine. 
1* 
c) Repair/replacemen t polic y 5'„(.) 
The action to be undertaken when a failure occurs can be identified by the location of the 
machine given by the following figures 6.9.a and 6.9.b. 
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Number of failures .| Q - 5 









b. T Sn 
Figure 6.9 Repai r /replacement policy and its Boundary. 
From figure 6.9.a, the age 5„(x), over which if a failure occurs, the machine should be 
replaced decreases with the number of failures and increases with the stock level in the 
system. The age 5'„(x) is equal to 0 when the machine has experiences 9 failures. It means 
that while waiting the 10* failure, the replacement age is 0, no matter what the stock level in 
the system is; that is, the machine will experience a maximum number of 9 failures before 
systematic replacement at next failure, no matter its age and the stock level in the system. We 
can then conclude that A^ ^ = 9. Above the repair/replacement policy boundary given by 
figure 6.9.b, that is in zone B^  ,  the machine is systematically replaced if a failure occurs. 
Below the repair/replacement policy boundary, that is in zone A^^  of figure 6.9.b, the 
machine is repaired if a failure occurs above replacement age 5'„(.). 
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Let /?„(a(0,x(0) denote the function with value 1 if a repair action is undertaken after the 
n^^ failure occurs at age a{t)  and 0 if not. The above results enable us to illusfrate the 
repair/replacement policy as: upon the n  failure ofthe machine at age a{t), 
Rni-)-\ 1 if a{.)<Sy,{x)  . , o*/ X • •  c  cTi (c.^^\ " , with 5„(x) given in figure 5.21.a (6.15) 
0 otherwise 
In the next section, we will confirm the structure of the obtained resuhs through sensitivity 
analysis and illustrate the usefulness ofthe proposed approach. 
6.6 Sensitivit y and result analysis 
A sensitivity analysis is presented in this section to confirm the structure of the obtained 
results and illustrate the contribution of this paper. 
6.6.1 Repai r cost variation 
When the repair cost (Cr) changes and takes the values 5, 10, 20 and 30, we obtain the results 
in figure 6.10.a. Figure 6.10.a illustrates the maximal number of parts to hold in inventory 
before failure of the machine for four replacement cost values. The results show that 
variations in repair cost have no significant effect on the threshold value Z;„(.) unless the 
machine is about to be replaced. This situation is explained if we refer to figure 6.10.b, which 
gives the repair/replacement policy. For a repair cost value of 30, the machine is 
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b. Boundar y of iS„(. ) 
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Figure 6.10 Sensitivit y of policies to repair cost. 
According to figure 6.10.b, when the repair cost varies and takes the values 5, 10, 20 and 30, 
the machine is systematically replaced after the 13"", lO"', 7* and 6* failure respectively. The 
trend is then to replace the machine early when repair costs increase. Thus, ifthe machine is 
to be replaced at the next failure, the number of parts to hold in inventory while waiting that 
failure is not high. 
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At the same time, preventive maintenance policy, as shown in figure 6.10.C is significantly 
affected. Area A^  increases with the repair cost, that is, as repair costs increase, the 
preventive maintenance is recommended more often. 
It is clear from the resuhs above that repair costs significantly influence optimal policies 
overall. The machine is replaced earlier (it experiences a lower number of failures) when 
repair cost increases and the preventive maintenance area increases. 
6.6.2 Replacemen t cost variation 
For variations in replacement cost (Co), figure 6.11.a shows that it affects the optimal 
threshold stock level. Since the machine could not experience a certain number of failures as 
illustrated by figure 6.1 l.b, the threshold level is different from one replacement cost to the 
next. For a replacement cost value of 5,000, from the 5* failure, there is no need to stock 
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Figure 6.11 Sensitivit y of policies to replacement cost (Suite). 
Further, when the replacement cost is 5,000, as can be seen from figure 6.1 l.b, the machine 
is systematically replaced at the 6"^  failure. If we take a look at figure 6.1 l.c, we notice that 
there are only three curves. The curve representing the value CQ =5,000 is absent. This is 
because no preventive maintenance is recommended when replacement cost is 5,000. That is 
logical in that, since the replacement is not expensive, it is better to replace the machine with 
a new one as compare to sending it to maintenance and expected another failure. 
6.6.3 Preventiv e maintenance cost variation 
Varying preventive maintenance costs (Cm) has a relatively small effect on the production 
and repair/replacement policies, presented in figure 6.12.a and 6.12.b. On the other hand, it 
significantly affects the preventive maintenance policy, as illustrated by figure 6.12.C., where 
we observe that for a high value of preventive maintenance cost ( C ^ = 300), the area where 
preventive maintenance ofthe machine is recommended is reduced. These conclusions on the 
influence of preventive maintenance cost on production and preventive maintenance policy 
are close to those obtained by (Kenne et  al, 2007). They observed, when formulating an 
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analytical model for the joint determination of an optimal age-dependant buffer inventory 
and preventive maintenance policy in a production environment, that increasing preventive 
maintenance costs reduces preventive maintenance frequency and have no significant effect 
on the staircase trend ofthe production policy. 
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Figure 6.12 Sensitivit y of policies to preventive maintenance cost. 
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The results obtained indicate that the optimal production, repair/replacement and preventive 
maintenance policy for the manufacturing system considered is characterized by a special 
structure of the control policy. Such a policy is defined by the above-mentioned three 
parameters for production (i.e.Z^(A7); Ai(/7); ^2(")) ' ^^^ parameters for the 
repair/replacement switching policy (i.e.5„(x); A^^) and one parameter for preventive 
maintenance policy {i.e.T^{x,n)).  The overall control policy given by equations (6.12), 
(6.14) and (6.15) is completely defined by values of parameters (Z;„(n); Ai{n);  A2{n)), 
{Sn{x);Nnj) and T(^{x,n)  for production, repair/replacement switching and preventive 
maintenance policy. 
For a given stock level, the structure of the optimal repair/replacement policy is similar to 
that obtained by Makis and Jardine (1993) and Love et  al. (2000). It states that if at the n^ 
failure, the age of the machine is above a certain critical value, replace the machine at the 
next failure. Otherwise, an imperfect repair should be undertaken. Note that the notion of 
imperfect repair in this work differs from the notion of imperfect repair used by those 
authors. However, we can easily include the type of imperfect repair considered in their work 
by not letting the repair and preventive maintenance activities reset the age ofthe machine at 
level 0. Thus, the repair/replacement policy present in this work is more realistic and 
appropriate for manufacturing systems because it takes into account the stock level in the 
system, the rate at which to produce parts and preventive maintenance possibility. 
Through the observations from the sensitivity analysis, it clearly appears that the proposed 
approach, based on a simultaneous control of production, repair/replacement and preventive 
maintenance strategies, provides more realistic resuhs in the context of stochastic 
manufacturing systems. 
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6.7 Conclusion s 
In this paper, a production, repair/replacement and preventive maintenance planning problem 
in manufacturing systems has been studied. The objective ofthe study was to determine how 
to produce while the machine is in operation, when to replace versus repair the machine if a 
failure occurs and when to perform a preventive maintenance, if any, in order to reduce the 
overall incurred cost. Our formulation included mode- and control-dependent jump rates, and 
allows us to represent the increasing probability of failures due to machine aging and 
increasing repair time resulting of imperfect repair activities. We used reset functions that 
permit repair and preventive maintenance activities to restore the machine's age to level 0, 
and replacement, which provides a new machine. Thus, we extended the repair and 
replacement switching age control model to the case where production and preventive 
maintenance rate are controlled. Because machine repair activities depend on the repair 
history, we have proposed the utilization of a semi-Markov decision process to determine the 
optimal policies to be used. We provided a numerical example, and through a couple of 
sensitivity analyses, show that the structure of results obtained is maintained. 
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CONCLUSION GENERAL E 
Cette these propose une nouvelle approche de formulation et de resolution du probleme de 
commande optimale stochastique des systemes manufacturiers dynamiques. L'approche 
proposee tient compte du vecu de la machine en integrant dans le processus d'optimisation la 
notion d'usure de la machine. Cette approche a permis de trouver la sfrategie optimale de 
gestion de capacite, de gestion de production et de confrole de maintenance des machines en 
quatre parties. 
Dans la premiere partie, I'infroduction des strategies de maintenance corrective afin 
d'ameliorer la disponibilite des machines est combinee a la gestion de capacite et de 
production du systeme. Le systeme est modelise par une chaine de Markov non homogene. 
Le probleme d'optimisation est resolu a I'aide des methodes numeriques et des exemples 
sont foumis. Les diverses analyses de sensibilite effectuees confirment la stmcture des 
politiques obtenues. 
Dans la seconde partie, nous introduisons la degradation progressive de la machine a mesure 
qu'elle fabrique des pieces et a mesure qu'elle subit des reparations. Les temps de reparations 
deviennent de plus en plus longs quand le nombre de pannes augmente. Compte tenu de la 
prise en compte de I'historique des reparations, le systeme est modelise par un processus 
semi-Markovien et le probleme d'optimisation resolu a I'aide des methodes numeriques. Les 
resultats obtenus montrent que les politiques doivent etre ajustees pour tenir compte de la 
degradation par rapport aux approches classiques de la litterature. D'aufre part, dans les 
approches classiques de la litterature sur les politiques de reparation versus le remplacement, 
le seuil critique de remplacement de la machine depend uniquement du nombre de pannes 
que le systeme a subit jusqu'a date. Nous avons montre que ces resultats ne sont valables que 
si le niveau de stock dans le systeme est fixe ou que les reparations sont instantanees. En 
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contexte de gestion de production dans lequel le stock fluctue, le seuil critique de 
remplacement de la machine depend egalement du nombre de pieces en stock. 
Dans la troisieme partie du travail, nous avons maintenu les degradations affectant la 
machine a la phase deux et avons introduit une troisieme dimension de la degradation. 
L'imperfection des reparations se fraduit souvent par l'age cumule que prend la machine 
apres chaque phase d'operation suivi d'une intervention, appelee age virtuel de la machine. 
En introduisant la notion d'age virtuel de la machine dans la troisieme partie du fravail, le 
systeme a ete modelise une fois de plus par un processus semi-Markovien et le probleme 
resolu par une approche hierarchique de prise de decisions et des methodes numeriques. Un 
exemple numerique a permis d'illustrer l'approche proposee. Nous avons montre que si apres 
reparation la machine n'a pas un age nul, les seuils critiques doivent etre ajustes pour en tenir 
compte. Diverses analyses de sensibilite ont ete effectuees et ont confirme la stmcture des 
politiques de commande optimale obtenue. 
Nous ne pouvions conclure nos travaux sans explorer I'impact de introduction des strategies 
de maintenance preventive sur les politiques obtenues aux parties deux et trois. Compte tenu 
du fait que les temps de reparation s'allongent au fil des reparations, nous avons dans la 
quatrieme partie de cette these introduit les strategies de maintenance preventive pour contrer 
ce phenomene. Nous avons applique la notion d'age et de reduction de 1'intensite de 
defaillance de la machine a la reduction des temps de reparation de la machine en utilisant les 
strategies de maintenance preventive de la machine. Nous avons montre que I'introduction 
des strategies de maintenance preventive pour reduire les temps de reparation et ameliorer la 
disponibilite du systeme permet d'ameliorer la duree de vie de la machine. 
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TRAVAUX FUTURS 
Nos travaux futurs viseront dans un premier temps a completer le tableau 1.1 car il comporte 
encore des cases vides. Chacune de ces cases correspond a une possibilite de developpement 
futur de cette these. 
D'autres prochains developpements du travail effectue dans cette these concement: 
- La planification de production, de reparation et du remplacement d'un systeme 
manufacturier a deux etats operationnels: parfait et degrade (degradation par diminution 
du taux de production). Nous pourrons ainsi introduire les strategies de controle de la 
quahte du produit fabrique; 
- La planification de production, de reparation et de maintenance preventive et expansion de 
capacite en considerant l'age de la machine, sans remise de l'age a zero apres intervention 
sur la machine : achat d'une deuxieme machine apres un ler niveau de degradation de la 
premiere, suppression de la premiere machine a un 2e niveau de vieillissement; 
- La planification de production, de maintenance corrective, de maintenance preventive et 
expansion de capacite en considerant l'age de la machine: 
Degradation affectant 1'intensite de defaillance (diminution du temps moyen de 
production). 
Degradation par diminution du taux de production. 
Degradation par diminution du temps moyen et du taux de production. 
Amelioration de la disponibilite des equipements par le controle de la maintenance 
corrective. 
Consideration de la nature de la demande: constante, monotone strictement croissante, 
aleatoire. 
Consideration de la reduction de capacite. 
Consideration de la forme d'expansion de capacite: Acquisition d'equipement, sous-
traitance, location; 
199 
La prise en compte des incertitudes affectant la demande; 
- Utiliser la stmcture des lois de commande obtenue dans cette these pour etendre les 
problemes resolus a des cas de systemes manufacturiers plus larges, impliquant plusieurs 
machines et plusieurs produits. Une approche basee sur les plans d'experience, modeles 
de simulation et surfaces de reponse pourra etre utilisee; 
La simulation sur des cas reels de systemes manufacturiers. 
Lorsque les machines des systemes manufacturiers ont une duree de vie importante (15 ans 
par exemple), il est difficilement concevable de remplacer cette machine par une nouvelle qui 
aurait les memes caracteristiques sans avoir a son actif une performance supplementaire. 
Nous envisageons done pour nos prochains travaux des remplacements de machines desuetes 
par des machines neuves ou des machines usagees mais plus performantes en termes de 
capacite. 
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