A spatially "Mt. Fuji" coupled low-density parity check (LDPC) ensemble is a modified version of the original spatially coupled (SC) LDPC ensemble. Its desirable properties are first observed in experimentally. The decoding error probability in the error floor region over the binary erasure channel (BEC) is theoretically analyzed later. In this paper, as the last piece of the theoretical analysis over the BEC, we analyze the decoding error probability in the waterfall region by modifying the covariance evolution which has been used to analyze the original SC-LDPC ensemble.
I. INTRODUCTION
A spatially coupled (SC) low-density parity check (LDPC) ensemble [1] is constructed as a set of random bipartite graphs like a chain of (2L+1) block LDPC codes whose code lengths are M . Then, the code length of the SC-LDPC ensemble is N = (2L + 1)M . If M and L are sufficiently large, the SC-LDPC ensemble has many desirable properties. In particular, the belief propagation (BP) threshold BP of the SC-LDPC ensemble coincides with the maximum a posteriori (MAP) threshold of the underlying block LDPC ensemble for sufficiently large M . Moreover, the design rate of the SC-LDPC ensemble converges to the design rate of the underlying block LDPC ensemble for sufficiently large L with O(L −1 ). Note that the design rate is independent of M .
However, some problems occur when the code length N = (2L + 1)M is fixed to a finite value. In order to increase the design rate, we have to increase L and decrease M . If L is too large, the average number of iterations of BP decoding increases in the waterfall region. If M is too small, the decoding error probability increases in the error floor region. [2] For this problems, a generalized SC-LDPC ensemble has been proposed, which is called spatially "Mt. Fuji" coupled (SFC) LDPC ensemble [3] . In the SFC-LDPC ensemble, code lengths of the underlying LDPC codes are different from each other. As the position of the underlying code gets close to the middle of the chain, its code length increases exponentially. The increasing rate is expressed by a parameter This work was supported by JSPS KAKENHI Grant Numbers JP16K00195, JP16K00417, JP17K00316, JP17K06446, JP18K11585 α ≥ 1. Therefore, the design rate of the SFC-LDPC ensemble converges to the design rate of the underlying LDPC ensemble with O(α −L ) as L → ∞. In the rest of this section, we assume that the design rate and the code length of the SFC-LDPC ensemble and those of the SC-LDPC ensemble are equal to each other and α > 1. Then, L of the SFC-LDPC ensemble becomes smaller and M of the SFC-LDPC ensemble becomes larger than those of the SC-LDPC ensembles.
Studies of the decoding performance of the SFC-LDPC ensemble has been started from the binary erasure channel (BEC). In the error floor region, the decoding error probability of the SFC-LDPC ensemble is lower than that of the SC-LDPC ensemble. That is first observed experimentally in [3] . Later, that is theoretically explained by a weight distribution analysis for the SFC-LDPC ensemble in [4] .
The average number of iterations of the SFC-LDPC ensemble in the waterfall region is lower than that of the SC-LDPC ensemble. That is theoretically expected by an observation of the "decoding wave" given by the density evolution and confirmed by numerical experiments in [3] .
The decoding error probability of the SFC-LDPC ensemble in the waterfall region is lower than or almost equal to that of the SC-LDPC ensemble if α is appropriately tuned. If α is too large, the decoding error probability becomes larger. This phenomenon is observed experimentally in [3] . It is guessed in [3] as an effect of decrease of the BP threshold BP , which is regarded as an asymptotic indicator of the waterfall performance. However, the decoding error probability under a finite code length has not been theoretically analyzed yet.
For the original SC-LDPC ensemble, the finite-length decoding error probability in the waterfall region over the BEC is analyzed by combining two systems of differential equations called expected graph evolution (EGE) and covariance evolution (CE). The EGE for the SFC-LDPC ensemble has been proposed in [5] . In this paper, we derive the CE for the SFC-LDPC ensemble and combine them. Then, we explain the above phenomenon more theoretically and directly than in previous studies.
II. PRELIMINARY
At first, we describe some notations. Let N, Z, and Q denote the set of natural numbers, integers, and rational numbers, respectively. For any integers i and j, (i < j), let [i, j] denote the set of {i, i + 1, . . . , j}. Let · denote the ceiling function.
In this section, we describe the spatial coupling of LDPC codes with increasing code length. The constructed ensemble is called a spatially "Mt. Fuji" coupled (SFC) LDPC ensemble. In the SFC-LDPC ensemble, the code length of LDPC code at
. This is in contrast to the usual SC-LDPC ensemble, where the code length of every LDPC code is M . Although we can define an ensemble like [1] with smoothing parameter w, we describe only the definition of an ensemble like [6] , which is suitable for finite-length analysis.
A (d v , d c , L, α) SFC-LDPC ensemble is defined as a set of random bipartite graphs which are constructed by the following 4 steps. 1) The jth (j ∈ [0, d v − 1]) edge of a variable node at position i ∈ [−L, L] is connected to a check node at position i + j with probability 1.
1) Set variable nodes
At position i ∈ [−L, L], L ∈ N, α L−|i| M variable nodes of degree d v ∈ N are set. At position i ∈ [−L − d v + 1, −L − 1] ∪ [L + 1, L + d v − 1], α L−
2) An edge of a check node at position
i ∈ [−L, L + d v − 1] is connected to a variable or dummy node at position i − j, j ∈ [0, d v − 1] with probability α L−|i−j| / dv−1 k=0 α L−|i−k| . 3) An edge of a check node at position i ∈ [−L, L + d v − 1] is connected to a variable (not dummy) node in the range of positions [i − d v + 1, i] with probability s i,α = min{L,i} k=max{−L,i−dv +1} α L−|k| dv −1 j=0 α L−|i−j| . 4) At least one edge of a check node at position i ∈ [−L, L + d v − 1] is connected to a variable (not dummy) node in the range of positions [i − d v + 1, i] with probability (1 − (1 − s i,α ) dc ).
5)
A check node at position i has a degree m with probability
(1)
III. COVARIANCE EVOLUTION FOR THE SFC-LDPC ENSEMBLE
In this section, we describe the CE for the SFC-LDPC ensemble in order to analyze the decoding error probability in the waterfall region. In the following, we assume that codewords are transmitted through the BEC with channel erasure probability (BEC( )). In addition, the peeling decoder [7] is assumed in the analysis. It has the same decoding error probability as the BP decoder in a sufficiently large number of iterations. Let t denote the iteration number of the peeling decoder 
of the peeling decoder for the SC-LDPC ensemble over the BEC( ) is known to satisfy a system of differential equations called expected graph evolution (EGE) [6] , where the expectation is taken over the ensemble, channel outputs, and the random choice of a degree 1 check node made by the peeling decoder. In addition, let
is known to satisfy a system of differential equations called covariance evolution (CE) [6] as M → ∞. Moreover, r j,u (τ ) is Gaussian distributed with meanr j,u (τ ) and variance δ j,u j,u (τ )/M for a sufficiently large M .
Since the decoding rule for the SFC-LDPC ensemble is the same as that for the SC-LDPC ensemble, the difference between the SFC-LDPC ensemble and the SC-LDPC ensemble appears in the initial conditions of the EGE and the CE. The initial condition of the EGE for the SFC-LDPC ensemble has been proposed in [5] . In this paper, we derive the initial conditions of the CE for the SFC-LDPC ensemble. In order to confirm that our modification 1 of the initial conditions is a natural generalization of those for the SC-LDPC ensemble, we describe the initial condition only for the most difficult
The other initial conditions are derived in a similar manner. See [8] for details.
where
Remark 2: If α = 1, the above initial condition coincides with that for the SC-LDPC ensemble in [6] . Therefore, this is a natural generalization of it.
IV. PREDICTION OF THE DECODING ERROR PROBABILITY
OF THE SFC-LDPC ENSEMBLE In this section, we combine the solution of the EGE for SFC-LDPC ensemble [5] with the solution of the CE for SFC-LDPC ensemble derived in the preceding section in order to predict the finite-length decoding error probability of the SFC-LDPC ensemble. 1 the (l − c) ab M at formula (97) in [6] is probably mistake of ab (l−c)M . Our modification is based on the latter term. We reproduce the average number of the degree 1 check nodesr 1 (τ ) = L u=−Lr 1,u (τ ) calculated from the solution of the EGE for the SFC-LDPC ensemble in Fig. 1 , which is derived numerically with the classical Runge-Kutta method in [5] . Figure 2 shows the variance of the number of degree 1 check nodes δ 1 (τ ) = L u=−L L x=−L δ 1,u 1,x (τ ) calculated from the solution of the CE for the SFC-LDPC ensemble, which is derived numerically with the Euler's method.r 1 (τ ) and δ 1 (τ ) have a local minimum, and the smaller is, the "sharper" r 1 (τ ) is around the local minimum. In addition, the larger α is, the "sharper"r 1 (τ ) is too. This is a special feature of the SFC-LDPC ensemble because the previous SC-LDPC ensemble does not have such a local minimum but a flat part called a critical phase. Therefore, they had to regard r 1 (τ ) of the previous SC-LDPC ensemble as an Ornstein-Uhlenbeck process to approximate the block error probability. However, we are able to approximate the block error probability of the SFC-LDPC ensemble by the probability that the error event occurs on the local minimum like the case of block LDPC codes [9] . Note that the error event occurs when r 1 (τ ) = 0 before all nodes are removed.
Let τ * denote the time whenr 1 (τ ) is the local minimum point. As shown in Fig. 1,r with meanr j,u (τ ) and variance δ j,u j,u (τ )/M for a sufficiently large M . Then, we approximater 1 (τ * ) by γ( BP − ), and approximate the ensemble average block error probability by
where Q(·) denotes the Q-function, and γ is calculated by γ = r1(τ * )| = BP −0.01 BP −( BP −0.01) for each L and α. Therefore, we consider that the BP threshold BP affects the "position" of the waterfall and the coefficient γ/ δ 1 (τ * ) affects the "steepness" of the waterfall. Table I shows BP , γ, δ 1 (τ * ), and γ/ δ 1 (τ * ) of (3, 6, 20, α) SFC-LDPC ensemble for several α. Although these parameters are depend on L strictly speaking, it is observed that these parameters are almost independent of L. See details for [8] where the parameters for the ensembles used in Section 5 is shown.
Then, we expect that the larger α is, the steeper the waterfall is and the more left-shifted. Note that M also increases as α increases under the fixed code length and the design rate, as described in Remark 1.
V. EXPERIMENTS

A. Experiment conditions
The parameters of the ensembles used in the experiments are shown in Table II . We generate 1100 codes and 1000 codewords from each code for A1-A4 with ≤ 0.440, B1 with ≤ 0.450, and C1 with ≤ 0.455, and we generate 100 codes and 1000 codewords from each code for A1-A4 with ≥ 0.445, B1 with ≥ 0.455, and C1 with ≥ 0.460. The rates shown in Table II are the average rate of those generated codes. The decoder is the BP decoder with no limitation of the number of iterations, which has the same decoding error probability as that of the peeling decoder. Note that we remove the small cycles of Tanner graphs, whose lengths are lower than or equal to 6, in order to observe the block error probability in the waterfall region more precisely. Table II B. Difference in M Figure 3 shows that the simulated block error probability curves and the estimated curves for several M . The estimated curves approximate the simulated curves except for the difference in some shift on the semilog graph. The larger M become, the smaller the horizontal sifted width between the simulated curve and the estimated curve becomes. Figure 4 shows that the simulated block error probability curves and the estimated curves for several L. Simulated block error probability is hoped to be independent of L, because the approximated block error probability (6) does not depend on L. Unfortunately, Fig. 4 shows that the larger L is, the larger block error probability is. However, Fig. 4 also shows that the amount of increase of the block error probability decreases as L increases. In particular, the amount of increase of block error probability is small when is small. This should be because the smaller is, the sharper the graph around the local minimum is, as shown in Fig. 1 . This phenomenon is not observed for the SC-LDPC codes whose block error probability increases proportionally to L in a wide range of . Figure 5 shows that block error probability curves and estimated curves for several α. Figure 5 shows that the larger α is, the better the approximation is. One of the reason should be because the larger α is, the sharper the graph ofr 1 (τ ) around the local minimum is, as shown in Fig. 1 . 
C. Difference in L
D. Difference in α
E. Code construction
From the preceding analysis, we expect that the decoding error probability in the waterfall region over the BEC is leftshifted and becomes steeper as α increases. In addition, it has already been observed in [3] that the average number of iterations of the SFC-LDPC ensemble in the waterfall region is less than that of the SC-LDPC ensemble. Moreover, it has been analyzed in [4] that the decoding error probability in the error floor region over the BEC is lower than that of the SC-LDPC ensemble.
Then, tuning α appropriately, we can construct an SFC-LDPC ensemble with the following 3 properties. 1. It has the same rate and code length as those of the target SC-LDPC ensemble. 2. It has a lower decoding error probability than the target ensemble under the condition < * , where * is a target channel erasure probability. 3. It has a lower average number of iterations than that of the target ensemble.
Actually, we construct an SFC-LDPC ensemble with the above properties. The parameters of the target SC-LDPC ensemble and the constructed SFC-LDPC ensemble are in Table III . The small cycles of Tanner graphs, whose lengths are lower than or equal to 6 are removed. Target channel erasure probability is * = 0.44. Figure 6 shows the decoding error probability of those ensembles derived by Monte Carlo simulation. When ≤ 0.42, 11000 codes and 100 codewords from each code are generated. When > 0.42, 1000 codes and 100 codewords from each code are generated. Figure 7 shows the average number of iterations of them. The constructed ensemble has the desired properties. As a supplement, simulation results over the AWGN channels are shown in [8] for practical interest.
VI. CONCLUSION
In this paper, we derived the CE for the SFC-LDPC ensemble as the last piece of the theoretical analysis over the BEC. We combined its solution with the solution of the EGE for the SFC-LDPC ensemble, which had been derived in [5] . Then, we analyzed the decoding error probability of the SFC-LDPC ensemble in the waterfall region. The waterfall became steeper as α increased. As a result, it mitigated the decrease of the BP threshold.
