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Abstract
If a magnetic dipole is placed above the surface of the earth, the Electromagnetic In-
duction (EMI) effect, encoded in Maxwell’s equations, causes eddy currents in the soil
which, on their turn, induce response electromagnetic fields. The magnetic field can be
measured in geophysical surveys to determine the conductivity profile of the ground in a
non-destructive manner. The forward model used in the inversion of experimental data
usually consists of a set of horizontal homogeneous layers. A frequently used model,
proposed by McNeill, does not include the interaction between the eddy currents, and
therefore fails for larger conductivities. In this paper we construct a new forward model
to estimate the magnetic field caused by a horizontally stratified earth but which approx-
imates the interaction between eddy currents. This makes it valid for a broader range of
parameters than the current state of the art. Furthermore, the error with the (numerically
obtainable) exact result is substantially decreased. We also pay attention to the vertical
sensitivity (“depth of exploration”) of the model, for which we can report a satisfactory
outcome as well.
1 Introduction
From EMI surveys one can reconstruct, using an appropriate inversion algorithm, an ap-
proximate conductivity profile of the soil. Such profile can, for example, be used to measure
the soil salinity [1], detect anomalies [2, 3], monitor soil contamination [4], for non-invasive
archeological prospection [5] or for probing salty seawater intrusion into groundwater reser-
voirs [6, 7]. It is also possible to map the electrical conductivity to the soil characteristics
using the empirical law of Archie [8]. This law:
σ = σwθ
mSn (1)
determines the conductivity of the soil (σ) from the conductivity of brine (σw), the porosity
fraction (θ), the amount of water in the pores (S) and the experimental values m and n which
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depend on the soil. A successful inversion requires a forward model which approximates the
exact result sufficiently accurate, but at the same time allows for a stable and relatively fast
numerical (inverse) solution.
A common model used in EMI surveys is the approach McNeill [9] proposed based on the
work of Wait [10, 11]. Slicing the soil in an infinite amount of very thin sheets, one calculates
the contribution of one such sheet due to the varying magnetic dipole. Summing all these
contributions results in the total magnetic response field, from now on called the secondary
field. When operating at Low Induction Number (LIN) the obtained solution approximates
the exact solution pretty well.
The LIN assumption (ωµσρ2 ≪ 1, see below for more concerning these quantities) fails for
a highly conductive soil or if one increases the intercoil distance between dipole emitter and
receiver. The former situation occurs for measurements of saline soil while the latter is used
to characterise the deeper parts of the soil. Indeed, a larger intercoil distance increases the
contribution of the lower regions, causing a larger influence in the secondary field. The effects
of high saline grounds have been studied in e.g. [12]. It is intuitively easily understood why a
highly conductive layer needs a more profound model, as it is well known that electromagnetic
fields undergo an exponential attenuation controlled by the conductivity [13].
Despite these limitations, the method is able to obtain a good estimate of the conductivity
profile [14, 15] under the right circumstances. A huge advantage of the McNeill reduction is
the linearity in the conductivity and the simplicity of the equations.
An alternative approach is to determine the exact solution in case of a layered earth. Wait [16]
derived for this configuration a recursion relation allowing one to calculate the secondary field.
Unfortunately, due to the recursion relation the integration becomes numerically challenging
and the inverse problem is highly non-linear, becoming numerically more and more time-
consuming when the number of layers grows. An alternative (but equivalent) exact solution in
terms of Fourier analysis was presented in [17], but this is numerically even more cumbersome
due to a 2D oscillatory integrand, let stand alone for the inverse problem [18].
In this paper, we want to overcome the neglected effect of the conductivity (and thus damping)
of the layers above any chosen other layer. We first give a brief rederivation of the secondary
field in case of a soil with N layers. Using this derivation, we confirm the equations McNeill
presented in his seminal paper. Next we suggest a new method maintaining the advantage
of a closed expression system, but loosening the LIN requirements. Finally we compare the
forward problem for the McNeill and the novel model presented here.
In our derivations, we assume that the relative magnetic permeability is always equal to
one. The displacement currents are neglected due to the low frequency. All derivations
are performed in the frequency domain, therefore the notation is simplified by omitting the
complex exponential factor (exp (iwt)) in all physical fields. This corresponds to the quasi-
stationary field regime.
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mhσ0 Air
σ1 Soil layer 1 ∆h1
σ2 Soil layer 2 ∆h2
σ3 Soil layer 3 ∆h3
σ4 Soil layer 4 ∆h4
h3
...
Figure 1: An axial symmetric problem consisting of a half-space of air and N layers of soil each with
a different conductivity (σi) and thickness (∆hi).
2 Solution for an N-layer model
When a vertical 1 magnetic dipole is placed on a height h above a horizontally stratified earth,
we can reduce the problem to an axial-symmetric system consisting of N layers each with a
different conductivity σi, as illustrated in Figure 1. The Maxwell’s equations in the frequency
domain are [13]:
∇ ·E = ρ
ǫ0
= 0, ∇ ·H = 0, (2)
∇×E = −iµ0ωH, ∇×H = σE − iǫ0ωE, (3)
where µ0 and ǫ0 are respectively the permeability and permittivity of vacuum. The charge
density ρ has been set equal to zero as we assume there are no net electrical charges in our
setup.
The magnetic and electric field can be expressed as function of the vector potential A. In the
Weyl gauge, also called the temporal gauge, the electric potential V vanishes per definition.
As we can choose any gauge to describe the observable physics emanating from Maxwell’s
equations, we specifically opt for the Weyl gauge as this brings us as close as possible to the
magnetostatics case. This is most appropriate when dealing with quasi-stationary magnetic
problems, as the one we are facing now.
Therefore one can write:
H =
1
µ0
∇×A, E = −iωA. (4)
Substituting these equations in the Maxwell-Ampe`re equation and using Gauss’ law (∇ ·A = 0)
we get:
(∆− k2i )Ai = 0, (5)
k2i = −ω2ǫ0µ0 + iωµ0σi. (6)
1A derivation for a horizontal dipole is given in Appendix A.
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The real and imaginary part of the parameter k2i is respectively due to the displacement
currents and the free currents. For low frequencies the real part is negligible with respect
to the imaginary part, we therefore omit the displacement currents and k2i becomes a purely
imaginary number (k2i = iωµ0σi). This approximation is valid whenever ωǫ0 ≪ σi.
Exploiting the cylindrical symmetry, using separation of variables (with separation constant
λ) and omitting the non-physical (exploding) solutions; the magnetic vector potential at
coordinates ρ, z can be written as follows:
A0 = eφ
mµ0
4π
∞∫
0
f(λ) exp (−λz)J1(λρ)dλ+AD, (7a)
AD =
µ0
4π
m× r
r3
, (7b)
Ai = eφ
mµ0
4π
∞∫
0
gi(λ) exp (γiz) [1 + xi(λ) exp (−2γiz)]J1(λρ)dλ, (7c)
AN = eφ
mµ0
4π
∞∫
0
gN (λ) exp (γNz)J1(λρ)dλ. (7d)
For ease of notation, we introduced the functions
γi =
√
λ2 + k2i . (8)
AD is the magnetic vector potential of an (ideal) magnetic dipole with moment m. The
functions f(λ), gi(λ) and xi(λ) are dependent on the boundary conditions.
Applying the boundary condition ∇ × A = 0 between the layers 2, we derive a recursion
relation for xi(λ). Matching the air layer with the first soil layer using the same boundary
condition results in the function f(λ):
f(λ) = λ
γ0 − Y1
γ0 + Y1
exp(−2λh0), (9)
where Y1 is determined using the recursion relation:
Yi := γi
1− xi exp (−2γihi−1)
1 + xi exp (−2γihi−1) (10)
= γi
Yi+1 + γi tanh(γi∆hi)
γi + Yi+1 tanh(γi∆hi)
. (11)
The starting point of the recursion relation is determined from equation (7d). Indeed, xN
must be zero to obtain a physical magnetic field in the corresponding layer.
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Figure 2: The independent sheet model. It consists of a conducting sheet floating in air. After
integration with respect to the value h, one gets an approximation to the N -layer model.
3 Independent sheets
The McNeill approach [9] considers a thin sheet at depth h from the magnetic dipole with a
conductivity σ(h) and an infinitesimal thickness dh floating in air (see Figure 2). Translating
this to the setup of the previous section, we limit ourselves to a two-layer problem: the upper
and lower half-space, both having a vanishing conductivity, and a thin layer in between.
Denoting γ1 as γ we obtain:
Y1 = γ
λ+ γ tanh(γdh)
γ + λ tanh(γdh)
(12)
≈ λ+ k2dh, (13)
f(λ) = −k
2dh
2
exp (−2λh). (14)
After calculating the integral in equation (7a) and taking the curl evaluated at z equal to
zero, we acquire the secondary fields a receiver on the same height as the dipole measures at
a distance ρ [19]:
Ad,φ(r) = −mµ0
4π
k2dh
2
√
ρ2 + (2h + z)2 − 2h− z
ρ
√
ρ2 + (2h+ z)2
, (15)
Hdh,z(ρeρ) =
−m
4π
k2dh
h
(ρ2 + 4h2)
3/2
, (16)
Hdh,ρ(ρeρ) =
−m
4π
k2dh
2
ρ
(ρ2 + 4h2)
3/2
. (17)
The actual problem we want to solve consists of a half-space with varying conductivity. Slicing
the half-space in an infinite amount of thin sheets on top of each other, the secondary field
can be obtained by integrating equations (16) and (17) from zero to infinity with respect to
the depth h. Using the dipole field at the same point as a normalisation coefficient, we define
2This ensures the absence of a discontinuity in the magnetic field, as required by the generally valid bound-
ary conditions that follow from Maxwell’s equations [13]. Indeed, since we do not expect highly conductive
(metallic) layers in the upper earth, there are no boundary surface currents, the only possible source of dis-
continuities in H, since we already set all magnetic permeabilities equal.
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mh0
dh
h
Air
Conducting background
Thin sheet σ(h)
Conducting background
(a) A conductive sheet.
m
h0
dh
h
Air
Conducting background
Air
Conducting background
(b) A thin sheet with no conductivity.
Figure 3: The interaction model. It consists of a dipole at a height h0 above the ground. The ground
is simulated as a thin sheet embedded in a conducting background. We subtract the contribution of a
non-conductive sheet with the same dimensions. This eliminates the effect of the background. After
integration w.r.t. the variable h, one gets an approximation of the N -layer model.
the normalised secondary field as:
hs,z :=
Hs,z
HD
=
iωµ0ρ
2
4
σa,z, σa,z =
∞∫
0
σ(ηρ)
4η
(4η2 + 1)
3/2
dη, (18a)
hs,ρ :=
Hs,ρ
HD
=
iωµ0ρ
2
4
σa,ρ, σa,ρ =
∞∫
0
σ(ηρ)
2
(4η2 + 1)
3/2
dη. (18b)
In these equations we defined the dimensionless variable η which is the depth of a layer h
normalised relative to the intercoil distance ρ. The first equation is the same as in McNeill,
while the second one was already used by Saey et al [15].
The used approach allows us to explain why we require LIN. Considering the surroundings of
the thin sheet to be air, we effectively eliminate the interactions in the soil. In case of a highly
conductive sheet, the interaction however increases and as such, the McNeill approximation
must break down. Moreover, a large intercoil distance increases the relative importance of the
lower sheets. Their generated magnetic field contributions must hence travel a longer route
through conductive matter, thereby decreasing their amplitude. The McNeill approximation
neglects this exponential dampening, also resulting in a bad approximation for larger intercoil
distances.
4 Introducing a conducting background
Introducing an interaction between the sheets allows us to reduce the LIN requirements, which
will automatically lead to an improvement w.r.t. McNeill. We consider a sheet embedded in a
half-space with fixed conductivity. Due to this half-space we introduce an interaction and thus
dampening, while retaining the linear features of the problem. The system can be described
as a three-layer model, with the upper and lower layer having the same conductivity σb. The
middle layer has a conductivity σ(h) and an infinitesimal thickness dh (see Figure 3a). Using
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equations (9) and (11) from Section 2 and limiting ourselves to order one in dh, we get:
Y3 = γb, (19)
Y2 ≈ γb + (γ2h − γ2b )dh, (20)
Y1 ≈ γb + (γ2h − γ2b ) exp (−2γbh)dh, (21)
f(λ) ≈ λλ− γb
λ+ γb
[
1 + 2λ
σ(h) − σb
σb
exp (−2γbh)dh
]
exp (−2λh0). (22)
In these calculations we included the effect of an a priori random background above and
below the considered infinitesimally thin sheet. As eventually, we must again integrate over a
continuum of such sheets, we need to remove this artificial surrounding background. In order
to do so, we calculate the secondary field caused by the same setup but with a non-conductive
thin sheet of air (see Figure 3b). This leads to the same result as equation (22) but with σ(h)
replaced by zero. After subtraction we obtain:
f˜(λ) ≈ 2λ2λ− γb
λ+ γb
σ(h)
σb
exp (−2γbh− 2λh0)dh. (23)
The same approach as in the previous section is employed to calculate the magnetic field,
yielding
hdh,z =
2ρ3
k2b
σ(h)
σb
dh
∞∫
0
λ3(λ− γb)2 exp (−2γbh− 2λh0)J0(λρ)dλ, (24)
hdh,ρ =
2ρ3
k2b
σ(h)
σb
dh
∞∫
0
λ3(λ− γb)2 exp (−2γbh− 2λh0)J1(λρ)dλ. (25)
These integrals have no analytic solution but are both numerically solvable.
In many realistic situations, the conductivity profile of soil has the shape of a (series of) step
function(s). For this class of functions, the integration of equations (24) and (25) with respect
to h is trivial. The secondary magnetic field is then:
h z
ρ
=
N∑
i
hi, z
ρ
, (26)
hi,z =
−ρ3
k2b
σi
σb
∞∫
0
λ3
γb
(λ− γb)2 exp (−2γbh− 2λh0)J0(λρ)dλ, (27)
hi,ρ =
−ρ3
k2b
σi
σb
∞∫
0
λ3
γb
(λ− γb)2 exp (−2γbh− 2λh0)J1(λρ)dλ. (28)
We then used a method called the modified W -transform [20] to calculate these integrals in
a numerically efficient manner using Matlab. Due to the linear dependence of the magnetic
field on the conductivity, the inverse problem will also be linear. In case of a small h0 the
numerical integration unfortunately fails. The oscillatory behaviour of the Bessel functions
at large values of its argument is the cause of this failure. For larger h0, the exponential
dampens the oscillating tail, preventing this numerical problem instability. In practice, this
means we should not place the emitting dipole exactly on the ground.
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4.1 Simplification of the interaction model
To our knowledge, no analytic solution of equations (24) and (25) exists, but a simplification
results in a closed form solution. From construction we expect the background conductivity
to have the same order as the conductivity of soil. Due to this small value we can approximate
γb ≈ λ(1 + 0.5k2bλ−2). (29)
For small λ, both integranda vanish due to the factor λ3, while the Bessel functions are also
well-behaved for small argument, see e.g. [21]
J0(x) = 1 +O(x) , J1(x) = x
2
+O(x2). (30)
As such, the major contribution to the integrals (24)-(25) will come from the λ-not-so-small-
region, which underpins using the approximation (29) under the integral sign. Notice that
the potentially compensating large value of the intercoil distance ρ does not spoil this picture,
since both Bessel functions J0,1(λρ) essentially behave as
1√
λρ
for λρ ≫ 1, which does not
eliminate the dominant λ3-prefactor at small λ.
Thus, applying the prescribed Taylor approximation on the polynomial in the integrandum
of equation (24) and (25) and assuming a dipole lying on the ground (h0 = 0) yields [19]:
hdh,z ≈ρ
3
k2b
σ(h)
σb
∞∫
0
λ3
(
k2b
2λ
)2
exp (−2γbh)J0(λρ)dλ
=
iωµ0σ(h)ρ
2dz
4
4 exp (−kbρ
√
4z2 + 1)
z
4z2 + 1
(
kbρ+
1√
4z2 + 1
)
, (31)
hdh,ρ ≈iωµ0σ(h)ρ
2ρdh
4
2
∂2T (ρ, 2h)
∂(2h)∂ρ
, (32)
T (ρ, z) =
∞∫
0
1
γ
exp (−γz)J0(λρ)dλ = I0
[
k
2
(r − z)
]
K0
[
k
2
(r + z)
]
. (33)
Assuming a step function as conductivity profile, the ith layer causes the following magnetic
field:
hi,z ≈− iωµ0σiρ
2
4
[
exp−kbρ
√
4η2 + 1√
4η2 + 1
]ηi+1
ηi
, (34)
hi,ρ ≈iωµ0σiρ
2
4
[
kbρ
2
√
4η2 + 1
(I1(r−)K0(r+)− I0(r−)K1(r+))
]ηi+1
ηi
, (35)
where,
ηi =
hi
ρ
, (36)
ri,± =
kbρ
2
(√
4η2i + 1± 2η
)
. (37)
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This method combines the advantages of the two earlier developed models. Due to the closed
form solution it has the simplicity of the McNeill model. On the other hand, the dampening
from the interaction model considerably reduces the LIN requirements. We refer to this
approximation as the damped model.
4.2 The optimal background conductivity
So far, the damped model requires a dipole lying on the ground and an unknown parameter
σb. The first restriction can be overcome using a shift in the conductivity profile. Indeed, if
we define a new conductivity profile of the following form:
σ˜(h) =
{
0 0 < h < h0
σ(h− h0) h0 < h
, (38)
then the dipole rests a distance h0 above the ground, with the top (air) layer, of thickness
h0, having a zero conductivity.
For the determination of the background conductivity we can use some of the knowledge we
know (or acquire) about our system. The dampening is substantially caused by the layers on
top of the considered layer. Thus if we calculate the secondary magnetic field caused by the
ith layer we can approximate σb for this layer as the weighted average of the conductivities
of the layers on top of this layer. As weights we chose the thicknesses of the corresponding
layers.
In case the thickness of the ith layer would be quite large, we neglect the dampening in
this layer, especially for the lower regions. To overcome this, we simply split thick layers
into thinner sublayers. In later work, where we will discuss the inverse problem in which
case any preknowledge of the number of layers or their respective conductivities is missing,
we will anyhow have to assume a sufficiently large set of very thin layers. Such procedure
automatically allows to model the conductivity profile σ as a series of step functions.
5 Comparison between the damped model and the COMSOL
simulation of the exact result
To compare our new model we consider two systems: one with high and one with low con-
ductivity. For two reasons, only the imaginary part of the secondary field is considered. First
of all the McNeill result has no real part, and therefore a direct comparison is not possi-
ble. Secondly, the magnetic field due to the source dipole is real and substantially larger
than the secondary field in magnitude. Experimental (or even numerical) measurements with
high precision are therefore quite difficult. For all systems we use a dipole with an angular
frequency of 1× 104 rad s−1, while for the intercoil distance we take up to 20m. Both are
realistic values, see for example [22].
Let us first consider a soil with a “normal” conductivity. In Figure 4 the relative error of both
the McNeill and the damped model with respect to the result from a Finite Element Method
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Figure 4: The relative error on the imaginary part of the secondary magnetic field. The exact
result is obtained from a FE Method. The same plot can be obtained from the theoretical result (see
equation (7a) with f(λ) determined from equation (9)), but the underlying numerical integrations to
visualize this exact theoretical result are time consuming and sometimes not fully numerically stable.
This being said, it does confirm the trustworthiness of the here shown FE output. The soil consists
of five layers with conductivity 55mSm−1, 60.5mSm−1, 65.4mSm−1 and 85.9mSm−1 and thickness
2.4116m, 0.8540m and 2.4268m.
(FEM) is plotted for different intercoil distances. This “exact” result was obtained from a
simulation in COMSOL within a cylinder with height 100m and radius 100m. For both
models, a larger intercoil distance causes the LIN requirements to fail which we notice due
to an increase in error. However, we also notice that the damped model has a considerably
smaller error due to the implemented interaction.
We conclude the same for a more conductive soil (see Figure 5). The error increases with ρ
at almost the same rate but starts at a larger value. We also notice that the ρ-component
has a much smaller error.
For the two cases and for all intercoil distances, our model has an error almost ten times
smaller than the McNeill model. If we limit ourselves to an intercoil distance of 10m the
error remains smaller than 10%, even for the more conductive soils.
5.1 Vertical sensitivity
A good model not only predicts the secondary field accurately, it should also assign a correct
weight to each layer. This, called the vertical sensitivity, can be used to determine to what
depth the soil interacts with the emitter, which is essential information for the inversion
of data from EMI surveys. To determine this function at a certain depth we calculate the
secondary field for a system consisting of soil above that depth while beneath it is a non-
conductive half-space (air). We calculate this curve for two intercoil distances (1m and 10m)
and for different conductivities. We normalize the results with the secondary field in case
only a soil is present (i.e., no air below it).
For conductivities around 80mSm−1 (see Figure 6) the discrepancy between McNeill and
10
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Figure 5: The relative error on the imaginary part of the secondary magnetic field. The soil consists of
four layers with conductivity 0.6051Sm−1, 0.6040Sm−1, 0.7035Sm−1 and 0.6340Sm−1 and thickness
1.3000m, 0.9932m and 1.1022m.
theory is already large for the z-component. In case of the ρ-component the difference is
minimal. For larger intercoil distances the error, as one would expect, increases. For both
components and separations, our model follows the theory almost exactly. As the McNeill
model respectively underestimates and overestimates the upper and lower soil, we can expect
it to perform badly for soils with a strongly varying conductivity.
The conclusion for the sensitivity is almost the same in case of saline soils (see Figure 7). Our
model describes the theory very well, while the McNeill model deviates from the theoretical
curve, especially for the z-component and for larger intercoil distances. The only effect of a
higher conductivity is the shift of the curves to the left. As our model has a sensitivity almost
completely similar to the theory, we expect it to perform very well for the detection of the
interface between layers.
The depth of exploration (de) was defined by McNeill as the depth where 70% of the secondary
field is caused by the soil above de. In Figures 6 and 7 this is indicated with a horizontal
black line, and the corresponding ηe for the different models is also mentioned. As before,
η is the depth rescaled relative to the intercoil separation. A de of 1.8ρ is mentioned in
McNeill. The latter McNeill value is however only correct for a homogeneous half-space, in
the non-homogeneous case we expect deviations. Using the same definition a de of 0.49ρ can
be calculated for the horizontal component. The obtained values are a good indication but as
de does not change with conductivity, they are not broadly valid. In our results a decrease in
de is found for increasing conductivities, especially for larger ρ. This is consistent with results
from the literature: from surveys Saey et.al. found a 25% decrease in de [5], while Callegary
et.al., using FE simulations, calculated a decrease up to 50% [23].
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Figure 6: The sensitivity in function of the normalised depth. For the ρ-component, both models
are a very good approximation of the theory. Contrary, the sensitivity of the z-component is only well
approximated by the damped model. This can be explained from the fact that the z-component is
mainly caused by the lower parts of the soil. The system considered consists of 5 layers with conduc-
tivity 55mSm−1, 60.5mSm−1, 65.4mSm−1, 85.9mSm−1 and 80.7mSm−1 and thickness 2.2294m,
2.4116m, 0.8540m and 2.4268m.
6 Conclusion
We have introduced a new model for EMI surveys, summarized in eqns. (34)-(36), referred
to as the damped model, with an error almost ten times smaller than the currently used
state of the art models. Another advantage of our model is the good approximation of the
vertical sensitivity, allowing it to be applied for the detection of interfaces between layers. Our
model depends on only one additional parameter, a kind of background conductivity, which
can be determined from the conductivity and the thickness of the layers. This background
simulates the interaction and associated dampening of the electromagnetic fields, between
soil layers, a physical effect not present in the McNeill model. The resulting equations, albeit
12
0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a) ρ-component, ρ = 1m
0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b) ρ-component, ρ = 10m
0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(c) z-component, ρ = 1m
0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(d) z-component, ρ = 10m
Figure 7: The sensitivity in function of the normalised depth. The sensitivity is almost identical with
the case of a lower conductivity (see Figure 6), although it increases faster. This results in a lower de for
increasing conductivities. The system considered consists of 5 layers with conductivity 0.3622Sm−1,
0.3346Sm−1, 0.3780Sm−1, 0.2657Sm−1 and 0.3239Sm−1 and thickness 1.5011m, 0.7676m, 1.0580m
and 2.4267m.
a bit more complicated than the McNeill equations, can be straightforwardly implemented.
It is important to stress here that the damped model is way faster to compute with, given
its closed-expression format, when compared to the highly nonlinear exact solution which
requires an iterative construction of the secondary magnetic field, at the end requiring a
numerical integration of an oscillatory integrand.
Despite being a relatively simple model, it has a more than decent precision, from which
we expect an (at least) numerically much more efficient inversion than when using the exact
solution or a finite element simulation . Speaking of which, the next test of the new model will
of course be the setup of an inverse problem. From the nature of the problem we expect that
regularisation will be required. As soil is often horizontally stratified, the minimum (gradient)
support regularisation derived by Zhdanov et al. may produce promising results [24]. This
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regularisation method forces the conductivity profile to be a step function. We will report
on this in forthcoming work, after which we can turn to applying our model to practical
EMI surveying to situations where the McNeill approach is failing. We have in mind here
the area of hydrogeology, in particular the EMI characterization of saltwater intrusion into
groundwater in coastal regions.
Let us furthermore notice that we even could consider a dipole placed in a highly conductive
material (e.g. seawater). To do so, we basically need to change the air layer of the damped
model into a conductive layer (see Figure 3) filled with seawater. 3 This would necessitate to
derive an expression for the source dipole in a conducting medium, a task that can be achieved
using Fourier transformation. Via a clever use of coordinate transformations, even a typical
seabed consisting of layers that ascend towards the coast can be accommodated for. These
matters are all subject of current investigation. The end goal we envisage is to develop,
at least from a theoretical viewpoint for the time being, a sensible EMI survey procedure
to characterise the near-coastal seabed structure, given its potential major applications for
marine industry.
Finally, although the presented damped model has been developed in frequency space for
relatively low frequencies, by Fourier transformation, the construction of a corresponding
model in the time domain is also feasible, as long as the situation is such that the underlying
frequencies of the transformed dipole current do not get too high. This is also necessary to
maintain compatibility with the a priori omitted displacement currents. From this perspec-
tive, it is instructive to keep in mind that electromagnetic fields in the higher frequency band
are anyhow more and more damped in a conductive environment.
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A Horizontal dipole
In case of a horizontal dipole the calculations become more cumbersome due to the loss of
cylindrical symmetry. This can be circumvented by considering a magnetic monopole instead
of a dipole [16]. After calculating the secondary field caused by the monopole we can transform
this to the solution in case of a dipole. This can be done using the following operator:
m
q
·∇r′
∣∣∣∣
r
′=0
, (39)
where q and m are respectively the strength of the monopole and dipole. The position of the
monopole is r′ while the position of the observer is r.
To prove this assertion we apply the operator (39) to the field of a magnetic monopole at
position r′. The result is the field caused by a dipole with magnetic momentm and positioned
3It would be senseless to place the dipole above sea level, given the strong dampening because of the salty
water.
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at the origin:
HM (r) =
q
4π
r − r′
|r − r′|3 , (40)
HD(r) =
m
q
·∇r′HM (r)
∣∣∣∣
r
′=0
. (41)
If we start from our system with a monopole, we find the Laplace equation:
∆(HM +HS,M ) = 0, (42)
m
q
·∇r′
[
∆(HM +HS,M ) = 0
]
, (43)
∆
(
HD +
[
m
q
·∇
r
′
]
HS,M
∣∣∣∣
r
′=0
)
= 0. (44)
Due to the uniqueness of the solution we have proven our statement.
Assuming an N -layer model as in Figure 1 but with a monopole at the origin, the magnetic
fields must have the following form: 4
H0 =
q
4π
∞∫
0
λf(λ) exp (−λz) [J0(λρ)ez + J1(λρ)eρ] dλ+HD, (45a)
HD =
q
4π
∞∫
0
λ exp(−λ|z|) [sign(z)J0(λρ)ez + J1(λρ)eρ] dλ, (45b)
Hi =ez
q
4π
∞∫
0
λgi(λ) exp (γiz) [1 + xi(λ) exp (−2γiz)]J0(λρ)dλ
− eρ q
4π
∞∫
0
γigi(λ) exp (γiz) [1− xi(λ) exp (−2γiz)]J1(λρ)dλ, (45c)
HN =
q
4π
∞∫
0
exp(γNz) [λJ0(λρ)ez − γNJ1(λρ)eρ] dλ. (45d)
Using the same boundary condition as in Section 2 (the continuity of the magnetic field [H]
due to the absence of surface currents) and the same functions Yi as in Section 2 we obtain:
f(λ) = −λ− Y1
λ+ Y1
exp(−2λh0). (46)
If we fix the y-axis to the orientation of the horizontal dipole then operator (39) equals
m
q ∂y′
∣∣∣
y′=0
. We transform ρ to
√
x2 + (y − y′)2 allowing us to apply the simplified operator
4We do not use the vector potential due to its discontinuity along the Dirac string in presence of a magnetic
monopole [25].
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on the first part of equation (45a):
Hdh,x =
m
4π
xy
ρ2
∞∫
0
λf(λ) exp (−λz)
[
2
ρ
J1(λρ)− λJ0(λρ)
]
dλ, (47)
Hdh,y =
m
4π
1
ρ2
∞∫
0
λf(λ) exp (−λz)
[
y2 − x2
ρ
J1(λρ)− λy2J0(λρ)
]
dλ, (48)
Hdh,z =
m
4π
y
ρ
∞∫
0
λ2f(λ) exp (−λz)J1(λρ)dλ. (49)
A.1 McNeill
Using the same derivation as in Section 3 we obtain the McNeill approximation for a horizontal
dipole. We assume that the observer is in the same xy plane as the dipole. After integration
and normalisation we get:
f(λ) =
k2dh
2λ
exp (−2λh), (50)
hs,x(x, y) =
−iµ0ω
4
xy
∫ ∞
0
2σ(ηρ)
(
2− 4η√
4η2 + 1
− 2η
(4η2 + 1)
3/2
)
dη, (51)
hs,y(x, y) =
−iµ0ω
4
ρ2
∫ ∞
0
σ(ηρ)
[
y2 − x2
ρ2
(
2− 4η√
4η2 + 1
)
− y
2
ρ2
4η
(4η2 + 1)
3/2
]
dη, (52)
hs,z(x, y) =
−iµ0ω
4
yρ
∫ ∞
0
σ(ηρ)
2
(4η2 + 1)
3/2
dη. (53)
In case we measure the secondary field on the x-axis (y = 0) we obtain the result from
McNeill [9].
A.2 Damped model
For the damped model the relevant kernel is:
f(λ) ≈ 2λ
k2b
σ(h)
σb
(λ− γb)2 exp (−2γbh− 2λh0)dh (54)
≈ iµ0ωσ(h)dh
2
exp (−2γbh)
λ
, (55)
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where we used the first order expansion for γb. For a dipole lying on the ground and a
stratified earth, the contribution of the ith layer to the secondary field is:
hi,x ≈ iωµ0σixy
4
[
2I1/2(r−)K1/2(r+)−
1√
4η2 + 1
exp (−kρ
√
4η2 + 1)
]ηi+1
ηi
, (56)
hi,y ≈ iωµ0σi
4
[
(y2 − x2)I1/2(r−)K1/2(r+)−
y2√
4η2 + 1
exp (−kρ
√
4η2 + 1)
]ηi+1
ηi
, (57)
hi,z ≈ −iωµ0σiρ
2
4
[
ky
2
√
4η2 + 1
(I1(r−)K0(r+)− I0(r−)K1(r+))
]ηi+1
ηi
. (58)
References
[1] J. M. H. Hendrickx, B. Baerends, Z. I. Raza, M. Sadig, and M. A. Chaudhry, “Soil Salinity
Assessment by Electromagnetic Induction of Irrigated Land,” Soil Science Society of
America Journal, vol. 56, no. 6, p. 1933, 1992.
[2] P. De Smedt, M. Van Meirvenne, T. Saey, E. Baldwin, C. Gaffney, and V. Gaffney,
“Unveiling the prehistoric landscape at Stonehenge through multi-receiver EMI,” Journal
of Archaeological Science, vol. 50, pp. 16–23, Oct. 2014.
[3] M. Bongiovanni, N. Bonomo, M. de la Vega, L. Martino, and A. Osella, “Rapid evalua-
tion of multifrequency EMI data to characterize buried structures at a historical Jesuit
Mission in Argentina,” Journal of Applied Geophysics, vol. 64, pp. 37–46, Mar. 2008.
[4] M. Senos Matias, M. Marques da Silva, P. Ferreira, and E. Ramalho, “A geophysical
and hydrogeological study of aquifers contamination by a landfill,” Journal of Applied
Geophysics, vol. 32, pp. 155–162, Aug. 1994.
[5] T. Saey, P. De Smedt, E. Meerschman, M. M. Islam, F. Meeuws, E. Van De Vijver,
A. Lehouck, and M. Van Meirvenne, “Electrical Conductivity Depth Modelling with
a Multireceiver EMI Sensor for Prospecting Archaeological Features,” Archaeological
Prospection, vol. 19, pp. 21–30, Jan. 2012.
[6] I. P. Holman and K. M. Hiscock, “Land drainage and saline intrusion in the coastal
marshes of northeast Norfolk,” Quarterly Journal of Engineering Geology and Hydroge-
ology, vol. 31, pp. 47–62, Feb. 1998.
[7] M. Himi, J. Tapias, S. Benabdelouahab, A. Salhi, L. Rivero, M. Elgettafi, A. El Mandour,
J. Stitou, and A. Casas, “Geophysical characterization of saltwater intrusion in a coastal
aquifer: The case of Martil-Alila plain (North Morocco),” Journal of African Earth
Sciences, vol. 126, pp. 136–147, Feb. 2017.
[8] G. Archie, “The Electrical Resistivity Log as an Aid in Determining Some Reservoir
Characteristics,” Transactions of the AIME, vol. 146, pp. 54–62, Dec. 1942.
[9] J. D. McNeill, “Electromagnetic terrain conductivity measurement at low induction num-
bers,” tech. rep., Geonics, 1980.
17
[10] J. R. Wait, “Induction in a conducting sheet by a small current-carrying loop,” Applied
Scientific Research, Section B, vol. 3, pp. 230–236, Dec. 1954.
[11] J. R. Wait, “A note on the electromagnetic response of a stratified Earth,” Geophysics,
vol. 27, pp. 382–385, June 1962.
[12] S. Delefortrie, T. Saey, E. Van De Vijver, P. De Smedt, T. Missiaen, I. Demerre, and
M. Van Meirvenne, “Frequency domain electromagnetic induction survey in the intertidal
zone: Limitations of low-induction-number and depth of exploration,” Journal of Applied
Geophysics, vol. 100, pp. 14–22, Jan. 2014.
[13] J. D. Jackson, Classical Electrodynamics. New York: Wiley, 2nd ed ed., Oct. 1975.
[14] J. M. H. Hendrickx, B. Borchers, D. L. Corwin, S. M. Lesch, A. C. Hilgendorf, and
J. Schlue, “Inversion of soil conductivity profiles from electromagnetic induction mea-
surements,” Soil Science Society of America Journal, vol. 66, no. 3, pp. 673–685, 2002.
[15] T. Saey, P. De Smedt, S. Delefortrie, E. Van De Vijver, and M. Van Meirvenne, “Com-
paring one- and two-dimensional EMI conductivity inverse modeling procedures for char-
acterizing a two-layered soil,” Geoderma, vol. 241–242, pp. 12–23, Mar. 2015.
[16] J. R. Wait, Geo-Electromagnetism. Academic Press, July 1982.
[17] M. S. Zhdanov, Geophysical Electromagnetic Theory and Methods. Elsevier, June 2009.
[18] W. Deleersnyder, J. Spennick, and M. Vantomme, Electromagnetic induction scanning
of stratified media. Bachelor thesis, KU Leuven, 2017.
[19] I. S. Gradshteyn, I. M. Ryzhik, and Y. V. Geronimus, Table of integrals, series and
products. New York (N.Y.): Academic press, 4th ed., 7th print. ed., 1973.
[20] A. Sidi, “A user-friendly extrapolation method for oscillatory infinite integrals,” Mathe-
matics of Computation, vol. 51, no. 183, pp. 249–266, 1988.
[21] M. Abramowitz, Handbook of Mathematical Functions with Formulas, Graphs, and Math-
ematical Tables. Wiley, 1972.
[22] “Conductivity Meter Dualem 21s,” tech. rep., Georeva, 2016.
[23] J. B. Callegary, T. P. A. Ferre´, and R. W. Groom, “Vertical Spatial Sensitivity and
Exploration Depth of Low-Induction-Number Electromagnetic-Induction Instruments,”
Vadose Zone Journal, vol. 6, no. 1, p. 158, 2007.
[24] M. Zhdanov and E. Tolstaya, “Minimum support nonlinear parametrization in the solu-
tion of a 3d magnetotelluric inverse problem,” Inverse Problems, vol. 20, no. 3, p. 937,
2004.
[25] P. A. M. Dirac, “Quantised Singularities in the Electromagnetic Field,” Proceedings of the
Royal Society of London A: Mathematical, Physical and Engineering Sciences, vol. 133,
pp. 60–72, Sept. 1931.
18
