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Abstract
In this thesis we introduce a robust optimization approach which is based
on a binary min-max-min problem. The so called Min-max-min Robust Op-
timization extends the classical min-max approach by calculating k different
solutions instead of one.
Usually in robust optimization we consider problems whose problem param-
eters can be uncertain. The basic idea is to define an uncertainty set U which
contains all relevant problem parameters, called scenarios. The objective is
then to calculate a solution which is feasible for every scenario in U and
which optimizes the worst objective value over all scenarios in U .
As a special case of the K-adaptability approach for robust two-stage prob-
lems, the min-max-min robust optimization approach aims to calculate k
different solutions for the underlying combinatorial problem, such that, con-
sidering the best of these solutions in each scenario, the worst objective value
over all scenarios is optimized. This idea can be modeled as a min-max-min
problem.
In this thesis we analyze the complexity of the afore mentioned problem for
convex and for discrete uncertainty sets U . We will show that under further
assumptions the problem is as easy as the underlying combinatorial problem
for convex uncertainty sets if the number of calculated solutions is greater
than the dimension of the problem. Additionally we present a practical exact
algorithm to solve the min-max-min problem for any combinatorial problem,
given by a deterministic oracle. On the other hand we prove that if we fix
the number of solutions k, then the problem is NP -hard even for polyhedral
uncertainty sets and the unconstrained binary problem. For the case when
the number of calculated solutions is lower or equal to the dimension we
present a heuristic algorithm which is based on the exact algorithm above.
Both algorithms are tested and analyzed on random instances of the knapsack
problem, the vehicle routing problem and the shortest path problem.
For discrete uncertainty sets we show that the min-max-min problem is NP -
hard for a selection of combinatorial problems. Nevertheless we prove that it
can be solved in pseudopolynomial time or admits an FPTAS if the min-max
problem can be solved in pseudopolynomial or admits an FPTAS respectively.
Zusammenfassung
In dieser Arbeit fu¨hren wir einen Ansatz in der robusten Optimierung ein,
der auf einem bina¨ren Min-max-min Problem basiert. Die sogenannte Min-
max-min robuste Optimierung erweitert die klassische robuste Optimierung,
indem k verschiedene Lo¨sungen anstatt einer Einzigen berechnet werden.
Im Allgemeinen betrachtet man in der robusten Optimierung Probleme,
deren Problemparameter unsicher sein ko¨nnen. Die Grundidee ist eine Un-
sicherheitsmenge U zu definieren, die alle relevanten Problemparameter ent-
ha¨lt, die man auch Szenarien nennt. Das Ziel ist es eine Lo¨sung zu berechnen,
die fu¨r alle Szenarien in U zula¨ssig ist und die den schlechtesten Zielfunk-
tionswert bezu¨glich aller Szenarien in U optimiert.
Als Spezialfall des K-adaptability Ansatzes fu¨r zweistufige robuste Probleme,
ist es das Ziel des robusten Min-max-min Ansatzes k verschiedene Lo¨sungen
fu¨r das zugrundeliegende kombinatorische Problem zu berechnen, sodass der
schlechteste Fall u¨ber alle Szenarien optimiert wird, wa¨hrend wir fu¨r jedes
Szenario die beste der k Lo¨sungen betrachten. Diese Idee kann als Min-max-
min Problem modelliert werden.
In dieser Arbeit untersuchen wir die Komplexita¨t des zuvor beschriebenen
Problems fu¨r konvexe und fu¨r diskrete Unsicherheitsmengen U . Wir zeigen,
dass das Problem fu¨r konvexe Unsicherheitsmengen unter weiteren Voraus-
setzungen genau so einfach ist wie das zugrundeliegende kombinatorische
Problem, falls die Anzahl der zu berechnenden Lo¨sungen gro¨ßer als die Di-
mension des Problems ist. Desweiteren pra¨sentieren wir einen praktischen ex-
akten Algorithmus, der das Min-max-min Problem fu¨r alle kombinatorischen
Probleme lo¨st, die durch ein Orakel gegeben sind. Andererseits beweisen wir,
dass das Problem fu¨r eine feste Anzahl von Lo¨sungen NP -schwer ist, sogar fu¨r
polyedrische Unsicherheitsmengen und das unrestringierte bina¨re Problem.
Fu¨r den Fall, dass die Anzahl der Lo¨sungen kleiner oder gleich der Dimen-
sion des Problem ist, pra¨sentieren wir einen heuristischen Algorithmus, der
auf dem zuvor erwa¨hnten exakten Algorithmus basiert. Beide Algorithmen
wurden an zufa¨lligen Instanzen des Rucksackproblems, des Vehicle-Routing-
Problems und des ku¨rzesten Wege Problems getestet und analysiert.
Fu¨r diskrete Unsicherheitsmengen zeigen wir, dass das Min-max-min Prob-
lem NP -schwer ist fu¨r eine Auswahl an kombinatorischen Problemen. Den-
noch konnten wir zeigen, dass das Problem in pseudopolynomieller Zeit gelo¨st
werden kann bzw. in polynomieller Zeit beliebig genau approximiert werden
kann, falls das zugeho¨rige min-max Problem die jeweilige Eigenschaft hat.
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Chapter 1
Introduction
Combinatorial optimization problems occur in many real-world applications
e.g. in the industry or in natural sciences and are intensively studied in
the optimization literature. A wide range of problems has been solved yet
and the algorithms are continuously improved to run faster and to solve
larger instances. A famous problem which is often solved e.g. in the logistic
industry is the vehicle routing problem. Consider a parcel service which owns
a fleet of vehicles and which has to deliver parcels to its customers every
day. The vehicle routing problem calculates a tour for each vehicle such that
each customer is served by one vehicle and such that on each tour the total
demand of the customers does not exceed the capacity of the vehicle. The
objective is to find such a set of tours which has minimal cost e.g. minimal
travel time. This problem is known to be hard to solve in practice in the
sense that an optimal solution can not be calculated in a reasonable time for
high-dimensional instances. In this case often approximation algorithms or
even heuristic algorithms are used.
In this thesis we study combinatorial problems which can be formulated as
min
x∈X
c>x+ c0, (M)
where X ⊆ {0, 1}n are the incidence vectors of all feasible solutions of the
problem, c ∈ Rn is a cost-vector and c0 ∈ R a constant. We call (M) the
deterministic problem or the underlying combinatorial problem.
If we want to solve a combinatorial problem in a real-world application we
often have to deal with uncertainty in the problem parameters. For example
the traveling times of a vehicle can be uncertain because every day a different
traffic situation can occur. Depending on the size of the problem, calculat-
ing an optimal solution for the vehicle routing problem in the morning after
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the traffic scenario is observed, can be inefficient. One approach to tackle
uncertainty in the problem parameters is the robust optimization approach.
Here for an uncertainty set U which contains all relevant scenarios of the
uncertain parameters, the objective is to find a solution which is feasible for
every scenario and which optimizes the worst objective value over all scenar-
ios. In this thesis we assume that the uncertainty only affects the objective
function, i.e. every scenario is given by a cost vector (c, c0) ∈ U ⊆ Rn+1.
Then the robust counterpart of (M) is the problem
min
x∈X
max
(c,c0)∈U
c>x+ c0. (M2)
This problem is known to be NP -hard for several combinatorial problems
and several classes of uncertainty sets. Furthermore in practical applications
an optimal solution of (M2) is often too conservative in the sense that its
objective value can be very bad in many scenarios. Especially in practical
applications robust solutions are often not useful.
In the robust optimization literature many different approaches have been
presented to find less conservative solutions for problems with uncertain pa-
rameters. For example the K-adaptability approach aims to calculate K dif-
ferent solutions to approximate a robust two stage problem [41]. Here the
variables of the problem are divided into first-stage variables x which have
to be calculated before the scenario is known and second-stage variables y
which can be calculated afterwards. In this thesis we consider the special case
where only one stage exists and propose to solve deterministic problems (M)
with uncertain objective functions (c, c0) ∈ U by adressing the problem
min
x(1),...,x(k)∈X
max
(c,c0)∈U
min
i=1,...,k
c>x(i) + c0 (M3)
where k ∈ N is a given number of solutions. Clearly the approach is an ex-
tension of the min-max approach (M2), which is obtained for k = 1, and
yields a better objective value in general. As a motivation consider the par-
cel service again. Instead of calculating a solution every morning after the
scenario is known, by Problem (M3) a set of k solutions can be calculated
once in a perhaps expensive preprocessing. Afterwards each morning when
the actual scenario is known the best of the calculated solutions can be easily
chosen by comparing the objective values. Furthermore the min-max-min ap-
proach (M3) hedges against uncertainty in a robust way and even gives more
flexibility to the user, since he can choose the solution which has most of the
properties which he prefers from his personal experience and the solutions
do not change over time.
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In this thesis the main objective is to analyze the complexity of Problem (M3)
for several combinatorial problems and uncertainty classes. In Chapter 2 we
present all necessary definitions and results for linear, multicriteria and con-
vex optimization problems and we define all combinatorial problems which
we will study in this thesis. Furthermore we give a short introduction to com-
plexity theory. In Chapter 3 we will present a selection of robust optimization
approaches and discuss the complexity of the related robust counterparts.
The main contribution of this thesis is the analysis of the complexity of
Problem (M3) for convex uncertainty sets in Chapter 4 and for discrete un-
certainty sets in Chapter 5. Additionally to the theoretical results we provide
several algorithms to solve Problem (M3) for the specific uncertainty classes
and for several combinatorial problems. Finally in Chapter 6 we present the
results of our experiments for the knapsack problem, the shortest path prob-
lem and the vehicle routing problem and give a practical proof that the
algorithms presented in Chapter 4 work well on random instances for the
afore mentioned problems.
3
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Chapter 2
Preliminaries
2.1 Linear Optimization
In this section we will give a short introduction to linear optimization and
polyhedral theory. We will quote basic definitions and results which are used
in the following chapters. For a detailed description of the results in this
section see [45, 40, 54].
We define a linear program as a minimization problem of the form
min c>x
s.t. Ax ≤ b
x ∈ Rn
(P)
where c ∈ Rn, A ∈ Rm×n and b ∈ Rm. Any x ∈ Rn, which fulfills the
constraints, i.e. it is contained in the set P := {x ∈ Rn | Ax ≤ b}, is called a
feasible solution. Note that by the transformation
min
x∈P
c>x = −max
x∈P
−c>x
any linear program of the form (P) can be transformed to an equivalent
maximization problem. The main objective in linear programming is to find
an optimal solution of problem (P). Here a feasible solution x∗ ∈ P is called
optimal solution if c>x∗ ≤ c>x for all x ∈ P . We then say v := c>x∗ is
the optimal value of (P). The function f : P → R with f(x) = c>x is
called objective function. If no feasible solution exists, i.e. P is empty, then
the problem is called infeasible. The problem is called unbounded if for any
α ∈ R there exists an x ∈ P with c>x < α. We then define the optimal value
by −∞.
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Example 2.1. Consider the linear program
max x1 + x2
s.t. − x1 + x2 ≤ 0
x1 ≤ 1
− x2 ≤ 2
x1, x2 ∈ R
(2.1)
which is of the form (P). The unique optimal solution is (x1, x2) = (1, 1)
with an optimal value of 2 (see Figure 2.1).
1
1
~c
Figure 2.1: The feasible set and the optimal solution of the Problem (2.1).
In literature many different methods and algorithms have been developed
to solve linear optimization problems. In general any linear program can
be solved theoretically efficient by the ellipsoid method [40]. But since this
method is not very practical to implement it is rarely used to solve problems
of the form (P). A practically efficient method to solve general linear prob-
lems is the simplex method which is very fast for many problems in practice
and which is easier to implement. Nonetheless in the worst case its theoretical
run-time can be exponential [40]. Besides the latter methods many problem-
specific algorithms have been developed, which make use of the structure and
the properties of (P) for a given problem.
2.1.1 Polyhedra and Cones
We now define two classes of sets, polyhedra and cones, which are of high
importance for optimization theory as well as for the framework of robust
6
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optimization. A polyhedron is a set of the form
P = {x ∈ Rn | Ax ≤ b} (2.2)
with a matrix A ∈ Rm×n and a vector b ∈ Rm. A polyhedron is called polytope
if it is bounded, i.e. if there exists a radius R > 0 such that
P ⊂ BR(0) := {x ∈ Rn | ‖x‖2 ≤ R} ,
where ‖ · ‖2 is the Euclidean norm. The description (2.2) is called an outer
description of P . For a nonzero vector d ∈ Rn and δ ∈ R, we call a set of the
form
H :=
{
x ∈ Rn | d>x = δ}
a hyperplane. Furthermore we define
H− :=
{
x ∈ Rn | d>x ≤ δ} .
A face of P is a subset F ⊆ P such that a hyperplaneH exists with F = P∩H
and P ⊆ H−. A face with a dimension of dim(P )−1 is called facet. A face with
dimension 0 is called vertex. The dimension here is defined by the concept of
affine independence. We say the vectors x0, x1 . . . , xk are affinely independent
if x1−x0, . . . , xk−x0 are linearly independent. The dimension of a set S ⊆ Rn
is then defined by
dim(S) := max
{
k ∈ N ∪ {0} | x0, . . . , xk ∈ S affinely independent
}
.
If the dimension is n, then the set S is called full-dimensional. For such a
full-dimensional set S there always exists a point s0 ∈ S and a radius r > 0
such that
Br(s0) := {x ∈ Rn | ‖x− s0‖2 ≤ r} ⊆ S.
We call Br(s0) the ball around s0 with radius r.
A set C ⊆ Rn is called (convex) cone if for any x, y ∈ C and λ, µ ≥ 0 the
point λx+ µy is also contained in C.
Example 2.2. The set
Rn+ := {x ∈ Rn | x ≥ 0}
is a cone. Furthermore Rn+ is a polyhedron with exactly one vertex 0 and
facets
{
x ∈ Rn+ | xi = 0
}
for each i = 1, . . . , n. Note that Rn+ is not a polytope
since it is not bounded. An example of a cone which is not a polyhedron is
the second-order cone
Kn :=
{
(x0, x) ∈ R× Rn−1 | x0 ≥ ‖x‖2
}
.
7
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Both, cones and polyhedra, are convex sets. Here a set U ⊆ Rn is convex if
for each x, y ∈ U and 0 ≤ λ ≤ 1 the point λx + (1 − λ)y is also contained
in U . We define the convex hull of a set X ⊆ Rn as
conv (X) :=
{
x =
k∑
i=1
λixi | λi ≥ 0, xi ∈ X,
k∑
i=1
λi = 1, k ∈ N
}
and the conic hull of X ⊆ Rn as
cone (X) :=
{
x =
k∑
i=1
λixi | λi ≥ 0, xi ∈ X, k ∈ N
}
.
The convex hull (conic hull) of X is the smallest convex set (cone) which
contains X. The famous Theorem of Carathe´odory states that any point in
the convex hull of X ⊆ Rn can be obtained as a convex combination of at
most n+ 1 points in X.
Theorem 2.3 (Theorem of Carathe´odory). For any set X ⊆ Rn and any
point x ∈ conv (X) there exist x1, . . . , xk ∈ X with k ≤ n + 1 such that
x ∈ conv (x1, . . . , xk).
It is easy to verify that any polytope with vertices x1, . . . , xk is equal to the
set conv (x1, . . . , xk). In particular a set P is a polytope if and only if it is the
convex hull of a finite set of points [45]. For general polyhedra the following
theorem holds [54].
Theorem 2.4 (Theorem of Weyl-Minkowski). A set P ⊆ Rn is a polyhedron
if and only if
P = conv (x1, . . . , xk) + cone (y1, . . . , ym) (2.3)
for x1, . . . , xk, y1, . . . , ym ∈ Rn.
The representation (2.3) of P in the latter theorem is called inner description
of P . It is always possible to transform an outer description of a polyhedron
into an inner description of the same polyhedron and the other way round.
Nevertheless the size of the two descriptions can be different as the following
example shows.
Example 2.5. Consider the cube B := [0, 1]n ⊂ Rn. Clearly an outer de-
scription of B is given by
B = {x ∈ Rn | 0 ≤ xi ≤ 1}
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and B can therefore be described by 2n inequalities. On the other hand an
inner description of B is given by
B = conv ({0, 1}n)
which involves 2n vectors. It is easy to see that no inner description exists
which uses a smaller number of vectors. To show the other direction if we
consider the inner description
P := conv ({ei,−ei | i = 1, . . . , n}) ,
where ei is the i-th unit-vector, then it can be shown that P has an expo-
nential number of facets, and therefore any outer description must have an
exponential number of inequalities. But the inner description is given by 2n
vectors.
Since the run-time of an algorithm can depend on the size of the description
it is important to mention which type of description we use.
A polyhedron P is called rational if any face of P contains a rational point.
From the definition it follows directly that any vertex of P must be rational.
Therefore a polytope is rational if and only if it can be described as the convex
hull of rational points. Equivalently a rational polytope can be described by
an outer description which has only rational entries. We call a polyhedron P
well-described if an outer description
P =
{
x ∈ Rn | a>i x ≤ bi, i = 1, . . . ,m
}
exists such that the binary encoding-length of each vector (ai, bi) is bounded
by a value ϕ ∈ Q. We then say P has facet-complexity of at most ϕ. The
following lemma shows a relation between the facet complexity and the en-
coding size of the vertices of P .
Lemma 2.6 ([40]). If there exists an inner description P = conv (V ) +
cone (E) such that the binary encoding-length of each vector in V and E is
bounded by ν ∈ Q, then P has facet-complexity of at most 3n2ν.
As a corollary we obtain that if each vertex of a polytope P has encoding-
length of polynomial size, then P has facet-complexity of polynomial size.
Example 2.7. Consider the polytope P := conv (X) with X ⊆ {0, 1}n. Since
the binary encoding length of each vertex in X is bounded by n it follows
from Lemma 2.6 that P has facet-complexity of at most 3n3. Therefore P is
well-described and an outer description of P exists such that each inequality
has encoding length of at most 3n3.
9
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Note that the definition of the facet-complexity above does not take into
account the number of inequalities m in the outer description. Hence if each
outer description of a polyhedron has an exponential number of inequalities,
it can still have a polynomial facet-complexity. We will go into detail about
this topic in Section 2.3.
2.1.2 Duality
Duality is an important concept which is applied to linear optimization prob-
lems but also to general optimization problems. For a given minimization
problem, the primal problem, the basic idea is to find a related, so called dual
problem, which computes the best lower bound on the optimal value of the
primal problem. Depending on the class of optimization problems one can
give conditions under which the optimal values of the dual and the primal
problem coincide. The dual problem of (P) is given by
max − b>y
s.t. A>y = −c
y ≥ 0.
(D)
In Section 2.2 we show how the dual problem can be derived for general
convex optimization problems and, as a special case, how (D) can be derived
for linear problems. Clearly for any feasible solution x of (P) and any feasible
solution y of (D) it holds
y>b ≤ y>Ax = c>x
since y ≥ 0 and y and x are feasible. Therefore the optimal value of the
dual problem gives always a lower bound on the optimal value of the primal
problem. In fact both optimal values are equal if both problems have feasible
solutions.
Theorem 2.8 ([45]).
(i) If (P) and (D) are both feasible, then their optimal values are the same.
(ii) If (P) has an optimal solution then (D) has an optimal solution and
both optimal values are the same.
(iii) If (P) is unbounded then (D) is infeasible and vice versa.
10
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Example 2.9. The dual problem of the problem in Example 2.1 is
min y2 + 2y3
s.t. − y1 + y2 = 1
y1 − y3 = 1
y1, y2, y3 ≥ 0
with the optimal solution (1, 2, 0) and an optimal value of 2.
2.2 Convex Optimization
In this section we will give a short introduction to problems and tools of the
theory of convex optimization. For a detailed description of the topic see [22].
A general convex optimization problem is a problem of the form
min f0(x)
s.t. fi(x) ≤ 0, i = 1, . . . ,m
Ax = b
x ∈ Rn
(COP)
where the functions f0, . . . , fm : Rn → R are convex, i.e. they satisfy
fi(γx+ (1− γ)y) ≤ γfi(x) + (1− γ)fi(y)
for all x, y ∈ Rn and all γ ∈ [0, 1]. Here A ∈ Rp×n and b ∈ Rp. There
are many sub-classes of convex problems which can be solved by special
methods and algorithms e.g. linear programs. Another sub-class are the so
called quadratically constrained quadratic problems which are of the form
min x>P0x+ q>0 x+ r0
s.t. x>Pix+ q>i x+ ri ≤ 0, i = 1, . . . ,m
Ax = b
x ∈ Rn
(QCQP)
where each Pi is a symmetric positive semidefinite n × n matrix, qi ∈ Rn,
ri ∈ R and A, b are defined like above. Note that because all Pi are positive
semidefinite the functions
fi(x) := x
>Pix+ q>i x+ ri
are convex and hence the latter problem is a convex problem.
11
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Example 2.10. Let E =
{
x ∈ Rn | (x− x¯)>Σ(x− x¯) ≤ Ω2} be an ellipsoid
with center-point x¯ ∈ Rn, positive definite matrix Σ ∈ Rn×n and Ω ∈ R.
Then optimizing a linear function over the ellipsoid U can be modeled as
a (QCQP) by
max c>x
s.t. x>Σx− (2Σx¯)> x+ x¯>Σx¯− Ω2 ≤ 0
x ∈ Rn.
It was shown in [40], that
x¯>c+ Ω
√
c>Σ−1c
is the optimal value of the latter problem (see Figure 2.2).
x¯
c
Σ−1c√
c>Σ−1c
x¯+ Σ
−1c√
c>Σ−1c
Figure 2.2: Maximization of c>x over E =
{
x ∈ Rn | (x− x¯)>Σ(x− x¯) ≤ 1}.
A more general problem than (QCQP) is the second-order cone problem
min c>0 x
s.t. ‖Pix+ qi‖2 ≤ c>i x+ di, i = 1, . . . ,m
Ax = b
x ∈ Rn
(SOCP)
where Pi ∈ Rni×n, qi ∈ Rni , ci ∈ Rn, di ∈ R and A, b are defined like above.
Note that each of the first m constraints describes a second-order cone in
dimension ni + 1. Since for any positive semidefinite matrix P there exists a
matrix B such that P = B>B, we can transform any quadratic constraint of
the form x>Px+q>x+r ≤ 0 into the equivalent second-order cone constraint∥∥∥∥( B1
2
q>
)
x+
(
0
1
2
(1 + r)
)∥∥∥∥
2
≤ 1
2
(
1− q>x− r) .
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Hence (QCQP) is a special case of (SOCP). In general Problem (SOCP)
and therefore Problem (QCQP) can be solved in polynomial time by the
interior-point method up to an arbitrary accuracy [8].
2.2.1 Duality
In this section we will give an instruction how to dualize convex problems
and we will give a condition under which strong duality holds. For the convex
problem (COP) the Lagrange dual function L : Rm+ × Rp → R is defined by
L(λ, ν) = inf
x∈Rn
(
f0(x) +
m∑
i=1
λifi(x) +
p∑
i=1
νi(a
>
i x− bi)
)
where ai is the i-th row of A.
Lemma 2.11 ([22]). Let p∗ be the optimal value of problem (COP). Then
for any λ ∈ Rm+ and ν ∈ Rp the inequality
L(λ, ν) ≤ p∗
is valid.
Hence the Lagrange dual function gives a lower bound on the optimal value
of Problem (COP) for any λ ∈ Rm+ and ν ∈ Rp. Now a natural question is:
what is the best of these lower bounds? The answer is the optimal value of
the so called Lagrange dual problem
max L(λ, ν)
s.t. λ ∈ Rm+
ν ∈ Rp.
(2.4)
In the following let d∗ be the optimal value of (2.4). From Lemma 2.11 follows
d∗ ≤ p∗. The following theorem gives a sufficient condition, called Slater’s
Condition, under which strong duality holds, i.e. d∗ = p∗.
Theorem 2.12 ([22]). If there exists a vector x ∈ Rn such that fi(x) < 0
for all i = 1, . . . ,m and Ax = b then d∗ = p∗ holds.
In fact a weaker version of Slater’s condition can be proved. To obtain strong
duality it suffices if there exists a point x ∈ Rn such that strict inequality
fi(x) < 0 holds for all non-affine functions fi while for the affine functions fj
only fj(x) ≤ 0 is required.
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In the following example we derive the dual problem (D) presented in Sec-
tion 2.1.2 for linear optimization problems. The idea of the following calcu-
lations will also be used in Section 4.1 to transform problem (M3).
Example 2.13. The Lagrange dual function of the primal problem (P) is
given by
L(λ) = inf
x∈Rn
(
c>x+ λ> (Ax− b))
= −λ>b+ inf
x∈Rn
(
c> + λ>A
)
x
=
{
−λ>b, c> + λ>A = 0
−∞ otherwise
for all λ ≥ 0. Therefore the Lagrange dual problem is
max − λ>b
s.t. c> = −λ>A
λ ≥ 0
which is exactly problem (D). Note that either (P) has no feasible solution
or we can apply the weaker version of Slater’s condition and obtain strong
duality which was already given in Theorem 2.8.
Finally we will state a famous result from convex analysis called minimax
theorem, which allows us to dualize min-max problems.
Theorem 2.14 ([51]). Let X ⊆ Rn and Y ⊆ Rm be non-empty closed convex
sets and let f : X × Y → R be a continuous function which is concave in X
for every y ∈ Y and convex in Y for every x ∈ X. If either X or Y is bounded
then
inf
y∈Y
sup
x∈X
f(x, y) = sup
x∈X
inf
y∈Y
f(x, y).
2.3 Complexity Theory
In this thesis our main objective is to analyze the complexity of problem (M3).
Hence in this section we give a short introduction to complexity theory and
present results which we use in the following chapters. To get a precise and
detailed description of this topic see [45].
In complexity theory the aim is to analyze how difficult it is to solve a
problem. On the one hand if an algorithm to solve a problem is known, we
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are interested in upper bounds on the worst-case run-time of the algorithm to
get an idea how fast the algorithm is. On the other hand we want to classify
problems by their difficulty. If a problem A can be used to solve a different
problem B without doing additional expensive calculations, then we can say
that Problem B is not harder than Problem A, since we can always solve it
by solving Problem A.
In this thesis an algorithm is defined for a set of valid inputs and is a sequence
of instructions which calculate for any input a certain output in a finite
number of steps. A step in an algorithm can be arithmetic operations like
addition, subtraction, multiplication, division and comparison of numbers,
but also variable assignments. For an exact definition of this see the definition
of Turing machines in [45].
In the following let L := {0, 1}∗ be the set of all finite strings of 0’s and 1’s.
Any subset of L is called language. We will use L to describe all necessary
objects of our problems. For any x ∈ L we define the size of x, denoted
by 〈x〉, as the number of 0’s and 1’s in x. For the description of numerical
values we assume the binary encoding scheme in this thesis, i.e. every value is
described by its binary string v ∈ L. We say f : N→ N is a run-time function
for an algorithm A if for any input i ∈ L of size n, the algorithm calculates
an output in at most f(n) steps. The algorithm is called polynomial-time
algorithm (or has polynomial run-time) if a run-time function f exists such
that f(n) ≤ p(n) for all n ∈ N for some polynomial p. An algorithm has
constant run-time if f(n) ≤ c for all n ∈ N and a constant c ∈ N. We often
write O(f) to denote the run-time of an algorithm.
Given a language I ⊆ {0, 1}∗, a function f : I → {0, 1}∗ and an algorithm A
which calculates for any i ∈ I the ouput f(i) ∈ {0, 1}∗, then we say A com-
putes f . If for a given f a polynomial time algorithm exists which computes f
then we say f is computable in polynomial time. If f : {0, 1}∗ → {0, 1} and A
computes f then we say A decides the language
L′ := {l ∈ {0, 1}∗ |f(l) = 1} .
If a polynomial time algorithm exists which decides a language L′ then we
say L′ is decidable in polynomial time.
We define an optimization problem as a quadruple Π = (I, (Si)i∈I , (ci)i∈I , goal)
where
• I ⊆ {0, 1}∗ is a language decidable in polynomial time;
• Si ⊆ {0, 1}∗ is nonempty for each i ∈ I and a polynomial p exists
with 〈y〉 ≤ p(〈i〉) for all i ∈ I and y ∈ Si; furthermore the language
{(i, y) | i ∈ I, y ∈ Si} is decidable in polynomial time;
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• ci : Si → Q for each i ∈ I is a function computable in polynomial time;
• goal ∈ {max,min}.
The elements of I are called instances. For each instance i ∈ I we call Si
the set of feasible solutions and ci the objective function of i. Note that by
the assumptions given in the listing above we make sure that an algorithm
exists which can decide in polynomial time if a given string i ∈ {0, 1}∗ is a
valid instance of the problem and for any y ∈ Si if y is a feasible solution.
Furthermore we assume that we can calculate the objective value for each
feasible solution in polynomial time.
An (exact) algorithm A for Π is an algorithm which computes for each in-
stance i ∈ I a feasible solution y ∈ Si such that
ci(y) = goal{ci(y′) : y′ ∈ Si}.
The computed solution is called optimal solution and its objective function
value ci(y) is denoted by opt(i). We define the size of an instance i of an
optimization problem by 〈i〉 = 〈Si〉 + 〈ci〉 + 1. The size of the latter objects
depends on the description of the object which is used. As we have seen in
Example 2.5 the size of a description of the same object can vary a lot.
Example 2.15. For an inner description
P = conv (x1, . . . , xm) + cone (e1, . . . , el)
the size of P is
〈P 〉 =
m∑
i=1
〈xi〉+
l∑
i=1
〈ei〉.
If P is given by an outer description P = {x ∈ Rn | Ax ≤ b} then the size
of P is
〈P 〉 =
m∑
i=1
〈(ai, bi)〉.
As we have seen in Section 2.2 the feasible set can be an ellipsoid given by
E =
{
x ∈ Rn | (x− x¯)>Σ(x− x¯) ≤ Ω2} .
Then the size of E is
〈E〉 = 〈Σ〉+ 〈x¯〉+ 〈Ω〉.
If a feasible set U is given by a list of vectors U = {c1, . . . , cm} then the size
of U is 〈U〉 = ∑mi=1〈ci〉. The latter classes of sets of feasible solutions will be
studied later in this thesis.
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We say f : N → N is a run-time function for an optimization problem Π if
for any instance i of size n, an algorithm for Π exists which calculates an
optimal solution of instance i in at most f(n) steps. Note that in general
the actual run-time for an instance of size n must not depend exactly on the
parameter n but can depend on a much smaller parameter which is part of the
instance description. For example as we will see later, certain problems over
a polyhedron P = {x ∈ Rn | Ax ≤ b} can be solved in polynomial time in
the maximum of 〈(ai, bi)〉 over all row-vectors (ai, bi). Therefore in contrast to
the size of P the run-time of the algorithm does not depend on the number of
rows in A. Note that the run-time of an algorithm can depend on additional
parameters given in the input which are not part of the instance description,
e.g. an accuracy parameter ε > 0 for the computations. In this case we have
to mention that the run-time function is given in the size of the instance and
the respective additional parameters.
The basic classes P and NP are originally defined for so called decision
problems. A decision problem is a pair Π = (I, Y ), where I ⊆ {0, 1}∗ is a
language decidable in polynomial time, called instances, and Y ⊆ I are the
so-called yes-instances. An algorithm solves Π if it decides for any instance
i ∈ I, if i ∈ Y or if i ∈ I \ Y , i.e. the algorithm computes the function
f : I → {0, 1}
with f(i) = 1 if i ∈ Y and f(i) = 0 otherwise. A detailed description of the
following results and an extensive list of decision and optimization problems
can be found in [37].
Definition 2.16. The class of all decision problems which can be solved by
a polynomial-time algorithm is denoted by P .
Definition 2.17. A decision problem Π = (I, Y ) belongs to the class NP
if there is a polynomial p and a decision problem Π′ = (I ′, Y ′) in P where
I ′ := {ic : i ∈ I, c ∈ {0, 1}bp(〈i〉)c}, such that
Y = {y ∈ I : ∃ c ∈ {0, 1}bp(〈i〉)c : yc ∈ Y ′}.
Here c is called a certificate for y.
In other words a problem is in NP if for any yes-instance y there exists a cer-
tificate of polynomial size, with the help of which we can decide in polynomial
time that y is a yes-instance.
Example 2.18. The subset-sum problem is defined as follows: An instance
is given by integers c1, . . . , cn ∈ Z and K ∈ Z and an instance is a yes-
instance if there exists a set S ⊆ {1, . . . , n} such that ∑j∈S cj = K. If we
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choose Π′ in the latter definition as the subset-sum problem as well then for
each yes-instance the set S is a certificate and by calculating
∑
j∈S cj we can
decide in polynomial time if the given instance is a yes-instance. Therefore
the subset-sum problem is in NP .
It is easy to prove that P ⊆ NP by choosing p ≡ 0 and Π′ = Π in Defini-
tion 2.17. On the other hand the question if P = NP or not, is one of the
most important open problems in complexity theory.
Since we will only work with optimization problems in this thesis we will omit
further definitions which are only related to decision problems. Substantial
results again can be found in [45].
Definition 2.19. A problem Π1 polynomially reduces to an optimization
problem Π2 = (I, (Si)i∈I , (ci)i∈I , goal) if for a given function f defined by
f(i) = {y ∈ Si : ci(y) = opt(i)},
there exists a polynomial-time algorithm to solve Π1 using f , where calcu-
lating f(i) for any i is assumed to consume constant run-time.
In other words, if we have an oracle which solves problem Π2 in constant
time, then we can solve problem Π1 in polynomial time. A consequence of
the latter definition is that, if we have a polynomial-time algorithm for Π2,
then we can solve Π1 in polynomial time. On the other hand if we would know
that Π1 can not be solved in polynomial-time then Π2 can not be solved in
polynomial time since this would lead to a contradiction. It is easy to see
that the latter construction is transitive i.e. if Π1 polynomially reduces to Π2
and Π2 polynomially reduces to Π3 then Π1 polynomially reduces to Π3.
Definition 2.20. An optimization problem Π is called NP-hard if all prob-
lems in NP polynomially reduce to Π.
The latter definition implies that the class of NP -hard problems contains the
optimization problems which are at least as hard as the hardest problems
in NP . To show that a problem Π is NP -hard, by the transitivity of the
reduction, it suffices to reduce any NP -hard problem to Π.
Proposition 2.21. If an NP -hard problem Π1 polynomially reduces to an
optimization problem Π2 then Π2 is NP -hard.
If i consists of a list of integers then in the following we denote by largest(i)
the largest of these integers.
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Definition 2.22. Let Π be an optimization problem such that each instance i
consists of a list of integers. An algorithm for Π is called pseudopolynomial
if its run-time is bounded by a polynomial in 〈i〉 and largest(i). An NP -hard
optimization problem for which a pseudopolynomial algorithm exists is called
weakly NP-hard.
In other words the run-time of a pseudopolynomial algorithm depends on the
values of the numbers in i. It can have exponential run-time in its worst-case
even if all numbers can be encoded in polynomial size. But if the value of all
occurring numbers has polynomial size, the algorithm is a polynomial-time
algorithm.
Example 2.23. The knapsack problem, which we will define properly in
Section 2.4, is known to be NP -hard (see Theorem 2.46). Nevertheless there
exists a dynamic programming algorithm to solve the problem (see [44])
which has run-time O(nb) where b is the knapsack capacity. Clearly this is
a pseudopolynomial algorithm. Note that if we choose b = 2n then the size
of b is linear in n, since we assume binary encoding, but the run-time of the
algorithm is n2n in its worst-case which is exponential in the size of b.
Problems which can not have a pseudopolynomial algorithm, unless P = NP ,
are the following:
Definition 2.24. Let Π be an optimization problem such that each instance
consists of a list of integers and for any polynomial p let Πp be the same
problem restricted to only the instances i ∈ I with largest(i) ≤ p(〈i〉). Prob-
lem Π is called strongly NP-hard if there is a polynomial p such that Πp is
NP -hard.
Lemma 2.25. Let Π1 and Π2 be optimization problems. If Π1 is strongly
NP -hard and polynomially reduces to the problem (Π2)p for a polynomial p,
then Π2 is strongly NP -hard.
In other words the latter lemma states that if all the numbers used by the
reduction algorithm have polynomial size then reducing a strongly NP -hard
problem yields strongly NP -hardness. For problems which are hard to solve,
sometimes also non-optimal solutions are accepted by a user if we can give a
certain guarantee for the quality of the solution.
Definition 2.26. Let Π be an optimization problem with a non-negative
optimal value and ε > 0. An algorithm A is an ε-approximation algorithm if
for any instance i of Π it calculates a feasible solution y ∈ Si with
1
1 + ε
opt(i) ≤ ci(y) ≤ (1 + ε)opt(i).
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Problem Π has a fully polynomial approximation scheme if for any ε > 0 there
exists an ε-approximation algorithm whose run-time as well as the maximum
size of any number occurring in the computation is bounded by a polynomial
in 〈i〉+ 〈ε〉+ 1
ε
. We then say that Π admits an FPTAS.
2.3.1 Oracles
In Section 4.1.1 we will give an oracle-based algorithm which uses several
results from [40]. Therefore we will give a short introduction to the results
which we use later. For a detailed description see [40].
We define an oracle as an algorithm O with constant run-time which returns,
for an input σ ∈ {0, 1}∗ of size n, an output of size at most p(n) for a
polynomial p. We can consider an oracle as a procedure which gives an answer
to a question or a solution for a problem without increasing the run-time
except by a constant number of steps. An oracle-polynomial algorithm A is
an polynomial-time algorithm which uses O. We also say A runs in oracle-
polynomial time. In Section 4.1.1 we will use oracles for optimization and
separation problems. The latter problems are defined as follows for convex
and compact sets K ⊆ Rn:
Problem 2.27 (The Strong Optimization Problem). Given a vector c ∈ Rn,
find a vector y ∈ K that maximizes c>x over K or assert that K is empty.
Problem 2.28 (The Strong Separation Problem). Given a vector y ∈ Rn,
decide whether y ∈ K, and if this is not the case, find a vector c ∈ Rn such
that c>y > max{c>x | x ∈ K} holds.
In fact the latter problem is to find a so-called cutting-plane, i.e. a hyper-
plane H which cuts off the point y if it is not contained in K. More precisely
we want to find a hyperplane H such that K ⊆ H− but y /∈ H− if it is not
contained in K.
yc
H
K
Figure 2.3: Solution c of the separation problem.
20
2.3. COMPLEXITY THEORY
Based on the latter two problems a very famous result from [40] can be cited,
which states that optimization and separation are polynomially equivalent. In
the following for a well-described polyhedron P ⊆ Rn we define the facet-size
of P by 〈P 〉F = n+ϕ, where ϕ is the facet-complexity of P . This is motivated
by the fact that the algorithms in [40] iteratively call the separation oracle or
the optimization oracle respectively a polynomial number of times no matter
how many inequalities are given in the description of P . The computations
only depend on an upper bound on the size of each inequality on its own.
Theorem 2.29 ([40]). Given an oracle for the strong separation (optimiza-
tion) problem, the strong optimization (separation) problem can be solved
in oracle-polynomial time in 〈P 〉F for any well-described polyhedron P .
Example 2.30. As we have seen in Example 2.7 the facet-complexity of
P := conv (X) with X ⊆ {0, 1}n is at most 3n3. An optimization oracle for
the deterministic problem
min
x∈X
c>x
yields an optimization oracle for the equivalent problem
min
x∈P
c>x
and hence from Theorem 2.29 follows that we can solve the separation prob-
lem over P in time polynomial in 3n3 + n.
Given an optimization oracle it is possible to calculate a convex combination
for any rational point in a well-described polyhedron in polynomial time.
Theorem 2.31 ([40]). For any well-described polyhedron P given by a strong
optimization oracle and for any rational vector y0 ∈ P , there exists an oracle-
polynomial time algorithm in 〈P 〉F + 〈y0〉, that finds affinely independent
vertices x0, . . . , xk of P and rational λ0, . . . , λk ≥ 0 with
∑k
i=0 λi = 1 such
that y0 =
∑k
i=0 λixi.
Note that since the vertices calculated by the latter algorithm are affinely in-
dependent the algorithm calculates at most n+1 vertices. The latter theorem
especially states that for each rational point x∗ ∈ conv (X) we can calculate
a convex combination of points in X for x∗ in polynomial time if we can
linearly optimize over conv (X) in polynomial time, which is equivalent to
linear optimization over X.
For general convex problems the equivalence in Theorem 2.29 is not true. If we
are considering arbitrary convex sets K, we even have to take into account
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irrational values, which can occur for example if we consider expressions
involving a norm. Therefore we need a parameter ε > 0 which determines
the accuracy of calculations. We define
Bε(K) := {x ∈ Rn | ‖x− y‖2 ≤ ε for some y ∈ K}
and
B−ε(K) := {x ∈ K | Bε(x) ⊆ K}.
By definition Bε(K) contains all points which have a distance to K of at
most ε. The set B−ε(K) contains all points which have a distance of at least ε
to the boundary ofK (see Figure 2.4). It always holds B−ε(K) ⊂ K ⊂ Bε(K).
Note that if K is not full-dimensional then B−ε(K) = ∅.
ε
B−ε(K)
K
ε
K
Bε(K)
Figure 2.4: The sets B−ε(K) and Bε(K)
Using the latter definitions we define the weak version of the so called mem-
bership problem.
Problem 2.32 (The Weak Membership Problem). Given a vector y ∈ Qn
and any rational value ε > 0, assert that y ∈ Bε(K) or that y /∈ B−ε(K).
Note that both conditions, y ∈ Bε(K) and y /∈ B−ε(K) can be true at the
same time. If we can solve the strong separation problem it directly follows
that we can solve the weak membership problem.
In the following a full-dimensional compact convex set K is called a centered
convex body if the following information is explicitly given: the integer n
such that K ⊆ Rn, a positive rational number R such that K ⊆ BR(0) and
a rational number r and a vector a0 ∈ Qn such that Br(a0) ⊆ K. We then
write K(n,R, r, a0) and the size of K is
〈K〉 := 〈n〉+ 〈ε〉+ 〈R〉+ 〈r〉+ 〈a0〉 .
As mentioned before the equivalence of the strong optimization problem and
the strong separation problem is not true if we consider convex problems. But,
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as the following theorem states, if we consider convex objective functions,
given by an oracle and defined over a centered convex body, then solving
the weak membership problem in polynomial time yields a polynomial-time
optimization-algorithm in a weak version. More precisely:
Theorem 2.33 ([40]). Let ε > 0 be a rational number, K(n,R, r, a0) a
centered convex body given by a weak membership oracle and f : Rn → R a
convex function given by an oracle which returns for every x ∈ Qn and δ > 0
a rational number t such that |f(x) − t| ≤ δ. Then there exists a oracle-
polynomial time algorithm in 〈K〉 and 〈δ〉, that returns a vector y ∈ Bε(K)
such that f(y) ≤ f(x) + ε for all x ∈ B−ε(K).
In other words the theorem states that we can find a vector almost in K which
almost maximizes the objective function over all vectors which are deep in K.
In Section 4.1.1 the latter theorem will be combined with a rounding proce-
dure. The idea is to round the point y which is calculated in Theorem 2.33 to
a denominator such that it is guaranteed to be contained in K. Under certain
assumptions, this can also be done in polynomial time, which is shown by
the following lemma.
Lemma 2.34 ([40]). Let P ⊆ Rn be a polyhedron such that for ϕ ∈ N
we have 〈P 〉F ≤ ϕ and let v ∈ B2−6nϕ(P ). Then we can calculate q ∈ Z
with 0 < q < 24nϕ and a vector w ∈ Zn in polynomial time in 〈ϕ〉 and 〈v〉
such that
‖qv − w‖ < 2−3ϕ
and such that 1
q
w is contained in P .
2.4 Combinatorial Optimization
In this section we will define the combinatorial optimization problems which
will appear in this thesis. While our results in Section 4 hold for any com-
binatorial problem which can be described through a set X ⊆ {0, 1}n, the
complexity results in Chapter 5 are proved for the combinatorial problems de-
fined in this section. We will not give explicit polyhedral formulations for the
feasible sets X ⊆ {0, 1}n of these problems. This is due to the fact that our
results in Section 4.1.1 can be applied to an arbitrary optimization routine
for the underlying combinatorial problem and therefore we do not need any
specific formulation of the feasible set X. A detailed analysis of the following
results can be found in [45, 54].
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Most of the combinatorial problems we are considering are defined on graphs.
An undirected graph G = (V,E) consists of a finite set of nodes V =
{v1, . . . , vm} and a finite set of edges E = {e1, . . . , en}. An edge e = {v, w}
is a set of two nodes v, w ∈ V . In a directed graph, each edge has a direction
i.e. it has a head v and a tail w. In this case we write e = (v, w) as a 2-tuple
to clarify that the order of the nodes has to be considered. An undirected
graph can be easily transformed into a directed graph by replacing each edge
e = {v, w} by two directed edges e1 = (v, w) and e2 = (w, v). An undirected
graph is called complete if for any two nodes v, w ∈ V there exists an edge
{v, w} ∈ E or in the directed case if both edges (v, w) and (w, v) exist. Two
edges are called parallel if they are defined for the same pair of nodes and,
in the directed case, have the same direction. In this thesis we are consid-
ering only simple graphs i.e. graphs without parallel edges. Furthermore we
assume that no edges of the form (v, v) exist. Two edges are called adjacent
if they have a common node. An undirected graph is called bipartite if V
can be partitioned in two disjunctive sets V1 and V2 such that for each edge
{v, w} ∈ E holds v ∈ V1 and w ∈ V2. For any subset of edges X ⊆ E we
define the incidence vector 1X : E → {0, 1} of X by
1X(e) =
{
1 e ∈ X
0 e /∈ X.
2.4.1 The Shortest Path Problem
Let G = (V,E) be a directed graph, c : E → R a cost function on the edges
of G and s, t ∈ V two nodes. A path from s to t is a sequence of edges
pst := (e1, e2, . . . , el)
where the head of e1 is s, the tail of el is t and the tail of ej is equal to the
head of ej+1 for each j = 1, . . . , l − 1 while any node in V is traversed at
most once. The cost of path pst is defined by
c(pst) :=
l∑
j=1
c(ej).
A graph is called connected if for any pair of vertices s, t ∈ V a path from s
to t exists. A cycle C in G is a sequence of edges (pst, (t, s)) for a path pst.
A graph is conservative if each cycle has non-negative cost. The latter defi-
nitions can be applied analogously to undirected graphs. The shortest path
problem is defined as follows:
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Problem 2.35 (Shortest Path Problem). Given a conservative directed graphG
together with a cost function c : E → R and two vertices s, t ∈ V , find a
path from s to t with minimal cost or decide that no such path exists.
s t
v
w
2 5
2 3
8
Figure 2.5: The shortest path with cost 5
The set of all paths in G can be described by a binary set XSP ⊆ {0, 1}E
which contains all incidence vectors of paths in G:
XSP = {1P | P ⊆ E is a path from s to t in G}.
The following theorem gives two important complexity results on the shortest
path problem.
Theorem 2.36 ([54]). The shortest-path problem on conservative graphs
can be solved in polynomial time while for arbitrary cost functions it is NP -
hard.
Proof. Statement (i) can be verified among others by the by the Moore-
Bellmann-Ford Algorithm which has polynomial run-time. For further algo-
rithms see [54].
The second statement is proved by reducing the Hamiltonian path problem
to the shortest path problem. Given a directed graph G = (V,E) and s, t ∈
V , the Hamiltonian path problem gives an answer to the question if there
exists a path from s to t in G which traverses each node in V exactly once.
The Hamiltonian path problem is known to be NP -complete [54]. Define the
shortest path problem on G by defining cost c(e) = −1 on each edge e ∈ E.
The shortest path then has cost |V | − 1 if and only if a Hamiltonian path
exists in G.
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2.4.2 The Minimum Cut Problem
Let G = (V,E) be an undirected and connected graph and c : E → R a cost
function on the edges of G. A cut in G is a set of edges of the form
δ(S) :=
{
{v, w} ∈ E ∣∣ v ∈ S, w ∈ V \ S}.
for any nonempty set of nodes S ( V . For s, t ∈ V an s-t-cut in G is a cut
δ(S) where s ∈ S and t ∈ V \ S. The cost of a cut are defined by
c (δ(S)) :=
∑
e∈δ(S)
c(e).
Problem 2.37 (Minimum Cut Problem). Given an undirected and con-
nected graph G = (V,E) and a cost function c : E → R, find a cut in G with
minimal cost.
Problem 2.38 (Minimum s-t-Cut Problem). Given an undirected and con-
nected graph G = (V,E), two nodes s, t ∈ V and a cost function c : E → R,
find a s-t-cut in G with minimal cost.
s t
v
w
2 5
2 3
8
Figure 2.6: The minimum s-t cut with cost 4
The set of all cuts in G can be described by a binary set XC ⊆ {0, 1}E which
contains all incidence vectors of cuts in G:
XC = {1δ(S) | ∅ 6= S ( V }.
Theorem 2.39. The minimum cut problem and the minimum s-t-cut prob-
lem can be solved in polynomial time.
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Proof. By the famous Max-Flow-Min-Cut-Theorem the minimum s-t-cut
problem can be solved by the maximum flow problem in polynomial time [54].
On the other hand the minimum cut problem can be solved by calculating
the minimum s-t-cut for each pair of nodes s, t ∈ V and return the cut
with minimum cost over all pairs. Note that the number of pairs of nodes is
1
2
|V | (|V | − 1) and is therefore polynomial in the input.
2.4.3 The Minimum Spanning Tree Problem
Let G = (V,E) be an undirected graph and c : E → R a cost function on
the edges of G. A spanning tree in G is a sub-graph T = (V,E ′) with E ′ ⊆ E
such that T contains no cycles and is connected. The cost of a spanning-tree
is defined by c(T ) :=
∑
e∈E′ c(e).
Problem 2.40 (Minimum Spanning Tree Problem). Given a connected undi-
rected graph G = (V,E) and a cost function c : E → R, find a spanning tree
in G with minimal cost.
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Figure 2.7: The minimum spanning-tree with cost 7
The set of all possible spanning trees in G can be described by a binary set
XST ⊆ {0, 1}E which contains all incidence vectors of spanning trees in G:
XST = {1E′ | T = (V,E ′) is a spanning tree in G}.
Theorem 2.41 ([45]). The spanning-tree problem can be solved in polyno-
mial time.
Proof. The spanning-tree problem can be solved e.g. by the famous algorithm
of Kruskal which has polynomial run-time.
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2.4.4 The Matching Problem
Let G = (V,E) be an undirected graph and w : E → R a weight function
on the edges of G. A matching in G is a set of pairwise non-adjacent edges
M ⊆ E. A perfect matching in G is a matching Mp ⊆ E such that for each
node i ∈ V there exists an edge e ∈ Mp with i ∈ e. A perfect matching in a
bipartite graph is called assignment. The weight of a matching is defined by
w(M) :=
∑
e∈M w(e). In literature different variants of the matching problem
are studied [45]. In this thesis we will consider the following two variants.
Problem 2.42 (Minimum Weight Perfect Matching Problem). Given an
undirected graph G and a weight function w : E → R, find a perfect matching
M with minimum weight or decide that G has no perfect matching.
Problem 2.43 (Assignment Problem). Given a bipartite graph G, find a
perfect matching Mp in G with minimum weight or decide that G has no
perfect matching.
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Figure 2.8: The minimum perfect matching with cost 5
The set of all perfect matchings in G can be described by a binary set XM ⊆
{0, 1}E which contains all incidence vectors of perfect matchings in G.
XM = {1M | M ⊆ E is a matching in G}.
Theorem 2.44 ([45]). The minimum weight perfect matching problem and
the assignment problem can be solved in polynomial time.
Proof. The minimum weight perfect matching problem can be solved in poly-
nomial time by the famous algorithm of Edmonds [45]. The assignment prob-
lem is a special case of the minimum weight perfect matching problem which
proves the result.
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2.4.5 The Knapsack Problem
The Knapsack Problem is defined as follows:
Problem 2.45 (Knapsack Problem). Given profits c1, . . . , cn ∈ N, weights
a1, . . . , an ∈ N and a capacity b, find a subset S ⊆ {1, . . . , n} such that∑
j∈S aj ≤ b and
∑
j∈S cj is maximal.
The set of all feasible subsets S can be described by a binary set XKP ⊆
{0, 1}n, which contains all incidence vectors of feasible subsets S ⊆ {1, . . . , n}:
XKP = {1S | S ⊆ {1, . . . , n} :
∑
j∈S
aj ≤ b}.
Theorem 2.46 ([45]). The Knapsack Problem is weakly NP -hard.
Proof. To prove that Problem 2.45 is NP -hard we reduce the subset-sum
problem to the knapsack problem. For given c1, . . . , cn ∈ Z and K ∈ Z
the subset-sum problem asks if there exists a set S ⊆ {1, . . . , n} such that∑
j∈S cj = K. Define an instance of the knapsack problem by choosing
c1, . . . , cn as profits and setting aj = cj and b = K. Then the knapsack
problem has optimal value K if and only if the answer to the subset sum
problem is yes.
A pseudopolynomial algorithm for the knapsack problem which has a run-
time of O(nb) is given by a dynamic programming approach and can be found
in [44].
2.4.6 The Unconstrained Binary Problem
In this subsection we introduce the unconstrained binary problem. As we
will see the deterministic version of this problem can be solved trivially. But
since the robust version (M2) of the problem is NP -hard as we will see later
we will proof complexity results for the min-max-min version as well. The
unconstrained binary problem is defined as follows.
Problem 2.47 (Unconstrained Binary Problem). Given profits c1, . . . , cn ∈
Q find a subset S ⊆ {1, . . . , n} such that ∑j∈S cj is minimal.
Since all subsets S ⊆ {1, . . . , n} are feasible, the set of feasible incidence
vectors is
XUB = {0, 1}n.
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Theorem 2.48. The binary unconstrained problem can be solved in linear
time.
Proof. Clearly an optimal solution of the binary unconstrained problem is
S = {i ∈ {1, . . . , n} | ci < 0}
which proves the result.
2.5 Multicriteria Optimization
In Section 3.1.1 we derive a relation between robust optimization and multi-
criteria optimization which we will extend for Problem (M3) in Section 5.1.
Therefore we give a short introduction to multicriteria optimization in this
section. Detailed results about this topic can be found in [30, 31].
We define a linear multicriteria optimization problem by
min
x∈X
(
c>1 x, . . . , c
>
mx
)
(2.5)
where ci ∈ Rn. Since in this thesis we are interested in combinatorial opti-
mization problems we assume X ⊆ {0, 1}n. Obviously in general there does
not exist a point which minimizes all objective functions ci at the same time.
So the main objective in multicriteria optimization is to find efficient solu-
tions i.e. solutions for which no other solution exists which is better in every
criteria ci. Formally a solution x ∈ X is called efficient if no other solution
y ∈ X exists, such that c>i y ≤ c>i x for all i = 1 . . . ,m and c>j y < c>j x for at
least one objective function cj. If such a y exists, then x is called dominated
by y. One objective in multicriteria optimization can be to find the set of all
efficient solutions XE. Note that for X ⊆ {0, 1}n the set XE can have expo-
nential size, as it was shown for several combinatorial problems [31]. There
are several different methods to find efficient solutions for multicriteria prob-
lems. A well-studied method is the weighted-sum method [30]. Here the idea
is to solve the deterministic problem
min
x∈X
m∑
i=1
λic
>
i x (2.6)
for λi ≥ 0 and
∑m
i=1 λi = 1. It can be proved that any optimal solution of the
latter problem is efficient for the related multicriteria problem. Nevertheless
in general not for every efficient solution exists a λ like above such that
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c>1 x
c>2 x
Figure 2.9: Objective function values (c>1 x, c
>
2 x) for non-efficient solutions
and efficient solutions x ∈ X.
the solution is obtained as the minimum of Problem (2.6). The number of
solutions which can not be obtained by the weighted-sum method can even be
of exponential size. In this thesis we are interested in multicriteria problems
with an efficient set XE of (pseudo)polynomial size, which can be calculated
in (pseudo)polynomial time. For most of the problems in Section 2.4 the latter
requirements are not fulfilled. One exception is the minimum cut problem.
Theorem 2.49 ([9]). For a fixed number m of objective functions, the set
of efficient solutions XE for the multicriteria minimum cut problem can be
calculated in pseudopolynomial time.
If the set XE has exponential size one may also be interested in approx-
imations of this set, i.e. subsets of XE such that each efficient solution is
approximated by one of the solutions in the subset. Formally the latter ap-
proximation concept for multicriteria problems is described as follows.
Definition 2.50. For an instance of a multicriteria problem of the form (2.5)
with positive objective values c>i x for each feasible solution x ∈ X, we say
an algorithm A is an ε-approximation algorithm if it calculates a set F ⊆ X
of solutions such that for each efficient solution x ∈ X there exists a solution
y ∈ F with
c>i y ≤ (1 + ε)c>i x ∀i = 1, . . . ,m.
A multicriteria problem has a fully polynomial approximation scheme if for
any ε > 0 there exists an ε-approximation algorithm whose run-time as well
as the maximum size of any number occurring in the computation is bounded
by a polynomial in 〈x〉+〈ε〉+ 1
ε
. We then say problem (2.5) admits an FPTAS.
Note that the polynomial run-time of the algorithm includes that the calcu-
lated set F has polynomial size. In literature several approximation methods
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have been presented. Two general approaches to obtain approximation algo-
rithms are local search methods in the objective space and population based
methods ([31]). Furthermore it has been proved that some of the combina-
torial problems presented in Section 2.4 admit an FPTAS.
Theorem 2.51 ([50, 34]). For a fixed number m of objective functions Prob-
lem (2.5) admits an FPTAS for the shortest path problem, the minimum
spanning tree problem and the knapsack problem.
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Combinatorial Robust
Optimization
In this section we will give an introduction to the robust optimization frame-
work and present a selection of different models which are studied in robust
optimization literature.
In many real world applications the input data of an optimization problem
can be subject to uncertainty. For example the travel times for the shortest
path problem, the traveling salesman problem, or the vehicle routing problem
can be uncertain because of unknown traffic situations. Other problems can
be influenced by measurement or rounding errors while many financial op-
timization problems use information about uncertain demands or uncertain
returns of assets.
In the literature there are three main approaches to tackle uncertainty in
optimization problems. On the one hand there is the approach of stochastic
optimization, which requires a probability distribution on the uncertain data
and which aims to optimize the expected value of the objective function [52].
A well known class of stochastical optimization problems are the stochastic
two-stage problems where the variables are divided into first-stage variables x
and second-stage variables y. A stochastic two-stage problem is of the form
min
x∈X
f(x) + EP (g(x, c˜))
with feasible set X ⊆ Rn, objective function f : X → R, a probability
vector c˜ : Ω → Rn with probability distribution P and EP denoting the
expected value under P. The function g : X × Rn → R is of the form
g(x, c) = min
y∈Y (x,c)
h(x, y, c)
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where c ∈ Rn is any outcome of the probability vector c˜ and Y (x, c) ⊆
Rm is the feasible set which depends on the first-stage solution x and the
outcome c. Hence for each first-stage solution x and each outcome c the best
second-stage solution is selected for a given objective function h and under
all feasible solutions Y (x, c). The expected value of this best second-stage
value is optimized over all first-stage solutions x. Often the latter two-stage
problem is considered to have uncertainty in the constraints which is modeled
by so called chance-constraints. A chance constraint is of the form
P (f(x, a˜) > ν) ≤ α
with f : X × Rn → R and given parameters α ∈ (0, 1) and ν ∈ R. Here
a˜ : Ω → Rn is another probability vector with probability distribution P.
If we choose f(x, a˜) := a˜>x then the chance constraint guarantees that the
linear constraint a˜>x ≤ ν is violated with probability of at most α. One of
the main drawbacks of the stochastic optimization approach in practice is to
find a probability distribution which models the uncertain data properly.
The approach of distributional robustness avoids the latter problem by assum-
ing that only the expected value or some other parameters of the unknown
probability distribution are given. The objective in this approach is to op-
timize the expected value of the worst-case probability distribution under
all which have the required parameters [58, 28]. Formally a combinatorial
distributionally robust problem is of the form
min
x∈X
sup
P∈P
EP
(
c>x
)
(3.1)
where P is a set of probability distributions of the probability vector c. Of-
ten instead of the linear objective function c>x other functions are consider
e.g. disutility functions (see [42]). The main task in the latter approach is to
define the ambiguity set P . There are numerous different definitions of ambi-
guity sets in literature. Often the set includes only probability distributions
which have a given expected value and a given support set. Mostly additional
parameters on the probability distribution are required e.g. bounds on given
moments, bounds on the probability over given subsets of the support set and
many more. A very general definition of P can be found in [58]. Surprisingly
many problems of the form (3.1) for appropriate sets P can be reformulated
by using conic optimization duality which yields problems which are often
closely related to the robust optimization approach which is mainly studied
in this thesis.
The robust optimization approach was first introduced by Soyster [56] in
1973. The idea is to define an uncertainty set U which contains all relevant
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scenarios of the uncertain parameters. The aim is to find a solution which
is feasible for all scenarios in U and which optimizes the worst-case value
over all scenarios in U . The robust optimization approach received increas-
ing attention the first time in the late 1990s. Kouvelis and Yu studied the
robust optimization approach for problems with finite sets of scenarios for
several combinatorial optimization problems in [46]. Almost at the same time
Ben-Tal and Nemirovski analyzed the approach for convex problems where
the uncertainty set is a cone or an ellipsoid [14, 15]. Furthermore El Ghaoui
et al. studied semi-definite problems and least-square problems with uncer-
tain data [33, 32]. Some years later Bertsimas and Sim introduced budgeted
uncertainty sets and described and analyzed what they call the Price of Ro-
bustness [19].
The main difference in robust optimization compared to stochastic optimiza-
tion is that we do not assume the uncertain parameters to behave according
to a probability distribution. The uncertainty set U , for example, can con-
tain all relevant observed scenarios but can also be modeled as an infinite
set. Instead of optimizing the expected value we optimize the worst objective
value which a solution can have considering all scenarios in U . For the so
called deterministic problem
min fξ(x)
s.t. x ∈ Xξ
(3.2)
where the objective function and the feasible set depend on the uncertain
parameters ξ ∈ U , the robust counterpart of the problem is defined by
min
x
max
ξ∈U
fξ(x)
s.t. x ∈ Xξ ∀ ξ ∈ U.
In other words we are looking for solutions which are feasible for every sce-
nario ξ ∈ U , i.e. x is contained in Xξ for all ξ ∈ U . Under all these solution
we want to minimize the worst case objective value. i.e. we want to minimize
the objective function
g :
⋂
ξ∈U
Xξ → R
x 7→ max
ξ∈U
fξ(x).
Depending on the properties of fξ, Xξ and U , many different classes of the lat-
ter general problem can be defined and are studied in the robust optimization
literature [15]. In this thesis for the deterministic problem we always consider
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linear combinatorial problems of the form (M) where the uncertainty only
affects the cost vector i.e. problems of the form (3.2) where fξ(x) = ξ
>x+ ξ0
and Xξ = X. Since each scenario for (M) in this case is given by an explicit
cost vector (c, c0) ∈ U ⊆ Rn+1, instead of using the parameter ξ we formulate
the robust counterpart as problem (M2).
Uncertainty Sets
In the literature different classes of uncertainty sets are studied. The most
common classes will be presented in the following. Since we assume the cost
vector (c, c0) ∈ Rn+1 in (M) to be uncertain, we define all uncertainty sets in
the space Rn+1. For each c ∈ Rn+1 we always assume the last entry cn+1 to
be the constant c0.
A natural way to define scenarios is given by discrete uncertainty sets, where
U = {c1, . . . , cm} ⊂ Rn+1 is a finite set of scenarios. Furthermore there are
several classes of infinite uncertainty sets. One well-studied class in literature
are polyhedral uncertainty sets where U is either given by an outer description
U = {c ∈ Rn | Ac ≤ b}
with A ∈ Rm×n and b ∈ Rm, or by an inner description
U = conv (V ) + cone (E)
where V,E ⊂ Rn+1 are finite sets. If U is bounded we also say that U is a
polytopal uncertainty set. As we have seen in Example 2.5 the size of both
descriptions can be substantially different and since U is part of the input
for most of the algorithms in this thesis we always have to mention by which
description U is given. A special case of polyhedral uncertainty sets are the
interval uncertainty sets where
U = [a, b] :=
{
c ∈ Rn+1 | a ≤ c ≤ b}
for a, b ∈ Rn+1. As we have seen in Example 2.5, the box U can be described
by an outer description given by 2(n+ 1) inequalities or by an inner descrip-
tion given by 2n+1 vertices. Another special case of polyhedral uncertainty
sets are the so called budgeted uncertainty sets. Here for a given parameter
Γ ∈ N the uncertainty set is given by
U =
{
c˜ = c+ δ>d | 0 ≤ δj ≤ 1, ∀j = 1, . . . , n+ 1;
n+1∑
j=1
δj ≤ Γ
}
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where c ∈ Rn+1 is the mean vector and d ∈ Rn+1 the deviation vector. Note
that in our case, where X ⊆ {0, 1}n, for minimization problems it suffices to
restrict to deviation vectors d ≥ 0, while for maximization problems we can
assume that d ≤ 0. The idea is to restrict the maximum number of uncertain
parameters which are allowed to deviate from their mean value at the same
time by a parameter Γ, since it is very unlikely in practice that all uncertain
parameters deviate at the same time. The latter set is therefore an extension
of interval uncertainty, which can be obtained by choosing Γ = n+ 1.
Another well-studied class of uncertainty sets are ellipsoidal uncertainty sets
where
U =
{
c ∈ Rn+1 | (c− c¯)>Σ(c− c¯) ≤ Ω2}
with a symmetric positive definite matrix Σ ∈ R(n+1)×(n+1), a given center
point c¯ ∈ Rn+1 and Ω ∈ R. Note that since Σ is positive definite, U is always
full-dimensional and bounded. In some applications we also want to allow flat
ellipsoids, i.e. an ellipsoid which is contained in a lower dimensional affine
subspace of Rn+1. For example this is the case if we assume that not every
entry of the cost vector c is uncertain. Therefore we also allow sets U ′ ⊂ Rl
which are the image of a full-dimensional ellipsoid U ⊂ Rn+1 defined like
above under an affine embedding B : Rn+1 → Rl with l > n + 1. If U is an
axis-parallel ellipsoid then we call U an uncorrelated ellipsoidal uncertainty
set. Note that for full-dimensional ellipsoids in the definition above U is axis-
parallel if and only if Σ is a diagonal matrix.
Robust solutions can be very conservative and not very effective in practice
since every scenario in U is considered with the same probability, even if
it is very unlikely to happen. Furthermore as we will see in Section 3.1, the
robust counterparts are NP -hard for many tractable combinatorial problems.
To address these drawbacks many new robust models were introduced in
literature. A selection of approaches is given in the following.
3.1 Strict Robustness
The main idea of robust optimization, which was already described above,
is also known as strict robustness. In our case, when the deterministic prob-
lem (M) is only affected by uncertainty in the objective function, the strictly
robust counterpart is the problem
min
x∈X
max
(c,c0)∈U
c>x+ c0. (M2)
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Most of the results in literature, which we present in the following sections,
are shown for problems of the form
min
x∈X
max
c∈U
c>x (M20)
i.e. for Problem (M3) without an uncertain constant. In the following we prove
that this case is equivalent to Problem (M2) for all combinatorial problems
which we defined in Section 2.4.
Lemma 3.1. Problem (M2) is equivalent to problem (M20) for the shortest
path problem, the minimum spanning-tree problem and the minimum perfect
weighted matching problem.
Proof. Given an instance of problem (M2), i.e. a graph G = (V,E) such that
X ⊆ {0, 1}E is the set of incidence vectors of all feasible solutions of the
underlying problem and an uncertainty set U ⊆ R|E|+1, define the following
instances of the respective problems in dimension |E|+ 1 by extending G as
follows: for the shortest path problem define the graph GSP = (VSP , ESP )
with VSP = V ∪ {t′} and ESP = E ∪ {(t, t′)}. For the spanning tree problem
define GST = (VST , EST ) with VST = V ∪ {w} and EST = E ∪ {{v, w}} for
one arbitrary node v ∈ V . For the matching problem define GM = (VM , EM)
with VM = V ∪ {v, w} and EM = E ∪ {{v, w}} (see Figure 3.1).
t′
s tG v
w
G
v w
G
Figure 3.1: The graphs GSP , GST and GM .
Note that the new graphs are constructed such that each feasible solution
must use the added edge. Hence an optimal solution of problem (M2) for the
respective problem can be obtained by solving (M20) on the respective new
graph with the same uncertainty set U and projecting the optimal solution to
the edges of G. Here the shortest path problem has to be solved for the new
target node t′. On the other hand any instance of Problem (M20) can be solved
by solving problem (M2) with U ′ = U × {0}. Note that for all uncertainty
classes defined in the previous section U ′ remains in the same class as U .
This also holds if we consider general convex uncertainty sets U .
The same result holds for further combinatorial problems of Section 2.4 if
the uncertainty set is bounded.
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Lemma 3.2. If U is bounded, then Problem (M2) is equivalent to Prob-
lem (M20) for the minimum (s-t-)cut problem, the knapsack problem and the
unconstrained binary problem.
Proof. Let U ⊆ BR(0) for a radius R > 0. Given an instance of problem (M2)
for the respective underlying problem in dimension n, define the following
instances for the respective problems in dimension n + 1. For the minimum
(s-t-)cut problem extend the given connected graph G = (V,E) to the graph
GC = (VC , EC) with VC = V ∪ {w} and EC = E ∪ {{v, w}} where v ∈ V is
an arbitrary node (see Figure 3.2). Note that GC is still connected.
v
w
G
Figure 3.2: The graph GC .
For the instance of the knapsack problem, given by weights a ∈ Rn and a
capacity b, define the new instance by the weight-vector a¯ = (a, 0) ∈ Rn+1 and
capacity b¯ = b. For the unconstrained binary problem just add one dimension.
First note, that for any feasible solution x ∈ X of the original instance
the vectors (x, 1) and (x, 0) are feasible for the new generated instances in
dimension n+ 1. We define
U ′ = {(c, c0 − (R + 1)) | (c, c0) ∈ U} .
Then any optimal solution x∗ of (M20) over U
′ and X ′ ⊆ {0, 1}n+1, where X ′
is the set of all feasible solutions in dimension n+ 1 of the instances created
above, fulfills x∗n+1 = 1. To see this let x be any solution with xn+1 = 1 and
y = x− en+1. Let cx ∈ U ′ be the maximum scenario of x. Then we have
max
c∈U ′
c>y −max
c∈U ′
c>x ≥ c>x y − c>x x = −(cx)0 +R + 1 > 0
and hence y can not be optimal. Therefore we have
min
x∈X′
max
c∈U ′
c>x+R + 1 = min
x∈X
max
(c,c0)∈U
c>x+ c0.
The other direction is proved by the observation that any instance of Prob-
lem (M20) can be solved by solving problem (M
2) with U ′ = U × {0}.
In the following subsections we give an overview of recent complexity results
of Problem (M2) regarding discrete and convex uncertainty sets.
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3.1.1 Discrete Uncertainty
The discrete uncertainty case was intensively studied in [46]. It was shown
that for discrete uncertainty sets U = {c1, . . . , cm} Problem (M20) is weakly
NP -hard for several combinatorial problems if the number of scenarios is
constant and strongly NP -hard if the number of scenarios is non-constant
i.e. it is part of the input. One exception here is the minimum cut problem.
Surprisingly Problem (M20) even has different complexity for the minimum
cut and the minimum s-t-cut problem, while the deterministic versions of
both problems are closely related [9, 5]. Recently it was shown that even
for the unconstrained binary problem (M20) is NP -hard, although the deter-
ministic version can be solved trivially [12]. Furthermore it was shown that
for several combinatorial problems (M20) admits an FPTAS if the number of
scenarios is constant [3]. An overview of the complexity results regarding the
combinatorial problems introduced in Section 2.4 can be found in Table 3.1.
All reductions and proofs can be found in the references shown in the table.
The results for the shortest path problems were proved for non-negative sce-
narios and the approximation results were proved for a constant number of
scenarios. An overview of the discrete min-max problem can also be found
in [7]. Note that all results in the table were shown for Problem (M20) but can
be extended to (M2) by Lemma 3.1, 3.2 and Corollary 3.4. To the best of my
knowledge no results exist for the entries marked with a question mark.
Problem Constant |U | Non-constant |U | Approximation
Shortest Path weakly NP -hard [46] strongly NP -hard [46] FPTAS [3]
Spanning Tree weakly NP -hard [46][3] strongly NP -hard [46] FPTAS [3]
Assignment NP -hard [46] strongly NP -hard [4] ?
Knapsack weakly NP -hard [46] strongly NP -hard [46] FPTAS [3]
Min-Cut polynomial [9] strongly NP -hard [5] FPTAS
Min s-t-Cut strongly NP -hard [5] strongly NP -hard [5] ?
Unconstrained NP -hard [12] NP -hard [12] ?
Table 3.1: Complexity of problem (M2) for discrete U . All NP -hardness re-
sults for constant |U | even hold for |U | = 2.
To extend the approximation results in [3] to Problem (M2), we will prove
the following theorem, which was already proved in [3] for Problem (M20).
Theorem 3.3. For a given uncertainty set U = {(c1, (c1)0), . . . , (cm, (cm)0)}
Problem (M2) has a fully polynomial approximation scheme if the multicri-
teria problem
min
x∈X
(
c>1 x, . . . , c
>
mx
)
has a fully polynomial approximation scheme.
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Proof. Without loss of generality we may assume that (ci)0 ≥ 0 for all i =
1, . . . ,m, since otherwise, if we define
M := max
i=1...,m
{|(ci)0|}
and U ′ = U +Men+1 we have
min
x∈X
max
(c,c0)∈U
c>x+ c0 = −M + min
x∈X
max
(c,c0)∈U ′
c>x+ c0
and (ci)0 + M ≥ 0 for all i = 1, . . . ,m. By assumption for any ε > 0 there
exists an ε-approximation algorithm for the multicriteria problem, i.e. there
exists an algorithm which calculates a set F ⊆ X in polynomial time in
n + 〈U〉 + 〈ε〉 + 1
ε
, such that for each efficient solution x ∈ X there exists a
solution y ∈ F with
c>i y ≤ (1 + ε)c>i x ∀i = 1, . . . ,m.
Note that F must have polynomial size since it has been calculated in poly-
nomial time. At least one optimal solution x of (M2) must be an efficient
solution of the multicriteria problem since, if not, there exists an efficient
solution y ∈ X which dominates x and therefore
c>i y + (ci)0 ≤ c>i x+ (ci)0
for all i = 1 . . . ,m. But then y is optimal for (M2) which is a contradiction.
So let x∗ be an optimal solution of (M2) which is efficient. Then there exists
a y ∈ F with
c>i y ≤ (1 + ε)c>i x∗ ∀i = 1, . . . ,m.
Now choose the solution z ∈ F with minimum value max(c,c0)∈U c>z + c0
under all solutions in F , which can be done in polynomial time in the input.
Then we have
max
(c,c0)∈U
c>z + c0 ≤ max
(c,c0)∈U
c>y + c0
≤ max
(c,c0)∈U
(1 + ε)c>x∗ + c0
≤ (1 + ε)
(
max
(c,c0)∈U
c>x∗ + c0
)
while the last inequality holds since c0 ≥ 0. Therefore z is a an ε-approximate
solution of (M2).
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Corollary 3.4. Problem (M2) admits an FPTAS for the shortest path prob-
lem, the minimum spanning tree problem and the knapsack problem if the
number of scenarios is fixed.
Proof. By Theorem 2.51 the multicriteria versions of the listed problems
have fully polynomial approximation schemes for a constant number of linear
objective functions. The result follows by Theorem 3.3.
3.1.2 Convex Uncertainty
The strictly robust problem (M20) has been intensively studied for ellipsoidal
uncertainty sets in [14, 15, 20] and for budgeted uncertainty in [19, 18, 55].
It is well known that for general ellipsoidal and polyhedral uncertainty sets
Problem (M20) is at least as hard as the same problem for discrete uncertainty
sets. In this section we will present extensions to Problem (M2) for two well-
known proofs of the latter two results. On the other hand we will show some
special cases for which Problem (M2) can be solved in polynomial time.
Polyhedral Uncertainty
If we consider polyhedral uncertainty sets U = {c ∈ Rn | Ac ≤ b} then the
strictly robust problem (M2) can be reformulated as
min z
s.t. max
(c,c0)∈U
c>x+ c0 ≤ z
x ∈ X, z ∈ R.
The maximum expression in the first constraint is a linear program with
variables (c, c0) and can therefore be dualized (see Section 2.1.2) which leads
to the equivalent constraint
min
y>A=(x>,1)>
y∈Rm+
y>b ≤ z .
The latter constraint is fulfilled if and only if there exists a feasible solution y
of the minimization problems which has objective value y>b ≤ z. Hence
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Problem (M2) is equivalent to the problem
min z
s.t. y>b ≤ z
y>A = (x>, 1)>
x ∈ X, z ∈ R, y ∈ Rm+
which is a linear problem with continuous variables z, y and binary vari-
ables x. To prove the NP -hardness of Problem (M2) for several combinatorial
problems we first show that we can reduce the discrete uncertainty case to
the polytopal uncertainty case.
Theorem 3.5. Problem (M2) with |U | = 2 can be reduced to the same
problem with polytopal uncertainty given by an inner description or by an
outer description.
Proof. Let
min
x∈X
max
(c,c0)∈U
c>x+ c0
with U = {(a, a0), (b, b0)} be an instance of the problem with two scenarios.
Then this is equivalent to the same problem with U = conv ((a, a0), (b, b0)).
The latter set is a polytope given by an inner description and can also be
described by an outer description of polynomial size which shows the result.
We now extend the well known result that Problem (M20) is as easy as the
underlying deterministic problem if U is a box to Problem (M3).
Theorem 3.6. Problem (M2) with interval uncertainty is equivalent to the
underlying deterministic problem.
Proof. Let U = [(a, a0), (b, b0)] ⊆ Rn+1. Since X ⊆ {0, 1}n and hence x ≥ 0
for any x ∈ X, the maximum over U in direction x is obtained in scenario
(b, b0) (see Figure 3.3), and therefore
min
x∈X
max
(c,c0)∈U
c>x+ c0 = min
x∈X
b>x+ b0
which proves the result.
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a
x
b
U
Figure 3.3: Maximization over a box in direction x.
The latter theorem includes that Problem (M2) with interval uncertainty can
be solved in polynomial time for all problems discussed in Section 2.4, except
for the knapsack problem.
Another important special case of polyhedral uncertainty sets are the bud-
geted uncertainty sets, which were first introduced by Bertsimas and Sim
in [19]. The interval uncertainty approach allows every parameter to vary in
a given range independently of each other. This often leads to solutions which
are too conservative and far from optimal in many scenarios. Furthermore
in practice it is very unlikely that all uncertain parameters attain the worst
value at the same time. The idea in the budgeted uncertainty approach is to
fix a parameter Γ and allow at most Γ many parameters to differ from their
nominal value. The parameter Γ controls the so called price of robustness,
which is the trade-off between the probability that more than Γ uncertain pa-
rameters differ from their mean value and the effect to the optimal value. For
deterministic combinatorial problems of the type (M), the robust counterpart
with budgeted uncertainty is the problem
min
x∈X
max
(c,c0)∈UΓ
c>x+ c0 (BR)
where
UΓ =
{
c˜ = c+ δ>d | 0 ≤ δj ≤ 1, ∀j = 1, . . . , n+ 1;
n+1∑
j=1
δj ≤ Γ
}
with c, d ∈ Rn+1 and Γ ∈ R+. Note that U is a polyhedron and therefore
Problem (BR) is a special case of Problem (M2) with polyhedral uncertainty
(see Figure 3.4). The outer description of UΓ is given by
UΓ =
{
c˜ ∈ [c, c+ d]
∣∣∣∣ n+1∑
i=1
1
dj
c˜j ≤ Γ−
n+1∑
i=1
cj
dj
}
and can therefore be described by 2n+ 1 constraints. On the other hand the
inner description has exponential size since it can be proved that for each
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subset S ⊂ {1, . . . , n+ 1} with |S| = Γ the point
vS =
{
cj + dj if j ∈ S
cj otherwise
is a vertex of UΓ. Therefore UΓ has O(nΓ) vertices.
c d1
d2
UΓ
Figure 3.4: The set UΓ in two dimensions for Γ = 1.
The important difference to general polyhedral uncertainty is that Prob-
lem (BR) can be solved very efficiently for tractable combinatorial problems.
Theorem 3.7 ([18]). Problem (BR) for budgeted uncertainty can be solved
by solving a deterministic version (M) of the same underlying problem n+ 1
times.
It follows directly from the latter theorem that if the deterministic prob-
lem can be solved in polynomial time, then Problem (BR) can be solved
in polynomial time. An overview of complexity results of the combinatorial
problems described in Section 2.4 for the presented classes of polyhedral un-
certainty sets can be found in Table 3.2. The results follow from the theorems
in this section together with the results from Table 3.1 in the last section.
For the shortest path problem we always assume U ⊆ Rn+. To the best of
my knowledge no complexity results were presented in the literature for the
entry marked with a question mark.
Problem Polyhedral U Interval U Budgeted U
Shortest Path NP -hard polynomial polynomial
Spanning Tree NP -hard polynomial polynomial
Assignment NP -hard polynomial polynomial
Knapsack NP -hard weakly NP -hard weakly NP -hard
Min-Cut ? polynomial polynomial
Min s-t-Cut strongly NP -hard polynomial polynomial
Unconstrained NP -hard polynomial polynomial
Table 3.2: Complexity of Problem (M2) for polyhedral classes of U .
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Ellipsoidal Uncertainty
We now analyze the case where
U =
{
(c, c0) ∈ Rn+1 | ((c, c0)− (c¯, c¯0))>Σ ((c, c0)− (c¯, c¯0)) ≤ Ω2
}
is an ellipsoid with positive definite matrix Σ ∈ R(n+1)×(n+1), center point
(c¯, c¯0) ∈ Rn+1 and Ω ∈ R. As we have seen in Example 2.10 the objective
function of (M2) can then be reformulated as
max
(c,c0)∈U
c>x+ c0 = c¯>x+ c¯0 + Ω
√
(x>, 1)Σ−1(x>, 1)>.
Since Σ−1 is a positive definite matrix there exists a matrix B ∈ Rn+1 such
that Σ−1 = B>B and therefore the latter expression can be reformulated as
c¯>x+ c¯0 + Ω
∥∥B(x>, 1)>∥∥
2
.
Hence (M2) is equivalent to the problem
min z
s.t. Ω
∥∥B(x>, 1)>∥∥
2
≤ z − c¯>x− c¯0
x ∈ X, z ∈ R
which is of the form (SOCP) with binary variables x and continuous vari-
able z. As in the polyhedral case this reformulation gives us a possibility to
solve Problem (M2). Before we prove the NP -hardness for several combinato-
rial problems under ellipsoidal uncertainty we give an example for a problem
from financial optimization which can be transformed to a problem of the
form (M2) with ellipsoidal uncertainty.
Example 3.8. Robust optimization problems under ellipsoidal uncertainty
often occur in financial optimization problems [27]. For example in portfolio
optimization the return of a set of n assets can be uncertain. We assume that
each asset has a price of wi and we have a total budget of B. If we assume
that the return vector r ∈ Rn of the assets is normally distributed with mean
µ ∈ Rn and covariance matrix Σ = A>A ∈ Rn×n, then one problem could
be to find the maximum return value of a portfolio which can be realized by
the given budget such that the probability to fall below the return value is
at most ε > 0. This problem can be modeled by a binary problem with one
knapsack constraint and a chance constraint of the form
max z
s.t. P (r>x ≤ z) ≤ ε
w>x ≤ B
x ∈ {0, 1}n.
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The chance constraint is equivalent to the constraint
z ≤ µ>x+ Φ−1(ε)‖Ax‖2 = µ>x− Φ−1(1− ε)
√
x>Σx
where Φ is the cumulative distribution function of the standard normal dis-
tribution. Therefore we can rewrite the problem as
max µ>x− Φ−1(1− ε)
√
x>Σx
s.t. w>x ≤ B
x ∈ {0, 1}n,
which by Example 2.10 is equivalent to
max
x∈{0,1}n
min
c∈U
c>x
s.t. w>x ≤ B
where
U =
{
c ∈ Rn | (c− µ)>Σ−1(c− µ) ≤ (Φ−1(1− ε))2} .
The latter problem is a strictly robust knapsack problem under ellipsoidal
uncertainty.
We can show that Problem (M2) under ellipsoidal uncertainty is NP -hard
for most of the combinatorial problems we considered in the section before.
The following theorem was already proved for Problem (M20) in [55].
Theorem 3.9. Problem (M2) with |U | = 2 can be reduced to the same
problem with ellipsoidal uncertainty.
Proof. Given an instance of (M2) with U = {(a, a0), (b, b0)} define U ′ =
conv ((a, a0), (b, b0)). Then U
′ is an one-dimensional ellipsoid since it is the
image of the affine embedding
B :
{
x ∈ R | x2 ≤ 1}→ Rn+1
with
B(c) =
1
2
((a, a0) + (b, b0)) +
1
2
((a, a0)− (b, b0))x .
The result then follows analogously to the proof of Theorem 3.5.
Note that the unconstrained binary problem with general ellipsoidal uncer-
tainty is even strongly NP -hard, as it was shown in [12]. An interesting special
case is uncorrelated ellipsoidal uncertainty. In this case the the unconstrained
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binary problem as well as the spanning-tree problem can be solved in polyno-
mial time. An overview of complexity results of the combinatorial problems
described in Section 2.4 for the presented classes of ellipsoidal uncertainty
can be found in Table 3.3. If no citations are given, the result follows from
Theorem 3.9 in this section together with the results from Table 3.1 in the
last section. Again for the shortest path problem we always assume U ⊆ Rn+.
To the best of my knowledge no complexity results were presented in the
literature for the entries marked with a question mark.
Problem Ellipsoidal U Uncorr. ellips. U
Shortest Path NP -hard ?
Spanning Tree NP -hard polynomial [49]
Assignment NP -hard ?
Knapsack NP -hard NP -hard
Min-Cut ? ?
Min s-t-Cut strongly NP -hard ?
Unconstrained strongly NP -hard [12] polynomial [12]
Table 3.3: Complexity of Problem (M2) for ellipsoidal classes of U .
3.2 Regret Robustness
In this section we introduce the regret robust approach. Most of the results on
this topic presented in the literature consider uncertainty which only affects
the objective function. The approach has been intensively studied for discrete
uncertainty sets in [46] and for interval uncertainty in [11, 43]. A survey can
be found in [7]. Besides the afore-mentioned uncertainty sets there are only
a few results for ellipsoidal uncertainty sets. Recently the complexity of the
regret robust problem for the unconstrained binary problem and the shortest
path problem was studied in [26]. The basic idea of regret robustness is to
find a solution which minimizes the worst-case deviation of the solution’s
objective value and the objective value of the optimal solution in a scenario.
Formally let x∗c be the optimal solution of the certain problem
min
x∈X
c>x,
for scenario c ∈ U . Then the regret robust counterpart is
min
x∈X
max
c∈U
|c>x− c>x∗c |. (RR)
While for discrete uncertainty sets (RR) has the same complexity as Prob-
lem (M2) for most of the problems introduced in Section 2.4, for interval
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uncertainty the regret robust versions are much harder to solve than the
strictly robust versions. An overview of the complexity results regarding the
combinatorial problems from Section 2.4 can be found in Table 3.2 and in [7].
To the best of my knowledge no complexity results were presented in the lit-
erature for the unconstrained binary problem.
Problem |U | constant |U | non-constant Interval U
Shortest Path weakly NP -hard [46] strongly NP -hard [46] strongly NP -hard [10]
Spanning Tree weakly NP -hard [46][3] strongly NP -hard [3] strongly NP -hard [10]
Assignment NP -hard [46] strongly NP -hard [4] strongly NP -hard [4]
Knapsack weakly NP -hard [46] strongly NP -hard [3] NP -hard
Min-Cut polynomial [5] strongly NP -hard [5] polynomial [5]
Min s-t-Cut strongly NP -hard [5] strongly NP -hard [5] strongly NP -hard [5]
Unconstrained ? ? ?
Table 3.4: Complexity of (RR) for different classes of U .
For general ellipsoidal uncertainty the authors in [26] prove that Problem (RR)
for the shortest path problem and the unconstrained binary problem is NP -
hard. Furthermore they show that it is polynomial for the unconstrained
problem if the ellipsoidal uncertainty is uncorrelated.
3.3 Light Robustness
In this section we present the approach of light robustness which was first
introduced in [35]. The main idea is to fix a nominal scenario ξˆ, which can
be chosen as the mean scenario of an uncertainty set (e.g. the center of the
ellipsoid), and to calculate a solution which is feasible for this scenario with
an objective value which deviates at most a given value ρ from the optimal
value in this scenario. The objective is then to find a solution which, addi-
tionally to the latter condition, minimizes the violation of the constraints for
all other scenarios. The optimal lightly robust solution therefore must not
be feasible for all scenarios. This approach was motivated by an application
in railway timetabling and was combined with the approach of budgeted un-
certainty [36, 35]. The constraints of timetabling problems can often include
restrictions depending on the delay time, where the delay time is an uncertain
parameter. Using a strictly robust approach for a timetabling problem would
lead to solutions which are feasible for every possible delay scenario which is
contained in U . Since this often yields very conservative solutions which are
not efficient in practical applications, the idea of the lightly robust approach
is to find a timetable which works well in the mean scenario when no dis-
turbances occur but which is allowed to be slightly infeasible for some delay
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scenarios. The authors in [35] analyze the approach for linear programs of the
type (P) with budgeted uncertainty which only appears in the constraints.
This approach was later extended for general types of optimization problems
and arbitrary uncertainty sets in [53]. This approach called generalized light
robustness assumes a deterministic problem of the form
min f(x, ξ)
s.t. Fi(x, ξ) ≤ 0 ∀i = 1, . . . ,m
x ∈ Rn.
where ξ ∈ U are the uncertain parameters and Fi and f are functions which
map from Rn × U to R for each i = 1, . . . ,m. The generalized lightly robust
counterpart of the latter problem is then defined as
min ‖γ‖
s.t. f(x, ξˆ) ≤ zˆ + ρ
Fi(x, ξˆ) ≤ 0
Fi(x, ξ) ≤ γi ∀ξ ∈ U
x ∈ Rn, γ ∈ Rm+
(GLR)
where ‖ · ‖ is an arbitrary norm, ρ ∈ R and zˆ is the optimal value of the
deterministic problem in the nominal scenario ξˆ. The first two constraints
ensure that the calculated solution x is feasible in scenario ξˆ and that its
objective value in scenario ξˆ deviates at most ρ from the optimal value in ξˆ.
The remaining constraints make sure that the violation of the constraint for
all scenarios is bounded by the parameters γi which are minimized in an
arbitrary norm. The author proves the following theorem.
Theorem 3.10 ([53]). If the deterministic problem is of the form (P) with
polyhedral uncertainty in the constraints and ‖ · ‖ is a norm for which the
unit ball is a polytope then the generalized lightly robust counterpart of (P)
is a linear program. If we consider (P) with ellipsoidal uncertainty in the
constraints and if ‖ · ‖ is a norm for which the unit ball is an ellipsoid or a
polytope, then the lightly robust counterpart of (P) is a second-order cone
problem.
Examples of norms for which the unit ball is a polyhedron are
‖x‖1 :=
n∑
i=1
|xi|
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and
‖x‖∞ := max
i=1,...,n
|xi|
while for the Euclidean norm ‖ · ‖2 and the ellipsoidal norm
‖x‖Σ :=
√
x>Σx
with positive definite Σ ∈ Rn×n the unit ball is an ellipsoid.
3.4 Recoverable Robustness
The approach of recoverable robustness was first introduced in [48] and, be-
sides other problems, was used to solve timetabling problems. The approach
is similar to the stochastic two-stage approach in the sense that a solution
has to be calculated in the first stage and after the scenario is known this
solution can be adjusted under certain conditions. Formally the main idea
behind this approach is that a set A of recovery algorithms is given such that
each algorithm can be applied to a solution x and a scenario ξ to construct
a feasible solution for the scenario. The objective is then to find a solution x
which is feasible in a nominal scenario ξˆ together with an algorithm A ∈ A,
such that for every scenario ξ ∈ U , the algorithm constructs a feasible so-
lution A(x, ξ) ∈ Xξ and the worst-case objective value over all scenarios is
optimized. Formally for a given uncertain problem
min fξ(x)
s.t. x ∈ Xξ
with ξ ∈ U , the recoverable robust counterpart is the problem
min
(x,A)∈Xξˆ×A
max
ξ∈U
fξ(A(x, ξ))
s.t. A(x, ξ) ∈ Xξ ∀ξ ∈ U.
(RCR)
The complexity of the latter problem depends heavily on the underlying
problem and on the choice of A.
The concept was later applied to the shortest path problem in [25]. As a
motivating example consider a long-term construction process for a railway
system or a highway. In the first stage we have to find a construction plan
which minimizes the actual cost. But since during the construction process
the cost can change, it can be better to change the construction plan after the
future price scenario is known. In this case it would be efficient to consider
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possible changes of the cost in the future already in the first stage. For the
application in [25] in the first stage a path on a graph G is calculated before
the scenario is known. Afterwards, when the scenario is known, it is allowed to
change at most k edges of the calculated path. Formally the k-dist recoverable
robust shortest path problem is defined as follows: for a given directed graph
G = (V,A) and nodes s, t ∈ V , let c1 : P(A) → N be the first stage cost,
which has to be paid for the implementation of the calculated path before
the scenario is known. For each scenario s ∈ S, the cost is given by a function
cs : P(A) → N. Let k be the given recovery parameter. Let P be the set of
all s-t-paths in G and for any path p ∈ P define
P kp = {p′ ∈ P | |p′ \ p| ≤ k} .
Then the problem can be formalized by
min
p∈P
c1(p) + max
s∈S
min
p′∈Pkp
cs(p′) . (3.3)
Besides other results, the following theorem was proved in [25].
Theorem 3.11 ([25]). Problem (3.3) is strongly NP -hard for discrete, inter-
val and budgeted uncertainty.
3.5 Adjustable Robustness
Adjustable robustness was first introduced in [13] and is, like recoverable
robustness, a robust version of the two-stage approach in stochastic opti-
mization. The idea is to distinguish between here and now variables x which
have to be calculated in advance and wait and see variables y which can be
defined after the scenario is known. The x variables are also called first stage
solutions and y are the second stage solutions. The objective is to calculate
a solution x in the first stage such that for every possible scenario ξ there
exists a solution y such that (x, y) is feasible and such that (x, y) minimizes
the worst-case objective value over all scenarios. After the scenario is known
the best of the feasible solutions y is chosen. For a deterministic problem of
the form
min fξ(x, y)
s.t. (x, y) ∈ Xξ × Yξ
with Xξ ⊂ Rm and Yξ ⊂ Rn the adjustable robust counterpart is the problem
min
x∈X¯
max
ξ∈U
min
y:(x,y)∈Xξ×Yξ
fξ(x, y) (AR)
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where the feasible set X¯ is defined by
X¯ :=
{
x ∈
⋂
ξ∈U
Xξ | ∀ξ ∈ U ∃y ∈ Yξ : (x, y) ∈ Xξ × Yξ
}
.
In other words X¯ contains all first stage solutions x such that x is feasible for
all scenarios ξ and such that for each scenario ξ there exists a second stage
solution y such that (x, y) is feasible for the scenario ξ.
Example 3.12. Consider the network design problem where for a given
graph G = (V,E) each edge e ∈ E has a maximal capacity ue with total
price ce. Furthermore dij are the uncertain demands of units which have
to be sent from node i to j. Each unit which is sent from i to j yields a
profit of pij. In the first stage a fraction xe of ue can be bought by paying
the price xece. This fraction xeue can then be used in the second stage to
send fe units over the edge where fe ≤ xeue must hold. In the second stage
when the demands dij are known we can calculate the flow which satisfies all
demands and all capacities xeue and which has the maximal profit. Therefore
the problem can be formulated as an adjustable robust problem with first
stage variables xe and second stage variables fe [17].
The adjustable robust problem is hard to solve in general, that is why there
are several variations and special cases of the problem which are considered
in the literature. One approach, which was presented in [13], is called affinely
adjustable robustness. In this approach the authors assume the wait and see
variables y to be given by an affine function of the uncertainty parameters,
i.e. y = a+ Aξ with A ∈ Rn×q and a ∈ Rn. We consider the problem
min c>x
s.t. Tξx+Wy ≤ hξ,
(3.4)
where ξ ∈ U ⊂ Rq, Tξ ∈ Rl×m, W ∈ Rl×n and hξ ∈ Rl. Here the uncertainty
parameters only occur in Tξ and hξ and we assume that Tξ and hξ are affine
linear in ξ. The authors prove the following theorem:
Theorem 3.13 ([13]). The adjustable robust counterpart of Problem (3.4),
where the second stage variables y are affine functions of the uncertain pa-
rameters, is equivalent to the strictly robust problem
min c>x
s.t. Bξx+ bξ ≥ 0 ∀ξ ∈ U
for a matrix Bξ ∈ Rl′×m and bξ ∈ Rl′ and it has the same complexity as the
strictly robust problem for any U .
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For combinatorial problems of the form
min c>x+ d>y
s.t. (x, y) ∈ X × Y
where X ⊆ {0, 1}m and Y ⊆ {0, 1}n without uncertainty in the constraints
and (c, d) ∈ U ⊆ Rm+n, the adjustable robust counterpart reduces to the
min-max-min problem
min
x∈X
max
(c,d)∈U
min
y∈Y
c>x+ d>y.
Note that Problem (M3) has the same min-max-min structure and will be
analyzed later. In fact (M3) is a special case of the min-max-min problem
discussed in the following section.
3.5.1 K-Adaptability
As mentioned before the adjustable robust counterpart (RCR) is hard to
solve in general. One approach to approximate the latter problem is called
K-adaptability and was first introduced in [16] for general linear problems
with uncertainty in the objective function and in the constraints. The idea
of the approach is to choose K second stage solutions y1, . . . , yK in the first
stage and then choose the best of them after the scenario is revealed. The
authors analyze the gaps between the adjustable robust counterpart, the K-
adaptability problem and the strictly robust problem in [16] and give neces-
sary conditions to obtain a certain improvement. They also present a bilinear
optimization formulation to solve the 2-adaptability problem and prove that
the latter problem is NP -hard. Later the approach of K-adaptability was
analyzed for binary problems in [41]. We consider problems of the form
min ξ>Cx+ ξ>Qy
s.t. Tx+Wy ≤ h
(x, y) ∈ X × Y
where ξ ∈ U = {ξ ∈ Rq | Aξ ≤ b} are the uncertain parameters, X ⊆ Rm is
a bounded polyhedral set, Y ⊆ {0, 1}n, C ∈ Rq×m, Q ∈ Rq×n, T ∈ Rl×m,
W ∈ Rl×n and h ∈ Rl. The K-adaptability robust counterpart is then the
problem
min max
ξ∈U
min
k=1,...,K
ξ>Cx+ ξ>Qy(k)
s.t. Tx+Wy(k) ≤ h k = 1, . . . , K
x ∈ X, y(k) ∈ Y k = 1, . . . , K
(K-AR)
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for a given positive integer K. Besides other results the authors prove the
following theorem.
Theorem 3.14 ([41]). For all
K ≥ min {n, rank Q}+ 1,
Problem (K-AR) has the same optimal value as the adjustable robust coun-
terpart
min
x∈X
max
ξ∈U
min
y∈Y :Tx+Wy≤h
ξ>Cx+ ξ>Qy. (3.5)
Proof. Assume n ≤ rank Q and let K = |Y | < ∞. Then Problem (3.5) and
(K-AR) are equivalent. The objective function of (K-AR) can be written as
max
ξ∈U
min
λ∈RK+ :e>λ=1
ξ>Cx+
K∑
k=1
λkξ
>Qy(k)
= max
ξ∈U
min
λ∈RK+ :e>λ=1
ξ>Cx+ ξ>Q
K∑
k=1
λky
(k).
Since
y :=
K∑
k=1
λky
(k) ∈ conv (y(1), . . . , y(K))
and by the Theorem of Caratheodory 2.3 it follows that for any point y
it suffices to choose n + 1 solutions in
{
y(1), . . . , y(K)
}
to describe y as a
convex combination. Since all y(i) are chosen in the first stage it suffices to
set K = n + 1 to reach the same optimal value which proves the theorem.
The case rank Q < n can be proved analogously by considering the convex
combination
y :=
K∑
k=1
λkQy
(k).
Furthermore the authors in [41] provide a mixed-integer linear program for-
mulation for Problem (K-AR).
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Theorem 3.15 ([41]). The K-adaptability robust counterpart (K-AR) is
equivalent to problem
min b>α
s.t. A>α = Cx+
∑
k=1,...,K
Qzk
λ>1 = 1
Tx+Wyk ≤ h k = 1, . . . , K
zk ≤ yk, zk ≤ λk1 k = 1, . . . , K
zk ≥ (λk − 1) 1 + yk k = 1, . . . , K
x ∈ X,α ∈ Rr+, λ ∈ RK+
yk ∈ Y, zk ∈ Rn k = 1, . . . , K .
Problem (M3), which will be studied in Chapters 4 and 5, is the special case of
the Problem (K-AR) where no first stage exists, i.e. X = {0}. In Section 4.1.1
we will show that for convex U this case is tractable for all tractable com-
binatorial problems if we choose K ≥ n+ 1. Additionally we show that this
problem is NP -hard for any fixed K and for polyhedral uncertainty, which
also proves the NP -hardness of Problem (K-AR).
3.6 Bulk Robustness
The concept of Bulk Robustness was presented in [1] and studied for the
shortest path problem and the minimum matroid basis problem. In contrast
to the previous models, this approach considers a set of failure scenarios,
where each failure scenario is a set of edges which can break down simulta-
neously. The aim is to calculate a set of edges such that, if we remove the
edges of any failure scenario from this set, it still contains the edge set of
a feasible solution of the combinatorial problem. As an application consider
a railway system for which a shortest path has to be calculated. Because of
possible constructions or accidents it can happen that a section of the railway
system is not passable anymore. In this case we can use the bulk robust idea
to calculate a set of sections which always contain a feasible path no matter
which of the failure scenarios occurs. The optimal solution of the bulk robust
counterpart is a set of edges and must not be a solution of the deterministic
problem as it is the case in the previously presented robust approaches.
Given a deterministic combinatorial problem of the form (M) we define X¯ ⊆
{0, 1}n as the set of feasible solutions of the bulk robust counterpart. We
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assume that X ⊆ X¯ and that if x1 ∈ X¯, then for any x2 ≥ x1 also x2 ∈ X¯.
Hence a feasible solutions in X¯ must not be feasible for the deterministic
combinatorial problem as it was the case in the previous sections. But any
feasible solution of the bulk robust problem is always a superset of a feasible
solution of the deterministic problem. Given a cost vector c ∈ Rn and a
set of failure scenarios Ω = {F1, . . . , Fm}, where Fi ⊆ {1, . . . , n} for each
i = 1, . . . ,m, the bulk robust counterpart is defined as
min c>x
s.t. xFi ∈ X¯ ∀Fi ∈ Ω
x ∈ {0, 1}n
(BR)
where we define
(xFi)j :=
{
0 if j ∈ Fi
xi otherwise.
As an example consider the graph in Figure 3.5 with failure scenarios Ω¯ =
{{e1} , . . . , {e5}} i.e. in any scenario exactly one edge is not passable. The
optimal solution of the related bulk robust problem is shown in Figure 3.5.
Besides other results in [1] the authors present a polynomial-time approxima-
s t
v
w
2 5
2 3
8
Figure 3.5: The optimal bulk-robust solution for the shortest path problem
and failure scenarios Ω¯ with cost 12.
tion algorithm with an approximation guarantee of O (logm+ log r) for the
minimum matroid basis problem. Furthermore a polynomial-time O (logm)-
approximation algorithm for the shortest path problem for fixed
k = max
F∈Ω
|F |
is presented.
A two-stage version of the bulk robust approach was already presented in [2]
for the shortest-path problem. The idea is that in a second stage, after the
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failure scenario is known, it is allowed to add r edges to the pre-calculated
edge-set to connect the given nodes s and t. Formally for a given graph
G = (V,A) and s, t ∈ V and f, r ∈ Z+, the objective is to find a set of edges
X ⊆ A of minimum cardinality which connects s and t such that for any
F ⊆ A with |F | ≤ f there exists R ⊆ A with |R| ≤ r such that s and t are
connected in (X \ F ) ∪ R. In other words the set of failure scenario here is
Ω = {F ⊂ A | |F | ≤ f} and in the second stage it is possible to add at most r
arbitrary edges which are not contained in the actual scenario F to obtain a
feasible path. The authors show that the latter problem in its general version
is NP -hard and that there does not exist a polynomial-time α-approximation
algorithm for the problem if α < 2 unless P = NP . Besides other results
they present a polynomial-time algorithm for the case f = r = 1.
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Chapter 4
Min-max-min Robustness
under Convex Uncertainty
The main contribution of this thesis is the analysis of problem
min
x(1),...,x(k)∈X
max
(c,c0)∈U
min
i=1,...,k
c>x(i) + c0 (M3)
where X ⊆ {0, 1}n is the set of incidence vectors of all feasible solutions of the
given deterministic problem (M) and U ⊆ Rn+1 is an uncertainty set which
contains all relevant cost-vectors (c, c0) ∈ Rn+1 of the deterministic problem.
The motivation behind this approach is to calculate k ∈ N solutions in a
perhaps expensive preprocessing before the actual scenario is known. This
preprocessing has to be performed only once and afterwards, when the sce-
nario is known, the best of the calculated solutions for the actual scenario can
be implemented. In contrast to the standard robust approach the objective
function for any scenario attains the best value of all k solutions under the
respective scenario which leads to a better objective value in general. Like in
the standard robust approach the worst case over all scenarios is considered.
Note that for k = 1 we obtain the min-max Problem (M2).
Obviously there is a relation between adjustable robustness and Problem (M3)
since both problems solve a similar min-max-min problem. In fact Prob-
lem (M3) is the special case of the K-adaptability problem (K-AR) when
no first stage exists i.e. if X = {0}. This case is appropriate for many com-
binatorial problems since many problems are modeled using only one stage
in general. As we will see, this case is even very interesting, since it is as
easy as the underlying problem if we calculate k ≥ n + 1 solutions. This is
exactly the number of solutions for which the K-adaptability problem yields
the exact value of the adjustable robust problem ( see Theorem 3.14). In this
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thesis we do not consider the more general objective function c>Qx as in
Problem (K-AR) since we can replace the latter objective function by d>x
with d ∈ Q>U . The set Q>U remains convex if U is convex and therefore all
results in this section hold for sets of the form Q>U . The same idea holds
for the discrete case in the next chapter. Although Problem (M3) is a special
case of K-adaptability, we propose to use it as a one-stage robust model to
solve combinatorial problems under uncertainty.
In this section we analyze the complexity of problem (M3) for convex uncer-
tainty sets U , which among others include polyhedral or ellipsoidal uncer-
tainty sets. We will show that Problem (M3) has the same complexity as the
underlying problem if we calculate k ≥ n+ 1 solutions and if we can linearly
optimize over U . In contrast to this we will also show that the problem for
any fixed k ∈ N is NP -hard even for a polyhedral uncertainty set given by
an inner description and for the unconstrained binary problem. We will also
present an exact algorithm to solve the problem for k ≥ n+1 and a heuristic
algorithm for any k < n + 1, which is mainly based on the algorithm of the
former case. An overview of the complexity results for convex uncertainty sets
can be found in Table 4.1. Again, for the shortest path problem we assume
that U ⊆ Rn+1+ . Surprisingly Problem (M3) with k ≥ n + 1 can be solved
in polynomial time for every combinatorial problem which can be solved in
polynomial time, which is in contrast to the NP -hardness of Problem (M2)
for most of the problems (see Table 3.2 and 3.3). This even holds for general
convex uncertainty sets over which we can optimize linearly. Nevertheless,
if k is part of the input or if k is fixed, Problem (M3) is NP -hard. Most of
the results in this section were already published in [23] and are joint work
with Christoph Buchheim.
k ≥ n+ 1 k constant k input
Problem Convex U Polyhedral U (i.d.) Convex U
Shortest Path polynomial ? NP -hard
Spanning Tree polynomial ? NP -hard
Assignment polynomial ? NP -hard
Knapsack weakly NP -hard NP -hard NP -hard
Min-Cut polynomial ? ?
Min s-t-Cut polynomial ? strongly NP -hard
Unconstrained polynomial NP -hard strongly NP -hard
Table 4.1: Complexity of Problem (M3) for convex U .
The results in this section are based on the following reformulation which
also follows from a generalization of the proof of Theorem 1 in [41].
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Lemma 4.1. Let U ⊆ Rn+1 be a non-empty convex set. Then
min
x(1),...,x(k)∈X
max
(c,c0)∈U
min
i=1,...,k
c>x(i) + c0 = min
x∈X(k)
max
(c,c0)∈U
c>x+ c0
where
X(k) :=
{∑k
i=1 λix
(i) | λi ≥ 0,
∑k
i=1 λi = 1, x
(i) ∈ X for i = 1, . . . k
}
is the set of all convex combinations of k elements of X.
Proof. The main idea of the proof is to calculate the Lagrangian dual prob-
lem (see Section 2.2.1) of the inner maximization problem of (M3). To this
end, for any fixed x(1), . . . , x(k) we reformulate the problem by a level set
transformation as
max
(c,c0)∈U
min
i=1,...,k
c>x(i) + c0 =
max z
s.t. c>x(i) + c0 ≥ z ∀i = 1, . . . , k
(c, c0) ∈ U, z ∈ R.
The Lagrange dual function of the latter convex problem is
L(λ) = sup
(c,c0)∈U,z∈R
z +
k∑
i=1
λi
(
c>x(i) + c0 − z
)
= sup
(c,c0)∈U,z∈R
z
(
1−
k∑
i=1
λi
)
+
k∑
i=1
λi(c
>x(i) + c0)
=
{
max(c,c0)∈U c
>∑k
i=1 λix
(i) + c0, if
∑k
i=1 λi = 1
∞, otherwise
Therefore the Lagrange dual problem is
min
λ≥0
max
(c,c0)∈U
c>
k∑
i=1
λix
(i) + c0
s.t.
k∑
i=1
λi = 1
and by substituting the latter expression into Problem (M3) we obtain exactly
the problem given in the Lemma. Obviously Slater’s condition is fulfilled for
the primal problem, since z can be chosen arbitrarily in R. Therefore strong
duality holds which proves the result.
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From now on, we will thus consider the problem
min
x∈X(k)
max
(c,c0)∈U
c>x+ c0 (M2[k])
instead of Problem (M3). Note that X(1) = X and for each k ∈ N we
have X(k) ⊆ X(k + 1) (see Figure 4.1). Therefore the objective value of
Problem (M2[k]) decreases or remains constant with growing k.
1
1
1
1
1
1
Figure 4.1: The sets {0, 1}2(1), {0, 1}2(2) and {0, 1}2(3).
Using the result from Lemma 4.1 we propose the following algorithm to solve
Problem (M3).
Algorithm 1 Algorithm to solve Problem (M3) for k ∈ N
Input: convex U ⊆ Rn+1, X ⊆ {0, 1}n, k ∈ N
Output: optimal solution of Problem (M3)
1: calculate an optimal solution x∗ of Problem (M2[k]).
2: determine x(1), . . . , x(k) ∈ X such that x∗ ∈ conv (x(1), . . . , x(k)).
3: return x(1), . . . , x(k)
Clearly following the proof of Lemma 4.1, Algorithm 2 calculates an opti-
mal solution of Problem (M3). It follows directly from Theorem 2.31 that
Step (2) only depends on the deterministic problem and can be calculated
in polynomial time if the deterministic problem can be solved in polynomial
time and if x∗ has polynomial size. Note that the algorithm which proves
the latter theorem in [40] computes a convex combination with the smallest
possible m. Hence for any k and x∗ ∈ X(k), the algorithm returns at most
k solutions in X and therefore the related optimal solution of (M3). The
remaining task and the main part of Algorithm 1 which we are interested
in is therefore to calculate the optimal solution x∗ of problem (M2[k]). This
step depends, besides the set X, on the uncertainty set U . The complexity
of this step for different uncertainty sets will be analyzed in this thesis. Note
that solving (M2[k]) already yields the optimal value of Problem (M3).
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First we show in the following example that the difference of the objective
values of Problem (M3) and Problem (M2) can be arbitrary large.
Example 4.2. Consider the graph G = (V,A) with V = {s, t} and A =
{a1, a2} where ai = (s, t) for each i
s t
a1
a2
together with the ellipsoidal uncertainty set Uα =
{
c ∈ R2 | c>Σαc ≤ 1
}
with
positive definite matrix
Σα =
(
4 + 1
α
2− 2
α
2− 2
α
1 + 4
α
)
= 9(x∗)(x∗)> + 1
α
vv>
for α ≥ 1. Here x∗ = (2
3
, 1
3
)> and v = (−1, 2)>. The corresponding ellipsoid
is shown in Figure 4.2. The parameter α can be used to scale the ellipsoid in
direction of its extreme ray v.
x
y
x∗
v
Figure 4.2: The ellipsoid Uα.
The set of all paths in G can be modeled by X = {e1, e2} where ei is the
i-th unit vector. As in Example 2.10, for any x ∈ Rn we can reformulate the
maximum over the ellipsoid U by
max
c∈U
c>x =
√
x>Σ−1α x. (4.1)
The optimal solution of (M2) is then e1 with an optimal value of
1
5
√
4 + α
which can be arbitrarily large for α ≥ 1. A feasible solution of Problem (M2[k])
with k = 2 is
x∗ =
(
2
3
, 1
3
)>
= 2
3
e1 +
1
3
e2 ∈ X(2)
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with an objective value of 1
3
for any α. Therefore the difference between the
optimal values of (M2) and (M3) can be arbitrarily large if α is increased.
4.1 The Case k ≥ n + 1
If we consider the case k ≥ n + 1, then from Theorem 2.3 we immediately
obtain that X(k) = conv (X). This proves the following Corollary.
Corollary 4.3. For k ≥ n+ 1 and for each non-empty convex set U we have
min
x(1),...,x(k)∈X
max
(c,c0)∈U
min
i=1,...,k
c>x(i) + c0 = min
x∈conv(X)
max
(c,c0)∈U
c>x+ c0 .
In the special case where no uncertain constant c0 is considered, it holds
max
c∈U
c>(λx) = λmax
c∈U
c>x
and therefore an optimum is obtained over the boundary of conv (X). Since
the boundary of conv (X) is contained in X(n), Corollary 4.3 even holds for
k ≥ n in the case where no uncertain constant is considered.
In general Corollary 4.3 implies that the objective value of Problem (M3) does
not improve if we consider more than n+ 1 solutions, which was also shown
in [41]. On the other hand, calculating k = n + 1 solutions is a reasonable
choice since, after the scenario is known, the best of the pre-calculated n+ 1
solutions can be determined in time O(n2) by calculating the n + 1 values
c>x(1) + c0, . . . , c>x(n+1) + c0 for the actual scenario (c, c0). Furthermore as
we will see the problem
min
x∈conv(X)
max
(c,c0)∈U
c>x+ c0 (M2[n+ 1])
can be solved efficiently if the deterministic problem can be solved efficiently.
By Algorithm 1 we then obtain an efficient algorithm for Problem (M3). In the
following sections we will investigate the complexity of Problem (M2[n+ 1])
for convex uncertainty sets and finally give another practical and oracle-based
algorithm to solve Problem (M3) for any combinatorial problem.
Remark 4.4. If k ≥ n + 1, then Problem (M2[n+ 1]) is a convex problem
and therefore the Minimax Theorem 2.14 can be applied. From this we obtain
the equality
min
x∈conv(X)
max
(c,c0)∈U
c>x+ c0 = max
(c,c0)∈U
min
x∈conv(X)
c>x+ c0
= max
(c,c0)∈U
min
x∈X
c>x+ c0.
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Hence there always exists a scenario (c, c0) ∈ U such that the optimal value
of Problem (M3) is equal to the optimal value of the deterministic problem
in scenario (c, c0).
4.1.1 Complexity
In this section we will analyze the complexity of Problem (M3) for the case
k ≥ n + 1. In contrast to the NP -hardness of the strictly robust prob-
lem for many combinatorial problems (see Table 3.2 and 3.3) we show that
Problem (M3) is solvable in polynomial time for general convex uncertainty
sets U whenever the deterministic problem is solvable in polynomial time, if
k ≥ n + 1 and if we can linearly optimize over U . The latter property holds
for polyhedral and ellipsoidal uncertainty sets.
Polyhedral Uncertainty
For polyhedral uncertainty sets U , we show that Problem (M3) has the same
complexity as the underlying problem if we choose k ≥ n+1. Clearly if the un-
derlying deterministic problem is NP -hard, then Problem (M3) is NP -hard,
since we can solve the deterministic problem with cost vector c by choosing
U = {c} in Problem (M3). On the other hand, if the deterministic problem
can be solved in polynomial time, then we can solve (M3) in polynomial time
which follows from the theorem below.
Theorem 4.5. Given an optimization oracle for the problem
c 7→ min
x∈X
c>x,
for any polyhedron
U = {(c, c0) ∈ Rn+1 | A(c>, c0)> ≤ b}
with A ∈ Qm×(n+1) and b ∈ Qm and k ≥ n+1 we can solve (M3) in polynomial
time in 〈U〉.
Proof. The basic idea of the proof is to dualize the inner maximization prob-
lem in (M2[n+ 1]) to derive a linear minimization problem, which by The-
orem 2.29 can be solved in polynomial time if we can separate the corre-
sponding feasible set in polynomial time. Let A(c>, c0)> = A¯c + ac0. Then
Problem (M3) is equivalent to
min
x∈conv(X)
max {c>x+ c0 | A¯c+ ac0 ≤ b, (c, c0) ∈ Rn+1} (4.2)
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for k ≥ n+ 1 by Corollary 4.3. The dual problem of the inner maximization
problem is
min
y≥0
b>y
s.t. y>A¯ = x
y>a = 1
which can be derived by the results in Section 2.2.1. Substituting into Prob-
lem (4.2) we obtain the problem
min
(x,y)∈P
b>y (4.3)
with
P := {(x, y) ∈ Rn × Rm | x ∈ conv (X) , y>A¯ = x, y>a = 1, y ≥ 0} .
By Theorem 2.29 the latter problem can be solved in polynomial time in 〈P 〉F ,
if we can solve the separation problem over P in polynomial time. By assump-
tion we have an oracle for the deterministic problem, which yields an oracle
for the equivalent problem
min
x∈conv(X)
c>x.
Hence, again using Theorem 2.29, we can solve the separation problem over
conv (X) in polynomial time in 〈conv (X)〉F = 3n3 + n. On the other hand
Q := {(x, y) ∈ Rn × Rm | y>A¯ = x, y>a = 1, y ≥ 0}
is a rational polyhedron and every point (x, y) can be separated by check-
ing whether all equations are satisfied and if not choosing the corresponding
equation as separating hyperplane. This can be done in polynomial time
in 〈U〉. Both algorithms together yield a polynomial time separation algo-
rithm for P which proves that we can solve (4.2) in polynomial time in 〈U〉.
The optimal solution then is rational and has polynomial size in the input,
and by Theorem 2.31 the result follows.
Proposition 4.6. Assume we have an outer description of conv (X), i.e.
conv (X) = {x ∈ Rn | Tx ≤ w} ,
and T ∈ Ql×n and w ∈ Ql have polynomial size. Then following the latter
proof we obtain a linear problem in (4.3) which can be solved by the ellip-
soid method in polynomial time in 〈T 〉 + 〈w〉 + 〈U〉. Note that the result
in the theorem is much more general since every algorithm which solves the
deterministic problem in polynomial time yields a polynomial time algorithm
for (M3) even if the outer description above for conv (X) does not exist or is
not known.
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General Convex Uncertainty
In this section we prove that Problem (M3) with general convex uncertainty
has the same complexity as the underlying problem if we choose k ≥ n+1. By
the same reasoning as for polyhedral uncertainty sets Problem (M3) is NP -
hard if the underlying deterministic problem is NP -hard. In the following we
show that if the deterministic problem can be solved in polynomial time, we
can solve (M3) in polynomial time if the following assumptions are fulfilled:
we assume that U is a non-empty convex set for which we have a weak
optimization oracle, i.e., for a given x ∈ Qn and a rational ε > 0 we can
compute in polynomial time a vector (c, c0) ∈ U ∩Qn+1 with
c>x+ c0 ≥ d>x+ d0 − ε for all (d, d0) ∈ U.
Furthermore, we assume that U is bounded by a constant M , i.e.
‖(c, c0)‖2 ≤M for all (c, c0) ∈ U.
Note that the latter assumptions hold for polyhedral and ellipsoidal uncer-
tainty sets. In contrast to the case of polyhedral uncertainty, for general
convex uncertainty sets we will define an accuracy parameter ε > 0 for the
optimal value, since calculations involving irrational numbers can only be
done up to a given accuracy in finite time.
Theorem 4.7. Let conv (X) be full-dimensional, ε ∈ (0, 1) and U as above.
Given an optimization oracle for the certain problem
c 7→ min
x∈X
c>x,
we can solve Problem (M3) up to an accuracy of at most ε in time polynomial
in 〈n〉+ 〈M〉+ 〈ε〉 if k ≥ n+ 1.
To prove the latter theorem we need the following lemmata.
Lemma 4.8. Let f : Rn → R be defined by
f(x) := max
(c,c0)∈U
c>x+ c0
where U is a convex set bounded by M . If x, y ∈ Rn with ‖x− y‖ ≤ ε then
f(x)− f(y) ≤Mε .
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Proof. Let x, y ∈ Rn with ‖x− y‖ ≤ ε. We can reformulate
c>x+ c0 = c>(x− y) + c>y + c0
and hence
max
(c,c0)∈U
c>x+ c0 ≤ max
(c,c0)∈U
c>(x− y) + max
(c,c0)∈U
c>y + c0.
By the definition of f and the Cauchy-Schwarz inequality we obtain
f(x)− f(y) ≤ max
(c,c0)∈U
‖c‖‖x− y‖ ≤Mε
which proves the result.
The proof of Theorem 4.7 is mainly based on the result of Theorem 2.33. The
latter theorem calculates a solution which is (up to an accuracy of ε > 0)
optimal over all elements deep in the feasible set. To verify theorem 4.7 we
need to prove optimality over all feasible solutions. To this end we prove
in the following lemma that if we can optimize over all elements deep in
a convex set K with an arbitrary accuracy then we can optimize over all
elements in K with an arbitrary accuracy.
Lemma 4.9. Let f and U be defined as in Lemma 4.8. Let K be any convex
set for which we know R > 0 with K ⊆ BR(0) and for which we know that K
contains a ball with radius r. Additionally, let 0 < ε < r and x∗ ∈ Bε (K)
such that for all y ∈ B−ε (K)
f(x∗) ≤ f(y) + ε.
Then for all y ∈ K
f(x∗) ≤ f(y) + ε (1 + 2R
r
M
)
.
Proof. For all 0 < ε < r formula (0.1.14) in [40], states that for all y ∈ K
there exists a point zy ∈ B−ε (K) such that ‖zy−y‖ ≤ 2Rr ε. From Lemma 4.8
we obtain
f(zy)− f(y) ≤M 2Rr ε .
By our assumption on x∗, we derive
f(x∗) ≤ f(zy) + ε ≤ f(y) + ε
(
1 + 2R
r
M
)
.
which proves the result.
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Proof of Theorem 4.7. Since k ≥ n+ 1, Problem (M3) is equivalent to
min
x∈conv(X)
max
(c,c0)∈U
c>x+ c0
by Corollary 4.3. Define
f(x) := max
(c,c0)∈U
c>x+ c0
like above. As the maximum of affine-linear functions, f is a convex function.
The basic idea of the proof is to use Theorem 2.33 to calculate a point x∗ ∈
Bε′(conv (X)) which is optimal over all elements y ∈ B−ε′(K) up to an
accuracy of ε′ for an appropriately defined ε′. Then we use Lemma 4.9 to
obtain optimality over all elements in K and afterwards we use Lemma 2.34
to round x∗ to a point in conv (X).
As X ⊆ {0, 1}n and conv (X) is full-dimensional, there exist values r, R > 0
such that
Br(x0) ⊆ conv (X) ⊆ BR (0)
for a rational center point x0 ∈ conv (X). By the results in [40] all parameters
r, R, x0 can be determined in polynomial time and have polynomial size in n
i.e. conv (X) is a centered convex body. For an integer ϕ, with 2−3ϕ ≤ ε
2M
we define
ε′ := min
{
ε
2
1 + 2R
r
M
, 2−6nϕ
}
which has encoding length polynomial in 〈n〉+〈M〉+〈ε〉 since ϕ can be chosen
such that 〈ϕ〉 is polynomial in 〈ε〉 + 〈M〉. Since we have an optimization
oracle for the deterministic problem, from Theorem 2.29 follows that we
can solve the separation problem for conv (X) in polynomial time (see also
Example 2.30) which also yields an oracle for the membership problem. Hence
by the latter results and the assumptions on U we can use Theorem 2.33
to compute a rational vector x∗ ∈ Bε′(conv (X)) with f(x∗) ≤ f(y) + ε′
for all y ∈ B−ε′(conv (X)), in polynomial time. To prove the theorem we
have to show that x∗ can be rounded to a vector x′ ∈ conv (X) such that
the inequality holds for all y ∈ conv (X). First we may assume M,R ≥ 1,
then ε′ < r so that we can apply Lemma 4.9 and it follows that
f(x∗) ≤ f(y) + ε′(1 + 2R
r
M) ≤ f(y) + ε
2
(4.4)
holds for all y ∈ conv (X). To round x∗ to a point in conv (X) we use
Lemma 2.34 which provides a polynomial time algorithm in the input and 〈ϕ〉
to calculate q ∈ Z and w ∈ Zn with ‖qx∗−w‖ < 2−3ϕ and 1 ≤ q < 24nϕ such
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that x′ := 1
q
w is contained in conv (X) if x∗ ∈ B2−6nϕ (conv (X)). The latter
condition is true since ε′ ≤ 2−6nϕ (see Figure 4.3). Moreover
‖x∗ − x′‖ = 1
q
‖qx∗ − w‖ < 1
q
2−3ϕ
and by the choice of ϕ above we obtain 2−3ϕ ≤ ε
2M
. Hence ‖x∗ − x′‖ < ε
2M
and therefore by Lemma 4.8 we have f(x′) − f(x∗) ≤ ε
2
. Together with
inequality (4.4) we obtain
f(x′) ≤ ε
2
+ f(x∗) ≤ f(y) + ε
for all y ∈ conv (X). Since x′ is rational and 〈x′〉 is polynomial in the input,
from Theorem 2.31 follows the result.
conv (X)
x∗
x′
ε′
2−6nϕ
Figure 4.3: The rounding procedure in the proof of Theorem 4.7. The nearly
optimal point x∗ ∈ Bε (conv (X)) is rounded to the point x′ ∈ conv (X).
In fact the result of the theorem even holds if conv (X) is not full-dimensional.
As explained in Section 6.1.2 in [40] we can achieve a separation algorithm
(and therefore a membership algorithm) for lower dimensional sets by the
following idea which we explain here for the case if conv (X) is (n − 1)-
dimensional. In [39] it was shown that we can calculate a hyperplane H ⊆ Rn
which contains conv (X) in polynomial time by using a combination of the
ellipsoid method and diophantine approximation. Then every point which is
not contained in the hyperplane can be separated by using the hyperplane
itself. So the problem is reduced to the full-dimensional separation problem
in dimension n − 1 which is equivalent to the optimization problem in di-
mension n − 1. The latter results can then be applied to the appropriate
lower-dimensional space with a full-dimensional feasible set.
Proposition 4.10. Assume we have an outer description of conv (X), i.e.
conv (X) = {x ∈ Rn | Tx ≤ w} ,
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and let T ∈ Ql×n and w ∈ Ql have polynomial size. Then as in Example 2.10
we can reformulate Problem (M2[n+ 1]) as
min
{x∈Rn|Tx≤w}
c¯>x+ c¯0 + Ω
√
(x>, 1)Σ−1
(
x
1
)
for ellipsoidal uncertainty sets of the form
U =
{
(c, c0) ∈ Rn+1 | ((c, c0)− (c¯, c¯0))>Σ ((c, c0)− (c¯, c¯0)) ≤ Ω2
}
.
Analogously to Section 3.1.2 this can be transformed to problem
min z
s.t. Ω
∥∥B(x>, 1)>∥∥
2
≤ z − c¯>x− c¯0
Tx ≤ w
x ∈ Rn, z ∈ R
where B is the matrix such that Σ−1 = B>B. The latter problem is of the
form (SOCP) which can be solved in polynomial time in 〈B〉+〈Ω〉+〈(c¯, c¯0)〉+
〈T 〉 + 〈w〉 by the interior point method up to an arbitrary accuracy. Note
that as it is the case for polyhedral uncertainty sets the result in the theorem
is much more general.
4.1.2 Exact Algorithm
The construction in the proof of Theorem 4.7 is mainly based on the results
in [40] which make use of the ellipsoid method. Thus the implicit algorithm
given in the proof is not very practical. In this section we present an algorithm
which is mainly based on the idea of column generation and which works very
well in practice though it is not guaranteed to have polynomial run-time.
In fact the main idea of the algorithm was already presented in [21]. The
algorithm uses two oracles, one for solving the deterministic problem (M)
in Step (5) and one for optimizing over U in Step (4). Hence the algorithm
works for any uncertainty set for which the latter problem can be solved,
e.g. for polyhedral and ellipsoidal uncertainty. Furthermore we can use every
combinatorial algorithm for solving the deterministic problem and therefore
no polyhedral description of conv (X) is needed.
The algorithm, stated below, calculates besides the optimal solution x∗ of
Problem (M2[k]) the corresponding solution set {x(1), . . . , x(n+1)} of Prob-
71
CHAPTER 4. MIN-MAX-MIN UNDER CONVEX UNCERTAINTY
lem (M3) and the coefficients λ1, . . . , λn+1 of the related convex combination
x∗ =
n+1∑
i=1
λix
(i).
The latter are important for the heuristic algorithm in the next section, which
is based on Algorithm 2.
Algorithm 2 Algorithm to solve Problem (M3) for k ≥ n+ 1
Input: U ⊂ Rn+1, X ⊆ {0, 1}n
Output: optimal solution of Problem (M3) and Problem (M2[n+ 1])
1: i := 0
2: choose any x∗0 ∈ X
3: repeat
4: calculate optimal solution (z∗, c∗, c∗0) of
max {z | c>x∗j + c0 ≥ z ∀j = 0, . . . , i, z ∈ R, (c, c0) ∈ U}
5: calculate optimal solution x∗i+1 of
min {(c∗)>x+ c∗0 | x ∈ X}
6: i := i+ 1
7: until (c∗)>x∗i + c
∗
0 ≥ z∗
8: calculate a basic feasible solution of the linear system
z∗ − c∗0 =
∑i
j=0 λj(c
∗)>x∗j ,
∑i
j=0 λj = 1, λ ≥ 0
9: X∗ := {x∗j | λj > 0, j = 0, . . . , i}
10: return X∗ and x∗ :=
∑i
j=0 λjx
∗
j
Theorem 4.11. Algorithm 2 is correct and terminates in finite time.
Proof. First note that for every subset X ′ ⊆ X, by Theorem 2.14 and by
level set transformation we have
min
x∈conv(X′)
max
(c,c0)∈U
c>x+ c0 = max
(c,c0)∈U
min
x∈conv(X′)
c>x+ c0
= max
(c,c0)∈U
{z | z ≤ c>x+ c0 ∀x ∈ conv (X ′)}
= max
(c,c0)∈U
{z | z ≤ c>x+ c0 ∀x ∈ X ′}.
After the termination of the loop in the algorithm (c∗)>x+ c∗0 ≥ z∗ holds for
all x ∈ X. Hence
max
(c,c0)∈U
{z | z ≤ c>x∗j + c0 ∀j = 0, . . . , i} = max
(c,c0)∈U
{z | z ≤ c>x+ c0 ∀x ∈ X}
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and therefore, by the equivalence above
min
x∈conv(x∗0,...,x∗i )
max
(c,c0)∈U
c>x+ c0 = min
x∈conv(X)
max
(c,c0)∈U
c>x+ c0.
Any point x∗ ∈ conv (x∗0, . . . , x∗i ) which has objective value z∗ in scenario
(c∗, c∗0) is an optimal solution of the problem on the left hand side and hence
of Problem (M2[n+ 1]). Note that x∗ calculated by the algorithm has all the
latter properties which follows from the calculations in Step 8. Since λ is a
basic solution of the linear system in Step 8, at most n+1 of the variables λj
are strictly positive and hence |X∗| ≤ n+ 1. Finite run-time follows directly
from the finiteness of X.
Note that the dual problem which has to be solved in Step (4) is continuous.
In particular, for polyhedral uncertainty the problem is a linear problem and
for ellipsoidal uncertainty a quadratic constrained problem. These problems
can be solved very efficiently by standard solvers like CPLEX. In Section 6
the results of our implementations of the algorithm for some combinatorial
problems are presented.
4.2 The Case k < n + 1
In the latter section we showed that Problem (M3) is as easy as the under-
lying problem if we choose k ≥ n + 1. A natural question is: what is the
complexity of Problem (M3) if k < n + 1? Here we have to distinguish be-
tween the cases where k is part of the input or not. Clearly, if k is part of the
input, then the case k = 1 is a special case of the problem. From Table 3.2
and 3.3 we then obtain that Problem (M3) with ellipsoidal and polyhedral
uncertainty is NP -hard for most of the problems in Section 2.4. On the other
hand we will show in this section if k is fixed then Problem (M3) is NP -
hard, even for polyhedral uncertainty sets given by an inner description and
for the unconstrained binary problem. Note that both linear optimization
over a polyhedron given by an inner description and solving the determinis-
tic unconstrained binary problem can be done very efficiently. Even in this
elementary case Problem (M3) for any fixed k is NP -hard.
4.2.1 Complexity
Before we prove the latter result we consider the special case of interval
uncertainty.
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Proposition 4.12. If U = [(a, a0), (b, b0)] ⊂ Rn+1, then for any fixed k,
Problem (M3) is equivalent to the deterministic problem (M).
Proof. Clearly for any x ∈ X the worst case in Problem (M3) is always
obtained in scenario (b, b0) since X ⊆ {0, 1}n and therefore x ≥ 0. Hence
Problem (M2[k]) is equivalent to the deterministic problem
min
x∈X
b>x+ b0.
which proves the result.
From now on instead of (M3) we consider the equivalent Problem (M2[k]) for
fixed k. As a special case of the latter problem we will show that the problem
min
x∈{0,1}n(k)
max
(c,c0)∈U
c>x+ c0 , (M2B[k])
is NP -hard for any fixed k if
U = conv (v1, . . . , vr) + cone (w1, . . . , ws)
with vectors v1, . . . , vr, w1, . . . , ws ∈ Rn+1. In the main proof below we solve
Problem (M2B[k]) over X(k) ∩B instead of X(k), where B is an appropriate
box. In other words, we add linear inequalities to the feasible set X(k). The
following Lemma shows that adding linear inequalities does not make the
problem harder.
Lemma 4.13. Let Y ⊆ Rn. Then the problem
min
x∈Y,Ax≤b
max
(c,c0)∈U
c>x+ c0 (4.5)
with U = conv (v1, . . . , vr) + cone (w1, . . . , ws) is equivalent to the problem
min
x∈Y
max
(c,c0)∈V
c>x+ c0 (4.6)
with V = conv (v1, . . . , vr) + cone
(
w1, . . . , ws, (a1,−b1)>, . . . , (am,−bm)>
)
.
Proof. Given an instance of Problem (4.5), let x be any solution of Prob-
lem (4.6). If x /∈ P := {x ∈ Rn | Ax ≤ b}, then there exists a row ai of A
with a>i x > bi. Hence for any λ ≥ 0
max
(c,c0)∈V
c>x+ c0 ≥ λ
(
a>i x− bi
)
> λ
74
4.2. THE CASE K < N + 1
and therefore max(c,c0)∈V c
>x + c0 = ∞. On the other hand, for any x ∈ P
and for any scenario
(c, c0) = v +
s∑
i=1
µiwi +
m∑
i=1
λi (ai,−bi) ∈ V
where λi, µi ≥ 0 and v ∈ conv (v1, . . . , vr), the objective value is
c>x+ c0 = v>x+
s∑
i=1
µiw
>
i x+
m∑
i=1
λi
(
a>i x− bi
) ≤ v>x+ s∑
i=1
µiw
>
i x.
Therefore the optimal solution is contained in P and its worst case scenario
is obtained in U , which proves the result.
Remark 4.14. Following the proof we observe that the latter lemma is even
true if we replace conv (v1, . . . , vr) by an arbitrary convex set C ⊆ Rn+1.
Note that if we add an exponential number of constraints to the problem,
then Lemma 4.13 states that we also have to add an exponential number of
vectors to U to obtain an equivalent problem without additional constraints.
Remark 4.15. The latter lemma allows to add problem-specific constraints
to the original problem. For example if we want to solve (M3) for the shortest
path problem and if we want all paths to use a certain edge e, we can solve the
problem over Y = XSP (k) and add the constraint xe = 1. On the other hand
assume we have failure scenarios like in the bulk robust approach, e.g. we
know a set of edges Ω ⊆ E such that the failure scenarios are Fe = {e} for all
e ∈ Ω (see Section 3.6). Then we could calculate a set of k paths such that for
each edge e ∈ Ω there always exists at least one of the paths, which does not
use the edge. This could be modeled by solving the problem over Y = XSP (k)
and adding the constraints xe ≤ 1− ε for all e ∈ Ω for an appropriate small
ε > 0. Let E¯ ⊆ E be the set which contains all edges which are used of
at least one x(i) in the solution of the min-max-min problem. Then E¯ is a
feasible solution to the bulk robust shortest path problem.
The following result was already shown in Section 3.1.2 but can also be
obtained as a corollary of the latter lemma.
Corollary 4.16. Problem (M2B[1]) is NP -hard.
Proof. The deterministic knapsack problem 2.45 can be formulated as
min
x∈{0,1}n
a>x≤b
max
(c,c0)∈U
c>x+ c0
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with U = {(c, 0)}. Applying Lemma 4.13 with Y = {0, 1}n to the latter
reformulation, we can model the deterministic knapsack problem in the form
of Problem (M2B[1]) with a polyhedral uncertainty set.
The basic idea to prove that Problem (M2B[k]) is NP -hard is to reduce (M
2
B[k])
to (M2B[k + 1]) and to conclude by induction together with Corollary 4.16.
(M2B [1]) (M
2
B [2]) (M
2
B [k-1]) (M
2
B [k])
Figure 4.4: Reduction of (M2B[1]) to (M
2
B[k])
In the proof below we will refer to the following result which was proved
in [40].
Lemma 4.17 ([40]). Let P be a polyhedron with facet-complexity of at
most ϕ and let y ∈ Qn be a vector whose entries have a common denominator
which is bounded by q. If y ∈ B 1
q
2−2ϕ(P ) then y ∈ P .
In other words, if the facets of a polyhedron have a bounded encoding length,
then any point which is not contained in P must have at least a certain
distance to the polyehdron, depending on the common denominator of the
entries. We can now prove the following theorem which is the basic result of
this section.
Theorem 4.18. For any k ∈ N, Problem (M2B[k]) can be polynomially re-
duced to Problem (M2B[k + 1]).
Proof. The idea of the proof is to reduce minimization over {0, 1}n(k) to
minimization over {0, 1}n+1(k+1). Applying Lemma 4.17 to the center point
c¯ := 1
2
1 ∈ {0, 1}n+1(k + 1) and the polyhedron P := conv (x(1), . . . , x(k+1)),
which has facet-complexity of at most 3(n + 1)3 by Example 2.7, we ob-
tain that either c¯ ∈ P or the Euclidean distance between c¯ and P is at
least 2−6(n+1)
3−1. In particular since
max {|x1|, . . . , |xn+1|} ≥ 1
n+ 1
‖x‖2
we obtain from the latter observation that each set conv
(
x(1), . . . , x(k+1)
)
either contains c¯ or does not intersect the box
B := [c¯− 1
2
d1, c¯+ 1
2
d1] ∩ {x ∈ Rn+1 | xn+1 = 12 − 12d}
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where d := 1
n+1
2−6(n+1)
3−1. The encoding length of d is polynomial in n.
The main step in the proof is now to define an affine bijection
f : {0, 1}n+1(k + 1) ∩B → {0, 1}n(k)× {0}
with f(x) = (1− 1
d
)c¯+ 1
d
x which is used to reduce minimization over {0, 1}n(k)
to minimization over {0, 1}n+1(k+1)∩B (see Figure 4.5). Using Lemma 4.13
to model the box B proves then the result.
(0, 0)
(0, 1)
(1, 0)
(1, 1)
1
2
d
{0, 1}2(2)
B
c¯
Figure 4.5: Bijection f between {0, 1}2(2) ∩B and {0, 1}1(1)× {0}
To prove that f induces a bijection between the two sets {0, 1}n+1(k+1)∩B
and {0, 1}n(k) × {0} let x∗ ∈ {0, 1}n+1(k + 1) ∩ B with x∗ = ∑k+1i=1 λix(i).
Since x∗ ∈ B, we obtain
(f(x∗))n+1 = (1−
1
d
)c¯n+1 +
1
d
(1
2
− 1
2
d) = 0.
Moreover, by the observations above, the center point c¯ is contained in
conv
(
x(1), . . . , x(k+1)
)
. Let c¯ =
∑k+1
i=1 µix
(i). Then
f(x∗) = (1− 1
d
)c¯+ 1
d
x∗ =
k+1∑
i=1
(
(1− 1
d
)µi +
1
d
λi
)
x(i) . (4.7)
Since x∗n+1 > 0, there must exist some j with (x
(j))n+1 = 1. As (f(x
∗))n+1 =
0, we derive (1− 1
d
)µj +
1
d
λj = 0 from (4.7). Hence f(x
∗) ∈ {0, 1}n+1(k) and
since f(x∗)n+1 = 0 we obtain f(x∗) ∈ {0, 1}n(k) × {0}. To show the other
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direction, consider any y∗ ∈ {0, 1}n+1(k) with y∗n+1 = 0. Let y∗ =
∑k
i=1 νix
(i),
then we have
f−1(y∗) = −(d− 1)c¯+ dy∗
=
(
1
2
− 1
2
d
)
1 + d
k∑
i=1
νix
(i)
=
(
1
2
− 1
2
d
) (
x(1) + x¯(1)
)
+ d
k∑
i=1
νix
(i)
where x¯(1) is defined by x¯
(1)
i = 1−x(1)i for all i. This is a convex combination
of the binary vectors x(1), . . . , x(k), x¯(1), hence f−1(y∗) ∈ {0, 1}n+1(k + 1). It
is easy to verify that f−1(y∗) ∈ B. To conclude the proof, we have
min
x∈{0,1}n(k)
max
(c,c0)∈U
c0 + c
>x = min
x∈B∩{0,1}n+1(k+1)
max
(c,c0)∈U
c0 + c
>f(x)
= min
x∈B∩{0,1}n+1(k+1)
max
(c,c0)∈U
c0 + c
>c¯(1− 1
d
) + c>
1
d
x
= min
x∈B∩{0,1}n+1(k+1)
max
(c′,c′0)∈U ′
c′0 + (c
′)>x
where U ′ is the image of U under the linear map
(c, c0) 7→ (1dc, c0 + (1− 1d)c>c¯)) .
Together with Lemma 4.13, modeling the box B by linear inequalities, this
proves the result.
By induction, the result of Theorem 4.18 together with Corollary 4.16 yields
the final result.
Corollary 4.19. Problem (M3) is NP -hard for any fixed k ∈ N, even if U is
a polyhedron given by an inner description and X = {0, 1}n.
To conclude this section we remark that by the latter result we also obtain
NP -hardness of the K-adaptability problem (K-AR) for polyhedral uncer-
tainty sets, since (M2B[k]) is the special case where no first stage variables
exist.
4.2.2 Heuristic Algorithm
In the previous section we showed that Problem (M3) is NP -hard for any
fixed k, even for the binary unconstrained problem, which can be solved triv-
ially in linear time in its deterministic version. This gives the motivation for
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a heuristic algorithm to solve Problem (M3) for any k < n+1. In our compu-
tations it is often the case that an optimal solution x∗ of Problem (M2[n+ 1])
only uses significantly less than n + 1 solutions (see Chapter 6). This is the
case if the optimal solution x∗ is contained in a lower-dimensional convex hull
x∗ ∈ conv (x(1), . . . , x(m)) with m < n + 1. The main idea of the heuristic
algorithm which we present in this section is to first calculate an optimal
solution {x(1), . . . , x(n+1)} of Problem (M3) for k = n+ 1, which can be done
efficiently for tractable combinatorial problems. Afterwards we choose the k
vectors with the largest coefficients λi in the convex combination of x
∗ in
Step (2) of Algorithm 1.
Algorithm 3 Heuristic algorithm for Problem (M3) for k < n+ 1
Input: convex U ⊆ Rn+1, X ⊆ {0, 1}n, k ∈ N with 1 ≤ k < n+ 1, ε ∈ (0, 1)
Output: feasible solution of Problem (M3)
1: calculate an optimal solution x∗ of (M2[n+ 1]) up to accuracy ε, using
Theorem 4.7
2: calculate x(1), . . . , x(n+1) ∈ X, coefficients λ1, . . . , λn+1 ≥ 0 with∑n+1
i=1 λi = 1, x
∗ =
∑n+1
i=1 λix
(i), using Lemma 2.31
3: sort the λi in decreasing order λi1 ≥ . . . ≥ λin+1
4: return {x(i1), . . . , x(ik)}
Theorem 4.20. Let k ∈ {1, . . . , n} and ε ∈ (0, 1). Let conv (X) be full-
dimensional and U as in Section 4.1.1. Given an optimization oracle for the
certain problem
c 7→ min
x∈X
c>x,
Algorithm 3 calculates in polynomial time a solution of Problem (M3) with
an additive error of at most M
√
n(n+1−k)
k+1
+ ε.
Proof. By Theorem 4.7 and 2.31, Algorithm 3 has polynomial run-time un-
der the given assumptions. Let xk ∈ X(k) be an optimal solution for Prob-
lem (M2[k]) and let
xa :=
k−1∑
j=1
λijx
(ij) +
( n+1∑
j=k
λij
)
x(ik) ∈ X(k).
79
CHAPTER 4. MIN-MAX-MIN UNDER CONVEX UNCERTAINTY
Since X(k) ⊆ X(n+ 1) and by the optimality of x∗, we have
max
(c,c0)∈U
c>xa + c0 −max
c∈U
c>xk + c0 ≤ max
(c,c0)∈U
c>xa + c0 − max
(c,c0)∈U
c>x∗ + c0
≤ max
c∈U
c>(xa − x∗)
≤ max
c∈U
‖c‖‖xa − x∗‖
≤ M
∥∥∥ n+1∑
j=k+1
λij(x
(ik) − x(ij))
∥∥∥.
By the decreasing order of λij , we have λij ≤ 1j . Additionally, as X ⊆ {0, 1}n,
we know ‖x(ik) − x(ij)‖ ≤ √n. Therefore
∥∥∥ n+1∑
j=k+1
λij(x
(ik) − x(ij))
∥∥∥ ≤ √n n+1∑
j=k+1
1
j
≤ √nn+ 1− k
k + 1
.
Together with the acurracy ε > 0 from Step (1) this implies the result.
For fixed U and n, the error bound given in Theorem 4.20 is strictly monoto-
nously decreasing with growing k ≤ n + 1. For k = n + 1, it coincides
with ε. In Section 6.2 we give a practical proof that the heuristic algorithm
performs very well for the shortest path problem on the instances studied
in [41]. Nevertheless the following example shows that the additive error
from Theorem 4.20 can be arbitrarily large.
Example 4.21. Consider the set X := {x ∈ {0, 1}n | 1>x ≤ 1}, so
that conv (X) is a simplex. For α > 0, we define an ellipsoid
Uα = {c ∈ Rn | (c+ 1)>Σα(c+ 1) ≤ 1} ,
where the inverse matrix of Σα is defined by
Σ−1α =
1
4
11> + α
(
n∑
i=2
viv
>
i
)
and 1, v2, . . . , vn is an orthogonal basis in Rn (see Figure 4.6). Note that Σ−1α
is positive definite. Then the objective function of Problem (M2[n+ 1]) can
be reformulated as
max
c∈Uα
c>x = −1>x+
√√√√1
4
(x>1)2 + α
(
n∑
i=2
(x>vi)2
)
. (4.8)
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We define 1⊥ =
{
x ∈ Rn | x>1 = 0}. Since conv (X) ⊂ Rn+ we have
1⊥ ∩ conv (X) = {0} .
Therefore any point x ∈ conv (X) which is not 0 has a representation
x = λ11 +
n∑
i=2
λivi
with λ1 6= 0. Substituting in (4.8) we obtain that for any x of the latter form
the vector x¯ = λ11 has a strictly smaller objective value than x. Therefore
any optimal solution x∗ is of the form x∗ = λ1 with λ ∈ R. Substituting
again in (4.8) we obtain that for an optimal solution λ ≥ 0 must hold and
max
c∈Uα
c>(λ1) = −1
2
λn < 0.
Then the unique λ which minimizes the latter expression under the con-
dition that λ1 ∈ conv (X) is λ = 1
n
. Hence x∗ = 1
n
1 is the unique op-
timal solution. The only possible representation as a convex combination
of elements of X is x∗ =
∑n
i=1
1
n
ei. Hence, for k ≤ n, the heuristic will
choose a random set X∗ ⊆ {e1, . . . , en}. Assume without loss of generality
that X∗ = {e1, . . . , ek}. Since conv (X∗) has at least a certain distance δ > 0
to 1⊥ and to 0 there must exist a µ > 0 such that for each x ∈ conv (X∗) at
least one vi exists such that x
>vi ≥ µ. From this observation follows that
n∑
i=2
(x>vi)2 ≥ µ2
for each x ∈ conv (X∗). Furthermore x>1 = 1 for each x ∈ conv (X∗),
and therefore the objective value of the heuristic solution X∗, which is the
optimum of
min
x∈X∗(k)
max
c∈Uα
c>x,
becomes arbitrarily large with growing α. On contrary every X(k) contains
the zero vector with objective value zero.
81
CHAPTER 4. MIN-MAX-MIN UNDER CONVEX UNCERTAINTY
λ1
vi
1
n
1
Uα
−1
conv (X)
Figure 4.6: The ellipsoid Uα.
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Chapter 5
Min-max-min Robustness
under Discrete Uncertainty
In this section we analyze the complexity of Problem (M3) if the uncertainty
set U = {c1, . . . , cm} ⊂ Rn+1 is finite. The strictly robust approach (M2) with
discrete uncertainty is NP -hard for many combinatorial problems, as we have
seen in Section 3.1. In this section we show that these results can be extended
to Problem (M3). This is in contrast to the results for convex uncertainty sets
in Section 4.1. Nevertheless we will show that for a fixed number of scenarios
a pseudopolynomial algorithm exists for all combinatorial problems whose
strictly robust version can be solved in pseudopolynomial time. Furthermore
we show that (M3) admits an FPTAS if the strictly robust version of the
problem admits an FPTAS or if the related multicriteria problem admits an
FPTAS. An overview of the complexity results proved in this section can be
found in Table 5.1. For the shortest path problem we assume U ⊂ Rn+1+ .
Note that the approximation results are only valid for a constant number of
scenarios. Before we prove the before mentioned complexity results we give
Problem Constant |U | Non-constant |U | Approximation
Shortest Path weakly NP -hard strongly NP -hard FPTAS
Spanning Tree weakly NP -hard strongly NP -hard FPTAS
Assignment NP -hard strongly NP -hard ?
Knapsack weakly NP -hard strongly NP -hard FPTAS
Min-Cut polynomial strongly NP -hard FPTAS
Min s-t-Cut strongly NP -hard strongly NP -hard ?
Unconstrained NP -hard NP -hard ?
Table 5.1: Complexity of problem (M3) for discrete U .
a motivating example which shows that Problem (M3) can yield an optimal
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value which is arbitrarily better than the optimal value of Problem (M2) even
for k = 2.
Example 5.1. Consider the graph G = (V,A) with V = {s, t} and A =
{a1, a2, a3} where ai = (s, t) for each i:
s t
a1
a2
a3
Define the following scenarios U = {c1, c2, c3}, where the j-th component
of ci is the cost of edge aj in scenario i,
c1 =
 1m
m+ 1
 , c2 =
m+ 1m
1
 , c3 =
11
1

where m is any positive integer. The optimal solution of Problem (M2) is a2
with objective value m. Problem (M3) with k = 2 yields the optimal solu-
tion {a1, a3} and an optimal value of 1.
5.1 Complexity
In this section we investigate the complexity of Problem (M3) for discrete
uncertainty sets. Note that the important result of Lemma 4.1, which is the
basis of the complexity results of Section 4.1.1, is not applicable for discrete
uncertainty sets, since U is not convex. For the strictly robust problem (M2)
it is possible to replace U by its convex hull (see Theorem 3.5) to obtain a
convex uncertainty set. This approach does not yield an equivalent problem
for (M3) as the following example shows.
Example 5.2. Consider again Example 5.1, with an optimal value of 1 for
the min-max-min problem (M3) with k = 2. If we replace U by its convex
hull and consider the scenario
1
2
(c1 + c2) =
12m+ 1m
1
2
m+ 1
 ∈ conv (U) ,
then we derive
max
c∈conv(U)
min{c>x(1), c>x(2)} ≥ 1
2
m+ 1
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for all x(1), x(2) ∈ X which yields a strictly larger optimal value for any
m ∈ N.
Finally we prove for all combinatorial problems defined in Section 2.4, except
for the general min-cut problem, that their min-max-min versions (M3) are
NP -hard for a fixed number of scenarios. All the proofs rely on the same idea.
We reduce Problem (M2) to Problem (M3) by adding k− 1 new solutions to
the given instance of the min-max version of the problem. Then we define new
scenarios, such that each of the k− 1 new solutions must be contained in an
optimal solution of (M3). For appropriately chosen scenarios the remaining
k-th solution in any optimal solution of (M3) is then the optimal solution
of Problem (M2). Since the latter construction depends heavily on the given
combinatorial problem, we show the result for all problems separately in the
following subsections. An easy observation which is true for any combinatorial
problem is the following.
Proposition 5.3. Let U = {(c1, (c1)0), . . . , (cm, (cm)0)} ⊂ Rn+1. If k ≥ m,
then Problem (M3) can be reduced to the underlying deterministic problem.
Proof. Let x(i) ∈ X be an optimal solution of the deterministic problem
min
x∈X
c>i x+ (ci)0
for all i = 1, . . . ,m. Then
{
x(1), . . . , x(m)
}
is clearly an optimal solution of
Problem (M3).
Hence in the following we restrict ourselves to the case k < m.
5.1.1 Shortest Path Problem
Theorem 5.4. For the shortest path problem on a graph G and for a discrete
uncertainty set U = {c1, . . . , cm}, we can polynomially reduce Problem (M2)
to Problem (M3) with at least m+ k − 1 scenarios, for any fixed k < m.
Proof. Instead of (M2) we consider the equivalent Problem (M20) (see The-
orem 3.1). For any given instance of the min-max shortest path problem,
i.e., a directed graph G = (V,E), nodes s, t ∈ V and an uncertainty set
U = {c1, . . . , cm} with ci ≥ 0 for all i, we define the graph Gspk := (V spk , Espk )
with V spk := V ∪ {v1, . . . , vk−1} and
Espk := E ∪ {li = (s, vi) , ri = (vi, t) : i = 1, . . . , k − 1} .
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In fact we add k − 1 new paths pist := (li, ri) to the graph G. The latter
construction is shown in Figure 5.1. The idea of the proof is to define scenarios
on Gspk that force the min-max-min problem to choose each of the new paths
as one solution. The remaining k-th solution then is the optimal min-max
solution in G. To this end, we define scenarios c¯1, . . . , c¯m on G
sp
k by extending
every scenario ci ∈ U by M on the edges r1, . . . , rk−1, where M is a sufficiently
large number that can be chosen as
M :=
m∑
i=1
|E|∑
j=1
(ci)j + 1.
Then we add scenarios d1, . . . , dk−1 such that in scenario di all edges in G
and all edges r1, . . . , rk−1 have cost M , except for edge ri which has cost zero.
The edges l1, . . . , lk−1 have zero cost in all scenarios. Note that we only added
the k−1 new nodes and therefore the edges l1, . . . , lk−1 to avoid multigraphs.
Now if we choose a solution
{
x(1), . . . x(k)
}
of the min-max-min shortest-path
v1
v2
v3
s t
G
Figure 5.1: The graph Gspk for k = 4.
problem on Gspk where x
(1), . . . , x(k−1) are the added paths pist and x
(k) is any
feasible solution in G then for the objective value holds
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) < M,
since on c¯i the minimum is attained by x
(k) and therefore, by the definition
of M , it is strictly lower than M . On the other hand on di the minimum is
attained by x(i) and hence is 0. So we know that every optimal solution of
the min-max-min problem on the graph Gspk must contain the paths p
i
st since
otherwise, if for any i0 the path p
i0
st is not contained, then in scenario di0 the
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minimum mini=1,...,k c
>x(i) is greater or equal M and therefore
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) ≥M
which cannot be optimal by the observation above. On the other hand,
by the same reasoning applied to the scenarios c¯i, in every optimal solu-
tion there must be contained a solution which only uses edges in G. So let{
x(1), . . . , x(k)
}
be an optimal solution where w.l.o.g. x(k) is the path in G
and x(i) is the path pist for i = 1, . . . k − 1. Then we have
max
c∈{d1,...,dk−1}
min
i=1,...,k
c>x(i) = 0
by definition of the scenarios {d1, . . . , dk−1}. On the other hand
max
c∈{c¯1,...,c¯m}
min
i=1,...,k
c>x(i) = max
c∈{c1,...,cm}
c>x(k) > 0
and therefore
min
x(1),...,x(k)∈X
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) = min
x∈X
max
c∈{c1,...,cm}
c>x.
and the min-max optimal solution must be contained in
{
x(1), . . . , x(k)
}
.
Corollary 5.5. For any fixed k ∈ N and fixed m > k, Problem (M3) is
NP -hard for the shortest path problem for uncertainty sets U with |U | = m.
Proof. Problem (M2) for the shortest path problem is NP -hard for m ≥ 2
(see Table 3.1). From Theorem 5.4 we derive that the min-max-min variant of
the same problem is NP -hard if the number of scenarios is at least k+ 1.
Note that by Proposition 5.3 for k ≥ m Problem (M3) can be solved in
polynomial time for the shortest path problem. Therefore the restriction to
m > k is necessary.
Corollary 5.6. For any fixed k ∈ N, Problem (M3) with discrete U is
strongly NP -hard for the shortest path problem.
Proof. The min-max variant of the shortest path problem is strongly NP -
hard if the number of scenarios is not constant (see Table 3.1). The result
follows since all numbers in the construction in the proof of Theorem 5.4 are
polynomial in |U |.
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5.1.2 Spanning Tree Problem
Theorem 5.7. For the minimum spanning-tree problem on a graph G with
at least k nodes and for a discrete uncertainty set U = {c1, . . . , cm}, we can
polynomially reduce Problem (M2) to Problem (M3) with at least m+ k− 1
scenarios, for any fixed k < m.
Proof. Instead of (M2) we consider the equivalent Problem (M20) (see The-
orem 3.1). The proof is similar to the proof of Theorem 5.4. Let a graph
G = (V,E) with |V | ≥ k and an uncertainty set U = {c1, . . . , cm} be
given. We then define the graph Gstk := (V
st
k , E
st
k ) with V
st
k := V ∪ {w}
and Estk := E ∪ {fi = {vi, w} : i = 0 . . . , k − 1} where the vi are arbitrary
pairwise different nodes in G. In fact we add one node and connect it to k
different nodes with exactly one edge. The latter construction is shown in
Figure 5.2. Again the idea of the proof is to define scenarios on Gstk that force
v0 v2
v1
w
G
f0
f1
f2
Figure 5.2: The graph Gstk for k = 3.
the min-max-min problem to choose solutions which use exactly one of the
new edges each. Note that a feasible solution could use all of the new edges
simultaneously. To this end, we define scenarios c¯1, . . . , c¯m on G
st
k by extend-
ing every scenario ci ∈ U by zero on f0 and by 2M on the edges f1, . . . , fk−1,
where M can be chosen as
M :=
m∑
i=1
|E|∑
j=1
|(ci)j|+ 1.
Then we add scenarios d1, . . . dk−1 such that in scenario di all edges in G have
cost M and all edges f0, . . . , fk−1 have cost (|V |+ 1)M , except for edge fi
which has cost −|V |M . Now if we choose a solution {x(0), . . . x(k−1)} of the
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min-max-min spanning-tree problem on Gstk , where x
(i) uses edge fi and none
of the other new edges to connect node w, then for the objective value holds
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=0,...,k−1
c>x(i) < M,
since on c¯i the minimum is attained by x
(0) and therefore, by the definition
of M , it is strictly lower than M . On the other hand on di the minimum is
attained by x(i) and is exactly −M since any spanning-tree in G uses exactly
|V | − 1 edges. Therefore we know that every optimal solution of the min-
max-min problem on the graph Gstk must contain for each edge fi a solution
which only uses edge fi under the new edges. Otherwise, if for any fi0 this
is not true, then, if i0 ≥ 1, in scenario di0 the minimum mini=1,...,k c>x(i) is
greater or equal to M and therefore
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=0,...,k−1
c>x(i) ≥M
which cannot be optimal by the observation above. If i0 = 0 by the same
reasoning applied to the scenarios c¯i every optimal solution must contain
a solution which only uses edge f0. So let
{
x(0), . . . , x(k−1)
}
be an optimal
solution like above. Then we have
max
c∈{d1,...,dk−1}
min
i=0,...,k−1
c>x(i) = −M
by definition of the scenarios {d1, . . . , dk−1}. On the other hand
max
c∈{c¯1,...,c¯m}
min
i=0,...,k−1
c>x(i) = max
c∈{c1,...,cm}
c>x(0) > −M
and therefore
min
x(1),...,x(k)∈X
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) = min
x∈X
max
c∈{c1,...,cm}
c>x.
and the min-max optimal solution must be contained in
{
x(0), . . . , x(k−1)
}
.
Note that the spanning-tree problem on graphs with less than k nodes can
be extended to graphs with at least k nodes by adding extra nodes and
connecting them with exactly one edge to one of the nodes of the original
graph. A solution for the original problem can be obtained by projecting
the solution on the extended graph to the original graph. Therefore it is no
restriction to consider only graphs with at least k nodes.
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Corollary 5.8. For any fixed k ∈ N and fixed m > k, Problem (M3) is
NP -hard for the minimum spanning-tree problem for uncertainty sets U
with |U | = m.
Proof. Problem (M2) for the minimum spanning-tree problem is NP -hard
for m ≥ 2 (see Table 3.1). From Theorem 5.7 we derive that the min-max-
min variant of the same problem is NP -hard if the number of scenarios is at
least k + 1.
Note that by Proposition 5.3 for k ≥ m Problem (M3) can be solved in
polynomial time for the minimum spanning-tree problem. Therefore the re-
striction to m > k is necessary.
Corollary 5.9. For any fixed k ∈ N, Problem (M3) with discrete U is
strongly NP -hard for the minimum spanning-tree problem.
Proof. The min-max variant of the minimum spanning-tree problem is strong-
ly NP -hard if the number of scenarios is not constant (see Table 3.1). The
result follows since all numbers in the construction in the proof of Theo-
rem 5.7 are polynomial in |U |.
5.1.3 Assignment Problem
Theorem 5.10. For the assignment problem on a graph G and for a discrete
uncertainty set U = {c1, . . . , cm}, we can polynomially reduce Problem (M2)
to Problem (M3) with at least m+ k − 1 scenarios, for any fixed k < m.
Proof. Instead of (M2) we consider the equivalent Problem (M20) (see Theo-
rem 3.1). The proof is similar to the previous proofs. For a given instance of
the min-max assignment problem, i.e. a bipartite graph G = (V,W,E) and an
uncertainty set U = {c1, . . . , cm}, we define the graph Gask := (V ask ,W ask , Eask )
with V ask := V ∪ {v1, . . . , vk−1}, W ask = W ∪ {w1, . . . , wk−1} and
Eask := E ∪ {fij = {vi, wj} : i, j = 1, . . . , k − 1} .
The latter construction is shown in Figure 5.3. Note that any feasible solution
on Gask must induce a perfect matching in G and a perfect matching in the
subgraph with nodes v1, . . . , vk−1 and w1, . . . , wk−1. The idea of the proof is
to define scenarios on Gask that force the min-max-min problem to choose k
solutions x(i) such that for each i = 1, . . . , k − 1 solution x(i) uses edge fii
but non of the edges fjj for j 6= i and solution x(k) uses all the edges fii. To
90
5.1. COMPLEXITY
v1
v2
v3
w1
w2
w3
G
Figure 5.3: The graph Gask for k = 4.
this end, we define scenarios c¯1, . . . , c¯m on G
as
k by extending every scenario
ci ∈ U by zero on the edges fii for all i = 1 . . . , k− 1 and by 2M on all other
edges. Here M can be chosen as
M :=
m∑
i=1
|E|∑
j=1
|(ci)j|+ 1.
Then we add scenarios d1, . . . dk−1 such that in scenario di the edges fjj
have cost 3M for j 6= i and edge fii has cost −2M . Furthermore for any i
each edge fij for j = 1, . . . , k − 1 and j 6= i has cost 3M . All other edges
have cost 0. Now we choose a solution
{
x(1), . . . x(k)
}
of the min-max-min
assignment problem on Gask , such that for each i = 1, . . . , k − 1 solution x(i)
uses edge fii and none of the edges fjj for j 6= i and solution x(k) uses all
edges fjj for each j = 1, . . . , k − 1. Note that there always exists a perfect
matching in Gask with the latter properties if a perfect matching in the original
graph G exists. For solutions with the latter properties the objective value is
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) < M,
since on c¯i the minimum is attained by x
(k) and therefore, by the definition
of M , it is strictly lower than M . On the other hand on di the minimum is
attained by x(i) and is smaller than −M . Therefore we know that every opti-
mal solution of the min-max-min problem on the graph Gask must contain for
each edge i = 1 . . . , k− 1 a solution with the property of x(i) since otherwise
if this is not true every solution has to use one of the edges fij with j 6= i
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which all have cost 3M in scenario di. Therefore in scenario di the minimum
mini=1,...,k c
>x(i) is greater than M and therefore
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) ≥M
which cannot be optimal by the observation above. By the same reasoning
applied to the scenarios c¯i, in every optimal solution there must be contained
a solution which uses all edges fii for i = 1, . . . , k − 1. So let
{
x(1), . . . , x(k)
}
be an optimal solution with the properties like above. Then we have
max
c∈{d1,...,dk−1}
min
i=1,...,k
c>x(i) < −M
by the reasoning above. On the other hand
max
c∈{c¯1,...,c¯m}
min
i=1,...,k
c>x(i) = max
c∈{c1,...,cm}
c>x(k) > −M
and therefore
min
x(1),...,x(k)∈X
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) = min
x∈X
max
c∈{c1,...,cm}
c>x.
and the min-max optimal solution must be contained in
{
x(1), . . . , x(k)
}
.
Corollary 5.11. For any fixed k ∈ N and fixed m > k, Problem (M3) is
NP -hard for the assignment problem for uncertainty sets U with |U | = m.
Proof. The Problem (M2) for the minimum assignment problem is NP -hard
for m ≥ 2 (see Table 3.1). From Theorem 5.10 we derive that the min-max-
min variant of the same problem is NP -hard if the number of scenarios is at
least k + 1.
Note that by Proposition 5.3 for k ≥ m Problem (M3) can be solved in
polynomial time for the assignment problem. Therefore the restriction to
m > k is necessary.
Corollary 5.12. For any fixed k ∈ N, Problem (M3) with discrete U is
strongly NP -hard for the assignment problem.
Proof. The min-max variant of the assignment problem is strongly NP -hard
if the number of scenarios is not constant (see Table 3.1). The result fol-
lows since all numbers in the construction in the proof of Theorem 5.10 are
polynomial in |U |.
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5.1.4 Minimum Cut Problem
Theorem 5.13. For the minimum s-t-cut problem on a connected graph G
and for a discrete uncertainty set U = {c1, . . . , cm}, we can polynomially
reduce Problem (M2) to Problem (M3) with at least m+ k− 1 scenarios, for
any fixed k < m.
Proof. Instead of (M2) we consider the equivalent Problem (M20) (see Theo-
rem 3.2). The proof is similar to the proofs in the previous sections. Let a con-
nected graph G = (V,E) and an uncertainty set U = {c1, . . . , cm} be given.
We then define the graph Gcutk := (V
cut
k , E
cut
k ) with V
cut
k := V ∪{v0, . . . , vk−1}
and
Ecutk := E ∪ {li = (s, vi) , ri = (vi, t) : i = 0, . . . , k − 1} .
Note that the graph is constructed analogously to the graph Gsp in the proof
of Theorem 5.4 but we add one more path. The latter construction is shown
in Figure 5.4. Note that for any feasible solution δ(S) either the edge li or the
v0
v1
v2
s t
G
Figure 5.4: The graph Gcutk for k = 3.
edge ri is contained in δ(S) for each i = 0, . . . , k−1, but not both. The idea of
the proof is to define scenarios on Gcutk that force the min-max-min problem
to choose k solutions which use only the edge ri for each i = 0, . . . , k − 1.
Note that a feasible solution could use all of the edges ri simultaneously. To
this end, we define scenarios c¯1, . . . , c¯m on G
cut
k by extending every scenario
ci ∈ U by zero on l1, . . . , lk−1 and r0 and by 2M on r1, . . . , rk−1 and l0. Here
M can be chosen as
M :=
m∑
i=1
|E|∑
j=1
|(ci)j|+ 1.
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Then we add scenarios d1, . . . dk−1 such that in scenario di all edges in G
and all edges l0, . . . , lk−1 have cost 0 except edge li which has cost 2M .
Furthermore all edges r0, . . . , rk−1 have cost 2M , except for edge ri which
has cost −M . Now if we choose a solution {x(0), . . . x(k−1)} of the min-max-
min s-t-cut problem on Gcutk , where x
(i) uses edge ri and all edges lj with
j 6= i, then for the objective value holds
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=0,...,k−1
c>x(i) < M,
since on c¯i the minimum is attained by x
(0) and therefore, by the definition
of M , it is strictly lower than M . On the other hand on di the minimum is
attained by x(i) and is exactly −M . Therefore we know that every optimal
solution of the min-max-min problem on the graph Gcutk must contain for each
edge ri a solution which only uses edge ri under the new edges r0, . . . , rk−1.
Otherwise, if for any ri0 this is not true, then edge li0 must be used. In the
case if i0 ≥ 1, in scenario di0 the minimum mini=1,...,k c>x(i) is then greater
or equal to M and therefore
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=0,...,k−1
c>x(i) ≥M
which cannot be optimal by the observation above. In the case if i0 = 0 by
the same reasoning applied to the scenarios c¯i, in every optimal solution there
must be contained a solution which only uses edge r0. So let
{
x(0), . . . , x(k−1)
}
be an optimal solution with the properties like above. Then we have
max
c∈{d1,...,dk−1}
min
i=0,...,k−1
c>x(i) = −M
by the reasoning above. On the other hand
max
c∈{c¯1,...,c¯m}
min
i=0,...,k−1
c>x(i) = max
c∈{c1,...,cm}
c>x(0) > −M
and therefore
min
x(1),...,x(k)∈X
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) = min
x∈X
max
c∈{c1,...,cm}
c>x.
and the min-max optimal solution must be contained in
{
x(0), . . . , x(k−1)
}
.
Corollary 5.14. For any fixed k ∈ N and fixed m > k, Problem (M3) is
strongly NP -hard for the minimum s-t-cut problem for uncertainty sets U
with |U | = m.
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Proof. Problem (M2) for the minimum s-t-cut problem is strongly NP -hard
for m ≥ 2 (see Table 3.1). From Theorem 5.13 and since all numbers in the
proof remain of polynomial size, we derive that the min-max-min variant
of the same problem is strongly NP -hard if the number of scenarios is at
least k + 1.
Note that by Proposition 5.3 for k ≥ m Problem (M3) can be solved in
polynomial time for the minimum s-t-cut problem. Therefore the restriction
to m > k is necessary.
As we have seen in Table 3.1 Problem (M2) for the normal minimum cut
problem is strongly NP -hard if we assume the number of scenarios to be part
of the input. In the following we show that this also holds for Problem (M3).
Theorem 5.15. For the minimum cut problem on a connected graph G and
for a discrete uncertainty set U = {c1, . . . , cm}, we can polynomially reduce
Problem (M2) to Problem (M3) with at least m+ k − 1 scenarios.
Proof. The result can be proved analogously to the proof of Theorem 5.13
by using the graph G¯cutk :=
(
V¯ cutk , E¯
cut
k
)
with V¯ cutk := V ∪ {v0, . . . , vk−1} and
E¯cutk := E ∪ {fi = (w, vi) : i = 0, . . . , k − 1}
for an arbitrary node w ∈ V . The latter construction is shown in Figure 5.5.
w
v1v0 v2
G
f0 f1 f2
Figure 5.5: The graph G¯cutk for k = 3.
Corollary 5.16. For any fixed k ∈ N, Problem (M3) is strongly NP -hard
for the minimum cut problem for discrete uncertainty sets U .
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Proof. Problem (M2) for the minimum cut problem is strongly NP -hard if the
number of scenarios is part of the input (see Table 3.1). From Theorem 5.13
and since all numbers in the proof remain of polynomial size, we derive that
the min-max-min variant of the same problem is strongly NP -hard if the
number of scenarios is at least k + 1.
5.1.5 Unconstrained Binary Problem
Theorem 5.17. For the unconstrained binary problem and for a discrete
uncertainty set U = {c1, . . . , cm}, we can polynomially reduce Problem (M2)
to Problem (M3) with at least m+ k − 1 scenarios, for any fixed k < m.
Proof. Instead of (M2) we consider the equivalent Problem (M20) (see Theo-
rem 3.2). The proof relies on the same idea as the previous proofs. Given an
instance of the min-max version of the unconstrained binary problem
min
x∈{0,1}n
max
c∈U
c>x
where U = {c1, . . . , cm} ⊂ Rn, we define an instance of the unconstrained
binary problem in dimension n+ k − 1 with the scenario set
U ′ = {c¯1, . . . , c¯m, d1, . . . , dk−1} ⊂ Rn+k−1.
Here we define the scenarios by
c¯i =

ci
3M
...
3M

for i = 1 . . . ,m and
di = 2M1− 4Men+i
for i = 1, . . . , k − 1 where 1 ∈ Rn+k−1. The parameter M can be chosen as
M :=
m∑
i=1
|E|∑
j=1
|(ci)j|+ 1.
Now consider a feasible solution
{
x(1), . . . x(k)
} ⊂ {0, 1}n+k−1 of the min-
max-min problem
min
x(1),...,x(k)∈{0,1}n+k−1
max
c∈U ′
min
i=1,...,k
c>x(i)
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with x(i) = en+i for each i = 1, . . . , k − 1 and a solution x(k) which fulfills
x
(k)
j = 0 for all j = n + 1, . . . , n + k − 1 and c¯>i x(k) ≤ 0 for all i = 1, . . . ,m.
Since the zero vector is a feasible solution we can always find a solution which
fulfills the latter conditions. Then for the objective value holds
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) ≤ 0,
since on c¯i the minimum is attained by x
(k) and therefore it is lower or
equal to 0. On the other hand on di the minimum is attained by x
(i) and is
exactly −2M . If the optimal value of (M3) is 0 then an optimal solution of
Problem (M20) must be the zero vector since if there would exist a solution
with objective value strictly lower than 0 for (M20) we could replace x
(k) above
by this solution. This would yield a strictly negative objective value for (M3)
as well. In the case that the objective value of (M3) is strictly lower than 0
we can show that every optimal solution of the min-max-min problem must
contain all solutions en+i for i = 1, . . . , k − 1. Otherwise, if any en+i0 is not
contained, then in scenario di0 the minimum mini=1,...,k c
>x(i) is greater or
equal to 0 and therefore
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) ≥ 0
which cannot be optimal by the assumption above. On the other hand a
solution x with xn+i = 0 for i = 1, . . . , k − 1 must be also contained in the
optimal solution by the same reasoning for scenarios c¯i. So let
{
x(1), . . . , x(k)
}
be an optimal solution with the properties like above. Then we have
max
c∈{d1,...,dk−1}
min
i=1,...,k
c>x(i) = −2M
by the reasoning above. On the other hand
max
c∈{c¯1,...,c¯m}
min
i=1,...,k
c>x(i) = max
c∈{c1,...,cm}
c>x(k) > −2M
by the definition of M and therefore
min
x(1),...,x(k)∈X
max
c∈{c¯1,...,c¯m,d1,...dk−1}
min
i=1,...,k
c>x(i) = min
x∈X
max
c∈{c1,...,cm}
c>x
and the min-max optimal solution must be contained in
{
x(1), . . . , x(k)
}
.
Corollary 5.18. For any fixed k ∈ N and fixed m > k, Problem (M3) is NP -
hard for the binary unconstrained problem for uncertainty sets U with |U | =
m.
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Proof. The Problem (M2) for the binary unconstrained problem is NP -hard
for m ≥ 2 (see Table 3.1). From Theorem 5.17, we derive that the min-max-
min variant of the same problem is NP -hard if the number of scenarios is at
least k + 1.
Note that by Proposition 5.3 for k ≥ m Problem (M3) can be solved in poly-
nomial time for the binary unconstrained problem. Therefore the restriction
to m > k is necessary.
5.1.6 Knapsack Problem
Theorem 5.19. For the knapsack problem and for a discrete uncertainty set
U = {c1, . . . , cm}, we can polynomially reduce Problem (M2) to Problem (M3)
with at least m+ k − 1 scenarios, for any fixed k < m.
Proof. Instead of (M2) we consider the equivalent Problem (M20) (see Theo-
rem 3.2). The proof is very similar to the proof of Theorem 5.17. Given an
instance of the min-max version of the knapsack problem
min
x∈{0,1}n
a>x≤b
max
c∈U
c>x
where U = {c1, . . . , cm} ⊂ Rn, we define an instance of the knapsack problem
in dimension n + k − 1 with weight vector a¯ = (a, 0) and the same b as for
the original instance. We define the scenario set
U ′ = {c¯1, . . . , c¯m, d1, . . . , dk−1} ⊂ Rn+k−1
where all scenarios are defined analogously like in the proof of Theorem 5.17
considering a maximization problem now. We can show analogously to the
proof of Theorem 5.17 that, if the optimal value is not 0, each optimal solution
of problem
min
x(1),...,x(k)∈{0,1}n
a¯>x(i)≤b i=1,...,k
max
c∈U ′
min
i=1,...,k
c>x(i)
must contain solution x(i) = en+i for each i = 1, . . . , k − 1 and a solution
x(k) which fulfills x
(k)
j = 0 for all j = n + 1, . . . , n + k − 1 and c¯>i x(k) ≤ 0
for all i = 1, . . . ,m. Again we can show that x(k) projected to the first n
dimensions then has to be the optimal solution of (M20). If the optimal value
of the created min-max-min instance is 0 then again the zero vector must be
the optimal solution of Problem (M20).
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Corollary 5.20. For any fixed k ∈ N and fixed m, Problem (M3) is NP -hard
for the knapsack problem for uncertainty sets U with |U | = m.
Proof. Since the deterministic knapsack problem is NP -hard, we can reduce
it to the min-max-min problem by adding the given cost-vector of the de-
terministic problem to U and then by adding an appropriate number of re-
dundant scenarios to U . An optimal solution for any k then only contains
the optimal solution of the deterministic knapsack problem which proves the
result.
Note that by Proposition 5.3 for k ≥ m Problem (M3) can be solved in
pseudopolynomial time for the knapsack problem.
Corollary 5.21. For any fixed k ∈ N, Problem (M3) with a discrete uncer-
tainty set U is strongly NP -hard for the knapsack problem.
Proof. The min-max variant of the knapsack problem is strongly NP -hard
if the number of scenarios is not constant (see Table 3.1). The result fol-
lows since all numbers in the construction in the proof of Theorem 5.19 are
polynomial in |U |.
5.2 Pseudopolynomial Algorithms
As we have seen in Table 3.1, Problem (M2) is weakly NP -hard for many
of the listed combinatorial problems if the number of scenarios is constant,
i.e. it can be solved in pseudopolynomial time for these problems. In this
section we show that we can reduce Problem (M3) to Problem (M2) if the
number of scenarios is constant. As a corollary we can solve Problem (M3) in
(pseudo-)polynomial time, if we can solve (M2) in (pseudo-)polynomial time.
Theorem 5.22. Algorithm 4 calculates an optimal solution for Problem (M3).
Proof. Let
{
x(1), . . . , x(k)
} ⊆ X be an optimal solution of Problem (M3).
Choose a partition U1, . . . , Uk of U such that
Ui ⊆
{
(c, c0) ∈ U | c>x(i) + c0 ≤ c>x(j) + c0 ∀j ∈ {1, . . . , k}
}
for all i = 1, . . . , k. Thus Ui is the set of scenarios covered by the solution x
(i).
Let
{
x¯(1), . . . , x¯(k)
}
be the solution calculated by Algorithm 4 and U¯1, . . . , U¯k
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Algorithm 4 Reduction from Problem (M3) to Problem (M2) for k < m
Input: U = {(c1, (c1)0), . . . , (cm, (cm)0)} ⊂ Rn+1, X ⊆ {0, 1}n, k < m
Output: optimal solution
{
x(1), . . . , x(k)
}
of Problem (M3)
1: v :=∞
2: for all k-partitions U1, . . . , Uk of U do
3: if maxi=1,...,k
{
minx∈X max(c,c0)∈Ui c
>x+ c0
}
< v then
4: v = maxi=1,...,k
{
minx∈X max(c,c0)∈Ui c
>x+ c0
}
5: x(i) = arg minx∈X max(c,c0)∈Ui c
>x+ c0 ∀i = 1, . . . , k
6: end if
7: end for
8: return
{
x(1), . . . , x(k)
}
be the related partition for which the x¯(i) were calculated in Step (5). Then
for the objective value of
{
x¯(1), . . . , x¯(k)
}
holds
max
(c,c0)∈U
min
j=1,...,k
c>x¯(j) + c0 = max
i=1,...,k
max
(c,c0)∈U¯i
min
j=1,...,k
c>x¯(j) + c0
≤ max
i=1,...,k
max
(c,c0)∈U¯i
c>x¯(i) + c0
= max
i=1,...,k
{
min
x∈X
max
(c,c0)∈U¯i
c>x+ c0
}
≤ max
i=1,...,k
{
min
x∈X
max
(c,c0)∈Ui
c>x+ c0
}
(5.1)
where the last inequality follows since U¯1, . . . , U¯k is the partition which min-
imizes the last expression according to Step (3). Furthermore we have
min
x∈X
max
(c,c0)∈Ui
c>x+ c0 ≤ min
j=1,...,k
max
(c,c0)∈Ui
c>x(j) + c0
≤ max
(c,c0)∈Ui
c>x(i) + c0
= max
(c,c0)∈Ui
min
j=1,...,k
c>x(j) + c0
(5.2)
where the last equality follows from the choice of the sets Ui. Hence applying
the maximum on both sides of the latter inequality we obtain
max
i=1,...,k
{
min
x∈X
max
(c,c0)∈Ui
c>x+ c0
}
≤ max
(c,c0)∈U
min
j=1,...,k
c>x(j) + c0 ,
where the right hand side is the optimal value of Problem (M3). Equa-
tion (5.1) together with the last inequality then proves that
{
x¯(1), . . . , x¯(k)
}
is an optimal solution of (M3).
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Corollary 5.23. There exist pseudopolynomial algorithms for Problem (M3)
for the shortest path problem, the spanning tree problem, the perfect match-
ing problem in planar graphs, and the knapsack problem if the number of
scenarios is constant.
Proof. Algorithm (4) solves an instance of Problem (M2) a polynomial num-
ber of times if the number of scenarios is constant. By Table 3.1 and by [6]
there exist pseudopolynomial algorithms for all the problems listed in the
theorem which proves the result.
Corollary 5.24. There exists a polynomial time algorithm for Problem (M3)
with fixed number of scenarios for the minimum cut problem.
Proof. By Table 3.1 the min-max version of the minimum cut problem can
be solved in polynomial time for a fixed number of scenarios. By the same
argument as above Algorithm 4 provides a polynomial time algorithm for the
min-max-min version of the minimum cut problem.
5.3 Approximation Complexity
In Section 5.1 we showed that Problem (M3) is NP -hard for many combina-
torial problems. Therefore it would be interesting to know if an FPTAS exists
for these problems. In this section we prove that an ε-approximation algo-
rithm for Problem (M3) with uncertainty set U = {(c1, (c1)0), . . . , (cm, (cm)0)}
can be derived by replacing the exact min-max problems in Algorithm 4 by
any ε-approximation algorithm for the min-max problem. To this end let A
be an ε-approximation algorithm of Problem (M2) with a discrete uncertainty
set, i.e. an algorithm which returns for each discrete uncertainty set U and
each parameter ε > 0 a solution x¯ := A(U, ε) ∈ X such that
max
(c,c0)∈U
c>x¯+ c0 ≤ (1 + ε)
(
min
x∈X
max
(c,c0)∈U
c>x+ c0
)
.
In the following we define for any feasible solution x ∈ X
val(x) := max
(c,c0)∈U
c>x+ c0.
We prove in the following that under the latter assumptions Algorithm 5
calculates an ε-approximate solution of Problem (M3).
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Algorithm 5 Approximation algorithm for Problem (M3)
Input: U = {(c1, (c1)0), . . . , (cm, (cm)0)} ⊂ Rn+1, X ⊆ {0, 1}n, k < m, ε > 0
and an ε-approximation algorithm A.
Output: ε-approximate solution
{
x(1), . . . , x(k)
}
of Problem (M3)
1: v :=∞
2: for all k-partitions U1, . . . , Uk of U do
3: if maxi=1,...,k {val(A(Ui, ε))} < v then
4: v = maxi=1,...,k {val(A(Ui, ε))}
5: x(i) = A(Ui, ε) ∀i = 1, . . . , k
6: end if
7: end for
8: return
{
x(1), . . . , x(k)
}
Theorem 5.25. If A is an ε-approximation algorithm defined like above,
then Algorithm 5 calculates a feasible solution
{
x¯(1), . . . , x¯(k)
}
of Problem (M3)
such that
max
(c,c0)∈U
min
i=1,...,k
c>x¯(i) + c0 ≤ (1 + ε)
(
min
x(1),...,x(k)∈X
max
(c,c0)∈U
min
i=1,...,k
c>x(i) + c0
)
Proof. The result can be proved by following the proof of Theorem 5.22.
Let
{
x(1), . . . , x(k)
} ⊆ X be an optimal solution of Problem (M3). Choose a
partition U1, . . . , Uk of U such that
Ui ⊆
{
(c, c0) ∈ U | c>x(i) + c0 ≤ c>x(j) + c0 ∀j ∈ {1, . . . , k}
}
for all i = 1, . . . , k. Thus Ui is the set of scenarios covered by the solution x
(i).
Let
{
x¯(1), . . . , x¯(k)
}
be the solution calculated by Algorithm 5 and U¯1, . . . , U¯k
be the related partition for which the x¯(i) were calculated in Step (5). Then
by equation (5.1) for the objective value of
{
x¯(1), . . . , x¯(k)
}
holds
max
(c,c0)∈U
min
j=1,...,k
c>x¯(j) + c0 ≤ max
i=1,...,k
{val(A(Ui, ε))} .
Furthermore by equation (5.2) we have
val(A(Ui, ε)) ≤ (1 + ε)
(
min
x∈X
max
(c,c0)∈Ui
c>x+ c0
)
≤ (1 + ε)
(
max
(c,c0)∈Ui
min
j=1,...,k
c>x(j) + c0
)
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Hence applying the maximum on both sides of the latter inequality like in
the proof of Theorem 5.22 we obtain
max
i=1,...,k
{val(A(Ui, ε))} ≤ (1 + ε)
(
max
(c,c0)∈U
min
j=1,...,k
c>x(j) + c0
)
,
and together with the previous equation it follows
max
(c,c0)∈U
min
j=1,...,k
c>x¯(j) + c0 ≤ (1 + ε)
(
max
(c,c0)∈U
min
j=1,...,k
c>x(j) + c0
)
which proves the result.
Corollary 5.26. Problem (M3) admits an FPTAS for the shortest path
problem, the minimum spanning tree problem, and the knapsack problem if
the number of scenarios is fixed.
Proof. It was shown in [3] that the min-max versions of the problems listed
in the theorem admit an FPTAS if the number of scenarios is constant. Since
Algorithm (5) calls Algorithm A a polynomial number of times if the number
of scenarios is assumed to be constant, replacing A with the algorithms in [3]
proves the result.
In fact in [3] an FPTAS for (M20) for the previous problems with scenario
set U = {c1, . . . , cm} is derived by an FPTAS for the related multicriteria
problem
min
x∈X
c
>
1 x
...
c>mx
 (5.3)
as it was shown in Theorem 3.3 for Problem (M2). By an analogous proof
the same result can be proved for Problem (M3).
Theorem 5.27. If the multicriteria Problem (5.3) has a fully polynomial
approximation scheme, then Problem (M3) with fixed k and
U = {(c1, (c1)0), . . . , (cm, (cm)0)}
has a fully polynomial approximation scheme.
Note that the result of the latter theorem is stronger than the result of
Theorem 5.25 since by an FPTAS for the multicriteria problem an FPTAS
for Problem (M2) can be derived by Theorem 3.3. Nevertheless it can be
possible that the min-max version of a combinatorial problem admits an
FPTAS while the corresponding multicriteria problem does not and hence
both results are stated above.
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Chapter 6
Experiments
In this section we present practical experiments for the exact Algorithm 2
presented in Section 4.1.2 and for the heuristic algorithm presented in Sec-
tion 4.2.2. The former algorithm for Problem (M3) without an uncertain
constant was implemented for the knapsack problem and intensively studied
on benchmark instances of the vehicle routing problem, which we define later.
The heuristic algorithm was implemented for the shortest path problem and
tested on the instances of [41].
The different steps in Algorithm 2 were implemented as follows: the deter-
ministic oracle in Step (5) was solved by problem-specific algorithms which
we will explain in the related subsection. The dual problem which has to be
solved in Step (4) was implemented in CPLEX 12.5 for the computations of
the knapsack problem and the shortest path problems while it was imple-
mented in CPLEX 12.4 for the computations of the vehicle routing problem.
To obtain the coefficients λj of the convex combination in Step (8) of Algo-
rithm 2 we solved the continuous problem
min
x
max
c∈U
c>x
s.t. x =
i∑
j=0
λjx
∗
j
i∑
j=0
λj = 1
λj ≥ 0, j = 0, . . . , i
by CPLEX where x∗0, . . . , x
∗
i are the calculated solutions in Step (5). Note that
for ellipsoidal and polyhedral uncertainty the latter problem can be reformu-
lated as in Propositions 4.6 and 4.10 and can be implemented in CPLEX.
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All implementations regarding the specific problem and the uncertainty sets
are explained in the following sections.
6.1 Exact Algorithm
From Theorem 4.7 it follows that we can solve problem (M3) for any combi-
natorial problem, given by an oracle which solves the deterministic problem,
by a polynomial time algorithm. Since the algorithm given in the proof is
mainly based on the results in [40] which are again based on the ellipsoid
method, the algorithm is hard to implement and probably not very efficient.
In contrast to this we presented Algorithm 2 in Section 4.1.2 which is not
provably a polynomial time algorithm but easy to implement and still based
on an oracle for the deterministic problem. Additionally it uses a dual oracle
which depends on the uncertainty set. In the following we will show compu-
tational results for the knapsack problem and the vehicle routing problem
each for ellipsoidal and budgeted uncertainty.
6.1.1 Knapsack Problem
In the following we give some evidence that Algorithm 2 performs very well
in practice for the knapsack problem. We implemented it to solve (M3) for
X := {x ∈ {0, 1}n | a>x ≤ b}
where a ∈ Nn and b ∈ N. As uncertainty sets we chose ellipsoidal and bud-
geted uncertainty for the profits with a certain constant. The ellipsoidal un-
certainty sets are given by
UE :=
{
(c, 0) ∈ Rn+1 | (c− c¯)>Σ−1(c− c¯) ≤ Ω2} ,
where Σ ∈ Qn×n is a symmetric positive semidefinite matrix, c¯ ∈ Qn a given
center point and Ω ∈ N. The budgeted uncertainty sets are given by
UΓ :=
{
(c, 0) ∈ Rn+1 | ci = c¯i + δidi,
n∑
i=1
δi ≤ Γ
}
,
where Γ is a given parameter, c¯ ∈ Qn the mean vector and d ∈ Qn the
deviation vector.
For our experiments, we created instances similar to those used in [20]. For
any n ∈ {250, 500, 750} we created 10 random knapsack instances each
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with a random ellipsoid. The weights ai were chosen randomly from the
set {100, . . . , 1500} and b was set to 100n. For the ellipsoidal uncertainty
sets the ellipsoid center c¯ was chosen randomly with c¯i ∈ {10000, . . . , 15000}.
The extreme rays of the ellipsoid were calculated as random orthonormal
bases where the length of the rays were chosen as
√
δjcj, where δj is a ran-
dom number in [0, 1]. Note that the resulting ellipsoids are not axis-parallel
in general and therefore more general than the ellipsoids in [20]. For any
instance, we scaled the ellipsoid by varying the parameter Ω from 1 to 5.
Additionally, to compare our algorithm to the mixed-integer linear problem
formulation given in Theorem 3.15, we implemented our algorithm for the
knapsack problem with gamma-uncertainty sets. Again we created 10 random
knapsack instances as above, each equipped with a gamma-uncertainty set.
As in [55], the mean vector c¯ was chosen randomly with
c¯i ∈ {10000, . . . , 15000} ,
and di was set to 0.1c¯i for all i = 1, . . . , n. Each instance has been solved for
all values of Γ from the set {0.05n, 0.1n, 0.15n, 0.25n, 0.5n}, rounded down if
fractional.
To solve the deterministic knapsack problem in Step (5) of Algorithm 2 we
used the dynamic programming algorithm mentioned in Example 2.23. The
dual problem which has to be solved in Step (4) is, in the case of ellipsoidal
uncertainty, a continuous quadratically constrained problem of the form
max z
s.t. c>x∗j ≥ z ∀j = 1, . . . , i
(c− c¯)>Σ−1(c− c¯) ≤ Ω2
z ∈ R, c ∈ Rn
while for budgeted uncertainty it is a continuous linear problem
max z
s.t. c>x∗j ≥ z ∀j = 1, . . . , i
ci = c¯i + δidi
n∑
i=1
δi ≤ Γ
z ∈ R, c ∈ Rn, δ ∈ [0, 1]n.
We used CPLEX 12.5. to solve both problems.
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n Ω diff |X∗| iter tdual tcomb ttot
250 1 6.3 7.2 9.8 1.1 0.7 2.5
2 12.4 19.7 27.2 3.7 1.9 6.3
3 18.3 44.4 54.8 8.3 3.9 13.0
4 23.9 77.9 89.4 14.8 6.3 22.0
5 29.2 135.5 154.5 29.8 11.0 41.7
500 1 4.5 10.5 13.9 9.5 3.9 18.5
2 8.9 26.5 33.8 25.9 9.6 41.2
3 13.2 72.4 79.1 67.1 22.4 94.5
4 17.4 123.4 134.7 120.8 38.2 165.1
5 21.5 147.3 194.9 182.5 55.3 243.1
750 1 3.6 14.9 19.1 42.6 12.4 69.8
2 7.2 48.7 54.8 139.4 35.3 188.6
3 10.7 142.1 146.3 383.6 93.1 493.2
4 14.2 163.2 168.8 457.3 107.5 581.4
5 17.5 243.0 252.0 808.8 160.7 986.8
Table 6.1: Results for the knapsack problem with ellipsoidal uncertainty.
The results of the computations are listed in Tables 6.1 and 6.2. For each
combination of n and Ω or n and Γ, respectively, we show the average over
all 10 instances of the following numbers (from left to right): the difference (in
percent) of the objective value of Problem (M3) to the value of the certain
problem with the ellipsoid center c¯ or the mean vector c¯, respectively, as
cost function; the number of solutions in the computed set X∗; the number
of major iterations; the run-times used by the two oracles (tdual for the dual
problem in Step (4) and tcomb for solving the certain combinatorial problem M
in Step (5)); and the total run-time. All times are given in CPU seconds, on
an Intel Xeon processor running at 2.5 GHz.
For ellipsoidal uncertainty the results show that run-times increase with Ω
and (of course) n. However, even the hardest instances with n = 750 and Ω =
5 could be solved within 16.5 minutes on average. Interestingly, the number
of solutions needed in order to solve Problem (M3) to optimality (and even
the number of iterations) usually remains well below n, in particular for small
uncertainty sets. The higher Ω, i.e. the larger the size of the uncertainty set
is, the more solutions are calculated. This is quite intuitive since if there are
more uncertain scenarios there must be more solutions to keep the worst case
small. Here the oracle for the dual problem takes most of the run-time which
is in contrast to the results in the following section and to the results for
budgeted uncertainty in this section.
For budgeted-uncertainty, the results are even more positive, with much
shorter run-times, less iterations, and significantly smaller solution sets X∗.
Contrarily to the computations with ellipsoidal uncertainty, here the combi-
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n Γ diff |X∗| iter tdual tcomb ttot
250 12 1.8 1.8 3.0 0.00 0.2 0.3
25 3.6 3.0 4.6 0.00 0.3 0.4
37 5.2 4.0 5.9 0.00 0.4 0.5
62 8.2 8.9 14.7 0.00 1.0 1.1
125 10.0 1.0 8.2 0.00 0.6 0.7
500 25 1.8 5.5 10.6 0.00 3.0 3.3
50 3.6 9.3 21.1 0.00 5.9 6.3
75 5.2 12.6 30.0 0.01 8.5 8.9
125 8.2 18.5 50.7 0.02 14.3 14.7
250 10.0 1.0 9.8 0.00 2.7 3.1
750 37 1.8 5.4 9.9 0.00 6.3 7.0
75 3.6 10.1 28.5 0.01 18.0 18.9
112 5.3 14.4 40.8 0.02 25.9 26.7
187 8.3 25.2 82.3 0.07 52.5 53.5
375 10.0 1.0 7.2 0.00 4.6 5.3
Table 6.2: Results for the knapsack problem with gamma-uncertainty.
natorial oracle takes most of the total run-time, while the dual oracle runs
less than a tenth of a second for all instance sizes. This is because instead of
the quadratic problem here CPLEX has to solve a linear problem which can
be done more efficiently. For comparison, we also performed experiments us-
ing the formulation of Theorem 3.15. It turned out however that CPLEX was
not able to solve the corresponding problem within hours even for n = 20.
To obtain some insight into the typical structure of an optimal solution com-
puted by Algorithm 2, we picked one instance with ellipsoidal uncertainty
and counted in how many of the computed solutions a given object is used.
The result is shown in Figure 6.1, where objects are sorted (from left to right)
by the number of appearances. It turns out that more than half of the objects
are never used, about one fifth is used in every computed solution, while only
the remaining objects are used in a non-empty proper subset of the solutions.
Similar pictures are obtained when considering other instances.
6.1.2 Vehicle Routing Problem
As mentioned in the introduction a typical practical motivation for prob-
lem (M3) is a parcel service which has to deliver parcels to the same customers
every day. Depending on the traffic situation every day the company wants
to find the best solution to serve all customers with the available fleet of
vehicles. This so called vehicle routing problem which we will define properly
later is very hard to solve in practice for high dimensions even in the deter-
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item i
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Figure 6.1: One instance for the knapsack problem in dimension 250. The
number of calculated solutions is 214; the y-axis shows the number of solu-
tions in which an item i is selected.
ministic case. A set of benchmark instances can be found in [29]. Several of
the latter instances have not been solved to optimality yet. One advantage of
problem (M3) is that it can be solved in a preprocessing which can take a long
time but afterwards the best of the pre calculated solutions depending on the
traffic situation can be chosen every day. This can be done easily by compar-
ing the objective values of the calculated solutions. Moreover Problem (M3)
hedges against uncertainty in a robust way but is not as conservative as the
normal min-max problem (M2). In this section we will present a case study
on our computations for Problem (M3) on some small benchmark instances
of the deterministic capacitated vehicle routing problem presented in [29].
In the literature many different variants of the vehicle routing problem were
presented [47, 57]. For our computations we will concentrate on the capac-
itated vehicle routing problem, which is defined in the following. Let G =
(V,E) be a directed complete graph with nodes V = {0, 1, . . . , n} and c :
E → R a cost function on the edges of G where the cost can be interpreted
as traveling times. Node 0 represents the depot and the nodes V \ {0} repre-
sent the customers. Each customer i ∈ V \{0} has a positive demand di ∈ R+
while we set d0 = 0. Furthermore we have a set of vehicles K = {1, . . . ,m}
where each vehicle has the same capacity C ∈ R+. A tour T ⊂ E in G is a
cycle in G which traverses the depot 0. This can be interpreted as a tour of
a vehicle which starts in the depot and supplies a subset of customers before
it returns to the depot. The cost of a tour is defined by
c(T ) :=
∑
e∈T
c(e)
and the demand of a tour is the sum over all demands of the customers which
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are passed by the tour, i.e.
d(T ) :=
∑
{v∈V : ∃ e=(v,w)∈T}
dv.
The capacitated vehicle routing problem is now to find a set of m tours which
minimize the total cost such that the sum of all demands on each tour does
not exceed the capacity of the vehicle. Formally we define the problem as
follows.
Problem 6.1 (Capacitated Vehicle Routing Problem (CVRP)). Let G =
(V,E) be a complete directed graph and c and d defined like above. Find a
set of distinct tours T1, . . . , Tm ⊂ E with d(Ti) ≤ C for i = 1, . . . ,m and
with minimal cost
c(T1, . . . , Tm) := c(T1) + . . .+ c(Tm)
such that each customer i ∈ V \ {0} is traversed by exactly one of the tours.
Note that in Problem (6.1) every vehicle has to be used. The same problem
with variable number of vehicles is also studied in the literature. In this
case often extra costs for each vehicle are defined which have to be paid by
the company if it makes use of the vehicle. Another assumption we make is
that the graph has to be directed. This is due to the fact that in real-world
applications the travel time from A to B can be different than the travel time
from B to A.
Theorem 6.2 ([47]). The capacitated vehicle routing problem is NP -hard.
0
1
2
3
4 5
6
Figure 6.2: A feasible solution of instance E-n7-k2 with m = 2.
In the literature several methods and algorithms were presented to solve the
capacitated vehicle routing problem. Besides dynamic programming methods
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one way to solve the CVRP is to formulate it as an integer program and then
solve it by Branch & Bound methods. In Algorithm 2 we use an integer
programming formulation called Miller-Tucker-Zemlin formulation to solve
the deterministic oracle in Step (5) (see [38]). Here we identify each edge
e = (i, j) ∈ E with a variable xij ∈ {0, 1} which has value one if the edge
is contained in any of the m tours and zero otherwise. Additionally we add
variables ui ≥ 0 for each customer i = 1, . . . , n which represent the total
demand a vehicle supplied up to the point immediately after it lefts i. The
Miller-Tucker-Zemlin problem is then of the form
min c>x (6.1)
s.t.
∑
i∈V,i 6=j
xij =
∑
i∈V,i 6=j
xji = 1 ∀ j = 1, . . . , n (6.2)∑
i∈V,i 6=0
xi0 =
∑
i∈V,i 6=0
x0i = m (6.3)
uj − ui + C(1− xij) ≥ qj ∀i, j ∈ V \ {0} , i 6= j (6.4)
qi ≤ ui ≤ C ∀i ∈ V \ {0} (6.5)
xij ∈ {0, 1} i, j = 1, . . . , n (6.6)
ui ∈ R+ i = 1, . . . , n (6.7)
Here the constraints (6.2) and (6.3) make sure that each customer is visited
exactly once on a tour and that exactly m vehicles leave the depot and return
to it. The constraints (6.4) ensure that if the edge (i, j) is passed by a vehicle
then uj = ui + qj holds and otherwise constraints (6.5) ensure that ui does
not exceed the capacity and has at least the value qi. It can be easily proved
that each feasible solution of the latter problem induces a feasible solution
for Problem (6.1) and that each feasible solution for Problem (6.1) is feasible
for the latter problem.
In the following we present our results on Problem (M3) for the CVRP.
As mentioned before this problem is very hard to solve in practice even in
its deterministic version. Since Algorithm (2) has to solve the deterministic
problem several times, clearly our algorithm is at most as efficient as the
algorithm for the underlying deterministic version. Especially the instances
which have not been solved to optimality yet in its deterministic version
can not be solved by our algorithm as well. To improve the run-time of Al-
gorithm 2 we adjusted the algorithm as follows. In the first loops of the
algorithm instead of calculating an exact solution for the deterministic prob-
lem in Step (5) we used a heuristic algorithm to find any feasible solution. If
this solution does not satisfy the stopping criteria of the loop we go on using
the heuristic algorithm. If no such solution is found anymore we switch back
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to the exact algorithm. Clearly in the last loop the exact algorithm is used
to obtain an exact solution of Problem (M3). Furthermore we ran a further
variant of the algorithm which only uses the heuristic algorithm without ever
switching back to the exact algorithm. By this idea we obtain a heuristic al-
gorithm for Problem (M3). For the computations below we implemented the
original Algorithm 2 and the two variants of it which are explained above.
As a heuristic for the deterministic problem we used the open source library
VRPH (https://projects.coin-or.org/VRPH) while for the exact algorithm
we implemented the Miller-Tucker-Zemlin formulation in CPLEX 12.4. The
dual problem in Step (4) was also implemented in CPLEX. All computations
were calculated on a cluster of 64-bit Intel(R) Xeon(R) E5-2670 processors
running at 2.60 GHz with 20MB cache.
For our computations we chose several instances from [29] and similar to the
instances in the previous sections we created 10 ellipsoidal and 10 budgeted
uncertainty sets for each instance. To this end as the mean cost vector c¯ we
chose the Euclidean distances between the coordinates of the nodes given by
the instances. If no coordinates are defined then we chose the edge-weights
which are given by the instance.
The ellipsoidal uncertainty sets are then given by
UE :=
{
(c, 0) ∈ Rn+1 | (c− c¯)>Σ−1(c− c¯) ≤ Ω2} ,
where Σ ∈ Qn×n is a symmetric positive semidefinite matrix, c¯ ∈ Qn defined
like above and Ω ∈ N. The extreme rays of the ellipsoids were calculated
as random orthonormal bases where the length of the rays were chosen as√
δjcj, where δj is a random number in [0, 1]. Note that the resulting ellipsoids
are not axis-parallel in general and therefore more general than the ellipsoids
in [20]. For any instance, we scaled the ellipsoid by varying the parameter Ω ∈
{1, 3, 5}.
The budgeted uncertainty sets are given by
UΓ :=
{
(c, 0) ∈ Rn+1 | ci = c¯i + δidi,
n∑
i=1
δi ≤ Γ
}
,
where Γ is a given parameter, c¯ ∈ Qn defined like above and d ∈ Qn is the
deviation vector. Here we chose di randomly between 0 and c¯i for all i =
1, . . . , n. Each instance has been solved for all values of Γ from the set
{0.15(n+m), 0.5(n+m), 0.75(n+m)} ,
rounded down if fractional. The latter choice is motivated by the fact that
each feasible solution of Problem (M3) uses exactly n+m edges in the graph.
113
CHAPTER 6. EXPERIMENTS
For Γ ≥ n + m our computations showed that often only one solution is
calculated which is the optimal robust min-max solution.
exact oracle exact & heuristic oracle
Inst. n m Ω diff |X∗| iter ttot tdual tcomb |X∗| itere itera ttot tdual tcomb
E-n7-k2 6 2 1 14.4 11.8 14.5 0.3 0.0 0.3 11.8 8.5 8.4 0.7 0.0 0.6
3 35.8 13.7 18 0.3 0.0 0.3 13.9 10.1 10.7 0.8 0.0 0.7
5 56.0 16.3 20.2 0.3 0.0 0.3 17.8 12.4 13.9 1.0 0.1 0.8
E-n13-k4 12 4 1 11.0 17.9 23.5 125.5 1.1 124.3 23.2 14.8 22.2 98.1 1.9 96.0
3 28.8 28.5 44.6 266.6 2.0 264.4 30.4 27.6 44.4 201.5 3.8 197.5
5 44.1 34.8 57.7 258.6 2.8 255.7 36.0 35.8 57.0 215.4 5.0 210.2
P-n16-k8 15 8 1 11.0 14.5 16.8 21.8 2.0 19.6 14.7 12.7 8.5 23.1 2.7 20.0
3 30.3 21.6 26.1 28.4 2.9 25.2 21.2 18.9 14.3 29.3 3.9 25.0
5 48.5 22.6 29 25.8 3.3 22.2 25.5 23.6 19.6 32.3 5.3 26.7
gr-n17-k3 16 3 1 26.8 18.9 23.9 61.9 3.8 57.7 19.4 23.1 10.0 69.5 5.2 63.8
3 64.3 33.5 56.7 560.2 9.1 550.7 33.0 43.6 42.3 581.5 16.1 564.9
5 94.9 40.5 67.4 1347.4 11.8 1335.1 43.1 46.7 67.8 1463.8 23.2 1440.0
Table 6.3: Results of Algorithm 2 for CVRP with ellipsoidal uncertainty.
In the Tables 6.3, 6.4, 6.5 and 6.6 we list the computational results for a
selection of instances. For each combination of n and Ω or n and Γ, respec-
tively, we show the average over all 10 instances of the following numbers
(from left to right): the difference (in percent) of the objective value of Prob-
lem (M3) to the value of the certain problem with the ellipsoid center c¯ or the
mean vector c¯, respectively, as cost function; the number of solutions in the
computed set X∗; the number of major iterations; the run-times used by the
two oracles (tdual for the dual problem in Step (4) and tcomb for solving the
certain combinatorial problem (M) in Step (5)) and the total run-time ttot.
Furthermore for the variant of the algorithm where we use both, the exact
and the heuristic oracle we show the number of calls of the exact oracle in
column itere and the number of calls of the heuristic oracle in column iterh.
Table 6.5 and 6.6 which show the results for the second variant of the algo-
rithm, which only uses the heuristic algorithm, includes the column diffh. In
this column the difference (in percent) of the objective value of the calcu-
lated heuristic solution and of the optimal value of Problem (M3) is shown
if the latter could be calculated. All times are given in CPU seconds and all
numbers are rounded to one decimal.
In Table 6.3 we show the results of Algorithm 2 implemented with the exact
oracle and with a combination of the exact oracle together with the heuristic
oracle for ellipsoidal uncertainty sets. The number of calculated solutions and
the number of iterations clearly grows with increasing Ω. The same holds for
the difference of the objective value. Note that in instance gr-n17-k3 the
difference is nearly 95% for Ω = 5. Furthermore the total run-time as well as
the number of solutions increase with the dimension. Instance P-n16-k8 could
be solved very fast compared to the other instances since the deterministic
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exact oracle exact & heuristic oracle
Inst. n m Γ diff |X∗| iter ttot tdual tcomb |X∗| itere itera ttot tdual tcomb
E-n13-k4 12 4 2 4.8 11.2 18.4 76.7 0.0 76.7 11.3 11.0 9.7 55.3 0.0 55.3
8 13.6 17.7 34.4 142.6 0.0 142.6 17.9 23.0 27.5 109.9 0.0 109.8
12 18.2 18.7 36.7 150.7 0.0 150.7 18.6 27.5 32.0 138.0 0.0 137.9
P-n16-k8 15 8 3 9.0 6.2 8.4 3.3 0.0 3.3 5.5 5.4 6.2 4.0 0.0 3.9
11 22.5 12.2 22.7 10.4 0.0 10.4 12.5 16.6 13.3 12.5 0.0 12.4
17 29.0 13.3 23.4 10.0 0.0 10.0 13.4 19.0 14.0 13.5 0.0 13.4
gr-n17-k3 16 3 2 7.1 4.7 6.2 3.3 0.0 3.2 4.8 4.6 4.8 4.7 0.0 4.5
9 20.2 16.1 25.3 68.4 0.0 68.3 16.1 25.1 13.3 78.3 0.0 78.1
14 26.2 18.9 33.6 118.6 0.0 118.6 18.9 30.5 17.2 123.0 0.0 122.9
P-n20-k2 19 2 3 6.0 11.9 16.7 389.0 0.0 388.9 11.9 12.5 13.7 358.0 0.0 357.8
10 14.5 21.1 37.0 2259.8 0.0 2259.7 21.1 24.7 37.2 1860.3 0.0 1860.1
15 18.8 26.9 53.1 4537.0 0.0 4537.0 26.8 33.6 47.0 3905.4 0.0 3905.1
Table 6.4: Results of Algorithm 2 for CVRP with budgeted uncertainty.
versions were solved faster by the MTZ-formulation. In contrast to the results
for the knapsack problem in the previous section here the deterministic oracle
takes most of the run-time, while the dual oracle could be solved in a few
seconds. Note that the combination of the exact oracle and the heuristic
oracle does only improve the run-time in instance E-n13-k4. This is possibly
due to the fact that the heuristic solutions do not improve the dual problem
significantly in each loop and the resulting higher number of loops increases
the run-time. Nevertheless it turned out that for instances with more than 16
customers we could not solve all configurations for the 10 ellipsoidal instances
in days.
heuristic oracle
Inst. n m Ω diffh |X∗| iter ttot tdual tcomb
E-n7-k2 6 2 1 4.4 4.6 5.9 0.2 0.0 0.1
3 11.7 5.1 6.1 0.2 0.0 0.2
5 19.6 4.8 5.9 0.2 0.0 0.1
E-n13-k4 12 4 1 1.6 8.2 11.0 1.5 0.4 0.9
3 4.2 9.8 12.3 1.6 0.4 1.0
5 8.3 10.3 12.7 1.6 0.5 1.0
P-n16-k8 15 8 1 3.7 4.2 5.3 1.6 0.5 0.8
3 5.4 5.5 6.5 1.8 0.6 0.9
5 10.7 3.9 5.1 1.4 0.5 0.6
gr-n17-k3 16 3 1 7.6 5.0 7.2 2.7 0.9 1.3
3 6.3 14.4 21.7 7.8 3.5 3.9
5 7.6 15.5 21.4 7.7 3.5 3.7
gr-n21-k3 20 3 1 - 5.8 8.7 6.8 3.4 2.4
3 - 14.4 17.7 14.4 8.5 4.8
5 - 18.6 24.8 21.2 13.5 6.5
Table 6.5: Results of Algorithm 2 with heuristic oracle for CVRP with ellip-
soidal uncertainty.
The results for budgeted uncertainty in Table 6.4 are very similar but the
total run-time is much lower. Again the combination of exact and heuris-
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tic algorithm is only faster in instance P-n16-k8. Overall the total run-time
is much lower than for ellipsoidal uncertainty sets which is here due to the
lower number of iterations which also leads to a lower number of calculated
solutions. In contrast to ellipsoidal uncertainty sets we could solve all config-
urations for instance P-n20-k2. Nevertheless it turned out that for instances
with more than 19 customers we could not solve all configurations for the 10
budgeted uncertainty instances in days.
heuristic oracle
Inst. n m Γ diffh |X∗| iter ttot tdual tcomb
E-n13-k4 12 4 2 4.8 3.5 5.1 0.5 0.0 0.5
8 7.6 7.1 10.6 1.0 0.0 0.9
12 8.9 7.0 11.2 1.1 0.0 1.0
P-n16-k8 15 8 3 4.9 2.6 4.0 0.5 0.0 0.5
11 9.4 3.8 6.1 0.8 0.0 0.7
17 8.7 4.0 6.0 0.8 0.0 0.7
gr-n17-k3 16 3 2 9.6 2.5 4.5 1.0 0.0 0.8
9 11.4 5.8 8.3 1.6 0.0 1.5
14 8.9 8.3 12.5 2.4 0.0 2.3
P-n20-k2 19 2 3 19.1 6.1 9.4 2.1 0.0 1.9
10 42.6 6.9 9.3 2.0 0.0 1.8
15 27.8 6.6 9.1 1.9 0.0 1.8
gr-n21-k3 20 3 3 - 3.6 5.7 1.8 0.0 1.6
11 - 7.7 10.4 3.1 0.0 2.8
17 - 9.9 13.9 4.0 0.0 3.8
Table 6.6: Results of Algorithm 2 with heuristic oracle for CVRP with bud-
geted uncertainty.
The results for the heuristic variant of the algorithm are very promising.
Both for ellipsoidal and budgeted uncertainty sets the total run-time and the
number of calculated solutions is very low compared to the exact versions
above. In average the total run-time never exceeded 22 seconds. Furthermore
the difference to the exact value is often not higher than 12 % in average.
Nevertheless for instance P-n20-k2 it is nearly 43% for Γ = 10. We could
even solve instance gr-n21-k3 in at most 22 seconds in average for ellipsoidal
uncertainty sets, while we were not able to solve all the configurations for
the exact version to optimality in days.
In the following we present all solutions of an exact optimal solution of Prob-
lem (M3) for a selected instance. Since we assumed a directed graph which can
have different costs on edges (i, j) and (j, i) for any customers i, j ∈ V \{0} it
can happen that in one optimal solution one set of tours can occur more than
once but at least one tour is oriented in a different direction (see solution 8
and 10 in Figure 6.3).
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Figure 6.3: The optimal solution of Problem (M3) for instance P-n16-k8 with
a budgeted uncertainty set.
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6.2 Heuristic Algorithm
In Section 4.2.2 we presented a heuristic algorithm which is mainly based
on the algorithm given in Theorem 4.7. Though we presented an example
which shows that the error bound in Theorem 4.20 can be arbitrary large, in
this section we provide some computational results showing that the heuris-
tic Algorithm 3 often calculates solutions that are close to optimal even for
small k. To this end, we replace the theoretically fast algorithm of Theo-
rem 4.7 by the practically fast Algorithm 2. We applied our heuristic to the
instances of the shortest path problem used in [41]. The authors create graphs
on 20, 25, . . . , 50 nodes, corresponding to points in the Euclidean plane with
random coordinates in [0, 10], and choose a budgeted uncertainty set of the
form
Ξ =
{
ξij ∈ [0, 1] |
∑
ij ξij ≤ Γ
}
where the cost on the edges is set to cij(ξ) = (1 +
ξij
2
)dij and dij is the
Euclidean distance of node i to node j. No uncertain constants are consid-
ered in the objective function. The parameter Γ is chosen from {3, 6}. For
more details see Section 4.2 in [41]. Again we solved the linear dual problem
in Algorithm 2 by CPLEX 12.5. Here we also implemented the oracle for
the deterministic problem using the linear programming formulation for the
shortest path problem in CPLEX.
In Table 6.7, the computational results for Algorithm 3 are shown. In columns
indicated by #, we find the number of instances (out of 100) for which the
problem was solved to optimality by the authors of [41] within a time limit
of two hours. For the latter instances, in columns marked ∆sol, we state
how far our heuristic solution value is above the exact minimum, on average
(in percent). Similarly, for all 100 instances, we denote by ∆all how far our
heuristic solution value is above the best solution value found by the authors
of [41] within the time limit, i.e., this number includes the instances which
could not be solved to proven optimality in [41]. For every type of instance,
the run-time for our heuristic was at most one CPU second on average, and
is thus not reported in the table. Note that we are able to calculate heuristic
solutions for all k up to n+ 1 at one stroke.
Table 6.7 shows that for every instance size considered, the mean of the
differences ∆all with respect to the best known solutions is within 8 %. In
Figure 6.4, we illustrate the mean differences in dependence of the problem
size and k. Not surprisingly, the gap grows with the number of nodes, whereas
a larger number k leads to better solutions. This is also due to the fact that
the exact problem (M3) is much harder to solve for larger k and therefore
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20 nodes 25 nodes 30 nodes 35 nodes
Γ k # ∆sol ∆all # ∆sol ∆all # ∆sol ∆all # ∆sol ∆all
3 1 100 4.1 4.1 100 4.6 4.6 100 5.4 5.4 100 6.5 6.5
2 100 1.9 1.9 99 2.4 2.5 69 2.8 3.0 17 2.6 3.4
3 97 0.8 0.8 31 0.5 1.2 6 0.1 1.8 0 - 2.2
4 51 0.2 0.5 6 0.1 0.6 0 - 0.9 0 - 1.3
6 1 100 5.3 5.3 100 4.8 4.8 100 5.2 5.2 100 6.7 6.7
2 100 3.7 3.7 99 4.6 4.7 67 4.8 5.2 16 7.1 5.8
3 97 2.3 2.3 38 2.3 3.1 6 0.7 3.5 0 - 4.1
4 55 1.0 1.4 7 0.5 2.0 0 - 2.3 0 - 3.2
40 nodes 45 nodes 50 nodes
Γ k # ∆sol ∆all # ∆sol ∆all # ∆sol ∆all
3 1 100 7.0 7.0 100 7.3 7.3 100 8.0 8.0
2 6 3.1 3.9 0 - 3.9 0 - 4.3
3 0 - 2.5 0 - 2.4 0 - 2.8
4 0 - 1.6 0 - 1.6 0 - 1.9
6 1 100 7.2 7.2 100 7.8 7.8 100 7.8 7.8
2 5 5.0 6.6 0 - 7.1 0 - 7.0
3 0 - 4.5 0 - 4.9 0 - 4.9
4 0 - 3.3 0 - 3.7 0 - 3.7
Table 6.7: Computational results for Algorithm 3.
the best known solution after the time limit has a worse objective value.
In contrast to this our heuristic solution is obtained by the same optimal
solution of the Problem (M2[n+ 1]) for all k.
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Figure 6.4: Difference to the best known solution in % for Γ = 3 (left) and
Γ = 6 (right)
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Chapter 7
Outlook
In this thesis we intensively studied Problem (M3) for discrete uncertainty
sets and convex uncertainty sets. We proved that for convex uncertainty sets
Problem (M3) is as easy as the underlying problem if the number of calcu-
lated solutions is greater than the dimension of the problem. Furthermore we
showed that for any fixed number of solutions the problem is NP -hard. The
NP -hardness was also shown for several combinatorial problems with discrete
uncertainty sets. Overall most of the relevant complexity questions regarding
convex and discrete uncertainty sets have been answered for Problem (M3)
in this thesis.
Nevertheless there are still a lot of interesting open questions regarding Prob-
lem (M3). First of all the algorithm given in Theorem 4.7 heavily depends on
the ellipsoid method and the results in [40] and is therefore not efficient to
implement. Furthermore the exact algorithm 2 has not provably polynomial
run-time. Therefore it would be interesting to find a polynomial time algo-
rithm for Problem (M3), at least for several combinatorial problems with con-
vex uncertainty sets, which is not based on the ellipsoid method and easier to
implement. Another open question is how to practically solve Problem (M3)
for any k < n+ 1 which is an interesting case for practical applications since
the number of calculated solutions can be chosen to be small. Our compu-
tations, which make use of the MILP formulation in Theorem 3.15, and the
computations in [41] showed that even in small dimension the problem can
not be solved in hours.
Further interesting problems could be different variants of problem (M3) e.g.
with uncertainty also occuring in the constraints similar to the problems
studied in [41]. One could also apply the idea of Problem (M3) to other
robust approaches presented in Chapter 3, e.g., to regret robustness.
CHAPTER 7. OUTLOOK
One very promising variant of Problem (M3) is a distributionally robust
version of the problem. The approach of distributional robustness received
increasing attention in the last years and has been intensively studied in
the literature. The K-adaptability approach which was studied in [41] for
two-stage robust problems was also applied to distributionally robust prob-
lems [42]. Similar to the two-stage version the K-adaptable approach is used
to approximate the distributionally robust problem. Here besides other re-
sults, the authors show a very similar result to Theorem 3.14. It is proved that
if the number of calculated solutions K is greater or equal to a certain value
which depends on the dimension of the problem and other problem parame-
ters then the K-adaptability problem calculates an exact solution. This result
can be easily adapted to a distributionally robust version of Problem (M3)
which is the problem
min
x(1),...,x(k)∈X
sup
P∈P
EP
(
min
i=1,...,k
c>x(i)
)
where P is a given set of probability distributions of the probability vector c.
Similar to the result of Corollary 4.3 using the idea of the proof in [42] we can
transform the latter problem into a continuous linear program if the number
of calculated solutions k is greater or equal a certain value. Therefore under
the latter assumption this problem can be solved in pseudopolynomial time.
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