. A low-cost sensor glove is used to teleoperate a five-finger robot hand. The robot hand is equipped with tactile sensors (the iCub hand is shown in the picture). Tactile information provides force feedback to the teleoperator through activating vibration motors at the glove's fingertips.
I. INTRODUCTION
In robotics, sensor gloves are widely used for learning manipulation tasks from human demonstrations (see e.g., [2] for a recent overview). From the human operator perspective, active and passive approaches can be distinguished. In active approaches, the operator manipulates objects with its own hand. The robot learns a model through sensing the operator and the scene [3] , [4] , [5] . The demonstrations are platform independent and the learned model can adapt to changing environmental conditions. A mapping from human to robot kinematics and additional vision systems are needed.
Alternatively, in passive approaches the operator directly controls the robot hand through an instantaneous mapping from sensor glove measurements to control actions [6] , [7] . This has the advantages that the human teleoperator can adapt for the limited capabilities of the robot (compared to humans) or to compensate for kinematic mapping errors. Moreover, joint and contact forces can be recored at the robot side and used to train inverse dynamics control methods. Additional force feedback at the sensor glove provides important information about contact forces during grasping. The drawback of passive approaches is that the demonstrations are platform specific and rapid learning methods are needed for teaching a large variety of robots new skills. We follow this line of research here.
Most models of demonstrations model single trajectories, either directly or indirectly (see e.g., [8] and [9] ). A tracking controller with fixed or pre-tuned gains is used to follow the model prediction. However, for a safe operation of robots in everyday environments low gain control strategies are needed. Such compliant control approaches can be computed from the variance of the distribution over multiple trajectories. In probabilistic movement representations optimal control gains can be inferred that reproduce the demonstrations [10] or solve optimal control problems [11] . Here, we follow a simpler approach. As in probabilistic movement representations, a distribution over trajectories is learned using Bayesian linear regression with Gaussian features. Instead of inferring an optimal control law (which requires a forward model) we exploit a built-in low-level impedance controller to track the mean of the learned trajectory distribution. Variance dependent adaptive control gains approaches are part of future research.
II. METHODS

A. Sensor Glove Hardware
Our glove is based in the animatronic robot hand project2 2 [12] , where we added force feedback. Finger motion data is acquired by 4.5 inch flex sensors measuring the bending of each finger, see Figure 1 . The range of resistance is linearly mapped to the range of motions. To introduce force feedback, VPM2 coin vibration motors are placed at the fingertips. Those are controlled by mapping the tactile sensor readings of the robot hand proportionally to motor pulse width modulation (PWM) values. All sensors and motors are connected to an arduino board (mega 2560) that processes the data.
B. Glove Software Interfaces
The arduino board implements a serial communication interface (115200 Baud) and communicates with a computer 
C. Learning from Demonstrations
We denote a single demonstration as sequence of T state vectors τ = y 1:T . The state vector is modeled in a linear basis function model assuming zero mean Gaussian noise where y t = Φ t w+ y with y ∼ N ( y | 0, Σ y ). The matrix Φ t denotes the (extended) feature matrix using Gaussian basis functions [13] .
To model a distribution over multiple trajectories we introduce the prior distribution p(w) = N (w|µ w , Σ w ). The mean µ w and the covariance matrix Σ w can be learned from data by maximum likelihood using the Expectation Maximization (EM) algorithm [14] . A simpler solution that works well in practice is to compute first the most likely estimate of w [i] for each trajectory τ [i] independently (where the index i denotes the i-th demonstration). Given a trajectory τ [i] , the corresponding weight vectors w [i] can be estimated by a straight forward least squares estimate
. Subsequently, the mean and the covariance of p(w) can be estimated by the sample mean and sample covariance of the w [i] 's. After learning, the probability of trajectory τ given the feature vector w reads p(τ | w) = T t=1 N (y t |Φ t w, Σ y ). For more details we refer to [10] , [13] . Demo Matlab code was made open source. 4 
III. CUP STACKING TASK ON THE ICUB
The sensor glove was used to teach the humanoid robot iCub how to stack two plastic cups as depicted in Figure  2 . Prior to the demonstrations, we recorded the minima and maxima of the five flex sensors when the teleoperator flexed and spread its fingers. These values were used to in a linear mapping from flex readings to the robot finger joint angles (the joint angle extrema of the robot fingers were manually determined). The arm joints were controlled through an inverse kinematics approximation given the Cartesian coordinate and orientation of the operator's wrist (measured in a motion capturing system). A built-in low-level impedance controller with manually tuned gains was used to track the desired joint angles during teleoperation or after training in the autonomous execution phase. The control rate was 200Hz and the movement duration was set to 15 seconds.
Two demonstrations were used for training the probabilistic model. In total, a model of 13 joints was learned. For the distal finger joints the demonstrations and the learned model are shown in Figure 3 . The model filters the demonstrations through averaging over the demonstrations. Note that the force feedback was helpful for grasping the cup without deforming it. This needs to be further evaluated. A successful autonomous execution tracking the mean of the learned distribution is shown in the bottom row in Figure 2 .
IV. CONCLUSIONS
A low-cost sensor glove with force feedback was presented. We used it in first experiments for imitation learning in a cup stacking task in the humanoid robot iCub. We developed open source code for the sensor glove and the probabilistic model. Future hardware extensions include an inertial measurement unit (to replace the motion capturing system) and additional flex sensors to measure thumb adduction/abduction and proximal joint motions. We also plan to exploit the learned variance in the probabilistic model for adaptive control gains.
