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Charge density waves (CDWs) are symmetry-broken ground states that commonly occur in low-
dimensional metals due to strong electron-electron and/or electron-phonon coupling. The nonequilibrium
carrier distribution established via photodoping with femtosecond laser pulses readily quenches these
ground states and induces an ultrafast insulator-to-metal phase transition. To date, CDW melting has been
mainly investigated in the single-photon regime with pump photon energies bigger than the gap size. The
recent development of strong-field midinfrared sources now enables the investigation of CDW dynamics
following subgap excitation. Here we excite prototypical one-dimensional indium wires with a CDW gap
of ∼300 meV with midinfrared pulses at ℏω ¼ 190 meV with MV=cm field strength and probe the
transient electronic structure with time- and angle-resolved photoemission spectroscopy. We find that the
CDW gap is filled on a timescale short compared to our temporal resolution of 300 fs and that the band
structure changes are completed within ∼1 ps. Supported by a minimal theoretical model we attribute our
findings to multiphoton absorption across the CDW gap.
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Large parallel sections on the Fermi surface of
one-dimensional metals turn these systems unstable with
respect to the formation of charge density waves (CDWs),
where strong electron-electron and/or electron-phonon
coupling gaps the electronic structure at the Fermi level,
resulting in a metal-to-insulator transition below a critical
temperature TC. These CDWs and similar symmetry-
broken ground states are readily destroyed via photodoping
with femtosecond laser pulses [1–4] as photoexcitation
reshapes the potential energy surface of the system and
quenches the minimum associated with the symmetry-
broken ground state. The corresponding band structure
changes are typically traced with femtosecond time- and
angle-resolved photoemission spectroscopy (tr-ARPES) as
a function of momentum, energy, and time [5–12].
Commonly investigated material systems include Mott
insulators, excitonic insulators, Peierls systems, and
high-temperature superconductors. The measured melting
timescales shed light on the underlying mechanism respon-
sible for the formation of the symmetry-broken ground
state [13]. Aside from these fundamental aspects, light-
induced insulator-to-metal phase transitions show great
potential for future optoelectronic devices such as ultrafast
switches or photodetectors.
Depending on photon energy, field strength, and size of
the band gap, photodoping—that typically triggers light-
induced phase transitions—can occur via single-photon
absorption, multiphoton absorption, or tunneling ionization
[14]. To date, CDW melting has been mainly investigated
in the single-photon regime using pulses with photon
energies of ≥1 eV [15–18] and in the tunneling regime
with strong-field terahertz (THz) pulses [19–22].
The recent development of midinfrared (MIR) sources
with MV=cm field strength [23,24] now enables us to
investigate CDW dynamics in the intermediate multiphoton
regime. For this purpose we excite prototypical quasi-one-
dimensional indium wires that exhibit a CDW gap of
∼300 meV at low temperatures with femtosecond pulses at
190 meV photon energy and use tr-ARPES to record
snapshots of the transient electronic structure. We find
that the CDW gap is filled on a timescale short compared to
our temporal resolution of 300 fs indicating an ultrafast
light-induced insulator-to-metal phase transition. The band
structure changes are found to be complete after ∼1 ps. We
attribute our findings to CDW melting following multi-
photon absorption across the CDW gap in good agreement
with the observed intensity dependence of the absorbed
energy calculated with a minimal model.
Indium atoms deposited on the (7 × 7) reconstruction of
the (111) surface of silicon self-assemble into quasi-one-
dimensional chains upon annealing at 400 °C forming a
(4 × 1) surface reconstruction. At room temperature the
indium atoms form pairs of zigzag chains [see inset of
Fig. 1(b)] separated by one chain of silicon atoms [25]. The
band structure has three metallic bands that cross the Fermi
level at 0.41 (m3), 0.54 (m2), and 0.75 Å
−1 (m1) corre-
sponding to band fillings of 0.11 (m1), 0.38 (m2), and 0.5
(m3) [26,27]. Figures 1(a) and 1(b) show the measured
Fermi surface and band dispersion along the ΓXΓ direction
of the (4 × 1) Brillouin zone, respectively. Because of
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photoemission matrix elements only one half of each band
is visible [28].
Below a critical temperature of ∼125 K the system
undergoes a metal-to-insulator transition into a CDW
ground state [27,29,30] with a band gap of ∼300 meV
[31–33]. A shear distortion that displaces the two zigzag
chains in opposite directions parallel to the wires transfers
charge from m1 into m2. As a result both m2 and m3 are
half-filled and susceptible to a double-band Peierls tran-
sition that is brought about by a dimerization of the outer
indium atoms [34,35]. The resulting structure is that
of distorted indium hexagons [36] shown in the inset of
Fig. 1(c) yielding an (8 × 2) surface reconstruction. The
photoemission spectrum of the insulating phase is shown in
Fig. 1(c).
In Fig. 1(d) we show the changes of the photoemission
current associated with the equilibrium insulator-to-metal
phase transition. This picture was obtained by subtracting
Fig. 1(c) from Fig. 1(b). Aside from a pronounced gain just
below the Fermi level due to the closing of the band gap, we
observe a loss at the position of the low-temperature
dispersion, a u-shaped gain at kjj < 1.0 Å−1 close to the
Fermi level originating from the charge transfer between
m1 and m2, and another gain at higher momenta and larger
binding energy due to the shift of m3.
A detailed description of the experimental tr-ARPES setup
and the sample preparation is given in the Supplemental
Material [37].
In Fig. 2 we present tr-ARPES data taken at a base
temperature of 40 K for various pump-probe delays after
photoexcitation with 300 fs laser pulses with a photon
energy of ℏω ¼ 190 meV and a peak electric field of
0.9 MV=cm [37]. Panel (a) shows the temporal average of
different tr-ARPES snapshots taken at negative pump-
probe delay before the arrival of the pump pulse in the
time interval from t ¼ −700 to t ¼ −270 fs. These data
look slightly different from the equilibrium data presented
in Fig. 1(c) due to the presence of the pump pulse that
broadens the spectral features and causes some spectral
weight to reappear at the room temperature position of band
m1 below the Fermi level. We would like to stress that the
latter is commonly observed in this material system for
pump photon energies ≥1 eV [44,45].
Figure 2(b) shows the photocurrent at t ¼ 0 ps, where
pump and probe pulses overlap. The corresponding differ-
ence spectrum obtained by subtracting panel (a) from
panel (b) highlights the pump-induced changes of the
photocurrent [Fig. 2(c)]. The signal is dominated by the
formation of sidebands of the unperturbed band structure
due to laser-assisted photoemission (LAPE) [37]. In
Fig. 2(d) we present the tr-ARPES snapshot recorded
1 ps after photoexcitation together with the difference
spectrum in Fig. 2(e). The observed gain and loss features
closely resemble those for the equilibrium insulator-to-
metal transition in Fig. 1(d), suggesting a transient melting
of the CDW.
For a quantitative analysis of the CDW melting we
integrate the pump-induced changes of the photocurrent in
different areas marked by black boxes in Fig. 2(e) that
highlight three main features associated with CDW melt-
ing: the in-gap spectral weight (box 1), the shift of m1
below the Fermi level (box 2), and the shift of m3 towards
the Fermi level (box 3). The integrated photocurrent is
presented in Fig. 3 as a function of pump-probe delay for
three different field strengths. For field strengths of 0.3 and
0.7 MV=cm all boxes exhibit a short-lived pump-probe
signal that only exists in the presence of the pump pulse
indicative of LAPE [37]. For a field strength of 0.9 MV=cm
the pump-probe signal persists after the pulse is gone. In
this case, the rise time of the in-gap spectral weight in
Fig. 3(a) is found to be shorter than the pulse duration of
300 fs. From error-function fits of the rising edge of the
FIG. 1. Equilibrium phase transition. Measured room temperature Fermi surface together with guides to the eye (black), a sketch of the
(4 × 1) Brillouin zone (gray), and a red line indicating the direction along which the dispersion in (b) and (c) is measured. Measured
band structure at room temperature (b) and at T ¼ 40 K (c). (d) Difference between panel (c) and (b). Insets in (b) and (c) show the
respective structure of the Indium wires. White lines in (b) are guides to the eye based on Ref. [31] that mark the position of the bands.
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pump-probe signal [37] in Figs. 3(b) and 3(c) we find that
the band structure changes occur within∼1 ps. The lifetime
of the transient metallic state is found to be 6 1 ps from
exponential fits of the decay of the spectral weight shown in
Fig. 3(d).
After providing direct experimental evidence for CDW
melting in one-dimensional indium wires with strong pump
pulses, the photon energy of which is smaller than the
CDW gap in Figs. 2 and 3, we now set out to unravel
the underlying mechanism. For this purpose we compare
the observed timescales with previous time-resolved elec-
tron diffraction (tr-RHEED) [18,46] and tr-ARPES inves-
tigations [44,45] for photoexcitation at ℏω ≥ 1 eV. There,
the band gap inm2 andm3 was found to close within 200 fs
[45], and the structural (8 × 2) to (4 × 1) transition was
found to be complete within ∼700 fs [44–46]. Our rise
times are very similar which indicates that the same
microscopic mechanism that is described in detail below
is at work. Further, Ref. [46] found that the timescale for
the structural phase transition decreased with increasing
fluence. Also, for excitation densities below 0.4 electrons
per (8 × 2) unit cell, the structural phase transition was
found to remain incomplete [46], which is expected to
reduce the lifetime of the transient metallic state consid-
erably [18]. The fact that the rise times in the present
study are slightly longer and the lifetime of the metallic
state is significantly shorter compared to previous studies
[18,44–46] indicates that CDW melting in the present case
might be incomplete.
Based on density functional theory and ab initiomolecu-
lar dynamics simulations the following microscopic under-
standing of the light-induced phase transition in In=Sið111Þ
has emerged [45,46]: Holes generated at the (8 × 2) zone
boundary were shown to break the In-In dimer bonds
between the outer In chain atoms and thereby lift the
dimerization that gapsm2 andm3. Electrons that transiently
occupy the conduction band close to the (8 × 2) zone center
were shown to form bonds across neighboring In zigzag
chains, thereby lifting the shear distortion and shifting m1
below the Fermi level. The experimentally observed
FIG. 2. Light-induced phase transition. (a) Measured band structure at negative pump-probe delay. (b) Measured photocurrent in the
presence of the 300 fs pump pulse at ℏω ¼ 190 meV with a peak electric field of 0.9 MV=cm. (c) Same as (b) but for a pump-probe
delay of 1 ps. (d),(e) The pump-induced changes of the photocurrent obtained by subtracting panel (a) from panels (b) and (c),
respectively. Black boxes in (e) indicate the area over which the pump-probe signal in Fig. 3 was integrated.
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timescales roughly correspond to one-quarter of the period
of the rotary and shear phonon modes [46] consistent with a
Peierls transition.
Aside from single-photon absorption, multiphoton
absorption and tunneling ionization emerge as alternative
scenarios that might provide the nonequilibrium carrier
distribution required to drive the insulator-to-metal phase
transition in the indium wires used in the present study.
Tunneling ionization and multiphoton absorption can be
easily distinguished by considering the Keldysh parameter
γ that is given by the square root of the ratio between gap
size and ponderomotive energy [14]. γ > 1 and γ < 1
correspond to photoexcitation via multiphoton absorption
and tunneling ionization, respectively [14]. From the
experimental parameters we obtain γexp ¼ 1.6 [37] imply-
ing multiphoton absorption.
In order to support this interpretation, we simulate the
interaction of the MIR pump pulse with our sample [37]
and calculate the change in total energy of the system ΔE
for different field strengths as a function of pump-
probe delay shown in Fig. 4(a). We find that for field
strengths above ∼1 MV=cm the absorbed energy (ΔE at
t ¼ 500 fs after the pulse is gone) exceeds the CDW
condensation energy of 32 meV at T ¼ 40 K [47] and
the CDW is expected to melt. The theoretically predicted
threshold field agrees well with the experimental value of
∼0.9 MV=cm [37].
The log-log plot of absorbed energy vs intensity (field
squared) in Fig. 4(b) allows us to distinguish between the
multiphoton and the tunneling regime as the two regimes
exhibit different slopes. For fields below 1.3 MV=cm we fit
a slope of two indicating that each photoexcited electron
absorbs two photons. For higher fields the absorbed energy
exhibits a slower increase indicating tunneling ionization.
Note that the deviation from the quadratic intensity
dependence coincides with the crossover between γ > 1
and γ < 1 [blue-shaded area in Fig. 4(b)] and that the
threshold field for CDW melting lies in the multiphoton
FIG. 3. CDW melting dynamics. Pump-probe signal obtained by integrating the pump-induced changes of the photocurrent over the
areas marked by the black boxes in Fig. 2(e). The gray-shaded region is the pump pulse. (a) In-gap spectral weight as a function of
pump-probe delay for different peak field strengths from box (1). (b) Downshift of m1 from box (2) with a rise time of 1.0 0.2 ps.
(c) Upshift ofm3 from box (3) with a rise time of 0.9 0.2 ps [37]. (d) Long-time dynamics of the spectral weight in boxes 1–3 yielding
exponential life times of 6 1 ps. Thick lines in (b)–(d) are fits to the data [37].
FIG. 4. Simulation. (a) Change in total energyΔE of the system as a function of time for different peak field strengths. The dashed line
indicates the CDW condensation energy of 32 meV per (4 × 2) unit cell [37]. The gray-shaded area is the pump pulse. (b) Log-log plot of
absorbed energy vs the square of the peak field. The red line has a slope of 2 as expected for two-photon absorption. White and blue
areas distinguish the multiphoton (γ > 1) and the tunneling regime (γ < 1), respectively.
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regime in agreement with the experimental Keldysh
parameter.
Before establishing multiphoton absorption as the main
reason for CDW melting in the present study, we need to
exclude several alternative scenarios that have been pre-
viously evoked to explain related insulator-to-metal phase
transitions following photoexcitation with strong MIR and
THz pulses.
Reference [48] showed thatMIRpulses atℏω¼400meV,
resonant to an optical transition between the backfolded
valence and conduction band, melts the CDW in 1T-TiSe2.
Our pump photon energy is significantly smaller than
the gap size which is why we exclude single-photon
absorption across the gap as a possible route for CDW
melting in the present case. Also, the employed pump
photon energy is much smaller than the indirect band gap
of silicon, Egap ¼ 1.1 eV. Therefore, substrate-induced
effects such as a transient heating of the sample above
the critical temperature are unlikely [49].
Further, Ref. [50] showed that resonant excitation of an
infrared-active phonon mode at ℏω ¼ 71 meV results in a 5
orders of magnitude drop in resistivity in Pr0.7Ca0.3MnO3.
The In=Sið111Þ-ð8 × 2Þ phase has maximum phonon
frequencies on the order of a few THz (a few tens of
meV) [51,52] much smaller than the pump photon energy of
190meV such that we can also exclude a resonant excitation
of the lattice.
Alternatively, Ref. [19] demonstrated that defect-
mediated subgap absorption at ℏω ¼ 180 meV < Egap ¼
670 meV in polycrystalline VO2 films is strong enough to
drive the insulator-to-metal phase transition. Because of the
single-crystalline nature of our samples [37] we consider
defect-mediated subgap absorption too weak to be able to
drive the insulator-to-metal phase transition in the present
study.
Finally, we already excluded tunneling ionization that
was evoked to explain the THz-driven insulator-to-metal
phase transition in VO2 single crystals [21,22].
Therefore, the only scenario that seems to be able to
account for the observed CDWmelting in the present study
is multiphoton absorption.
In summary, we have used tr-ARPES to probe the band
structure changes induced by strong-field MIR excitation at
photon energies smaller than the CDW gap in quasi-one-
dimensional indium wires. We observe a transient melting
of the CDW on a timescale that is similar to the one
observed at pump photon energies ℏω ≥ 1 eV, indicating a
similar microscopic melting mechanism. We attribute our
results to photodoping via multiphoton absorption based on
the excellent quantitative agreement between our data and a
minimal theoretical model. Our findings are relevant for
ultrafast optical switching and open new pathways for MIR
detection.
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