Abstract. A nonnegative nontrivial solution of the quasilinear elliptic di¤erential equation (1.1) below on the entire space is obtained. The function fðtÞt in the principal part is nonhomogeneous and bðtÞt has the critical Orlicz-Sobolev growth with respect to f.
Introduction
Let us consider a quasilinear elliptic di¤erential equation in the divergence form has been studied by many authors through variational approach. In the case of bounded W, positive solutions of (1.2) are obtained by Brézis and Nirenberg [10] , Guedda and Véron [17] , García Azorero and Peral Alonso [15] , BenNaoum, Troestler and Willem [7] , and Silva and Xavier [21] . Further, Benci and Cerami [6] , Gonçalves and Alves [16] , Ambrosetti, Garcia Azorero and Peral [2, 3] , and Silva and Soares [20] have studied the case of W ¼ R N .
There often arise the equations associated by nonhomogeneous nonlinearities F in the fields of nonlinear elasticity, plasticity and non-Newtonian fluids etc. (e.g., [13] , [14] ). It is meaningful to study such equations with general f. Here, for such f, we consider the equation (1.1) with critical Sobolev growth bðjujÞu on the entire space. It seems to be di‰cult to deal with the functional I l on the usual Sobolev space. As an example, let FðtÞ ¼ ð1 þ t 2 Þ g À 1 ðg 0 1Þ. It has a di¤erent power-like behavior at 0 and at infinity:
Since neither of the Sobolev spaces W 1; 2 ðR N Þ, W 1; 2g ðR N Þ includes the other, the functional I l is not well defined on neither of them. The most natural function space on which I l is defined is the Orlicz-Sobolev space associated with the function F. Introduction of such space also makes us possible to deal with non power-like nonlinearity, e.g., FðtÞ ¼ t p logð1 þ tÞ. Further, the lack of compactness of the functional occurs due to the critical growth of bðjujÞu of (1.1). Considering this we make some modification of the concentrationcompactness principle.
The purpose of the present paper is to show the existence of nonnegative and nontrivial (weak) solutions to (1.1) with general nonlinearity f by applying the variational methods in the Orlicz-Sobolev space.
Here we give a brief review of Orlicz spaces. 
Concerning the results obtained by using the arguments in Orlicz-Sobolev spaces, see Badiale and Citti [5] , and Clément, García-Huidobro, Manásevich and Schmitt [11] . They have treated the equations in the subcritical case.
Finally, we give some examples satisfying (
Throughout this paper we assume (H 1 )-(H 8 ).
Preliminaries
In this section we state some preliminary inequalites on F. These inequalites will be used in our arguments. 
Proof. In the same way as in the preceeding lemma, (2.4) Then the following inequalities hold. for 0 a t a 1;
for t b 1: ð2:18Þ Then exists a sequence fu n g in E such that I ðu n Þ ! c and I 0 ðu n Þ ! 0 in E 0 .
A proof of this lemma is given in Aubin and Ekeland [4, p. 272, Theorem 5], which relies on Ekeland's minimization principle. The sketch of the proof is written in Brezis [8, Lemma 7] .
Here we verify that Lemma 3.1 is applicable in our situation, namely the functional
Lemma 3.2. For any l > 0 there exists r 0 ¼ r 0 ðlÞ > 0 such that
), (A.4) and (1.12), we have
By assumptions (H 2 ) and (H 6 ),
we see (3.5) for su‰ciently small r > 0. r
Then there exists t 0 ¼ t 0 ðu 0 Þ > 0 such that
Proof. By (H 4 ), (H 7 ), Lemma 2.1 and Lemma 2.2, we have
The preceeding lemmas show that, for l > 0, I l satisfies the assumptions in Lemma 3.1. Thus there exists a Palais-Smale sequence
as n ! y, where c l is the constant c defined by (3.4) for the functional I l , the neighborhood U ¼ U r and w 0 ¼ t 0 u 0 . Let us consider the sequence fu n g in order to obtain a critical point of the functional I l . Now we show the boundedness of this sequence in
Proof. By (H 8 ) and (A.7), it su‰ces to put M 2 ¼ ð1 þ C=tÞM 0 and
Proof. Take a constant t with m < t < l Ã . Then
Since r 0 =m Ã < 1 and r 1 =l Ã < 1, the following function
is bounded below for t b 0, that is,
hðtÞ > Ày: ð3:12Þ By (3.10), (3.11), (3.12),
On the other hand, by (3.8),
with some constants c 1 ; c 2 > 0. Therefore, by (3.13) and (3.14),
This implies that fk'u n k F g is bounded. r By (1.12), (2.2) and (2.4), we have Corollary 3.6. The following sequences
are bounded.
Convergence of the Palais-Smale sequence
Let fu n g H D 1; F ðR N Þ be the Palais-Smale sequence obtained in the preceding section. Lemma 2.7 implies that the Orlicz spaces 
and, by (A.8) and (2.1), ð
By (4.6), we have ku n 'jk F ! 0 as n ! y. Thus, by (4.9) and (4.10), the equation (4.8) is obtained. r
The next Lemma is analogous to Lemma I.1 (the second concentrationcompactness lemma) of P. L. Lions [19] .
Lemma 4.2. (i)
There exist an at most countable set J, a family fx j g j A J of distinct points in R N and a family fn j g j A J of constants n j > 0 such that
where d x j is the Dirac measure of mass 1 concentrated at x j .
(ii) In addition we have
for all j A J.
Proof. Let fx j g j A J H R N be the atoms of the measure m and decompose 
Letting n ! y and using (4.3), (4.4), we have ð
By 
Thus, we have 
Further, from (4.19), nðB e ðx j ÞÞ a z 3 ðS 0 z À1 0 ðmðB e ðx j ÞÞÞÞ:
Letting e ! þ0, we have 0 a n j a z 3 ðS 0 z
Finally, excluding the index j of n j ¼ 0 from the index set J, the Lemma for the case u ¼ 0 is proved.
The case u 0 0. Let
v n ! 0 a:e: ð4:26Þ
the sequences fk'v n k F g and fkv n k F Ã g are bounded. Therefore, by (2.2) and (2. as n ! y. From the above case u ¼ 0, there exist an at most countable set J, a family fx j g j A J of distinct points in R N and positive weights fn j g j A J , fm j g j A J such thatn
Since F Ã ðtÞ, FðtÞ are convex functions and u n ! u a.e., Theorem 2 and Lemma 3 of Brézis and Lieb [9] imply that ð 
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By (A.14),
for any t A ð0; 1Þ. Thus f Ð 1 0 fðj'u n À t'ujÞð'u n À t'uÞdtg is bounded in LF F ðR N ; R N Þ, and there exists a subsequence which converges to some w in In order to show 'u n ! 'u a.e. in R N we give a series of lemmas. 
where
On the other hand, by (H 2 ), ð R N fðj'u n jÞ'u n Á 'ðc e u n Þdx ð4:31Þ
By (A.14) and (2.9), the sequence fkfðj'u n jÞ'u n kF F g is bounded. Thus, there is a subsequence fu n g such that fðj'u n jÞ'u n * w 1 weakly in LF F ðR N ; R N Þ for some w 1 A LF F ðR N ; R N Þ. Since suppð'c e Þ H B 2e ðx j Þ and u n ! u in Now we show that the second term of the left-hand side converges 0 as e ! 0. The sequence fbðu n Þu n þ lf ðx; u n Þg is bounded in L e (A.18) and (2.14). Thus there is a subsequence fu n g such that
Noting 
from (4.13) and (4.33), we see that inffn j ; j A Jg > 0. Since as n ! y.
and let A e ¼ fx A B R ð0Þ; distðx; KÞ < eÞg for 0 < e < d. Take w e A C y 0 ðR N Þ such that 0 a w e a 1;
Thus, from (4.11), lim sup
Letting e ! þ0, by Lebesgue's convergence theorem, lim sup
On the other hand, Fatou's lemma implies ð
Thus we have
Moreover, Lemma 3 of Brézis and Lieb [9] implies that 
By Lemma 3.5, the sequence fðu n À uÞwg is bounded in D ðbðu n Þu n þ lf ðx; u n ÞÞðu n À uÞw dx a kbðu n Þu n þ lf ðx; u n Þk e as n ! y.
Proof. Let K be a set in Lemma 4.5. There exists a subsequence of the integrand in (4.37) converges almost everywhere on K. Using Lemma 6 in Dal Maso and Murat [12] , we have 'u n ! 'u a.e. x A K. Since K is an arbitrary compact set in R N nfx j g j A J , the conclusion follows. r
Applying the results stated above, we show the limit function u solves the equation (1.1).
as n ! y.
Proof. Put v n ¼ fðj'u n jÞ'u n Á 'j. Take an R > 0 such that supp j H B R ð0Þ. By (H 1 ) and (2.1), we have
Noting that f Ð R N Fðj'u n jÞdxg is bounded, we see that ð fx A R N ; jv n jbag jv n jdx ! 0 ð4:50Þ uniformly in n as a ! y. This means that fv n g is uniformly integrable on R N (and also on B R ð0Þ). Moreover, Corollary 4.6 implies that v n ¼ fðj'u n jÞ'u n Á 'j ! fðj'ujÞ'u Á 'j a.e on B R ð0Þ as n ! y. Therefore Vitali's convergence theorem implies that fv n g converges to fðj'ujÞ'u Á 'j in L 1 ðB R ð0ÞÞ. This shows (4.47). The convergence of (4.48) and (4.49) can be proved similarly. r Proof. Let l > 0. Since (3.7) implies that
for some constants c 1 ; c 2 > 0 independent of l, max tb0 I l ðtu 0 Þ is attained at some t ¼ t l A ð0; T 0 Þ with T 0 ¼ maxf1; ðc 2 =c 1 Þ À1=ðl Ã ÀmÞ g.
Here we claim that t l ! 0 as l ! y. Indeed, if this is not true, then there exists a sequence l j ! y and
Thus we have 
n jÞdxg is bounded, we see that, for any e > 0, there exists R > 0 (independent of n) such that uniformly in n as a ! y. Since fF ðx; u n Þg converges to F ðx; uÞ a.e. on R N , by (5.8), (5.9) and Vitali's convergence theorem, we have (5.4). The convergence of (5.5) can be obtained similary. r
Proof of Theorem 1.1. It is su‰cient to prove that u ¼ u l satisfies u b 0 and u 0 0. Let u À ¼ maxfÀu; 0g. Then (4.51) implies that hI
we have u À ¼ 0. Hence u ¼ u l b 0 and, by Proposition 4.8, u l is a nonnegative (weak) solution of (1.1) for l > 0. 
By Lemma 5.1, the c l in (3.8) satisfies
We show that u l 0 0 for l > l 0 by contradiction. Let us assume that u l ¼ 0. Since each of the three integrals in
is bounded, we can assume that they converge as n ! y. Put 
Now we claim that k l > 0. Indeed, if we suppose that k l ¼ 0 then, by (H 2 ) and BðtÞ b 0 for t b 0, we have
Letting n ! y in (5.15), we have
Next we show that k l b M > 0. In fact, by (H 2 ) and Lemma 2.1, we have
Similarly, by (H 3 ), (H 4 ) and (2.4), we have
Combining (1.12), (5.16) and (5.17), we obtain
Letting n ! y, we get
From this inequality, we easily see k l b M with M > 0 given by (5.10). Then, observe that
Letting n ! y, we have
which contradicts (5.11). Thus u l 0 0 for l > l 0 . r
A. Appendix
For the functions FðtÞ, BðtÞ, F ðx; tÞ in Section 1, put 
where we put M 0 ¼ P < y:
This implies k f ðx; uÞk e F Ã < y. r
