Abstract: Stein's method is applied to obtain a general Cramér-type moderate deviation result for dependent random variables whose dependence is defined in terms of a Stein identity. A corollary for zero-bias coupling is deduced. The result is also applied to a combinatorial central limit theorem, a general system of binary codes, the anti-voter model on a complete graph, and the Curie-Weiss model. A general moderate deviation result for independent random variables is also proved.
Introduction
Moderate deviations date back to Cramér (1938) who obtained expansions for tail probabilities for sums of independent random variables about the nor-expressed in terms of a Markov process. This generator approach to Stein's method is due to Barbour (1988 and 1990) . By (2.2), bounding Eh(W ) − Eh(Z) is equivalent to bounding E{Lf h (W )}.
To bound the latter one finds another operatorL such that E{Lf (W )} = 0 for a class of functions f including f h and writeL = L − R for a suitable operator
R. The error term E{Lf h (W )} is then expressed as ERf h (W ). The equation
E{Lf (W )} = 0 (2.3)
for a class of functions f including f h is called a Stein identity for L(W ). For normal approximation there are four methods for constructing a Stein identity: the direct method (Stein (1972) ), zero-bias coupling (Goldstein and Reinert (1997) and Goldstein (2005) ), exchangeable pairs (Stein (1986) ), and Stein coupling (Chen and Röllin (2010) ). We discuss below the construction of Stein identities using zero-bias coupling and exchangeable pairs. As proved in Goldstein and 
for all absolutely continuous functions f for which expectations exist, wherê f ′ (W + t)dμ(t) + E(Rf (W )) (2.8) whereμ is a random measure. We will prove a moderate deviation result by assuming that W satisfies the Stein identity (2.8).
A Cramér-type moderate deviation theorem
Let W be a random variable of interest. Assume that there exist a deterministic Theorem 3.1. Suppose that there exist constants δ 1 , δ 2 and θ ≥ 1 such that
3)
and
), where O α (1) denotes a quantity whose absolute value is bounded by a universal constant which depends on α only under the second alternative of (3.4).
Remark 3.1. Theorem 3.1 is intended for bounded random variables but with very general dependence assumptions. For this reason, the support of the random measureμ is assumed to be within [−δ, δ] where δ is typically of the order of 1/ √ n due to standardization. In order for the normal approximation to work, E(D|W ) should be close to 1 and E(R|W ) small. This is reflected in δ 1 and δ 2 which are assumed to be small.
For zero-bias coupling, D = 1 and R = 0, so conditions (3.3), (3.4) and (3.5) are satisfied with δ 1 = δ 2 = 0 and θ = 1. Therefore, we have Corollary 3.1. Let W and W * be defined on the same probability space satisfying (2.4). Assume that EW = 0, EW 2 = 1 and |W − W * | ≤ δ for some
For an exchangeable pair (W, W ′ ) satisfying (2.6) and |∆| ≤ δ,
Remark 3.3. Although one cannot apply Theorem 3.1 directly to unbounded random variables, one can adapt the proof of Theorem 3.1 to give a proof of (1.1) for independent random variables assuming the existence of the moment generating functions of |X i | 1/2 thereby extending a result of Linnik (1961) . This result is given in Proposition 4.6. The proof also suggests the possibility of extending Theorem 3.1 to the case where the support ofμ may not be bounded.
Applications
In this section we apply Theorem 3.1 to four cases of dependent random variables, namely, a combinatorial central limit theorem, the anti-voter model on a complete graph, a general system of binary codes, and the Curie-Weiss model.
The proofs of the results for the third and the fourth example will be given in the last section. At the end of this section, we will present a moderate deviation result for sums of independent random variables and the proof will also be given in the last section.
Combinatorial central limit theorem
Let {a ij } n i,j=1 be an array of real numbers satisfying n j=1 a ij = 0 for all i and
, where π is a uniform random permutation of {1, 2, · · · , n} and σ
In Goldstein (2005) W is coupled with the zero-biased W * in such a way that |∆| = |W * − W | ≤ 8c 0 /σ. Therefore, by Corollary 3.1 with δ = 8c 0 /σ, we have 
Anti-voter model on a complete graph
Consider the anti-voter model on a complete graph with n vertices, 1, · · · , n, and (n − 1)n/2 edges. Let X i be a random variable taking value 1 or −1 at the
, where X i takes values 1 or −1. The anti-voter model in discrete time is described as the following Markov chain: in each step, uniformly pick a vertex I and an edge connecting it to J, and then change 
According to (2.7), (3.1) is satisfied with δ = 2/σ and R = 0. To check conditions (3.3) and (3.5), let T denote the number of 1's among X 1 , · · · , X n , a be the number of edges connecting two 1's, b be the number of edges connecting two −1's, and c be the number of edges connecting 1 and −1. Since it is a complete graph, a =
. Therefore (see, for example, Rinott and
imsart-generic ver. 2006/10/13 file: 11-5-16.tex date: May 30, 2011 Noting that E(E(D|W ) − 1) = 0 and EW 2 = 1, we have σ 2 = n 2 −2n 2n−3 . Hence,
which means that (3.3) is satisfied with δ 1 = O(n −1/2 ). Thus, we have the following moderate deviation result.
Proposition 4.1. We have For each nonnegative integer n, defineS n =S(X), where X is a random integer uniformly distributed over the set {0, 1, . . . , n}. The general system of binary codes introduced by Chen, Hwang and Zacharovas (2011) is one in which
where I is an independent Bernoulli(1/2) random variable. Chen, Hwang and Zacharovas (2011) proved the asymptotic normality ofS n . Here, we apply Theorem 3.1 to obtain the following Cramér moderate deviation result. For n ≥ 1, let integer k be such that 2 k−1 −1 < n ≤ 2 k −1, and letW n = (S n −k/2)/ k/4. 
As an example of this system of binary codes, we consider the binary expansion of a random integer X uniformly distributed over {0, 1, . . . , n}. For
and let Gray code and a coding system using translation and complementation. Detailed descriptions of these codes are given in Chen, Hwang and Zacharovas (2011).
Curie-Weiss model
Consider the Curie-Weiss model for n spins Σ = (
The joint distribution of Σ is given by
where Z β,h is the normalizing constant, and β > 0, h ∈ R are called the inverse of temperature and the external field respectively. We are interested in the total (4.9)
There is a unique solution m 0 to (4.9) such that m 0 h ≥ 0. In this case, S/n is concentrated around m 0 and has a Gaussian limit under proper standardization.
Case 2. β > 1, h = 0. There are two non-zero solutions to (4.9), m 1 < 0 < m 2 .
Given condition on S < 0 (S > 0 respectively), S/n is concentrated around m 1 (m 2 respectively) and has a Gaussian limit under proper standardization.
Case 3. β = 1, h = 0. S/n is concentrated around 0 but the limit distribution is not Gaussian.
We refer to Ellis (1985) for the concentration of measure results, Ellis and Newman (1978a, 1978b) 
where
Then we have
Proposition 4.4. In Case 2, define
where Then we have
Independent random variables
Moderate deviation for independent random variables has been extensively stud- Proposition 4.5. Let ξ i , 1 ≤ i ≤ n be independent random variables with Eξ i = 0 and Ee tn|ξi| < ∞ for some t n and for each 1 ≤ i ≤ n. Assume that
We deduce ( Proposition 4.6. Let X i , 1 ≤ i ≤ n be a sequence of independent random variables with
there exists positive constants c 1 , c 2 > 0, t 0 such that
is an absolute constant depending on c 2 and t 0 . In particular, we have
Proof of Proposition 4.6. The main idea is first truncating X i and then applying Proposition 4.5 to the truncated sequence. W.l.o.g., assume c 1 = 1.
Observe that
and similarly,B n = B n (1 + o(n −2 )). Thus, for 0 ≤ x ≤ t 0 n 1/6 /4 
Preliminary Lemmas
To prove Theorem 3.1, we first need to develop two preliminary lemmas. Our first lemma gives a bound for the moment generating function of W .
Lemma 5.1. Let W be a random variable with E|W | ≤ C. Assume that there
satisfied. Then for all 0 < t ≤ 1/(2δ) satisfying
under the first alternative of (3.4)
under the second alternative of (3.4) (5.3)
we have
Proof. Fix a > 0, t ∈ (0, 1/(2δ)] and s ∈ (0, t] and let f (w) = e s(w∧a) . Letting
, firstly we prove that h ′ (s) can be bounded by sh(s) and
where we have applied (3.2) and (3.4) to obtain the last inequality. Now, applying the simple inequality
and then (3.3), we find that
Note that Collecting terms we obtain
Secondly, we show that EW 2 f (W ) can be bounded by a function of h(s) and h ′ (s). Letting g(w) = we s(w∧a) , and then arguing as for (5.7),
Note that under the first alternative of (3.4), 9) and under the second alternative of (3.4),
Thus, recalling δ 2 ≤ 1/4 and α < 1, we have
where C α is defined in (5.3).
imsart-generic ver. 2006/10/13 file: 11-5-16.tex date: May 30, 2011 We are now ready to prove (5.4). Substituting (5.11) into (5.7) yields
Solving for h ′ (s), we obtain
Now taking t to satisfy (5.2) yields c 3 (t) ≤ 1/2, so in particular c i (t) is nonnegative for i = 1, 2, and 1/(1 − c 3 (t)) ≤ 1 + 2c 3 (t).
Solving (5.13), we have
Note that c 3 (t) ≤ 1/2, δ 2 ≤ 1/4 and θ ≥ 1. Elementary calculations now give and hence
thus proving (5.4) by letting a → ∞.
Lemma
Then for integers k ≥ 1,
where c 2 (C, C α ) is a constant depending only on C and C α defined in Lemma 5.1.
Proof. For t satisfying (5.15) it is easy to see that c 0 (t) ≤ 5c 1 (C, C α ) where
is as in Lemma 5.1, and (5.2) is satisfied. Write
where [t] denotes the integer part of t. For the first integral, noting that sup j−1≤u≤j e u e (j−1)
2 /2−j(j−1) , we have
Similarly, we have
This completes the proof. 
Proofs of results
In this section, let O α (1) denote universal constants which depend on α only under the second alternative of (3.4).
Proof of Theorem 3.1
If
. Therefore, (3.6) is trivial.
Hence, we can assume
so that δ ≤ 1, δ 2 ≤ 1/4, δ 1 + 2δ 2 < 1, and moreover, δ 1 + δ 2 + α < 1 under the second alternative of (3.4). Our proof is based on Stein's method. Let f = f x be the solution to the Stein equation
It is known that
by using the following well-known inequality
It is also known that wf (w) is an increasing function (see Lemma 2.2, Chen and
Shao (2005)). By (3.1) we have
and monotonicity of wf (w) and equation (6.2) imply that
Recall that dμ(t) = D. Thus using non-negativity ofμ and combining (6.4), (6.5) we have
Now, by (3.2), the expression above can be written
Therefore, we have
where we have again applied the monotonicity of wf (w) as well as (3.5), (3.3) and (3.4). Hence we have that
(1 + |W |) and
By (6.3) we have
Note that by (3.1) with f (w) = w,
Therefore, under the first alternative of (3.4), EW 2 ≤ (1 + 2δ 1 + δ 2 ) + (δ 1 + 2δ 2 )EW 2 , and under the second alternative of (3.4),
. Hence the hypotheses of Lemma 5.1 is satisfied with C = O α (1), and therefore also the conclusion of Lemma 5.2.
In particular,
Similarly, by (6.3) again
and by Lemma 5.2
As to
it follows from Lemma 5.1 that
(6.14)
for x ≥ 1. Thus, we have for x > 1
Clearly, (6.15) remains valid for 0 ≤ x ≤ 1 by the fact that EW 2 1(W > x) ≤ EW 2 ≤ 2. Combining (6.11) -(6.15), we have
Similarly, (6.17) and
It is easy to see that (for example, Chen and Shao (2001)) 20) we have for 0 ≤ t ≤ δ Eg(W + t) (6.21)
and hence
Putting (6.9), (6.16), (6.17), (6.18) and (6.22) together gives
and therefore
As to the lower bound, similarly to (6.5) and (6.8), we have
and Now follwoing the same proof of (6.23) leads to
This completes the proof of Theorem 3.1.
Proof of Proposition 4.2
For n ≥ 2, X ∼ U {0, 1, . . . , n}, letS n =S(X) be the number of 1's in the binary string of X generated in any system of binary codes satisfying (4.7). Without loss of generality, assume thatS
The condition (4.7) allowsS(X) to be represented in terms of the labels of the nodes in a binary tree described as follows. LetT be an infinite binary tree. For For 2 k−1 − 1 < n ≤ 2 k − 1, represent 0, . . . , n by the nodes V k,0 , . . . , V k,n respectively. ThenS(X) is the sum of 1's in the shortest path from V k,X to the root of the tree. The condition C3 implies thatS(X) does not depend on k so that the representation is well defined.
We consider two extreme cases. Define a binary tree T by always assigning 0 to the left sibling and 1 to the right sibling. Then the number of 1's in the binary string of X is that in the binary expansion of X. Denote it by S n (= S(X)). Next, to the left sibling and 0 to the right sibling for all other nodes. Let the number of 1's in the binary string of X onT beS n (=S(X)). Both T andT are infinity binary trees satisfying C1, C2 and C3 and both S n andS n satisfy (4.7). It is easy to see that for all integers n ≥ 0,
where ≤ st denotes stochastic ordering. Therefore, it suffices to prove Cramér moderate deviation results for W n andW n where
We suppress the subscript n in the following and follow Diaconis (1977) in constructing the exchangeable pair (W, W ′ ). Let I be a random variable uniformly distributed over the set {1, 2, · · · , k} and independent of X, and let the random variable X ′ be defined by
is an exchangeable pair and
where λ = 2/k and
. From Lemma 6.1 and
Repeat the above argument for −W , we have
Next, we notice that S andS can be written as, with X ∼ U {0, 1, . . . , n},
Therefore,
Conditioning on 0 ≤ X ≤ 2 k−1 − 1, both the distributions of S(X) andS(X)
are Binomial(k − 1, 1/2), which yields
On the other hand, when 2 and that
with exactly S of the indicator variables X 1 , . . . , X k equal to 1.
We say that X falls in category i, i = 1, · · · , k 1 , when
We say that X falls in category k 1 + 1 if X = n. This special category is nonempty only when S = k 1 and in this case, Q = k − k 1 , which gives the last term in (6.30).
Note that if X is in category i for i ≤ k 1 , then, since X can be no greater than n, the digits of X and n match up to the p th i , except for the digit in place p i , where n has a one, and X a zero. Further, up to this digit, n has p i − i zeros, and so X has a i = p i − i + 1 zeros. Changing any of these a i zeros except the zero in position p i to ones results in a number n or greater, while changing any other zeros, since digit p i of n is one and of X zero, does not. Hence Q is at most a i when X falls in category i. Since X has S ones in its expansion, i − 1 of which are accounted for by (6.29) , the remaining S − (i − 1) are uniformly distributed over the k
Thus, we have the inequality
,
Note that if k 1 = k, the last term of (6.30) equals 0. When k 1 < k, we have so we omit this term in the following argument.
We consider two cases.
Case 1: S ≥ k/2. As a i ≥ 1 for all i, there are at most k + 1 nonzero terms in the sum (6.30) . Divide the summands into two groups, those for which a i ≤ 2 log 2 k and those with a i > 2 log 2 k. The first group can sum to no more than 2 log 2 k. because the sum is like weighted average of a i .
For the second group, note that 32) where the second inequality follows from S ≥ k/2, and the last inequality from a i > 2 log 2 k. Therefore, the sum of the second group of terms is bounded by 1.
Case 2: S < k/2. Divide the sum on the right hand side into two groups according as to whether i ≤ 2 log 2 k or i > 2 log 2 k. Clearly,
using the assumption S < k/2 and the fact that S ≥ i − 1. The above inequality is true for all i, so the summation for the part where i > 2 log 2 k is bounded by 1.
Next we consider i ≤ 2 log 2 k. When S ≥ k log ai ai−1 + 2 log 2 k, we have
ai−1 ≤ 1. Solving S from the inequality a i (
we see that it is equivalent to the inequality S ≥ (1 − e which is a result of the above assumption on S when i < 2 log 2 k. Now we have
using the fact that a i (
On the other hand, if S < k
This proves that the right hand side of (6.30) is bounded by O(1) log 2 k.
To complete the proof of the lemma, i.e., to prove E(Q|W ) ≤ C(1 + |W |), we only need to show that E(Q|S) ≤ C for some universal constant C when |W | ≤ log 2 k, that is, when k/2 − k/4 log 2 k ≤ S ≤ k/2 + k/4 log 2 k. Following the argument in case 2 above, we only need to consider the summands where i ≤ 2 log 2 k because the other part where i > 2 log 2 k is bounded by 1 as proved in case 2.
When a i , k are bigger than some universal constant, k/2 − k/4 log 2 k ≥ log ai ai−1 × k + 2 log 2 k, which implies (
Since both parts for i ≤ 2 log 2 k and i > 2 log 2 k are bounded by some constant, E(Q|S) ≤ C when |W | ≤ log 2 k and hence the lemma is proved. 
for 0 ≤ x ≤ n 1/6 , then from the fact that (Ellis (1985) )
for any positive number K where C(K) is a positive constant depending only on K, we have, with Let I be a random variable uniformly distributed over {1, · · · , n} independent
is an exchangeable pair. Let
It is easy to see that
e −β(m+h)−βσw/n + e β(m+h)+βσw/n e 2β/n and e β(m+h)+βσw/n e β(m+h)+βσw/n + e −β(m+h)−βσw/n
e β(m+h)+βσw/n + e −β(m+h)−βσw/n e 2β/n .
Note that
− σW + nm + n σn A(W )I(S − 2 < an) + n − σW − nm σn B(W )I(S + 2 > bn) To estimate R 1 , let g(w) = (wf (w)) ′ . It is easy to see that 
