Abstract: Pricing schemes that vary prices in response to demand shocks may antagonize consumers and reduce demand. At the same time, consumers may take advantage of the opportunities offered by price changes. Overall, the net impact of varying price on demand is ambiguous. We investigate the issue empirically, exploiting a unique dataset from a firm that has experimented with different pricing schemes. Each scheme is characterized by how much prices respond to demand variations. Holding average price and other variables constant, we find that demand is higher when prices vary more. We discuss the implications of our findings with regard to the consumer antagonism hypothesis. JEL: D01, D12, L86.
Introduction
Economic theory demonstrates that pricing schemes that vary prices in response to demand shocks could reduce rationing and increase welfare. On the other hand, survey evidence shows that, in many contexts, consumers are antagonized by pricing schemes that change prices in response to fluctuations in demand (Kahneman et al., 1986) .
3 Consumers seem to care about how sellers set prices. These opposite views have fueled a debate on the use and prevalence of innovative schemes that vary prices (e.g. Blinder et al. 1998 , Borenstein et al. 2002 , Rotemberg, 2004 , Seidel et al. 2004 . Lacking from the debate is systematic evidence from any industry of the impact of varying price on consumer demand.
Are consumers more likely to withhold consumption when firms vary prices in response to demand fluctuations? Or does varying price increase demand?
This paper develops a framework to measure the net impact on demand of introducing more flexible pricing schemes. In contrast with the survey literature, which is based on consumer attitudes, we consider the impact of price variability on actual firm demand. Since price variability may influence aggregate demand through other channels than just fairness, we state the question in terms of a simple trade-off. When prices vary more, holding the overall level of prices and other variables constant, does the quantity demanded change? If so, what is the trade-off (ceteris paribus) between the amount of price variations consumers face and overall quantity sold?
We denote this trade off dq/dσ where q stands for average demand and σ>0 for price variability. Measuring this trade-off is a natural starting point to study the hypothesis that consumers care about firms' choice of pricing policies. However, consumers may react to 3 In an early contribution based on a survey of managers, Hall and Hitch (1939, p.22) summarize that "changes in price ... are disliked by merchants and consumers." Later, Okun (1981, p.151) argues that "suppliers must beware of rocking the boat with their price actions". Kahneman et al. (1986) conclude that "charging the market-clearing price for the most other aspects of pricing in addition to changes in the level of price variability. Survey studies have considered, for example, consumer response to the introduction of price variability and framing effects. In this paper, we do not investigate these alternative channels because we can only measure dq/dσ for positive σ, and we do not observe changes in the way the pricing policy was announced to consumers. Keeping these limitations in mind, the trade-off dq/dσ can shed some light on the debate on why firms often do not vary prices in response to demand shocks. If dq/dσ≥0 and prices are correlated with demand, which is the case in situations where prices are used to smooth demand shocks, then revenue increases with the introduction of price variability. Therefore, finding that dq/dσ≥0 would reject the conjecture that the fear of revenue loss due to antagonized consumers is the explanation for the observation that firms do not vary prices.
Measuring the trade-off dq/dσ is difficult in practice because one rarely observes consumer responses to pricing schemes that vary prices to different degrees in response to demand shocks. Firms that use different pricing schemes usually differ in other important ways. Moreover, firms rarely modify their pricing policies, and when they do so, it is usually done in conjunction with broader changes (e.g. product offers).
We measure dq/dσ using a unique dataset from easyEverything, the largest chain of Internet cafés in the world. While acknowledging that out-of-home Internet access is not of direct interest to economists, we believe that this case study nonetheless provides valuable insights for several reasons. In contrast to the evidence used to support the conjecture that consumers are antagonized by variations in price, which is typically drawn from surveys, our case study provides the first evidence using actual demand responses. Because the demand for Internet access varies over the day and is also unpredictable at any given hour, an popular goods would be judged unfair" (p.738). See also Xia et al. (2004) for a review with a marketing perspective.
Internet café fits the description of contexts where it has been argued that consumers may demonstrate price variation antagonism (Xia et al. 2004) . 4 In addition, easyEverything has used both peak load pricing and responsive pricing, two pricing rules that have been shown to affect fairness perceptions and that, according to the literature mentioned earlier, should have an impact on demand. Under peak load pricing, the price per minute of use varies as a function of the hour of the day. Under responsive pricing, the firm updates prices every 5 minutes as a function of the realized occupancy rate in the store. Because it increases price when demand increases, and the magnitude of price changes is large, this pricing rule fits the description of exploitative and unfair firm behavior.
Finally, the firm has experimented, for both peak load pricing and responsive pricing, with different pricing regimes that vary prices to different degrees. Since a large portion of sales involves repeat purchase, the antagonism hypothesis predicts that consumers should care about the pricing rule used (peak load pricing or responsive pricing) and that they should withhold demand when prices vary more. These unique pricing experiments provide ideal conditions for measuring the impact of price variability on demand.
We find that aggregate demand depends positively on the level of price variability while disaggregated (hourly) demand does not depend on the level of price variability. The evidence is consistent with a composition effect: when prices vary more, demand increases more when prices are low (off-peak hours) than it decreases when prices are high (peak hours). This channel through which demand may depend on price variations has been largely ignored in the fairness literature. Taken together, we interpret the finding that price variability increases, rather than decreases demand, as consumers taking advantage of opportunities offered by variation in prices.
This work sheds new light on the role of fairness in explaining pricing policies. Our results do not contradict the vast amount of evidence from surveys showing that consumer care about fairness, but suggest that there are other channels through which aggregate demand may depend on the extent to which prices respond to shocks. The net impact of these different channels on demand is more complex than previously thought. Our evidence suggests that the antagonism hypothesis does not play a dominant role in explaining demand responses to incremental changes in the level of price variability.
The rest of this paper is organized as follows. The next section presents our case study, the theoretical framework, and outlines the empirical strategy. Section 3 describes the data.
Section 4 presents the main evidence and discusses some implications of the results for firm pricing policies. Section 5 presents a brief summary.
Background and Empirical Framework

2-2 Literature
The focus in this work is on price variations caused by changes in demand. This choice is motivated by the finding that consumers feel more strongly toward price variability caused by demand than by supply fluctuations (Kahneman et al, 1986) . There are many situations in which prices may be linked to demand. When demand is seasonal, for example, a firm can set different prices for different time periods. This corresponds to deterministic peak load pricing. When some component of the change in demand is unpredictable, firms may vary prices in real time, as in responsive pricing (Vickrey, 1971) .
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Economists hold opposite views on the likely impact of varying prices. Neo-classical models show that firms can use responsive pricing to reduce inefficiencies and/or increase 5 The practice of varying prices could be motivated by the necessity to manage a fixed capacity efficiently in the presence of demand uncertainty but it is important to recognize that profits. The basic idea is that increasing prices when demand is high reduces congestion and allocates the good to those consumers with highest willingness to pay. Decreasing prices when demand is low stimulates demand, increases sales, and reduces wasted capacity. The overall impact on welfare can be unambiguously positive.
On the other hand, some economists and psychologists argue that consumers are antagonized by price adjustments unrelated to changes in cost (Kahneman et al. 1986 ). 6 As a result, firms prefer to use inflexible allocation schemes, such as first-come first-served, rather than varying prices because consumers would find such practices unfair and would withhold future demand. 7 Coca-Cola's experience with responsive pricing provides an illustration. In 1999, Coca-Cola began testing a vending machine with a temperature sensor and computer chip to determine when to automatically raise prices for its drinks in hot weather. A public relation fiasco followed "causing Coke to promptly deny that it would ever have a vending machine do any such thing." (Washington Post, Wednesday 27 2000, p.
A1). 8 Pursuing this line of research, the marketing literature has identified contexts where consumers are more likely to be antagonized (Xia et al., 2004) . It is argued that the context (type of product, consumer, and process dictating how prices change...) in which the this rationale is often undistinguishable from a pure profit maximization rationale leading to third degree price discrimination. 6 Fairness in these survey studies refers to the acceptability of the transaction. This notion is different from the use that the word has received later in explicit theories of inter-individual comparisons. In this paper we refer to the former notion. 7 Kahneman et al., Proposition 2 (p. 738) says "when a supplier provides a family of goods for which there is differential demand without corresponding variation in input costs, shortage of the most valued items will occur". See also Carlton (1986) . Consistent with this view, surveys of revenue managers reveal that firms are not willing to change prices because they are afraid to antagonize consumers (Blinder et al. 1998, and Zbaracki et al. 2004) . Rotemberg (2004) and Heidhues and Kőszegi (2005) assume that consumers are antagonized by unfair pricing, and propose theoretical models to investigate when firms may benefit from varying prices. 8 Coca-Cola's chief executive argued that the technology would cater to the basic law of supply and demand, as consumers' desire for cold drinks increases in hot weather and each machine has a fixed capacity. When the news became public, many were shocked by the proposal. Pepsi was quick to state that it was not considering a similar innovation.
transaction takes place is likely to influence consumers' fairness perception. For example, Haws and Bearden (2006) show that varying price is more acceptable when consumers play a role in the price determination process (e.g. eBay auction).
This paper pursues a different although complementary approach. We acknowledge the feature that transaction context may influence the degree of consumer antagonism.
Consistent with this literature, we select a context with characteristics that are known to trigger fairness concerns, as we argue shortly. Within this context, we investigate whether there exists a trade-off between the amount of price variation and the level of demand.
Because our approach focuses on measuring a trade-off, it could be replicated across contexts, a property regarded as essential by many (Fudenberg, 2006 , Roth 2007 ).
2-2 Empirical Framework
Consider the demand relation
where ε is a zero mean demand shock that could either be random, as in the case of a snowstorm, or predictable, as in the case of seasonal changes in weather. Relation (1) corresponds to the textbook demand relation between price and quantity sold. To define the antagonism hypothesis, we restrict without loss of generality to the case where dF/dp is independent of the state of the world. When we later discuss alternative types of consumer responses, we consider state dependent demands.
Assume that prices depend on the demand shock. Specifically, the seller sets price P(ε) in state ε, where P() is a non-decreasing function. This stylized representation is consistent with a variety of pricing schemes used in practice. If ε is seasonal, for example, prices could depend on the hour of the day, as in deterministic peak load pricing, a class of pricing scheme used in our case study. If there exists an observable random variable τ that is correlated with ε then prices could be a function of τ, as in the Coke example, where τ is temperature. Finally, prices could depend on ε indirectly through q, as would be the case under responsive pricing. easyEverything has also used this class of pricing scheme in our case study: A non-decreasing pricing function specifies a price for each level of store occupancy. Occupancy is measured every 5 minutes and the price is automatically updated according to
where P(q) is the price per unit of time and q is the measured level of occupancy (fraction of terminals logged on). A pricing scheme is more responsive if it has a higher slope β. Two pricing schemes are illustrated in Figure 1 . Under scheme P 1 (q) the price is constant throughout the day independently of demand realizations. Scheme P 2 (q) is responsive:
Consumers are charged more when there are more consumers logged on.
Antagonism Hypothesis
We modify demand specification (1) to capture the hypothesis that consumers might care about the properties of the rule that is used to set prices. To do so, we first define a measure of fairness so that pricing regimes can be compared and rated. Following the literature, we hypothesize that a pricing regime that varies prices more should be perceived as less fair. We denote by σ the measure of how much prices vary under pricing rule P().
For example, one could think of σ as the variance of price (Var[(P(ε)]), but this choice is somewhat arbitrary, and other measures of variability should not be ruled out. 9 The important point is that any measure of price variability, such as σ, captures the notion of 9 Note that fairness considerations may be multi-dimensional. In particular, it may also depend directly on the rule used to set prices (e.g. peak load pricing versus responsive pricing). This would suggest that one may want to supplement our measure of price variability exploitation implicit in fairness perception, because more price variability implies, under the assumption that P is increasing in ε, that prices increase more when demand is higher.
According to the survey evidence, a consumer should be more likely to buy from sellers that use pricing rules with low σ, holding 'everything else' constant, including the expected price of the good, and other characteristics of the pricing rule such as how it is presented or 'framed' to the consumer. One way to motivate this assumption within the framework of standard utility theory would be to assume that fairness is an additional characteristic of the good that enters the utility function. In the same way that consumers may care about the physical characteristics of a product and about softer dimensions such as brand, convenience, or availability, one could hypothesize that consumers also care about the fairness of the transaction rules that govern how a product is allocated.
We propose to extend relation (1) to the possibility that the demand could depend on the level of price variation,
where the function q(.,.) gives the level of demand in state ε when prices are set according to pricing rule P. Demand function q(P,ε) captures two relations. Holding the level of price variability σ constant, the demand decreases as prices increase, dF/dP(ε)≤0. This corresponds to the standard demand relation already present in (2). Functional form (3) also makes it possible to compare pricing regimes that vary prices to different degrees.
Translating the antagonism hypothesis to this framework, we say that consumers are antagonized by price variations, if the demand responds negatively to an increase in the amount of price variations holding the state price constant, dF/dσ<0, for σ>0. This is a strong definition of antagonism (we do not consider dF/dσ for σ=0) but it is imposed by our σ with additional measures that captures those fairness considerations. We will return to this issue in the context of our case study.
data. Still, it is important to investigate whether this version of the antagonism hypothesis holds. A rejection would imply that one should narrow down the search for evidence of antagonism to situations where price variability is introduced rather than increased.
Functional form (3) assumes that consumers know the extent to which prices vary.
This assumption may be reasonable in the case of deterministic peak load pricing. When prices vary for random reasons, as in the Coke example and in responsive pricing as well, this assumption is obviously a simplification of reality, since in practice different consumers go through different purchasing experiences that may influence their perceptions of how much prices actually vary. Keeping this limitation in mind, the proposed approach rests on the assumption that price variability captures some aspect related to the consumer's perception of fairness.
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The function of interest is dF/dσ. Clearly, the variable σ is constant for a given pricing regime. To estimate dF/dσ, one needs to observe exogenous variations in the pricing function P that generate variations in σ. For example, a firm could change its pricing policies over time, as in our case study, or different firms could adopt different policies.
Assume one observes different pricing rules that depend on a parameter vector γ and denote this relation P(ε;γ). For example, γ=(α,β) in our application (equation (2)). Exogenous variations in γ generate different levels of price variation, opening the possibility to estimate dF/dσ. Specification (3) can be restated in terms of expected demand. Let q(ε;γ) denote the consumed quantity in state ε when the price is set according to pricing rule γ. Take a first order approximation of (3) around the mean price E ε P(ε;γ) in regime γ (where E ε is the expectation taken over all realizations of the shock ε). Replacing F(p,σ)≈F(E ε P(ε;γ),σ)+(p-E ε P(ε;γ))*F p and taking expectations under the assumption that F p is constant across states
gives, E ε q(ε;γ)≈F(E ε P(ε;γ),σ) (4) where E ε q(ε;γ) represents the average level of consumption for regime γ. Specification (4) captures the basic idea that when the average cost of consumption is held constant, the average quantity demanded should be lower for pricing regimes that vary prices more. To illustrate, consider the Coke example. Interpret q as the number of bottles sold in a given period. Functional form (4) distinguishes between a situation where the price of a bottle is constant, p=p 0 and σ=0 (standard vending machine) with a situation where the price is on average the same, Ep=p 0 , but is higher on hot days σ>0 (the innovation proposed by Coke).
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Alternative Hypothesis
The reduced form approach implicit in specification (3) and (4) has advantages as well as limitations. The main drawback is that it may not permit to pin down of a unique mechanism through which demand may depend on price variability. More precisely, behavioral theory is not the only theory that makes prediction on the sign of dF/dσ. To illustrate, consider again the example of a vending machine varying prices as a function of temperature. If consumers care about price variations only because they are antagonized by states of the world will face a different distribution of prices from a consumer who always consumes. 11 Specification (4) and the above illustration highlight the distinction between price variation antagonism as defined in this paper and the concept of fairness introduced in Kahneman et al. (1986) . We ask a different question from those typically posed in consumer surveys. Our study focuses on consumer responses to changes in the level of price variability when holding the level of price constant, rather than on a single price increase triggered by a positive demand shock.
price variations, then one would expect that dF/dσ<0. There are, however, alternative explanations as to why the demand may depend on unpredictable price variations:
(1) Consumers may be risk averse. Risk aversion would imply that demand should also depend negatively on σ.
(2) Consumers may update their consumption decisions after observing the realized price. A risk neutral consumer values price variability. 12 If this were the only channel through which consumers respond, it could be possible that dF/dσ >0.
(3)
Most importantly, demand may be state dependent, a possibility not allowed by specification (1). For example, consider the more general specification,
and assume that demand is less elastic in higher states: F is increasing in ε and dF/dp decreases with ε, a reasonable assumption in our application as we will argue later. When prices vary more across states (an increase in σ), demand increases more in low states than it decreases in high ones. This implies that average demand responds positively to price variations.
2-3 Summary
Specifications (3-5) serve three purposes well. First, they provide a descriptive tool to characterize (aggregate) demand responses to pricing policies that generate different levels 12 Consider the simplest case where the consumer utility is U(m,φ(x))=m+φ(x) where m is a composite good, x is the good under consideration, and φ is increasing and concave. The consumer maximizes U subject to budget constraint m+px=I. Let V(p)=I-pX(p)+φ(X(p)) represent the indirect utility function where X(p) is defined by φ'(X(p))=p. Since the indirect utility is convex in price (V''(p)=-X'(p)=-1/φ''(X(p))>0) we have V(p)<E(V(p)). Therefore, expected utility increases with the degree of price variations. 13 To illustrate that this conclusion does not always follow, assume that only consumers with positive expected utility (E(V(p))) consume. Total consumption is the sum of individual consumption EX(p) for all consumers who have positive utility. Although the number of of price variability. Arguably, the extent to which price variations affect the demand function is of interest in itself. We can measure the sign of dF/dσ and establish the existence of a trade-off between the level of price and price variability.
Second, specifications (3) and (4) can be used to test whether consumer antagonism toward increases in the level of price variation plays 'a first order role'. We will interpret the finding that dF/dσ<0 as consistent with the antagonism hypothesis. Alternatively, the finding that dF/dσ≥0 implies that the antagonism hypothesis cannot play first order role relative to other response channels.
Third, the measure dq/dσ can shed some light on the hypothesis that firms do not vary prices because they fear antagonizing consumers. Say that one finds that dq/dσ≥0 in an industry where firms typically do not vary prices. Since the pricing schemes we consider generate a positive correlation between occupancy and price, expected revenues must increase with the introduction of price variations. To illustrate this point, consider the class of pricing rules used in our case study corresponding to specification (1). Firm revenues can be expressed as R=E[q(ε;γ)P(ε;γ)]=Cov(q(ε;γ),P(ε;γ))+Eq(ε;γ)EP(ε;γ) =βVarq(ε;γ)+Eq(ε;γ)EP(ε;γ)
If dEq(ε;γ)/dσ≥0, the introduction of price variations that holds the level of price constant clearly increases revenues, R, since the first term becomes positive (it is zero under constant price (β=0)) and the second increases by assumption. 14 To summarize, the finding that firms' demand is such that dEq(ε;γ)/dσ≥0 in an industry where firms do not vary prices consumers increases with the variance of price, actual consumption may increase or decrease. dF/dσ>0 is possible but not necessary. 14 The prediction dR/dσ| EP ≥0 holds more generally for any increase in price variation that holds the level of price constant as long as the covariance Cov(q(ε;γ),P(ε;γ)) also increases with the increase in price variations, a reasonable assumption since we restrict the analysis to schemes that increase/decrease prices when demand is high/low.
implies that the fear of demand withholding by antagonized consumers cannot be an explanation for the observation that prices do not vary.
Data
Our data set consists of the pricing policies and the average hourly occupancy for one After opening a new store, the company experiments with different pricing functions, typically starting off with peak load pricing and then introducing responsive pricing, to learn the specific characteristics of the local demand before attempting to optimise the pricing scheme (Courty and Pagliero, 2001) . Table 1 shows that the firm has 15 Because of implementation constraints, the store had to use step functions instead of continuous functions. On average there are 30 steps per curve, with a minimum of 15. We compute linear approximations of the pricing curves by regressing the price at each step on the occupancy rate at the midpoint. Steps that are never reached during the regime are excluded from the regression. The average slope, corresponding to β, is 17.1-meaning that the price decreases by FRF 1.71 each time occupancy decreases by 10 percent (or 37 computers). In all but three regimes, a linear approximation of the pricing curve explains more than 95 percent of the variation. In regimes 12, 13, and 14, the R 2 is between 0.75 and changed the price cycle under peak load pricing and the slope of the pricing functions under responsive pricing. Changes to the pricing functions provide the exogenous variability in level of price variation that is used in the estimation. In fact, Table 1 shows that there is no predictable pattern in the timing of change of regimes or in the length of the regimes.
Given the strong cyclical patterns in demand in our sample (according to time of day and day of the week), one would have expected to find clear patterns (such as daily or weekly regime changes) if the introductions had indeed responded to demand fluctuations. 16 The responsiveness of the pricing functions tends to increase over time, but there are also many variations, and our results are robust after controlling for a time trend.
The occupancy data consists of hourly average occupancy rates for 186 days.
(easyEverything did not collect consumption information at the individual level.) Overall, our dataset consists of 4,143 hourly observations. 17 Table 1 reports summary statistics. The average occupancy rate in the sample is 46 percent of store capacity, with a standard deviation of 19 percent. A feature that will play a role in interpreting the results is that the capacity never binds in our sample. This implies that quantity demanded equals quantity consumed.
The average price per hour is FRF 10.7 (€ 1.63) and the price variance is 28.7 FRF 2 /hour. This amount of price variability is significant. In fact, the standard deviation of 0.87. These regimes are piecewise linear, with a kink at 60 percent. These non-linearities do not affect our results. 16 Two additional points are worth mentioning. First, shortly after the end of our sample period, the company decided to change its pricing strategy and store layout, because it could not maintain high levels of occupancy while also holding prices above a level that would cover average costs. According to the managers, this decision was deliberately taken after the end of the experimentation period and was based on the information collected during this first phase. Second, our exogeneity assumption would hold even if the company designed new regimes using information learned from past ones, at least so long as the demand environment did not change throughout the period. 17 The raw occupancy data include breakdown periods during which the system crashed. In such events, all computers have to be restarted and the hourly occupancy average shows a price is 51% of the average price. The difference between the 90th and 10th percentile is FRF 14.8 (€ 2.26). The 90th percentile (FRF 18.18 or € 2.77) of the price distribution is more than five times higher than the 10th percentile (FRF 3.33 or € 0.51). These levels of price variability are also high relative to those discussed in the literature. As a comparison, the snowstorm question in Kahneman et al. (1986) related to an increase in price of 33 percent.
Do consumers face price variation?
The type of price variation introduced by easyEverything falls within our empirical framework and qualifies to test the hypothesis that consumers are antagonized by schemes that increase prices in response to demand shocks. To illustrate, the variance in price by regime presented in Table 1 can be interpreted as the variability in logon price experienced by a consumer who joins the store at a random hour every day. These variances capture the fact that prices vary over the day cycle and also that they vary across days for the same hour due, for example, to changes in weather, start of school vacation, occurrence of strike and so on...
In principle, consumers may assess fairness on basis of the variability of billed price, which may differ from the login price due to the price cap feature, but computing this figure would require consumer level data. The difference in the variability of the two prices, however, is likely to be small for most consumers because prices do not vary much over the typical length of stay. (The level of price at the start of a session may still be uncertain because it depends on the level of demand on that day.) In fact, a smaller dataset on length of stay shows that consumers remain connected on average for 65 minutes. In addition, prices vary little across consecutive hours, compared to the overall price variability. Table   sudden drop. Using an additional data set on downtime periods, we removed all corresponding A1 in Appendix I shows that the average price increase between adjacent hours is 1.73FRF, that is only 1/3 of the overall standard deviation of price. 18 In the rest of the analysis, will use the variations in login price as our measure of the price variation.
Should consumers respond to changes in pricing regimes?
Two types of changes have taken place during our sample period. First, the distribution of price changes from regime to regime. Second, the store has switched from peak load pricing to responsive pricing after regime 5. Because there was no other change in the pricing policies during our sample period, we can focus exclusively on these two dimensions holding constant other dimensions such as framing.
The level of price variation changes from regime to regime. In fact, the differences in variance across regimes, reported in Table 1 , are large and statistically significant (see Table   A2 in Appendix I). This implies that a consumer who joins the store at a random hour every day will face more price uncertainty under more responsive pricing regimes. Although consumers may not join the store every day we would expect a response if there is enough repeat purchase which is the case in our case study. Based on survey data, the store manager reported that a large fraction of users come regularly to the store and on average half of them visit the store at least 3 times a week.
Comparing different pricing regimes, for a given type of pricing rule (peak load or responsive), falls within our empirical framework. the possibility that framing may have changed from peak load to responsive pricing. We will take this possibility into account in the empirical analysis.
A final issue is that under responsive pricing, consumers do not observe directly when the pricing function changes, or the overall distribution of price. Prices, however, are posted on a small window on each terminal, and are updated every 5 minutes. Consumers can observe occupancy in the store and up to 12 prices every hour, so they have sufficient information for inferring the pricing function. For linear pricing functions, in principle it takes only two non-identical observations on price and occupancy to back up the parameters (α,β). In practice, however, consumers may not immediately respond to changes in regime.
We investigate the possibility of transition periods between regimes in Section 4.3.
Demand Responses to Price Variations
The empirical objective is to describe the relationship between quantity demanded, price, and price variability (relations (3) and (4)) in a way that is robust to the specification used. The exogenous variations in the level of prices under peak load pricing and in the parameters of the pricing function (α, β) under responsive pricing generate exogenous variations in the level of prices and the level of price variation. This opens up the possibility of estimating how variations in these variables affect the level of demand.
As mentioned earlier, the price elasticity of demand for Internet access is likely to be hour dependent. Therefore one needs to consider the possibility of hour heterogeneity (specification 5). We consider both a specification where we aggregate all hours of the day and also a disaggregated specification. The former specification gives the overall impact of price variation on demand while the latter gives the net impact after controlling for hour heterogeneity. Our primary specification corresponds to a linearization of model (4 
where q j,i is the i th occupancy observation in regime j, p j is a price index for regime j, and j σ is a measure of price variability in regime j; x j,i is a vector of control variables including indicator variables for day of the week (Tuesday to Sunday) and national holidays; u j,i is an error term.
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We later consider a more disaggregated specification than (6), introducing hour fixed effects (a 0,h ) and hour-specific average prices (p j,h ). We also explore non-linear specifications. Finally, there are many ways to construct the right-hand side variables in specification (6). We present the main results (Table 2 ) using a first set of right-hand side variables that we describe shortly. In subsection 4.3 we then show that these results are robust.
The price index p j is computed as follows. We use the subscript h=0,...,23 to denote hours. Define p j,h as the average price in hour h in regime j and w h as the fraction of total consumption in the sample that takes place in hour h. The price index in regime j is p j =Σ h w h p j,h . Consider next the measure of fairness, j σ . We use the variance in price computed at the regime level to measure how fair a pricing regime is. Under peak load pricing, this corresponds to the variance in the daily price cycle. Under responsive pricing, it mixes night hourly prices, when prices are fixed, and the realized prices during the day. As suggested earlier, there is no perfect measure of fairness in our case study because consumers are characterized by unique purchase histories that influence their perceptions of fairness. Having said this, however, it also seems plausible that price variance should capture some common aspect of fairness that consumers are likely to be concerned with.
19 Model (4) says that average occupancy (over all observations in a given regime) should be a function of average price (p j ) and price variability ( j σ ). However, observations in model (6) are not averaged at the regime level because the control variables x j,i are hour and day specific.
The two right-hand side variables p j and in specification (6) Table A3 in Appendix I reports the first stage regression results. The instruments are highly correlated with the price level and the price variability.
4-1 Main Results
Overall Response (TABLE 2, COLUMN 1) Table 2 , column 1 presents the results of specification (6). Consistent with standard economic theory, the coefficient estimating the response to the price index is negative and significant, giving a price elasticity of 0.26. Allowing for hourly price responses (column 2) implies price elasticities as high as 0.9. 21 This rules out the possibility that one should not expect antagonism responses in our case study because consumers are price insensitive. 20 The variables p j and are likely to depend not only on the parameters of the pricing function α and β but also on their square α j σ 2 and β 2 . To demonstrate this point, solve (2) and (3) for the price in state ε as P(ε)=α+βq(P(ε),ε). For example, if the function q is linear in both its argument, the solution P(ε) is non linear in β. Clearly, the variance is a non-linear function of P and therefore of α and β. 21 At 9am, dq/dp=-2.8 (see Table 2 , column 2), the average price is 9.15FF and the average occupancy rate is 27.98%.
However, the focus of this work is on a 2 . The coefficient estimating the response to price variations is positive and significant. Holding the price index constant, higher variability of prices is associated with higher consumption. Consider a switch from a hypothetical regime that generates the minimum price variance observed in our sample (0.17 FRF 2 /hour) to another hypothetical regime that generates the largest price variability observed in our sample (57.5 FRF 2 /hour). At the aggregate level, the results in Table 2 , column 1, suggest that consumption increases by 5.6 percent of store capacity, or 12 percent of average observed occupancy.
We rule out an obvious explanation for this effect. The increase in consumption could be due to a binding capacity effect. If the capacity binds, then increasing price variations while maintaining a constant average price increases consumption in low demand states, but does not decrease consumption in high demand states. We rule out this interpretation because the capacity never binds in our sample. To conclude, the positive demand response to increases in price variation rules out the hypothesis that antagonism responses play a first order role in our data. 
Disaggregate Specification (TABLE 2, COLUMN 2)
where p j,h is the average price in regime j and hour h; x j,h,i includes the same control variables as before along with the weekend-specific hourly price cycle. 22 To motivate this specification, write model (5) as q h (p,ε)=F h (p,σ)+ε and take a first order approximation.
The coefficient on price variation is smaller and not significantly different from zero.
This suggests that the estimate of in column 1 captured a demand composition effect similar to the one described as an illustration of specification (5). To explain this effect in the context of our case study, assume that different consumers come at the peak and at the trough (demand heterogeneity) and that peak consumers are less price sensitive than offpeak consumers (a realistic assumption as we argue next). More responsive pricing regimes increase the difference between peak and off-peak prices. Therefore, peak consumers consume less and off-peak consumers more, but the latter effect dominates the former, holding the price index constant. Consistent with this interpretation, we find that demand is more sensitive off-peak than at the peak. In fact, consumption is highest in our sample from 4pm to 7pm (peak hours), and the marginal effect of a change in the hourly average price is lower than during off-peak hours -morning or late evening. Varying price stimulates consumption more during off-peak hours than it chokes off demand during peak hours. (Table 2 , columns 1 and 2). This is inconsistent with the hypothesis that consumer antagonism to (increases in the level of) price variations plays a first order role.
The positive effect of price variability on aggregate consumption is consistent with a composition effect due to demand heterogeneity. In the rest of this section, we show that this conclusion is robust to the way we capture price variation antagonism and to different demand specifications.
4-2 Controlling for Different Sources of Price Variability
Specification (6) focuses exclusively on the role of price variability. This implicitly rules out the possibility that demand could depend directly on the pricing rule used. Recall that two pricing rules, peak load pricing and responsive pricing, were used in our sample.
Consumers may perceive these two rules in different ways. In fact, survey evidence suggests that consumers care about the rule that generates price variability. For example, Frey and Pommerehne (1993, p.303) consider the case of a sightseeing point where a limited supply of cool drinking water is sold to thirsty hikers. Assuming excess demand due to hot weather, they make the distinction between: "How do you evaluate a price rise when a hot day was completely unforeseeable?" and "Do you consider a price rise ... to be more, equally, or less acceptable than when hot days normally occur in the season considered?" Their findings suggest that consumers are less likely to be antagonized by predictable price variations (as in peak load pricing) than by unpredictable price variations generated by unpredictable demand shocks (as in responsive pricing); (64% of subjects find the former rule more acceptable than the latter). This suggests that we should treat peak load pricing and responsive pricing differently. 23 In this section, we explore variations of model (6) and (7), allowing for the demand to depend in more general ways on the pricing rule. 23 In responsive pricing regimes the amount of unpredictable price variability is significant: 7 percent of price variance (corresponding to approximately 25% in terms of standard deviation) cannot be explained by a regime specific daily price cycle. Assuming additional variables (such as day of the week and National Holiday fixed effects) are used by consumers to predict prices reduces only marginally the amount of unpredictable price variability. Table 3 , column 1 introduces a fixed effect for responsive pricing. The motivation for the fixed effect is that consumers may respond differently to peak load pricing and responsive pricing. In fact, responsive pricing explicitly links prices to demand realizations, making prices unpredictable. According to the conclusion of Frey and Pommerehne (1993, p.303) , one would expect the fixed effect for responsive pricing to be negative if fairness concerns are predominant. Table 3 , column 2 includes a measure of price variability as well, as in Table 2 , column 1. Table 3 , column 3 allows for hourly heterogeneity as in Table 2 , column 2. The fixed effect is positive and significant in all three specifications. This suggests that varying price in real time does not decrease demand. This is again inconsistent with the hypothesis that antagonism responses play a first order role in our data. In Table 3 , column 2, the coefficient of price variability is again positive and significantly different from zero. As before, we find that after controlling for hourly heterogeneity, this effect is not significantly different from zero (as in Table 2 ). Table 3 raise the question of why the fixed effect is positive. A potential interpretation for this finding follows the line of the explanation for why price variability influences aggregate, and not disaggregated, consumption, in Table 2 . Holding the expected hourly price constant, responsive pricing increases prices when demand is higher and, presumably, less price sensitive. This generates a positive effect of increasing price variability on demand. In order to test the hypothesis that the demand is less price sensitive when the demand is higher, one would have to disaggregate the hourly demand and estimate the price response in different states of the world.
Responsive Pricing Fixed Effect
Results in
24,25
Peak Load versus Responsive Price Variability
One could argue that consumption may respond differently to price variation generated by different pricing rules. The results of Table 2 may confound two opposing effects generated by peak load pricing and responsive pricing. Therefore, we allow price variability to have a different impact on demand during the peak load pricing and the responsive pricing periods. Table 4 , columns 1 and 2 report the aggregate and disaggregate results respectively.
The effect of price variability is never negative. During responsive pricing regimes, it is significantly different from zero in the aggregate specification (column 1). In the disaggregated specification (column 2), the effect of price variability is not significant for responsive pricing nor for peak load pricing. Again, the evidence is not consistent with the hypothesis that an increase in the level of price variability (however it is generated) has a negative impact on consumption.
4-3 Robustness
In this section we explore a set of variations of model (6) and (7) in order to investigate the robustness of the baseline results reported in Table 2 . We deal with substitution effects, functional form assumptions, the definition of right-hand side variables (weighted price and price variability), sample definition, and time trend. Table 5 accounts for substitution across hours by extending specification (7). In principle, it might be desirable to include in the specification for each hour the average price 25 Another possible explanation is that the introduction of responsive pricing was framed differently than peak load pricing, for example, emphasizing differently consumer benefits in every other hour, since substitution may occur between any hour. However, due to data limitations, we have to aggregate different hours to limit the number of coefficients that need to be estimated.
Substitution effects
We group observations in our sample into two broad periods: "peak", from 11am to 10 pm, and "off-peak", from 11pm to 10 am such that the actual peak and trough are roughly in the middle of these two periods. We allow consumption in each of the two groups to be a function of the average price in the other group. In order to further reduce the number of parameters to be estimated, we assume symmetry in the substitution effects across groups.
Of course there are other ways of aggregating the observations, but the results are not significantly affected.
Specification (7), there is one additional variable capturing substitution between peak and off-peak hours, Table 5 , column 1 reports the results of model (9). Table 5 , columns 2 and 3 are the extension of the results in Table 3 , column 3 (responsive pricing fixed effect), and Table 4 , column 2 (different sources of price variability). The substitution effect in Table 5 tends to be negative and not significantly different from zero. The main results discussed in the previous section, however, are unchanged. and losses. Although we cannot explore this hypothesis with our data, there is no indication
Other Robustness Results
Tables 6 and 7 report aggregate and disaggregate specifications respectively. The former reports variations of model (6) and the latter reports variations of model (7).
(1) In column 1,Tables 6-7, price variability is measured by its standard deviation, rather than its variance, to check robustness to different measures of variability. The signs of the coefficients of price variability are not different from the results in Table 2 .
(2) In column 2, Table 6 , p j 2 is included to control for non-linear effects of the price level. This specification allows for more general demand heterogeneity. In column 2, Table 7 , the specification includes p jh 2 . The signs of the effects of total variance are the same.
(3) In column 3, Tables 6-7, the dependent variable is the log of the occupancy rate.
This specification tests the robustness of the results to a non-linear specification.
The marginal effect of a change in variance on occupancy rate is still positive and significant in Table 6 , and non significant in Table 7 .
These first three robustness checks also show that it is unlikely that, in Table 2 , the variance in price captured non-linear price effects.
(4) In column 4, Tables 6-7, hourly observations in the 24 hours after each regime change are excluded from the sample. Such deletion is motivated by the possibility that it may take time for consumers to adjust to a regime change. In fact, our empirical analysis assumes that consumers know the average level of price and the amount of price variability. This is a realistic assumption in our case study, as consumers tend to visit the store regularly. Still, we test the robustness of the results that this was the case from reviewing store posters and advertising pamphlets.
by excluding those observations for which transition effects could play a role. Both aggregate and disaggregate results are not significantly affected.
(5) In column 5, Tables 6-7, the sample is restricted to the responsive pricing regimes (regimes 6-17). This is because peak load pricing may be perceived differently from responsive pricing and the results in Table 2 may be driven by the aggregation of the two different time periods. The coefficient of price variability is again positive and significant in the aggregate specification, and non significant in the disaggregate specification.
(6) Table 6 , column 6 reports the results when the price index p j is constructed as the (un-weighted) average price within each regime.
(7) Another concern is that there may be a trend in demand during our sample period.
Column 5, Tables 6-7, which excludes the first month following the launch of the store and focuses on the following five months, already suggests that the results are not driven by a change in demand after the first month. To further investigate the effects of a possible trend in demand, in column 6, Table 7 , we use the same specification as in column 5, Table 7 , but we also include a linear-quadratic trend (the week number from the beginning of the sample and its square). The marginal effect of the trend is negative and relatively small. 26 The results are not affected.
4-4 Implications for Firm Pricing Policies
Our case study presents a situation where prices change significantly in response to demand shocks, but these variations in price have no negative impact on aggregate demand.
Our evidence suggests that varying prices can influence overall demand through several channels. While survey evidence demonstrates the importance of antagonism responses, we 26 The coefficients imply an average decrease in occupancy of 0.7 percent per week.
show that in practice the demand composition effect can dominate. To repeat, this does not imply that the antagonism effect does not exist, nor that it never plays a predominant role.
We recognize that our approach has limitations. First, the evidence presented is specific to our case study, and consumer attitude toward price variations may be different in different markets so one must be cautious in generalizing our results to different contexts. However, our case fits the description of situations where it has been conjectured that antagonism caused by demand driven price variation should be significant. Second, it is possible that only a small proportion of consumers is not antagonized by price variability and that this group is over-represented in our case study. Still, we find no margin from increasing the amount of price variation, and in addition, we find no additional impact from switching to a pricing rule that changes prices in real time, although both changes are perceived as exploitative in surveys. Third, our findings do not imply that firms should necessarily introduce responsive pricing. Profits do not necessarily increase with price variability. In fact, it could be the case that the costs of implementing responsive pricing schemes outweigh the benefits.
Our evidence does not support the hypothesis that increasing the extent to which price vary in response to demand shocks would necessarily alienate consumers and decrease revenue. This leaves at least two candidates explanations for the observation that firms do not vary prices and that consumers show significant fairness concerns when asked to give their opinion about price variations. First, there may be a discontinuity between constant price and variable price and all antagonism responses may take place there. We cannot test this hypothesis because the firm in our case study has never experimented with constant prices. Second, consumers may be sensitive to the means of communicating the rules used to set prices. For example, easyEverything may have framed the introduction of responsive pricing in a way that was acceptable to consumers, a public relation exercise that Coke failed. We cannot address this issue either, because there is no variation in framing in our case study.
With all of this in mind, an implication of our work is that even if the initial introduction of price variation decreases demand, once price variation has been introduced there may not be any further negative demand responses from further increases in price variation. This suggests that one should observe that firms either do not vary prices at all or vary prices a lot, an observation that seems consistent with casual observations from the airline industry, and hotel industry, for example.
Summary
This work develops a framework to study whether consumers care about how much a seller varies prices in the presence of demand fluctuations. Are consumers antagonized by pricing policies that vary prices more? Or do increases in price variation increase demand?
What is the trade-off between the amount of price variations consumers face and the level of demand?
We find that aggregate demand depends positively on price variability, holding all other dimensions of the pricing rule constant. The positive response disappears when we allow for demand heterogeneity across hours, suggesting that this response was due to an aggregation effect over hourly demands. We also compare the demand under peak load pricing and responsive pricing. Survey evidence suggests that consumers are more likely to be antagonized by responsive pricing, since it varies prices not only over the day cycle but also as a function of unpredictable demand shocks; also in this case, however, we find that demand is higher under responsive pricing. We interpret this result as an aggregation effect due to different demand elasticities in different demand realizations.
To conclude, we want to emphasize that the framework presented in section 2 is general and that it can be applied elsewhere. We argue that varying price as a function of demand may influence demand through several channels, including the antagonism channel emphasized in the survey literature, and we propose to measure the net impact of these responses as a simple the trade-off. This work establishes a first step toward understanding how consumer demand depends on the rule governing how prices are set.
FIGURE 1 Examples of responsive pricing functions
Occupancy rate (%) 0 100
Price P 1 (q) P 2 (q) Note: The dependent variable is the mean occupancy rate x 100. Price denotes the average price (computed by hour and regime). Price level and price variance are treated as endogenous. Coefficients are estimated using instrumental variables. Instruments are the slope and the intercept of the pricing functions and their squares (interacted with hour indicator variables in column 2). Day-of-the-week fixed effects (Tuesday to Sunday, Monday omitted), National Holiday fixed effect and a constant are included in both specifications. Hour specific fixed effects (omitted 8-9 am) and weekend cycle fixed effects are included in column 2. Robust standard errors (clustered by observation day) are reported in parentheses. Note: The data is comprised of 4,143 hourly observations in columns 1-3, of 3,774 observations in column 4 (observations within 24 hours from a regime change are excluded), and of 3,464 in columns 5 and 6 (responsive pricing regimes only). Price denotes the average price (computed by hour and regime). The price, price squared, price variance and price standard deviation are treated as endogenous. Coefficients are estimated using instrumental variables. Instruments are the slope and the intercept of the pricing functions and their squares (interacted with hour indicator variables). Day-of-the-week fixed effects (Tuesday to Sunday, Monday omitted), National Holiday, hour specific (omitted 8-9 am) and weekend cycle fixed effects, and a constant are included in all specifications. Robust standard errors (clustered by observation day) are reported in parentheses. 
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