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Abstract
We present the first circulation model of Venus’ atmosphere to couple the
super-rotating cloud tops and upper thermosphere. To drive these simula-
tions, we formulate the first continuous semi-empirical model of atmospheric
structure between 60–250 km. Our model hydrostatically links the VIRA and
VTS3 models. Our approach is validated by comparisons with observations
where we find a good agreement with data.
We base our dynamic model on the Mu¨ller-Wodarg et al. [2003] general
circulation model (GCM) of Titan’s thermosphere. Our simulations solve
the full non-linear Navier-Stokes momentum equation assuming a realistic
thermal structure and lower boundary super-rotation. We find our derived
winds are consistent with much of the data between 70–120 km.
Solving the full momentum equation we find dynamics below 80 km are
predominately cyclostrophic. Near 75 km we find a good agreement between
our GCM, cyclostrophic and cloud tracked winds between 45–85◦ latitude.
Equatorward of 30◦ cyclostrophic winds decrease steeply with latitude. This
is not seen in our GCM winds, which are sustained by an equatorward trans-
port of momentum, neglected in the cyclostrophic approximation. Above
80 km we find a balance of advection and pressure gradients replaces cy-
clostrophic balance poleward of (50–60 ◦).
Above 75 km a pole-to-equator temperature gradient drives equatorward
winds with peak speeds of 100 ms−1 near 95 km, and zonal winds decrease
with height. Zonal forcing above 90 km drives a reversal in dayside meridional
winds and accelerates a subsolar-to-antisolar flow. We find the winds between
90–150 km are not characterised by a simple balance of accelerations.
Above 150 km we find a symmetric subsolar-to-antisolar flow, charac-
terised by a balance of horizontal pressure gradients and viscosity with 200 ms−1
cross terminator winds. Our simulations address the origin of the thermo-
spheric super-rotation. We find the cloud top super-rotation does not prop-
agate above 100 km, nor is a super-rotation above 150 km driven in situ by
our pressure gradients.
3
Acknowledgements
Many people have contributed to this thesis. Ingo Mu¨ller-Wodarg has been
a very patient supervisor and I have benefited enormously from his guidance
and support. My interactions with the Venus ground based observing com-
munity have been useful and insightful. I am particularly grateful to Thomas
Widemann, Manuela Sornig, Todd Clancy for sharing their knowledge, en-
thusiasm and observations. I am also grateful to Steve Bougher and Amanda
Brecht for facilitating the comparison with the VTGCM. SPAT, whilst erring
towards insanity, has been a wonderful place to spend the last four years. I
am particularly grateful to Marina Galand for organising the Venus discus-
sion meetings within the group. Many people have also born the brunt of my
frustration and provided relief whether in the form of encouragement, G&T
or arts and crafts; thank you Rob, Douglas and Lottie.
Laurence you have been a constant source of support and encouragement,
I would not have been able to complete this thesis without you. Finally, I
would like to acknowledge the love, help and support of my parents; my father
in his capacity as a cardboard programmer and proof reader extraordinaire,
and my mother for her encouragement and not letting my give up on this
enterprise.
Thank you all.
This work was funded by a Science and Technology Facilities Council studentship.
4
Contents
1 Structure and Dynamics of Venus’ Atmosphere 18
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Observing Venus . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4 Venus’ Atmosphere . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.1 Thermal Structure . . . . . . . . . . . . . . . . . . . . 21
1.4.2 Composition . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.3 Clouds . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.4.4 Mesosphere and Thermosphere Dynamics . . . . . . . . 29
1.4.5 Waves and Turbulence . . . . . . . . . . . . . . . . . . 36
1.5 Existing Circulation Models . . . . . . . . . . . . . . . . . . . 41
1.6 Summary and Structure of Thesis . . . . . . . . . . . . . . . . 44
2 Modelling Constraints 46
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2 Thermal Constraints . . . . . . . . . . . . . . . . . . . . . . . 46
2.2.1 Upper Atmosphere Empirical Models . . . . . . . . . . 48
2.2.2 Lower Atmosphere Empirical Models . . . . . . . . . . 54
2.2.3 Thermal Constraints Between 90–150 km . . . . . . . . 57
2.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.3 Dynamic Constraints . . . . . . . . . . . . . . . . . . . . . . . 68
2.3.1 The Thermosphere >150 km . . . . . . . . . . . . . . . 68
2.3.2 The Mesosphere-Thermosphere Transition Region (90–
120 km) . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.3.3 The Lower Mesosphere (60–74 km) . . . . . . . . . . . 77
2.3.4 Cyclostrophic Winds from Temperature Observations . 84
2.3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . 88
3 Semi-Empirical Model of Thermal and Density Structure Be-
tween 60–250 km 90
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5
63.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.2.1 Horizontal Resolution . . . . . . . . . . . . . . . . . . . 91
3.2.2 Composition . . . . . . . . . . . . . . . . . . . . . . . . 91
3.2.3 Model Atmosphere Between 90–150 km . . . . . . . . . 94
3.2.4 Refinement to Model Atmosphere Between 90–150 km . 99
3.2.5 Sensitivity to Boundary Conditions . . . . . . . . . . . 104
3.3 Validation of Thermal Structure . . . . . . . . . . . . . . . . . 106
3.4 Unified Thermal and Density Structure . . . . . . . . . . . . . 113
3.4.1 Solar Flux Variability . . . . . . . . . . . . . . . . . . . 121
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4 The Venus Mesosphere Thermosphere GCM 124
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.2 Equations Governing Atmospheric Momentum Balance . . . . 125
4.2.1 Equation of State . . . . . . . . . . . . . . . . . . . . . 125
4.2.2 Hydrostatic Equilibrium . . . . . . . . . . . . . . . . . 126
4.2.3 The Continuity Equation . . . . . . . . . . . . . . . . . 126
4.2.4 The Momentum Equation . . . . . . . . . . . . . . . . 127
4.3 Transformation from Altitude to Pressure Co-ordinates . . . . 130
4.3.1 The Hydrostatic Equation . . . . . . . . . . . . . . . . 131
4.3.2 Velocity Components . . . . . . . . . . . . . . . . . . . 132
4.3.3 The Continuity Equation . . . . . . . . . . . . . . . . . 133
4.3.4 The Momentum Equation . . . . . . . . . . . . . . . . 135
4.3.5 Summary of Equations . . . . . . . . . . . . . . . . . . 136
4.4 Expansion of Differential Operators . . . . . . . . . . . . . . . 137
4.4.1 The Horizontal ∇P Operator . . . . . . . . . . . . . . . 137
4.4.2 The Advective V · ∇P Operator . . . . . . . . . . . . . 138
4.4.3 The Laplacian ∇2P Operator . . . . . . . . . . . . . . . 138
4.4.4 The Time Derivative . . . . . . . . . . . . . . . . . . . 139
4.4.5 Component Form of Momentum and Continuity Equa-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.5 Numerical Scheme . . . . . . . . . . . . . . . . . . . . . . . . 140
4.5.1 The Finite Difference Approximation . . . . . . . . . . 140
4.5.2 Time Integration Scheme . . . . . . . . . . . . . . . . . 141
4.6 Model Implementation . . . . . . . . . . . . . . . . . . . . . . 142
4.6.1 Background Atmosphere . . . . . . . . . . . . . . . . . 145
4.7 Numerical Stability . . . . . . . . . . . . . . . . . . . . . . . . 145
4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
75 Simulating Dynamics From an Imposed Thermal Structure:
Validation 148
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.1.1 Titan’s Atmosphere . . . . . . . . . . . . . . . . . . . . 149
5.1.2 Titan Thermosphere General Circulation Model . . . . 154
5.2 Model Implementation, Parameters and Boundary Conditions 154
5.3 Results: Comparing Fully Coupled and Dynamics-only Wind-
fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.3.1 Statistical Analysis of Difference in Simulated Windfields160
5.3.2 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . 163
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6 Simulated Dynamics and Momentum Diagnostics 178
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.2 Model Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.3 Dynamics of the Thermosphere . . . . . . . . . . . . . . . . . 182
6.3.1 Winds . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.3.2 Momentum Diagnostics . . . . . . . . . . . . . . . . . . 185
6.3.3 Summary of Thermospheric Dynamics . . . . . . . . . 186
6.4 Dynamics of the Mesosphere . . . . . . . . . . . . . . . . . . . 189
6.4.1 Winds . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.4.2 Momentum Diagnostics . . . . . . . . . . . . . . . . . . 191
6.4.3 Summary of Mesospheric Dynamics . . . . . . . . . . . 195
6.5 Dynamics of the Transition Region . . . . . . . . . . . . . . . 198
6.5.1 Winds . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
6.5.2 Momentum Diagnostics . . . . . . . . . . . . . . . . . . 203
6.5.3 Summary of the Transition Region Dynamics . . . . . 208
6.6 Sensitivity Studies . . . . . . . . . . . . . . . . . . . . . . . . 212
6.6.1 Lower Boundary Forcing . . . . . . . . . . . . . . . . . 212
6.6.2 Dynamic Turbulent Viscosity Coefficient µT . . . . . . 213
6.6.3 Thermal Forcing . . . . . . . . . . . . . . . . . . . . . 215
6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
7 Validation of Simulated Dynamics 220
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
7.2 Comparison with NCAR VTGCM . . . . . . . . . . . . . . . . 221
7.2.1 Implementation . . . . . . . . . . . . . . . . . . . . . . 221
7.2.2 Comparison with VTGCM Horizontal Winds . . . . . . 223
7.2.3 Summary of VTGCM Comparisons . . . . . . . . . . . 227
7.3 Comparison With Observations Above 150 km . . . . . . . . . 230
7.4 Comparison With Observations Between 90–120 km . . . . . . 231
87.4.1 O2, O and NO Nightglow . . . . . . . . . . . . . . . . . 231
7.4.2 CO sub–mm Absorption Lines . . . . . . . . . . . . . . 233
7.4.3 CO2 10µm Emission Lines . . . . . . . . . . . . . . . . 233
7.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . 237
7.5 Cloud Tracked Winds . . . . . . . . . . . . . . . . . . . . . . . 240
7.6 Comparison with Cyclostrophic Balance . . . . . . . . . . . . 245
7.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
8 Conclusions and Future Work 253
8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
8.1.1 Thermospheric Super-rotation . . . . . . . . . . . . . . 254
8.1.2 Cyclostrophic Balance . . . . . . . . . . . . . . . . . . 255
8.1.3 Upper Mesospheric Circulation . . . . . . . . . . . . . 256
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
A FTCS Integration of Advection Equations 259
B FTCS Integration of Diffusion Equations 261
C Numerical Diffusion Term 263
Acronyms
AAT Anglo American Telescope
AS Antisolar
BIMS Pioneer Venus Bus Ion Mass Spectrometer
BNMS Pioneer Venus Bus Neutral Mass Spectrometer
DR Dickinson and Ridley Thermospheric Circulation Model
ESA European Space Agency
EUV Extreme ultraviolet radiation
FTCS Forward in Time and Centred in Space
GCM General Circulation Model
GRW Gierasch-Rossow-Williams mechanism
HHSMT Heinrich Hertz Sub-mm Telescope
HIPWAC Heterodyne Instrument for Planetary Wind And Composition
INMS Cassini Ion Neutral Mass Spectrometer
IR Infrared radiation
IRTF Infrared Telescope Facility
JCMT James Clark Maxwell Telescope
LOS Line of site
LST Local solar time
NASA National Aeronautics and Space Administration
NCAR National Center for Atmospheric Research
NLTE Non local thermodynamic equilibrium
OAD Pioneer Venus Orbiter Atmospheric Drag Experiment
OCPP Pioneer Venus Orbiter Cloud Photopolarimeter (and Imager)
OINMS Pioneer Venus Orbiter Ion Neutral Mass Spectrometer
OIR Pioneer Venus Orbiter Infrared Radiometer
ONMS Pioneer Venus Orbiter Neutral Mass Spectrometer
ORO Pioneer Venus Orbiter Radio Occultation Experiment
OUVS Pioneer Venus Orbiter Ultraviolet Spectrometer
OVRO Owens Valley Radio Observatory
PV Pioneer Venus
PVO Pioneer Venus Orbiter
9
10
RSZ Retrograde super-rotating zonal flow
SAS Pioneer Venus Small Probe Atmosphere Structure experiment
SNFR Pioneer Venus Small Probe Net Flux Radiometer
SOIR Venus Express Solar Occultation Infrared Spectrometer
SPICAV Venus Express Spectroscopy for Investigation of Characteris-
tics of the Atmosphere of Venus
SS Subsolar
SS–AS Subsolar-to-antisolar flow
SSI Galileo Solid State Imager
SZA Solar zenith angle
THIS Tuneable Heterodyne Infrared Spectrometer
TTGCM Titan Thermosphere GCM
UV Ultraviolet radiation
UVIRA Upper Venus International Reference Atmosphere (>100 km)
VeRa Venus Express Venus Radio Science Experiment
VEx Venus Express
VIRA Venus International Reference Atmosphere (<100 km)
VIRTIS Venus Express Visible and Infrared Thermal Imaging Spec-
trometer
VMC Venus Express Venus Monitoring Camera
VTGCM Venus Thermosphere General Circulation Model
VTS3 Venus semi-empirical model of the neutral upper atmosphere
11
12
Symbols
a0–a4 polynomial coefficients
D
Dt
material (advective derivative)
DT turbulent diffusion coefficient
F horizontal component of F3
F107 Solar Radio Flux at 107 mm measured at 1AU
F3 sum of Coriolis and viscous drag terms
FCoriolis Coriolis force
g acceleration due to gravity
h Planck’s constant
H atmospheric scale height
iˆ, jˆ, kˆ unit vectors in the x, y, z directions
kB Boltzmann’s constant
Kn Knudsen number
L spatial differential operator with first and second order derivatives
m mean molecular mass (kg)
M angular momentum per unit mass
n number density
P Pressure
P0 lower boundary pressure
rˆ unit vector in vertical direction in spherical polar co-ordinates
R radius of Venus
R∗ gas constant for Venus
S a scalar quantity
Sj smoothing element
T temperature
t time
U3 ion velocity vector
vyP0 zonal winds at lower boundary isobar
vθ,vφ meridional wind, zonal wind
vx, vy, vz Cartesian velocity components
V horizontal velocity vector
V3 3–dimensional velocity vector
13
zl lower boundary altitude in temperature fitting
zturn altitude of turning point
zu upper boundary altitude in temperature fitting
α vertical grid spacing (fraction of scale height)
∆t timestep
∆x,∆y,∆z grid spacing in Cartesian co-ordinates
ζ logarithmic co-ordinate (− ln(P/Pref ))
θ latitude
θˆ unit vector in meridional direction
λ mean free path
µ dynamic viscosity coefficient
µm dynamic coefficient of molecular viscosity for CO2
µT dynamic turbulent viscosity coefficient
ν frequency of radiation
νni neutral-ion collision frequency
ξgas imperfect gas compressibility factor
φ longitude
φˆ unit vector in zonal direction
Φ geopotential
ρ mass density
χ fractional difference in our model and VTS3 number density
Ω Venus’ angular velocity
ω vertical velocity in p-system
∇3 three dimensional del operator
∇z horizontal del operator in z-system
∇P horizontal del operator in p-system
∇2P horizontal Laplacian operator in p-system
List of Figures
1.1 Thermal structure of Venus’ atmosphere . . . . . . . . . . . . 22
1.2 Horizontal mesospheric thermal structure . . . . . . . . . . . . 24
1.3 Heating rates in the thermosphere . . . . . . . . . . . . . . . . 25
1.4 Upper atmosphere composition . . . . . . . . . . . . . . . . . 26
1.5 Schematic of O2 nightglow production . . . . . . . . . . . . . 28
1.6 Vertical structure of cloud density . . . . . . . . . . . . . . . . 29
1.7 UV image of Venus’ clouds . . . . . . . . . . . . . . . . . . . . 30
1.8 Schematic of the circulation on Venus . . . . . . . . . . . . . . 31
1.9 Probe observations of horizontal winds . . . . . . . . . . . . . 32
1.10 Polar dipole . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.11 Cyclostrophic winds . . . . . . . . . . . . . . . . . . . . . . . 35
1.12 Schematic of the thermospheric circulation . . . . . . . . . . . 36
1.13 Waves in Venus’ atmosphere . . . . . . . . . . . . . . . . . . 38
1.14 Dynamic viscosity coefficients . . . . . . . . . . . . . . . . . . 40
2.1 Discontinuity in VIRA and VTS3 thermal profiles . . . . . . . 47
2.2 Diurnal ONMS density profiles at 157 km and 167 km . . . . . 50
2.3 VTS3, Pioneer Venus descent probe and BNMS densities . . . 51
2.4 Upper VIRA and VTS3 temperature and mass density . . . . 53
2.5 VeRa, VIRA and Zasova et al. [2006] temperatures . . . . . . 56
2.6 Diurnal thermal structure observed using JCMT . . . . . . . . 60
2.7 Schematic of HHSMT beam locations . . . . . . . . . . . . . . 61
2.8 HHSMT temperature observations . . . . . . . . . . . . . . . . 62
2.9 THIS temperatures at 0.1 Pa . . . . . . . . . . . . . . . . . . . 64
2.10 Telescope beam sizes for CO sub-mm and CO2 10µm observa-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.11 Temperatures from AAT O2 1.27µm observations . . . . . . . 66
2.12 SPICAV temperature observations . . . . . . . . . . . . . . . . 67
2.13 Local solar time profile of VTS3 mass densities . . . . . . . . . 69
2.14 Schematic showing spatial decorrelation of NO and O2 nightglow 72
2.15 VIRTIS observations of apparent motions in the O2 airglow . . 74
2.16 Meridional profile of cloud tracked zonal winds . . . . . . . . . 80
14
15
2.17 Meridional profile of cloud tracked meridional winds . . . . . . 81
2.18 Local time dependency of VIRTIS cloud tracked zonal winds . 82
2.19 Local time dependency of VMC cloud tracked zonal winds . . 83
2.20 Schematic illustrating cyclostrophic balance . . . . . . . . . . 85
3.1 Spline fits to VIRA temperature and density profiles . . . . . 92
3.2 Vertical profile of gas mixing ratio . . . . . . . . . . . . . . . . 93
3.3 Temperature and density fit schematic . . . . . . . . . . . . . 96
3.4 Temperature and density fitting algorithm: approach 1 . . . . 98
3.5 Optimisation: problematic discontinuities . . . . . . . . . . . . 101
3.6 Temperature and density fitting algorithm: approach 2 . . . . 102
3.7 Profiles: turning point vs. fixed temperature . . . . . . . . . . 103
3.8 Fit boundary sensitivity: thermal profiles . . . . . . . . . . . . 105
3.9 Thermal profiles: comparison with THIS . . . . . . . . . . . . 108
3.10 Low latitude thermal structure: model/data comparisons at
noon and midnight . . . . . . . . . . . . . . . . . . . . . . . . 110
3.11 Low latitude thermal structure: model/data comparisons ter-
minators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.12 Low latitude thermal structure: model/data comparisons 05:00
and 21:00 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.13 VMTGCM pressure to altitude mapping . . . . . . . . . . . . 114
3.14 Vertical mass density profiles: noon/midnight . . . . . . . . . 115
3.15 Meridional thermal structure profiles: noon/midnight . . . . . 116
3.16 Thermal and density structure near 140 km and 150 km . . . . 118
3.17 Thermal and density structure near 120 km and 130 km . . . . 119
3.18 Thermal and density structure near 100 km and 110 km. . . . . 120
3.19 Equatorial noon and midnight fitted temperatures for low, av-
erage and high solar activity. . . . . . . . . . . . . . . . . . . . 123
5.1 Cassini INMS ρ profiles of N2, CH4 and H2 . . . . . . . . . . . 152
5.2 Empirical model of Titan atmosphere: vertical T structure . . 153
5.3 Fully coupled TTGCM equinox T and ρ profiles . . . . . . . . 158
5.4 Fully coupled TTGCM solstice T and ρ profiles . . . . . . . . 159
5.5 Dynamics-only/Fully coupled δv histogram equinox . . . . . . 162
5.6 Dynamics-only/Fully coupled δv histogram solstice . . . . . . 164
5.7 Solstice meridional winds: fully coupled/dynamics only . . . . 167
5.8 Solstice zonal winds: fully coupled/dynamics only . . . . . . . 168
5.9 Latitude profiles of fully coupled/dynamics only momentum
terms: solstice . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.10 Local time profiles of fully coupled/dynamics only momentum
terms: solstice . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
16
5.11 Equinox meridional winds: fully coupled/dynamics only . . . . 172
5.12 Equinox zonal winds: fully coupled/dynamics only . . . . . . . 173
5.13 Latitude profiles of fully coupled/dynamics only momentum
terms: equinox . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.14 Local time profiles of fully coupled/dynamics only momentum
terms: equinox . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.1 Lower boundary zonal winds and altitude . . . . . . . . . . . . 181
6.2 Horizontal structure of temperature in the thermosphere . . . 182
6.3 Horizontal structure of winds in the thermosphere . . . . . . . 184
6.4 Momentum diagnostics in the thermosphere . . . . . . . . . . 187
6.5 Thermal structure of the mesosphere . . . . . . . . . . . . . . 189
6.6 Pressure vs latitude wind contour plots in the mesosphere . . 196
6.7 Momentum diagnostics in the mesosphere . . . . . . . . . . . 197
6.8 Temperature and meridional ciruclation in the upper mesosphere199
6.9 Zonal winds as a function of pressure at 30◦ latitude. . . . . . 201
6.10 Pressure/latitude profile of meridional, zonal and vertical winds
in the mesosphere . . . . . . . . . . . . . . . . . . . . . . . . . 202
6.11 Momentum diagnostics at 1.3 Pa . . . . . . . . . . . . . . . . 205
6.12 Momentum diagnostics at 1.07×10−1 Pa . . . . . . . . . . . . 206
6.13 Momentum diagnostics at 8.8×10−3 Pa . . . . . . . . . . . . . 207
6.14 Momentum diagnostics at 7.2×10−4 Pa . . . . . . . . . . . . . 210
6.15 Momentum diagnostics at 5.9×10−5 Pa . . . . . . . . . . . . . 211
6.16 Sensitivity of zonal winds to lower boundary condition . . . . 214
6.17 Vertical profile of momentum diagnostics . . . . . . . . . . . . 219
7.1 VTGCM meridional and zonal thermal structure . . . . . . . . 224
7.2 VTGCM and our GCM meridional winds at noon . . . . . . . 225
7.3 VTGCM and our GCM zonal winds at the equator . . . . . . 226
7.4 Comparison of VTGCM and our GCM: zonal winds . . . . . . 228
7.5 Comparison of VTGCM and our GCM: zonal winds . . . . . . 229
7.6 GCM and CO2 10µm zonal winds near 0.1 Pa . . . . . . . . . 235
7.7 GCM and CO2 10µm cross terminator zonal winds near 0.1 Pa 238
7.8 Model and CO2 10µm temperatures between 110–130 km . . . 239
7.9 Meridional profile of cloud tops altitude . . . . . . . . . . . . . 241
7.10 GCM and cloud tracked zonal winds . . . . . . . . . . . . . . 242
7.11 GCM and cloud tracked meridional winds . . . . . . . . . . . 244
7.12 GCM and cyclostrophic zonal winds . . . . . . . . . . . . . . . 246
7.13 GCM, cyclostrophic and cloud tracked zonal winds . . . . . . 249
List of Tables
1.1 Planetary parameters for Venus, Earth and Titan . . . . . . . 19
1.2 Atmospheric composition . . . . . . . . . . . . . . . . . . . . . 25
2.1 Upper mesospheric temperature constraints . . . . . . . . . . 58
2.2 Upper mesospheric wind constraints . . . . . . . . . . . . . . . 71
2.3 Altitude of emissions used in cloud tracking . . . . . . . . . . 78
5.1 Titan model run parameters . . . . . . . . . . . . . . . . . . . 155
5.2 Maximum difference in velocity for dynamics-only and fully
coupled simulations of Titan’s thermosphere . . . . . . . . . . 165
6.1 Sensitivity of dynamics to assumed turbulent diffusivity coef-
ficient DT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
6.2 Sensitivity of the horizontal meridional and zonal winds to
thermal forcing in the upper and lower thermosphere . . . . . 217
17
Chapter 1
Structure and Dynamics of
Venus’ Atmosphere
1.1 Overview
The goals of this thesis are: to develop a realistic model of the thermal and
density structure of Venus’ atmosphere between the cloud tops and the upper
thermosphere; and to use this background atmosphere and the full non-linear
Navier-Stokes momentum equation to calculate wind fields representative of
those observed on Venus.
We begin this chapter by introducing Venus and its atmosphere. A syn-
opsis of the rest of this thesis is presented at the end of this chapter.
1.2 Introduction
Venus, the third brightest natural object in the sky, has inspired human
interest since antiquity. Venus is the second closest planet to the Sun, orbiting
at a mean distance of 108×106 km (0.72 AU) with a sidereal period of 224.7
terrestrial days. Venus rotates in the opposite sense to Earth with a period
of 243.0 terrestrial days resulting in sidereal day exceeding a Venus year, and
a solar day of 116.8 terrestrial days [Colin, 1983].
Venus is of similar size and mass to Earth (Table 1.1); however in other
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respects the two planets differ dramatically. Venus has no natural satellites,
no intrinsic magnetic field and no liquid surface water. Venus is enveloped
by a global layer of predominately sulphuric acid clouds which prevent ob-
servation of the Venusian surface in visible light. The surface pressure is ∼92
times that at Earth, and the surface temperature, ∼740 K, is the hottest of
any planet in the solar system. Such high temperatures are attributed to
a runaway greenhouse effect resulting from 96.5% of the atmosphere being
composed of CO2 [Pollack et al., 1980].
Venus Earth Titan
Mean radius (km) 6052 6371 2575
Mass (kg) 4.87×1024 5.98×1024 1.35×1023
Surface gravity (ms−2) 8.87 9.78 1.35
Bond albedo 0.75 0.306 0.2
Axial tilt (deg) 177.36 23.45 26.73
Orbital Period (day) 224.7 365.2 16.0
Rotation Period (day) 243 (retrograde) 365 Synchronous
Mean solar day (day) 116.75 1 15.8
Surface pressure (bar) 92 1 1.5
Approx. surface temp (K) 730 280 94
Table 1.1: Basic planetary parameters for Venus, Earth and Titan [Williams,
2010b,a; Coustenis and Taylor, 1999].
1.3 Observing Venus
The Babylonians recorded observations of Venus in the late third and early
second millennium BC. The planet also features in the astronomical texts of
other ancient civilisations from China, Meso-America, Greece and Rome. In
the 1600s Galileo Galilei observed Venus transitioning from a thin crescent to
a full disk. This provided evidence that the solar system was not geocentric,
and that Earth orbited the Sun. In 1761 Mikhail Lomonosov observed Venus
transit across the solar disk and concluded from a ring of light around the
planet that Venus possessed an atmosphere [Cruikshank, 1983]. Infrared
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(IR) observations by Adams and Dunham [1932] lead to the discovery that
Venus’ atmosphere is primarily composed of CO2. More recent observations
of Doppler shifts in the spectral lines of CO and CO2 show the atmosphere
can be highly variable [Lellouch et al., 1997].
The advent of the space age provided new ways of observing Venus. In
1962 the NASA Mariner 2 probe became the first successful mission to Venus.
The Soviet and American space agencies ran long-term space-based Venus
observing campaigns culminating in the Soviet Venera probe program and
13 year long Pioneer Venus mission. Venera 7 made the first in situ measure-
ments of Venus’ surface in December 1970. In 1974 Mariner 10 performed a
flyby past Venus whilst on-route to Mercury and returned over 4000 images
of the clouds, revealing an unprecedented level of detail.
The NASA Pioneer Venus (PV) mission consisted of two components;
the Pioneer Venus Orbiter (PVO) and Pioneer Venus Multiprobe. The four
descent probes were deployed in December 1978 and made in situ observa-
tions of temperature, composition and dynamics. The bus which carried the
probes was also equipped with an Ion Mass Spectrometer (BIMS) and Neu-
tral Mass Spectrometer (BNMS). The PVO was also equipped with a neutral
mass spectrometer (ONMS) and measured the composition and structure of
the upper atmosphere. The Orbiter Radio Occultation (ORO) experiment
and Orbiter Infrared Radiometer (OIR) returned observations of the thermal
structure of the middle and lower atmosphere. The Cloud Photopolarimeter
(OCPP) imaged the cloud deck allowing a determination of the meridional
and zonal velocities.
The Venera program continued until 1983, and closed with the orbital
insertion of the Venera 15–16 probes. In 1985 two Soviet VEGA balloons
entered the atmosphere where they reached an equilibrium altitude of 53 km
and remained operational for 46 hours. The atmosphere was considerably
more turbulent than previously thought, with high winds and Hadley-like
convection cells observed.
In 1989 NASA launched the Magellan probe, which used radar to map
98% of the Venusian surface over 4.5 years. The Magellan mission ended
with the spacecraft being directed into the atmosphere to make drag obser-
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vations of atmospheric density. There were no dedicated Venus missions in
the following 10 years, although the Galileo and Cassini spacecraft performed
Venus flybys on their way to the Jovian and Saturnian systems. The NASA
Messenger mission also performed a flyby whilst on route to Mercury in 2006.
The European Space Agency (ESA) Venus Express (VEx) mission was
launched in November 2005, and inserted into a 24 hour polar orbit around
Venus in April 2006 [Svedhem et al., 2007]. VEx is equipped with a suite
of spectrometers, cameras and a radio science experiment. The space based
mission has also been complemented by co-ordinated ground based observing
campaigns [Lellouch and Witasse, 2008]. The nominal VEx mission ended
in October 2007 and has greatly enriched out knowledge of the planet [Titov
et al., 2009]. The VEx mission has been extended to the end of 2012 uncon-
ditionally, and to the end of 2014 pending a technical review of the spacecraft
capability.
The Japanese Space Agency launched the Akatsuki orbiter in May 2010;
however, the probe failed to enter orbit around Venus in December 2010. The
next opportunity for orbital insertion is in 2016/2017. Further prospects for
space-based observations of Venus include two flybys from the ESA Bepi-
Colombo mission whilst on route to Mercury, and the Russian Venera D
probe which is due for launch in 2016.
1.4 Venus’ Atmosphere
1.4.1 Thermal Structure
Pre-VEx observations of the thermal structure of Venus’ atmosphere are
summarised by the Venus International Reference Atmosphere (VIRA) [Seiff
et al., 1985; Keating et al., 1985], Zasova et al. [2006] and VTS3 [Hedin
et al., 1983] empirical models. As shown in Figure 1.1 Venus’ atmosphere is
divided into three vertical sections: the troposphere (0–65 km), mesosphere
(65–100 km) and thermosphere (>100 km). The troposphere is characterised
by a high surface temperature (735 K) and pressure (92 bar), despite Venus
only absorbing 65% as much solar energy as Earth [Crisp and Titov, 1997].
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Numerical simulations [Pollack et al., 1980] have shown that such high tem-
peratures can be maintained by a greenhouse effect where outgoing IR ra-
diation is reabsorbed by a predominately CO2 atmosphere. This is despite
almost 80% of incoming solar radiation being reflected at the cloud layer.
Figure 1.1: Vertical structure of Venus’ atmosphere. Tropospheric (0-65 km)
and mesospheric (65–100 km) temperatures are from the VIRA model [Seiff
et al., 1985]. Thermospheric temperatures are from the VTS3 model [Hedin
et al., 1983] and show diurnal variability, with noon (red curve) tempera-
tures reaching ∼ 310 K and midnight temperatures (blue curve) decreasing
to ∼110 K under solar maximum conditions.
Above the surface, temperature decreases with a lapse rate of -7.7 K km−1
reaching 240 K at the cloud tops [Seiff et al., 1980]. Below 40 km latitudinal
variations in temperature are thought to be small (<1 K near the surface).
The mesospheric thermal structure has been studied in detail by the Pioneer
Venus [Taylor et al., 1980a], Venera 15 [Zasova et al., 1999] and VEx missions
[Tellmann et al., 2009b]. Mesospheric temperatures continue to decrease with
altitude reaching 170–180 K at 100 km and demonstrate considerably latitu-
dinal variability as well as a thermal tide component (Figure 1.2). Between
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40-70 km equatorial temperatures are 25–30 K warmer than the poles. Mid-
latitude temperatures near 65 km are 20 K cooler than both the pole and
equator, giving rise to a feature known as the cold collar. Between 65-90 km
the latitudinal trend reverses with polar temperatures up to 20 K warmer
than at the equator. Modelling studies indicate that these temperature gra-
dients can be maintained by the interaction of vertically propagating thermal
tides and the zonal super-rotation [Newman and Leovy, 1992b].
Pioneer Venus ONMS [Niemann et al., 1980] and Orbiter Atmospheric
Drag (OAD) [Keating et al., 1985] observations show that significant diur-
nal temperature and density variations characterise the thermosphere. The
Venusian thermosphere is however considerably cooler than its terrestrial
counterpart, despite Venus’ proximity to the Sun. Noon temperatures typi-
cally range from 250-310 K, (cf. 800-1800 K at Earth) and decrease to ∼100 K
at midnight.
Figure 1.3 shows that thermospheric heating from the absorption of Ex-
treme Ultraviolet (EUV) radiation is balanced by CO2 15µm radiative cool-
ing. When the vibrational modes of CO2 are excited the molecule relaxes
emitting radiation at 15µm, cooling the thermosphere. Collisions between O
and CO2 are very efficient at exciting the CO2 vibrational modes and enhance
this emission [Bougher and Borucki, 1994]. The 15µm cooling acts analo-
gously to a thermostat, and the response of the Venusian thermosphere to
solar flux variability is weaker than the terrestrial and Martian thermospheres
[Bougher, 1995]. Whilst increased solar flux enhances EUV absorption it also
increases the mixing ratio of O, which is produced by photodissociation of
CO2 and CO. Increased heating is therefore balanced by enhanced cooling.
1.4.2 Composition
Mass spectrometry and gas chromatography experiments on the Pioneer
Venus and Venera descent probes indicated that Venus’ atmosphere is pri-
marily composed of CO2 (96.5%) and N2 (3.5%) with trace amounts of other
gases such as SO2, H2O and Ar (Table 1.2) [von Zahn et al., 1983]. Trace
amounts of gases containing sulphur, chlorine and carbon have also been de-
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Figure 1.3: Global average heating/cooling rates (K day−1) for the Venus
thermosphere from the Venus Thermosphere GCM [Fox and Bougher, 1991].
The peak 15µm cooling approximately coincides with the peak EUV heating.
Species Abundance
CO2 96.5%
N2 3.5%
SO2 150 ppm
Ar 70 ppm
H2 20 ppm
CO 17 ppm
He 12 ppm
Ne 7 ppm
Table 1.2: Composition of Venus’ lower atmosphere [Taylor, 2006].
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tected, and the presence of sulphur could indicate that Venus is volcanically
active [Esposito et al., 1997]. The highly variable nature of the spatial dis-
tribution of minor species indicates their involvement in chemical reactions
and has been used as a diagnostic of mesospheric dynamics [Lellouch et al.,
1997; Bougher et al., 1997].
Figure 1.4: Vertical profile of thermospheric composition at equatorial noon
(upper panel) and midnight (lower panel) from the VTS3 model [Hedin et al.,
1983].
The composition of the lower atmosphere changes little with altitude as
gases are mixed by eddy processes. Above the homopause (∼130 km [Keating
et al., 1985]) molecular diffusion dominates eddy processes and a diffusive
separation of gases according to their mean molecular masses occurs. This
results in lighter species becoming increasingly abundant at high altitudes
as was found by Pioneer Venus ONMS observations of thermospheric CO2,
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O, CO, N2, N and He (Figure 1.4). CO2 remains the dominant gas up to
∼160 km on the dayside and ∼140 km on the nightside, where O takes over
as the dominant species. Photodissociation of CO2 by EUV radiation is the
primary source of CO and O in the thermosphere, and is balanced by catalytic
recombination via chlorine-oxygen compounds (ClOx) [Bougher et al., 1997].
Photodissociation and radiative recombination of gases also generates airglow
emissions including the lower thermospheric O2 IR and NO UV nightglow.
Photodissociation of CO2 and CO on the planet’s dayside generate atomic O
which is transported to the nightside by the underlying circulation (Figure
1.5). At 95-110 km three body recombination occurs forming excited O∗2
which relaxes emitting radiation:
O +O +M → O∗2 +M (1.1)
O∗2 → O2 + hν (1.2)
where h is Planck’s constant and ν is the frequency of radiation emitted and
M is another molecule such as CO2. Emissions occur at visible (400-800 nm)
and IR (1.27µm) wavelengths. Similarly, radiative recombination of N(4S)
and O(3P ) generated by photodissociation on the dayside produce the NO
nightglow near 115 km:
N(4S) +O(3P )→ NO∗ (1.3)
NO∗ → NO + hν (1.4)
Excited NO typically radiates in the UV δ and γ bands between 180–310 nm
[Ge´rard et al., 2009]. The morphology of these emissions is used to constrain
the dynamics of the lower thermosphere.
1.4.3 Clouds
Venus is blanketed in a global layer of clouds and hazes which obscure the
surface from observations in visible light. The main cloud deck extends from
∼45-65 km with layers of haze located above and below (Figure 1.6). Tay-
lor [1981] speculated that clouds of CO2 ice particles may exist at ∼90 km,
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Figure 1.5: A cartoon showing the generation of the O2 nightglow. Atomic
oxygen is formed by the photodissociation of CO2 on the dayside, and trans-
ported to the nightside by the underlying circulation. Three body recom-
bination of atomic oxygen on the nightside forms excited molecular oxygen
which relaxes emitting radiation [Hueso, 2007].
although such clouds are yet to be detected. The clouds are almost feature-
less in visible light but show prominent markings in the UV, such as the
‘Y’ shaped feature observed by the Pioneer Venus OCPP (Figure 1.7). Such
features are caused by a non-uniform distribution of UV absorbers through-
out the clouds. SO2 absorption can only account for part of the observed
absorption spectra and the identity of the remaining UV absorber(s) remains
illusive. Within the clouds, particles of different sizes accumulate at different
altitudes creating different layers. These particles range in size from 1–30µm
and have a trimodal distribution. The composition of the smallest (‘mode 1’)
particles is unknown. These particles form a haze layer extending throughout
the cloud deck. The upper cloud layers are formed from ‘mode 2’ particles,
which spectroscopic and polarimetric observations indicate are composed of
75% H2SO4 and 25% H2O. The majority of the cloud mass is contained in
‘mode 3’ particles which may be larger sulphuric acid droplets or particles
with an alternative unknown composition. The sulphuric acid droplets in the
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clouds are most likely formed when H2O and SO2 photochemically combine:
CO2 + SO2 + hν → CO + SO3, (1.5)
SO3 +H2O → H2SO4. (1.6)
SO2 is thought to originate from volcanic degassing. [Taylor, 2006].
Figure 1.6: Vertical structure of cloud density and temperature from Pioneer
Venus Orbiter and descent probe observations [Taylor, 2006].
1.4.4 Mesosphere and Thermosphere Dynamics
The mesosphere acts as a transition region between the upper and lower at-
mosphere circulations [Lellouch et al., 1997]. The thermosphere is dominated
by a flow from the dayside to the nightside of the planet and the lower atmo-
sphere is dominated by strong super-rotating zonal winds. Winds inferred
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Figure 1.7: UV image of Venus’ clouds from Pioneer Venus OCPP showing
the ‘Y’ shaped absorption feature [Bell, 2005].
from ground based observations of the Doppler shift in the emission spectra
of CO [Clancy and Muhleman, 1991; Shah et al., 1991; Lellouch et al., 1994;
Clancy et al., 2003; Rengel et al., 2008; Clancy et al., 2007, 2008; Lellouch
et al., 2008] and CO2 [Goldstein et al., 1991; Sornig et al., 2008] have demon-
strated that the upper mesosphere is characterised by considerable variability
[Lellouch et al., 1997]. A cartoon illustrating the dominant dynamic features
of Venus’ atmosphere is shown in Figure 1.8.
To a first order approximation, atmospheric dynamics arise to redress im-
balances in absorbed and emitted radiation and therefore gradients in tem-
perature and pressure [Schubert, 1983]. In general, at equatorial latitudes
more radiation is absorbed than radiated to space whilst the opposite is true
of polar latitudes. Venus’ circulation is therefore expected to consist of a
pair of Hadley cells, symmetric about the equator, which consist of warm
air rising at the equator, flowing poleward at high altitudes and sinking at
the poles. In the terrestrial atmosphere the Hadley circulation is only dom-
inant at low latitudes and is modified by the Coriolis force resulting from
the Earth’s (comparatively rapid) rotation. The vertical extent of a Hadley
circulation in Venus’ atmosphere, and whether the circulation consists of a
stack of cells is still unclear.
Cloud tracking observations [Limaye and Suomi, 1981a; Limaye, 2007;
Peralta et al., 2007; Markiewicz et al., 2007] have consistently indicated that
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Figure 1.8: Cartoon showing the main features of the circulation of Venus’
atmosphere [Taylor and Grinspoon, 2009].
cloud deck dynamics are characterised by considerable westward (in the same
direction as the planet’s retrograde rotation) zonal super-rotation. Observed
equatorial zonal winds are ∼100 ms−1; compared to a planetary rotation
of ∼2 ms−1. Descent probe observations [Counselman et al., 1980] indicate
that the zonal velocity varies considerably with height and is ∼0 ms−1 at the
surface. Meridional winds are considerably smaller than zonal winds between
the surface and cloud tops (Figure 1.9).
The mechanism for generating such a considerable super-rotation in the
cloud deck is an area of active research [Schubert, 1983; Gierasch et al., 1997]
and a primary interest of lower Venus atmosphere modellers [Yamamoto and
Takahashi, 2006; Lee et al., 2007; Herrnstein and Dowling, 2007; Hollingsworth
et al., 2007; Lebonnois et al., 2010; Parish et al., 2011]. The main difficulty
lies in elucidating how momentum is transported equatorward to maintain
the equatorial super-rotation, when the meridional circulation transports mo-
mentum poleward [Hide, 1969]. Two theoretical frameworks have emerged.
The Gierasch-Rossow-Williams mechanism (GRW) [Gierasch, 1975; Rossow
and Williams, 1979] proposes that a mean meridional circulation, with air
rising at the equator and descending at the poles, transports momentum ver-
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Figure 1.9: Zonal (positive eastward) and meridional (positive northward)
winds observed by the Pioneer Venus and Venera descent probes [Taylor,
2006].
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Figure 1.10: The dipole feature in the southern hemisphere vortex at ∼60 km
observed by the VIRTIS instrument on VEx [Piccioni et al., 2007]. The
brightness temperature at 5.05µm is plotted and the cold collar region sur-
rounding the vortex is also evident. The right panel shows the vertical ther-
mal structure from the red and green spots in the left image.
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tically and poleward. This air movement induces high speed zonal jets which
become unstable. Angular momentum is then redistributed equatorward by
waves. The second mechanism is based on the premise that diurnal forcing
influences the angular momentum budget. Schubert [1983] suggested a mov-
ing flame mechanism where tilted eddies, induced by diurnally varying solar
heating, transport angular momentum vertically. Alternatively, vertically
propagating thermal tides which originate in the cloud deck could transport
momentum [Baker and Leovy, 1987b; Newman and Leovy, 1992a].
Leovy [1973] suggested that cyclostrophic balance characterises the dy-
namics of Venus’ nonequatorial atmosphere between ∼10 km and the cloud
tops. Under cyclostrophic balance the equatorward component of the cen-
trifugal force acting on a zonally rotating parcel of air is balanced by a
poleward meridional pressure gradient force. This balance is similar to the
geostrophic balance which dominates the atmospheres of more rapidly ro-
tating planets such as Earth [Gierasch et al., 1997]. By invoking the cy-
clostrophic balance approximation, zonal winds can be calculated from the
observed thermal structure [Newman et al., 1984; Roos-Serote et al., 1995;
Zasova et al., 2007; Piccialli et al., 2008]. Figure 1.11 shows such winds de-
rived from VIRTIS temperature observations. Cyclostrophic balance predicts
a strong mid latitude jet which is associated with the cold collar temperature
inversion (shown in Figure 1.2a). Similar jet-like structures are apparent in
cloud tracking observations. However, cyclostrophic balance is by definition
an incomplete description of the momentum balance, and is mathematically
invalid at high and low latitudes.
The thermospheric circulation is thought to be dominated by a subsolar-
to-antisolar (SS–AS) circulation [Bougher et al., 1997]. This SS–AS flow
is driven by the day/night pressure gradient generated by EUV-UV-IR so-
lar heating. Air rises at the subsolar point, flows toward the nightside via
the poles and terminators, and then converges at the antisolar point where
downwelling occurs. The presence of a return branch of the SS–AS was spec-
ulated by Goldstein et al. [1991]; however, the available evidence is indirect
and confusing [Lellouch et al., 1997]. The location and strength of a such
a return flow remains an open research topic. Continuity of mass requires
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Figure 1.11: Zonal winds calculated from VIRTIS temperature observations
assuming the cyclostrophic balance approximation [Piccialli et al., 2008]
that a return flow exist. However, since mass densities are larger in the lower
atmosphere, any return wind speeds are likely to be significantly slower than
the winds in the upper thermosphere.
Pioneer Venus observations of the spatial distribution of minor species
(H, He) and NO airglow in the thermosphere also suggest the presence of a
retrograde super-rotating zonal (RSZ) flow. A peak in He and H density at
05:00 LST was observed by ONMS [Niemann et al., 1979] and OIMS [Brinton
et al., 1980] above 150 km. Similarly, a temperature minimum was observed
near 02:00 LST and above 150 km by Niemann et al. [1980] and Keating et al.
[1980]. Stewart et al. [1980] observe a peak NO nightglow emission at 116 km
near 02:00 LST. These maxima and minima suggest that the stagnation point
of the SS–AS circulation does not occur at midnight, but is instead shifted
toward the dawn terminator. A retrograde thermospheric super-rotation
could explain such a shift (Figure 1.12).
The mechanism driving the thermospheric super-rotation is unknown and
several scenarios have been proposed by Mengel et al. [1989]. The super-
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SPSP
Figure 1.12: Schematic of the combined SS–AS and RSZ in the thermosphere.
rotation could be driven in situ, or be a remnant of the cloud top super-
rotation. Schubert [1983] also suggest that a RSZ component of up to tens of
ms−1 could be explained as a remnant of the cloud top super-rotation. This
estimation is broadly consistent with the 25 ms−1 RSZ winds observed by
Goldstein et al. [1991], but not with the large (90-150 ms−1) winds observed
by Shah et al. [1991] and Clancy et al. [2007] amongst others. Alternatively
the RSZ flow could be generated by momentum deposition from breaking
waves [Schubert and Walterscheid, 1984; Alexander, 1992; Zhang et al., 1996;
Bougher et al., 1997].
1.4.5 Waves and Turbulence
Waves are a universal feature of planetary atmospheres and can be gener-
ated by a variety of mechanisms including convection, flow over topogra-
phy, turbulence and instabilities [Gierasch et al., 1997]. Waves modulate the
background atmospheric structure and produce periodic spatial and tempo-
ral variations in density and temperature. Thermal tides also modulate the
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atmosphere. They are primarily excited by solar heating and have periods
of oscillation related to the length of the solar day. Waves and tides sig-
nificantly contribute to atmospheric dynamics by redistributing energy and
momentum.
Wave-like perturbations have been observed in Venus’ atmosphere in scin-
tillations from radio occultation experiments on Magellan [Hinson and Jenk-
ins, 1995] and VEx [Tellmann et al., 2009b] (Figure 1.13a). UV and IR ob-
servations of the Venusian cloud deck have indicated that waves are present
(Figure 1.13b) [Belton et al., 1991; Markiewicz et al., 2007]. Using data ac-
quired by the Pioneer Venus OCPP del Genio and Rossow [1990] detected
evidence of diurnal and semidiurnal tides, a 4 day equatorial Kelvin wave and
a 5 day mid latitude wave. Waves were also detected by the Pioneer Venus
Probes [Seiff and Kirk, 1982] and by the VEx Venus Monitoring Camera
(VMC) [Markiewicz et al., 2007; Moissl et al., 2009]. Evidence of a thermal
tide is also present in the Pioneer Venus OIR temperatures (Figure 1.2b)
[Schofield and Taylor, 1983].
Turbulence and waves are thought to contribute significantly to the gener-
ation of the cloud top super-rotation, the RSZ flow in the thermosphere and
the variability of the atmosphere as a whole [Bougher et al., 1997; Gierasch
et al., 1997; Forbes and Konopliv, 2007]. Waves generated low in the atmo-
sphere can propagate vertically, increasing in amplitude until they reach a
critical level and break, dissipating momentum. Such momentum deposition
can either accelerate or decelerate the background flow [Holton, 1982; Holton
and Lindzen, 1972].
Comparatively little is known about the wave activity in Venus’ upper at-
mosphere. Periodic density fluctuations were found in Pioneer Venus ONMS
neutral densities measurements. Analysis by Kasprzak et al. [1988, 1993]
found these fluctuations were consistent with gravity waves; and calculations
by Mayr et al. [1988] indicate that such waves could be forced from the
lower atmosphere. Recently, VIRTIS observations of 4.3µm CO2 emissions
have revealed gravity wave activity in the lower thermosphere [Garcia et al.,
2009] (Figure 1.13c). Waves were mainly observed between 09:00–15:00 LST
and their spatial distribution indicated that they originated from the polar
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vortex.
Turbulence in planetary atmospheres can act analogously to molecular
viscosity and tends to erode gradients in velocity. This occurs when small
scale turbulence is isotropic and energy is transferred to smaller and smaller
scales by a non-linear cascade [Gierasch et al., 1997]. The presence of tur-
bulence in the mesosphere and lower thermosphere was reviewed by Izakov
[2007]. This review, and the recent analysis of observations from VEx VIR-
TIS, VMC and the radio (VeRa) science experiment by Izakov [2010] indicate
that turbulence usually exists up to∼136 km. Within large-scale atmospheric
models (like the model developed in this thesis) the effects of turbulence are
parameterised through a dynamic turbulent (eddy) viscosity coefficient µT .
To a good approximation, µT and the turbulent diffusion coefficient DT are
related by:
µT = ρDT (1.7)
where ρ is the density of the atmosphere [Izakov, 2010]. von Zahn et al.
[1980] found that the vertical compositional structure of the ONMS densities
could be best described using an turbulent diffusion coefficient of the form:
DT =
A√
n
(1.8)
where A is an empirically derived parameter, and n is number density. von
Zahn et al. [1980] found that DT = 1.4 × 1013n−0.5 cm2s−1 best described
the ONMS densities. In contrast Drossart et al. [2007b] find a value of
DT = 2 × 1012n−0.5 cm2s−1 best fit VEx VIRTIS O2 airglow observations.
Figure 1.14 shows a vertical profile of µT calculated using these expressions.
Using the form of DT given by Equation 1.8 and number densities from
the VIRA model DT is 0.09–0.6 m
2s−1 at 60 km. In contrast, measurements
of DT from Pioneer Venus ORO scintillations by Woo and Ishimaru [1981]
indicate that DT = 4 m
2s−1 near 60 km. The turbulent diffusion coefficient
was also determined from Doppler measurements by the Venera entry probes
[Kerzhanovich and Marov, 1983; Izakov, 2001] and found to be within 2.0-100
m2s−1 between 50–60 km.
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Figure 1.14: Vertical profile of kinematic viscosity coefficients (µT ) assuming
turbulent diffusion coefficients of DT = 1.4×1013n−0.5 cm2s−1 (red) [von Zahn
et al., 1980] and DT = 2 × 1012n−0.5 cm2s−1 (blue) Drossart et al. [2007b].
The molecular viscosity coefficient of CO2 (green) is shown for reference.
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1.5 Existing Circulation Models
Circulation models are developed to aid our understanding of atmospheric
structures, dynamics and variability [Bougher et al., 2008]. General Cir-
culation Models (GCMs) simulate the 3-dimensional wind structure. The
most sophisticated GCMs self consistently calculate wind fields, temper-
atures, composition and include momentum forcing from topography and
waves. The existing Venus circulation models can be broadly separated into
three classes; lower atmosphere models (0–100 km), diagnostic models which
calculate dynamics from the observed thermal structure (65–110 km), and
upper atmosphere models (&90 km).
In the lower atmosphere, GCMs aim to simulate the cloud top super-
rotation (∼100 ms−1 at 70 km); however, no model has yet been entirely
successful [Parish et al., 2011]. Simulations developed by Yamamoto and
Takahashi [2003a,b, 2004, 2006] did generate a ∼60 ms−1 super-rotation at
the cloud tops. Their zonal winds were generated by the GRW mechanism
(Section 1.4.4). However, Yamamoto and Takahashi [2003a,b, 2004, 2006]
assumed a large heating rate of 0.5 K/ Earth day, which Hollingsworth et al.
[2007] point out is unrealistically high compared to the rate of 10−3 K/Earth
day suggested by observations from Tomasko et al. [1980]. Simulations by
other authors including Herrnstein and Dowling [2007] indicate that topo-
graphic forcing may contribute to Venus’ super-rotation. Recent efforts by
Lebonnois et al. [2010] have included the most realistic treatment of radia-
tive transfer to date. Their simulation developed a significant super-rotation
(60-70 ms−1) at the cloud tops; however, their zonal speeds below 40 km were
significantly smaller than those observed.
A diagnostic model of the middle atmosphere (65–110 km) was developed
by Elson [1978, 1979]. Three-dimensional winds were calculated by solving
the Navier-Stokes equations forced by a fixed thermal structure. The model
thermal structure was derived from zonally averaged Pioneer Venus OIR tem-
perature observations. Unlike the lower atmosphere GCMs, which attempt
to simulate cloud top super-rotation, Elson [1979] enforced super-rotation at
their lower boundary. Their super-rotation profile was based on Mariner 10
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cloud tracking observations [Limaye and Suomi, 1977]. They predicted large
(50–100 ms−1) equatorward winds in the upper mesosphere, with up-welling
at the pole and down-welling at the equator. However, these equatorward
winds are opposite to those thought to maintain the warm polar mesospheric
temperatures [Crisp and Titov, 1997].
The third class of models simulate the upper (&90 km) atmosphere. The
first simulations were developed by Dickinson [1972] and Dickinson and Rid-
ley [1975, 1977] (the DR model). These early 2–dimensional models predicted
a dominant symmetric SS–AS circulation in the thermosphere, with cross-
terminator winds of ∼400 ms−1. However, nightside temperatures calculated
by the DR model were up to 100 K warmer than those observed by Pioneer
Venus.
Bougher et al. [1986] further developed the DR model. They suggested
the SS–AS winds in the DR simulations were too high, and therefore too
efficient at transporting heat from the day to the nightside of the planet.
They argued that a mechanism is required to decelerate the SS–AS flow
if nightside temperatures of ∼100 K are to be maintained. They suggest
wave drag could provide this mechanism. To test this hypothesis Bougher
et al. [1986] enforced a Rayleigh friction wave-drag parameterisation in their
simulations. Using this drag mechanism they reduced SS–AS winds from
400 ms−1 to ≤240 ms−1, and found that simulated nightside temperatures
were consistent with the Pioneer Venus observations. The Rayleigh drag is
linearly proportional to the zonal wind, and therefore a simple approximation
to the non-linear effect of breaking waves [Zhang et al., 1996].
Bougher et al. [1988] developed a 3-dimensional GCM from the National
Centre for Atmospheric Research (NCAR) terrestrial thermosphere GCM.
This Venus Thermosphere General Circulation Model (VTGCM) has since
been extensively developed and currently simulates the atmosphere between
∼80–200 km, at local noon. In addition to calculating temperatures and
winds the VTGCM also simulates the spatial distribution of CO2, CO, O,
N2, O2, NO, and N. This allows NO UV and O2 IR and visible nightglow
to be modelled [Bougher et al., 1990; Bougher and Borucki, 1994]. However,
a Rayleigh friction scheme is still used in the VTGCM to slow the SS–AS
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thermospheric winds, and maintain nightside temperatures of ∼100 K.
During the initial VTGCM development Bougher et al. [1988] adapted the
Rayleigh friction scheme proposed by Bougher et al. [1986]. They imposed
a thermospheric super-rotation by modifying the drag to be asymmetric in
local time. The magnitude of the asymmetry introduced was based on mod-
elling work by Mayr et al. [1980a] and Mengel et al. [1989], whose GCM
included a solid-body super-rotation tuned to match the Pioneer Venus He
and H density distributions. These simulations suggest a super-rotation be-
tween 50–75 ms−1 gives the best agreement with the observed density and
NO nightglow distributions [Bougher et al., 1988, 1990]. Further studies
analysing VEx nightglow observations are presented by Brecht et al., [in
press].
Zhang et al. [1996] used the VTGCM framework to study the impact of
vertically propagating gravity waves on the SS–AS winds and O2 1.27µm
nightglow distribution. Their scheme is based on a terrestrial gravity wave
parameterisation by Fritts and Lu [1993]. They find gravity wave saturation
can slow the SS–AS winds and maintain the observed day-night temperature
contrast. They also find that the O2 nightglow distribution is very sensitive
to small changes in the phase speeds assumed. However, observations of
gravity wave momentum fluxes are required to constrain their wave param-
eterizations.
Further studies of the impact of waves on the O2 nightglow are being
conducted by Hoshino et al. [2008, 2009]. They are developing a new GCM
of the atmosphere between 80–200 km. Preliminary studies have looked at
the role of Rossby and Kelvin waves in generating the variability of the
O2 1.27µm nightglow. Their waves are forced by varying the altitude of
their lower boundary isobar. Current simulations suggest that Kelvin waves
propagate to 120 km and can cause a shift in O2 1.27µm between 00:00–
00:40 LST.
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1.6 Summary and Structure of Thesis
Observations of Venus’ atmosphere from orbiters, probes and terrestrial tele-
scopes, alongside numerical models have considerably advanced our under-
standing of the processes pertinent to Venus atmosphere dynamics. However,
it is still not clear how well cyclostrophic balance describes the mesospheric
momentum balance [Lellouch et al., 1997], or whether the thermospheric
super-rotation is a remnant of the cloud top super-rotation [Fox and Bougher,
1991]. Niemann et al. [1980] cite the need for a model which couples the at-
mosphere between the cloud tops and thermosphere to address this question.
This thesis develops the first circulation model to couple the super-rotating
cloud tops to the thermosphere (between 60–250 km). We use this model to
calculate steady-state dynamics from a semi-empirical model of the observed
thermal structure. We develop this new unified semi-empirical model from
the existing VIRA [Seiff et al., 1985] and VTS3 [Hedin et al., 1983] models.
Our simulations also impose a super-rotation at the lower boundary based
on cloud tracking observations. With this model we investigate whether the
cloud top super-rotation propagates into the thermosphere, and how well the
cyclostrophic approximation describes the mesospheric momentum balance.
We now outline the structure of this thesis:
• In Chapter 2 we review the existing empirical models of Venus’ thermal
structure, and observations of temperature and winds. These models
and observations are used to constrain our thermal structure and vali-
date our dynamic simulations.
• In Chapter 3 we develop a unified semi-empirical model of the ther-
mal and density structure of the atmosphere between 60–250 km. This
model unifies the existing VIRA [Seiff et al., 1985] and VTS3 [Hedin
et al., 1983] models, and provides the thermal and density structure
which drives our dynamic simulations.
• In Chapter 4 we describe our GCM which we adapt from the Titan
thermosphere GCM by Mu¨ller-Wodarg et al. [2003].
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• In Chapter 5 we validate our approach of calculating steady state dy-
namics from a fixed thermal structure. We present a case study which
compares the dynamics of a fully coupled GCM of Titan’s thermosphere
to those simulated from a fixed thermal structure.
• In Chapter 6 we present the results of our dynamic simulations.
• In Chapter 7 we compare our simulations to available dynamic con-
straints and inter-compare our model with the NCAR VTGCM.
• In Chapter 8 we present our conclusions and outline opportunities for
future work.
Chapter 2
Modelling Constraints
2.1 Introduction
Models must be validated against observations for them to reliably inform
us about the physical processes they simulate. In Chapter 3 we construct a
semi-empirical model of the thermal and density structure of Venus’ atmo-
sphere from which we later derive 3-dimensional wind fields. This chapter
first reviews the existing empirical models and observations pertinent to con-
straining our background atmosphere. We then discuss the observations we
use to validate our simulated winds. Finally, we discuss and derive the cy-
clostrophic thermal wind equation.
2.2 Thermal Constraints
Our background atmosphere is based on the Venus International Reference
Atmosphere (VIRA) empirical model [Seiff et al., 1985] and upper atmosphere
VTS3 semi-empirical model [Hedin et al., 1983]. VIRA and VTS3 are dis-
continuous at 100 km (Figure 2.1) and thus cannot be used as direct inputs
to our circulation model. Instead we develop a method of hydrostatically
combining VIRA and VTS3 across an interface region between 90-150 km.
We now introduce VIRA, VTS3 and the other available empirical models,
and review the observations we use to validate our background atmosphere.
46
47
30◦N
45◦N
60◦N
75◦N
85◦N
VTS3 12:00 SLT
VTS3 24:00 SLT
Lower VIRA
A
lt
it
u
d
e
(k
m
)
A
lt
it
u
d
e
(k
m
)
A
lt
it
u
d
e
(k
m
)
P
re
ss
u
re
(P
a)
P
re
ss
u
re
(P
a)
P
re
ss
u
re
(P
a)
A
lt
it
u
d
e
(k
m
)
A
lt
it
u
d
e
(k
m
)
A
lt
it
u
d
e
(k
m
)
P
re
ss
u
re
(P
a)
P
re
ss
u
re
(P
a)
P
re
ss
u
re
(P
a)
Temperature (K) Temperature (K)
Latitude: Model:
a) F107 = 70 b)
c) F107 = 150 d)
e) F107 = 200 f)
∗ Upper VIRA (at 16oN lat) 12:00 SLT
∗ Upper VIRA (at 16oN lat) 24:00 SLT
Figure 2.1: Thermal structure as defined by the VIRA [Seiff et al., 1985]
and VTS3 [Hedin et al., 1983] models. VTS3 temperatures are shown for
noon (red) and midnight (blue). Below 100 km VIRA (green) does not vary
with local solar time. Figures a–b correspond to F107= 70 Wm
−2Hz−1; c–d
to F107= 150 Wm
−2Hz−1; and e–f to F107= 200 Wm−2Hz−1. The Seiff et al.
[1985] and [Zasova et al., 2006] models are equivalent at noon and midnight.
Stars show temperatures from the Keating et al. [1985] VIRA model at 16◦N.
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2.2.1 Upper Atmosphere Empirical Models
The VTS3 Model
VTS3 is a semi-empirical model of variations in temperature, density and
composition above 100 km with latitude, local time and solar-flux, and is
freely available as a Fortran 77 routine. VTS3 is primarily based on Pioneer
Venus (PV) Orbital Neutral Mass Spectrometer (ONMS) in situ observations
of CO2, CO, He, O, N, and N2 neutral densities between 142-250 km. Below
142 km data from the PV entry probe accelerometers and Bus Neutral Mass
Spectrometer (BNMS) constrain the model.
The ONMS collected almost three diurnal cycles of data and made daily
observations between December 1978–August 1980. Observations were made
during periapsis and sampled a narrow latitude band centred at 16.5◦N [Nie-
mann et al., 1980]. The ONMS densities were 60% lower than densities
measured by the BNMS and Orbiter Atmospheric Drag Experiment (OAD).
To aid the modelling process, Hedin et al. [1983] apply a scaling factor of
1.63 to the ONMS densities which aligns them with the BNMS and OAD
densities.
VTS3 assumes neither hemispherical nor local time symmetry. The lati-
tudinal and local time variability of the model is based on a 5th order spherical
harmonic expansion of the ONMS densities at 150 km. Hedin et al. [1983]
use a modification of profiles from Bates [1959] to define temperature. Two
of Bates’ profiles are joined at 140 km under the condition that temperature
and vertical thermal gradient match. The resulting profiles asymptotically
approach specified upper and lower boundary temperatures, which are varied
as a function of latitude and local time. Solar flux variability is determined
by correlating changes in the ONMS densities with values of the F107 index,
which are corrected for Venus. Although the F107 index is a measure of the
solar radio flux at 107 mm it is widely used as a proxy for solar EUV activity
because it can be monitored daily from Earth’s surface.
Hedin et al. [1983] model composition empirically. Recombination in the
lower thermosphere involving O, CO and N is simulated by assuming that
the density of these species decrease exponentially with altitude. Chemical
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effects on O and CO densities are determined by requiring that the model
atmosphere maintain hydrostatic equilibrium, whilst the N density is con-
strained to resemble that of Rusch and Cravens [1979].
The VTS3 model is a good representation of the data available during
its construction. Figure 2.2 compares VTS3 and ONMS number densities as
a function of local time at 157 km and 167 km. VTS3 accurately captures
the local time variability of the ONMS densities. Model densities agree to
within 25% of the entry probe and BNMS densities (Figure 2.3). A lack of
in situ observations make it difficult to verify the accuracy of the exospheric
temperatures. Except at the terminators, Hedin et al. [1983] believe exo-
spheric temperature to be accurate to within 10%. VTS3 uses data obtained
exclusively at solar maximum. Predictions of behaviour at solar minimum
should therefore be treated cautiously, until they can be validated with ob-
servations, such as those from the VEx orbital accelerometer [Mu¨ller-Wodarg
et al., 2006].
The Upper Atmosphere VIRA Model
Keating et al. [1985] developed an alternative upper atmosphere empirical
model (UVIRA), which considers altitudes between 100–3500 km. Variations
in temperature, density and composition are expressed as a function of alti-
tude, solar zenith angle (SZA) and solar flux. SZA is related to latitude (θ)
and longitude (φ) by the following expression:
cos(SZA) = cos θ cosφ. (2.1)
UVIRA is not available as a ready to use routine but is presented as a series
of tables at various SZAs for F107=150 Wm
−2Hz−1. Empirical expressions
are provided to interpolate and extend these values to different SZAs and
solar flux levels.
UVIRA draws from a more extensive database than VTS3 and, in addi-
tion to observations from the PV ONMS, BNMS and descent probes, uses
data from the PV Orbiter Ion Neutral Mass Spectrometer (OINMS), Orbiter
Ultraviolet Spectrometer (OUVS), Orbiter Infrared Radiometer (OIR), Or-
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Figure 2.2: Comparison of the local time dependency of He, N, O, N2 CO,
and CO2 number densities at 157 km and 167 km as observed by ONMS and
modelled by VTS3. Total mass densities and 107 mm solar flux are shown for
reference. VTS3 densities (divided by 1.63) are over-plotted as a line of dots
[Hedin et al., 1983]. He shows a peak in density dawnward of the antisolar
point, unlike heavier species.
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Figure 2.3: Left panel compares the vertical profile of VTS3 total mass den-
sity with Pioneer Venus descent probe observations. There is a good agree-
ment between model and observations with differences <25%. Right panel
compares the BNMS measured CO2 and He densities with VTS3. The data
and model usually differ by <10% [Hedin et al., 1983].
biter Atmospheric Drag (OAD) and Venera 9–12 and Mariner 4, 5 and 10.
By including these additional data sets Keating et al. [1985] could model H
density in addition to CO2, CO, He, O, N and N2 densities considered by
VTS3.
The construction of UVIRA differs substantially from VTS3, although
both models use ONMS observations as a primary data set. Keating et al.
[1985] first divide the atmosphere into three regions; 100–150 km, 150–250 km
and 250–3500 km. The region between 150-250 km is best constrained by
observations. Total mass density is derived from the OAD experiment, and
the number density of CO2, CO, He, O, N and N2 derived from ONMS
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observations. A normalisation factor of 1.83 is applied to the ONMS CO2
densities and a factor of 1.63 to remaining species. This differs from the single
normalising factor (1.63) applied by Hedin et al. [1983]. H densities were not
measured by ONMS and are instead based on OUVS observations [Brinton
et al., 1980], which are normalised by a factor of 1.9. Solar flux variability is
defined using an empirical expression derived from VTS3. Temperatures are
defined using thermal profiles of the form given by Keating et al. [1980] and
differ from the Bates profiles used by Hedin et al. [1983]
In the lower region (100-150 km) observations from the BNMS, descent
probes and ground based observations of CO [Wilson et al., 1981], NO airglow
[Stewart et al., 1979] and O2 1.27µm [Krasnopolskii et al., 1976] emissions
supplement the ONMS and OAD densities. Vertical variations in composition
are derived by assuming that mixing ratios calculated at 150 km transition
to the values at 130 km given by an earlier model by Massie et al. [1983].
The Massie et al. [1983] model considers three local times and solves the
1–dimensional continuity equation between 100-180 km to calculate number
density and temperature. Notably Keating et al. [1985] enhance the Massie
et al. [1983] night-time CO mixing ratios by a factor of two to produce
a better agreement with the 2–dimensional simulations by Bougher et al.
[1986]. Keating et al. [1985] use the value of N density near 120 km given by
VTS3.
The upper region (250-3500 km) of UVIRA is constrained by OAD and
ONMS observations on the dayside and in situ observations of H, atomic O
and C [Brinton et al., 1980; Kurt et al., 1968; Anderson, 1976; Takacs et al.,
1980; Bertaux et al., 1978, 1982; Stewart et al., 1979; Paxton et al., 1985].
Figure 2.4 compares vertical UVIRA and VTS3 temperature (left) and
mass density (right) profiles at 16◦N for local noon (red) and midnight (blue),
for F107 = 150 Wm
−2Hz−1. The profiles are similar and differences do not
exceed 11 K (4%) at noon and 14 K (8%) at midnight. The midnight UVIRA
profile transitions to a constant exospheric temperature near 120 km whilst
the VTS3 profiles increase above 140 km before reaching a constant exo-
spheric temperature at 170 km. The observed differences in temperature are
broadly within the errors of the VTS3 model. Differences in mass density are
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Figure 2.4: A comparison of upper VIRA [Keating et al., 1985] and VTS3
[Hedin et al., 1983] temperatures (left) and mass density in gcm−3 (right).
Profiles are shown at 16N for F107 = 150 Wm
−2Hz−1.
more pronounced, and increase with altitude. UVIRA predicts a mass den-
sity of 3.12×10−16 g cm−3 at 250 km at noon compared to 2.92×10−16 g cm−3
predicted by VTS3. Differences in density are unsurprising, as UVIRA de-
rives mass density from the OAD observations, whilst VTS3 uses ONMS
densities and the two models apply different normalisation factors to align
the ONMS and OAD observations.
The UVIRA and VTS3 thermal and density structures are similar and
both models are good representations of the available observations; however,
neither is consistent with the lower VIRA model at 100 km. The UVIRA
model incorporates more observations than VTS3, allowing Keating et al.
[1985] to model H density in addition to the species considered by Hedin et al.
[1983] and consider the atmosphere up to 3500 km. However, these extensions
are not significant for our purpose, as we neither calculate composition nor
model the atmosphere above 250 km. VTS3 is available as a ready to use
numerical routine, whilst the UVIRA model is tabulated at specific SZAs.
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For simplicity we therefore base our upper background structure on VTS3.
2.2.2 Lower Atmosphere Empirical Models
The lower VIRA model [Seiff et al., 1985] defines our background atmosphere
structure below 90 km. VIRA describes variations in temperature and den-
sity with altitude and latitude, and is based on data from the PV probes
(the Small Probe Atmosphere Structure (SAS) and Small Probe Net Flux
Radiometer (SNFR) instruments); Orbital Infrared Radiometer (OIR) and
Orbital Radio Occultation (ORO) experiments; and the Venera 10–13 Lan-
ders. The model is tabulated in six latitude bands: 0–30◦, 30–45◦, 45–60◦,
60–75◦, 75–85◦ and 85–90◦ and assumes hemispherical symmetry and no lo-
cal time variability. Zasova et al. [2006] later adapted the Seiff et al. [1985]
model to include local time variability above 55 km, inferred from the Vega,
Magellan and Venera 15–16 missions.
Seiff et al. [1985] assume a surface pressure of 92.1 bar and fixed atmo-
spheric composition of 96.5% CO2 and 3.5 % N2, in line with von Zahn and
Moroz [1985]. For modelling purposes the atmosphere is divided into four
vertical regions: 0–33 km, 33–40 km 40–60 km and 60–100 km.
Below 33 km model thermal profiles consist of a weighted average of the
four PV probes and Venera 10 observations (Venera 10 provides the only
data below 12 km). Density and pressure profiles are calculated by vertically
integrating the hydrostatic equation from the surface and assuming the ideal
gas approximation, modified for a compressible gas.
Between 40–60 km, temperature and density observations from ORO,
OIR, probes and Venera 10 constrain VIRA. Initially the profile between
0–30 ◦ is calculated by averaging probe, OIR and Venera 10 data. Latitu-
dinal variability is then inferred from the ORO data, and profiles at 40 km
graphically extended to 33 km.
Between 60–100 km, data from PV probes, OIR, ORO, Venera 9 and 10
constrain VIRA. Seiff et al. [1985] first determine model temperature profiles
from the probes and OIR soundings above 70 km. Temperatures between
60–70 km are calculated by interpolation. The latitudinal variability of the
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model is primarily based on the meridional trends inferred from the OIR
data. Number density and pressure are calculated using the ideal gas and
hydrostatic approximations.
VIRA is well founded in observations and accurately represents the mean
state of the lower atmosphere as known in 1985. Zasova et al. [2006] later
addressed local time variability, and whilst maintaining the original latitu-
dinal bands added four local time bands: 3:30–6:00, 6:00–10:30, 13:30–18:00
and 18:00-22:30. Zasova et al. [2006] found that the main features of the Seiff
et al. [1985] model were confirmed by the subsequent observations.
The VEx mission has since been launched and the Venus Radio Science
Experiment (VeRa), and the Visible Infrared Thermal Imaging Spectrometer
(VIRTIS) have provided further observational constraints.
VIRTIS observes the CO2 4.3µm emission between 100–0.1 mb (64–95 km).
Temperatures are retrieved using a radiative transfer code at a vertical res-
olution of ∼3 km with errors < 4 K [Drossart et al., 2007a]. Preliminary
observations of the nightside southern hemisphere have been published by
Grassi et al. [2008] and Piccialli et al. [2008]. Grassi et al. [2008] find the
initial temperature retrievals from the northern hemisphere are in quantita-
tive agreement with the temperatures recorded by the PV OIR [Taylor et al.,
1980a] and Venera 15 Fourier Transform Spectrometer [Zasova et al., 1999].
To date attempts to retrieve temperatures from the dayside of the planet
have been unsuccessful due to the difficulties of accounting for reflected solar
radiation.
Pa¨tzold et al. [2007] present the preliminary results from VeRa, and Tell-
mann et al. [2009a] detail the 118 soundings from the first three occultation
seasons (July 2006–June 2007). Radio occultation experiments measure the
refraction of a radio signal by the neutral and charged atmosphere. An
occultation is performed when the spacecraft, as viewed from the Earth, dis-
appears and re-emerges on the other limb of the planetary disk. Vertical
profiles of refractive index are calculated from the observed frequency shift
of a reference radio signal emitted by the space craft and received at Earth
using radio telescopes. Mass density is derived from the refractive index, and
pressures and temperatures are calculated from hydrostatic balance and the
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Figure 2.5: Comparison of VeRa (solid lines with circles) temperatures with
Seiff et al. [1985] (solid lines) and Zasova et al. [2006] (dashed lines) models.
Left panel compares average VeRa profiles, and the middle panel shows the
difference between average VeRa profiles and Seiff et al. [1985] and Zasova
et al. [2006] models. Right panel compares individual VeRa profiles to the
model. Upper plots correspond to latitudes <30◦, and solar-fixed longitude
20◦–90◦; middle plots to latitudes 35◦–55◦ and solar-fixed longitude 200◦–
270◦; and bottom plots to latitudes > 80◦ and solar-fixed longitude 90◦–130◦.
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ideal gas law. Altitude is independently calculated from a knowledge of the
spacecraft trajectory.
VeRa retrieves temperatures between 40–90 km with a vertical resolution
of ∼0.5 km. Latitude and local time coverage of the southern hemisphere was
relatively comprehensive, although mid latitudes were under sampled com-
pared to high and low latitudes. Observations of the northern hemisphere
were primarily confined to polar regions. Tellmann et al. [2009a] found a
good agreement between the VeRa and ORO temperature soundings. VeRa
observations were also consistent with the VIRA model, with differences in
temperature rarely exceeding 10 K (Figure 2.5). VeRa observations did not
confirm that local time variability added by Zasova et al. [2006] represented
a significant improvement on the original Seiff et al. [1985] model. For sim-
plicity we therefore use the original Seiff et al. [1985] model to specify the
lower portion of our background atmosphere.
2.2.3 Thermal Constraints Between 90–150 km
We now discuss the observations we use to constrain and validate our model
atmosphere between 90–150 km (Table 2.1). Observations of the mesosphere-
thermosphere transition region (90-120 km) are characterised by spatial and
temporal variability. Ground based observations of CO2 10µm, O2 1.27µm
emission and CO sub-mm absorption features characterise this variability and
have begun to elucidate the diurnal and meridional thermal structure. The
VEx Spectroscopy for Investigation of Characteristics of the Atmosphere of
Venus (SPICAV) instrument has provided the first continuous vertical profiles
of temperature between 90–150 km. The SPICAV Solar Occultation Infrared
Spectrometer (SOIR) can also probe vertical profiles of temperature between
70–150 km but an accurate retrieval procedure was still developed when we
constructed our model [Mahieux et al., 2010]. A comprehensive review of
ground based observations obtained prior to 1997 is presented by Lellouch
et al. [1997].
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Observation Lat (◦) LST (hrs) Alt (km)
1SPICAV: orbits 95, 96, 98 39.9 N ∼21:00 90–140
1SPICAV: orbits 102–104 4 S ∼23:20 90–140
2PV Night Probe 28.7 S 00:07 1–137
3PV Day Probe 31.7 S 06:46 0–126
3PV North Probe 59.3 N 03:36 0–120
3PV Sounder Probe 4.4 N 07:38 0–116
4IRHS CO2 Oct 2007 70 S-45 N 07:25–12:00 110±10
5THIS CO2 Mar 2009 67 S–0 17:00–17:17 110±10
5THIS CO2 Apr 2009 67 S–45 N 06:50–07:38 110±10
5THIS CO2 Jun 2009 90 S–67 N 07:25–12:00 110±10
6JCMT CO Aug 2007 low-mid ∼06:00, 18:00, 24:00 66-120
6JCMT CO Mar 2008 low ∼12:00 66–110
6JCMT CO Feb 2009 low ∼12:00 66–110
6JCMT CO Jan 2009 low ∼14:00 66–106
7JCMT CO June 2007 low ∼18:30–22:30 80–110
7JCMT CO June 2007 low ∼13:30–17:30 80–110
7JCMT CO June 2007 low-mid ∼16:00–20:00 80–110
8JCMT CO May 2000 low-mid ∼12:00 75–105
8JCMT CO Feb 2002 low-mid ∼12:00 75–105
8JCMT CO Jul 1999 low-mid ∼22:00 75–105
8JCMT CO Apr 2001 low-mid ∼24:00 75–105
9HHSMT CO Jun 2007 low ∼12:00,18:00,24:00 85–110
10 AAT 1.27µm O2 70 S–70 N 21:00–03:00 96±1
Citations: 1Bertaux et al. [2007b],2Seiff and Kirk [1982], 3Seiff et al. [1980],
4Sonnabend et al. [2008], 5Sonnabend et al. [2010], 6 Private communication
T. Clancy, 7 Clancy et al. [2008], 8 Clancy et al. [2003], 9 Rengel et al.
[2008], 10Bailey et al. [2008]
Table 2.1: Observational constraints of thermal structure in mesosphere-
thermosphere transition region.
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Ground Based CO Spectroscopy
Ground based observations of CO sub-mm absorption lines probe the vertical
structure of Venus’ atmosphere between 75-115 km. The CO lines have been
monitored routinely since the detection of the 12CO(1–0) line by Kakar et al.
[1976]. Temperatures are determined by inverting absorption line profiles.
However, the absorption lines are also affected by variations in CO mixing
ratio. Observers distinguish between spectral features caused by temperature
and mixing ratios by simultaneously observing multiple CO isotopes. Op-
tically thin 13CO absorption lines constrain CO mixing ratio and optically
thick 12CO lines constrain temperature [Clancy et al., 2003]. The spatial
resolution of temperatures derived from ground based observations of CO
sub-mm absorption lines is limited by the size of the telescope beam. De-
pending on observing geometry the telescope footprint can cover between
∼10-100% of the Venus disk.
Since 2000 a team led by Todd Clancy have routinely observed the CO
sub–mm absorption lines using the James Clark Maxwell Telescope (JCMT).
Clancy et al. [2003] present observations which sample the day- and night-
side of the planet and therefore probe the diurnal structure of the atmosphere
(Figure 2.6). However, day- and nightside temperatures were measured in
different years. Clancy et al. [2003] observed variations of 7–12 K on daily
and monthly time-scales in 2001 and 2002. Further observations between
2004–2007 show similar variability [Clancy et al., 2007]. Clancy et al. [2003]
determined that the mesopause occurred at 0.2 mb (∼91 km) on the day-
side and 0.5 mb (∼87 km) on the nightside. Diurnal variations below the
mesopause were ≤5 K but increased to 50 K at 0.01 mb (∼102 km), indicat-
ing a very rapid transition to a significant diurnal structure which is not
captured by VTS3.
Clancy et al. [2008] report observations from the co-ordinated VEx ground
based observing campaign in 2007. Clancy et al. [2008] sampled five locations
on the Venus disk covering afternoon (12:00-18:00 LST) and evening (18:00–
24:00 LST) terminators in both hemispheres. However, the spatial resolution
of these observations is compromised by a relatively large telescope footprint
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Figure 2.6: Diurnal variability of the mesosphere–thermosphere transition
region observed using the James Clark Maxwell Telescope [Clancy et al.,
2003].
which covered ∼25% of the Venus disk. A distinct diurnal dependency was
apparent in all observing days; however, Clancy et al. [2008] note that tem-
peratures below 95 km were consistently 5–10 K lower than those observed in
2000-2001. The moderate day-to-day variability (5–10 K) is consistent with
previous observations.
Rengel et al. [2008] also measured temperature from CO sub-mm absorp-
tion lines during the co-ordinated VEx ground-based observing campaign.
Spectra were obtained on 10, 14 and 15 June 2007 and temperatures deter-
mined between 55-110 km using an optimal estimation technique, where a
synthetic spectra is optimised to match observations. The observations of
Rengel et al. [2008] are affected by relatively low spatial resolution (Figure
2.7). Despite a large telescope beam Rengel et al. [2008] are able to sample
the day- and nightside of the planet. The large diurnal difference of 50 K
reported by Clancy et al. [2003] at ∼102 km is not apparent in Figure 2.8
but a difference of 40 K between the mean day- and nightside temperatures
has developed at 110 km.
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Figure 2.7: Schematic of the beam locations (dashed circles) on the Venus
disc (solid circle) used during the acquisition of vertical thermal profiles by
Rengel et al. [2008]. The left panel indicates retrieval locations for 12CO(2–1)
and right panel indicates retrieval location for 13CO(2–1). Solid lines indicate
Venus’ equator and evening terminator. The nightside of the planet is the
eastern hemisphere and dayside in the western hemisphere.
Heterodyne Spectroscopy of CO2 at 10 µm (110±10 km)
The local time and latitudinal behaviour of the lower thermosphere ther-
mal structure can be measured from non local thermodynamic equilibrium
(NLTE) emissions of CO2 at 10µm. The NLTE emission occurs when solar
radiation at 4.3 and 2.7µm is absorbed by the CO2 molecule. This absorp-
tion is followed by a collisional and radiative relaxation causing a population
inversion of the vibrational states of the two 10µm bands. For the NLTE
emission to occur the probability of spontaneous emission of excited CO2
molecules must be greater than the probability of collisional and radiative
relaxation. This occurs for pressures less than ∼0.15 Pa. However, for pres-
sures less than 0.1 Pa the density becomes too low for substantial NLTE
emission to occur. Therefore the emission can only occur in a narrow pres-
sure band between 0.15–0.1 Pa. Current observers correlate this pressure
band to an altitude band of 110±10 km [Sonnabend et al., 2010].
The CO2 10µm emission is observed from the ground using a heterodyne
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Figure 2.8: Vertical thermal profiles derived from Heinrich Hertz Sub-mm
Telescope during the co-ordinated VEx ground-based observing campaign in
June 2007. Three locations on the Venus disk were sampled yielding profiles
from the dayside (red), nightside (blue) and evening terminator (green). A
diurnal difference in temperature emerged near 110 km [Rengel et al., 2008].
technique and was first detected by Betz et al. [1976]. Heterodyning refers
to mixing the received signal with a local oscillator. The combined signal is
then shifted from THz to GHz frequencies, amplified and analysed with high
spectral resolution, without loss of spectral information [Sonnabend et al.,
2010]. The observed spectra can be fitted using a simple Gaussian profile,
and temperatures associated with kinetic, rotational and vibrational motions
of the CO2 molecule determined.
Deming et al. [1983] retrieved the first heterodyne CO2 temperatures and
determined an average kinetic temperature of 194–214 K. Further observa-
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tions made in 1990/1991 using the NASA Infrared Telescope Facility (IRTF)
were recently analysed by Kroetz [2010]. Four positions on the Venus disk
were sampled and three out of the four observations show temperatures de-
creasing from the dayside to the nightside of the planet, and from the equator
to the poles. However, these observations once again show considerable vari-
ability and Kroetz [2010] notes the difficulty of drawing conclusions of global
trends from limited data sets.
In October 2007 Sonnabend et al. [2008] observed the 10.6µm emission
using the Heterodyne Instrument for Planetary Wind and Composition at
NASA IRTF. Four locations on the Venus disk were sampled and both ki-
netic and rotational temperatures determined. Kinetic temperatures (224-
236 K) were generally higher than the rotational temperatures (185-236 K)
and Sonnabend et al. [2008] partly attribute such differences to their ob-
serving sequence. Both kinetic and rotational temperatures are greater than
UVIRA and VTS3.
Sonnabend et al. [2010] presents the most comprehensive study of dayside
temperatures at 0.1 Pa to date. 115 positions on the Venus disk covering lati-
tudes between 67◦S–90◦N and local times between 07:00–17:00 were sampled
using the Cologne Tuneable Heterodyne Infrared Spectrometer (THIS) (Fig-
ure 2.9). Strong latitudinal and local time trends were found. Temperatures
varied from 160 K at the south pole close to the evening terminator to 250 K
near the subsolar point, and the observed local time variation was much
larger than the local time variation in VTS3 although the Sonnabend et al.
[2010] temperatures were systematically lower than those observed earlier by
Sonnabend et al. [2008].
Although the CO2 10µm emission only probes a narrow vertical band, the
horizontal resolution is considerably better than that achieved by CO sub-mm
observations. Kroetz [2010] reports a comparison of CO sub-mm and CO2
10µm spectral features obtained simultaneously in March 2009 by a team
lead by Todd Clancy and the Cologne THIS group. Figure 2.10 compares the
observing beam size used by the two groups. Five locations on the illuminated
limb of the planet were sampled, and temperatures inferred from the CO2
10µm emission were up to 70 K warmer than those determined from CO
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Figure 2.9: Temperatures retrieved during three observing campaigns
in March, April and June 2000 by THIS at McMath Pierce telescope
[Sonnabend et al., 2010].
sub-mm absorption lines at the equator. Kroetz [2010] attribute the large
difference in temperature to THIS only sampling the illuminated crescent
whereas the CO sub-mm beam sampled both the day- and nightside. Such
analysis indicates that the spatial resolution of the CO sub-mm observations
should be considered when making inferences about the local time variability
of the thermal structure.
O2 1.27µm nightglow
The O2 1.27µm emission peaks at ∼95 km and as with the CO2 10µm emis-
sion only samples a narrow altitude band. Bailey et al. [2008] derived hor-
izontal maps of temperature from ground based observations of O2 1.27µm
nightglow emissions in July 2004 and December 2005. Their observations
(Figure 2.11) show a significant latitudinal scatter. A mean temperature of
180–200 K was derived, which agrees with earlier ground based observations.
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Figure 2.10: Comparison of the beam sizes used in ground based CO sub-mm
(black) and infrared heterodyne CO2 (red) spectroscopy. The infrared beam
is filled with the sunlit crescent, whereas the sub-mm beam is dominated by
night time region [Kroetz, 2010].
Temperatures are in general 15-30 K warmer than the equivalent VTS3 pro-
files. However, Bailey et al. [2008] suggest that the VIRA temperatures are
a reasonable representation of the global mean temperature and that the O2
emissions are indicative of a localised adiabatic heating in the vicinity of the
antisolar point caused by the downwelling branch of the SS-AS circulation.
SPICAV
The UV channel of the VEx SPICAV instrument has for the first time mea-
sured continuous vertical profiles of temperature between 90–140 km. SPI-
CAV is a suite of three imaging spectrometers in the UV and IR [Bertaux
et al., 2007a]. SPICAV UV measures vertical profiles of temperature using
stellar occultation. At the start of a given occultation VEx is oriented to
point the SPICAV UV channel at a given star, and records the stellar spec-
trum. The star is occulted by Venus and its atmosphere, during which time
SPICAV UV records the stellar spectrum which is altered by atmospheric
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Figure 2.11: Latitudinal profiles of temperature at 95 km near the subsolar
point determined from ground based observations of the O2 1.27µm nightglow
[Bailey et al., 2008].
absorption. By comparing this and the reference spectra, temperature and
density can be deduced.
Bertaux et al. [2007b] present temperatures obtained from six stellar oc-
cultations of the nightside of the planet between ∼80-150 km (Figure 2.12).
Temperatures were inferred from applying the hydrostatic balance approx-
imation to the retrieved CO2 density profiles. A prominent warm layer
was detected between 90–120 km, and temperatures were between 20–70 K
warmer than previously observed. Bertaux et al. [2007b] interpreted this
peak in temperature as a signature of adiabatic heating from the down-
welling branch of the subsolar-to-antisolar (SS–AS) circulation. They also
suggested that the atmosphere between 100-120 km may be dynamically un-
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stable and highly turbulent. Previous observations indicate the variable na-
ture of the mesosphere–thermosphere transition region. Further observations
are required to assess the permanency and spatial extent of the localised heat-
ing detected by Bertaux et al. [2007b].
Figure 2.12: Temperatures retrieved by SPICAV during orbits 95, 96, 98,
102, 103 and 104. An inversion of the vertical temperature structure can be
seen between ∼90–120 km, which may be a indication of adiabatic heating
due to downwelling [Bertaux et al., 2007b].
2.2.4 Summary
VIRA and VTS3 are good representations of the available observations. Sub-
sequent observations from Venera 15, Magellan, Galileo and VEx demon-
strate that VIRA accurately models the mean state of the mesosphere. Our
knowledge of the thermal structure of the mesosphere–thermosphere tran-
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sition region is primarily derived from a patchwork of ground based spec-
troscopy and probe soundings.
The nightside, low latitude region is best observed. Many temperature
measurements are from CO sub–mm spectroscopy which can have coarse
latitudinal and longitudinal resolution. The VEx SPICAV and SOIR spec-
trometers are the first instruments to measure continuous thermal profiles
between ∼90–150 km. The permanency of the nightside warming detected
by SPICAV between 90–120 km has yet to be verified, although observations
from Rengel et al. [2008] and Bailey et al. [2008] also indicate a localised heat-
ing near the antisolar point. Future observations from SPICAV and SOIR
should better define the climatology of this region.
2.3 Dynamic Constraints
Our GCM calculates 3-dimensional windfields between 60–250 km. In the
following we discuss the observations we will use to validate and constrain
our simulations. We first consider the thermosphere above 150 km which
is dominated by a day to night flow (the SS–AS circulation) with indica-
tions of weaker retrograde super-rotating zonal (RSZ) flow. We next con-
sider the mesosphere-thermosphere transition region (90–120 km), and then
compare cloud tracking observations of the zonal and meridional windfield
between ∼60–70 km. Finally we discuss the cyclostrophic balance approxi-
mation which is used to calculate zonal winds in the mesosphere, where direct
observations of dynamics are sparse.
2.3.1 The Thermosphere >150 km
There are no direct observations of winds above 150 km, instead in situ ob-
servations of mass and number density from the PV OAD experiment and
PV ONMS constrain dynamics [Bougher et al., 1997]. Mass density, pressure
and temperature vary considerably with local time, and exhibit maxima and
minima at noon and midnight respectively (Figure 2.13). These observations
indicate a significant contraction of the thermosphere between the day- and
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Figure 2.13: Local solar time dependency of mass density at 200 km, at 16◦N
under solar maximum conditions (F107 = 200 Wm
−2Hz−1) as given by VTS3
[Hedin et al., 1983].
nightside. The resulting horizontal pressure gradients are thought to drive a
SS–AS circulation with upwelling at the subsolar point, ∼ supersonic zonal
winds across the terminators and downwelling at the antisolar point. Den-
sity has been studied over the solar cycle using solar maximum PV OAD and
ONMS, and solar minimum Magellan Cycle 4 drag observations [Keating and
Hsu, 1993]. Little variation with solar activity was detected indicating the
persistence of the SS–AS regime over the solar cycle [Bougher et al., 1997].
Minima in He and H number densities were found at 12:00 LST, which
contrasts the maxima in number density of heavy species (Figure 2.2). He
and H are more efficiently transported to the nightside because of their small
molecular weight in a process known as wind-induced diffusion [Mayr et al.,
1980a]. H and He density peaked near ∼05:00 LST, which in conjunction
with the observed minima in temperature at 02:00 LST implies a superposi-
tion of SS–AS and retrograde (westward) super-rotating zonal (RSZ) winds.
RSZ winds of 50–100 ms−1 could cause a dawnward shift of the midnight
stagnation point of the SS–AS circulation. Taylor et al. [1980a] studied the
inter-annual and short-term variability of the H density bulge and found it
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to persist between 1979–1980, indicating that the RSZ flow is a relatively
long-term feature of the thermospheric circulation.
The available observations indicate that the thermosphere above 150 km
consists of a SS–AS flow with RSZ winds of 50–100 ms−1; however, there are
no direct observations of winds to confirm this hypothesis . Cross-terminator
zonal winds are predicted to be near supersonic (∼220 ms−1).
2.3.2 The Mesosphere-Thermosphere Transition Re-
gion (90–120 km)
Between 90-120 km the dominant flow transitions from a predominately ret-
rograde zonal super-rotation to a SS–AS circulation. Observations indicate
this transition is highly variable [Lellouch et al., 1997]. Winds are determined
from ground based observations of the Doppler shifts in CO sub–mm absorp-
tion, and CO2 10µm emission lines, and the morphology of CO mixing ratio,
and O2 and NO nightglow. CO sub-mm absorption lines sample multiple
altitude levels between 90–115 km whereas CO2 10µm emission lines sample
100-110 km [Sornig et al., 2008]. Whilst the O2 1.27µm emission peaks at
95–97 km [Drossart et al., 2007b], and NO emission peaks at 113 km [Ge´rard
et al., 2009] the nightglow morphology are sensitive to dynamics between
100-150 km.
Inferring windfields from nightglow morphology and Doppler shifts is non-
trivial. Nightglow emission intensity is strongly dependent on local density
which can be perturbed by transient features such as gravity waves. Night-
glow morphology is sensitive to the circulation above the emission altitude.
Deconvolving line of site (LOS) Doppler winds is dependent on viewing ge-
ometry. Observers often use a 2-component flow model consisting of SS–AS
and RSZ components to infer dynamics.
In the following discussion we focus on observations obtained after those
discussed in the comprehensive reviews by Lellouch et al. [1997] and Bougher
et al. [2006]. A summary of the available wind constraints is given in Table
2.2.
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O2 1.27 µm, O2 Herzberg II and NO UV Nightglow
Figure 2.14: Schematic illustrating the role of horizontal winds in the ob-
served spatial decorrelation of NO and O2 emission at ∼97 km. Ge´rard et al.
[2009] propose that horizontal winds transport O atoms a horizontal distance
∆L between ∼113 km and ∼97 km causing emission bright patches to occur
at different local times.
The O21.27µm and NO UV nightglow are formed by the radiative re-
combination of species formed by photodissociation on the dayside. O and
N are transported by the SS–AS circulation from the day- to the nightside.
They recombine in the descending branch of the SS–AS near midnight form-
ing O2 and NO. Emissions are enhanced in regions of greater downwelling
and therefore indirectly trace the circulation [Stewart et al., 1980]. Ge´rard
et al. [2009] recently compared concurrent observations of NO and O2 emis-
sions from SPICAV and VIRTIS observations and found the emissions were
vertically separated by ∼16 km; NO peaked at 113 km and O2 peaked at 95–
97 km. Although emission morphology varied considerably, bright patches in
NO and O2 were in general un-correlated. Ge´rard et al. [2009] argue this in-
dicates the presence of strong horizontal winds which transport downwelling
atoms considerable horizontal distances and dynamically de-couples the two
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airglows (Figure 2.14).
The peak in O2 emission was centred about the antisolar point [Ge´rard
et al., 2008; Piccioni et al., 2009; Ge´rard et al., 2009]. Further observations
are required to determine whether the NO emission was concentrated at
02:00 LST as previously observed by the PV OUVS [Stewart et al., 1980].
Previous modelling efforts using the VTGCM found the 02:00 LST peak in
OUVS NO was consistent with a RSZ wind between 40–60 ms−1 [Bougher
et al., 1990].
Maps of apparent velocity at 96 km were calculated from the spatial distri-
bution of VIRTIS O21.27µm emission (Figure 2.15). Such calculations may
not accurately trace the true circulation at 96 km. The emission is sensi-
tive to the winds above, and local density enhancements (possibly by gravity
waves) enhance emission brightness. These maps demonstrate the complex-
ity and considerable variability of this region. Zonal velocities ranged from
60 ms−1 prograde to 50 ms−1 retrograde, and meridional velocities ranged
from 20 ms−1 poleward to 100 ms−1 equatorward. The average meridional
velocity was 20 ms−1 equatorward, and velocities were broadly consistent
with a predominately SS-AS circulation [Drossart et al., 2007b; Hueso et al.,
2008].
Radiative recombination of O also generates visible (400-800 nm) Herzberg
II nightglow, between 90–115 km, and was observed by Venera 9 and 10
[Krasnopolskii et al., 1976; Krasnopolskii and Tomashova, 1980]. Only 25
scans were obtained; however, a shallow maximum at 00:30 LST in low south-
ern latitudes was detected, which indicated a RSZ flow of <15 ms−1 [Bougher
et al., 1997]. The PV Star Tracker observed the emission with higher spa-
tial resolution [Bougher and Borucki, 1994]. Maps of the spatial distribution
of the nightglow over many orbits again indicated the presence of weak (≤
30 ms−1) RSZ winds [Bougher and Borucki, 1994].
The NO and O2 appear to be dynamically de-coupled, and indicate RSZ
winds increase in magnitude above 96 km. Such an increase could explain
a dawnward shift in NO 16 km above O2 emissions which are statistically
centred on the antisolar point.
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Figure 2.15: Apparent motions in the O2 airglow as seen by VIRTIS during
orbit 84 (upper panel) and 96 (lower panel). For each orbit a sequence of two
images separated by ∼1 hour gives the displacement of the emitted struc-
tures. The airglow have apparent motions of ∼60 ms−1. The flow is domi-
nated by a meridional motion from polar to equatorial latitudes and a zonal
flow from dawn to midnight, in accordance with what would be predicted
by a SS-AS flow. Similar images generated from other orbits demonstrate a
high degree of variability [Drossart et al., 2007b].
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CO Sub–mm Absorption
Ground based observations of CO sub–mm absorption lines are used to mea-
sure winds between 90–115 km. CO is formed by photodissociation of CO2
on the dayside and transported to the nightside of the planet by the underly-
ing circulation. Dynamics are directly sounded through analysis of Doppler
shifts in the absorption lines and indirectly through the spatial distribution
of CO.
Clancy et al. [2007] presented winds at three altitude levels between 100-
115 km observed between 2001–2007. Doppler winds were determined by
differencing spectra obtained at the centre of the Venus disk with spectra
obtained at the limbs, and were de-convolved into SS–AS and RSZ compo-
nents. However, Clancy et al. [2007] found that this model generally gave
a poor fit (inaccuracies of 30 ms−1) to observations at individual beam posi-
tions. Considerable spatial and temporal variability were detected including:
a decrease in RSZ winds of 50 ms−1 in 4 hours in 2006 and changes from a
RSZ dominated circulation to SS–AS circulation in a time-scale of several
days. Noting this variability Clancy et al. [2007] found that RSZ winds of
100–150 ms−1 with weaker 30-50 ms−1 SS–AS winds were most typical of the
110 km altitude level. Such strong RSZ winds are not consistent with the
weaker RSZ winds inferred from the morphology of the NO nightglow, but
are consistent with observations by Shah et al. [1991] who found RSZ winds
of 122–142 ms−1 and SS-AS winds <40 ms−1 at 93–105 km.
Lellouch et al. [2008] obtained LOS winds between 90–115 km over four
observing periods between 2006–2007. Despite considerable variability, Lel-
louch et al. [2008] were able to establish several general trends. Most ob-
servations indicate that winds strongly increase with altitude, changing by
a factor of 2-3 over a decade in pressure. Many (but not all) observations
could be modelled as a combination of RSZ and SS-AS flows of compara-
ble speeds, typically 30–50 ms−1 near 0.1 mb (93 km) and 90–120 ms−1 near
0.01 mb (102 km). This is consistent with earlier nightside LOS wind obser-
vations by Lellouch et al. [1994]. However, they do not fit the general picture
of dynamics found by Clancy et al. [2007] which indicate strong RSZ winds
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as discussed above.
Rengel et al. [2008] measured LOS winds of 300 ms−1 and variability of the
order of 100 ms−1. Clancy et al. [2008] also determined very large zonal winds,
although their observing geometry was unfavourable for wind determination.
They found zonal winds of 195±70 ms−1 and 235±ms−1 at ±30◦ latitude at
the evening terminator (14:00–22:00 LST) on 11, 12 June 2007.
Some observers detected evidence of a return branch of the SS–AS circu-
lation. Buhl et al. [1994] reported observations of 12CO(2–1) which indicated
AS–SS winds of 120 ms−1 in December 1989, and 60 ms−1 in March 1993. Ob-
servations in April 1993 contrastingly showed a return to a direct SS–AS flow
of 140 ms−1. Disk averaged CO abundance observations between 1977–1982
indicated a peak in CO abundance near 00:00–01:20 LST below 90 km and
at 07:30–09.30 LST above. Clancy and Muhleman [1985] proposed that this
distribution could be interpreted by the 2-component flow model; however,
this required the SS–AS to penetrate to 80 km. Goldstein [1989] challenged
the physicality of the peak at 07:30–09.30 LST and instead suggested that
the observations show a minimum in CO at 20:00 LST, indicating a return
branch of the SS–AS circulation.
The CO sub-mm observations present a complex and highly variable flow
regime. Clancy et al. [2007] generally find weak (30–50 ms−1) SS–AS and
strong RSZ (100-150 ms−1) flows at the 110 km level. Contrastingly Lellouch
et al. [2008] find many observations can be modelled by SS–AS and RSZ
flows of comparable magnitude which increase from 30–50 ms−1 near 93 km
to 90–120 ms−1 near 105 km. Both authors remark on the considerable short-
and long-term variability they observe, which is in accord with observations
of nightglow morphology. These observations also indicate the limitations of
using a 2-component flow model to interpret LOS winds.
CO2 10µm Stimulated Emissions
CO2 10µm solar stimulated emissions are only present on the illuminated
portion of the Venus disk, and only sample a single vertical level (0.15-
0.1 mb,110±10 km). They offer considerably higher spatial resolution than
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CO sub-mm LOS winds because of a smaller size observing beam.
The first reliable CO2 10µm winds were observed in 1985–1986 by Gold-
stein et al. [1991] who found a dominant SS–AS wind of 90–150 ms−1 and a
weak RSZ component of 15–30 ms−1. A similar regime was later found by
Schmuelling et al. [2000].
Winds measured by Sornig et al. [2008] using THIS are broadly consis-
tent with Goldstein et al. [1991]. Sornig et al. [2008] found RSZ winds of
3±7 ms−1 at the equator. Winds were observed to vary with latitude, and
were 32±4 ms−1 at 45◦S and 18±4 ms−1 at 67◦S. Sornig [2009] also report
small RSZ winds, and SS–AS winds of 140 ms−1. These observations do not
support the presence of a strong RSZ at 110 km, and are not consistent with
the CO sub-mm regimes found by Clancy et al. [2007] and Lellouch et al.
[2008].
A coherent picture of the dynamics of the mesosphere-thermosphere tran-
sition region has yet to emerge. High spatial and temporal variability is
apparent in nightglow morphology and LOS sub-mm winds. Concurrent ob-
servations of NO UV and O2 1.27µm indicate that the RSZ winds are not
present between 96–113 km. This is consistent with the small RSZ winds
inferred from CO2 10µm lines but not the strong RSZ winds inferred from
CO sub-mm observations. The evidence of a return branch of the SS–AS
circulation is limited.
2.3.3 The Lower Mesosphere (60–74 km)
The zonal and meridional circulation are directly measured by tracking ap-
parent motions of contrast features in the cloud deck. The strong (100 ms−1)
cloud top super-rotation was first detected from tracking a single ‘Y’ shaped
UV feature [Boyer and Gue´rin, 1969], and has been confirmed by the sub-
sequent observations of Mariner 10 [Limaye and Suomi, 1981b], PV [Rossow
et al., 1980; Limaye, 2007], Galileo [Belton et al., 1991; Peralta et al., 2008]
and most recently VEx [Markiewicz et al., 2007; Moissl et al., 2009; Sa´nchez-
Lavega et al., 2008]. Meridional winds are substantially smaller in magnitude
(10 ms−1) and indicate a poleward meridional flow within the clouds.
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Cloud tracked winds do not always trace the true circulation. For ex-
ample terrestrial orographic cloud structures remain fixed to mountain tops
regardless of the underlying winds [Widemann et al., 2008]. Ground based
observations of LOS winds from visible CO2 emissions and solar Fraunhofer
lines 1 corroborate the winds measured by cloud tracking observations [Wide-
mann et al., 2007, 2008].
Imaging of the clouds at multiple wavelengths samples winds at different
altitudes [Sa´nchez-Lavega et al., 2008]. Observations in the UV (∼380 nm),
near infrared (NIR) (∼980 nm) and IR (∼1.74µm) approximately corre-
spond to upper, middle and lower cloud layers respectively (Table 2.3). Our
lower boundary will be constrained by NIR observations which occur near
60 km. The uncertainty in the altitude of these emissions is primarily due
to a lack of knowledge about the vertical structure of the clouds themselves
[Sa´nchez-Lavega et al., 2008]. Cloud tracking in the NIR has been per-
formed using observations from the Galileo Solid State Imaging (SSI) instru-
ment (986 nm) [Belton et al., 1991; Peralta et al., 2007] and VEx VIRTIS
instrument (980 nm) [Sa´nchez-Lavega et al., 2008]. Such measurements are
also possible using observations from IR channel of the VEx Venus Moni-
toring Camera (VMC) but have yet to be published. In Figures 2.16–2.17
we compare these winds with those obtained from UV cloud tracking (which
correspond to ∼70 km).
Wavelength (µm) Altitude (km) Citation
UV: 0.38 75–62 Ignatiev et al. [2009], Ragent et al. [1985]
NIR: 0.98 64–58 Esposito et al. [1997], Ragent et al. [1985]
IR: 1.74 48–44 Ragent et al. [1985], Ragent et al. [1985]
Table 2.3: Wavelengths commonly used in cloud tracking and the range of
their corresponding altitudes, as summarised by Sa´nchez-Lavega et al. [2008].
In general zonal winds deduced by the different observing campaigns
1Fraunhofer lines result from the absorption of continuum radiation emitted by the solar
interior by atoms and molecules (e.g. H, S, Si, Fe, Ba, Mg, CN) in the solar atmosphere.
Solar radiation is scattered by the Venusian clouds and this induces a Doppler shift in the
Fraunhofer lines.
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agree within their uncertainties. In the upper cloud level approximately
constant zonal winds of ∼85-105 ms−1 are found in low–mid latitudes which
then rapidly decrease to ∼0 ms−1 at polar latitudes. The spread of the obser-
vations is indicative of the natural variability of the atmosphere, and Moissl
et al. [2009] notes that the observed dynamics were highly variable on time-
scales as short as one day. There is clear evidence of a mid latitude jet struc-
ture in both the average VMC and 1982 PV Orbiter Cloud Photopolarimeter
(OCPP) observations. However, jets are not seen in the 1980 OCPP, VIR-
TIS or Galileo observations. Moissl et al. [2009] note that jet like structures
were irregularly observed during the VMC observing campaign and questions
whether the jets are indeed variable with time or become obscured by higher
H2SO4 haze.
Figure 2.16 indicates that zonal winds increase dramatically between the
middle and upper cloud levels. Recently VIRTIS cloud top altimetry obser-
vations revealed a strong latitudinal dependency on cloud top altitude [Ig-
natiev et al., 2009]. The altitude in low-to-mid latitudes was approximately
constant at 74 km and decreased to 63–69 km at the poles.
Meridional winds (Figure 2.17) are substantially smaller than the zonal
winds. They are harder to measure and consequently not as well sampled.
The VIRTIS observations are at the limit of the measurement error (mean
r.m.s. = 9 ms−1) for all filters. In the Southern hemisphere meridional winds
are poleward and increase from near 0 ms−1 at the equator to ∼10 ms−1 at
∼50◦ before decreasing 0 ms−1 at the pole. The mean meridional wind from
the middle cloud level appears to be < 5 ms−1 and it is difficult to draw any
latitudinal trend.
The local time dependency of zonal winds has been studied using VIR-
TIS and VMC (Figures 2.18–2.19). Sa´nchez-Lavega et al. [2008] detected
an increase in westward zonal winds of 2–3 ms−1 per hour between 09:00–
15:00 LST at mid latitudes (50–75◦ S). They interpreted this as evidence of a
thermal solar tide. However, unlike del Genio and Rossow [1990] they do not
detect a solar tide at low latitudes. Figure 2.19 shows a latitude-local time
plot of the VMC zonal winds reported by Moissl et al. [2009]. A minimum in
zonal windspeed can be seen in the vicinity of the subsolar point. At low lat-
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Figure 2.16: Latitudinal profile of observed cloud top (60–70 km) winds obtained
from cloud tracking. Beige and green stars correspond to 1980 and 1982 OCPP
winds [Limaye, 2007]. Red and blue dots correspond to 986 nm and 418 nm filter
SSI winds [Peralta et al., 2008]. Red and blue diamonds correspond to 980 nm and
380 nm filter VIRTIS winds [Sa´nchez-Lavega et al., 2008]. The magenta solid line
corresponds to the Markiewicz et al. [2007] all LST empirical fit to windspeeds
obtained from VMC images. Magenta stars correspond to the average VMC wind
profile determined by Moissl et al. [2009].
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Figure 2.17: Latitudinal profile of meridional winds obtained from cloud
tracking. Beige and green stars correspond to 1980 and 1982 OCPP [Li-
maye, 2007]. Red and blue diamonds correspond to 980 nm and 380 nm filter
VIRTIS windspeeds by Sa´nchez-Lavega et al. [2008]. Magenta stars corre-
spond to the average VMC wind profile determined by Moissl et al. [2009].
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itudes zonal winds increase with local time into the afternoon. Mid latitude
zonal winds on average show less local time variability than low latitudes and
are on average higher. A rapid decrease in zonal windspeed is consistently
observed at latitudes poleward of 60◦. Moissl et al. [2009] argue that the
observed local time variability is consistent with a solar tide.
Figure 2.18: Local time dependency of average VIRTIS cloud tracked zonal
winds observed at 380 nm (∼66 km) as a function of latitude [Sa´nchez-Lavega
et al., 2008].
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Figure 2.19: Local time dependency of average VMC cloud tracked zonal
winds as a function of latitude [Moissl et al., 2009]). Wind vectors were sep-
arated into 0.5 hour× 5◦ latitude bins. Observations were only available for
the southern hemisphere. Windspeeds are generally higher in the afternoon
and the observed local time variations are consistent with the presence of a
solar thermal tide.
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2.3.4 Cyclostrophic Winds from Temperature Obser-
vations
Direct observations of winds between 70–90 km are sparse, and much of what
is known about the dynamic regime has been inferred from cyclostrophic
balance. Cyclostrophic balance approximates the full Navier-Stokes momen-
tum equation by assuming that forces arising from meridional gradients in
pressure are balanced by centrifugal forces associated with zonal motions
[Schubert, 1983]. Qualitatively, the cyclostrophic approximation is similar to
the geostrophic approximation used to describe terrestrial dynamics, where
meridional pressure gradients are balanced by the Coriolis force [Andrews,
2000]. On Venus the meridional temperature gradients have been routinely
observed by Pioneer Venus and VEx and the cyclostrophic approximation
has been successfully applied to data from the PV ORO [Chub and Iakovlev,
1980; Seiff, 1983; Newman et al., 1984], the Galileo NIMS [Roos-Serote et al.,
1995], the Venera 15 Fourier Transform Spectrometer [Zasova and Khatount-
sev, 1997], VEx VIRTIS [Piccialli et al., 2008] and VeRa [Piccialli, 2010]
instruments.
Leovy [1973] first suggested that cyclostrophic balance be applied to
Venus’ middle and lower atmosphere, arguing that the equator-pole tem-
perature gradients observed at Venus’ surface by the Venera probes would
generate a bulge in the height of a geopotential, and induce a significant
zonal super-rotation. Following the description in Schubert [1983] and New-
man et al. [1984] we outline how cyclostrophic zonal winds can be calculated
from observed meridional temperature gradients. We later use such an ap-
proach to calculate cyclostrophic winds from our model thermal structure to
compare with zonal winds from our GCM.
A parcel of air moving zonally about Venus’ rotational axis experiences
an equatorward acceleration of
u2φ tan θ
R
, where uφ is zonal windspeed in ms
−1,
θ is latitude and R is the radius of Venus in m. Poleward meridional pres-
sure gradients drive an acceleration of −1
ρ
∂P
∂y
where ρ is mass density, P is
pressure, and y is a locally northward Cartesian co-ordinate (Figure 2.20).
The cyclostrophic balance approximation states that the sum of these forces
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Figure 2.20: Schematic illustrating cyclostrophic balance where centrifugal
forces associated with zonal super-rotation are balanced by meridional pres-
sure gradients. (Adapted from Schubert [1983].)
is zero, and that they therefore balance:
u2φ tan θ
R
− 1
ρ
(
∂P
∂y
)
z
= 0 (2.2)
It is useful to introduce the geopotential; Φ = gz where g is the acceleration
due to gravity in ms−2 and z is altitude in m; and the equation of hydrostatic
balance:
dP
dz
= −ρg (2.3)
which assumes that forces from vertical pressure gradients are balanced by
gravity (see Chapter 4). The meridional pressure gradient term can then be
re-expressed as:
− 1
ρ
(
∂P
∂y
)
z
= −1
ρ
(
∂P
∂z
∂z
∂y
)
z
= g
(
∂z
∂y
)
P
(2.4)
Using the definition of the geopotential Φ and expressing y in terms of lati-
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tude:
− 1
ρ
(
∂P
∂y
)
z
=
(
∂Φ
∂y
)
P
=
1
RV
∂Φ
∂θ
(2.5)
and therefore:
u2φ tan θ
R
= − 1
R
∂Φ
∂θ
. (2.6)
We now introduce the logarithmic co-ordinate ζ:
ζ = − ln P
Pref
;
∂ζ
∂P
= − 1
P
(2.7)
where Pref is the pressure of a reference level. Re-expressing the hydrostatic
equation in terms of Φ and ζ:
dP
dΦ
= −ρ (2.8)
and taking the inverse of this relation and re-expressing in terms of ζ:
dΦ
dP
= −1
ρ
dΦ
dζ
=
dΦ
dP
dP
dζ
=
P
ρ
(2.9)
and using the ideal gas equation: P = ρR∗T , where R∗= 191.4 J kg−1K −1 is
the gas constant for Venus [Newman et al., 1984] gives:
dΦ
dζ
= R∗T. (2.10)
We now differentiate Equation 2.6 with respect to ζ:
2uφ
R
tan θ
∂uφ
dζ
= − 1
R
∂
∂ζ
∂Φ
∂θ
2uφ
∂uφ
∂ζ
=
R∗
tan θ
∂T
∂θ
(2.11)
which is the cyclostrophic thermal wind equation. Cyclostrophic winds can-
not be derived at either very low or high latitudes because the tan θ term
tends to zero at low latitudes and infinity at high latitudes.
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Cyclostrophic balance predicts that when temperature increases from
equator to poles, zonal winds will decrease with height. Vertical profiles
of zonal winds can therefore be discerned from observed meridional temper-
ature gradients by numerically integrating Equation 2.11 with respect to ζ.
Calculating cyclostrophic winds in this manner requires that a lower bound-
ary wind profile be specified. Newman et al. [1984] and Piccialli et al. [2008]
have found cyclostrophic winds to be relatively insensitive to the specified
lower boundary conditions. If the pressure and altitude are simultaneously
observed (as with radio occultation observations) an alternative form of the
cyclostrophic balance approximation given by Limaye [1985] can be used
which negates the need for a lower boundary wind profile:
u2φ =
−g
tan θ
(
∂z
∂θ
)
P
(2.12)
Piccialli [2010] presents a comparison of zonal winds calculated using the
two forms of cyclostrophic balance applied to VIRTIS and VeRa temperature
soundings. Zonal winds retrieved from VIRTIS and VeRa both show a mid
latitude jet feature associated with the cold-collar temperature inversion at
∼67 km; however, the observed VeRa jet was centred at 40◦ S latitude with
a peak speed of 130 ms−1 and the observed VIRTIS jet was centred at 50◦ S
with a peak speed of 100 ms−1. The origin of the discrepancy is not fully
understood, but may be related to the difference in vertical resolution of the
VeRa (<0.5 km) and VIRTIS (a couple of km) instruments. VIRTIS temper-
ature retrievals are also sensitive to the clouds whereas VeRa retrievals are
not. A similar discrepancy was noted between cyclostrophic winds derived
from PV ORO temperatures [Newman et al., 1984] and Venera-15 Fourier
transform spectrometer temperatures [Zasova and Khatountsev, 1997]. New-
man et al. [1984] report peak jet speeds of ∼140–160 ms−1 whereas Zasova
and Khatountsev [1997] report peak jet speeds of 90–100 ms−1.
Piccialli [2010] also compared VIRTIS and VeRa cyclostrophic winds to
cloud tracked zonal winds observed by VIRTIS and IR VMC winds near
66 km. Piccialli [2010] finds a reasonable agreement between cyclostrophic
and cloud tracked winds, except at low latitudes, where the cyclostrophic ap-
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proximation breaks down. The cyclostrophic jet was larger than the VIRTIS
cloud tracked winds, but within the spread of VMC winds. The origin of the
difference in cloud tracked and cyclostrophic winds is also undetermined but
may be related to an uncertainty in the altitude sounded by cloud tracking,
or could be indicative of the limitations of the cyclostrophic approximation
which neglects viscous drag and the meridional circulation.
2.3.5 Summary
The lower mesosphere is dominated by a strong cloud top super-rotation,
with weak poleward meridional winds. We will use NIR cloud tracking ob-
servations to constrain the winds at the lower boundary of our model. Model
simulations will then be compared to UV cloud tracked zonal and meridional
winds at 70 km. There are no direct observations of winds in the thermo-
sphere but the observed local time distribution of mass density imply a strong
SS–AS circulation which persists over the solar cycle. A weaker RSZ is also
inferred from He and H density distributions. The origin of this RSZ wind
is thought to be related to gravity wave propagation.
The dynamics of the mesosphere–thermosphere transition region are com-
plex and variable. LOS Doppler winds and nightglow morphology are often
interpreted in the context of a 2-component circulation model consisting of
SS–AS and RSZ components, the relative magnitudes of which vary consid-
erably. Clancy et al. [2007] find a dominant RSZ (100-150 ms−1) and weak
SS–AS (30–50 ms−1) to be most typical of their observations. Lellouch et al.
[2008] generally find SS–AS and RSZ components are equal in magnitude
and increase from 25–55 ms−1 at 90 km to 75–105 ms−1 at 100 km. Goldstein
et al. [1991]; Schmuelling et al. [2000]; Sornig [2009] find a dominant SS–AS
(∼120 ms−1) and weak RSZ (∼ 25 ms−1) at 110 km. It is currently unclear
whether there is a return branch of the SS–AS circulation in the mesosphere,
or what the mean relative strengths of the SS–AS and RSZ components
are. It is also unclear whether the RSZ winds observed in the mesosphere-
thermosphere transition region are related to the cloud top super-rotation or
the RSZ inferred from H and He densities in the thermosphere.
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Cyclostrophic balance is used to calculate zonal winds in the mesosphere
where direct measurements of the windfield are sparse. Calculations of cy-
clostrophic winds indicate a mid latitude jet structure between 60–70 km
which is associated with the cold-collar temperature inversion, and indi-
cate that zonal winds will decrease with altitude above 70 km. Recent cy-
clostrophic winds from VIRTIS temperatures are in reasonable agreement
with VMC cloud tracked zonal winds at 70 km, except at low latitudes where
the approximation breaks down [Piccialli, 2010]. Whilst cyclostrophic bal-
ance is a useful approximation it cannot be used at very high or low latitudes
and does not provide any information about the meridional wind structure.
We will compare zonal winds from 3–dimensional simulations based on our
background atmosphere to assess the significance of these limitations.
Chapter 3
Semi-Empirical Model of
Thermal and Density Structure
Between 60–250 km
3.1 Introduction
We require a realistic model of the thermal and density structure to drive our
dynamic simulations. However, the existing models, VIRA [Seiff et al., 1985]
and VTS3 [Hedin et al., 1983], do not provide a continuous representation
of the atmosphere across our vertical range (60–250 km). Furthermore, they
cannot simply be joined at their 100 km boundary as they predict different
densities, pressures and temperatures here (see Figure 2.1). We therefore
develop a method to self consistently link these models. The resulting model
is the first continuous semi-empirical representation of Venus’ mesosphere
and thermosphere.
This chapter describes our method of linking the VIRA and VTS3 models.
We validate our approach by comparing to observations, and present our
unified thermal and density structure.
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3.2 Methodology
We now describe the construction of our unified semi-empirical model of
the mesosphere and thermosphere. We first split the atmosphere into three
regions; 60–90 km, 90–150 km, and 150–250 km. Each of these regions is
modelled using a different approach. Between 60–90 km we assume the VIRA
model [Seiff et al., 1985] and above 150 km we assume the VTS3 model [Hedin
et al., 1983]. Between 90–150 km we link the temperatures and densities
of the upper and lower regions assuming hydrostatic conditions. Prior to
constructing these profiles we discuss the horizontal resolution of our model
and how we constrain mean molecular mass.
3.2.1 Horizontal Resolution
We specify our atmosphere on a latitude–longitude grid of 5×15◦. However,
whilst the VTS3 Fortran routine can be run for an arbitrary resolution; the
VIRA model is only defined at 30◦, 45◦, 60◦ , 75◦ and 85◦ latitude. We
thus map the VIRA temperatures and number densities onto a 5◦ latitude
axis using cubic splines. Pressures are derived using the compressible gas
approximation:
P = ξgasnkBT (3.1)
where P is pressure, ξgas is the imperfect gas compressibility factor, n is num-
ber density, kB is Boltzmann’s constant and T is temperature. We assume
the height dependent values of ξgas given by Seiff et al. [1985]. Figure 3.1
shows examples of our fits at 60, 70, 80 and 90 km; temperatures are shown
in the left panel and number densities in the right panel. As can be seen the
splines provide a good fit to both the temperatures and densities, and are
consistent with VIRA.
3.2.2 Composition
We require a knowledge of the mean molecular mass, and therefore gas mixing
ratios to construct our model between 90–150 km. The VTS3 model considers
six gases (CO2, O, CO, He, N2 and N), and allows their mixing ratios to vary
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with height. In contrast the VIRA model assumes a fixed composition of
96.5% CO2 and 3.5% N2. Above 100 km, we assume the VTS3 mixing ratios.
Below 90 km we assume the VIRA mixing ratios. We link the region between
90–100 km using cubic splines. In practice this does not significantly affect
the composition as CO2 and N2 are the dominant gases in the VTS3 model
at 100 km. Figure 3.2 shows a sample plot of the mixing ratios at the noon
equator.
Figure 3.2: Vertical profile of mixing ratios at the noon equator. We include
CO2 (green), O (magenta), CO (red), He (orange), N (grey) and N2(blue).
Composition above 100 km is defined by VTS3, and by VIRA below 90 km.
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3.2.3 Model Atmosphere Between 90–150 km
We now construct temperature and density profiles to link the VIRA and
VTS3 models. We first use polynomial fits to define the vertical temperature
structure, and then derive number densities assuming hydrostatic conditions.
Finally, we describe the algorithm we developed to find the optimum temper-
ature and density fits. Our approach is similar to the Legendre fitting used
by Mu¨ller-Wodarg et al. [2008] to construct an empirical model of Titan’s
thermosphere from Cassini Ion Neutral Mass Spectrometer observations
In order to link the VIRA and VTS3 temperature profiles we use poly-
nomial fits of the form:
T (z) = a0 + a1z + a2z
2 + a3z
3 + a4z
4 (3.2)
where T (z) is the temperature at an altitude z. The five coefficients a0–a4 are
defined by a set of five simultaneous equations which are solved using linear
algebra. We now discuss the formulation of these underlying equations. First
we consider the value of our fitted temperatures at the upper (zu= 150 km)
and lower (zl= 90 km) boundaries. Consistency requires that T (zu) be defined
by the VTS3 model and T (zl) be defined by the VIRA model. Thus our first
two equations take the form:
a0 + a1zu + a2zu
2 + a3zu
3 + a4zu
4 = T (zu) (3.3)
a0 + a1zl + a2zl
2 + a3zl
3 + a4zl
4 = T (zl) (3.4)
We also require that the vertical gradient in temperature at the upper bound-
ary (dT/dz)zu match the vertical temperature gradient in the VTS3 model
at zu:
a1 + 2a2zu + 3a3zu
2 + 4a4zu
3 =
(
dT
dz
)
zu
(3.5)
Similarly we require the vertical gradient in temperature at the lower bound-
ary (dT/dz)zl , to match that of VIRA at zl:
a1 + 2a2zl + 3a3zl
2 + 4a4zl
3 =
(
dT
dz
)
zl
(3.6)
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Our final equation is independent of the VIRA and VTS3 models. We assume
there is a turning point in the vertical temperature profile at an altitude zturn:
a1 + 2a2zturn + 3a3zturn
2 + 4a4zturn
3 =
dT (zturn)
dz
= 0 (3.7)
(Note that this assumption is eventually relaxed in Section 3.2.4). We now
cast Equations 3.3–3.7 in matrix form:
a0
a1
a2
a3
a4
 ·

1 zu zu
2 zu
3 zu
4
0 1 2zu 3zu
2 4zu
3
0 1 2zturn 3zturn
2 4zturn
3
1 zl zl
2 zl
3 zl
4
0 1 2zl 3zl
2 4zl
3
 =

T (zu)
(dT/dz)zu
0
T (zl)
(dT/dz)zl
 (3.8)
For a given value of zturn Equation 3.8 can be inverted and the coefficients
a0–a4 determined. However, zturn is not uniquely defined by Equation 3.8
and changing its value gives different temperature profiles. The top panel
of Figure 3.3 shows three sample temperature fits. Whilst all three fits are
mathematically valid we shall see only Fit 2 satisfactorily links the VIRA
and VTS3 number densities.
We now consider how number density is calculated. We first assume that
the atmosphere is an ideal gas (Equation 3.1 with ξgas = 1). Second we
assume the atmosphere is in hydrostatic balance:
∂P
∂z
= −nmg (3.9)
where P is pressure, n is number density, T is temperature, m is mean
molecular mass and g is acceleration due to gravity. Combining Equations
3.1 and 3.9 and then integrating gives an expression which can be used to
calculate vertical profiles of number density:
n(z) = n(z0)
T (z0)
T (z)
exp
[
−
∫ z
z0
dz′
H(z′)
dz
]
(3.10)
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Figure 3.3: Schematic illustrating the construction of the temperature and
density fits. Temperature (top) and number density (bottom) are plotted as
a function of altitude. On the y axes, zu and zl represent the upper and lower
boundaries of the interface region (zu = 150 km, zl = 90 km). The VIRA and
VTS3 models are shown as solid black lines. The dashed coloured lines show
three fits which solve Equation 3.8 to link the VIRA and VTS3 temperature
profiles. However, as we can see from the bottom panel only Fit 2 ensures
that densities match at the upper boundary zu.
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H is the bulk scale height defined as:
H(z) =
kBT (z)
mg(z)
(3.11)
The bottom panel of Figure 3.3 shows the results of integrating Equation
3.10 assuming the three temperature fits in the top panel. At zl we assume
the number density given by the VIRA model. As we can see, only Fit 2
(magenta) ensures that the number densities match at zu.
Figure 3.4 shows a flow chart illustrating the main components of the
algorithm developed to find the optimum temperature and density fits. For a
given latitude and local time the values of T (zu), T (zl), (dT/dz)zu , (dT/dz)zl
and n(zl) are defined from the VIRA and VTS3 models. The value of zturn
is initialised to a first guess. Equation 3.8 is then solved using Gaussian
elimination to determine temperature (coefficients a0–a4). Number density
is then calculated by solving Equation 3.10 using a five-point Newton-Cotes
integration scheme. This integration defines n at the upper boundary zu.
We next compare n(zu) to the number density given by VTS3 at zu, and
calculate the quantity:
χ =
|nfit(zu)− nV TS3(zu)|
nV TS3(zu)
(3.12)
If χ ≤0.01 we accept the fit, else we try a new value of zturn. In this manner
zturn is tuned to give the best fit in temperature and number density. This
process is repeated for all latitudes and local times considered in the model.
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Fix n(zl) = nVIRA
Set zturn
Solve T(z)  [Eq 3.8]
Solve n(z)   [Eq 3.10]
n(zu)-nVTS3 <0.01nVTS3
Increment latitude
and local time Change zturn
Yes
No
Figure 3.4: Flow chart illustrating the algorithm used to optimise the tem-
perature and density fits which link the VIRA and VTS3 models.
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3.2.4 Refinement to Model Atmosphere Between 90–
150 km
In general the method described in Section 3.2.3 produces satisfactory tem-
perature and density profiles between 90–150 km. However, our assumption
of a turning point (Equation 3.7) leads to anomalous behaviour for local
times near noon, as shown in Figure 3.5. The top panel shows equatorial
temperatures at 11:00 LST (blue) and 12:00 LST (red) as a function of al-
titude. Between 90–150 km, these profiles differ considerably, which is not
in keeping with the local time difference above 150 km. This large difference
results in a local time discontinuity at noon, as seen in the bottom panel. We
therefore find it necessary to seek an alternative condition to Equation 3.7.
Instead we require that the thermal profile intersect a specified temperature
at a specified altitude:
a0 + a1zfix + a2zfix
2 + a3zfix
3 + a4zfix
4 = Tfix (3.13)
Equations 3.3–3.6 and 3.13 were similarly cast in matrix form and inverted
to determine coefficients a0–a4.

a0
a1
a2
a3
a4
 ·

1 zu zu
2 zu
3 zu
4
0 1 2zu 3zu
2 4zu
3
1 zfix zfix
2 zfix
3 zfix
4
1 zl zl
2 zl
3 zl
4
0 1 2zl 3zl
2 4zl
3
 =

T (zu)
(dT/dz)zu
T (zfix)
T (zl)
(dT/dz)zl
 (3.14)
This relaxation of Equation 3.7 to Equation 3.13 adds an extra degree of
freedom to the optimisation algorithm shown in Figure 3.4; neither Tfix nor
zfix are intrinsically defined. Figure 3.6 shows the modified optimisation
algorithm. After T (zu), T (zl), (dT/dz)zu , (dT/dz)zl and n(zl) are initialised
Tfix is set to an initial value of 75 K and zfix is set to 91 km. Equations 3.14
and 3.10 are solved for temperature and number density. Again if χ ≤ 0.01
the fit is accepted, else zfix is incremented by 1 km. If zfix reaches 150 km
100
without a satisfactory fit being found then Tfix is incremented by 1 K and
zfix reset to 91 km.
Figure 3.7 compares profiles calculated using the original method solving
(approach 1) and the revised method (approach 2). As is clearly seen relaxing
Equation 3.7 to Equation 3.13 removes the discontinuity in local solar time
and produces a more physically consistent profile.
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Figure 3.5: The upper panel shows the optimised fitted temperatures for
11:00 LST and 12:00 LST, at the equator, under the constraint that there
must be a turning point in the temperature between 90–150 km. The lower
panel shows the fitted thermal structure at a constant altitude of 140 km, at
the equator, as a function of local solar time. There is a clear discontinuity
in thermal structure between 11:00–12:00 LST. Fits were performed for F107
= 70 in the VTS3 model.
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Fix n(zl) = nVIRA
Set zfix
Solve T(z)  [Eq 3.13]
n(zu)-nVTS3 < 0.01nVTS3
Increment
latitude
and local
time
Change zfix
Set Tfix
Zfix <150
No
Solve n(z)  [Eq 3.10]
Yes
Yes
Change Tfix
No
Figure 3.6: Flow chart illustrating the revised algorithm used to optimise the
temperature and density fits which link the VIRA and VTS3 models.
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Figure 3.7: A comparison of thermal profiles generated by assuming there
must be a turning point (Approach 1), and that thermal profile must have
the value Tfix and altitude zfix (Approach 2).
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3.2.5 Sensitivity to Boundary Conditions
The background atmosphere derived above is sensitive to the chosen values
of zl and zu. We can therefore tune zl and zu to optimise the agreement
between our model atmosphere and observations. We varied zl between 80–
98 km and zu between 102–160 km in steps of 2 km, and derived background
atmospheres for all combinations of these boundary conditions. Not all com-
binations produced good fits to the VTS3 number densities: when zu<110 km
or zl>96 km the condition that χ ≤0.01 (Equation 3.12) was not met at all
latitudes and local times.
Changing the altitude of zu has a greater effect on the model temperatures
than changing zl. We now fix zl = 90 km and investigate the sensitivity of
our model to the altitude of zu. Figure 3.8 shows temperatures derived for
zu = 120, 130, 140 and 150 km. Temperatures are plotted at equatorial
noon (red) and midnight (blue). For zu<150 km a temperature extremum
forms at an intermediate height between zl and zu. The amplitude of this
extremum increases as the altitude of zu is lowered. Physically, a localised
heating at noon and cooling at midnight would be required to support these
maxima/minima. There is some evidence, which we discuss next, for a local
maxima in temperature between 100–150 km.
Infrared heating by CO2 4.3µm emission is significant between ∼100-
130 km in the Venus thermosphere [Rolda´n et al., 2000]. Findings from a
non local thermodynamic equilibrium (NLTE) radiative transfer model by
Rolda´n et al. [2000] indicate that the heating rate of CO2 4.3µm emission is
larger than that found in previous NLTE radiative transfer model by Dick-
inson and Bougher [1986]. Temperatures calculated in the original Venus
Thermosphere General Circulation Model (VTGCM) by Bougher et al. [1988]
used the Dickinson and Bougher [1986] heating rate and do not predict a lo-
cal maxima in temperature near equatorial noon. However, new VTGCM
simulations by Brecht et al. [in press] using the Rolda´n et al. [2000] model
show a small local maxima in dayside temperatures. At the noon equator
VTGCM temperatures initially increase with altitude from 180 K at 100 km
to 210 K at 110 km; they then decrease to 180 K at 130 km. This peak is
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broadly consistent with the profile we calculate for a value of zu =130 km.
However, there is currently insufficient observational support to confirm the
existence of this temperature peak. Additionally, Rolda´n et al. [2000] state
that a more detailed inter-model comparison is required to understand why
their result differs from that of Dickinson and Bougher [1986]. In light of
these two factors we choose to set zu = 150 km since below this height, the
VTS3 model is not very well-constrained by data. We will show in the next
section that a value of zu = 150 km yields a good fit to observations of the
region between zl and zu.
Figure 3.8: A comparison of thermal profiles at solar minimum for upper
boundary altitudes of 120, 130, 140 and 150 km for equatorial noon (red)
and midnight (blue). The VTS3 model (orange) at noon and midnight is
shown for reference.
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3.3 Validation of Thermal Structure
Our goal is to simulate the dynamics of Venus’ atmosphere from a reasonable
background thermal and density structure. Our atmosphere below 90 km is
defined by VIRA which is an empirical representation of observations pri-
marily from the Pioneer Venus (PV) mission [Seiff et al., 1985]. Later mea-
surements by Venera 15 [Zasova et al., 2006] and Venus Express [Tellmann
et al., 2009a] have confirmed that VIRA is a good representation of the lower
atmosphere. Above 150 km, our atmosphere is defined by the VTS3 model
which is a good representation of the PV Orbiter Neutral Mass Spectrometer
(ONMS) observations [Hedin et al., 1983].
Between 90–150 km our atmosphere is not a priori constrained by data.
We now validate our thermal structure in this region by comparing it to the
available observations. Temperatures have been determined from CO sub-
mm absorption lines [Clancy et al., 2003, 2008; Rengel et al., 2008], CO2
10µm emission lines [Sonnabend et al., 2008, 2010], O2 1.27µm nightglow
[Bailey et al., 2008], by the PV descent probes [Seiff et al., 1980; Seiff and
Kirk, 1982] and the VEx Spectroscopy for Investigation of Characteristics of
the Atmosphere of Venus (SPICAV) instrument [Bertaux et al., 2007b]. The
available observations (summarised in Table 2.1) are characterised by a large
degree of temporal and spatial variability. These fluctuations may be due to
atmospheric waves, diurnal and semidiurnal tides which are super-imposed
on the mean state [Lellouch et al., 1997]. Currently it is difficult to extract
the mean behaviour of the atmosphere and fully resolve its 3-dimensional
structure.
Observations of CO2 10µm emissions occurring near the 0.1 Pa pressure
level were made in 2007 and 2009 [Sonnabend et al., 2008, 2010]. They cap-
tured the dayside thermal structure in unprecedented detail as a function
of both meridional and zonal co-ordinates. Whilst the emission occurs at a
well-defined pressure, observers are unsure of the pressure to altitude map-
ping and ascribe an altitude band of 110 ±10 km. In Figure 3.9 we compare
model profiles at mean altitudes of 110 km (0.107 Pa) and 120 km (0.005) Pa
to CO2 10µm temperatures. Our model profiles assume low solar activity
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(F107 = 70 Wm
2Hz−1, as measured at 1 AU).
Figure 3.9a shows solar local time profiles of temperature at low, mid
and high latitudes. Our model profiles at 120 km are broadly consistent with
the observations in the morning sector (09:00-06:00 LST) at mid and low
latitudes. However, our model underestimates the temperature near noon.
Our temperatures at 110 km are lower than those observed, this suggests the
pressure to altitude mapping of the model may not be consistent with the
state of the atmosphere at the time of the observations.
Figure 3.9b compares the model temperature at 120 km with the obser-
vations as a function of latitude, for different local solar times. At noon,
the observations show a definite meridional trend as does our model. At
other local times it is difficult to discern a trend in the observations, whilst
the model displays obvious structure. Despite our peak temperatures being
lower than those observed, our model meridional trend at noon is consistent
with that seen in the observations.
The small amplitude of the our day/night temperature difference com-
pared to that observed indicates that our background atmosphere zonal forc-
ing is weaker than that observed in 2007 and 2009. Nonetheless Figure 3.9
indicates that our model is a reasonable representation of the observed hori-
zontal thermal structure.
We now consider the changes in the thermal structure with pressure. We
focus on low latitudes (equatorward of ±30◦) since this is where the obser-
vations (summarised in Table 2.1) are concentrated. We bin the observa-
tions into six local time sectors: 24:00±2 LST, 03:00±1 LST, 06:00±2 LST,
12:00±2 LST, 18:00±2 LST, 21:00±1 LST LST. Figures 3.10–3.12 compare
the vertical profile of the observed thermal structure with our model (shown
in green). For reference, we also show the VIRA (red dashed line) and VTS3
(orange line) model temperatures.
Figures 3.10–3.12 show that our model generally captures the mean ob-
served thermal structure. At 12:00±2 LST (Figure 3.10b), 24:00±2 LST (Fig-
ure 3.10a) and 03:00±1 LST (Figure 3.12a) our vertical profiles are also more
consistent with observations than VTS3. There are however, features we do
not fully resolve, for example Figure 3.10a shows that we do not capture
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the midnight warm layer between ∼1.2–1.0 Pa observed by SPICAV (stars).
Bertaux et al. [2007b] suggest this localised heating may be associated with
thermospheric dynamics. In the subsolar-to-antisolar (SS–AS) circulation
air descends at the antisolar point. Adiabatic compression during this subsi-
dence could cause localised heating. However, Bertaux et al. [2007b] are the
only authors to detect such a large temperature maxima, and other authors
[Seiff et al., 1980; Clancy et al., 2003, 2007, 2008] find no evidence of such
heating. Further observations are required to establish whether the warm-
ing is a permanent and large-scale feature of the atmosphere [Bertaux et al.,
2007b].
Whilst our temperatures at noon (Figure 3.10b) lie within the spread
of the observations, they are lower than the median of the observed range.
This again indicates that our model may underestimate the temperature at
noon. Figure 3.12b indicates that at 21:00±LST our model temperatures
are up to 20 K warmer than observed near 10−2 Pa. Local time variability
was measured extensively by the PV ONMS. These observations indicate
that the thermal structure is broadly symmetric about the SS–AS meridian
near 150 km. If this symmetry persists down through the lower thermosphere
we would expect the temperatures at 03:00±1 LST to be similar to those at
21:00±1 LST. At 21:00±1 LST (Figure 3.12a) our model is in good agreement
with the observations, the differences at 03:00±1 LST may therefore be due
to atmospheric variability.
Our model is the first to consistently link the mesosphere and thermo-
sphere. We have shown it corresponds well to available observations, cap-
turing both the vertical and horizontal structure of the atmosphere. This
indicates that our model represents a plausible state of the Venus atmo-
sphere. It thus makes a good background with which to drive the dynamic
core of our GCM.
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3.4 Unified Thermal and Density Structure
In Section 3.3 we validated our model thermal and density structure by com-
paring to available observations. We now present the global structure of the
thermal and density fields which will drive our dynamic simulations. Our
benchmark atmosphere assumes low solar activity (F107 = 70 Wm
2Hz−1), al-
though atmospheres assuming mid (F107 = 140 Wm
2Hz−1) and high (F107
= 210 Wm2Hz−1) solar activity are also developed and presented in Section
3.4.1.
The atmosphere developed in Section 3.2 uses altitude as the vertical
co-ordinate, whereas our GCM uses pressure. We therefore log-linearly in-
terpolate our model onto the GCM pressure axis. Figure 3.13 shows the
pressure-to-altitude mapping assumed by our model. Above 115 km the al-
titude of a pressure level becomes dependent on solar local time. At the
top of our atmosphere (1.2×10−8 Pa) there is a difference of ∼70 km between
noon and midnight. This considerable difference is expected to drive strong
SS–AS winds in the thermosphere. Another interesting consequence is that
when density is considered as a function of altitude, dayside densities are
larger than nightside ones. Whereas when considering density as a function
of pressure, noon densities are smaller than those at midnight. Figure 3.14
shows vertical profiles of the mass density at noon and midnight.
We now consider our unified thermal structure over the whole altitude
range of the model. Figure 3.15 shows contours of temperature as a function
of pressure (y-axis) and latitude (x-axis). We see that our fits provide a
smooth transition between the VIRA and VTS3 models, and capture the
main features of Venus’ thermal structure including the polar cold collar,
the warm polar upper mesosphere and the strong day night temperature
difference in the thermosphere.
Figures 3.16–3.18 detail how our model captures the transition in ther-
mal and density structure between 150-100 km. We show horizontal cuts
of temperature and mass density at five constant pressure levels between
4.85×10−6 Pa and 1.30×100 Pa at ∼10 km spacing. Figure 3.16a shows the
thermal and density structure near 150 km, as defined by the VTS3 model.
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Figure 3.13: Pressure to altitude mapping of the background atmosphere for
low solar activity (F107 = 70 Wm
2Hz−1). Equatorial midnight is shown in
blue and equatorial noon is shown in red.
115
Figure 3.14: Vertical profile of mass density as a function of pressure and the
noon (red) and midnight (blue) equator.
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Moving down in altitude from 150 km to 100 km, the magnitude of the zonal
differences becomes smaller. By 100 km they have decreased to∼20 K (Figure
3.18b). It appears from Figures 3.16–3.18 that the horizontal temperature
and density gradients are smooth and continuous at all levels. This has been
verified by inspection of the relevant meridional and zonal line plots.
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3.4.1 Solar Flux Variability
Up to this point, we have considered thermal and density fields corresponding
to solar minimum conditions (F107 = 70 Wm
2Hz−1). In this section we explore
the influence of solar flux on our background atmosphere. We formulate two
additional background atmosphere models for mid (F107 = 140 Wm
2Hz−1)
and high (F107 = 210 Wm
2Hz−1) solar activity. The VTS3 thermosphere
model includes an F107 parameter which we vary. In contrast, the lower
atmosphere VIRA model has no facility to alter solar forcing. This is not a
major concern as solar cycle variability has not been observed on Venus below
∼100 km. We proceed by setting the F107 parameter in VTS3 to the desired
magnitude and processing the output fields as outlined in Section 3.2.4. All
three atmospheres in this section have the boundaries of the polynomial
fitting region fixed at zl = 90 and zu = 150 km.
Figure 3.19 plots temperatures at midnight and noon for the three levels
of solar activity considered. Solar flux variability is minimal at midnight, as
prescribed in the VTS3 model. Between 90–135 km we see that noon tem-
peratures increase with decreasing solar flux. This is not expected from the
premise that increasing solar flux results in increased EUV absorption and
heating. Observations that might establish whether this trend truly is a fea-
ture of the Venusian atmosphere are not currently available; a measurement
campaign covering a whole solar cycle is required. Whilst full-cycle data-sets
do exist (e.g. CO sub-mm temperature observations), the level of temporal
and spatial variability that they show makes any solar cycle trend difficult
to extract [T. Clancy, personal communication (2009)].
There may be some counterintuitive mechanisms that cool parts of the
atmosphere in response to increased solar forcing. For example, since solar
heating at altitudes between 90-135 km is balanced by CO2 15µm emission,
an increase in the 15µm emission would promote cooling. The presence
of O enhances the rate of CO2 15µm emission through O–CO2 collisional
excitation. The increased UV flux at solar maximum increases the rate of
O production from photo-dissociation of CO2 and CO. Thus, increased solar
UV flux might lead to increased O–CO2 collisions and enhance the CO2
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15µm cooling. However, this mechanism is not (currently) supported by
observation.
3.5 Summary
We have unified the VIRA and VTS3 empirical models; providing the first
continuous semi-empirical representation of the Venus atmosphere between
60–250 km. Our resulting profiles describe variations in temperature, density
and composition with altitude, latitude and solar flux. The vertical range of
these profiles could be trivially extended to the surface of the planet. Between
90-150 km we have validated our new model profiles, finding a good agree-
ment with the available observations. Our atmosphere is thus well founded
in observations and represents a plausible state of the Venusian atmosphere.
It is thus a suitable background with which to drive our GCM.
123
Figure 3.19: Equatorial noon and midnight fitted temperatures for low, av-
erage and high solar activity.
Chapter 4
The Venus Mesosphere
Thermosphere GCM
4.1 Introduction
This chapter outlines the theoretical and computational framework of the
Venus mesosphere-thermosphere GCM developed in this thesis. The model
is adapted from the Titan Thermosphere GCM (TTGCM) by Mu¨ller-Wodarg
et al. [2003], and solves the non-linear momentum and mass continuity equa-
tions for a compressible fluid, assuming a fixed thermal and density structure
constructed in the preceding chapter. This approach is a simplification from
the full TTGCM which also self-consistently solves the energy equation. A
similar simplification was made by Mu¨ller-Wodarg et al. [2008], who use the
dynamic core of the TTGCM to calculate 3-dimensional neutral winds and
composition from an imposed background atmosphere structure based on an
empirical model of the Cassini Ion Neutral Mass Spectrometer density ob-
servations. We verify the physicality of the steady state dynamics calculated
from an imposed thermal structure in Chapter 5.
The TTGCM was originally developed by Mu¨ller-Wodarg et al. [2000]
from the University College London terrestrial thermosphere model [Fuller-
Rowell, 1981]. A new GCM of Saturn’s thermosphere was also recently
adapted from the TTGCM framework [Mu¨ller-Wodarg et al., 2006]. Ap-
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plying the same model dynamical core to different planets tests and can
subsequently enhance our understanding of the fundamental processes in at-
mospheric dynamics.
Atmospheres can be modelled as fluids, in-part, because the mean free
path λ, the distance a gas particle travels before making a collision, is much
smaller than the atmospheric scale height H. The validity of treating an
atmosphere as a fully-collisional gas is quantified by the Knudsen number
Kn:
Kn =
λ
H
(4.1)
where
H(z) =
kBT (z)
m(z)g(z)
(4.2)
and kB is Boltzmann’s constant, T (z),m(z) and g(z) are the temperature in
K, mean mass of gas particles in kg and gravitational acceleration in ms−1 at
an altitude z in metres. The altitude at which Kn = 1 marks the exobase of
an atmosphere and the point where the atmosphere becomes quasi-collisional.
Above the exobase atmospheres cease to be gravitationally bound due to
thermal escape by the Jeans mechanism. On Venus the exobase is located at
∼250 km on the dayside and ∼200 km on the nightside, and this is used as
the upper limit of the model.
Following the approach of Fuller-Rowell [1981] we first introduce the fun-
damental equations solved by the model in Cartesian co-ordinates, describe
their transformation from height to pressure co-ordinates, present the nu-
merical scheme and discuss numerical stability.
4.2 Equations Governing Atmospheric Mo-
mentum Balance
4.2.1 Equation of State
An equation of state relates the pressure, density and temperature of a given
system to one another. For an ideal ideal gas; one whose constituents act as
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randomly-moving, non-interacting point particles:
P = nkBT (4.3)
where P is pressure, n is number density, kB is Boltzmann’s constant and T
is temperature. Deviations from the ideal gas approximation are significant
only when the work performed by the intermolecular forces is comparable
to the kinetic energy of the gas, and when the size of the constituents is
comparable to the intermolecular spacing (i.e. when the gas is approaching a
phase change). Equation 4.3 can be modified to account for these deviations
by the inclusion of a compressibility factor ξgas: P = ξgasnkBT . Seiff et al.
[1985] note that below ∼78 km Venus atmosphere is not strictly an ideal
gas. Deviations are, however, small (0.9928 ξgas  1.01) and we therefore
assume the ideal gas approximation throughout.
4.2.2 Hydrostatic Equilibrium
Hydrostatic equilibrium describes a state where the forces resulting from
vertical pressure gradients are balanced by acceleration due to gravity:
∂P
∂z
= −ρg (4.4)
where ρ is mass density in kg m−3. The hydrostatic balance approxima-
tion is only strictly valid in the absence of significant vertical motions. In
the thermosphere EUV heating, radiative and conductive cooling drive up-
and downwelling. However, the magnitude of such vertical motions is small
(∼1 ms−1) and when considered over large horizontal regions, such as in the
model, hydrostatic balance is a good approximation [Jacobson, 1999].
4.2.3 The Continuity Equation
The continuity equation describes mass conservation in the atmosphere. Con-
sider a volume element of dimensions; ∆x,∆y, and ∆z. The volume is fixed in
space with a fluid of density ρ passing through it at velocity V3 = (vx, vy, vz).
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The net mass inflow per unit time, ∂
∂t
(ρ∆x∆y∆z), must equal the rate of
increase in mass of the volume. In the x direction mass inflow per unit time is
ρ(x)vx∆y∆z and mass outflow is
(
ρ(x)vx +
∂(ρvx)
∂x
)
∆y∆z. The net mass in-
flow in the x direction is therefore −∂(ρvx)
∂x
. Including the net inflow from the
y and z–directions results in a net inflow of −∇3(ρ ·V3)∆V . Mass continuity
is therefore given by:
∂ρ
∂t
+∇3 · (ρV3) = 0 (4.5)
where ∇3 is the three dimensional differential operator.
4.2.4 The Momentum Equation
Applying Newton’s second law of motion to a neutral atmosphere gives:
DV3
Dt
= −2Ω×V3−Ω×(Ω×R)−g− 1
ρ
∇3P+ 1
ρ
∇3 ·(µ∇3)V3−νni(V3−U3)
(4.6)
where V3 denotes the three–dimensional neutral wind velocity (ms
−1), U3 is
the ion velocity vector (ms−1), R is the radius of Venus (m), ∇3 is the three–
dimensional differential operator, g is height dependent gravitational accel-
eration (ms−2), Ω is Venus’ angular velocity (deg s−1), ρ is the mass density
(k gm−3), P is pressure (Pa), µ is dynamic viscosity coefficient (k gm2s−1),
νni is the neutral-ion collision frequency [Rishbeth and Garriott, 1969]. The
terms from left to right are referred to as the: inertial, Coriolis, centrifugal,
gravitational, pressure gradient, viscous drag and ion drag terms, and are
discussed in the following.
The Inertial Term
The left hand side of Equation 4.6 describes the rate of change of velocity with
respect to time. There are two approaches to measuring fluid flow: either
monitoring fluid flow at a fixed point in space or following the path of a self–
contained fluid parcel in space. These two approaches are known respectively
as Eulerian and Langrangian. The model developed here is Eulerian and
therefore a fixed point in space is occupied by successive parcels of fluid. In
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an Eulerian reference frame, the rate of change with respect to time following
the motion of the fluid is given by the material (advective) derivative, D
Dt
:
D
Dt
=
∂
∂t
+ V3 · ∇3 (4.7)
Where V3 · ∇3 is the non–linear advective term. This term describes the
changes in time due the fluid motion itself.
Coriolis and Centrifugal Terms
It is natural to consider atmospheric motions in the frame of reference of
the rotating planet. This requires that the momentum equation be trans-
formed to a non-inertial frame of reference and results in two additional
terms in the momentum equation; the Coriolis (−2Ω×V3) and centrifugal
(−Ω × (Ω × R)) terms. These terms are often regarded as fictitious forces
resulting from the co-ordinate transformation. The Coriolis force acts per-
pendicular to the motion of the fluid, it therefore does no work, but does act
to change the direction of fluid motion. This additional term is significant
for the terrestrial atmosphere, and results in the atmosphere being in quasi-
geostrophic balance. However, the angular rotation of Venus is significantly
smaller than that of the Earth (243 c.f. 1 days) and is therefore less signif-
icant. The centrifugal force acts in the opposite sense to the gravitational
force and is considerably smaller in magnitude and is in practice negligible.
The zonal motion of a fluid contributes an additional component to the
Coriolis term. An eastward wind, vy, at co-latitude θ has an angular mo-
mentum of vy
R sin θ
, giving a total effective angular momentum of 2Ω + vy
R sin θ
Pressure Gradient Term
In the absence of other forces fluids move to minimise gradients in pressure.
The force arising from pressure gradients is the primary driver of atmospheric
motions.
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Viscous Drag Term
Viscosity in fluids acts to remove gradients in velocity. The vertical compo-
nent of the viscous drag normally dominates the horizontal component, as
the vertical velocity shears are normally much greater than horizontal ve-
locity shears. Viscosity in the atmosphere arises both from the molecular
velocity of the constituent gases and from the turbulence arising from wave
and eddy motion. Within the model framework µ is considered as the sum
of both the molecular and turbulent viscous coefficients.
Ion Drag Term
Embedded within Venus’ thermosphere is the ionosphere, the charged com-
ponent of the atmosphere. If the thermosphere is pervaded by a magnetic
field, the ionospheric charged particles will be constrained to move along
magnetic field lines rather than only follow the bulk motion of the neutral
winds. This increases the number of collisions between the ions and neutrals
and decelerates the neutral winds. This effect is known as ion drag.
The Pioneer Venus mission found that Venus’ intrinsic magnetic field
was very weak [Russell et al., 1979]. Significant horizontal ion drift velocities
were, however, observed by the Pioneer Venus Ion Mass Spectrometer [Taylor
et al., 1980b] and the retarding potential analyser, [Knudsen et al., 1980].
Mayr et al. [1980b]’s spectral model of the thermosphere indicated ion drag
did not significantly impact neutral winds, and that ion-neutral collision
frequencies were small below 200 km. With this in mind no attempt has
been made to include the effects of the ion drag on the neutral windfield. As
Fox and Bougher [1991] discuss this situation may be dependent on the solar
conditions. At times of high solar activity the interplanetary magnetic field
could invade the thermosphere providing a transitory magnetic framework
which would allow ion-neutral drag to reduce the neutral windspeeds.
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4.3 Transformation from Altitude to Pressure
Co-ordinates
The model uses a spherical pressure co-ordinate system which co-rotates
with Venus and is therefore non-inertial. Within the model grid the x-axis
points southward, the y-axis points eastward and the z-axis points vertically
upward. The equations previously discussed (Section 4.2) were defined using
altitude (the z-system) rather than pressure (the p-system) as the vertical
co-ordinate and we now consider the transformation of these equations to
the p-system.
The model only explicitly solves the meridional (north–south) and zonal
(east–west) components of velocity from the momentum equation. Verti-
cal velocities are calculated from the continuity equation. It is therefore
convenient to only consider the horizontal components of V3 and ∇3. The
horizontal components of V3 are defined as V = vxiˆ+ vy jˆ where iˆ and jˆ are
unit vectors in the x and y directions, and V3 = V + vzkˆ, where kˆ is the
unit vector in the z direction. The three dimensional del operator is given
by: ∇3 = ∂∂x iˆ + ∂∂y jˆ + ∂∂z kˆ and the two dimensional del operator is given by
∇z = ∂∂x iˆ+ ∂∂y jˆ.
To perform the transformation from the z- to the p-system it is useful to
introduce the geopotential Φ:
dΦ
dz
= g. (4.8)
We first consider the transformation of horizontal derivatives in the x direc-
tion of a scalar quantity S using standard differential analysis:(
∂S
∂x
)
P
=
(
∂S
∂x
)
z
+
(
∂z
∂x
)
P
∂S
∂z
(4.9)
From Equation 4.8: (
∂z
∂x
)
P
=
1
g
(
∂Φ
∂x
)
P
(4.10)
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which when substituted into Equation 4.9 and using Equation 4.4 gives:(
∂S
∂x
)
z
=
(
∂S
∂x
)
P
+ ρ
(
∂Φ
∂x
)
P
∂S
∂P
(4.11)
Equation 4.11 can be trivially extended to the y direction and to derivatives
in time t. Vertical derivatives of S can be transformed from the z- to p-system
by assuming quasi-hydrostatic balance (Equation 4.4):
∂S
∂z
=
∂S
∂P
· ∂P
∂z
∂S
∂z
= −gρ ∂S
∂P
(4.12)
Using the relationship given by Equation 4.11 the ∇z operator can also
be transformed to the p-system:
∇z =
(
∂
∂x
)
z
iˆ+
(
∂
∂y
)
z
jˆ
=
(
∂
∂x
)
P
iˆ+ ρ
(
∂Φ
∂x
)
P
∂
∂P
iˆ+
(
∂
∂y
)
P
jˆ + ρ
(
∂Φ
∂x
)
P
∂
∂P
jˆ
= ∇P + ρ∇PΦ ∂
∂P
(4.13)
4.3.1 The Hydrostatic Equation
The hydrostatic equation (Equation 4.4) is transformed from the z- to the
p-system by setting S = Φ in Equation 4.12 and using the definition of the
geopotential (Equation 4.8):
∂Φ
∂P
= −1
ρ
. (4.14)
Horizontal gradients in pressure can be similarly transformed using Equation
4.13:
∇zP = ∇PP + ρ∇PΦ∂P
∂P
. (4.15)
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By definition ∇PP = 0 and therefore:
∇zP = ρ∇PΦ (4.16)
which exemplifies one of the simplifications introduced by the transformation
to the p-system.
4.3.2 Velocity Components
In the z-system the 3-dimensional velocity vector V3 is given by V3 = vxiˆ+
vy jˆ + vzkˆ, which can be split into horizontal and vertical components: V3 =
V + kˆvz. Whilst the horizontal velocity components are unaffected by the
co-ordinate change from the z- to p-system, vertical velocity components are
not equivalent. In the z-system vz is defined as:
vz =
Dz
Dt
(4.17)
whereas in the p-system vertical velocity is given by
w =
DP
Dt
(4.18)
and w is therefore negative when air is rising relative to an isobar. To relate
vz to w we first apply an Eulerian expansion of the material derivative of the
geopotential Φ. In the p-system the material derivative is given by:
D
Dt
=
(
∂
∂t
)
P
+ V · ∇P + w ∂
∂P
(4.19)
which applied to Φ gives:
DΦ
Dt
=
(
∂Φ
∂t
)
P
+ V · ∇PΦ + w∂Φ
∂P
(4.20)
Substituting Equation 4.8 and using Equation 4.14 gives:
DΦ
Dt
= g
Dz
Dt
=
(
∂Φ
∂t
)
P
+ V · ∇PΦ− w
ρ
(4.21)
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vz is therefore related to w by:
vz =
1
g
(
∂Φ
∂t
)
P
+
1
g
V · ∇PΦ− w
ρg
(4.22)
Vertical velocity can therefore be considered as comprising of two compo-
nents; the barometric vertical velocity (1
g
(
∂Φ
∂t
)
P
+ 1
g
V · ∇PΦ) and the diver-
gence velocity (− w
ρg
). The barometric vertical velocity describes the vertical
motion of an isobar with reference to altitude as the atmosphere expands
and contracts. The divergence velocity gives the vertical velocity relative to
an isobar due to convergence in horizontal velocity.
4.3.3 The Continuity Equation
The continuity equation originally given in Equation 4.5 can also be expressed
as:
∂ρ
∂t
+∇z · (ρV) + ∂
∂z
(ρVz) = 0 (4.23)
From Equation 4.13:
∇z · (ρV) = ∇P · (ρV) + ρ∇PΦ · ∂
∂P
(ρV)
= ρ∇PV + V∇Pρ+ ρ ∂
∂P
(ρV · ∇PΦ)
= −ρ2V∇P
(
∂Φ
∂P
)
. (4.24)
Substituting the p-system hydrostatic equation (Equation 4.14) gives:
∇z · (ρV) = ρ∇PV + V∇Pρ+ ρ ∂
∂P
(V∇PΦ) + ρ2V
(
1
ρ2
)
∇Pρ
= ρ∇PV + ρ ∂
∂P
(ρV · ∇PΦ) . (4.25)
Applying Equation 4.11 to ρ:(
∂ρ
∂t
)
z
=
(
∂ρ
∂t
)
P
+ ρ
(
∂Φ
∂t
)
P
∂ρ
∂P
(4.26)
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and substituting in Equation 4.25 equation gives:
0 =
(
∂ρ
∂t
)
P
+ ρ
(
∂Φ
∂t
)
P
∂ρ
∂P
+ ρ∇PV + ρ ∂
∂P
(ρV · ∇PΦ)
+
∂
∂z
ρVz
0 =
(
∂ρ
∂t
)
P
+ ρ
(
∂Φ
∂t
)
P
∂ρ
∂P
+ ρ∇PV + ρ ∂
∂P
(ρV · ∇PΦ)
−ρg ∂
∂P
ρVz. (4.27)
Using the definition of vz given by Equation 4.22, multiplying by ρ and
differentiating with respect to P gives:
vzρg = ρ
(
∂Φ
∂t
)
P
+ ρV · ∇PΦ− w
g
∂
∂P
(vzρ) =
∂
∂P
ρ
(
∂Φ
∂t
)
P
+
∂
∂P
(ρV · ∇PΦ)− ∂w
∂P
g
∂
∂P
(vzρ) = ρ
(
∂
∂t
∂Φ
∂P
)
P
+
(
∂Φ
∂t
)
P
∂ρ
∂P
+
∂
∂P
(ρV · ∇pΦ)− ∂w
∂P
(4.28)
Multiplying Equation 4.28 by ρ and substituting in Equation 4.27 gives:
ρ∇P ·V + ρ∂w
∂P
= 0
∂w
∂P
+∇P ·V = 0 (4.29)
which is the continuity equation in the p-system. Equation 4.29 is more
simple than the corresponding equation in the z-system (Equation 4.5) as it
has no explicit dependency on the horizontal gradients of vertical velocity.
135
4.3.4 The Momentum Equation
Neglecting the ion-drag and centrifugal terms the z-system momentum equa-
tion (Equation 4.6) can be simplified to:
DV3
Dt
= −2Ω×V3 − g − 1
ρ
∇3P + 1
ρ
∇3 · (µ∇3)V3 (4.30)
For convenience we shall let the sum of the Coriolis and viscous drag terms
be expressed as a single force F3 such that the momentum equation becomes:
DV3
Dt
= g − 1
ρ
∇3P + F3 (4.31)
The vertical component of the momentum equation is defined by hydrostatic
balance, leaving us to determine the horizontal components:
DV
Dt
= −1
ρ
∇zP + F (4.32)
Where V is the horizontal velocity vector and ∇z is the horizontal del opera-
tor in the z-system as previously defined, and F is the horizontal component
of F3. To transform to the p-system we first substitute Equation 4.16 and
perform an Eulerian expansion of the material derivative:
DV
Dt
= −∇PΦ + F (4.33)(
∂V
∂t
)
P
= −V · ∇PV − w∂V
∂P
−∇PΦ + F (4.34)
which is the form of the momentum equation solved by the model.
We now consider the Coriolis and viscous drag terms contained in F in
more detail. As discussed in Section 4.2.4 the Coriolis term is given by:
FCoriolis = −
(
2Ω +
Vy
R sin θ
)
kˆ ×V (4.35)
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where V = vxiˆ+ vy jˆ and therefore:
FCoriolis = Vy
(
2Ω +
V y
R sin θ
)
iˆ− Vx
(
2Ω +
V y
R sin θ
)
jˆ (4.36)
The three-dimensional viscous drag term in the z-system is given by: 1
ρ
∇3·
(µ∇3)V3. We first split this term into horizontal and vertical components:
1
ρ
∇3 · (µ∇3)V3 = µ
ρ
∇2zV +
1
ρ
∂
∂z
(
µ
∂
∂z
)
V (4.37)
where any horizontal divergence in µ is neglected. In transforming the hor-
izontal component we assume that horizontal velocity gradients are small
then:
∇2zV ≈ ∇2PV
To transform the vertical component;
∂
∂z
(
µ
∂
∂z
)
V =
∂
∂z
(
µ(−ρg) ∂
∂P
)
V
= −1
ρ
∂
∂z
(
µ(−ρg) ∂
∂P
)
V
Assuming the ideal gas law P = Hρg:
∂
∂z
(
µ
∂
∂z
)
V =
ρg
ρ
∂
∂P
(
µP
H
∂
∂P
)
V
= g
∂
∂P
(
µP
H
∂
∂P
)
V (4.38)
which is the form of viscous drag calculated in the model.
4.3.5 Summary of Equations
To conclude this section we summarise the full set of equations solved by the
model.
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Equation of State
P = nkBT (4.39)
The Hydrostatic Equation
∂Φ
∂P
= −1
ρ
(4.40)
The Continuity Equation
∂w
∂P
+∇P ·V = 0 (4.41)
The Horizontal Momentum Equation
(
∂V
∂t
)
P
= −V · ∇PV − w∂V
∂P
−∇PΦ
−vy
(
2Ω +
V y
R sin θ
)
kˆ ×V
+g
∂
∂P
(
µP
H
∂
∂P
)
V +
µ
ρ
∇2PV (4.42)
4.4 Expansion of Differential Operators
In the preceding sections differential operators including ∇P have been used
in the general vectorial sense. The model uses spherical polar co-ordinates,
with axes of co-latitude (θ), longitude (φ) and pressure. In the following
we now define these operators in spherical polar co-ordinates, and give the
component form of the momentum and continuity equations.
4.4.1 The Horizontal ∇P Operator
In spherical polar co-ordinates the ∇p operator is defined as:
∇P = 1
R
∂
∂θ
θˆ +
1
R sin θ
∂
∂φ
φˆ (4.43)
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where R is the radius of Venus and θˆ and φˆ are unit vectors in the meridional
and zonal directions. Operating on the horizontal velocity vector V = vθθˆ+
vφφˆ gives a scalar quantity:
∇P ·V = 1
R
∂vθ
∂θ
+
1
R sin θ
∂vφ
∂φ
(4.44)
Operating on the scalar Φ gives the two components of the pressure gradient
force:
∇PΦ = 1
R
∂Φ
∂θ
θˆ +
1
R sin θ
∂Φ
∂φ
φˆ (4.45)
4.4.2 The Advective V · ∇P Operator
The dot product of V and ∇P gives a scalar operator:
V · ∇P = vθ
R
∂
∂θ
+
vφ
R sin θ
∂
∂φ
(4.46)
Applying this operator to V gives:
(V · ∇P ) V =
[
vθ
R
∂vθ
∂θ
+
vφ
R sin θ
∂vθ
∂φ
]
θˆ +
[
vθ
R
∂vφ
∂θ
+
vφ
R sin θ
∂vφ
∂φ
]
φˆ (4.47)
4.4.3 The Laplacian ∇2P Operator
In spherical polar co-ordinates the Laplacian is given by:
∇2P =
1
R2
∂2
∂θ2
+
1
R2 tan θ
∂
∂θ
+
1
R2 sin2 θ
∂2
∂φ2
(4.48)
Operating on the horizontal velocity vector as in the evaluation of the hori-
zontal viscosity term gives:
∇2PV =
[
1
R2
∂2vθ
∂θ2
+
1
R2 tan θ
∂vθ
∂θ
+
1
R2 sin2 θ
∂2vθ
∂φ2
]
θˆ
+
[
1
R2
∂2vφ
∂θ2
+
1
R2 tan θ
∂vφ
∂θ
+
1
R2 sin2 θ
∂2vφ
∂φ2
]
φˆ (4.49)
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4.4.4 The Time Derivative
The time derivative of the velocity vector V is more complex in spherical
polar compared to Cartesian co-ordinates, because the unit vectors θˆ, φˆ and
rˆ in the co-latitude, longitude and vertical directions change with time. The
derivative of V with respect to time in spherical polar co-ordinated is given
by:
∂V
∂t
=
[
∂vθ
∂t
− v
2
φ
R tan θ
+
wvθ
R
]
θˆ
+
[
∂vφ
∂t
+
vφvθ
R tan θ
+
wvφ
R
]
φˆ (4.50)
The additional terms added to the time derivative are referred to as the
curvature terms.
4.4.5 Component Form of Momentum and Continuity
Equations
Having expanded the differential operators in spherical polar co-ordinates we
can now express the momentum equation in component form:
Meridional Component
∂vθ
∂t
= −vθ
R
∂vθ
∂θ
− vφ
R sin θ
∂vθ
∂φ
− w∂vθ
∂P
− g
R
∂Φ
∂θ
+
wvθ
ρgR
+ 2Ωvφ cos θ +
v2φ
R tan θ
+
1
ρ
(
µ∇2Pvθ +
1
R2
∂µ
∂θ
∂vθ
∂θ
+
1
R2 sin2 θ
∂µ
∂φ
∂vθ
∂φ
)
+
g
R2
∂
∂P
(
R2µρg
∂vθ
∂P
)
(4.51)
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Zonal Component
∂vφ
∂t
= −vθ
R
∂vφ
∂θ
− vφ
R sin θ
∂vφ
∂φ
− w∂vφ
∂P
− g
R sin θ
∂Φ
∂φ
+
wvφ
ρgR
− 2Ωvθ cos θ − vφvθ
R tan θ
+
1
ρ
(
µ∇2Pvφ +
1
R2
∂µ
∂θ
∂vφ
∂θ
+
1
R2 sin2 θ
∂µ
∂φ
∂vφ
∂φ
)
+
g
R2
∂
∂P
(
R2µρg
∂vφ
∂P
)
(4.52)
The component form of the continuity equation is similarly given as:
1
R sin θ
∂
∂θ
(vθ sin θ) +
1
R sin θ
∂uφ
∂φ
+
∂w
∂P
= 0. (4.53)
4.5 Numerical Scheme
The system of equations summarised in Section 4.3.5 is non-linear and cannot
be solved analytically. Instead a numerical approach is utilised and the equa-
tions are solved computationally using a finite difference integration scheme.
The following discusses the numerical solver and conversion of the equations
to finite difference form.
4.5.1 The Finite Difference Approximation
Arithmetic operations performed by digital computers are necessarily fi-
nite and discrete, and whilst the system under consideration (Venus’ at-
mosphere) is a continuum, it must be discretised before numerical solutions
can be sought. Consider a continuous variable x which lies in the domain
X1≤x≤X2. Discretisation proceeds by dividing the domain of x into J
equally spaced points. The discrete form of x is therefore a vector of J points
of the form:
xj = X1 +
j−1∑
i=1
∆x (4.54)
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where ∆x is the mesh spacing. Dependent continuous functions can be sim-
ilarly discretised. For example a continuous function F (x) is discretised by
defining a corresponding function Fj such that Fj = F (xj). The accuracy
with which the continuum is represented by its discrete counterparts is crit-
ically dependent on the mesh spacing. Fluctuations occurring on spatial
scales smaller than the lattice spacing ∆x cannot be resolved by the discre-
tised mesh, resulting in only the ‘long-wave’ properties of the system being
preserved.
Assuming that F (x) does not fluctuate on scales <∆x the first deriva-
tive at point j in the mesh can be represented using a central difference
approximation:
dF
dx
=
Fj+1 − Fj−1
2∆x
(4.55)
This approximation can be derived from a Taylor expansion of F (x) and is
accurate to second order. The finite difference approximation to the second
and third derivative can be similarly defined:
d2F
dx2
=
Fj+1 − 2Fj + Fj−1
∆x2
(4.56)
d3F
dx3
=
Fj+2 − 2Fj+1 + 2Fj−1 − Fn−2
2∆x3
(4.57)
and are also accurate to second order.
4.5.2 Time Integration Scheme
The momentum equation is numerically integrated using an explicit forward
in time centred in space (FTCS) time integration scheme. The momentum
equations can be generally expressed as:
∂V(t)
∂t
= LV (4.58)
where L is a spatial differential operator which contains first and second order
derivatives. Such an equation can be integrated in time by applying the finite
difference approximation given in Equation 4.55 to the time derivative and
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rearranging:
V(t+ ∆t) = V(t) + LV(t)∆t (4.59)
This is an example of a first order Euler time integration method. The
momentum equation contains both advective and diffusive terms which in
1-dimension take the form:
Advective:
∂vx
∂t
+ vy
∂vx
∂x
= 0 (4.60)
Diffusive:
∂vx
∂t
−K∂
2vx
∂x2
= 0 (4.61)
where K is a diffusion coefficient. Applying von Neumann stability analysis
demonstrates that the first order Euler method is unconditionally unstable
for advective equations (Appendix A) and conditionally stable for diffusive
equations provided that ∆t ≤ ∆x2/2K (Appendix B). To stabilise the Euler
method for advective terms Fuller-Rowell [1981] added a numerical diffusion
term such that Equation 4.59 is replaced by an equation of the form:
V(t+ ∆t) = V(t) + LV(t)∆t− 1
2
(V · ∇) (V · ∇) (4.62)
(Appendix C), where∇ is the horizontal del operator as before. The resulting
modified Euler method is stable for differential equations containing both
advective and diffusive terms.
4.6 Model Implementation
The model uses a 3–dimensional regular mesh, with co-latitude (θ) as the x
axis, longitude (φ) as the y axis. In the vertical direction levels of constant
pressure are given by an index n which is related to pressure by:
P = P0e
−α(n−1) (4.63)
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where P0 is the pressure of the lower boundary (P0 = 17400 Pa by default)
and α is spacing between levels in fractions of a scale height (α =0.5 by
default). Within the model framework the horizontal and vertical resolution
can be easily varied.
Defining the vertical axis using an integer n requires a reformulation of
the vertical derivatives ∂/∂P and ∂2/∂P 2. Differentiating Equation 4.63 with
respect to n gives:
∂P
∂n
= −αP0e−α(n−1) = −αP (4.64)
and therefore the operator ∂/∂P can be defined as:
∂
∂P
=
∂
∂n
∂n
∂P
= − 1
αP
∂
∂n
(4.65)
The ∂2/∂P 2 operator can be similarly found:
∂2
∂P 2
=
∂
∂P
(
∂
∂n
∂n
∂P
)
=
∂
∂n
(
∂
∂n
∂n
∂P
)
∂n
∂P
= − 1
αP
∂
∂n
(
− 1
αP
∂
∂n
)
=
1
α2P 2
∂2
∂n2
(4.66)
The numerical solver integrates the horizontal momentum equation using
a FTCS scheme to calculate the 3-dimensional velocity field at all timesteps.
Meridional (vθ) and zonal (vφ) winds are calculated directly from the discre-
tised form of the momentum equation whilst vertical winds are calculated
from the continuity equation (Equation 4.41). The numerical integration
proceeds by first expanding w using a Taylor series:
wn+1 = wn +
∂w
∂n
∆n+
∂2w
∂n2
∆n2
2
+
∂3w
∂n3
∆n3
6
+
∂4w
∂n4
∆n4
24
. (4.67)
The partial derivatives of w with respect to P are defined by the continuity
equation and the transformation from P to n using the relations defined
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above. The calculation proceeds from the upper boundary where we assume
w = 0, which specifies that there is no vertical transport of mass at the top
of the model. This is not equivalent to setting vz at the upper boundary
and allows for the expansion and contraction of the atmosphere. Solving
w in this manner physically corresponds to assuming that any divergence
in the horizontal velocity field is balanced by a vertical wind. The vertical
velocity with respect to a constant altitude vz is not used within the model
calculations but is computed as an output parameter by adding the vertical
wind relative to the pressure level −w/ρg to the velocity of the pressure level
itself:
vz =
∂Φ
∂t
− w
ρg
(4.68)
Having calculated w, the meridional and zonal components of the mo-
mentum equation are evaluated using the finite difference approximations
previously defined. Wind velocities at the poles are calculated by averaging
(with respect to longitude) velocities at the latitude circle closest to the pole
at each pressure level. By default we assume that the meridional winds is
fixed at 0 ms−1 at the lower boundary. The lower boundary zonal wind con-
dition is discussed in Section 6.2. At the upper boundary we assume that
there are no momentum sources and that vertical gradients of meridional and
zonal winds vanish. The model is run until velocity fluctuations are within
1 ms−1 between successive Venus days. We use this criterion to define when
the model has achieved a steady state.
The viscosity coefficient µ comprises of two components: the molecular
viscosity coefficient µm and eddy viscosity coefficient µT . Molecular viscos-
ity is dependent on temperature and pressure as increasing the temperature
and pressure increases the number of collisions between molecules, thereby
increasing viscosity. In practice little variation in µm is observed within the
range of temperature and pressure observed in the mesosphere and thermo-
sphere and we assume a constant value of µm = 1× 10−5 kg m−1s −1, which
is the dynamic coefficient of molecular viscosity for CO2 [National Bureau of
Standards, 1959]. By default we adopt a height dependent turbulent diffusion
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coefficient of the form given by von Zahn et al. [1980]:
DT =
1.4× 1013√
n
(cm2s−1) (4.69)
where n is number density in cm−3. The dynamic turbulent viscosity coeffi-
cient is calculated using the relationship µT = ρDT [Izakov, 2010].
4.6.1 Background Atmosphere
We do not self consistently solve the coupled energy and momentum equa-
tions. Instead the semi-empirical thermal and density structure formulated
in Chapter 3 is imposed. The temperature and density structure are first
interpolated onto the model grid using a linear interpolation scheme in the
horizontal direction and log-linear interpolation in the vertical direction. The
background atmosphere is then rotated in accord with model run time to sim-
ulate the changing thermal structure at fixed longitude during a solar day.
Simulations where the background atmosphere structure were kept static
and allowed to rotate were compared and no significant difference was found
between the two sets of simulated winds.
4.7 Numerical Stability
Two sources of error are introduced by solving the momentum and continuity
equations computationally. The first, round-off error, arises from the inexact
floating point computational representation of real (decimal) numbers and
is inherent to any floating point calculation. Round-off errors increase with
increasing number of calculations performed and are exacerbated when the
calculation performed involves the subtraction of two nearly equal numbers.
The second, truncation error, occurs from using discrete approximations to
continuous functions. Truncation and round-off errors can grow in magnitude
at each iteration causing the numerical solution to diverge from the exact
solution, and become unstable and unphysical [Press et al., 1992].
To prevent the build up of high frequency numerical instabilities a hori-
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zontal smoothing routine developed by Fuller-Rowell [1981] is applied to the
horizontal windfield. The smoothing element has the form:
A (Sj+1 − 2Sj + Sj−1) (4.70)
where S is either the meridional or zonal windfield. The smoothing element
is applied in pairs with A = 0.25 on the first pass and A = −0.25 on the
second pass, and is typically applied every 500 iterations.
During model development we found that after ∼1 Venus hour of run-time
the meridional and zonal windfields became hemispherically asymmetric, and
developed numerical instabilities. The development of hemispheric asymme-
tries was unexpected. The background atmosphere was, by design, exactly
hemispherically symmetric and the equivalent model equations are applied
in the northern and southern hemispheres. Investigation of this anomaly in-
dicated that the error was likely an accumulation of round-off errors which
caused meridional winds at the equator to gradually diverge from zero. Due
to the semi-random nature of round-off errors they can accumulate preferen-
tially in one direction [Press et al., 1992]. It was found that setting all zonal
and meridional winds <10−10 ms−1 to zero every 1000 iterations prevented
the development of the anomalous latitudinal asymmetry and we therefore
conclude the asymmetry was artificial and arose from the build-up of numer-
ical noise.
As part of our validation exercises we compare the results of our model
run with a Titan background atmosphere to the output of a fully coupled
Titan model (see Chapter 5). Simulations using Venus parameters were
more susceptible to numerical noise than those using Titan parameters. In
particular vertically propagating oscillations of a non-physical nature would
develop. The code was extensively checked for coding errors, and several
minor errors were found and corrected. The stabilising numerical diffusion
term (Appendix C) which had been removed from the code was re-instated. A
significant improvement in stability of the code was also achieved by changing
the form of the discretisation of the vertical derivative in the advective and
viscous terms. Originally the first order vertical derivative of velocity was
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expressed as:
∂v
∂P
=
∂v
∂
∂n
∂P
=
v(n+ 1)− v(n− 1)
−2αP (n) (4.71)
where v(n) and P (n) are the velocity and pressure at grid point n and α is the
vertical grid spacing. Noting that, with logarithmically spaced n, P (n) is not
the median of the interval [P (n−1), P (n+1)], we replaced the discretisation
in Equation 4.71 with:
∂v
∂P
=
v(n+ 1)− v(n− 1)
P (n+ 1)− P (n− 1) (4.72)
Second order vertical derivatives were similarly adapted.
4.8 Summary
This chapter has developed the mathematical and computational framework
of the Venus mesosphere thermosphere GCM. The model is an adaptation
and simplification of the TTGCM [Mu¨ller-Wodarg et al., 2003] and calculates
steady-state dynamics from a pre-defined thermal and density structure. A
similar simplification was made by [Mu¨ller-Wodarg et al., 2008] to study the
dynamics associated with an empirical model of the Cassini Ion Neutral Mass
Spectrometer densities. The validation of this simplification is addressed in
Chapter 5.
Chapter 5
Simulating Dynamics From an
Imposed Thermal Structure:
Validation
5.1 Introduction
For simplicity we decouple the momentum and energy equations, and calcu-
late dynamics from a predefined thermal and density structure. Our simula-
tions use an adaptation of the dynamic core of the Mu¨ller-Wodarg et al.
[2000] Titan Thermosphere General Circulation Model (TTGCM); which
self-consistently solves the equations of energy, mass and momentum con-
servation. This chapter verifies the physicality of dynamics calculated from
an imposed thermal structure. We compare two sets of simulations of Ti-
tan’s thermosphere; one self-consistently calculates the dynamics and thermal
structure (fully coupled simulations) from the original Titan GCM [Mu¨ller-
Wodarg et al., 2003], the other derives dynamics from an imposed thermal
and density structure (dynamics-only simulations) using the model discussed
in Chapter 4. For consistency, we drive the dynamics-only simulations us-
ing the thermal structure from the converged fully coupled simulations. The
windfield and momentum balance from these simulations are then compared.
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5.1.1 Titan’s Atmosphere
Titan, discovered in 1655 by Christiaan Huygens, is Saturn’s largest moon.
Compared to Venus, Titan is a small body, with a radius of 2575 km [Lindal
et al., 1983] and unlike most satellites has a dense, extended, atmosphere.
Similar to Earth, Titan’s rotational axis is substantially tilted with respect
to the normal of its orbital plane (by 26.73◦) and seasonal variability must be
included in models of Titan’s atmosphere. Contrastingly, seasonal variability
of Venus’ atmosphere is neglected due to its very slight axial tilt (177.36◦).
The first definitive evidence that Titan possessed an atmosphere came
from Kuiper’s detection of NIR CH4 absorption bands in 1944 [Kuiper, 1944].
Titan was visited by Pioneer 11 in 1979, Voyager 1 in 1980, Voyager 2 in 1981,
and since 2004 has been observed by the Cassini–Huygens mission. The
Cassini spacecraft is in orbit around Saturn, and performs flybys through
Titan’s atmosphere (closest approach ∼950 km). In January 2005 the Huy-
gens probe descended through Titan’s atmosphere. Coustenis et al. [2009],
Strobel et al. [2009], Cravens et al. [2009] and Flasar et al. [2009], amongst
others, have reviewed the current knowledge of Titan’s atmosphere. With
the exception of the “ignorosphere” (the region between ∼500-950 km), Stro-
bel et al. [2009] claims, that “after the completion of the nominal Cassini-
Huygens mission, we have a first order knowledge of the thermal structure
and composition of Titan’s atmosphere”.
Much of Titan’s thermal structure was elucidated by the radio occulta-
tion experiment on Voyager 1 [Lindal et al., 1983]. Titan has a well defined
troposphere with a tropopause at ∼44 km, a stratosphere and stratopause
at ∼ 300 km. The homopause is located at ∼800-850 km. Fulchignoni et al.
[2005] identified a mesopause at 494 km from a temperature minimum de-
tected by the Huygens Atmospheric Structure Instrument; however, Stro-
bel et al. [2009] claims there has been no unambiguous observation of a
mesopause. Titan is approximately 13 times further from the sun than Venus,
thus solar radiative fluxes and consequently atmospheric temperatures are
considerably lower; 94 K versus 735 K at the surface and 175 K versus 250 K
in the exosphere. HCN is produced in the thermosphere as a by-product
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of ionospheric chemistry. Radiative cooling, which occurs through the colli-
sional excitation of HCN vibrational bands and subsequent infrared emission,
also helps maintain low thermospheric temperatures [Yelle, 1991]. Another
consequence of reduced solar forcing is that diurnal forcing of thermospheric
dynamics is weaker at Titan than at Venus (day-night temperature differ-
ences are ∼ 5-10% of the average temperature at Titan compared to ∼ 80%
at Venus [Bougher and Roble, 1991]).
Titan has a rotational period of 15.8 terrestrial days and like Venus, is a
slow rotator compared to other planetary bodies. Analogous to Venus’ lower
and middle atmosphere, Titan’s atmosphere super-rotates with zonal wind-
speeds of the order of 100 ms−1 near 120 km [Flasar et al., 2009]. Achterberg
et al. [2008]’s analysis of data from the Cassini Composite Infrared Spec-
trometer [Flasar et al., 2004], revealed that this super-rotation persists to
at least 500 km. A distinct pole-equator latitudinal temperature gradient
(variations of ∼3 K at the surface and ∼20 K in the stratosphere [Flasar
et al., 1981]) was observed during the Voyager 1 flyby. These meridional
temperature variations are consistent with Titan’s middle atmosphere be-
ing in a state of approximate cyclostrophic balance (Section 2.3.4) [Flasar
et al., 1981]. Venus’ middle atmosphere is also in a state of approximate
cyclostrophic balance [Piccialli et al., 2008; Leovy, 1973].
Definitive measurements of atmospheric composition were first made by
the Voyager Ultraviolet Spectrometer experiment [Broadfoot et al., 1981;
Smith et al., 1982; Strobel and Shemansky, 1982; Strobel et al., 1993]. These
have recently been confirmed by measurements taken during the Cassini mis-
sion. Titan’s atmosphere is predominately composed of N2, CH4 and H2 are
the second and third most abundant species respectively. Traces of NH3, and
various hydrocarbons including C2H2, C2H4, C2H6, CH3C2H, C4H2, C6H6,
CH3CN, HC3N, C2N2 have also been detected by Cui et al. [2009] using the
Cassini Ion Neutral Mass Spectrometer (INMS) instrument [Waite et al.,
2004]. INMS performs in situ measurements of the density of ions and neu-
trals within a mass range of 1-99 amu. Figure 5.1 shows globally averaged
density profiles for N2, CH4 and H2 obtained from the Cassini INMS. The
relative abundance of CH4 is strongly dependent on height, falling from ∼ 5%
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near the surface to 1.4% in the stratosphere; above the homopause CH4 in-
creases significantly, reaching 12% at the exobase [Strobel et al., 2009]).
Mu¨ller-Wodarg et al. [2008] and Cui et al. [2009] have used INMS data
to construct empirical models of N2 and CH4 density and temperature in
the thermosphere (1000-1600k˙m). Mu¨ller-Wodarg et al. [2008] assumed that
variations were primarily vertical and latitudinal. INMS measurements were
interpolated onto a uniform altitude grid, and latitudinal variations fitted
with Legendre polynomials. Profiles of N2 and CH4 density were then derived
and temperatures calculated under the assumption of hydrostatic balance
(Section 3.2.3). Sample vertical thermal profiles from this model are shown
in Figure 5.2. Mu¨ller-Wodarg et al. [2008]’s analysis showed considerable
latitudinal variations in temperature below 1200 km with little latitudinal
structure above.
Cui et al. [2009] sorted the INMS data into three latitudinal bins (0-30, 30-
60 and 60-90 ◦) and fitted the distribution of the mass density of N2 and CH4.
Best fit isothermal profiles were then obtained from the density distributions
for each latitudinal bin. The trends shown by the two models are broadly
consistent. Cui et al. [2009] also considered the longitudinal trend of the data,
and their analysis shows that the nightside thermosphere is warmer than
the dayside thermosphere, which is in agreement with the earlier findings
of De La Haye et al. [2007] from the INMS data. These observations are
in contradiction to current general circulation modelling efforts by Mu¨ller-
Wodarg et al. [2000] which predict a hotter dayside than nightside and a day-
night circulation. This perhaps suggests that some heating/cooling processes
or momentum sources are not adequately represented in the models [Cravens
et al., 2009].
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Figure 5.1: Globally averaged Cassini INMS density profiles for N2, CH4 and
H2 [Cui et al., 2009]. The solid circles give the globally averaged density of
the named species as a function of altitude, from the INMS observations.
The N2 solid line is the best-fit hydrostatic equilibrium model to the N2
observed densities. This fit assumes a thermospheric temperature of 154 K.
The vertical distribution of CH4 and H2 were described by a diffusion model.
The corresponding model CH4 and H2 densities are shown as solid lines of
best fit.
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Figure 5.2: Vertical thermal structure of Titan’s thermosphere from the
Mu¨ller-Wodarg et al. [2008] empirical model based on Cassini INMS mea-
surements of neutral density of N2 and CH4. INMS density measurements
were mapped onto a uniform altitude grid and latitudinal variations fitted
using Legendre polynomials. Temperatures were then calculated under the
assumption of hydrostatic balance. The top panel shows latitude-altitude
temperature contours, whilst the bottom panels show line plots of tempera-
ture versus altitude for 20, 50 and 70◦N (left panel) and temperature versus
latitude at 1030, 1200 and 1500 km.
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5.1.2 Titan Thermosphere General Circulation Model
The TTGCM is an adaptation of the thermospheric component of the Fuller-
Rowell et al. [1996] University College London (UCL) coupled thermosphere-
ionosphere model. The TTGCM solves the coupled equations of mass, energy
and momentum conservation for a gas composed of N2, CH4 and HCN on a
three dimensional grid. Whilst gas distribution was fixed by Mu¨ller-Wodarg
et al. [2000] this assumption was later relaxed by Mu¨ller-Wodarg et al. [2003].
Mu¨ller-Wodarg et al. [2000] kept much of the framework of the UCL
model, but rewrote algorithms solving solar heating and cooling, adapting
them to Titan. TTGCM solves the momentum and continuity equations
using the same procedure employed in the Venus model (Chapter 4). In ad-
dition the TTGCM also solves the energy equation. Mu¨ller-Wodarg et al.
[2000] only consider dominant processes when calculating the energy balance;
solar heating and cooling by HCN. Energy deposition from precipitating elec-
trons and additional cooling by other hydrocarbons are neglected. Heating
occurs through the absorption of solar radiation by N2 and CH4. Mu¨ller-
Wodarg et al. [2000] assume heating efficiencies of 0.5 for both N2 and CH4.
Solar heating is calculated by explicitly integrating solar absorption along a
ray path through Titan’s atmosphere. It is assumed that 50% of the absorbed
solar energy is converted to heat.
5.2 Model Implementation, Parameters and
Boundary Conditions
We compare dynamics derived from a predefined thermal and density struc-
ture (dynamics-only simulations) to those derived from simulations where
dynamics and thermal structure are calculated self-consistently (fully cou-
pled simulations). Fully coupled simulations use the Mu¨ller-Wodarg et al.
[2003] TTGCM and were run until steady state was achieved (12 Titan rota-
tions). The TTGCM was run assuming solar minimum conditions for both
equinox and summer solstice seasons. For consistency the converged thermal
and density fields from the fully coupled simulations were used to drive the
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Solid body radius 2575 km
Solid body mass 1.3515x1023 kg
Angular rotation 4.6x10−6 deg s−1
µvisc 1.0x10
−5 kgm−1s−1
µeddy 35.0 m
2s−1
ht0 500 km
P0 1.03x10
−1 Pa
ht dim 60
lat dim 31
slt dim 36
dtime 5.0 s
Table 5.1: Titan thermosphere model run parameters. We assume a solid
body radius and mass of 2575 km and 1.3515x1023 kg [Lindal et al., 1983].
µvisc is the molecular viscosity coefficient, µeddy is the eddy drag coefficient,
P0 and ht0 are the lower boundary pressure and altitude, ht dim, lat dim,
slt dim are the number of grid points along the vertical, latitudinal and
longitudinal axes (giving a resolution of 6◦ in latitude and 10◦ in longitude).
dtime is the model timestep.
dynamics-only model. Identical run conditions, detailed in Table 5.1, were
used for coupled and dynamics-only simulations, with the exception of nu-
merical smoothing frequency. Stability required that a smoothing frequency
of ∼ 0.1% of a Titan day be used for the dynamics-only simulations com-
pared to a smoothing frequency of ∼ 10% of a Titan day used in coupled
simulations.
The model grid adopted for these simulations uses a horizontal resolution
of 6◦ latitude and 10◦ longitude. Upper and lower boundary pressures were
set to 1.03x10−1 Pa and 4.05x10−8 Pa respectively, giving 60 vertical levels
covering altitudes between ∼ 500–1300 km. Zero first and second derivatives
in all parameters were assumed at the upper boundary and a zero windfield
prescribed at the lower boundary. The molecular viscosity coefficient was set
to µ=1.0x10−5 kgm−1s−1, which is based on temperatures found in Titan’s
thermosphere (100-200 K) [National Bureau of Standards, 1959]. The tur-
bulent viscosity coefficient was set to 35.0 m2s−1. All simulations were run
using a timestep of 5 s.
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The temperature and density structure used to drive the dynamics-only
simulations are shown in Figure 5.3 (equinox conditions) and Figure 5.4
(summer solstice conditions). Temperature and log mass density contours
are shown as a function of latitude and local solar time (LST) at a constant
pressure level of 5.19x10−8 Pa (corresponding to n=59, ∼1285 km altitude).
The diurnal structure of Titan’s thermosphere is significantly less pronounced
than Venus’. Figures 5.3–5.4 show a diurnal temperature difference of ∼10 K,
compared to ∼150 K on Venus at solar minimum [Hedin et al., 1983]. This
difference is partially due to the relative distance from the sun, as well as
the relative extent of Venus and Titan’s atmosphere. Titan’s atmosphere
is considerably extended relative to the solid body, and the homopause is
located at ∼1300 km. Venus’ homopause is considerably lower, occurring
at ∼ 250 km. Titan’s thermosphere occupies approximately 800 km which is
∼ 30% of the planetary radius. Consequently in the thermosphere at equinox,
only latitudes equatorward of 60◦ are shaded by the solid body and optically
thick component of the atmosphere. Polar latitudes are therefore continually
exposed to EUV radiation. Mu¨ller-Wodarg et al. [2000] also found that
adiabatic heating operated to heat the nightside and cool the dayside, acting
to reduce day–night temperature gradients.
As can be seen in Figure 5.3 there is a pronounced local time asym-
metry in the thermal and density structure of Titan’s thermosphere, even
under equinox conditions. Minima and maxima in temperature are shifted
to later local solar times relative to the subsolar and antisolar points. Both
equinox and solstice dayside maximum temperatures occur between 12:00-
13:00 LST at low latitudes. Minimum equinox temperatures occur between
24:00–03:30 LST near the equator. Mu¨ller-Wodarg et al. [2000] found that
the dynamics and thermal structure were strongly coupled. Horizontal ad-
vection significantly affected the energy balance in their simulations and is
partially responsible for the LST shift of temperature extremes.
Mu¨ller-Wodarg et al. [2003] extended the TTGCM to include calculations
of the global distributions of N2, CH4 and HCN, as modified by global winds
and diffusion. They further investigated the coupling between the dynamics
and the LST location of the temperature extremes. Their calculations sug-
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gest that downwelling causes an accumulation of light gases on the nightside,
whilst upwelling causes a dayside depletion. The timescales involved in such
vertical transport were found to be between 5–10% of a Titan day. Con-
sequently the peak accumulation/depletion of light gases was shifted with
respect to local midnight/noon by up to four hours. Gas distribution and
dynamics are coupled: changes in molecular weight, from the redistribution
of gases, alter pressure gradients; the primary driver of Titan’s thermospheric
dynamics. The resulting modulation of horizontal and vertical winds changes
the adiabatic heating and cooling and therefore also alters the local thermal
structure. Changes in EUV heating due to the redistribution of gases were
found to be modest in comparison.
For consistency, the dynamics-only simulations were also run for 12 Titan
rotations. After 12 rotations the absolute difference in velocity between suc-
cessive rotations was < 0.15 ms−1 for all three velocity components for both
equinox and solstice runs. Relative percentage differences were < 2% for
windspeeds >5 ms−1. An interpolation scheme was used to rotate the back-
ground atmosphere and maintain the correct mapping between LST and the
prescribed thermal and density structure. The dynamics-only simulations
were more susceptible to the build-up of numerical noise. This necessitated
a higher frequency of numerical smoothing (smoothing every 2500 s in the
dynamics-only case compared to every 129600 s for the fully coupled GCM).
5.3 Results: Comparing Fully Coupled and
Dynamics-only Windfields
We compare the dynamics derived from imposed thermal structures identical
to those derived by self consistently calculating the windfield and thermal
structure. The upper panels of Figures 5.3 and 5.4 show the thermal structure
and horizontal wind vectors from the fully coupled simulation for equinox
(Figure 5.3) and solstice (Figure 5.4) conditions. Despite only showing the
windfield at a constant pressure, the circulation shown is representative of the
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Figure 5.3: Equinox latitude-local time profiles of temperature (upper
panel) and log mass density (lower panel) at the 5.19x10−8 Pa level (n =59,
∼1290 km altitude) for solar minimum calculated using the fully coupled
TTGCM. Horizontal winds are superimposed onto the thermal structure.
The largest horizontal winds are 47 ms−1.
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Figure 5.4: Solstice latitude-local time profile of temperature and log mass
density structure at 5.19x10−8 Pa level (n =59, ∼1285 km altitude) for the
fully coupled TTGCM. Horizontal winds are superimposed onto the thermal
structure. The largest horizontal winds are 48 ms−1.
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dynamics in the thermosphere. Under both equinox and solstice conditions
horizontal winds essentially blow from day to night and are perpendicular to
the isotherms. This dynamic regime is similar to the subsolar to antisolar
circulation which dominates Venus’ thermospheric dynamics, although wind-
speeds are considerably smaller at Titan compared to Venus. The dynamics
of the solstice simulation, whilst dominated by a day-night circulation are
more complex. Figure 5.4 shows that there is an additional circulation cell
present in the northern hemisphere at approximately 60◦N between 02:00–
03:00 LST.
In the following discussion we examine the difference in the horizontal
windfields of the two simulations. (‘Difference in windfield’ refers to the
windfield from coupled simulations minus windfields from dynamics-only sim-
ulations). We focus our comparison on the horizontal windfields, as unlike
vertical winds, meridional and zonal winds are explicitly calculated (Chap-
ter 4). We first present a statistical synopsis of the difference in windfield
derived by the two modelling approaches (Section 5.3.1). This is intended to
provide an overview of the differences throughout the model-grid. In Section
5.3.2 we present several case studies which examine, in detail, the difference
in the dynamics-only and fully coupled windfields at their greatest.
5.3.1 Statistical Analysis of Difference in Simulated
Windfields
Due to the large nature of the system considered (consisting of 66960 grid-
points) a statistical approach is required to assess the global differences be-
tween the dynamics-only and fully coupled simulations. We now quantify
the difference between the windfields calculated using the two modelling ap-
proaches. We first consider the distribution function of the difference in
horizontal windfield. Figure 5.5 shows histograms of the velocity difference
under equinox conditions. The upper panel shows difference in meridional
velocity. As can be seen the distribution is strongly peaked (kurtosis excess
= 1.23) near zero. The mean and median of the distribution are close to zero
(mean = 6.25x10−6± 2.56x10−3ms−1, median = 0.00 ms−1) and the distribu-
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tion is essentially unskewed (skewness = 0.96x10−6). This indicates that the
dynamics-only simulation does a good job of replicating the fully coupled
equinox meridional windfield across the entire extent of the model grid.
The lower panel of Figure 5.5 shows a histogram of the zonal velocity
difference. Once again the distribution is strongly peaked (kurtosis excess
= 0.92) near zero. The mean is also close to zero (mean = -0.13± 3.00x10−3ms−1,
median= -0.02 ms−1); however, unlike the meridional difference distribution,
the zonal difference is slightly positively skewed (skewness = 0.37). The slight
positive skew, and smaller kurtosis than the meridional differences may be
due to the shoulder in the histogram located between velocity differences of
0 and 1.8 ms−1. This indicates that the zonal velocities calculated by the
dynamics-only simulation are more frequently larger than the fully coupled
zonal winds. Nevertheless, the distributions are very similar.
Figure 5.6 shows histograms of the velocity difference under solstice con-
ditions. The upper panel shows differences in meridional velocity. The dis-
tribution is very strongly peaked (kurtosis excess = 2.88) near 0 ms−1. The
distribution is slightly positively skewed (skewness = 0.14) and has a mean
and median close to zero (mean = 0.17± 3.33x10−3ms −1, median 0.00 ms−1).
Comparing Figure 5.6 with Figure 5.5 indicates that the meridional difference
between windfields derived using the two modelling approaches is greater at
solstice than equinox. Despite this, the agreement between the coupled and
dynamics-only simulations is very good across the entire model grid.
The lower panel of Figure 5.6 shows a histogram of the solstice zonal veloc-
ity difference. The distribution is very strongly peaked near 0 ms−1 (kurtosis
excess = 4.33). The distribution is positively skewed (skewness = 1.26) and
the mean and median are close to 0 ms−1 (mean = 0.26± 3.35x10−3ms−1, me-
dian= 0.05 ms−1). The differences in coupled and dynamics-only windfields
are greatest for solstice zonal winds.
Figures 5.5–5.6 demonstrate the good agreement between the dynamics-
only and coupled simulations. For equinox conditions only 0.76% of grid-
points had meridional differences greater than 2.0 ms−1, and only 1.6% of
grid-points had zonal differences greater than 2.0 ms−1. The agreement be-
tween coupled and dynamics-only simulations was slightly worse for sol-
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Figure 5.5: Histograms showing the distribution of the difference in veloc-
ity for fully coupled and dynamics-only simulations, for equinox conditions.
Meridional differences are shown in the upper panel, and zonal differences
in the lower panel. The mean, median, variance, skewness and excess kur-
tosis for each distribution are also stated. The model grid contains 66960
grid-points.
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stice conditions; 5.1% of grid-points had meridional differences greater than
2.0 ms−1 and 5.4% of grid-points had zonal differences greater than 2.0 ms−1.
5.3.2 Case Studies
Having established that overall, the dynamics-only simulations are in good
agreement with the fully coupled simulations we now investigate the areas of
largest discrepancy and discuss the physical implications of these differences.
Table 5.2 details the maximum and minimum of the differences between
the coupled and dynamics-only horizontal windfields and their grid locations.
The largest absolute difference in velocity is 2.87 ms−1 for equinox conditions
(a 30% difference) and 5.63 ms−1 for solstice conditions (a 32% difference). A
significant fraction of the largest differences under solstice conditions occur
in the upper pressure level (5.19x10−8 Pa) of the models. Figures 5.7–5.8
present a comparison of the meridional and zonal windfields at this pressure
as a function of latitude and local time. The upper panels show windfields
from the fully coupled simulation, the middle panels show windfields from
the dynamics-only simulation and the bottom panels show the relative dif-
ference between the two simulations. We use the convention that southward
meridional winds, and eastward zonal winds are positive.
Despite containing grid-points with the largest velocity differences, the
agreement between the two windfields is very good. The circulation of both
simulations is dominated by a day-to-night flow, with an additional circula-
tion cell present in the northern hemisphere at approximately 60◦N latitude
between 02:00–03:00 LST). (This cell is most clearly illustrated in the hor-
izontal wind vectors over-plotted in the thermal structure shown in Figure
5.4). The greatest differences between the two simulations are located at
this cell. We shall now consider the momentum balance at latitudes and
local times which bisect the regions of greatest velocity difference.
Figure 5.9 shows a plot of meridional (upper panel) and zonal (lower
panel) momentum terms at a pressure of 5.19x10−8 Pa, at LST = 2.67 hrs, as
a function of latitude. Fully coupled simulations are represented by dotted
lines, and dynamics-only simulations by dashed lines. The model formalism
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Figure 5.6: Histograms showing the distribution of the difference in veloc-
ity for fully coupled and dynamics-only simulations, for solstice conditions.
Meridional differences are shown in the upper panel, and zonal differences in
the lower panel. The mean, median, variance, skewness and excess kurtosis
for each distribution are also stated.
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Equinox: meridional winds
Diff (ms−1) % diff Press (Pa) Lat (deg) LST (hrs)
2.55 21.33 2.2089x10−6 30.0 2.007
-2.55 21.21 0.04865 -6.0 2.007
Equinox: zonal winds
2.87 29.97 2.3281x10−7 -24.0 0.007
-2.48 12.16 5.1948x10−8 -30.0 4.007
Solstice: meridional winds
3.31 22.82 8.125x10−7 60.0 1.34
-4.46 13.01 5.194x10−8 78.0 21.34
Solstice: zonal winds
5.63 32.04 5.194x10−8 30.0 5.34
-3.20 9.5 5.194x10−8 90.0 14.674
Table 5.2: Maximum and minimum differences in meridional and zonal ve-
locity from fully coupled and dynamics-only simulations, and their location
within the model grid.
expresses horizontal gradients in pressures as the variation of a geopoten-
tial across an isobar. These quantities are linked via the hydrostatic rela-
tion (Equation 3.9), and in the following discussion gradients in geopotential
shall be referred to as pressure gradients since they are roughly proportional
for a constant pressure [Mu¨ller-Wodarg et al., 2000]. As required the hor-
izontal pressure gradients (black lines) are identical for both fully coupled
and dynamics-only simulations. A balance of vertical viscosity (cyan) and
horizontal pressure dominate the meridional momentum balance with the
magnitude of horizontal advection (red), curvature (green) and Coriolis (or-
ange) terms increasing towards the poles. The zonal momentum balance
is also dominated by a balance of vertical viscosity and horizontal pressure
gradients, although there are notable exceptions. Between 0-15◦S zonal hor-
izontal advection is equal in magnitude to horizontal pressure. Curvature
and Coriolis terms also increase in magnitude towards the poles.
Despite differences in velocity, up to ∼ 30%, there is an excellent agree-
ment between the meridional and zonal momentum balance of coupled and
dynamics-only simulations. The only significant deviation occurs at mid-high
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latitudes, between the horizontal viscous drag (blue), where the magnitude
of the dynamics-only horizontal viscosity is up to 1.5x10−4 ms−2 larger than
that derived by the fully coupled simulation. However, horizontal viscos-
ity makes a negligible contribution to the overall momentum balance, and
consequentially the differences in horizontal viscosity are insignificant.
Figure 5.10 shows the momentum balance at 60◦N as a function of LST
at a constant pressure level of 5.19x10−8 Pa. Here the agreement between
the momentum balance of the two simulations is excellent. There are slight
differences between the meridional and zonal vertical viscous drag, horizontal
advection, curvature and horizontal viscosity. These are always less than
6.5x10−5 ms−1, and do not significantly alter the momentum balance of the
dynamics-only simulation from that of the fully coupled simulation.
Figures 5.9–5.10 demonstrate that the momentum balance derived by the
dynamics-only solstice simulation is not significantly different to that of the
fully coupled simulations, even in regions where the horizontal velocity differ-
ences are greatest. This consistently indicates that the windfields calculated
from a fixed thermal profile are physical, and adequately approximate the
dynamics calculated using the fully coupled model.
At equinox the greatest differences between the two modelling approaches
also occur in the upper levels of the models. Figures 5.11–5.12 show a com-
parison of the meridional and zonal windfields at a constant pressure level
of 5.19x10−8 Pa, the upper most level of the model, as a function of latitude
and local time. The upper panels show the windfield derived using the fully
coupled simulation, the middle panel shows the windfield derived from the
dynamics-only simulation. The differences in windfields are shown in the
lower panel. Again the agreement between the windfields derived from the
two modelling approaches is excellent. The distribution of the differences is
structured, which indicates they are not just due to the random accumula-
tion of numerical noise. The magnitude of the difference is also not simply
linearly correlated to the wind-speeds in the fully coupled simulation. This
is also the case for the solstice differences presented in Figures 5.7–5.8.
For both meridional and zonal winds, differences are greater in the evening
sector of the model, especially at latitudes near 30 ◦. Figure 5.13 shows a
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Figure 5.7: Solstice latitude-local time meridional velocity calculated us-
ing the fully coupled TTGCM (upper panel), fixed background atmosphere
(middle panel) and difference in velocity between the two simulations (lower
panel) for 5.19x10−8 Pa.
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Figure 5.8: Solstice latitude-local time profile of zonal velocity calculated
using the fully coupled TTGCM (upper panel), fixed background atmosphere
(middle panel) and difference in velocity between the two simulations (lower
panel) for 5.19x10−8 Pa.
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Figure 5.9: Solstice meridional momentum balance for fully coupled (dotted
lines) and dynamics-only (dashed line), at 5.19x10−8 Pa, LST = 4:00 hrs.
Horizontal advection is shown in red, vertical advection in magenta, Coriolis
in orange, curvature in green, vertical viscosity in cyan, horizontal viscosity
in blue, and horizontal pressure in black.
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Figure 5.10: Solstice momentum balance for fully coupled (dotted lines) and
dynamics-only (dashed line) simulations as a function of solar local time,
at a pressure of 5.19x10−8 Pa for 60◦N. Horizontal advection (red), vertical
advection (magenta), Coriolis (orange), curvature (green), vertical viscosity
(cyan), horizontal viscosity (blue), and horizontal pressure (black).
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plot of the meridional (upper panel) and zonal (lower panel) momentum
terms from the fully coupled (dotted) and dynamics (dashed) simulations at
a constant local solar time of 1.34 hours as a function of latitude. Despite
focussing on a region of maximum difference in velocity, there is a very good
agreement between the momentum balance derived by the dynamics-only
and fully coupled simulations. Similar to solstice simulations, the dominant
momentum balance is between the horizontal pressure and vertical viscosity.
At mid-high latitudes there is a secondary balance of meridional curvature
and horizontal pressure terms. Zonal meridional curvature and horizontal
pressure terms also significantly contribute to the momentum balance at
mid-high latitudes.
The most significant difference between the meridional momentum bal-
ance of the two simulations is in the vertical and horizontal viscosity terms
poleward of 60◦. The magnitude of the differences is, however, always less
than 0.0013 ms−2. Differences in the zonal vertical and horizontal viscous
drag poleward of 60 ◦ are also kept to less than 0.0013 ms−2. These dif-
ferences compared to the corresponding values of vertical viscous drag and
horizontal pressure terms are small, and are therefore unimportant to the
overall momentum balance. Additionally there are notable differences, up to
8.5x10−5 ms−2, between the zonal horizontal advective terms between ∼10-
40 ◦ in both hemispheres. Once again these differences do not alter the overall
momentum balance.
Figure 5.14 shows a comparison of meridional (upper panel) and zonal
(lower panel) momentum terms from the coupled and dynamics-only sim-
ulation for the upper level of the models at a constant latitude of 30 ◦N
as a function of local solar time. Once again the agreement between the
momentum balance of the two simulations is excellent. Figures 5.11–5.14
demonstrate the overall good agreement between the solstice dynamics de-
rived by the dynamics-only and fully coupled simulations. Both the windfield
and momentum balance are in good agreement. Even when the differences
between the windfields are greatest, the momentum balance is predominately
unaffected.
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Figure 5.11: Equinox latitude-local time meridional velocity profile calcu-
lated using the fully coupled TTGCM (upper panel), fixed background atmo-
sphere (middle panel) and difference in velocity between the two simulations
(lower panel) for 5.19x10−8 Pa.
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Figure 5.12: Equinox latitude-local time profile of zonal velocity calculated
using the fully coupled TTGCM (upper panel), fixed background atmosphere
(middle panel) and difference in velocity between the two simulations (lower
panel) for 5.19x10−8 Pa.
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Figure 5.13: Equinox meridional momentum balance for fully coupled (dotted
lines) and dynamics-only (dashed line) simulations, at 5.19x10−8 Pa. Hori-
zontal advection is shown in red, vertical advection in magenta, Coriolis in
orange, curvature in green, vertical viscosity in cyan, horizontal viscosity in
blue, and horizontal pressure in black.
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Figure 5.14: Equinox meridional momentum balance for fully coupled (dot-
ted lines) and dynamics-only (dashed line) simulations, at 5.19x10−8 Pa, lat
= 30◦N. Horizontal advection is shown in red, vertical advection in magenta,
Coriolis in orange, curvature in green, vertical viscosity in cyan, horizontal
viscosity in blue, and horizontal pressure in black.
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5.4 Summary
For simplicity we decouple the momentum and energy equation in our cal-
culations of the dynamics of Venus’ mesosphere and thermosphere. Mu¨ller-
Wodarg et al. [2008] used a similar approach at Titan to derive dynamics
from the thermal and density structure predicted by the INMS. This chap-
ter establishes the physicality of steady state windfields derived from fixed
thermal profiles.
We compare two approaches to deriving the dynamics of Titan’s atmo-
sphere, one solving the fully coupled equations of energy, mass and momen-
tum conservation using the TTGCM [Mu¨ller-Wodarg et al., 2003], and one
solving the dynamics from an imposed thermal and density structure. Our
analysis reveals that the actual agreement between the dynamics is excellent.
The gross characteristics of the dynamics derived from the imposed ther-
mal profile agree with the dynamics derived from the fully coupled TTGCM.
Both predict that horizontal winds essentially blow from day to night and are
perpendicular to the isotherms. A better agreement was seen under equinox
conditions, with meridional velocities differing by <2 ms−1 in 99.24% of grid-
points, and zonal velocities differing by <2 ms−1 in 98.4% of grid-points. The
agreement under solstice conditions was still very strong. 94.9% of grid-
points had meridional velocity difference <2 ms−1, and 94.6% of grid-points
had zonal velocity differences <2 ms−1.
Regions where discrepancies between the dynamics-only and fully cou-
pled simulations were greatest were investigated. Even within these regions
an excellent agreement between the windfields of the two simulations was
observed. Differences did not significantly alter the circulation predicted
by the dynamics-only simulations compared to the circulation predicted by
the fully coupled simulations. Neither was the balance of momentum terms
significantly different.
The dynamics-only approach to deriving dynamics necessarily prevents
any feedback between the wind- and temperature-fields, and is therefore a
less complete approach. However, the preceding analysis indicates that the
steady-state windfield and momentum balance derived from an assumed ther-
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mal and density structure are an excellent approximation to those derived
by self-consistently solving the coupled energy and momentum conservation
equations.
Chapter 6
Simulated Dynamics and
Momentum Diagnostics
6.1 Introduction
In this chapter we present the results of the first simulations to couple
the Venusian mesosphere and thermosphere between 60–250 km, using a
super-rotating lower boundary condition. These results take the form of
3-dimensional windfields between 1.74×104–1.20×10−8 Pa (60–250 km), for
low solar flux conditions. Winds are calculated by applying the GCM devel-
oped in Chapter 4 to the thermal and density structure derived in Chapter 3.
The primary drivers of the dynamics are horizontal gradients in geopotential
height. At the lower boundary, we additionally impose super-rotating winds
derived from cloud top observations.
The circulation pattern in the mesosphere differs substantially from that
in the thermosphere. Hence, we discuss the dynamics of the two regions sep-
arately before considering the transition between them. Section 6.2 outlines
the model boundary and initial conditions. Next, in Section 6.3, we present
the circulation of the upper thermosphere (>150 km) before discussing the
various terms from the momentum equation which drive the winds (the mo-
mentum diagnostics). In Section 6.4 we consider the dynamics and momen-
tum diagnostics in the mesosphere (<90 km). The dynamics and acceleration
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balance in the transition region (90–150 km) are considered next, in Section
6.5. Finally, in Section 6.6 we explore the sensitivity of our simulated winds
to our lower boundary condition, the dynamic turbulent viscosity coefficient
and imposed thermal structure.
6.2 Model Set-up
Our model simulates the atmosphere between 1.74×104 and 1.20×10−8 Pa
(60–250 km). There are 57 vertical levels at a spacing of half a scale height.
We use a grid with 5◦ increments in latitude and 15◦ (1 hour) increments
in local solar time and a timestep of 0.5 s. A smoothing routine which sup-
presses the build up of numerical noise is called every 500 iterations (Chapter
4). We present results after three Venus solar days when velocity fluctuations
are within 1 ms−1 between successive days and the simulation has reached
steady state.
The altitude of the lower boundary isobar is defined by VIRA and shown
in Figure 6.1a. Lower boundary winds are constrained using NIR cloud track-
ing observations from Galileo SSI images of the northern hemisphere [Peralta
et al., 2007] and VIRTIS images of the southern hemisphere [Sa´nchez-Lavega
et al., 2008]. Local time variability is neglected; in particular no thermal
tide component is considered. Observed meridional winds are zero to within
measurement error [Peralta et al., 2007; Sa´nchez-Lavega et al., 2008]. We
set them to zero at the model lower boundary. Zonal winds are constrained
with a least squares regression between an 8th order polynomial and the NIR
observations:
vyP0(θ) = − 72.27 + 3.006× 10−14θ + 2.369× 10−3θ2 − 3.565× 10−7θ3
+4.264× 10−6θ4 + 9.936× 10−21θ5 − 8.426× 10−10θ6
−7.534× 10−25θ7 + 5.154× 10−14θ8 (6.1)
where θ is latitude in degrees and vyP0 is in ms
−1. We assume hemispheric
symmetry and, in order to improve fit statistics, we reflect SSI winds onto
the same hemisphere as those from VIRTIS.
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In Figure 6.1b we compare our fit (solid black line) with the NIR obser-
vations. The polynomial fit is generally in good agreement with the obser-
vations. However, it fails to capture the steep decrease in the Galileo SSI
winds poleward of 45◦. We note that it is difficult to determine winds at high
latitudes. In Section 6.6.1 we will assess the sensitivity of the model to the
magnitude of the lower boundary wind forcing. The dashed and dotted lines
in Figure 6.1b show the two cases considered there.
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6.3 Dynamics of the Thermosphere
6.3.1 Winds
Figure 6.2: The horizontal temperature structure at 3.27 × 10−8 Pa
(∼200 km). This thermal structure drives a SS–AS circulation as shown by
the wind vectors. These vectors are combined meridional and zonal winds
with peak speeds of 204 ms−1.
This section presents winds and momentum diagnostics characteristic of
the thermosphere. The results at the 3.27 × 10−8 Pa pressure level (250 km
altitude at noon, 180 km at midnight) are characteristic of the thermosphere
above 5.9× 10−5 Pa (150 km at noon, 135 km at midnight). First, we review
the thermal structure of this region.
Figure 6.2 plots contours of temperature as a function of solar local time
(x-axis) and latitude (y-axis) at 3.27× 10−8 Pa. Above this height, the tem-
perature profile is almost height invariant. The maximum temperature of
253 K occurs at local noon on the equator. The 112 K temperature min-
ima occur at ±20◦ latitude at 02:00 LST. As shown in Figure 6.2 there is
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an equator-to-pole temperature decrease on the dayside (253–215 K at noon)
whilst nightside temperatures increase from equator-to-pole (112–215 K at
midnight). Density also decreases from a peak of ρ = 5.4 × 10−13 kg m−3 at
the noon equator to a minimum of ρ = 2.4 × 10−13 kg m−3 between ±20◦
latitude at 02:00 LST
Given the temperature structure described above, we expect a flow from
the subsolar to the antisolar point (a SS–AS circulation). We have superim-
posed combined zonal and meridional wind vectors on the thermal structure
in Figure 6.2; the longest arrow corresponds to a windspeed of 204 ms−1. The
expected flow pattern is clearly apparent and wind vectors are perpendicular
to the isotherms. Dayside winds flow towards the poles and terminators then
converge on the nightside near the antisolar point.
Having outlined the dominant flow pattern, we now investigate the three
wind components in more detail. Figure 6.3 shows the windfield as a func-
tion of latitude and solar local time at the same 3.27 × 10−8 Pa level. The
top panel plots contours of meridional wind with southward winds defined
as positive. Moving poleward from the noon equator in the centre of the
panel, we see the poleward winds increase with latitude from near zero at
the equator to reach 175 ms−1 at the pole. The winds wrap over the north
pole, changing sign as we move to the midnight meridian at the edges of the
panel. Acceleration continues over the poles until the maximum windspeed
of 204 ms−1 is reached near 30◦ on the midnight meridian. Since the model
is hemispherically symmetric, this same pattern (albeit with winds of the
opposite sign) is seen in the lower part of the panel. Winds flow away from
the noon equator over the poles; their speed increases until they begin to
slow as they converge on the stagnation point near the midnight equator.
The middle panel of Figure 6.3 shows zonal winds in the same format as
the meridional winds. Winds are defined positive eastward. Starting from
zero at noon, zonal winds accelerate towards the dawn and dusk terminators
and converge at midnight. The day night temperature contrast is greatest
at low latitudes and drives the fastest zonal winds. Peak (∼200 ms−1) winds
occur at the terminators where the gradient in temperature is also greatest.
These winds agree with the SS–AS winds of 200 ms−1 predicted by Niemann
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Figure 6.3: Contour plots of the three wind components as a function of
latitude (y-axis) and local solar time (x-axis) at 3.27× 10−8 Pa. Meridional,
zonal and vertical winds are shown in the top, middle and lower panels
respectively. Southward, eastward and upwards winds are defined positive.
The wind pattern displayed is typical of the SS–AS circulation.
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et al. [1980]. Their prediction is based on observations from ONMS which
show density is approximately constant on the day and nightside, with a
rapid transition at the terminator. This indicates the dayside atmosphere
is expanding across the terminator and that velocities should approach the
speed of sound (220 ms−1 for CO2 at 200 K).
Note that eastern and western hemisphere zonal winds are approximately
symmetric. We find zonally averaged westwards winds of between 0.0–
2.0 ms−1 throughout the thermosphere, which does not super-rotate in our
simulations. The observed asymmetries in He and H density [Niemann
et al., 1980; Brinton et al., 1980] suggest the thermosphere super-rotates with
speeds between 50–100 ms−1 [Mayr et al., 1980a]. Mengel et al. [1989] and
Fox and Bougher [1991] discuss the possible origins of this super-rotation. In
principle the thermospheric super-rotation could be generated in situ: pres-
sure gradients could drive geostrophic or cyclostrophic zonal winds. We de-
rive winds from the observed pressure gradients, and find our simulations do
not support this hypothesis in agreement with Bougher et al. [1988]; Mengel
et al. [1989]; Stevens-Rayburn et al. [1989]. Mengel et al. [1989] also sug-
gested the thermospheric super-rotation could be a remnant of the cloud top
super-rotation. We couple the thermosphere to the super-rotating clouds and
our simulations also do not support this hypothesis. Our simulations there-
fore indirectly support the hypothesis that an additional momentum source,
possibly from propagating waves is required to drive the super-rotation in
the upper thermosphere.
The lower panel of Figure 6.3 shows vertical winds on the same axes
as before, with upwards winds defined positive. The vertical winds shown
are the divergence winds. Upwelling vertical winds peak at equatorial noon
with windspeeds of 0.7 ms−1. Downwelling peaks at equatorial midnight with
stronger winds speeds of 0.75 ms−1.
6.3.2 Momentum Diagnostics
We now analyse the acceleration terms which drive the winds discussed above
and hence determine the processes which control the dynamics of the thermo-
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sphere. The acceleration terms in the momentum equation are discussed in
detail in Section 4.2. Since the lower boundary zonal super-rotation does not
propagate into the thermosphere, horizontal gradients in geopotential height
drive thermospheric dynamics. The model formalism expresses horizontal
gradients in pressures as the variation of a geopotential across an isobar.
These quantities are linked via the hydrostatic relation (Equation 4.4), and
in the following discussion gradients in geopotential shall be referred to as
pressure gradients since they are roughly proportional for a constant pressure
[Mu¨ller-Wodarg et al., 2000].
Figure 6.4 plots acceleration terms at the 3.27× 10−8 Pa level, as a func-
tion of local time. The terms are shown in three columns at 30◦ (a), 45◦ (b)
and 75◦ (c) latitude. Meridional accelerations are plotted in the top row,
and zonal accelerations are plotted in the bottom row. The dynamics are
controlled by a balance of the pressure gradient (black) and vertical viscos-
ity (light blue) accelerations. The pressure gradient terms are defined by
the background atmosphere and drive the winds from the beginning of the
simulation. As the magnitude of the winds and their gradients increase so
does the magnitude of the vertical viscous term, until a balance with pres-
sure gradient is achieved. A secondary balance of horizontal advection (red)
and curvature (green) terms is also apparent. However, these terms do not
significantly drive the steady state winds, which are near zero where these
terms are dominant. Mu¨ller-Wodarg et al. [2000] find that a similar balance
of pressure gradient and vertical viscous drag characterises Titan’s upper
thermosphere.
6.3.3 Summary of Thermospheric Dynamics
The model thermospheric circulation constitutes a symmetric SS-AS flow
driven by horizontal pressure gradients and opposed by a vertical viscous
drag. Zonal gradients in geopotential height drive 200 ms−1 winds across
the dawn and the dusk terminators, whilst meridional winds peak across the
noon-midnight meridian. The horizontal winds and their gradients drive a
secondary balance of curvature and horizontal advective terms which do not
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significantly contribute to the large scale structure of the windfields. Our
model thermosphere does not super-rotate; the super-rotation imposed at
the model lower boundary does not propagate to thermospheric heights.
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6.4 Dynamics of the Mesosphere
6.4.1 Winds
Figure 6.5: Thermal structure of the mesosphere as a function of pressure
(y-axis) and latitude (x-axis). Our thermal structure does not vary with
local time and is hemispherically symmetric. Wind vectors shown are a
combination of the meridional and vertical winds, where the vertical winds
have been multiplied by a factor of 200 to account for their small magnitude.
This section presents winds and momentum diagnostics in the mesosphere
between 1.74×104–1.00×101Pa (60-95 km). Two main factors cause the dy-
namics of the mesosphere to differ markedly from the thermospheric dynam-
ics. Firstly, at the lower boundary we impose a strong westward (retro-
grade) zonal super-rotation and significant equatorial bulge in geopotential
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height. Secondly, the local time forcing in the mesosphere is weak compared
to the pronounced zonal gradients in the thermosphere. Although thermal
tides with amplitudes of 5–10 K have been detected in the upper mesosphere
[Schofield and Taylor, 1983] they are neglected in our approach. Therefore
our mesospheric windfields do not vary with local time, and represent a zonal
average.
Since, when analysing the horizontal mesospheric winds, we make fre-
quent reference to the thermal structure, we shall review the mesospheric
temperature fields before proceeding. Figure 6.5 shows contours of temper-
ature as a function of pressure (y-axis) and latitude (x-axis). In the upper
mesosphere, for pressure levels <1500 Pa, there is an increase in temperature
of up to 20 K between the equator and pole. In contrast, in the lower meso-
sphere for pressures >1500 Pa, temperatures predominately decrease between
the equator and the pole. There is a notable band of cold air, known as the
cold collar, visible between 55–75◦ latitude. Equatorward of the cold collar,
meridional temperature gradients return to the small (<1 K deg−1) values
characteristic of the low latitude mesosphere.
The wind vectors super-imposed on Figure 6.5 show the combined merid-
ional and vertical winds. As expected, the pole-to-equator decrease in tem-
perature, for pressures <1500 Pa, drives an equatorward flow. The cold collar
promotes the formation of multiple meridional cells below the 1500 Pa isobar.
At latitudes <20◦ meridional winds are equatorward. For higher latitudes
meridional winds flow towards the centre of the cold collar.
Figure 6.6a shows contours of meridional winds as a function of pressure
(y-axis) and latitude (x-axis). Poleward winds, defined negative, are shown
using dashed lines. From the plot it is clear that the mesosphere is divided
into three regions dominated by different cells. At pressures >1500 Pa there is
a relatively weak (|18|ms−1) poleward flow centred at 40◦ latitude. Above the
1500 Pa pressure level the dominant circulation changes to an equatorwards
flow. Peak winds of 30 ms−1 occur near 870 Pa, at 15◦ latitude. Pole-equator
winds occur at all latitudes for pressures <100 Pa. They increase in magni-
tude with decreasing pressure, and reach peak speeds of 100 ms−1 near 10 Pa,
at 15◦ latitude.
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Contours of zonal winds are plotted in Figure 6.6b in the same format.
Winds are predominately westward and negative in our co-ordinate system.
The imposed lower boundary winds and meridional gradient in geopotential
height (see Figure 6.1b) drive a super-rotation below the 100 Pa pressure
level. Zonal winds increase in magnitude between the lower boundary and
2350 Pa, and then decrease to zero near 10 Pa. Recall from Section 2.3.4 that
cyclostrophic balance predicts the presence of a mid latitude jet in the lower
mesosphere. Figure 6.6b clearly shows a prominent jet, with peak windspeeds
of 120 ms−1 at 45◦ latitude near 4000 Pa. This is broadly consistent with the
jet speeds up 140 ms−1 other authors predict assuming cyclostrophic balance
[Newman et al., 1984; Piccialli et al., 2008]
Contours of vertical winds are plotted in Figure 6.6c. Downwelling winds
are negative and shown using dashed lines. Downwelling with speeds of the
order of -0.2 ms−1 occur throughout the equatorial mesosphere where the
meridional winds converge. Upwelling near the poles also occurs throughout
the mesosphere with peak windspeeds up to 0.38 ms−1. These winds are
driven by the vertical temperature gradients.
By comparing the peak windspeeds in Figures 6.6a–c we find that two
dynamic regimes characterise the mesosphere. Westward (retrograde) zonal
super-rotation dominates the circulation at pressures >100 Pa, whilst an
equatorward flow dominates the dynamics above. In the following section
we analyse the accelerations driving these winds and determine the processes
controlling the dynamics.
6.4.2 Momentum Diagnostics
At our lower boundary we impose the observed zonal winds (Figure 6.1b)
and a meridional geopotential height profile derived from the VIRA model
(Figure 6.1a). Significantly, the altitude of our lower boundary isobar shows
a prominent equatorial bulge. From Leovy [1973] we expect the forces asso-
ciated with this meridional pressure gradient to drive a momentum balance
which is predominately cyclostrophic (Section 2.3.4). In the following we
consider how the acceleration balance of the model mesosphere changes with
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pressure (an explicit comparison to winds derived from cyclostrophic balance
is presented in Section 7.6). We consider four representative pressure levels;
6401 Pa (near 65 km), 1428 Pa (near 75 km), 117 Pa (near 87 km) and 26.2 Pa
(near 91 km). These are plotted in Figures 6.7 a–d, with meridional and zonal
accelerations plotted respectively in the top and bottom panels.
The top panels of Figures 6.7 a–b show that the lower mesosphere is in
quasi-cyclostrophic balance up to ∼75 km, as expected. The acceleration
from the meridional pressure gradient (black) is balanced by the curvature
accelerations (green) from zonal winds. Zonal winds at the equator are par-
tially sustained by the super-rotating winds we impose at the lower boundary.
The zonal winds in Figure 6.6b show that a prominent mid latitude jet is
present at 6401 Pa (near 65 km). The cyclostrophic thermal wind equation
(Equation 2.11) predicts that if temperature decreases between the equator
and high latitudes zonal winds will increase with height. As seen in Figure
6.5 temperatures do decrease with latitude between the equator and cold col-
lar. The cold collar temperature inversion therefore drives the mid latitude
jet structure.
The mid latitude zonal jet is sustained by a transport of angular mo-
mentum towards high latitudes. Following Gierasch et al. [1997] the angular
momentum per unit mass of a parcel of air can be defined as:
M = ΩR2 cos2 θ + vφR cos θ (6.2)
where Ω is the rate of planetary rotation, R is planetary radius, θ is lati-
tude and vφ is zonal wind. The first terms gives the contribution to angular
momentum from the rotation of the planet (which is small on Venus). The
second is the contribution from the zonal wind. In the absence of viscosity,
non–axisymmetric pressure gradients and magnetic fields, the angular mo-
mentum fluid parcel is a conserved quantity, and can only be redistributed
about the atmosphere [Gierasch et al., 1997]. The meridional winds in Figure
6.6a show the presence of poleward transport between ∼30-60◦latitude.
Consider a parcel of air situated at 30◦ on the 6401 Pa isobar and moving
westward with a zonal velocity of 96 ms−1 (as present in our model winds
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in Figure 6.6b). This air parcel has an angular momentum per unit mass
of -4.97×108m2s−1. On moving our parcel to 50◦, conservation of angular
momentum dictates that its westward velocity must increase to 130 ms−1.
This mechanism can therefore sustain a jet with speeds of up to 117 ms−1.
We now consider the dynamics and momentum diagnostics near 1428 Pa
(near 75 km). From the meridional winds shown in Figure 6.6 a we see an
equatorward meridional cell becomes prominent at ∼1500 Pa. The merid-
ional momentum diagnostics associated with this cell are shown in the upper
panel of Figure 6.7 b. At low latitudes the meridional pressure gradients are
negligible. Instead, the equatorward meridional cell is accelerated by the
excess curvature term. This cell transports westward momentum from mid
latitudes to low latitudes helping to sustain winds at the equator.
Comparing the top panels of Figures 6.7 a–b also shows that the mag-
nitude of the acceleration from the meridional pressure gradient decreases
between 6401–1428 Pa. From Figure 6.5 we also see that pole-to-equator
meridional temperature gradient changes to become positive across all lati-
tudes. As predicted by the cyclostrophic thermal wind equation, (Equation
2.11) this positive temperature gradient drives a decrease in zonal wind with
increasing altitude.
The top panel of Figure 6.7 c shows the partial breakdown in cyclostrophic
balance at 1.17×102 Pa (near 87 km). The meridional pressure gradient must
be positive poleward for cyclostrophic balance to hold (Section 2.3.4, Equa-
tion 2.12). As is clearly seen this is not the case for latitudes poleward of
50◦ and equatorward of 30◦. At high latitudes the cyclostrophic balance
of meridional pressure gradients and curvature is replaced by a balance of
meridional pressure gradients and vertical and horizontal advection.
The top panel of Figure 6.7 d shows the accelerations at 26.2 Pa (near
91 km). The meridional pressure gradient is now equatorward across all lat-
itudes and cyclostrophic approximation no longer holds. At high latitudes,
vertical and horizontal advection continue to balance the meridional pressure
gradient as at 1.17×102 Pa (near 87 km). At ±15◦ latitude the horizontal and
vertical advective terms change sign from poleward to equatorward. These
terms result from equatorward meridional winds, which are initially acceler-
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ated at high latitudes by the pressure gradient, and continue to flow towards
the equator where they converge.
Elson [1979] and Taylor et al. [1980a] calculate three dimensional meso-
spheric winds from an assumed thermal structure. Their temperatures are
based on zonally averaged Pioneer Venus OIR observations. Elson [1979]
and Taylor et al. [1980a] also find that the equatorward pressure gradient
drives strong equatorward winds in the upper mesosphere. Their winds are
smaller in magnitude than ours (∼60 ms−1 compared to 100 ms−1); however,
they assume a kinematic viscosity coefficient of 2×108 m2s−1: five orders of
magnitude larger than our value. At high latitudes, Elson [1979] and Taylor
et al. [1980a] find that an equatorward pressure gradient is balanced by a
poleward advective acceleration, as we do. At low latitudes Elson [1979] and
Taylor et al. [1980a] find that horizontal viscosity balances the equatorward
pressure gradient; we do not see a local balance. The reason for the dis-
crepancy is probably that, as Elson [1979] and Taylor et al. [1980a] found,
balance is very sensitive to the kinematic viscosity coefficient assumed.
Like Elson [1979] and Taylor et al. [1980a] we prescribe the thermal struc-
ture and do not address how the hot polar temperatures observed above
70 km [Taylor et al., 1980a] are maintained. Warm polar temperatures were
not expected prior to their discovery by the PV OIR. Venus has a small
axial tilt (<4◦) and therefore most radiation should be absorbed at low lat-
itudes [Crisp and Titov, 1997]. The equator is expected to be warmer than
the pole throughout the mesosphere, contrary to observations [Taylor et al.,
1980a]. Crisp [1989] suggest that a meridional cell could transport heat from
the equator to the pole. This cell is in the opposite direction to the cell we
calculate from the fixed background temperature.
Crisp [1989] proposed that an interaction between vertically propagating
tides and the zonal super-rotation could drive an equator-to-pole meridional
cell. Various modelling studies have found this mechanism to be success-
ful in maintaining warm polar temperatures [Crisp, 1989; Fels, 1986; Baker
and Leovy, 1987a; Newman and Leovy, 1992a]. In these models prograde
tides generated in the upper cloud deck (57–71 km) propagate into the upper
mesosphere. They are radiatively damped and act to decelerate the zonal
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winds, and force an equator-to-pole flow.
In Chapter 5 we used our dynamics only approach to simulate Titan’s
thermosphere. We found a very good agreement between our steady-state
winds and those from a fully coupled GCM. On Venus, the difference be-
tween the thermally indirect equator-to-pole winds required to maintain the
hot mesospheric pole and the direct pole-to-equator winds in our simulation
suggests that our simple approach may not capture all the significant physical
processes. Venusian mesospheric dynamics appear more complex than those
of Titan’s thermosphere and may benefit from a fully coupled approach.
6.4.3 Summary of Mesospheric Dynamics
Our simulated mesospheric circulation consists of two dynamic regimes. For
pressures >100 Pa, westward zonal super-rotation dominates the circulation.
These zonal winds are driven by the imposed lower boundary condition and
the poleward pressure gradient. Cyclostrophic balance controls the dynam-
ics of the lower mesosphere. Moving higher, the meridional pressure gradi-
ent changes from poleward to equatorward: zonal winds decrease and cy-
clostrophic balance breaks down.
In the upper mesosphere, the equatorward pressure gradient drives strong
equatorward meridional winds. At high latitudes, the resulting poleward
advective accelerations balance the equatorward pressure gradient. At low
latitudes there is no simple balance between accelerations in the upper meso-
sphere, despite the winds having achieved steady state.
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a) b)
c) d)
Figure 6.7: Meridional profiles of momentum diagnostics in the mesosphere.
Terms are plotted at four constant pressure levels throughout the mesosphere;
6401 Pa near 65 km (a), 1428 Pa near 75 km (b), 117 Pa near 87 km (c) and
26 Pa near 91 km (d), and are as described in Figure 6.4. Black lines show
pressure gradient accelerations, red and magenta lines horizontal and vertical
advection, green lines show curvature, orange lines Coriolis (which is negli-
gible), blue and light blue lines show horizontal and vertical viscosity. The
lower mesosphere is in approximate cyclostrophic balance, whereas advective
terms act to balance the high latitude equatorward pressure gradient in the
upper mesosphere.
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6.5 Dynamics of the Transition Region
6.5.1 Winds
In this section we show how the equatorward dominant upper mesospheric
flow (Section 6.4) transitions to the thermospheric SS–AS flow (Section 6.3).
This transition is irreducibly 3-dimensional.
Local time differences in temperature are most pronounced between local
noon and midnight. Figure 6.8 shows contours of temperature as a function of
pressure (y–axis) and latitude (x–axis) between 1.74×104 and 1.0×10−4 Pa.
It is a cut along the noon-midnight meridian; the north pole is in the centre
of the plot, the midnight equator on the left edge and the noon equator on
the right edge. Below the 1.0×101 Pa isobar the thermal structure is local
time invariant and between 1.0×102–1.0×101 Pa the pole is up to 20 K hotter
than the equator. Above the 1.0×101 Pa isobar the noon side of the planet
becomes hotter than the nightside. Notably, the meridional temperature
gradient at noon inverts resulting in the equator becoming ∼80 K hotter
than the pole at 1.0×10−4 Pa.
The wind vectors superimposed on Figure 6.8 are combined meridional
and vertical winds. For pressures <1.0×10−2 Pa meridional winds flow from
the noon equator over the pole to the midnight equator, as the SS–AS cir-
culation described in Section 6.3. Meridional winds change direction in the
noon sector, this is driven by the inversion in the meridional temperature
gradient. Moving upwards from the 1.0×10−1 Pa isobar, we see this change
in direction occurring lower in the atmosphere at high latitudes; mid latitude
winds do not become poleward until 1.0×10−3 Pa. Vertical winds at the noon
equator also change direction: from downward for pressures >1.0×101 Pa to
upward for pressures <1.0×101 Pa.
We now consider the transition between the mesospheric and thermo-
spheric zonal winds. Figure 6.9 shows a line plot of zonal winds as a function
of pressure (y-axis) at 30◦ latitude. Zonal winds are shown at three local
times: 06:00 (red), 12:00 (green) and 18:00 (blue). For pressures >1×101 Pa
zonal winds do not vary with local time so the three profiles lie on top of one
199
Figure 6.8: Contours of temperature as a function of pressure (y-axis) and
latitude (x-axis), along the noon-midnight meridian. The North Pole is in the
plot centre and the midnight and noon equators are on the far left and right
respectively. For pressures <1.0×101 Pa the noon meridional temperature
gradient inverts becoming warmer at the equator. This causes meridional
winds to change direction and flow from the noon equator over the pole to
the midnight equator.
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another. As the diurnal structure characteristic of the thermosphere devel-
ops with decreasing pressure (<1×101 Pa) zonal pressure gradients increase.
These zonal pressure gradients drive a SS–AS flow and cause zonal winds at
the terminators to increase in magnitude throughout the transition region
(1.74×104–1.0×10−4 Pa).
Figures 6.10 a–f summarise how the meridional and zonal winds vary with,
pressure, latitude and local solar time across the transition region. The left
column (Figures 6.10 a, c, e) shows contours of meridional winds as a function
of pressure (y-axis) and local solar time (x-axis). Contours of zonal winds
are similarly plotted in the right hand column (6.10 b, d, f ). Low, mid and
high latitudes are shown in the top, centre and bottom rows respectively.
Southward and eastward winds are defined positive.
Figures 6.10 a–f show that many of the features of the transition between
mesospheric and thermospheric horizontal winds discussed in relation to Fig-
ures 6.8 and 6.9 are replicated at other latitudes and local times. Notably,
at the terminators, meridional winds decrease in magnitude with decreasing
pressure, tending to zero in the thermosphere.
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Figure 6.9: Zonal winds as a function of pressure at 30◦ latitude. Wind
profiles are shown for three local times; 06:00 (red), 12:00 (green) and 18:00
(blue). The lower mesospheric super-rotation does not propagate into the
thermosphere. Zonal forcing develops for pressures <1×101 Pa and drives
the cross terminator winds which increase in magnitude between 1×101–
1×10−5 Pa.
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a) b)
c) d)
e) f)
Figure 6.10: Contours of meridional (left column) and zonal (right column)
winds as a function of pressure (y-axis) and local solar time (x-axis). Low,
mid, and high latitudes are shown in the top, centre and bottom rows re-
spectively. Winds are defined as positive southward and eastward.
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It is apparent that the super-rotation which we impose at our lower
boundary does not propagate from the lower boundary into the thermo-
sphere. Our simulations therefore do not support the hypothesis that the
thermospheric super-rotation at 150 km is a direct consequence of the cloud
top super-rotation as posited by Mengel et al. [1989].
Many planetary atmospheres have regions of super-rotation. Studies of
the RSZ flow on Venus may thus shed light on the dynamics of other bod-
ies. For example Titan which like Venus rotates slowly, is thought to have
a super-rotating stratosphere. Zonal winds calculated from the observed
thermal structure indicate that zonal jets of 190 ms−1 can form near 400 km
[Achterberg et al., 2008]. Mu¨ller-Wodarg et al. [2000] studied the vertical
propagation of super-rotation on Titan; imposing a super-rotation at the
(600 km) lower boundary of their thermosphere GCM. In contrast to our
findings for Venus, Mu¨ller-Wodarg et al. [2000] found that the super-rotation
propagated through their simulation. They found that the circulation pat-
tern near 1300 km could be treated as a linear superposition of the solar
forced thermospheric winds and zonal super-rotation.
6.5.2 Momentum Diagnostics
We now examine how the acceleration balance in the upper mesosphere (Fig-
ure 6.7d) changes to that characteristic of the thermosphere (Figure 6.4). As
shown in Figure 6.10, the relative magnitude of the acceleration terms varies
with each of pressure, latitude and local time. To capture the 3-dimensional
nature of this transition we plot accelerations as a function of local solar time,
at five pressure levels and at low, mid and high latitudes (Figures 6.11– 6.15).
Each figure is presented in the same format. From left to right, the three
columns show term plots at low, mid and high latitudes. Meridional acceler-
ations are shown in the top row and zonal accelerations in the bottom row.
Accelerations are defined as positive southward and eastward.
Figure 6.11 shows accelerations at the 1.30×100 Pa isobar (∼100 km).
Note that the y-axis scale here is deliberately small to aid inter-comparison
of different pressure levels. At 1.30×100 Pa the dynamics are still broadly
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characteristic of the upper mesosphere; meridional accelerations from the
pressure gradient (black) and horizontal advective (red) terms dominate the
dynamics. However, as can be seen from the bottom row of Figure 6.11,
the zonal pressure gradient is no longer zero; it already shows the local time
variations which are characteristic of the upper thermosphere (c.f Figure
6.4). The zonal gradient drives weak (10 ms−1) SS–AS winds, indicating the
start of the transition to the thermospheric flow. At low latitudes horizontal
advection reacts against the pressure gradient and limits the growth of these
winds.
Figure 6.12 shows accelerations at the 1.07×10−1 Pa isobar, near 112 km.
By comparing the bottom rows of Figures 6.11 and 6.12 it is apparent that
the amplitude of the zonal pressure gradient has increased by nearly an or-
der of magnitude over 10 km altitude. Zonal windspeeds have also grown,
increasing from a maximum of ∼10 ms−1 to ∼55 ms−1. Although the zonal
winds now constitute a well defined SS–AS flow, the relative balance of zonal
accelerations is not typically thermospheric (c.f. Figure 6.4). Horizontal ad-
vection (red) and curvature (green) have grown in response to the increased
zonal winds. These components, along with vertical viscous drag (light blue),
act to balance the acceleration from the pressure gradient.
In contrast, the meridional pressure gradient terms (black lines, top row)
are neither meso- nor thermospheric in profile. Figure 6.12 shows how the
accelerations which drive the noon meridional winds change from equator-
ward in the upper mesosphere to poleward in the thermosphere. At low
latitudes the pressure gradient has become poleward in the noon sector. It
acts to decelerate the winds otherwise being driven equatorward by horizon-
tal advection (red line). However, in the high latitude noon case, it is the
horizontal advective term driving winds poleward.
Figure 6.13 shows the momentum diagnostics at 8.78×10−3 Pa, at ∼10 km
above the cut shown in Figure 6.12. The meridional pressure gradient (black
lines, top row) is now poleward at all latitudes over much of the dayside;
it drives poleward winds in the noon sector. Horizontal advection (red) no
longer provides the primary balance to the pressure gradient near noon. By
this altitude, the vertical viscous drag (light blue) has increased in magnitude
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and approximately balances the poleward pressure gradient. As we saw in
Figure 6.4, this pattern is characteristic of the upper thermosphere.
By comparing the black lines in the bottom row of Figures 6.12 and 6.13,
we see that the magnitude of the zonal pressure gradient acceleration has ap-
proximately doubled over 10 km. Despite this increase in forcing, zonal winds
have not yet reached their thermospheric speeds. The acceleration balance is
not yet characteristic of the thermosphere, where vertical viscous drag acts to
balance the pressure gradient term. At our 8.78×10−3 Pa pressure level, the
curvature, horizontal advection and (at high latitude) vertical advection still
contribute significantly to the dynamics. The horizontal gradient in merid-
ional winds is large at high latitudes. This causes the zonal advective term
to change sign at the terminators, a feature which is characteristic of the
thermospheric momentum balance.
Figure 6.14 shows the momentum diagnostics at 7.2×10−4 Pa near 136 km
(note that the y-axis range has been extended compared to Figures 6.11–
6.13). Although a full transition to thermospheric dynamics has not yet oc-
curred, meridional and zonal accelerations are predominately thermospheric
in character. As pressure decreases, the relative amplitude of the horizontal
advective (red) and curvature (green) accelerations decrease relative to the
amplitude of the pressure gradient (black) and vertical viscous (light blue)
accelerations as seen in Figure 6.15. This change in the relative amplitude of
accelerations with pressure persists until the balance of accelerations shown
in Figure 6.4 is achieved.
6.5.3 Summary of the Transition Region Dynamics
A SS-AS circulation develops between 90–150 km. Zonal winds increase from
zero and flow from the day- to the nightside of the planet. Dayside merid-
ional winds also change direction from equatorward to poleward, and tend
to zero at the terminators. These changes in circulation are driven by the
development of the local time variability in the background atmosphere for
pressures <10×101 Pa which gives a local time varying pressure gradient.
The resulting balance of acceleration between 1.3×100–8.8 ×10−3 Pa is
209
relatively complex, varying with latitude, local time and pressure. However,
a number of general trends emerge. As the amplitude of the pressure gradient
increases with decreasing pressure peak meridional and zonal windspeeds
also increase. This increase in windspeed drives larger curvature and vertical
advective terms, which act to balance the pressure gradient for pressures
>1×10−4 Pa. Above this level vertical viscosity acts to balance the pressure
gradient and the balance of acceleration is predominately thermospheric.
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6.6 Sensitivity Studies
Our simulations are subject to three uncertainties: the prescribed lower
boundary zonal winds, the dynamic turbulent viscosity coefficient and the
thermal structure specified by the background atmosphere. In the following
we discuss the sensitivity of the model to these factors.
6.6.1 Lower Boundary Forcing
Our primary goal is to take a realistic thermal structure and use it to calcu-
late winds which are representative of those observed on Venus. We therefore
choose to constrain not only the thermal structure, but also the lower bound-
ary zonal winds using observations. However, our approach requires that we
assume the altitude of our lower boundary isobar corresponds to the level
sampled by the NIR cloud tracking observations. A number of factors limit
the accuracy of this assumption:
• the observations used to constrain the zonal winds and pressure to
altitude mapping in the model (as defined in VIRA) are not concurrent,
• the level sampled by the NIR cloud tracking observations is not known
to better than a few kilometres [Sa´nchez-Lavega et al., 2008],
• only two sets of NIR cloud tracked winds have been published, assuming
hemispherical symmetry these differ significantly (up to ∼40 ms−1) at
high latitudes.
We assess the sensitivity of our simulated winds to these uncertainties by
varying the assumed zonal wind profile by ±10% (see Figure 6.1b) whilst
keeping the same pressure to altitude mapping.
Increasing the lower boundary zonal forcing by 10% does not significantly
change the simulated mesospheric circulation. Figure 6.16 shows contours of
the difference between winds calculated with the original lower boundary
forcing and those where the forcing is enhanced by 10%. Differences are
shown as a function of pressure (y-axis) and latitude (x-axis) for meridional
(left) and zonal (right) winds. Increasing the lower boundary forcing by 10%
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increases zonal winds by ≤3 ms−1, meridional wind deviations are ≤2 ms−1
and differences of all components are negligible above the 1.0×103 Pa isobar.
Near this level the meridional pressure gradient changes sign from poleward
to equatorward, causing a breakdown in cyclostrophic balance. Above the
break, zonal winds decrease with decreasing pressure, thus limiting the im-
pact of the lower boundary winds on the upper atmosphere.
In contrast, when the lower boundary zonal winds are reduced by 10%, the
model never reaches a state of quasi-cyclostrophic balance. The zonal winds,
at pressures >1.0×102 Pa, display rapid gradient changes between vertically
adjacent grid cells. This is not physically plausible and is unrealistic. A
further assessment of the model sensitivity to the lower boundary conditions
could proceed by varying both the lower boundary geopotential height and
zonal wind profile using the gradient wind equation.
6.6.2 Dynamic Turbulent Viscosity Coefficient µT
In many fluid dynamic models there are sub–grid scale processes which can-
not be resolved and therefore must be parameterised. Momentum dissipation
by turbulence is one such process; it is parameterised by the dynamic tur-
bulent viscosity coefficient, µT . This coefficient is difficult to measure and
hence is poorly constrained by observations. Following Izakov [2010] we as-
sume that µT = ρDT , where ρ is the mass density and DT is the turbulent
diffusion coefficient.
Values of DT inferred from observations of Venus vary between DT =
2× 1012n−0.5 cm2s−1 [Drossart et al., 2007b] and DT = 1.4× 1013n−0.5 cm2s−1
[von Zahn et al., 1980] (where n is the number density in cm−3). The dy-
namics previously presented assume the value of DT given by von Zahn et al.
[1980] (DT = DV Z). We now investigate the sensitivity of our model to
the value of DT by reducing it to the value given by Drossart et al. [2007b]
(DT = DD).
We do not find any significant difference in dynamics for pressures>1×103 Pa.
At these low altitudes, viscous drag is relatively unimportant and the dynam-
ics are controlled by the lower boundary forcing and cyclostrophic balance
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Figure 6.16: Contours of the difference in horizontal winds calculated with
the original lower boundary forcing and those where the forcing is enhanced
by 10%. Differences in meridional (left) and zonal (right) are shown as a
function of pressure (y-axis) and latitude (x-axis). The lower boundary level
is omitted, and the two boundary conditions can be compared in Figure 6.1b.
Model winds are relatively insensitive to a 10% increase in lower boundary
forcing.
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(Section 6.4).
Viscous drag dominates dynamics for pressures <1×10−4 Pa. In this re-
gion, reducing DT reduces vertical viscous drag and results in larger hor-
izontal winds. Peak horizontal winds for DD are approximately twice as
large as those obtained with DV Z . These faster winds in turn drive larger
accelerations from horizontal advection and curvature.
Upper mesospheric winds between ∼ 2 × 102 and 1 × 101 Pa are also
sensitive to the value of DT . With DD zonal winds between ±30◦ latitude
develop a vertical oscillation not apparent withDV Z . Although the maximum
amplitude of this oscillation does not exceed 20 ms−1, its form is characteristic
of a numerical instability as described by Press et al. [1992]. This indicates
that a minimum amount of drag is required to stabilise our upper mesospheric
zonal winds.
Table 6.1 summarises further studies investigating the effect of DT . In-
creasing DT reduces the magnitude of the horizontal winds in the thermo-
sphere, and the amplitude of the upper mesospheric zonal oscillation. In all
cases, the qualitative features of the SS–AS circulation are unaffected. This
suggests that the value of DT might be tuned (within numerical stability
constraints) to match observed thermospheric windspeeds.
Other thermospheric models use a Rayleigh friction drag coefficient to
reduce thermospheric winds [Bougher et al., 1997]. DT is primarily used in
the diffusion equations when calculating composition. Including a treatment
of composition in the model will further restrict the value of DT . A more
rigourous treatment of the dynamic viscosity coefficient is a topic for future
work.
6.6.3 Thermal Forcing
The dynamics of our simulations are primarily driven by the imposed back-
ground structure. In Chapter 3 we derived thermal and density profiles
corresponding to low, mid and high solar fluxes. For consistency the bound-
aries of our fitting region between the VIRA and VTS3 models were fixed
at 90 and 150 km. The resulting thermal profiles predicted that the diurnal
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DT Peak Vx (ms
−1) Peak Vy (ms−1) Oscillation amp. (ms−1)
0.14DV Z (DT ) 392 400 <20
0.50DV Z 294 297 <10
0.75DV Z 261 259 <4
1.00DV Z 204 202 <1
2.00DV Z 164 163 none present
Table 6.1: Sensitivity of dynamics to assumed turbulent diffusivity coefficient
DT . Columns 1 and 2 correspond to the peak thermospheric meridional and
zonal winds.
forcing between 90–150 km decreases with increasing solar flux (see Figure
3.19). This is contrary to the trend seen in the upper atmosphere and we
may not be capturing all the physics relevant to solar flux driven variabil-
ity between 90–150 km. However, by comparing simulations driven by these
three background atmospheres we can assess the sensitivity of our model dy-
namics to the imposed thermal structure. Simulations driven by the high
(F107 = 210 Wm
2Hz−1) and medium (F107 = 140 Wm2Hz−1) solar flux back-
ground atmospheres are now compared to the dynamics at low solar flux
(F107 = 70 Wm
2Hz−1) presented in Section 6.3.
Intuitively we expect larger diurnal temperature differences to drive stronger
day-night winds. We therefore expect upper thermospheric winds at high so-
lar flux (strong diurnal forcing) to be larger than winds at low solar flux
(weak diurnal forcing). Table 6.2 shows this is not the case. Peak horizontal
winds in the upper thermosphere are ∼65 ms−1 smaller at high flux, than for
low solar flux. This is despite a 70 K larger diurnal temperature difference.
In contrast, lower thermospheric horizontal winds show the expected trend
and are greatest at low solar flux where the diurnal forcing is strongest.
The upper and lower thermosphere show opposing trends between peak
windspeed and diurnal forcing. This suggests forcing by the lower thermo-
sphere affects upper thermospheric dynamics more than the in situ thermal
forcing. Therefore, accurately capturing the thermal structure between 90-
150 km is crucial for the dynamics of both the upper and lower thermosphere.
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Upper Thermosphere (3.27×10−8 Pa, near 226 km)
F107 Vx (ms
−1) Vy (ms−1) T12:00- T24:00 (K)
70 204 202 141
140 161 157 176
210 145 133 211
Lower Thermosphere (8.78×10−3 Pa, near 120 km)
F107 Vx (ms
−1) Vy (ms−1) T12:00- T24:00 (K)
70 174 108 65
140 140 66 52
210 105 30 40
Table 6.2: Sensitivity of the magnitude of maximum horizontal meridional
and zonal winds to thermal forcing in the upper and lower thermosphere.
6.7 Summary
In this chapter we have presented the first coupled dynamic simulations of
the Venusian mesosphere and thermosphere between 1.74×104–1.20×10−8 Pa
(60–250 km). Our steady state winds are driven by two momentum sources:
an imposed lower boundary super-rotation and forcing from horizontal pres-
sure gradients. Both these drivers are well founded in observations. However,
this approach does have limitations. Firstly, relatively few observations are
available to constrain the thermal structure between 90–150 km and those ob-
tained show much variation; hence our ability to assess the accuracy of our
thermal structure in this region is limited. Secondly, both waves and ther-
mal tides have been observed in the Venusian atmosphere, but we neglect any
momentum deposition they contribute. Within these limitations our simula-
tions characterise the steady-state dynamics of the Venusian mesosphere and
thermosphere.
Our simulations show, as expected, that the mesospheric and thermo-
spheric circulations are dissimilar and are controlled by different dynamic
regimes. We find the transition between these regimes cannot be described
by a simple balance between two dominant acceleration terms; it is dynami-
cally complex.
Figure 6.17 summarises the gross characteristics of the balance of acceler-
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ation across the whole model. It shows a vertical profile of momentum terms
at a single latitude/local time. Accelerations are plotted as a function of
pressure at 45◦ latitude and 08:00 LST. Meridional and zonal accelerations
are shown in the left and right panels respectively.
From the left panel of Figure 6.17 we see that the lower mesosphere
(pressures >1.00×102 Pa) exhibits a balance between curvature and pressure
gradient terms as expected from cyclostrophic balance. A strong mid latitude
jet driven by the cold collar reaches speeds of up to 120 ms−1. At the equa-
tor, zonal winds are maintained by vertical advection of the lower boundary
forcing. Additionally, some westward momentum is transported from the
jet by the meridional cell towards the equator; sustaining low latitude zonal
windspeeds. However, this momentum transport is small compared to that
from the imposed lower boundary winds.
The meridional pressure gradient becomes equatorward in the middle
mesosphere at 1×102 Pa. This affects the upper mesospheric circulation in
two ways. Firstly, cyclostrophic balance breaks down, and above 1×102 Pa,
zonal winds decrease with decreasing pressure. Secondly, the equatorward
pressure gradient drives a cell of strong (∼100 ms−1) meridional winds from
the pole to the equator. These changes in the horizontal windfield drive pole-
ward advective terms which balance the pressure gradient at high latitudes.
The pressure gradient becomes dependent on local time for pressures
<1×101 Pa. This drives a SS–AS circulation, whose magnitude depends on
the strength of the turbulent viscosity. As the horizontal winds increase with
decreasing pressure, other accelerations grow to balance the driving pressure
gradient. The precise balance of the terms varies with each of latitude, local
time and pressure. Eventually, a primary balance between pressure gradient
and vertical viscous drag, and a secondary balance of horizontal advection
and curvature emerges (see Figure 6.17). This balance characterises the
dynamics of the upper thermosphere.
In the following chapter we validate the circulation which we have pre-
sented in this chapter against the available wind observations and other mod-
els.
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Figure 6.17: Vertical profile of the meridional (left) and zonal (right) momen-
tum diagnostics at 45◦ at 08:00 LST. These profiles summarise the balance
of accelerations in our simulation. The lower mesosphere is dominated by
cyclostrophic balance where curvature and pressure gradient accelerations
balance. Advective terms are significant in the transition region, and a bal-
ance of pressure gradient and vertical viscosity controls the dynamics of the
thermosphere.
Chapter 7
Validation of Simulated
Dynamics
7.1 Introduction
In this chapter we assess the validity of our model winds (Chapter 6) by
comparing them to available observations and other dynamic models. As
discussed in Chapter 2, wind observations are not available across the entire
vertical extent of our model. We can compare our model to observations from
cloud tracking (altitudes ∼60–70 km), Doppler winds and nightglow (90–
120 km) and the local time distribution of neutral density (>150 km). The
observed winds between 90–120 km show considerable spatial and temporal
variability. We simulate a steady state case and therefore cannot expect to
capture all of the variability in the data. Instead we aim to capture the mean
state of the atmosphere.
We first compare results from our dynamic core to ones from the Na-
tional Centre for Atmospheric Research (NCAR) Venus Thermosphere Gen-
eral Circulation Model (VTGCM) [Bougher et al., (1988), Brecht et al., (in
press)] (Section 7.2). Next, we compare our model winds above 150 km to
the thermospheric circulation inferred from the Pioneer Venus (PV) Orbiter
Neutral Mass Spectrometer (ONMS) density observations (Section 7.3). We
then consider winds between 90–120 km inferred from the spatial structure
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of nightglow and measured by the Doppler shifts in CO sub-mm absorption
and CO2 10µm emission lines (Section 7.4). Afterwards we compare our hor-
izontal winds near 70 km to observations from cloud tracking (Section 7.5).
Finally, we compare our zonal winds to those derived under the cyclostrophic
approximation (Section 7.6).
7.2 Comparison with NCAR VTGCM
In Chapter 5 we found that deriving winds from a fixed background atmo-
sphere produced dynamics consistent with a fully coupled GCM of Titan’s
thermosphere. We apply the same approach to a thermal structure of Venus’
mesosphere and thermosphere and derived the dynamics presented in Chap-
ter 6. We now extend the validation presented in Chapter 5 by comparing
winds calculated by our model to winds calculated by the NCAR VTGCM
[Bougher et al., 1988, Brecht et al., (in press)]. We construct a background
atmosphere from a sample VTGCM temperature and density fields and com-
pare the corresponding windfields with the output from our model.
7.2.1 Implementation
The VTGCM self-consistently calculates temperature, composition, winds
and simple photo-chemistry (including NO and O2 nightglow intensity). No-
tably, a Rayleigh friction drag scheme is implemented in the VTGCM frame-
work. Without this additional drag, the VTGCM horizontal winds are too
efficient at redistributing heat between the planet’s day- and nightside; re-
sulting in a weaker diurnal density contrast than observed by Pioneer Venus
[Bougher et al., 1988]. A thermospheric retrograde zonal super-rotation is
also imposed in VTGCM as described by Bougher et al. [1988]. Physically,
this term can be thought of as parameterising the drag from gravity waves
which propagate from the base of the model and break imparting momentum
[Bougher et al., 1997]. We were provided with sample fields of temperature,
number density, mean molecular mass and 3-dimensional winds between 88-
270 km (2.99×101–2.06×10−11 Pa) [S. Bougher, A. Brecht private communi-
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cation, 2010]. These fields are consistent with those presented by Brecht
et al. [2009].
The VTGCM fields are defined on an isobaric grid with 29 levels at one
scale height resolution. The horizontal resolution is 5◦×5◦; however, values
at the poles are not specified. We interpolate the VTGCM fields onto a
grid with 5◦ spacing, which is defined at the poles. Although the VTGCM
extends to a pressure of 2.06×10−11 Pa, numerical stability constraints limit
our simulations to pressures >8.35×10−9 Pa. We suspect this may be related
to the breakdown in the continuum hypothesis when the Knudsen number is
>1 (for pressures <8.35×10−9 Pa).
We incorporated the VTGCM Rayleigh friction scheme and prescribed
zonal super-rotation into our momentum equations. The drag, FRF , added
to the horizontal momentum equation is given by the following relationship:
FRF = λ0
√
Pbreak
P
V (7.1)
where V is horizontal windspeed, P is pressure, and λ0 is the drag time-scale
[Brecht et al., (in press)]. Pbreak represents the level at which the gravity
waves saturate and break. We use the VTGCM values for Pbreak = 5.0 ×
10−4Pa, and λ0 = 1.2× 10−4s−1. The strength FRF varies with pressure and
is linearly dependent on the horizontal velocity.
Finally, the zonal component of the Rayleigh friction drag coefficient is
further modified to impose a predefined retrograde zonal super-rotation vySR:
FRF = λ0
√
Pbreak
P
(vy − cos(θ)vySR) (7.2)
where θ is latitude and vySR = 75 ms
−1, as described in Brecht et al. [in
press].
The provided sample VTGCM fields did not include the lower three lev-
els of the full VTGCM simulation (∼70–300 km at local noon, 6.01×102 Pa–
2.06×10−11 Pa). Initially we ran simulations using the lower boundary pres-
sure, P0 = 2.99×101 Pa (88 km), setting our lower boundary meridional and
zonal winds to the corresponding VTGCM values. We found that our simu-
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lations were sensitive to the value P0 and lower boundary winds imposed. By
extrapolating the VTGCM data to 6.01×102 Pa and using that to drive our
model we were able to achieve satisfactory results. The extrapolation was
performed as follows: we assume the temperature structure is isothermal for
pressures >2.99×101 Pa. Number density is then calculated using the ideal
gas law. Altitude levels are derived by assuming hydrostatic balance, and a
constant lower boundary altitude of 70 km. Figure 7.1 shows representative
plots of the thermal structure we impose. We set meridional and zonal winds
to zero, as does the VTGCM.
7.2.2 Comparison with VTGCM Horizontal Winds
We find a good agreement between the fully coupled VTGCM winds and our
simulations; both models generate a subsolar-to-antisolar (SS–AS) circula-
tion with a superimposed retrograde super-rotating zonal (RSZ) wind. The
comparisons we show here are representative of the winds across the model
domain.
Figure 7.2 presents contours of meridional winds as a function of pressure
(y–axis) and latitude (x–axis) at noon. Winds from the VTGCM simula-
tions are shown in the left panel and our winds in the right panel. With the
exception of winds near the lower boundary, we see that our simple simula-
tions capture the gross structures of the VTGCM winds. This agreement is
representative for similar local time segments throughout the model domain.
Differences are not the same across all latitudes and increase near the poles.
In the VTGCM a Fourier filter is applied to latitudes polewards of 82.5◦
[Bougher et al., 1988] but no such filter is applied in our simulation. We
calculate polar winds by averaging (with respect to longitude) velocities at
the latitude circle closest to the pole at each pressure level (Section 4.6).
Figure 7.3 shows contours of zonal wind as a function of pressure (y–axis)
and local solar time (x–axis) at the equator. Again we see a good agreement
across the vertical domain, and our winds capture the gross structures of the
VTGCM simulation. Differences are greatest near the terminators, a region
of rapid change.
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Finally, we now consider horizontal windfields at the 2.27×10−8 Pa isobar.
The absolute differences at this level are representative of the differences
across the vertical extent of the simulation. Figure 7.4 plots contours of
meridional winds as a function of latitude (y–axis) and local solar time (x-
axis), zonal winds are shown in Figure 7.5. Again, we see that the dynamics of
the two simulations are in good agreement, despite differences in zonal winds
reaching ±50 ms−1 at high latitudes. Differences between the meridional
winds are smaller but still largest at high latitudes, where the two models
differ in their treatment of the poles. We conclude that our winds are a good
approximation to those derived from fully coupled simulations.
7.2.3 Summary of VTGCM Comparisons
We have compared the output of the fully coupled VTGCM to output from
our dynamic core driven by the VTGCM temperature and density structure.
This showed that winds calculated from a fixed background structure capture
the gross dynamics calculated using more complex models. The comparison
confirms that the dynamic core of our GCM solves the Navier-Stokes equa-
tions in a manner consistent with the VTGCM. This leads us to conclude
that the steady state windfields presented in Chapter 6 are representative of
the dynamics that would be calculated by a fully-coupled GCM.
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Figure 7.4: Contours of meridional winds driven by the VTGCM thermal
and density structure, as a function of latitude (y-axis) and local solar time
(x-axis). The top panel shows winds calculated directly by VTGCM, mid-
dle panel show winds derived by our GCM, and bottom panel shows the
difference between the two (VTGCM minus our GCM winds). Southward
meridional winds are positive.
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Figure 7.5: Contours of zonal winds driven by the VTGCM thermal and
density structure as a function of latitude (y-axis) and local solar time (x-
axis). The top panel shows winds calculated directly by VTGCM, the middle
panel shows winds derived by our GCM, and the bottom panel shows the
difference between the two (VTGCM minus our GCM winds). Eastwards
zonal winds are positive.
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7.3 Comparison With Observations Above 150 km
There are no direct observations of winds for altitudes above 150 km. How-
ever, inferences can be made based on density measurements [Niemann et al.,
1980; Mayr et al., 1980a].
Our model results (discussed in Section 6.3) predict that thermospheric
dynamics are characterised by a balance of horizontal pressure gradients and
vertical viscosity. Our cross-terminator wind-speeds are ∼200 ms−1 and they
agree with the wind-speeds inferred by Niemann et al. [1980] and Mayr et al.
[1980a] from the PV ONMS densities.
Mayr et al. [1980a] find that a thermospheric zonal super-rotation of 50–
100 ms−1 can explain the local time distribution of He [Niemann et al., 1980]
and H [Brinton et al., 1980] densities above 150 km. Mengel et al. [1989]
suggested that in principle such a super-rotation could be driven in situ by the
pressure gradients. Like Bougher et al. [1988]; Mengel et al. [1989]; Stevens-
Rayburn et al. [1989] we find this not to be the case. Mengel et al. [1989]
also suggested that the thermospheric super-rotation could be a remnant
of the cloud top super-rotation. As discussed in the following section it is
unclear whether direct observations of winds between 90–120 km support the
propagation of the cloud top into the thermosphere, and Niemann et al. [1980]
stressed the need for quantitative modelling to address this question. Other
thermospheric models such as those of Bougher et al. [1988]; Mengel et al.
[1989]; Stevens-Rayburn et al. [1989] impose a super-rotation and therefore
circumvent its origin. Our simulations conclude that the cloud top super-
rotation does not propagate into the thermosphere.
The cyclostrophic approximation predicts the positive pole-equator ther-
mal gradient in the upper mesosphere causes zonal winds to decrease markedly
with increasing height above the cloud tops. In our simulations zonal winds
decrease to zero at 100 km (Figures 6.3 and 6.9). This decrease is discussed
further in Section 7.6.
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7.4 Comparison With Observations Between
90–120 km
Winds between 90–120 km are constrained by observations of NO, O2 and O
nightglow and by Doppler shifts in CO absorption and CO2 emission lines (see
Section 2.3.2 for a discussion of individual observations). Inferring windfields
from nightglow morphology and Doppler shifts is non-trivial and observers
often assume that windfields can be decoupled into SS–AS and RSZ compo-
nents. Authors such as Clancy et al. [2007] and Lellouch et al. [2008] question
the accuracy of such a simple two component decomposition.
Clancy et al. [2007] and Lellouch et al. [2008] find that the circulation be-
tween 90–120 km exhibits considerable spatial and temporal variability over
periods of hours, days, months and years. As summarised in Table 2.2 there
is much variance in the reported magnitudes of the SS–AS (15-130 ms−1) and
RSZ (0–305 ms−1) components. It is also unclear whether the magnitude of
the observed RSZ wind component between 90–120 km is consistent with the
propagation of the cloud top super-rotation into the thermosphere.
The next section compares the circulation presented in Chapter 6 to the
winds which have been observed between 90–120 km. We first consider the
morphology of the O2, O and NO nightglow, and then consider Doppler winds
from CO sub–mm absorption lines, and finally zonal winds from CO2 10µm
emission lines. Our simulations do not aim to reflect the high variability in
the observed data.
7.4.1 O2, O and NO Nightglow
The spatial distribution of airglow is linked to the underlying circulation.
Recall from Section 1.4.2 atomic oxygen is produced by photodissociation of
CO and CO2 on the dayside and then transported to the nightside by the SS–
AS circulation. Nightglow is found in regions of downwelling where density
is increased. When no RSZ flow is present, the emission will be centred on
the antisolar point.
Studies of the morphology of VIRTIS O2 1.27µm nightglow indicate that
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the peak emission is statistically centred on the antisolar point, at an altitude
of ∼96 km [Ge´rard et al., 2008; Piccioni et al., 2009; Ge´rard et al., 2009]. This
is incompatible with strong RSZ winds at this level, and with a significant
propagation of the cloud top super-rotation into the thermosphere. Obser-
vations of visible O airglow also constrain RSZ winds to ≤ 30 ms−1 between
90–115 km [Krasnopolskii et al., 1976; Krasnopolskii and Tomashova, 1980;
Bougher and Borucki, 1994; Bougher et al., 1997]. Our simulations agree
with these observations, predicting that westward zonal winds decrease from
15–0 ms−1 between 90–100 km (see Figures 6.6 and 6.9).
PV OUVS observations of NO nightglow [Stewart et al., 1980; Bougher
et al., 1990] show that the peak emission most often occurs near 02:00 LST.
This offset from the antisolar point is consistent with a RSZ wind between
40–60 ms−1 above 116 km which is not found in our model. The observed
increase in RSZ winds between ∼96 km and 116 km suggests that the RSZ
wind is being accelerated above 96 km and is unconnected to the cloud top
super-rotation.
Horizontal maps of the apparent motions of the O2 1.27µm nightglow
have been derived from VIRITS observations (at ∼96 km) [Drossart et al.,
2007b; Hueso et al., 2008]. Interpreting these maps is complex; factors such
as local density enhancements from gravity waves and the radiative lifetime
of the excited O2 molecule must be accounted for. Nonetheless, the motions
traced are partly representative of underlying circulation [Hueso et al., 2008].
Whilst the meridional and zonal wind-speeds are highly variable, Hueso et al.
[2008] find a pole to equator flow which they attribute to a dominant SS–
AS circulation. Values of meridional winds between 20 ms−1 poleward and
100 ms−1 equatorward were observed and zonal winds found between 60 ms−1
eastward and 50 ms−1 westward. Our simulations also show strong equator-
ward meridional winds at 96 km but they are driven by the pole-equator
thermal gradient, characteristic of the upper mesosphere.
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7.4.2 CO sub–mm Absorption Lines
We now consider ground-based observations of Doppler shifted CO sub–mm
absorption lines. From these observations it is possible to determine winds
at multiple levels between 90–115 km. As discussed in Section 2.3.2, CO
sub-mm observations suggest variable flow patterns are not always easily
mapped into SS-AS and RSZ components. The spatial resolution of these
observations is limited since the observing beam usually covers a significant
fraction of the Venus disk (Section 2.3.2). Clancy et al. [2007] generally
find weak SS–AS (30–50 ms−1) and strong RSZ (100-150 ms−1) flows at the
110 km level. Similarly Shah et al. [1991] find weak SS–AS winds (<40 ms−1)
and strong RSZ (100–150 ms−1) near 105 km. Contrastingly Lellouch et al.
[2008] generally find SS–AS and RSZ components which are approximately
equal in magnitude and increase with height from 30–50 ms−1 near 93 km to
90–120 ms−1 near 105 km.
Our simulated SS–AS winds increase from near 0 ms−1 at 90 km to ∼60
ms−1 near 110 km and are thus broadly consistent with the weak SS–AS winds
found by Clancy et al. [2007] and Shah et al. [1991] (Figure 6.9, Figure 6.10).
However, we do not calculate the strong RSZ they observe. Our simulations
do not support the presence of the zonal AS-SS flow inferred by Buhl et al.
[1994] and Goldstein [1989].
7.4.3 CO2 10µm Emission Lines
Ground based heterodyne spectroscopy of CO2 10µm emission lines have
relatively high spatial resolution and probe the meridional structure of the
zonal winds. The emission is solar stimulated and occurs at 0.10-0.15 Pa
near 110±10 km [Sonnabend et al., 2008]. In the following we present two
comparisons. The first considers meridional profiles of zonal winds observed
for local times near noon. The second considers meridional profiles of zonal
winds observed at the terminators.
Zonal wind near local noon were observed in May and November 2007
by the Cologne Tuneable Heterodyne Infrared Spectrometer (THIS) [Sornig
et al., 2008; Sornig, 2009]. Figure 7.6 shows westward zonal winds as a
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function of latitude. May 2007 observations (dots) correspond to 11:40 LST,
whilst November 2007 observations (stars) correspond to 13:03 LST. GCM
zonal winds at the 0.11 Pa isobar are shown for 11:40 LST (black line) and
13:03 LST (magenta line).
The observations show considerable variation, and a definitive latitudi-
nal trend is difficult to discern. The variability may be partly attributable
to the time lapse between observations as well as the different local times
sampled. Our model zonal winds capture some of the low latitude (±30◦)
observations. However, we do not capture the larger mid-to-high latitude
zonal winds observed. Sornig et al. [2008] suggested that the peak in wind
at 45◦ observed in May 2007 could be a remnant of the mid latitude jet from
the lower mesosphere. However, we do not find evidence to support this from
our simulation.
Sornig et al. [2008] were also able to determine cross terminator SS–
AS winds from their May 2007 observations. They find maximum cross-
terminator windspeeds of 52±18 ms−1. This is consistent with our peak cross-
terminator winds of 62 ms−1. Our steady state equatorial zonal winds are
consistent with both the low zonal winds at the equator and SS–AS winds
observed in 2007.
We now consider CO2 10µm zonal winds at the terminators in more detail.
We focus on two sets of observations. The first set were acquired between
1990-1991 using the NASA Infrared Telescope Facility (IRTF) [Schmuelling
et al., 2000] and have been recently reanalysed by M. Harmen [M. Sornig
private communication, 2011]. The second set of observations consists of two
observing campaigns using the THIS instrument in March 2009 (sampling
the morning terminator) and April 2009 (sampling the evening terminator)
[M. Sornig private communication, 2011].
Figure 7.7 plots the magnitude of cross terminator zonal winds. THIS
observations from March 2009 (red) and April 2009 (blue) are compared
to IRTF observations from 1990-91 (green) and our simulated winds. The
CO2 stimulated emission can only occur at pressures between 0.10-0.15 Pa
[Sonnabend et al., 2008]. This pressure is normally associated with an al-
titude of 110±10 km. The pressure to altitude mapping of our model is
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Figure 7.6: Zonal winds inferred from the Doppler shift in the solar stimu-
lated CO2 10µm emission line. Observations were made using the the Cologne
Tuneable Heterodyne Infrared Spectrometer (THIS) in May (circles) and
November (stars) 2007, for local solar times near noon [Sornig et al., 2008;
Sornig, 2009]. Zonal winds from our simulations at the 0.11 Pa isobar are
shown for 11:40 LST (black line) and 13:03 (magenta line).
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consistent with this range. However, the magnitude of our cross terminator
winds increases dramatically over this altitude range, and we therefore con-
sider model zonal winds at four vertical levels; 100 km (dotted line), 110 km
(solid line), 120 km (dashed dotted line) and 130 km (dashed lines).
The THIS observations indicate cross-terminator winds between 120–
140 ms−1 are characteristic of latitudes between 10◦S–45◦N. They are signifi-
cantly larger than the IRTF winds of 50-100 ms−1. However, such differences
are characteristic of variability regularly observed in this region [Lellouch
et al., 1997]. Earlier observations between 1985–1986 by Goldstein et al.
[1991] also indicate cross-terminator zonal winds of 90–150 ms−1 and a weak
zonal super-rotation between 15–30 ms−1.
Our model cross-terminator winds from 110 km are notably weaker than
both the THIS and IRTF observations. Although model winds from 120 km
are relatively consistent with IRTF winds, they are considerably lower than
the THIS winds. Model winds from 130 km do, however, show a reasonable
agreement with the THIS winds. Thermospheric zonal winds are primarily
forced by the zonal gradient in the height of a pressure level and hence,
by the diurnal temperature structure. As previously discussed, the diurnal
temperature difference becomes more pronounced with altitude. The winds
at 130 km in the model are therefore stronger because the diurnal forcing is
also stronger. The diurnal thermal structure was also probed by THIS during
the March–April 2009 observing campaigns [Sonnabend et al., 2010]. In the
following, we explore the hypothesis that cross-terminator zonal winds are
weaker than the THIS winds because the diurnal structure in the model is
weaker than in the atmosphere when the winds were measured.
Figure 7.8 compares the THIS temperatures retrieved in 2009 to our
model temperatures. THIS temperatures are plotted as a function of local
time for low (blue), mid (green) and high (red) latitudes. Model temperatures
for the same latitude bins are shown at 110 km (dashed lines) and 130 km
(solid line). The diurnal temperature structure at 130 km is far more con-
sistent with the observed thermal structure than lower model levels. Model
winds at this altitude are in much better agreement with the THIS winds
than those from the standard altitude/pressure mapping. Sornig et al. [2008]
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argued that variations in local temperature and pressure to altitude mapping
should explain why the SS–AS winds they observe in May 2007 are low com-
pared to Goldstein et al. [1991] and Schmuelling et al. [2000]. We conclude
that the most likely explanation for the differences between our model and
THIS zonal winds is the relatively weak diurnal forcing in our model com-
pared to that observed by THIS.
7.4.4 Summary
We set out to simulate a steady state case and therefore do not capture the
high variability of the observed winds between 90–120 km. Instead we aim
to capture the mean state of the atmosphere. Our simulations indicate that
RSZ winds across 90–120 km are small. This is broadly consistent with the
O2 and O nightglow and the CO2 10µm winds. However, we are unable
to capture the large RSZ winds found in some observations of CO sub–mm
Doppler winds and NO nightglow.
We see a good agreement between the relatively low cross terminator
THIS winds from May 2007 [Sornig et al., 2008], and IRFT winds from 1990-
1991 [Schmuelling et al., 2000]. Our GCM cross-terminator zonal winds are
lower than observed by THIS in 2009 [M. Sornig private communication,
2010]. Simultaneous observations of temperatures also indicate that our im-
posed dayside temperatures are weaker than observed [Sonnabend et al.,
2010]. Where the observed and model thermal structures are equivalent we
also see a good agreement in cross terminator winds. Such comparisons high-
light the value of simultaneous temperature and wind observations.
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Figure 7.7: Magnitude of cross terminator zonal winds as a function of lat-
itude. Observations from the Cologne Tuneable Heterodyne Infrared Spec-
trometer (THIS) in May 2007 (pink), March 2009 (red) and April 2009 (blue),
and observations from IRFT in 1990-91 (green) are compared to model winds
between 100-130 km.
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Figure 7.8: Local time profile of temperature near 110 km, for low (blue), mid
(green) and high (red) latitude. Stars indicate temperatures at 110±10 km
determined from CO2 10µm emissions observed in 2009 [Sonnabend et al.,
2010]. Model temperatures are shown at two levels; 110 km (dashed line)
and 130 km (solid line). The comparison indicates that the diurnal forcing
at 130 km is most consistent with THIS observations.
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7.5 Cloud Tracked Winds
In this section we compare horizontal winds from our model lower meso-
sphere (Section 6.4) to available cloud tracking observations. Horizontal
winds near 70 km are determined by tracking features in the UV emissions
from the clouds (Section 2.3.3). Until recently the altitude sampled by these
measurements was only known to within a few kilometres [Sa´nchez-Lavega
et al., 2008]. However, Ignatiev et al. [2009] have now analysed simultaneous
observations from VMC and VIRTIS and are able to constrain the altitude
probed by the UV cloud tracking more accurately. Figure 7.9 shows merid-
ional profiles of cloud top altitude as determined by Ignatiev et al. [2009].
The altitude of the cloud tops varies significantly: up to 10 km or ∼3
vertical levels in our model. The magnitude of our simulated horizontal winds
varies considerably over this range (see Figure 6.6). We therefore linearly
interpolate the model horizontal winds onto the altitude level determined by
Ignatiev et al. [2009] before comparing to the UV cloud tracked winds.
Figure 7.10 plots zonal cloud tracked and simulated winds as a function of
latitude. Negative winds are westward in our co-ordinate system. The NIR
cloud tracking observations, which we used to constrain the model lower
boundary condition (dashed line), are shown in red. The black line shows
model winds at the cloud tops and all other symbols correspond to UV cloud
tracked zonal winds described in Section 2.3.3.
Figure 7.10 shows that the model zonal winds are in good agreement with
observations, although we note that our zonal winds are driven by the lower
boundary condition we impose. The model correctly predicts an increase in
wind-speed between the NIR (∼60 km) and the UV altitudes (70 km). We
also capture the mid latitude jet structure seen in the VMC (magenta) and
OCPP (green) profiles. The peak model jet speed is 15-20 ms−1 higher than
found in VMC and OCPP observations. However, given the spread of the
observations, our model jet speed is not unreasonable.
Figure 7.11 plots UV cloud tracked and model meridional winds, as a
function of latitude. Positive winds are southward in our co-ordinate sys-
tem. Whilst the model meridional winds mostly lie within the spread of the
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Figure 7.9: Meridional profiles of cloud top altitude as determined by Ig-
natiev et al. [2009] from VIRTIS and VMC observations. The left panel
shows the mean altitude in the southern hemisphere for two periods. The
black lines shows April 2006 to September 2007 (orbits 0–503) and grey line
shows from December 2007 to August 2008 (orbits 614–858). The curves are
moving averages with a 5◦ latitude window. Error bars represent scattering of
individual measurements. The right panel shows altitude from the northern
hemisphere during orbit 724 and derived using two VIRTIS channels.
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Figure 7.10: Comparison of cloud tracked and simulated zonal winds. Red
symbols are the NIR observations used to constrain the model lower bound-
ary (black dashed line). Red dots correspond to 986 nm filter Galileo SSI
winds [Peralta et al., 2007], red diamonds correspond to 980 nm filter VIR-
TIS winds [Sa´nchez-Lavega et al., 2008]. All other observations are from
UV cloud tracking and can be compared to the model winds (black line)
which have been interpolated onto the cloud top altitude. UV cloud tracking
observations are as described in Section 2.3.3. Orange and green stars are
Pioneer Venus OCPP winds from 1980 and 1982 [Limaye, 2007]. Blue dots
418 nm filter Galileo SSI winds [Peralta et al., 2007]. Blue diamonds 380 nm
filter VIRTIS winds [Sa´nchez-Lavega et al., 2008]. The magenta solid line
corresponds to the Markiewicz et al. [2007] all local solar time empirical fit
to wind-speeds obtained from VMC images. Magenta stars correspond to
the average VMC wind profile determined by Moissl et al. [2009].
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observations, there is no evidence of the simulated low latitude equatorward
cell (see Figure 6.6). This difference may be due to several factors. Firstly,
the equatorward cell may be an artefact of our model. Within the simulated
atmosphere this cell transports momentum from mid to low latitudes, help-
ing to sustain zonal winds at the equator. However, other authors who look
at how the cloud top super-rotation is generated suggest that thermal tides
(which we don’t simulate) may transport momentum equatorward [Gierasch
et al., 1997]. Secondly, such an equatorward cell may be present in the real
atmosphere but be obscured by retrieval errors or the natural variability of
the atmosphere. The meridional wind component is small compared to the
zonal component and therefore more difficult to extract, and many observa-
tions are at the limit of being retrievable [Moissl et al., 2009; Sa´nchez-Lavega
et al., 2008]. Thirdly, the cell may occur above the level probed by the UV
observations, and as shown in Figure 7.11 the magnitude of equatorward
winds in the model increase with increasing altitude. Observations from the
PV probes below 60 km indicate that the direction of the meridional winds
can vary significantly with height [Counselman et al., 1980].
In general, there is a good agreement between the UV cloud tracked and
our model horizontal winds. In particular the comparison between model and
zonal winds shown in Figure 7.10 suggests that our simulation accurately cap-
tures the zonal circulation. Further observations will help establish whether
the equatorward meridional cell simulated in our model exists in the Venusian
atmosphere.
244
Figure 7.11: Comparison of cloud tracked and simulated meridional winds
near 70 km. Model meridional winds which have been interpolated onto the
altitude profile determined by Ignatiev et al. [2009] are shown as a black solid
line. Model winds at the 6401 Pa isobar near 67 km are shown as a black line
with stars. UV cloud tracked winds are as indicated and described in Section
2.3.3.
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7.6 Comparison with Cyclostrophic Balance
The cyclostrophic approximation has been widely used to derive zonal winds
from the observed thermal structure in Venus’ mesosphere (Section 2.3.4).
Cyclostrophic balance assumes the acceleration from poleward pressure gra-
dients is balanced by an equatorward centrifugal acceleration from zonal
super-rotation. Mathematically, this approximation breaks down at very
high or low latitudes, due to the tan latitude dependency. It also neglects
any contribution to the momentum balance from the meridional circulation
or other terms in the momentum equation. One application of our model is
to compare zonal winds derived using the full momentum equation to those
derived using the cyclostrophic thermal wind equation. This allows the sig-
nificance of the terms neglected by the cyclostrophic approximation to be
assessed.
We now compare the magnitude of mesospheric zonal winds calculated
using our GCM (see Section 6.4) to those derived under the cyclostrophic
approximation. Cyclostrophic winds are derived from our background atmo-
sphere using Equation 2.12. Figure 7.12 compares zonal winds calculated
using the GCM (left panel) and cyclostrophic balance (right panel). Con-
tours of zonal wind are plotted as a function of pressure (y-axis) and latitude
(x-axis).
From Figure 7.12 we see a good agreement between the gross morphology
of cyclostrophic and GCM zonal winds; in the region where the assumed
thermal structure supports cyclostrophic balance. This is expected from
the analysis of the model momentum diagnostics (see Section 6.4.2) which
indicated that a balance of opposing curvature and geopotential accelerations
control the model dynamics here. Both windfields show a prominent jet
centred near 40◦ latitude which peaks near 4000 Pa (68 km). However, the
cyclostrophic jet is up to 7 ms−1 stronger than the one in our GCM. Both
wind profiles also show a decrease in zonal winds above the centre of the jet.
Cyclostrophic and GCM winds do, however, differ for latitudes equator-
ward of 30◦. Whilst our GCM zonal winds show an initial increase in zonal
windspeed with decreasing pressure between ∼17400-1000 Pa, cyclostrophic
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Figure 7.12: Contours of zonal wind as a function of pressure (y-axis) and
latitude (x-axis) calculated using the full momentum equation (left panel)
and cyclostrophic balance (right panel). White areas in the right hand panel
indicate regions where the meridional gradient in geopotential altitude is >0
and the cyclostrophic approximation invalid.
winds do not. The decrease in cyclostrophic winds between 30–0◦ latitude is
also more steep than for our GCM winds.
Figure 7.13 compares cloud tracked, GCM simulated and cyclostrophic
zonal winds. NIR observations near 60 km are shown in red and can be
compared to cyclostrophic wind (dashed line with dots) and our GCM lower
boundary condition (dashed line) at the 17400 Pa isobar. The remaining
symbols represent UV cloud tracked observations and can be compared to
model (solid line) and cyclostrophic (solid line with dots) zonal winds, which
are both interpolated onto the Ignatiev et al. [2009] altitude profile (Section
7.5).
We first consider winds near 70 km. For latitudes poleward of 30◦ GCM,
247
cyclostrophic and cloud tracked winds are in good agreement, particularly
between 45-85◦ where the GCM and cyclostrophic zonal winds are almost
identical. Both the GCM and cyclostrophic jets are larger in magnitude than
the jets seen in the VMC (magenta) and OCPP (green) cloud tracked winds,
but still lie within the spread of the observations. However, for latitudes
equatorward of 30◦ the steep decrease in cyclostrophic winds with decreasing
latitude deviates from both the observed and GCM winds. This suggests
that the cyclostrophic approximation has broken down and is no longer a
good approximation to the dynamics in this region. Piccialli [2010] found
that cyclostrophic zonal winds derived from VIRTIS and VeRa thermal fields
similarly deviate from cloud tracked observations for latitudes equatorward
of 20◦.
Our GCM simulations predict the presence of an equatorward meridional
cell between ±0–20◦ latitude starting at the level of the cloud tops (see Fig-
ure 6.6). This cell transports momentum towards the equator from the jet
and helps to sustain the low latitude zonal winds, which are also driven by
our lower boundary condition. As discussed in Section 7.5, the presence of
the equatorward meridional cell is not confirmed by current cloud tracking
observations. Figure 7.13 shows many observations of strong low latitude
winds. Some non-cyclostrophic mechanism must be invoked to explain the
presence of these winds. The meridional cell in our GCM provides one pos-
sible source of westward momentum. Further observations of the meridional
winds are required before we can assess the validity of this mechanism.
The agreement between cloud tracked and cyclostrophic winds at 60 km
(dashed line Figure 7.13) is poor relative to that 10 km higher. Cyclostrophic
winds for latitudes poleward of 20◦ are in general higher than observed,
particularly near 50◦ where a jet of ∼100 ms−1 is predicted compared to the
observed wind-speed of ∼60 ms−1.
Our lower boundary is placed near 60 km; thus, our simulations cannot ad-
dress the reasons for the differences of cloud tracked and cyclostrophic winds
at this level. However, we now discuss some possible explanations. Firstly,
Figure 7.13 may not be comparing cyclostrophic and cloud tracked winds
from the same level. Sa´nchez-Lavega et al. [2008] state the altitude level is
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only known to within a few kilometres, following Ignatiev et al. [2009], the
deviation may be as high as 10 km (see Figure 7.9). Steep vertical gradients
in zonal winds below 60 km were measured by the Pioneer Venus and Ven-
era descent probes (see Figure 1.9). This indicates that a small difference
in measurement altitude may lead to large differences in measured winds.
Secondly, the difference may be a manifestation of the natural variability
of the Venusian atmosphere. Our thermal structure (the VIRA model) is
based on observations acquired prior to 1985 and whilst the VIRTIS and
SSI NIR winds were acquired between 1990 [Peralta et al., 2007] and 2007
[Sa´nchez-Lavega et al., 2008]. Finally, cyclostrophic balance may be a poor
approximation to the momentum balance at this level.
We find that where geometry and thermal structure allow, cyclostrophic
balance is in reasonable agreement both with winds calculated from the full
momentum equation, and those derived from cloud observations. However,
the rapid decrease in cyclostrophic winds equatorward of 30◦ is not in good
agreement with the observed and our GCM winds. Our simulations suggest
one mechanism for transporting the westward momentum required to drive
these non-cyclostrophic winds, through an equatorward meridional trans-
port. At present, observations can neither verify nor rule out the presence
of the meridional cell which we suggest transports zonal momentum equa-
torward. Further work is required to understand the differences between the
cyclostrophic and NIR cloud tracked winds near 60 km.
Our assessment of the validity of cyclostrophic balance is however, nec-
essarily limited by the thermal structure we impose on the model. In con-
trast to the complete breakdown in cyclostrophic approximation that we find
near 88 km, Piccialli et al. [2008] derive cyclostrophic winds up to 45 ms−1
at 100 km between 30–60◦ from VIRTIS temperature measurements. One
fruitful avenue for future work might be to use the high spatial resolution
temperature observations from VIRTIS and/or VeRa as the basis for a back-
ground atmosphere structure. A GCM based on these data only would be
limited in vertical extent; however, the VIRTIS/VeRa data might be amal-
gamated with VTS3 as in Chapter 3. Such studies would help further assess
the interaction of cyclostrophic zonal and RSZ winds between 90–120 km.
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Figure 7.13: Comparison of cloud tracked, GCM and cyclostrophic zonal
winds. Winds are shown at the NIR (dashed line) and UV (solid line) levels.
GCM and cyclostrophic winds are interpolated onto the Ignatiev et al. [2009]
altitude level.
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7.7 Summary
In this chapter we have compared our simulations to available wind observa-
tions and models. We found that our model dynamic core solves the Navier-
Stokes equations in a manner consistent with the fully-coupled VTGCM.
This suggests that the Chapter 6 windfields are a reasonable representation
of the dynamics expected from a fully-coupled GCM whose thermal structure
had converged to the one we impose.
We find a good agreement between our model zonal winds at 70 km
and UV cloud tracking observations [Limaye, 2007; Peralta et al., 2007;
Markiewicz et al., 2007; Sa´nchez-Lavega et al., 2008; Moissl et al., 2009].
Our low-latitude zonal windspeeds increase between 60–70 km and match
the UV observations at 70 km. This zonal acceleration is linked to momen-
tum transport by a meridional cell. Further observations are required to
validate the presence of such a cell.
We have shown that (where geometry and thermal structure allow) cy-
clostrophic zonal winds are in reasonable agreement with the those derived
from the full momentum equation. We find that the propagation of cloud top
super-rotation through the mesosphere behaves in a manner consistent with
the cyclostrophic thermal wind equation. In our simulations the warm polar
temperatures above ∼70 km drive a decrease in zonal windspeed with height.
This limits the propagation of the cloud top super-rotation into the thermo-
sphere. In our simulations zonal winds decelerate from a peak equatorial
values of ∼120–0 ms−1 as altitude increases from the cloud tops to ∼100 km.
These low winds are consistent with the weak RSZ winds often observed
between 90–120 km from CO2 10µm Doppler shifts [Goldstein et al., 1991;
Schmuelling et al., 2000; Sornig et al., 2008; Sornig, 2009] and with winds
inferred from the spatial distribution of O2 [Ge´rard et al., 2008; Piccioni
et al., 2009; Ge´rard et al., 2009] and O nightglow [Krasnopolskii et al., 1976;
Krasnopolskii and Tomashova, 1980; Bougher and Borucki, 1994; Bougher
et al., 1997].
Our simulations are driven by a thermal structure which is representa-
tive of the average temperature observed, we therefore have not studied the
251
sensitivity of our winds to perturbations in mesospheric temperature. Vari-
ations in mesospheric temperature, particularly at high latitude may effect
the propagation of zonal winds in our model, which are quasi-cyclostrophic.
Cyclostrophic winds derived from VIRTIS indicate that winds up to 45 ms−1
at 100 km between 30–60◦ latitude can be maintained [Piccialli et al., 2008].
The range of RSZ winds from our simulations and those derived by Pic-
cialli et al. [2008] could explain some of the variability in LOS Doppler zonal
winds observed near 100 km. Future studies looking at the variability of
the winds between 90–120 km should consider the sensitivity of the winds
to mesospheric thermal structure. However, it is unlikely a propagation of
cloud top super-rotation could sustain 100–150 ms−1 RSZ winds from CO
sub–mm Doppler wind observations [Clancy et al., 2007] or capture the large
variability observed by Clancy et al. [2007] and Lellouch et al. [2008].
We also see a good agreement between our simulated cross terminator
zonal winds near 110 km and those observed by THIS in May 2007 [Sornig
et al., 2008]. Our winds from 120 km also agree with observations from IRFT
in 1990-1991 [Schmuelling et al., 2000]. Our cross-terminator zonal winds
are lower than observed by THIS in 2009 [M. Sornig private communication,
2010], and Goldstein et al. [1991]. However, differences between our winds
and the 2009 THIS observations can be attributed to the thermal structure we
impose under-representing the observed diurnal temperature contrasts. We
also find our upper thermospheric cross-terminator zonal winds are consistent
with predictions by Niemann et al. [1980] and Mayr et al. [1980a].
Observations of NO nightglow near 116 km [Stewart et al., 1980; Bougher
et al., 1990] and the spatial distribution of He [Niemann et al., 1980] and
H [Brinton et al., 1980] measured above 150 km, are evidence of a thermo-
spheric super-rotation of 50–100 ms−1. Mengel et al. [1989] suggested that in
principle such a super-rotation could be driven in situ by the pressure gradi-
ents. Like Bougher et al. [1988]; Mengel et al. [1989]; Stevens-Rayburn et al.
[1989] we find this not to be the case. Mengel et al. [1989] also suggested that
the thermospheric super-rotation could be a remnant of the cloud top super-
rotation. Our simulations indicate that the propagation of large cloud top
super-rotation into the thermosphere is unlikely. In agreement with authors
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including Alexander [1992], Zhang et al. [1996] and Bougher et al. [1997] we
expect that an additional momentum source is required, possibly from waves.
Chapter 8
Conclusions and Future Work
8.1 Conclusions
We have developed the first circulation model of the Venusian atmosphere
to couple the super-rotating cloud tops with the upper thermosphere (60–
250 km). In order to drive these simulations, we formulate the first continu-
ous semi-empirical model of the atmospheric structure covering this altitude
range (Chapter 3). We have shown that our model thermal structure is in
good agreement with available observations. Similarly, we have shown (in
Chapter 7) that winds driven by our background atmosphere are consistent
with much of the available wind data.
Our simulations (Chapter 6) characterise the steady-state dynamics of the
mesosphere and thermosphere. Our dynamics below 80 km are characterised
by a balance of poleward pressure gradients and equatorward curvature ac-
celerations, and are predominately cyclostrophic. We calculate the presence
of a mid latitude jet with peak zonal windspeeds of 120 ms−1 at 45◦ latitude
at 68 km. This jet forms in response to the cold collar and is sustained by
a poleward transport of angular momentum. At low latitudes (<20◦) our
zonal winds are sustained by our lower boundary condition and an equator-
ward momentum transport.
Above 75 km the pole-to-equator temperature gradient becomes negative
and drives equatorward winds with peak speeds of 100 ms−1 near 95 km.
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We find the pole-to-equator temperature gradient also causes a decrease in
zonally averaged zonal wind with height. For latitudes poleward of 50–60 ◦ a
balance of advection and pressure gradients replaces cyclostrophic balance.
We find zonal forcing above 90 km drives a reversal in dayside meridional
winds which become poleward. Zonal winds, which are zero near 100 km, are
accelerated to flow from the subsolar to the antisolar point and increase in
magnitude with increasing height up to ∼150 km. We find the winds between
90–150 km are not characterised by a simple balance of acceleration terms;
horizontal pressure gradients, viscosity and advection are all significant.
We find a balance of horizontal pressure gradients and viscosity char-
acterise upper thermospheric dynamics and drive a symmetric subsolar-to-
antisolar (SS–AS) flow with cross terminator winds of 200 ms−1. The mag-
nitude of the winds above 150 km is sensitive to the turbulent viscosity coef-
ficient and the dynamics of the lower thermosphere between 90-150 km.
Our model lacks the super-rotation which is observed in the thermosphere.
Other simulations covering the thermosphere impose super-rotating zonal
winds and use their speed as a tuneable parameter in order to fit data.
However, since our method forgoes this tuning parameter, we are able to
address the origin of the thermospheric retrograde super-rotating zonal (RSZ)
flow.
8.1.1 Thermospheric Super-rotation
The origin of the thermospheric super-rotation is an open question [Fox and
Bougher, 1991]. Niemann et al. [1980] suggested this question should be
addressed by a model encompassing the cloud tops and the upper thermo-
sphere. In Chapter 6 we used our model to explore two mechanisms which
Mengel et al. [1989] suggest could generate thermospheric super-rotation.
It has been suggested that the thermospheric super-rotation could be a
remnant of cloud top super-rotation (100 m s−1 at 70 km). We studied the
propagation of the cloud top super-rotating winds up through the meso-
sphere. Our zonal winds at 70 km are in good agreement with observations
[Limaye, 2007; Peralta et al., 2007; Markiewicz et al., 2007; Sa´nchez-Lavega
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et al., 2008; Moissl et al., 2009]. Zonally averaged zonal windspeeds decrease
with altitude above this level; going to ∼0 m s−1 at 100 km. Hence, we sug-
gest that the thermospheric super-rotation is unlikely to be a remnant of
cloud top super-rotation. Corroboration for our small zonal winds at 90–
120 km comes from CO2 10µm Doppler shift measurements [Goldstein et al.,
1991; Schmuelling et al., 2000; Sornig et al., 2008; Sornig, 2009] and winds
inferred from the spatial distribution of O2 and O nightglow [Ge´rard et al.,
2008; Piccioni et al., 2009; Ge´rard et al., 2009; Krasnopolskii et al., 1976;
Krasnopolskii and Tomashova, 1980; Bougher and Borucki, 1994].
An alternate, in situ, mechanism for generating thermospheric super-
rotation was given by Mengel et al. [1989]. They suggested that thermo-
spheric pressure gradients could drive a RSZ wind through geostrophic or cy-
clostrophic balance. Our simulations do not support this hypothesis. As our
simulations are steady state we have not investigated the role that breaking
atmospheric waves may play in generating the thermospheric super-rotation.
8.1.2 Cyclostrophic Balance
Following Leovy [1973], cyclostrophic balance is often applied to derive winds
in Venus’ mesosphere. However, the validity of cyclostrophic balance as a
description of mesospheric momentum balance is subject to uncertainty; the
review by Lellouch et al. [1997] highlighted this as an important avenue of
future research. We address this outstanding question by comparing winds
derived from the full non-linear momentum equation to those derived by
assuming cyclostrophic balance.
Our dynamics below 80 km are characterised by a balance of poleward
pressure gradients and equatorward curvature terms, and are predominately
cyclostrophic. Above 80 km we find that a balance of advection and merid-
ional pressure gradients replaces cyclostrophic balance for latitudes poleward
of (50–60 ◦). We find that the mid latitude jet speed calculated assuming
cyclostrophic balance is 7 ms−1 higher than that calculated by the full mo-
mentum equation. Near 75 km we find a good agreement between our GCM,
cyclostrophic and cloud tracked winds between 45–85◦. Equatorward of 30◦
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cyclostrophic winds show a steep decrease with decreasing latitudes. This is
not seen in our GCM winds, which are sustained by an equatorward transport
of momentum, neglected in the cyclostrophic approximation.
8.1.3 Upper Mesospheric Circulation
In Chapter 6 we showed that the upper mesosphere of our model is dominated
by pole-to-equator winds. We found that these winds were driven directly by
the negative pole-equator thermal gradient. However, this flow pattern is not
thought to be consistent with the maintenance of warm polar temperatures
[Crisp and Titov, 1997; Fels, 1986; Baker and Leovy, 1987a; Newman and
Leovy, 1992a]. Warm poles on Venus are not only well established by obser-
vations [Taylor et al., 1980a], but would also be required in order to drive
the winds in the first place. The requirement to maintain warm poles sug-
gests that our technique may not include all the processes necessary to fully
capture the physics of Venus’ mesosphere. This is not the case for Titan’s
thermosphere where we showed (in Chapter 5) thermally driven and fully
coupled dynamics to be in very good agreement. With the above limitation
in mind, we turn to consider improvements and avenues for further research.
8.2 Future Work
Our analysis of the cyclostrophic approximation, and the propagation of
the cloud top super-rotation are limited in scope by the thermal structure
we impose. Piccialli et al. [2008] derive cyclostrophic winds up to 45 ms−1 at
100 km between 30–60◦ from VIRTIS temperature measurements, in contrast
our zonal winds tend to zero at 100 km. A new background atmosphere
coupling VIRTIS and/or VeRa observations to VTS3 could be formulated
and used to drive our dynamic model. This would allow us to investigate
how changes in mesospheric temperatures affect the zonal winds between 90–
120 km, and address the outstanding question of what drives the variability
in winds observed here. New observations, in particular from SPICAV and
SOIR should also be used to further constrain any new model of atmospheric
257
structure.
Perhaps the most limiting aspect of our current method is the decou-
pling of the momentum and energy equations. Like Elson [1979], we derive
winds directly from an assumed thermal structure which the winds them-
selves cannot modify. We have seen that this limitation was not significant
for simulations of Titan’s thermosphere, but that it may limit our ability
to understand Venus’ mesospheric circulation. Our meridional winds, like
those of Elson [1979], are unlikely to be compatible with the maintenance of
the observed thermal structure [Crisp, 1986]. An important avenue of future
work is therefore to couple the energy and momentum equations.
An initial step would be to adapt the scheme used by Mu¨ller-Wodarg et al.
[2003] to calculate self-consistently the incoming solar forcing and solve the
energy equation in the Titan GCM. CO2 is the most significant radiatively ac-
tive molecule in Venus’ atmosphere [Fox and Bougher, 1991]. However, even a
study considering only CO2 radiative forcing would be complicated because
many important features of the radiative balance, such as the CO215µm
emission, are not in local thermodynamic equilibrium. Therefore, any ra-
diative transfer model adopted would have to be a NLTE scheme. Rolda´n
et al. [2000] have developed a NLTE radiative transfer model of Venus’ at-
mosphere spanning 60–180 km. The Rolda´n et al. [2000] model could be
used to provide heating and cooling coefficients. Accurately representing the
observed mesospheric thermal structure may also require that tidal forcing
be included in future simulations [Crisp, 1986; Fels, 1986; Baker and Leovy,
1987a; Newman and Leovy, 1992a].
By way of contrast, coupling an atmospheric composition model with
our simulated dynamics would be a relatively straightforward addition. Our
model already includes spatial variations in CO2, CO, O, N, N2 and He mix-
ing ratios. These mixing ratios could be used as a set of initial conditions
for multi-component advection-diffusion equations. Allowing the spatial dis-
tribution of gases to vary in the model would enable us to compare our
simulations directly with the observed bulge in nightside H and He densities;
these observations provide the best evidence for thermospheric super-rotation
above 150 km. Since the composition would be sensitive to the magnitude of
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the turbulent viscous coefficient, adding a compositional model would allow
us to further constrain the value of the turbulent diffusion coefficient, and
therefore the turbulent viscosity coefficient.
Currently, we compare our simulated winds between 90 km and 110 km to
those inferred from observations of airglow. It would be preferable to compare
model results directly with the measured spatial distributions of NO and O2
airglow. This would require the inclusion of photochemistry schemes within
our model. The chemistry scheme implemented in the VTGCM by Bougher
et al. [1990] and Bougher and Borucki [1994] already has some nightglow
capabilities. It may be possible to adapt their approach for inclusion in our
model.
Much of the variability present in observations of the Venusian upper
atmosphere has been attributed to the action of waves. Wave breaking may
help explain the variability in O2 and NO nightglow observations and in the
CO sub–mm Doppler winds. Furthermore, momentum deposition by waves
propagating from the level of the clouds is one of the prime candidates for the
mechanism generating the thermospheric super-rotation [Alexander, 1992;
Zhang et al., 1996; Bougher et al., 1997]. Wavelengths and phase speeds
have been discerned from new VEx observations of waves by the VIRTIS
Garcia et al. [2009] and VMC Peralta et al. [2008] VEx instruments. These
parameters could be used to constrain terrestrial wave models such as the
scheme developed by Fritts and Lu [1993] which could be incorporated into
to our model.
Additionally, our model could be adapted to include the ionosphere. This
would allow us to investigate global ion distributions and the role of neutral
winds in transporting ions and electrons onto the night side.
In summary there are many ways in which to build upon our model.
Venus’ upper and middle atmosphere is a complex and fascinating system.
Collaborative efforts of modellers and observers will further our understand-
ing of this intriguing planet.
Appendix A
FTCS Integration of Advection
Equations
We consider the stability of the Forward in Time Centred Space (FTSC)
numerical integration method when applied to the 1-dimensional advection
equation:
∂u
∂t
+ v
∂v
∂x
= 0. (A.1)
Integrating with respect to time using the FTCS method gives:
un+1 = un − v∆tu
n
j+1 − unj−1
2∆x
(A.2)
To assess the stability of Equation A.2 we apply von Neumann stability anal-
ysis and accordingly assume that the coefficients of the difference equation
only vary on very large temporal and spatial scales, such that they can be
considered approximately constant in time and space. We also assume that
the solutions, or eigenmodes, of the Equation A.2 have the form:
unj = ξ
neikj∆x (A.3)
where k is a real spatial wave number, ξ = ξ(k) is the amplification factor and
i =
√−1. The time-dependence of a single eigenmode (solution) is therefore
composed of successive integer powers of the amplification factor. Difference
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equations are therefore defined to be unstable if they have exponentially
growing modes such that |ξ(k)|>1 for a given value of k [Press et al., 1992].
ξ(k) can be determined by substituting Equation A.3 into Equation A.2:
ξn+1eikj∆x = ξneikj∆x − v∆t
2∆x
ξn
(
eikj+1∆x − eikj−1∆x) (A.4)
Dividing by ξn and using the relation:
sin (k∆x) =
eik∆x − e−ik∆x
2i
(A.5)
gives:
ξn = 1− v∆t
2∆x
(
eik∆x − e−ik∆x) (A.6)
ξn = 1− iv∆t
2∆x
sin (k∆x) (A.7)
The modulus of the amplification factor is given by |ξ(k)| = 1+(− iv∆t
2∆x
sin (k∆x)
)2
.
Therefore |ξ(k)|>1 for all values of k and the first order Euler method is un-
conditionally unstable when applied to the 1-dimenisonal advection equation.
Appendix B
FTCS Integration of Diffusion
Equations
We consider the stability of the FTCS integration method when applied to
the 1-dimensional diffusion equation:
∂u
∂t
−K∂
2u
∂x2
= 0 (B.1)
Integrating Equation B.1 using the FTCS approximation gives:
un+1j = u
n
j +
K∆t
∆x2
(
unj+1 − 2unj + unj−1
)
(B.2)
We again assume that the solutions, or eigenmodes, of Equation B.2 have
the form given by Equation A.3. The amplification factor can be determined
by substituting Equation A.3 into Equation B.2:
ξn+1eikj∆x = ξneikj∆x +
K∆t
∆x2
ξn
(
eikj+1∆x − 2eikj∆x + eikj−1∆x) (B.3)
ξn = 1 +
K∆t
∆x2
(
eik∆x − 2 + e−ik∆x) (B.4)
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Using the relationships:
cos (k∆x) =
eik∆x + e−ik∆x
2
(B.5)
cos(k∆x) = 1− sin2 k∆x
2
(B.6)
the amplification factor is given by:
ξn = 1 +
2k∆t
∆x2
(cos(k∆x)− 1) (B.7)
ξn = 1 +
4k∆T
∆x2
sin2
k∆x
2
(B.8)
As previously discussed (Appendix A) for the solution to Equation B.2 to
be stable |ξ(k)| ≤ 1. Taking the modulus of Equation B.8 and taking the
maximum of sin2 k∆x
2
gives:
1− 8k∆t
∆x2
+
16k2∆t2
∆x4
≤ 1 (B.9)
which is satisfied when:
∆t ≤ ∆x
2
2k
(B.10)
The FTCS method is therefore conditionally stable for the 1-dimensional
diffusion equation.
Appendix C
Numerical Diffusion Term
The FTCS integration method is numerically unstable for advection equa-
tions. The momentum equation contains both advective and diffusive terms,
and a stabilising numerical diffusion term was included by Fuller-Rowell
[1981] in the original terrestrial thermosphere GCM. The term was omitted
from the TTGCM and has been included in the Venus mesosphere thermo-
sphere GCM.
The numerical diffusion term added by Fuller-Rowell [1981] has the form:
− ∆t
2
(∇ ·V) (∇ ·V) V (C.1)
and was derived by considering the numerically diffusive properties of the Lax
integration method. As with the other differential operators the numerical
diffusion terms must be cast into spherical polar co-ordinates. The product
of the the 3-dimensional advective operator with itself is a nine term scalar
and the smaller cross-terms are negleted. The spherical polar form of the
numerical diffusion operator used in the model is given by:
(∇ ·V) (∇ ·V) V = vθ
R2
∂
∂θ
(
vθ
∂
∂θ
)
+
vφ
R2 sin2 θ
∂
∂φ
(
vφ
∂
∂φ
)
+ w
∂
∂P
(
w
∂
∂P
)
=
vθ
R2
∂vθ
∂θ
∂
∂θ
+
v2θ
R2
∂2
∂θ2
+
vφ
R2 sin2 θ
∂vφ
∂φ
∂
∂φ
+
v2φ
R2 sin2 θ
∂2
∂φ2
+ w
∂w
∂P
∂
∂P
+ w2
∂2
∂P 2
(C.2)
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