This work has been motivated by several recent papers quantifying the density of values of generic quadratic forms and other polynomials at integer points, in particular using Rogers second moment estimates (Athreya-Margulis [AM17], Kelmer-Yu [KY18b]). In this paper we exploit similar ideas in quite general set-up of arbitrary subhomogeneous functions, deriving necessary and sufficient conditions on approximating function ψ guaranteeing that for generic f in the G-orbit of a given function the inequality |f (v)| ≤ ψ( v ) has finitely or infinitely many integer solutions. Here G can be any group satisfying certain natural conditions guaranteeing that Rogers-type estimates can be applied.
Introduction
Let f be an indefinite and nondegenerate quadratic form in n ≥ 3 real variables that is not a multiple of a quadratic form with rational coefficients. The Oppenheim-Davenport Conjecture, proved in a breakthrough paper by Margulis [M87] , states that 0 is an accumulation point of f (Z n ): in other words, for any ε > 0 (1.1) there exist infinitely many v ∈ Z n with |f (v)| < ε.
Margulis' approach, via the dynamics of unipotent flows on homogeneous spaces, was not effective: given ε > 0, it did not give any bound on the length of the shortest integer vector v for which (1.1) holds. Effective versions were later established for any n ≥ 5 [BG99, GM13] , but the most difficult case n = 3 still relies on ergodic theory. One of the difficulties in establishing effective variants of Margulis' Theorem is proving the aforesaid bounds for any quadratic form f as above. This difficulty is attenuated when one seeks to prove such bounds only for generic f as above (with respect to the natural measure class). Recently, such effective generic results have been proved both in the original setting of quadratic forms and in related settings of other homogeneous polynomials; for example, see [AM17, B16, EMM05, GK17, GGN18, KY18b, LM14, MM11]. In order to describe some of the aforementioned results in greater detail and to lay the foundation for our own work in the present paper, let us introduce some definitions. Given a norm ν, a map f : R n → R, and an approximating function ψ : R ≥0 → R >0 , let us say that f is (ψ, ν)-approximable if ε in the right-hand side of (1.1) can be replaced by ψ ν(v) . Equivalently,
The above definition is a way to quantify the density of f (Z n ) at 0 in terms of the approximating function ψ. We note that this definition of approximability in terms of ψ is dependent also on the chosen norm; under some mild assumptions, however, we shall see that this is not significant for our purposes. Every specific example that we consider in this paper will satisfy these mild assumptions. It is also clear that the definition of (ψ, ν)-approximability Date: October 4, 2019. D. K. has been supported by NSF grants DMS-1600814 and DMS-1900560.
also makes sense when ψ is defined only for all sufficiently large nonnegative real numbers; however, it is convenient to assume that the domain of ψ is all of R ≥0 by arbitrarily extending the function, if necessary. We shall sometimes tacitly do so. Consider first the special case
where s > 0 is arbitrary. Let ν be any norm on R n . It was recently shown by Athreya and Margulis [AM17, Theorem 1.1] that for every p, q ∈ Z >0 with p + q = n ≥ 3, almost every (with respect to the natural measure class) nondegenerate real quadratic form Q of signature (p, q) and a given fixed determinant is (ϕ s , ν)-approximable for every s < n − 2. Previously this was established by Ghosh and Kelmer for n = 3 [GK17] ; see also the work of Bourgain [B16] dealing with generic ternary diagonal forms. Similar results for other polynomials were then obtained in [AM17, GGN18, KY18b] . For instance, strong quantitative estimates obtained in [KY18b] immediately imply the following generalization of [AM17, Theorem 1.1]: For any p, q ∈ Z >0 with p + q = n, any even integer d with 0 < d < n, and any s < n − d, almost every polynomial in the SL n (R)-orbit of (1.5)
x d k is (ϕ s , ν)-approximable.
In this paper, we improve on this generalization and prove the same for the critical exponent s = n − d; in fact, we establish a Khintchine-type generalization when the maps f and ψ satisfy the mild conditions to which we alluded. Let us mention that all real homogeneous polynomials f and all power functions ψ s (s > 0) satisfy these assumptions. Furthermore, our methods allow us to generalize to the case of multivariate approximation with no additional effort. We now introduce these conditions:
Definition 1.1. Given f : R n → R and ψ : R ≥0 → R >0 , say that
• f is subhomogeneous if f is Lebesgue measurable and there exists a constant d = d f ∈ R >0 such that for each t ∈ (0, 1) and each x ∈ R k , one has |f (tx)| ≤ t d |f (x)|; • ψ is regular if ψ is Lebesgue measurable and there exist real numbers a = a ψ ∈ R >1 and b = b ψ ∈ R >0 such that for each x ∈ R >0 one has b ψ ψ(x) ≤ ψ(a ψ x).
Subhomogeneity is our only assumption on f ; in particular, f need not be a polynomial or even continuous. See [FKMS14, Definition 2.2] for another instance of using the regularity assumption in the context of Diophantine approximation.
Now and henceforth, we will denote by n an arbitrary element of Z ≥2 , and will let m stand for Lebesgue measure on a Euclidean space of any dimension. (The dimension will be clear from the context.) The following is a special case of one of our main results, Theorem 1.7. Theorem 1.2. Let η and ν be arbitrary norms on R n , let f : R n → R be subhomogeneous, and let ψ : R ≥0 → R >0 be regular and nonincreasing. Then f •g is (ψ, ν)-approximable for Haar almost every (resp., almost no) g ∈ SL n (R) if and only if m (A f,ψ,η ) is infinite (resp., finite). This is consistent with many other results in Diophantine approximation, where the finitude vs. infinitude of the volume of a certain set provides a necessary and sufficient criterion for the existence of finitely vs. infinitely many solutions of certain inequlaities almost everywhere. That being said, it seems remarkable that so very little needs to be assumed in order to have such a result. Also, a byproduct of Theorem 1.2 is that, under the above assumptions on f and ψ, the finitude vs. infinitude of m (A f,ψ,ν ) does not depend on the choice of the norm ν. This is stated explicitly in Lemma 3.1 below.
Let us give an immediate consequence of Theorem 1.2, which concerns the approximability of a function that is essentially a generalized indefinite and nondegenerate real quadratic form.
Corollary 1.3. Let d ∈ R >0 , and fix any p, q ∈ Z >0 with p + q = n. Let ν be a norm on R n . Let f : R n → R be given by
Let ψ : R ≥0 → R >0 be regular and nonincreasing. The following then holds: If the integral
is infinite (resp., finite), then f • g is (ψ, ν)-approximable for almost every (resp., almost no) g ∈ SL n (R).
This generalizes the aforementioned work of Athreya-Margulis and Kelmer-Yu. In particular, this applies to any ϕ s with 0 < s ≤ n − d (including the critical value s = n − d) and to any d ∈ R >0 (not necessarily an even integer). We note that the integral in this corollary automatically converges when d > n, simply because ψ is nonincreasing and thus bounded. Other applications of Theorem 1.2 can be found in §4.
Remark 1.4. It is worth pointing out that the results of [B16, AM17, GK17, KY18b, GGN18] involve a notion of approximability stronger than the one considered in this paper. To be precise, say that f is uniformly
See, for instance, [Wa12, §1.1] for a discussion of asymptotic vs. uniform approximation in metric number theory. It is easy to verify that if ψ is nonincreasing and f does not represent 0 nontrivially, then the uniform (ψ, ν)approximability of f implies its (ψ, ν)-approximability. All the aforementioned papers actually exhibited conditions sufficient for uniform (ψ, ν)-approximability of generic elements of the SL n (R)-orbit of a given polynomial. For instance, it is proved in [KY18b] that if n ≥ 3, d is any even integer with 0 < d < n, s ∈ (0, n − d) is arbitrary, and f is as in (1.5), then almost every element in the SL n (R)-orbit of f is uniformly (ψ, ν)-approximable for a convenient choice of norm ν. It seems to be a challenging problem to find necessary and sufficient conditions on ψ under which uniform approximability is generic in SL n (R)-orbits. For example, this problem is open for functions ϕ s when s is the critical exponent-such as s = 1 in the case of ternary quadratic forms.
It is also worth mentioning that all the aforementioned papers were dealing with the density of f (Z n ) in R, not just at zero. In other words, for various examples of polynomials f , these papers presented conditions sufficient to show that for every ξ ∈ R and almost every g ∈ SL n (R), there exists R > 0 such that for every T ≥ R there exists v ∈ Z n for which 0 < ν(v) ≤ T and |ξ − f (gv)| ≤ ψ(T ). We shall not deal with this case-the inhomogeneous one-in the present paper.
Historically, there have been several different approaches to this circle of problems. In particular, the papers [GK17] and [GGN18] continue the line of thought behind Margulis' proof of the Oppenheim Conjecture, reducing the problem to studying the action of the stabilizer of the function f on the space of lattices, and using ergodic properties of the action to establish quantitative density of f (Z n ). In the present paper, however, we follow the approach of [AM17, KY18b] , where the argument was based on studying the asymptotics of the number of lattice points of generic lattices in families of domains in R n and essentially goes back to the work of Schmidt [Sc60] . One of the advantages of the latter approach is that it makes it possible to significantly generalize the set-up. In particular, one can consider multivariate functions f , that is, ℓ-tuples f = (f 1 , . . . , f ℓ ) : R n → R ℓ , and also restrict to the values of f at primitive integer points Z n pr of R n rather than at all integer vectors. To state our more general results, let us introduce a few more notation and terminology. Now and hereafter, we let ℓ denote an element of Z >0 . Definition 1.5. We define a non-strict partial order on R ℓ as follows: For any x = (x 1 , . . . , x ℓ ) ∈ R ℓ and any y = (y 1 , . . . , y ℓ ) ∈ R ℓ , write x y if and only if for each j ∈ {1, . . . , ℓ}, one has x j ≤ y j .
be given, let ν be an arbitrary norm on R n , and let P be an arbitrary subset of Z n .
• We abuse notation and write |f | to denote the function (|f 1 |, . . . , |f ℓ |) : R n → R ℓ .
• We define A f,ψ,ν := x ∈ R n : |f (x)| ψ ν(x) .
• We say that f is (ψ, ν, P)-approximable if A f,ψ,ν ∩ P has infinite cardinality.
• We say that f is subhomogeneous if each component function of f is subhomogeneous as per Definition 1.1; equivalently, if f is Lebesgue measurable and there exists a constant d = d f ∈ R >0 such that for each t ∈ (0, 1) and each x ∈ R n , one has |f (tx)| t d |f (x)|. • We say that ψ is regular if each component function of ψ is regular as per Definition 1.1; equivalently, if ψ is Lebesgue measurable and there exist real numbers a = a ψ ∈ R >1 and b = b ψ ∈ R >0 such that for each x ∈ R >0 , one has b ψ ψ(x) ψ(a ψ x). • We say that ψ is nonincreasing if each component function of ψ is nonincreasing in the usual sense.
The following theorem is a consequence of Theorem 3.3. Theorem 1.7. Let η and ν be arbitrary norms on R n , let f = (f 1 , . . . , f ℓ ) : R n → R ℓ be subhomogeneous, and let ψ = (ψ 1 , . . . , ψ ℓ ) : R ≥0 → (R >0 ) ℓ be regular and nonincreasing.
(i) If m (A f,ψ,η ) = ∞, then the following is true: For Haar almost every g ∈ SL n (R), the map f • g is ψ, ν, Z n pr -approximable. (ii) If m (A f,ψ,η ) < ∞, then the following is true:
For Haar almost every g ∈ G, f • g is not (ψ, ν, Z n )-approximable.
Theorem 3.3, our main result, is essentially a generalization of the above theorem to a class of groups that act on R n and satisfy certain axioms, which SL n (R) happens to satisfy. Another example of such a group is Sp n (R), the group of symplectic linear isomorphisms of R n , where n ∈ Z >0 is even, or the group ASL n (R) := SL n (R) ⋉ R n of unimodular affine isomorphisms of R n . For the infinite measure case of Theorem 3.3, we actually obtain a quantitative version when we stipulate that the element g lie in an arbitrary fixed compactum of the group.
Let us briefly delineate the structure of this paper. In §2 we define a class of groups that satisfy certain axioms conducive to proving our main result on Diophantine approximation. The utility of these axioms is that they enable us to prove generic counting results in certain spaces of lattices; our approach is a generalization of the method developed by W. M. Schmidt in [Sc60] . Using the axioms on f and ψ that have already been introduced, we then proceed to transfer the results in the space of lattices to results concerning Diophantine approximation. In §4 we then apply our results to specific examples of subhomogeneous f in order to obtain integral criteria for the ψ-approximability of f , as in Corollary 1.3.
Possible examples with which we do not concern ourselves here abound: one can, for example, take f to be a system of several quadratic forms or a pair consisting of a quadratic and a linear form, as in the papers [G04a, G04b] of Gorodnik.
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Generalities concerning the acting group and counting results for generic lattices
Let G be a closed subgroup of ASL n (R), and let Γ be the subgroup of G defined by (2.1) Γ := {g ∈ G : gZ n = Z n }.
Now and hereafter, we assume that Γ is a lattice in G; that is, Γ is a discrete subgroup of G whose covolume in G is finite. (In each particular example of such a group G that we shall consider, the subgroup Γ will indeed be a lattice in G.) Notice that we then have a well-defined bijection between the sets X and {gZ n : g ∈ G} that is given by gΓ ←→ gZ n . Now let P be any Γ-invariant subset of Z n . Given any Λ ∈ X, fix any g ∈ G for which Λ = gZ n ; then define Λ P := gP. Then Λ P is well-defined because P is Γ-invariant.
Given any compactly supported function f : R n → R, we may then define its P-Siegel transform f P :
We equip G with a left Haar measure µ G for which the induced left
Let us now introduce the axioms on G to which we alluded at the end of the preceding section.
Definition 2.1. Let G and P be as above.
(i) We say that G is of P-Siegel type if there exists a constant c = c P ∈ R >0 such that for any bounded and compactly supported Lebesgue measurable function f : R n → R, we have
(ii) Let p ∈ [1, +∞) be given. We say that G is of (P, p)-Rogers type if there exists a constant D = D P,p ∈ R >0 such that for any bounded Lebesgue measurable E ⊂ R n , we have
The definition of P-Siegel type is nothing more than the assertion that a variant of the Siegel Mean Value Theorem-first proved by C. L. Siegel in the context of SL n (R)/SL n (Z) in the seminal paper [Si45]-holds for the P-Siegel transform on X. Note that using the Monotone Convergence Theorem it is easy to see that for G of P-Siegel type (2.2) holds for any f ∈ L 1 (R n , m). Likewise, for G of P-Rogers type (2.3) is satisfied for any (not necessarily bounded) Lebesgue measurable E ⊂ R n of finite measure. (ii) Assuming that G is of P-Siegel type, the assumption of (P, 2)-Rogers type is equivalent to the assumption that for any bounded Lebesgue measurable E ⊂ R n , the variance of the random variable ½ E P is bounded from above by a uniform scalar multiple of the expectation of ½ E P . This condition was used by W. M. Schmidt to great effect in [Sc60] , see a remark after Theorem 2.9 below. The definition of (P, p)-Rogers type for arbitrary p ∈ [1, +∞) is a natural generalization of this condition.
(iii) Notice that if G is of P-Siegel type, then G is of (P, 1)-Rogers type.
Before we provide some examples of groups that satisfy the various Siegel and Rogers type axioms, let us prove some simple facts that will be helpful going forward. We first prove the so-called logarithmic convexity of L p norms; although this result is standard, we shall prove it because we cannot find a published reference.
.
Applying Hölder's inequality with the conjugate exponents p rθ and t r(1 − θ)
, it follows
Hence,
Corollary 2.4. Suppose that the group G is of (P, 1)-Rogers type and that there exists q ∈ (1, +∞) for which G is of (P, q)-Rogers type. Then for each r ∈ (1, q), the group G is of (P, r)-Rogers type.
Proof. Let r ∈ (1, q). Fix θ ∈ (0, 1) for which r −1 = θ 1 + 1 − θ q . Let D 1 = D P,1 and D q = D P,q be as in Definition 2.1. Let E ⊂ R n be bounded and Lebesgue measurable. We then have
In this paper, the examples of G that we shall consider are ASL n (R), SL n (R), and also Sp 2k (R) when n = 2k. When G = ASL n (R), it is clear that the only Γ-invariant subset of Z n is Z n . If G = SL n (R) or G = Sp 2k (R) when n = 2k, then Γ acts transitively on Z n pr ; in these cases, two obvious choices of P are therefore P = Z n pr and P = Z n =0 := Z n {0}. We now record the various Siegel and Rogers axioms that the groups just mentioned satisfy. In the following Theorem and thereafter, ζ denotes the Euler-Riemann zeta function. Let us mention that the following Theorem is a compilation of results that are by now standard in the literature.
(iii) If n is even, then the group Sp n (R) is of Z n pr -Siegel type with c Z n pr = 1/ζ(n) and of Z n =0 -Siegel type with c Z n =0 = 1. Proof.
(i) From Lemma 3 of [A15] and the ensuing discussion therein, we see that this claim holds with c Z n = 1. (ii) By the main theorem in [Si45] , it follows that for every bounded and compactly supported Riemann integrable function f : R n → R, we have
By elementary real analysis, we conclude that
An elementary argument now implies that SL n (R) is of Z n pr -Siegel type with c Z n pr = 1/ζ(n). See also [KM99, §7] for a direct proof. (iii) After making the requisite changes in notation, the assertion that Sp n (R) is of Z n pr -Siegel type with c Z n pr = 1/ζ(n) is precisely the content of [KY18a, (0.6)]. Then, by using the identity
Theorem 2.6.
If n is even and n ≥ 4, then Sp n (R) is of Z n pr , 2 -Rogers type and of Z n =0 -Rogers type.
Proof.
(i) Lemma 4 in [A15] shows that for any bounded Lebesgue measurable E ⊂ R n , we have
, a simple change of notation and a routine algebraic manipulation of [KY18a, (0 
Hence, SL n (R) is of (Z n pr , 2)-Rogers type. Let B denote the closed Euclidean ball in R n that is centered at the origin and whose measure is equal to m(E). By Lemma 4.2 in [AM09] and the proof of Theorem 2.2 in [AM09] 
Hence, SL n (R) is of (Z n =0 , 2)-Rogers type. (iii) Let E be a bounded Lebesgue measurable subset of R n . Since 
, a simple change of notation and a routine rearrangement of [KY18a, (0.11)]
Before handling the case of SL 2 (R), we first prove an interpolation result that we shall have to use.
Lemma 2.7. Let G be a closed subgroup of SL n (R), and let Γ be as in (2.1). Suppose further that G is of Z n pr -Siegel type with c Z n pr = 1/ζ(n) and of (Z n pr , 2)-Rogers type. For each p ∈ (1, 2), it then follows that G is of
Let p ∈ (1, 2) be given. Set θ := 2 p − 1; then θ ∈ (0, 1) and p = θ
We then have
Proof. If E is any bounded and Lebesgue measurable subset of R n that has sufficiently large volume, then [AM09, (4.4)] yields
This implies the first assertion by choosing the constant D Z n pr ,2 of Definition 2.1 (ii) to be sufficiently large. The second assertion now follows at once from Lemma 2.7. Now that we have considered some examples of groups that satisfy the Siegel and Rogers axioms, let us state the result that makes these axioms worthwhile.
Theorem 2.9. Let G be a closed subgroup of ASL n (R), let Γ be as in (2.1), let P be a Γ-invariant subset of Z n , ad let E be a Lebesgue measurable subset of R n . Suppose that G is of P-Siegel type.
(i) Assume that m(E) < ∞. Then for almost every Λ ∈ X one has card (Λ P ∩ E) < ∞.
(i) Suppose that there exists p > 1 for which G is of (P, p)-Rogers type. Assume that m(E) = ∞, and for any T > 0 denote E T := E ∩ B(0, R), the ball centered at 0 of radius R with respect to some fixed norm on R n . Then for almost every Λ ∈ X,
where c = c P is as in Definition 2.1. In particular, for almost every Λ ∈ X, one has card (Λ P ∩ E) = ∞.
This theorem is a variation of a very general counting result due to W. M. Schmidt [Sc60] . Cf. [Sp79, Chapter 1, Lemma 10], a result abstracted by V. G. Sprindžuk from the work of Schmidt. It is not difficult to state and prove the above theorem in a more general setting, replacing the family E T = E ∩ B(0, R) with an arbitrary family of nested measurable subsets of R n , and also obtaining an estimate for the error term in (2.4). However for our applications the simplified version will suffice. We chose to present a self-contained proof following an argument used by R. T. Durrett in [D05, Chapter 1, Theorem 6.8].
Proof of Theorem 2.9. For part (i), take E with m(E) < ∞, and let f = ½ E . An application of (2.2) to f , possible in view of Remark 2.2(i), immediately shows that f P (Λ) = card (Λ P ∩ E) is finite for almost every Λ ∈ X. Now assume that m(E) = ∞. For each T > 0 and Λ ∈ X denote
note that X h T dµ = cm(E T ) in view of G being of Siegel type. Let D = D P,p ∈ R >0 be as in the definition of (P, p)-Rogers type. Then for each T > 0 we have
For an arbitrary δ > 0, Markov's inequality implies that
Thus, in view of the Borel-Cantelli lemma, it follows that for any δ > 0 and for almost every Λ ∈ X, the inequality hT k (Λ) cm(ET k ) − 1 ≥ δ holds for at most finitely many k. In other words, we have shown that as k → ∞,
From there it is easy to derive the a.e. convergence of hT
Since both sides of the above inequality almost surely converge to c as T → ∞, (2.4) follows.
Remark 2.10. Suppose that G is of P-Siegel type and of (P, p)-Rogers type for some p ∈ (1, +∞ 
In the following Section, we transfer our counting results for generic lattices to statements involving small values of generic functions, establishing a more general version of Theorem 1.7.
Zero-full laws in Diophantine approximation
Throughout this section, we let ℓ denote an arbitrary element of Z >0 . We begin by proving two lemmata.
Lemma 3.1. Let f = (f 1 , . . . , f ℓ ) : R n → R ℓ be subhomogeneous, and let ψ = (ψ 1 , . . . , ψ ℓ ) : R ≥0 → (R >0 ) ℓ be regular and nonincreasing. Let η and ν be any norms on R n . Then the following holds: for any s ∈ R >0 , 
Thus, the Lebesgue measure of A f,b −k ψ,η is infinite as well. In conjunction with the foregoing and by symmetry, this completes the proof. Proof. Let a = a ψ and b = b ψ be as in Definition 1.6. Let c ∈ R ≥0 . Define
Let x ∈ [0, c] and y ∈ R >c . We consider two cases.
• This completes the proof.
We now state and prove the main result. 
Moreover, if K ⊆ SL n (R), then both of the above inequalities hold with E K = 0.
(ii) Let η be a norm on R n . Suppose that f is subhomogeneous. Then for almost every (resp., almost no) g ∈ G, the function f • g is (resp., is not) (ψ, ν, P)-approximable if and only if m (A f,ψ,η ) is infinite (resp., finite).
Proof. Let us denote elements of ASL n (R) by h, z , where h ∈ SL n (R) and z ∈ R n ; that is, h, z is the affine transformation x → hx + z. Define π : ASL n (R) → SL n (R) and ρ : ASL n (R) → R n by π : h, z → h and ρ : h, z → z. Note that π is a group homomorphism. We suppose without loss of generality that the image of f is a subset of (R ≥0 ) ℓ . For any h ∈ SL n (R), we abuse notation and write h to denote the operator norm of h when both the domain and codomain of h are equipped with the norm ν on R n that is mentioned in the hypotheses.
(i) Let ε ∈ R >0 be given. Let K be an arbitrary nonempty compact subset of G. Since the inversion map is a homeomorphism and finite unions of compacta are compact, we assume without loss of generality that K = K −1 . We define
Note that E K = 0 if and only if K ⊆ SL n (R). Note that D K ≥ 1. Let a = a ψ and b = b ψ be as in Definition 1.6. Set k := min j ∈ Z ≥0 : a j ≥ D K . Define C K := b −k ; note that C K ≥ 1. Appealing to Lemma 3.2, we let F K ∈ R >0 be a constant for which the following is true: For each x ∈ [0, E K ] and each y ∈ (E K , +∞), we have ψ(y − x) F K ψ(y). Note that F K ≥ 1. Let h, z ∈ K be arbitrary, and let R be any real number with R > 2D K E K . Let x be any element of
Suppose further that f (hx + z) ψ ν(x) . Then
Finally, we note that ν(hx + z) ≤ D K R + E K . Using the preceding and Theorem 2.9(ii), it follows that for µ G -almost every h, z ∈ K there exists some T h,z ∈ R >0 such that for every T ≥ T h,z we have
It follows that for µ G -almost every h, z ∈ K we have lim sup
Let R ′ be any real number with R ′ > 2E K . Let c be any element of R n for which we have
Notice that because
We also have ν(hc
Suppose now that we have f (hc + z) (C K F K ) −1 ψ (ν(hc + z)) . Then
The foregoing and Theorem 2.9(ii) imply that for µ G -almost every h, z ∈ K, there exists some
It follows that for µ G -almost every h, z ∈ K, we have
This completes the proof of (i). (ii) By appealing to Lemma 3.1, we assume without loss of generality that ν = η.
If m (A f,ψ,ν ) is infinite, then the desired result is an immediate consequence of (i), Lemma 3.1, and the σ-compactness of G.
Suppose now that m (A f,ψ,ν ) is finite. Let a = a ψ , b = b ψ , and d = d f be as in Definition 1.6. Let g = h, z be any element of G for which f • g is (ψ, ν, P)-approximable. Let D := max h , h −1 , and let E := ν(z). Let k be a nonnegative integer for which a k ≥ D. Define C := b −k . Appealing to Lemma 3.2, we let F ∈ R >0 be a constant for which the following is true: For each x ∈ [0, E] and each y ∈ (E, +∞), we have ψ(y − x) F ψ(y). Finally, let N be any integer with N ≥ CF.
Let v be an arbitrary element of the infinite set {x ∈ P ∩ A f •g,ψ,ν : ν(x) > 2DE} . A standard argument then implies that for almost every g ∈ G, the function f • g is not (ψ, ν, P)approximable.
In the following Section we apply Theorem 3.3 to investigate the orbits of several specific subhomogeneous functions f. We do so by performing several volume calculations.
Remark 3.4. Denote by Z n the group of scalar n × n matrices (that is, the center of GL n (R)), and for G as above consider G := G × Z n , so that e.g. SL n (R) = GL n (R) and ASL n (R) = AGL n (R). Then from the Fubini Theorem it is clear that all the results of this section established for G also hold for G. The same applies to the Corollaries derived in the next section. Alternatively, the GL n (R) analogue of our results follows easily from the Corollary to Theorems 1 and 2 in [Sc60] via an application of Lemma 3.1.
Examples and volume calculations
Throughout this section, G will denote a closed subgroup of ASL n (R), P will denote a Γ-invariant subset of Z n , where Γ is as (2.1), and we will assume that G is of P-Siegel type and of (P, p)-Rogers type for some p > 1. Finally, we let ν denote an arbitrary norm on R n . The next corollary is a version of Corollary 1.3 where instead of G = SL n (R) and P = Z n =0 we consider arbitrary pairs (G, P) satisfying our axioms, Corollary 4.1. Let d ∈ R >0 , and fix any p, q ∈ Z >0 with p + q = n. Define f : R n → R by (1.6). The following then holds: For almost every g ∈ G, the function f • g is (resp., is not) (ψ, ν, P)-approximable if the integral (1.7) is infinite (resp., finite).
For the next example, we consider the space of products of n linearly independent linear forms on R n .
Corollary 4.2. Define f : R n → R by f (x 1 , . . . , x n ) := x 1 · · · x n . The following then holds: For almost every
is infinite (resp., finite). (The function log n−2 denotes the function R >0 → R given by x → (log(x)) n−2 .)
The next example is of interest because of its relation to the Khintchine-Groshev Theorem. a −1 i . The following then holds: For almost every g ∈ G, the function f • g is is (resp., is not)
is infinite (resp., finite).
Our final example is the following, a counterpart to the example considered in Corollary 4.2.
Corollary 4.4. Suppose n ≥ 2. Let a = (a 1 , . . . , a n ) be an arbitrary element of (R >0 ) n , and assume that the entries of a are pairwise distinct. Define f : R n → R by
The following then holds: For almost every g ∈ G, the function f • g is (resp., is not) (ψ, ν, P)-approximable if max 1≤i≤n ∞ 1 ψ(r)r (n−1)ai − n p=1 ap 1/ai dr is infinite (resp., finite).
We now prove these Corollaries.
Proof of Corollary 4.1. For ease of notation, we often write an arbitrary element of R n = R p × R q as (x, y). Define the norm · on R n = R p × R n−p as (x, y) := max( x d , y d ), where · d is the ℓ d norm. Let v p denote the p-dimensional volume of the unit ball in R p , and let v ′ p denote the (p − 1)-dimensional volume of the unit sphere in R p . Let v q denote the q-dimensional volume of the unit ball in R q , and let v ′ q denote the (q − 1)-dimensional volume of the unit sphere in R q (all are taken with respect to the norm described above).
Since the function R >0 → R given by r → r d − ψ(r) is strictly increasing and unbounded from above, there exists some r 0 ∈ R >0 such that for each r ∈ [r 0 , ∞), we have r d − ψ(r) > 0.
For any r 1 , r 2 ∈ R ∪ {∞} with 0 ≤ r 1 ≤ r 2 ≤ ∞, we define
, ∞) be given, and let S ∈ [R, ∞) be given. Then
dr.
By symmetry, we have
By using the Taylor expansion of functions . Thus there exists some R ≥ r 0 and C ′ 1 , C ′ 2 > 0 such that for any S ∈ [R, ∞] we have
The above inequality shows that the measure of A ∞ R is finite if and only if the integral ∞ R ψ(r)r n−(d+1) dr is finite; and it is clear that the measure of A f,ψ, · is finite if and only if the measure of A ∞ R is finite.
Proof of Corollary 4.2. Let · denote the maximum norm on R n . Let A := x = (x 1 , . . . , x n ) ∈ A f,ψ, · : min(x 1 , . . . , x n ) > 0 and x = x 1 .
Since the measure of A f,ψ, · is a scalar multiple of the measure of A, it suffices to calculate the measure of A. If n = 2, then the measure of A is clearly equal to
There exists some r 0 ∈ R ≥0 such that for each r ≥ r 0 , we have ψ(r) r ≤ r. In the case n = 2, it follows that A has finite measure if and only if the integral ∞ 1 ψ(r) r dr is finite.
For each nonnegative integer i, we write log i for the function R >0 → R given by x → (log(x)) i .
Suppose now n ≥ 3. For each k ∈ {1, . . . , n − 1}, define g k : (R >0 ) n−k → R >0 by
where the empty product n−(n−1) i=2
x i is equal to 1 by convention. For each k ∈ {1, . . . , n − 1}, define h k : (R >0 ) n−k → R >0 by h k (x 1 , . . . , x n−k ) := min x 1 , g k (x 1 , . . . , x n−k ) .
For each k ∈ {1, . . . , n − 1}, define δ k : (R >0 ) n−k → R >0 by δ k (x 1 , . . . , x n−k ) := 1, if g k (x 1 , . . . , x n−k ) = h k (x 1 , . . . , x n−k ), 0, otherwise .
For each k ∈ {1, . . . , n − 2} and each (x 1 , . . . , x n ) ∈ (R >0 ) n−k , note that δ k (x 1 , . . . , x n−k ) = 1 if and only if x n−k ≥ g k+1 x 1 , . . . , x n−(k+1) .
For each k ∈ {1, . . . , n − 1}, we have
For each k ∈ {1, . . . , n − 2}, we therefore have the recurrence relation
Note that the measure of A is equal to (0,∞) I n−2 (t) dt. We now prove that for each k ∈ {1, . . . , n − 2} and each (x 1 , . . . , x n ) ∈ A, we have (4.1)
We shall prove this formula by induction on k ∈ {1, . . . , n − 2}.
Let (x 1 , . . . , x n ) ∈ A be given. We have min x 1 , ψ(x 1 ) n−1 i=1 x i = x 1 if and only if x n−1 ≤ g 2 (x 1 , . . . , x n−2 ) if and only if x n−1 ≤ h 2 (x 1 , . . . , x n−2 ).
We have min x 1 , ψ(x 1 )
if and only if x n−1 ≥ g 2 (x 1 , . . . , x n−2 ) if and only if
if and only if there exists (v 1 , . . . , v n−2 ∈ (R >0 ) n−2 for which δ 2 (v 1 , . . . , v n−2 ) = 1. It follows that
This proves the base case. Suppose now that n ≥ 4, and suppose as an induction hypothesis that for some k ∈ {1, . . . , n − 3} and each (x 1 , . . . , x n ) ∈ A, the number I k x 1 , . . . , x n−(k+1) is equal to
There exists a measurable subset B of A such that A B has measure zero and such that for each (x 1 , . . . , x n ) ∈ B, the following conditions are equivalent:
It follows that for each (x 1 , . . . , x n ) ∈ B, the following conditions are equivalent:
For any x = (x 1 , . . . , x n ) ∈ A, let δ * x := δ k+2 x 1 , . . . , x n−(k+2) . Let x = (x 1 , . . . , x n ) ∈ A. Then
where we used the change of variables u := x n−(k+1) g k+2 x 1 , . . . , x n−(k+2) to calculate the more complicated integral.
Finally, note that
We have therefore proved (4.1). There exists some R ∈ R >0 such that for each r ≥ R, min r, ψ(r) r n−1 = 
We will calculate the measure of B k,n up to a constant and then argue by symmetry. Fix T ∈ R ≥1 such that for each t ∈ R ≥T and each i ∈ {1, . . . , k}, we have ψ (t) 1/ai ≤ t. Let
Note that for any x = (x 1 , . . . , x n ) ∈ B k,n H and any i ∈ {1, . . . , k}, we have
It is clear that H has finite measure. Thus, B k,n has finite measure if and only if B k,n H has finite measure. The measure of B k,n H is then calculated by integrating the constant function 1 over the following region: For each i ∈ {1, . . . , k − 1}, we stipulate 0 ≤ x i ≤ x a k /ai k . We stipulate 0 ≤ x k ≤ ψ (x n ) 1/a k . For each j ∈ {k + 1, . . . , n − 1}, we stipulate 0 ≤ x j ≤ x n . Finally, we stipulate x n ≥ T. Proof of Corollary 4.4. For any i ∈ {1, . . . , n}, any R 1 ∈ R >0 and any R 2 ∈ (R 1 , +∞], define
We omit the proof for the cases n = 2 and n = 3, which can be easily verified. We give a proof for any n ≥ 4. For each k ∈ {1, . . . , n − 2}, define I k : (R >0 ) n−(k+1) → R by
For each k ∈ {1, . . . , n − 2}, define δ k : (R >0 ) n−(k+1) → {0, 1} by setting δ k (x 1 , . . . , x n−(k+1) ) = 1 if and only if
For each k ∈ {0, . . . , n}, define D k := {n, . . . , n − k}. For each k ∈ {0, . . . , n} and each i ∈ {1, . . . , n}, define
Since an empty sum is zero by definition, it follows d 0,n = 0 − 0 = 0.
We claim that for each k ∈ {1, . . . , n − 2}, we have, ; equivalently, we claim that a n−k a n−k − a n−(k+1) . This follows immediately from a formula for the Vandermonde determinant. We have I 1 (x 1 , . . . , x n−2 ) = min   x 2 1 , ψ(x 1 )x an−1−an 1 n−2 p=1
x −ap p 1 a n−1   + a n a n − a n−1 δ 1 (x 1 , . . . , x −ap p   1/a n−k a n−k a n−k − a n−(k+1)     x a n−k −a n−(k+1) a n−k 1 −   ψ(x 1 )x − k ℓ=0 a n−ℓ 1 n−(k+2) p=1
x −ap p   a n−k −a n−(k+1) a n−k a n−(k+1) x −ap p   1/a n−k a n−k a n−k − a n−(k+1)     x a n−k −a n−(k+1) a n−k 1 −   ψ(x 1 )x − k ℓ=0 a n−ℓ 1 n−(k+2) p=1
x −ap p   a n−k −a n−(k+1) a n−k a n−(k+1) δ k+1 x 1 , . . . , x n−(k+2) a n−k a n−k − a n−(k+1) − n i=n−(k−1) a k i δ k+1 (x 1 , . . . , x n−(k+2) ) j∈D k {i} (a i − a j ) · a n−k a n−k − a n−(k+1) = δ k+1 x 1 , . . . , x n−(k+2) a n−k a n−k − a n−(k+1) 
