Abstract-A system identification-based framework is used to develop monotone fuzzy If-Then rules for formulating monotone zero-order Takagi-Sugeno-Kang (TSK) fuzzy inference systems (FISs) in this paper. Convex and normal trapezoidal and triangular fuzzy sets, together with a strong fuzzy partition strategy (either fixed or adaptive), is adopted. By coupling the strong fuzzy partition with a set of complete and monotone fuzzy If-Then rules, a monotone TSK FIS model can be guaranteed. We show that when a clean multiattribute monotone dataset is used, a system identification-based framework does not guarantee the production of monotone fuzzy If-Then rules, which leads to nonmonotone TSK FIS models. This is a new learning phenomenon that needs to be scrutinized when we design data-based monotone TSK FIS models. Two solutions are proposed: 1) a new monotone fuzzy rule relabeling-based method and 2) a constrained derivative-based optimization method. A new modeling framework with an adaptive fuzzy partition is evaluated. The results indicate that TSK FIS models with better accuracy (a lower sum square error) and a good degree of monotonicity (measured with a monotonicity test) are achieved. In short, the main contributions of this study are validation of the new learning phenomenon and introduction of useful methods for developing data-based monotone TSK FIS models.
Abstract-A system identification-based framework is used to develop monotone fuzzy If-Then rules for formulating monotone zero-order Takagi-Sugeno-Kang (TSK) fuzzy inference systems (FISs) in this paper. Convex and normal trapezoidal and triangular fuzzy sets, together with a strong fuzzy partition strategy (either fixed or adaptive), is adopted. By coupling the strong fuzzy partition with a set of complete and monotone fuzzy If-Then rules, a monotone TSK FIS model can be guaranteed. We show that when a clean multiattribute monotone dataset is used, a system identification-based framework does not guarantee the production of monotone fuzzy If-Then rules, which leads to nonmonotone TSK FIS models. This is a new learning phenomenon that needs to be scrutinized when we design data-based monotone TSK FIS models. Two solutions are proposed: 1) a new monotone fuzzy rule relabeling-based method and 2) a constrained derivative-based optimization method. A new modeling framework with an adaptive fuzzy partition is evaluated. The results indicate that TSK FIS models with better accuracy (a lower sum square error) and a good degree of monotonicity (measured with a monotonicity test) are achieved. In short, the main contributions of this study are validation of the new learning phenomenon and introduction of useful methods for developing data-based monotone TSK FIS models.
I. INTRODUCTION
T HE fuzzy inference system (FIS) with fuzzy If-Then rules has been successfully applied to solve real life problems [1] , [2] . Traditionally, fuzzy If-Then rules are normally constructed through knowledge acquisition from human experts, i.e., knowledge-driven FIS models. However, it is difficult and expensive to obtain fuzzy rules from experts. Furthermore, translating the experience of a human expert directly into fuzzy linguistic values is subject to human intuition. As a result, many This paper has supplementary downloadable multimedia material available at http://ieeexplore.ieee.org provided by the authors. This includes summaries of algorithm 1 and the datasets used herein. This material is 1.17 MB in size.
Digital Object Identifier 10.1109/TFUZZ. 2018.2851258 methods to automatically generate fuzzy If-Then rules from numerical data, i.e., data-driven FIS models, have been proposed. Among the popular data-driven methods include system identification [2] , gradient descent learning [3] - [6] , fuzzy-neural [2] , [7] , fuzzy c-mean clustering [8] , least-square [9] , [10] , and ad hoc methods (according to the terminology used in [11] ) [4] , [12] - [14] .
A. Monotonicity Property in FIS Modeling
A model that obeys the monotonicity property between the input and output variables, i.e., a monotone model, is useful in various applications, e.g., a feedback system [15] , a monotone control system [16] , a biological system [17] , and a risk priority model in Failure Mode and Effect Analysis (FMEA) [18] . As such, how to preserve the monotonicity property of FIS models constitutes an important research question. In this aspect, mathematical conditions that allow various FIS models to satisfy the monotonicity property are available in the literature, e.g., Mamdani FIS [19] , Takagi-Sugeno-Kang (TSK) FIS [20] - [22] , SIRM FIS [23] , and interval type-2 FIS [24] . Besides that, studies on how to adopt these mathematical conditions to facilitate the FIS modeling procedure are reported [22] , [25] , [26] . Other investigations on the monotonicity property of fuzzy relational inference [27] and implicative-based fuzzy models [28] are also reported.
It is worth-noting that mathematic analyses [20] , [21] , [23] , [24] have indicated that monotone fuzzy If-then rules offer an important building block to construct a monotone TSK FIS model. A monotone TSK FIS model is guaranteed to be produced when a strong fuzzy partition strategy (Definition 3) is used with a set of complete and monotone fuzzy If-Then rules (Definition 5) [20] , [22] , [29] . In [21] , we showed that monotone fuzzy If-Then rules from human experts could be noisy, resulting in nonmonotone fuzzy If-Then rules. Therefore, monotone fuzzy rule relabeling (MFRR) methods to preprocess nonmonotone fuzzy If-Then rules from human experts are devised for constructing TSK FIS models.
B. Motivations and Aims
In [30] - [32] , we examined the construction of a monotone TSK FIS model from data samples. Indeed, generating monotone fuzzy If-Then rules using data-driven methods is a new research direction. In this paper, a monotonicity test to evaluate the monotonicity property of an FIS model with a degree of monotonicity (DOM) is established (Section II-B). Besides that, the definition of monotone data (Definition 6) is provided.
Specifically, we focus on data-driven monotone zero-order TSK FIS modeling using a system identification-based framework. A system identification-based framework is chosen due to its ability to develop a robust data-driven monotone zero-order TSK FIS, when in the presence of imbalanced data. The main aims of this paper are two folded. Firstly, we examine a new hypothesis that a multiattribute monotone dataset does not always produce monotone fuzzy If-Then rules with a classical system identification-based framework, leading to nonmonotone TSK FIS models. The monotone dataset is potentially "clean," i.e., free from noise for constructing a monotone model. This hypothesis is a new learning phenomenon that needs to be taken care of when developing monotone TSK FIS models from data. Therefore, specific methods for modeling monotone TSK FIS models are necessary. Second, we propose a system identification-based framework with appropriate methods for modeling monotone TSK FIS models from data. The target is to produce monotone and complete fuzzy If-Then rules based on data samples, in order to establish a monotone TSK FIS model.
The scope of this paper is limited to convex and normal trapezoidal and/or triangular fuzzy membership functions (Definition 2), with a strong fuzzy partition strategy [29] (Definition 3). The strong fuzzy partition can be prefixed, i.e., a fixed fuzzy partition (FFP), or nonfixed i.e., an adaptive fuzzy partition (AFP). In this paper, a new meta-heuristic-based framework for developing monotone TSK FIS models from data with AFP with triangular fuzzy sets is illustrated. We demonstrate that the outcome of a system identification-based framework is useful for producing monotone fuzzy If-Then rules from monotone data, producing monotone TSK FIS models.
C. Main Contributions and Results
The main contributions of this paper are as follows. 1) We empirically demonstrate that the above-mentioned learning phenomenon is valid. A (local) optimal solution obtained through a classical system identification-based framework may not be a feasible solution (a feasible solution refers to the production of a set of monotone and complete fuzzy If-Then rules). This finding is important because it indicates that the classical system identification-based framework is not suitable for constructing monotone TSK FIS models. 2) Two new formulations (Section III-D) for modeling monotone TSK FIS models with an FFP strategy are proposed. The first solution, i.e., Solution 1, constitutes a new MFRR-based method. The second solution, i.e., Solution 2, offers a constrained derivative-based optimization method. Both formulations are useful for modeling monotone TSK FIS models with monotone as well as nonmonotone (noisy) datasets. Noise normally happens when errors occur during data entry, and/or due to inconsistencies after merging data samples or change of data statistics over time [33] .
3) The usefulness of Solution 1 for TSK FIS modeling with an AFP strategy is demonstrated. A multiobjective binarycoded harmony search (MOBHS) method [34] , [35] with AFP and Solution 1, hereafter denoted as the MOBHS method, is devised. The MOBHS method considers two objective functions: 1) minimizing the error function (best-fit of a dataset) and 2) minimizing the number of fuzzy rules. Pareto optimal solutions are expected to be obtained. Our proposed methods complement the monotone data relabeling techniques [36] in generating useful monotone fuzzy If-Then rules, leading to the establishment of monotone TSK FIS models with multiattribute monotone data (which can be obtained using a data relabeling procedure). Applications to demonstrate the usefulness of our proposed framework for practical modeling of monotone TSK FIS models are presented. These include prediction of the thermal comfort index [37] (a monotone dataset) and two benchmark problems with nonmonotone data, i.e., the auto-miles per gallon (Auto MPG) from the UCI Machine Learning Repository [38] and the mercury-infish problem from the International Council for the Exploration of the Sea [39] . All datasets used are summarized in the Supplement Material.
The experimental results suggest that our proposed methods are able to generate monotone TSK FIS models with better accuracy than that of a classical system identification technique. This result is useful and interesting, as we show that the inclusion of a rule relabeling procedure, (i.e., Solution 1) and a constrained derivative-based optimization method (i.e., Solution 2) is able to improve accuracy of monotone TSK FIS models, which provides a solution to the learning phenomenon. In addition, the MOBHS method produces Pareto optimal TSK FIS models with better performance, as compared with those of Solutions 1 and 2. The experiments also depict that enforcing the monotonicity property on nonmonotone data samples could produce a monotone TSK FIS model, but could negatively affect the model accuracy.
D. Outline
The organization of this paper is as follows. In Section II, the background and related studies are described. In Section III, an analysis of monotone TSK FIS models with the FFP strategy is presented. Two solutions for practical modeling of monotone TSK FIS models are devised. In Section IV, a series of experiments using benchmark problems are conducted. In Section V, an experiment with the MOBHS method is conducted, with the results analyzed and discussed. Finally, concluding remarks are presented in Section VI.
II. MONOTONE ZERO-ORDER TSK FIS MODEL WITH TRAPEZOIDAL MEMBERSHIP FUNCTIONS

A. Background
Definition 1: Consider an n-dimensional input space, X, and one-dimensional output space, Y . 
Vector
. . , n, and scalar y are the set elements of Fig. 1 )
If b = c, A is a normal triangular fuzzy set. 
where
is the activation degree (firing strength) of rule R j and j = (j 1 , . . . , j n ) is the corresponding combination of the input fuzzy sets.
Without loss generality, we analyze the monotone increasing case in our mathematical formulation. For a complete and monotone fuzzy If-Then rule set with a strong fuzzy partition strategy (Definition 3), an TSK FIS model is a monotonically increasing function with respect to x i [29] .
B. Monotonicity Test
The monotonicity property of the zero-order TSK FIS model can be measured by comparing the neighbouring outputs in pairs from an FIS model using a monotonicity test [40] , [41] . The aim is to represent the monotone relationship using a numerical value from 0 to 1. The procedure of the monotonicity test is as follows.
Compare the values of f for all neighbouring pairs, i.e., f (x) and f (x + δ k e k ) with respect to all indices k = 1, . . . , n such that x k,m k < x k . For any given pair of grid points x and x + δ k e k , compute
There are N i pairs of neighboring grid points in X i , i.e., pairs of (
for the entire state space X to be evaluated. There is no neighbouring pair for x = (x 1,N 1 , . . . , x n,N n ) to be evaluated. 4) Obtain the DOM score for an FIS model using the following:
C. Monotone Data
Definition 6: Consider a set of input-output data samples, i.e., (
. . , h]
and q = p. 6.1 Two notions are defined, as follows:
6.2. The dataset is monotone if y q ≤ y q ≤ y q is true for all q = 1, . . . , h. Otherwise, the dataset is nonmonotone.
III. SYSTEM IDENTIFICATION WITH MONOTONE DATA
A. General Formulation
A schematic diagram of system identification subject to (x p ; y p ) is illustrated in Fig. 3 . A system identification-based framework for an FIS model can be summarized into four steps [2] , as follows.
Step 1: Specify and parameterize an FIS model, i.e., f (x; A j , b j ), that represents the underlying system to be identified. As such, Step 3: Conduct a validation test to determine whether the resulting model is formulated correctly in accordance with the test dataset.
Step 4: Terminate the procedure once the validation test is satisfactory. Otherwise, go back to Step 1. The fuzzy partitions, i.e., k i , can be either an odd or even number. In this study, an odd number of fuzzy partitions are chosen for evaluation, in order to allow reasoning to be carried out with respect to a central label, as suggested in [42] and [43] . The extension to an even number of fuzzy partitions is illustrated with the MOBHS method in Section V.
B. Identification of Fuzzy Rules With a Fixed Fuzzy Partition (Step 2 in Section III-A)
In this section, A j is fixed. In Step 2, an optimization algorithm is used to search for a set of b j = b * j such that the resulting FIS model, f (x, A j ; b * j ), best represents the data samples, e.g., i.e., producing the lowest sum square error (SSE) with respect to a training dataset of (x p ; y p ), as follows:
The derivative of (7) with respect to b 1,...,k n is estimated using the central finite difference method [44] , as in the following:
, and Δ is a prespecified limit.
C. New Learning Phenomenon for Monotone TSK FIS Models
In this section, we highlight a learning phenomenon whereby a monotone dataset may not always lead to the generation of a monotone TSK FIS model when a system identification framework is used. We demonstrate this learning phenomenon through a real-world example, as follows.
An application to predict the thermal comfort index, i.e., Predicted Mean Vote (PMV) index as described in [37] , is considered. The PMV index is a function of six variables, namely air temperature, radiant temperature, relative humidity, air velocity, human activity level, and clothing thermal resistance. The PMV index has a monotone relationship with two attributes, namely air temperature and relative humidity. When the air temperature and relative humidity increase, the PMV index should increase too. Modeling of the PMV index using a monotone type-2 fuzzy neural network was reported in [45] . The value of PMV ranges from −3 to 3, and can be calculated by using the PMV equation in [37] . The sampling range of the air temperature is [10°C, 36°C], and the sampling step is 1°C. The sampling range of the relative humidity is [0, 100%], and the sampling step is 5%. A total of 567 input-output data pairs are obtained using the PMV equation [37] [see Supplementary Material 1 (SP1)].
In this paper, we employ the four-fold cross validation scheme [46] to perform the simulation. The original input-output data pairs are randomly partitioned into three subsets for training (i.e., 75%) and one subset for test (i.e., 25%) in each fold. The validation process is repeated four times, with each data subset used exactly once as the validation data. The training and validation datasets are all monotone. The four-fold training datasets are presented in SP2. The fuzzy partitions used for PMV index are illustrated in Fig. 4 , i.e., (a)
A quasi-newton updating scheme, i.e., the Davidon-FletcherPowell (DFP) method [47] - [49] , with a central finite difference method [44] , as in (8), is adopted. The empirical results for subset = 4 training data are summarized in Table I. In Table  I (a), for k 1 = k 2 = 3 [see Fig. 4(a) ], monotone and complete fuzzy If-Then rules are produced. In Table I (b) and (c), i.e., for 7, 6 ; therefore nonmonotone fuzzy If-Then rules are produced. These results clearly indicate that fuzzy If-Then rules generated by a system identification-based framework are not always monotone, even when the data samples used are monotone. This is denoted as a new learning phenomenon that exists in formulating data-based monotone FIS models with system identification. In the next section, we propose two alternative strategies to overcome this learning phenomenon for constructing monotone fuzzy If-Then rules.
D. Identification of Monotone Fuzzy Rules With a Fixed Fuzzy Partition
Motivated by the issues of nonmonotone fuzzy rules brought by the learning phenomenon in Section III-C, two solutions for practical modeling of data-based monotone TSK FIS models with a system identification-based framework are proposed. As depicted in Fig. 5 , Solution 1 consists of four stages, i.e., (A), (B), (C), and (D), with a fuzzy rule relabeling procedure, while Solution 2 consists of three stages, i.e., (A), (E), and (D). For clarity, the PMV training data and the fuzzy partition designs in Fig. 4 are used for explanation, as follows. (10) where λ = (λ 1 , λ 2 , . . . , λ L ) denotes the vector of Lagrange multipliers, with λ ∈ R L . We develop an algorithm for undertaking the constrained minimization problem in (9) . The algorithm consists of a sequence of unconstrained minimization problems that needs to be solved at each iteration. As such, (9.a) and (9.b) are transformed to (11), as follows: ). Note that Δ in (12) and ε 1 and ε 2 need to be prespecified. The Golden Section Search (GSS) is used, and the initial search interval, i.e., [β,β] , is set to = [min{b j }, max{b j }]. As explained in [50, pp. 93 ], a finite number of iterations related to the sequential intervals reduction ratio (the so-called golden ratio) is required to achieve convergence (i.e., with respect to ε 2 in our setting); and the GSS computational complexity has a logarithmic dependence of order(log(1/ε 2 ) (see SP3).
In Stage (D), accuracy of the TSK FIS model is measured using the SSE value, as in (13) . In this evaluation, the dataset used is denoted as (x v ; y v ), v = 1, 2, . . . , V , which is used to denote either a training dataset or a validation dataset
2) Solution 2: In Stage (A), the parameters of the TSK FIS model, i.e., f (x, A j ; b j ), are specified (Step 1 in Section III-A). In Stage (E), a system identification method with constraints is used. A quadratic augmented objective function i.e., O(b j , c), is formulated, as follows:
where SSE(b j ) can be obtained from (7); c is the variable penalty parameter, and P (b j ) is the penalty function, as in the following:
where g
Algorithm 2 is devised for Stage (E). Again, the DFP method [47] - [49] is used to solve b (r+1) j (Step 3 of Algorithm 2), with respect to a variable penalty parameter, i.e., c (r) , at the rth iteration. Then, c (r+1) is updated using c (r+1) = ηc (r) , where η is a growth parameter, until the convergence criterion (Step 6 of Algorithm 2) is satisfied. The partial derivatives of O are estimated by using the central finite difference method [44] , i.e.,
∂O ∂b
Algorithm 2 Constrained Derivative-Based OptimizationBased Method. Input: Determine the boundary of b j and randomly generated b
..,k n
). The initial search intervals for the direct search method, i.e., [β,β], the growth parameter, i.e., η, the initial penalty parameter, i.e., c (1) , Δ in (15), ε 1 and ε 2 are prespecified. The GSS method [50] is used as part of the direct search method in Step 3 of Algorithm 2. The computational complexity for Algorithm 2 is the same as that of Algorithm 1.
In Stage (D), accuracy of the TSK FIS model is measured using the SSE value, as in (13) . In this evaluation, the dataset used is denoted as (
be either a training dataset or a validation dataset.
Remark 2: An analysis of Algorithm 2 [i.e., Stage (E)] is as follows.
2.1: Some useful properties of Algorithm 2 pertaining to the penalty condition are as follows:
) is always true.
P4: SSE(b
j ) is always true [50] . P5: c (r) < c (r+1) is always true.
2.2: Suppose O(b j , c) is continuous, and if c
(r) → ∞ as r → ∞, then the limit of any convergence subsequence of {b (r) j } is a local optimal solution to an arbitrary precision [50] .
IV. EXPERIMENTS WITH BECNHMARK PROBLEMS
In this section, the training dataset of the thermal comfort index prediction problem is injected with 30% and 50% noise to produce two nonmonotone datasets, in addition to the monotone (noise-free) PMV data samples. The fuzzy partition designs in Fig. 4 are employed. In addition, two benchmark problems, i.e., Auto MPG [38] and mercury-in-fish [39] are used for further evaluation.
A. Simulation Using the Noise-Free PMV Dataset
Using the PMV dataset (i.e., monotone data used in Section III-C), the DOM of the resulting TSK FIS models is measured Fig. 4(a) ], a perfect DOM score of 1.0000 is obtained for Stage (B) using four-fold training datasets (SP2). For k 1 = k 2 = 5 see Fig. 4(b) ], the DOM scores are 0.9560 and 0.9038 for Stage (B) using datasets with subset = 1 and subset = 4, while a perfect DOM score of 1.0000 is obtained for Stage (B) using datasets with subset = 2 and subset = 3, respectively. For k 1 = k 2 = 7 see Fig. 4(c) ], the DOM scores are 0.9437, 0.9725, and 0.8984 for Stage (B) using datasets of subset = 1, subset = 2, and subset = 4, while a perfect DOM score of 1.0000 is obtained for Stage (B) using dataset of subset = 3, respectively. These results clearly indicate that fuzzy If-Then rules obtained for Stage (B) are not always monotone, although the original dataset is monotone.
The four-fold cross validation SSE results for all data samples using the system identification-based framework for Stages (B), (C) and (E), respectively, are presented in Table III The objective function values versus the number of iterations using subset = 4 training dataset for k 1 = k 2 = 5 for Solution 1, i.e., (11) and Solution 2, i.e., (14) are chosen for further analysis, as summarized in Fig. 6(a) and (b) , respectively. The objective function values obtained for Solutions 1 and 2 are 2.3804 and 0.0104, respectively. The average computational times required for Stages (B), (C), and (E) are 147.0346, 156.0173, and 401.7012 s, respectively. All the experiments have been carried out using a laptop computer with the following specification: Intel core i7 5500U, 3.0GHz with 4GB of RAM and MATLAB R R2012a. Although the average cross validation SSE values obtained after Solution 2 is better (i.e., lower) as compared with that after Solution 1, the average computational time required for Solution 2 is higher (i.e., approximately 2.6 times) than that of Solution 1.
The root-mean-square-error (RMSE) of the T1FNN model subject to 567 training data samples using k 1 = k 2 = 5 is 0.0774, as reported in [45] . The RMSE values of our proposed Solutions 1 and 2 for the same 567 training data extracted from [45] with k 1 = k 2 = 5 are 0.0021 (i.e., 2 0.0026/567) and 0.0021 (i.e., 2 0.0024/567). In short, our proposed Solutions 1 and 2 perform better than the T1FNN model in [45] .
B. Simulation Using the PMV Dataset With Noise
The four-fold training datasets of the PMV problem are injected with 30% and 50% noise by using the following:
where actual data is the clean (i.e., monotone) training data sample, random is a normally distributed random number with mean 0 and variance 1, and the error setting is 30% or 50%. The noisy (i.e., nonmonotone) four-fold training datasets are shown in the SP4 (30% noise) and SP5 (50% noise). The fuzzy partition designs in Fig. 4 are reused. The DOM of the resulting TSK FIS models for 30% noise is measured using (4) , with The four-fold cross validation SSE values with 30% noise using the system identification-based framework for Stages (B), (C), and (E) are presented in Table V Besides that, complete and monotone (i.e., DOM = 1) fuzzy If-Then rule sets are obtained for Stages (C) and (E), with k 1 = k 2 = 3, k 1 = k 2 = 5, and k 1 = k 2 = 7, respectively. In short, the monotonicity property of the TSK FIS models is fulfilled (i.e.,DOM = 1), after Solutions 1 or 2, respectively. These results indicate that while the data samples are nonmonotone (noisy), monotone and complete fuzzy If-Then rules with better DOM and average cross validation SSE values can be obtained with Solutions 1 or 2, respectively.
The objective function values versus the number of iterations using subset = 4 training dataset with 30% noise for k 1 = k 2 = 5 for Solution 1, i.e., (11) and Solution 2, i.e., (14) are chosen for further analysis, as summarized in Fig. 7(a) and (b) , respectively. The objective function values obtained for Solutions 1 and 2 are 2.5645 and 57.3341, respectively. The average computational times required for Stages (B), (C), and (E) are 116.19, 392.70, and 1903.59 s, respectively. Again, the average cross validation SSE values obtained after Solution 2 are better (i.e., lower) as compared with that after Solution 1. As expected, the average computational time required for Solution 2 is also higher (i.e., approximately 4.8 time) than that of Solution 1.
Again, the DOM of the resulting TSK FIS models for 50% noise is measured using (4), in which setting N 1 , N 2 = 26 is used and the results for Stage (B) are demonstrated in Table VI The four-fold cross validation SSE values with 50% noise using the system identification-based framework for Stages (B), (C), and (E) are presented in Table VII Besides that, complete and monotone (i.e., DOM = 1) fuzzy If-Then rule sets are obtained for Stages (C) and (E), with k 1 = k 2 = 3, k 1 = k 2 = 5, and k 1 = k 2 = 7, respectively. In short, the monotonicity property of the TSK FIS model is fulfilled (i.e.,DOM = 1), after Solutions 1 or 2, respectively. These results indicate that while the data samples are nonmonotone, monotone and complete fuzzy If-Then rules with better DOM The objective function values versus the number of iterations using subset = 4 training data with 50% noise and k 1 = k 2 = 5 for Solution 1, i.e., (11) and Solution 2, i.e., (14) are chosen for further analysis, as summarized in Fig. 8 
C. Auto MPG Problem (Nonmonotone Data)
In this MPG problem, there are seven input attributes, i.e., cylinders, displacement, horsepower, weight, acceleration, model year and origin, and one output, i.e., the MPG value, with 392 data samples. MPG has a monotone relationship with two attributes, namely horsepower and weight, i.e., MPG decreases when either horsepower or weight increases. In this evaluation, a two-input fuzzy model is constructed with both monotone attributes to estimate the MPG values. It is worth noting that, while the relationship between the input and output variable is expected to be monotone, the data samples provided are nonmonotone in nature.
Again, we employ the four-fold cross validation scheme [46] to perform the simulations. The original input-output data pairs are randomly partitioned into three subsets for training (i.e., 75%) and one subset for test (i.e., 25%) in each fold. The cross validation process is repeated four times, each data subset used exactly once for validation. The four-fold training datasets are presented in SP6. The fuzzy partitions illustrated in Fig. 9 are used, i.e., (a)
The DOM scores of the resulting TSK FIS models are measured using (4) with N 1 , N 2 = 93. The results for Stage (B) are shown in Table VIII . For k 1 = k 2 = 3, k 1 = k 2 = 5, and k 1 = k 2 = 7, complete and nonmonotone fuzzy If-Then rule sets are obtained after Stage (B). As an example, for Fig. 9(c) ], the DOM scores for Stage (B) using The four-fold cross validation SSE values using the system identification-based framework for Stages (B), (C), and (E) are presented in Table IX . The average cross validation SSE values are 2.7207e + 003, 7.3523e + 003, and 2.2443e + 003 for Stages (B), (C) and (E), respectively. Besides that, complete The objective function values for Solution 1, i.e., (11) and Solution 2, i.e., (14) using subset = 1 training dataset with k 1 = k 2 = 7 are chosen for further analysis, as summarized in Fig. 10(a) and (b) , respectively. The objective function values obtained for Solutions 1 and 2 are 2.5824e + 05 and 3221.58, respectively. The average computational times required for Solutions 1 and 2 are 349.08 and 1354.52 s, respectively. Although the average cross validation SSE values obtained after Solution 2 are better (i.e., lower) than those after Solution 1, the average computational time required for Solution 2 is also higher (i.e., approximately 3.9 times) than that of Solution 1.
D. Mercury-in-Fish Problem (Nonmonotone Data)
This problem is concerned with mercury contaminant in Atlantic cod (Gadu morhua) caught at the location of 68
• 12 0 N, 14
• 48 0 E, North Atlantic [39] . There are seven input attributes, namely sampling year, sampling site (i.e., latitude and longitude), age, body length, sex, sample ID, measurement ID, and the output is the mercury level in the fish muscle. A total of 467 data samples are available, as presented in SP7. The mercury concentration monotonically increases with respect to increasing body length and age of fish. In this section, a twoinput fuzzy model is constructed using both monotone attributes to estimate the mercury level in the fish muscle. Again, while the relationship between the input and output variable is expected to be monotone, the data samples provided are nonmonotone in nature. We use the four-fold cross validation scheme [46] to perform the simulations The original input-output data pairs are randomly partitioned into three subsets for training (i.e., 75%) and one subset for test (i.e., 25%) in each fold. The validation process is repeated four times, with each data subset used exactly once for validation. The four-fold training datasets are presented in SP8. The fuzzy partitions illustrated in Fig. 11 are used, i.e., (a)
The DOM scores of the resulting TSK FIS models are measured using (4) The four-fold cross validation SSE values using the system identification-based framework for Stages (B), (C), and (E) are presented in Table XI . Although the average cross validation SSE values obtained after Stage (B) provide a slightly better fit to the input-output data pairs than the one with constraint (i.e., Solution 1), Solution 1 is able to yield monotone and complete fuzzy If-Then rule sets with better DOM scores. Therefore, our experiments show that enforcing the monotonicity property on nonmonotone data could affect accuracy of resulting TSK FIS models negatively, but with better DOM scores.
The objective function values for Solution 1, i.e., (11) and Solution 2, i.e., (14) using subset = 4 training dataset for k 1 = k 2 = 3 are chosen for further analysis, as summarized in Fig. 12(a) and (b) , respectively. The objective function values obtained for Solutions 1 and 2 are 0.3208 and 0.6924, respectively. The average computational times required for Solutions 1 and 2 are 99.73 and 7109.12 s, respectively. The average cross validation SSE values obtained after Solution 2 are better (i.e., lower) as compared with those after Solution 1, but at the expense of higher average computational times required for Solution 2 (i.e., approximately 71 times).
V. EVALUATION WITH THE MOBHS METHOD
A. Binary Representation of A j [34] , [35] Each X i is equally divided to K i -subintervals. Each interval, except the first and the last, is represented as a vector with 1 , T i,2, , T i,3, . . . , T i,K i −1 ], and 
T i,K
, and X i has k i normal triangular fuzzy sets, where k i = (
is a center of a triangle MF, and A j is represented as a vector with
B. MOBHS Method
MOBHS [34] , [35] is used to find a set of A j = A * j . Then, b j = b * j is obtained using Solution 1. Note that Solutions 1 or 2 can be used to yield b j = b * j . However, in this evaluation, Solution 1 is chosen for its faster computational time. The resulting TSK FIS models, f (x; A * j , b * j ), describes the model appropriately with two objective functions to be minimized; as follows.
1) The lowest SSE subject to the training dataset i.e., (x p ; y p ), using the following, which is denoted as obj 1
2) The minimum number of fuzzy rules, i.e., M = n i=1 k i , which is denoted as obj 2 . Algorithm 3 shows the pseudocode of the proposed MOBHS method. MOBHS is used to search for a set of Pareto optimal solutions (i.e., A * j and b * j ) such that f (x; A * j , b * j ) is the elite (nondominated solution) for obj 1 and obj 2 .
The important steps for the procedure are explained, as follows. 1) Initialization: Setting t = 1.
2) Generation of the harmony memory (HM):
, which is randomly generated. Then, the associated monotone fuzzy rules, i.e., b (z ) j , are generated using Solution 1
j ] with obj 1 and 
4) Combination of old and new HM:
New HM is added to HM, and is denoted as a temporary HM i.e., HM temp = HM ∪ New HM. Then, all the solutions in HM temp are sorted using a nondomination sort strategy [51] based on obj 1 and obj 2 . A rank (fitness) value and a crowding distance are assigned to each solution in HM temp. According to the rank (fitness) value and crowding distance, only the best harmony memory size (HMS) HM vector is selected. Update the HM vector.
If the termination criterion is not satisfied, set t = t + 1.
C. Simulation Results and Discussion
The noise-free PMV dataset (SP2) is revisited. The subset = 4 training dataset is chosen for further analysis. The following setting for subset = 4 training data is adopted:HM CR = 0.90, HM S = 30, t * = 100, and K 1 = K 2 = 6, respectively. For Step 2 of Algorithm 3, the following setting is used: . The Pareto optimal solutions obtained using Algorithm 3 for the subset = 4 training dataset is illustrated in Fig. 14 .
Two Pareto optimal solutions in Fig. 14 are chosen for discussion. The fuzzy partitions obtained are depicted in Fig. 15 . The first Pareto solution yields k 1 = 2, k 2 = 2, with a total of four fuzzy rules, as shown in Fig. 15(a) . The second Pareto solution yields k 1 = 7, k 2 = 3, with a total of 21 fuzzy rules, as shown in Fig. 15(b) . The obtained fuzzy rules are depicted in Tables XII (a) and (b), respectively. Monotone and complete fuzzy If-Then rule set are produced. The surface plots of y with respect to x 1 and x 2 for both Pareto optimal solutions are depicted in Fig. 16 . Two similar monotone surface curves can be observed.
The average cross validation values using the MOBHS method are 0.0729. Besides that, complete and monotone (DOM = 1) fuzzy If-Then rule sets are obtained for all Pareto optimal solutions. The average computational time required for MOBHS method is 10307.26 s. In short, a set of Pareto optimal solutions with the minimum number of fuzzy rules and the minimum SSE value without violating the monotonicity property (DOM = 1) can be obtained using the MOBHS method.
As reported in [45] , the RMSE value of the T1FNN model for 567 training data using k 1 = k 2 = 5 is 0.0774. Comparatively, the average cross validation RMSE value of MOBHS for the same 567 data samples is 0.0046 (i.e., 2 0.0122/567). In short, our proposed MOBHS method outperforms T1FNN in this application.
Besides that, the results pertaining to the noise-free PMV dataset (SP2) using a classical system identification-based framework, our proposed Solutions 1, 2, and MOBHS methods are summarized in Table XIII . The key advantage offered by Solutions 1, 2, and MOBHS is that the monotonicity property (DOM = 1) of an TSK FIS model can always be guaranteed. In addition, the average cross validation SSE scores using Solution 1, Solution 2, and MOBHS methods are better (i.e., lower) as compared with those from a classical system identification-based framework. In general, the average cross validation SSE score using the MOBHS method is the best (i.e., the lowest) among other methods. However, the disadvantage is that the average computational time required by the MOBHS method is also the longest.
VI. CONCLUSION
In this paper, the use of a classical system identificationbased framework for generating monotone fuzzy If-Then rules for monotone TSK FIS modeling is investigated. Given a set of multiattribute monotone data, our study shows that fuzzy If-Then rules generated using a classical system identificationbased framework do not always satisfy the monotonicity property. This is an important finding, because it indicates that a set of multiattribute monotone data (which offers a "clean" dataset free from noise) can result in nonmonotone fuzzy If-Then rules, which need to be preprocessed (relabeled), in order to satisfy the monotonicity property. As such, two solutions, i.e., 1) based on MFRR; and 2) based on a constrained derivative-based optimization method, are devised. The results indicate that the proposed methods lead to better accuracy (i.e., a lower SSE value) and DOM score in preserving the monotonicity property of TSK FIS models. In addition, a new modeling method which couples Solution 1 and AFP is devised to always produce TSK FIS models that satisfy the monotonicity property.
For future work, the use of other evolutionary computation methods will be investigated. In addition, locally monotone [52] or near monotone TSK FIS models will be studied. The ultimate aim is to formulate a robust system identification framework for modeling useful and usable TSK FIS models that guarantee the monotonicity property for practical applications.
