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Abstract
Eternal inflation requires upward fluctuations of the energy in a Hubble volume, which appear
to violate the energy conditions. In particular, a scalar field in an inflating spacetime should obey
the averaged null energy condition, which seems to rule out eternal inflation. Here we show how
eternal inflation is possible when energy conditions (even the null energy condition) are obeyed.
The critical point is that energy conditions restrict the evolution of any single quantum state, while
the process of eternal inflation involves repeatedly selecting a subsector of the previous state, so
there is no single state where the conditions are violated.
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FIG. 1: An example of a slow-roll inflaton potential. The field classically rolls down to the
true vacuum region. However, quantum fluctuations can drive the field up the slope,
increasing the rate of expansion.
I. INTRODUCTION
A. Eternal inflation and the null energy condition
Inflation is a period of quasi-exponential expansion driven by the potential energy of
some inflaton scalar field φ [1]. Classically, the value of φ rolls slowly down a mildly sloped
potential, giving time for many e-foldings of expansion of the universe. However, in most
scenarios [2], quantum fluctuations sometimes drive φ up the potential in a particular Hubble
volume, causing an increase in the expansion rate there. See Fig. 1. While such fluctuations
are rare, the regions in which they occur then expand faster than others. Each such volume
becomes many volumes, each of which may experience another upward fluctuation, causing
inflation to persist eternally.
Eternal inflation, however, seems to require violation of energy conditions, which are
restrictions on the stress-energy tensor Tµν of quantum fields. (See [3] for a recent review).
We will be particularly concerned with the null energy condition (NEC), which requires that
Tµν`
µ`ν ≥ 0 (1)
for all null vectors `. If Tµν has the form of a perfect fluid with energy density ρ and isotropic
pressure P in its rest frame, NEC takes the form
ρ+ P ≥ 0 . (2)
Borde and Vilenkin [4], Winitzki [5], and Vachaspati [6] have argued that eternal infla-
tion requires violations of the Null Energy Condition (NEC), as follows. In a Friedman-
Robertson-Walker universe with metric
ds2 = dt2 − a(t)2d~x2 , (3)
the equation governing the Hubble expansion, H = a˙/a, is
H˙ = −4piG(ρ+ P ) + k
a2
. (4)
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In an inflating spacetime, we can ignore the curvature term so set k = 0. Eternal inflation
requires an increase in the expansion rate, meaning H˙ > 0, so ρ + P < 0, and the NEC is
violated.
B. The averaged null energy condition
The need for NEC violation is not in itself a big problem, since quantum fields can easily
violate NEC or any pointwise energy condition [7]. The problem becomes much worse when
we consider the averaged null energy condition (ANEC),∫
γ
dλTµν`
µ`ν ≥ 0 , (5)
where the integral is taken over a complete geodesic γ. ANEC is much harder to violate than
NEC. We proved [8] that ANEC is obeyed by a quantum scalar field on a curved background
generated by a classical field. Here we can consider the background inflation to be given by
a classical inflaton field and fluctuations in that field to be quantum-mechanical.1
We should note here that null geodesics are not past-complete in an inflating spacetime
[9], so ANEC is not directly applicable. Nevertheless one can start with a spacetime that
is de Sitter space near t = −∞ in the Robertson-Walker parameterization, and argue that
ANEC applies to the part of the geodesic starting at t = −∞.
Reference [4] shows that the ANEC integral during eternal inflation can be written∫
γ
dλTµν`
µ`ν = −2
∫
dt
H˙
a
. (6)
This is an integral over H˙ with weight factor 1/a, which falls exponentially with time. Thus
an increase in expansion rate could obey ANEC if it was preceded by a decrease. The
decrease could even be much smaller if it took place a while earlier. But there does not seem
to be anything about the fluctuations of φ that would require a decrease at all. The model
of fluctuating φ includes scenarios in which fluctuations drive the φ monotonically up the
hill in the potential. Such scenarios would violate ANEC, and there seems to be no reason
why they could not happen. We will see that the solution to this problem lies elsewhere.
There is a simple geometrical argument that shows the relationship between ANEC and
eternal inflation. ANEC says, essentially, that gravity does not allow defocusing of null
geodesics, so there is no “anti-lensing”. Now imagine a converging spherical shell of incoming
geodesics infinitesimally inside the Hubble distance. If a fluctuation increases the expansion
rate, the Hubble distance will be smaller, so the sphere is outside the Hubble distance, and
the expansion of the universe carries the geodesics away. This means that the geodesics are
now diverging and that requires ANEC violation.
C. Quantum-mechanical expectation values
One might argue that energy conditions restrict only the quantum mechanical expectation
value of Tµν and this is unproblematic. Perhaps 〈Tµν〉 in inflation indeed obeys NEC and
1 Our proof was for a massless scalar, but in inflation we have a scalar field with a potential. However the
potential is nearly flat and level, so the corrections to the previous analysis are small. There are some
other technical restrictions, but they are all obeyed in the present case.
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ANEC, and the violations necessary for eternal inflation take place only in some sector
of this state, with other sectors outweighing the problematic sector in 〈Tµν〉. But this is
not correct, because when a field obeys an energy condition, it obeys it in every quantum
state. This was shown in [10] where quantum inequalities are reformulated from restrictions
on expectation values to statements about the positivity of certain operators. Thus if the
inflating state can be written as a sum of sectors, |ψ〉 = ∑i αi|ψi〉, every sector |ψi〉 must
obey ANEC. There cannot be any sector where ANEC is violated, allowing H to increase.
D. A solution to the apparent paradox: selection of sectors
The right solution to this problem is slightly different. It’s not that the eternally inflating
state is a substate of the quantum state during inflation. Rather, eternal inflation requires
(repeated) selection of a substate that has a faster expansion rate. Thus rather than being a
single quantum state to which energy conditions and their consequences would apply, eternal
inflation has one state at early times and a different state later. The later state is selected
from the much broader earlier state to be one that happens to have faster expansion in a
certain volume. Since the faster expansion arose from selection rather than just evolution of
the earlier stage, we cannot prove something about the final state using energy conditions.
E. A simple model for eternal inflation
In this paper, we will primarily use a slightly simplified model of inflation that nevertheless
supports eternality and exhibits the problem that we are trying to solve. Application to
realistic scenarios is discussed in Sec. VI. We will consider a massive scalar field φ evolving
as if in a background de Sitter space with (fixed) Hubble constant H. We will allow φ to
change the metric, but we will not allow the changed metric to affect the evolution of φ.
We thus ignore the rolling of the inflaton that leads to inflation being only quasi-de Sitter,
and we also ignore the gravitationally-mediated effect of fluctuations of φ on its equation of
motion.
This model is sufficient to lead to eternal inflation, because a superhorizon fluctuation of
φ leads to a slowly rolling energy density ρ = (1/2)m2φ2 that increases the expansion rate.
This is possible in our model because we do allow the energy of the changed field to affect
the metric, even though we do not allow the resulting metric changes to affect φ.
We can thus take φ to be given by quantum field theory in a fixed de Sitter background.
When we discuss the expansion rate, we will take the shape of spacetime to passively follow
the instantaneous value of the field φ. Thus we will not consider propagating modes of
gravity. The gravitational field has no quantum mechanics of its own but merely follows the
quantum mechanics of φ. One might call this approach “passive quantum cosmology” in
analogy to the passive quantum gravity of Ford and Wu [11].
This approach is very different from semiclassical gravity, where one takes the quantum
expectation value 〈Tµν〉 as the source for gravitation. In semiclassical gravity, it is not
possible to consider quantum mechanical alternatives for the shape of spacetime, as we
will do here. Rather, the shape of spacetime is uniquely determined by a single quantum
mechanical average.
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F. Plan of paper
In the rest of this paper we will carefully explain the idea above. We start in Sec. II
with some simple models showing how selection can find values of a quantity that would
otherwise be prohibited. In Sec. III we derive the classical field equations for our model,
and in Sec. IV we quantize the field assuming that it is in a general Gaussian state and
examine two particular states, the Bunch-Davies vacuum and a late time rapid expansion
state which is the one corresponding to the eternally inflating part of spacetime. In Sec. V
we evolve this (selected) late state backward in time and show that this specific sector obeys
NEC and thus ANEC. In fact this rapidly-expanding sector had even more rapid expansion
earlier. In Sec. VI we show how these ideas extend to more usual inflationary models, and
we conclude in Sec. VII.
II. SOME SIMPLE ANALOGIES
A. Momentum in a linear potential
We begin with a simple analogy with “uphill” fluctuations. Consider a particle in a linear
potential V (x) = −fx, where f is a constant. Classically, the particle’s momentum increases
steadily, dp/dt = f . In quantum mechanics, Ehrenfest’s theorem tells us that d〈p〉/dt = f .
By analogy with energy conditions, one might call this a “momentum condition” saying that
〈p〉 increases in every state.
We can write the momentum-space wave function ψ(p). The Schro¨dinger equation is
∂ψ/∂t = ip2/(2m)ψ−f∂ψ/∂p and the general solution is ψ(p; t) = ψ0(p−ft) exp(ip2t/(2m)),
where ψ0 is the wave function at time t = 0. Now let ψ0 be a Gaussian centered around
0. Suppose we measure the momentum at some time t1. The most likely result will be ft1,
but there is a possibility that we will find some p1 < 0. In such a case the momentum is
now less than the (average) momentum at t = 0, even though 〈p〉 increases in every state.
No measurement can be perfect, so our measurement apparatus will leave the particle in
some state, say a Gaussian, ψ(p; t1) centered around p1. Looking backward, the state we
discovered had 〈p〉 = p1 − ft1 at t = 0.
If we measure the state again at some time t2 > t1, there’s a small chance we will
find p2 < p1, and so on. Repeated measurements can lead to a decreasing p even though
classically p always increases and quantum mechanically 〈p〉 always increases.
We have assumed here an ideal measurement that measures the momentum (approxi-
mately), without the measurement process itself injecting momentum into the system. It is
not clear whether such a measurement can really be made. However, if we consider a free
particle (f = 0), then we can measure its momentum without affecting the system (other
than the projection required for measurement), because momentum eigenstates are also
eigenstates of the Hamiltonian. In that case 〈p〉 is constant in every state but can decrease
by ideal measurement with no momentum flowing from the measurement apparatus.
B. Scalar field in flat space
Let us now consider a field theory example: a free massless scalar in flat space. We will
work in a periodic cubical box of side L and volume V = L3. We decompose the field in
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Fourier modes:
φ(x, t) =
1
L3/2
∑
k
eik·xφk(t) . (7)
Since φ is real, we must have φ−k = φ∗k. We can decompose it,
φk = χk + iξk , (8)
where χk and ξk are real fields. We will concentrate here on the χk; the ξk are entirely
analogous.
Each mode is just a harmonic oscillator with Hamiltonian
Hk =
1
2
[
p2k + k
2χ2k
]
(9)
where the momentum associated with χk is pk = χ˙k. The classical equation of motion is
χ′′k + k
2χk = 0 . (10)
We quantize the field as usual. The ground state wave function is just a product of wave
functions for the individual modes, each of which is a Gaussian
ψ(χk) =
(
k
pi
)1/4
e−kχ
2
k/2 , (11)
which has ground state energy k/2. (Usually we would renormalize by subtracting the
ground state energies, but it does not matter here.)
Now consider some specific mode k and suppose we measure χk. We might find χk1 
(k)−1/2 and thus energy much larger than k/2. After measurement, we suppose that χk will
be in a Gaussian around χk1, which evolves as a squeezed coherent state [12] whose center
and width both oscillate with time. Subsequent measurement of χk may find an even larger
energy, so again we conclude that repeated measurement sometimes raises the energy of the
system.
However, the system started in the ground state, which is an eigenstate of energy, so
the energy cannot fluctuate. The increasing energy in this case must be added by the
measurement apparatus. Without such a process, the energy would be fixed. Thus this
system is a poor analogy to inflationary cosmology. In that case, decoherence may select
out specific sectors of a wave function, but there is no measurement apparatus that could
add energy to the system.
C. Small changes to H allow large changes to E
The reason that, as we will see, decoherence can select modes with different energies, is
that the Hamiltonian for each mode changes over time due to the expansion of the universe.
We will discuss this in detail below, but first we’ll give an example showing how a small
change to the Hamiltonian can lead to large (but rare) changes to an otherwise conserved
energy.
Consider a spin in a magnetic field pointing along the z axis, so that the Hamiltonian is
H1 = E(|↑〉〈↑| − |↓〉〈↓|). At time t = 0, let us rotate the magnetic field by a tiny angle ,
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so the Hamiltonian is2 H2 = E(|↑′〉〈↑′| − |↓′〉〈↓′|). Prepare the initial state |↓〉, with energy
−E. At t = 0, this state will become cos(/2)|↓′〉 + sin(/2)|↑′〉. We can now measure the
spin along the new magnetic field direction without adding energy to the system. With
probability sin2  we will find energy E even though our system was prepared with energy
−E.
It’s not surprising that energy is not conserved when the Hamiltonian changes. But it’s
worth noting that the change in energy can be large even when the change in the Hamiltonian
is tiny. The eigenvalues of H2 −H1 are ±2E sin(/2) ≈ E if   1. A tiny change in the
Hamiltonian can allow a large but rare change in the energy of the system.
The analogy here is that the upward fluctuations needed for eternal inflation are very
rare, but the state when they happen is quite different from the original inflating state. The
Hamiltonian for the modes of the inflaton is time-dependent because of the expansion of the
universe. For super-horizon modes, the time dependence is rapid compared to the oscillation
frequency of the mode. Thus even though each mode starts in its ground state, it is not in
the ground state later. Decoherence will then select a state in which each mode has its value
distributed in a narrow range. If those ranges happen to be displaced up the potential, the
result will be an increase in the expansion rate, even though ANEC is never violated in any
quantum state.
III. CLASSICAL FIELD EQUATIONS
We now return to the simple eternally inflating model of Sec. I E to understand how
upward fluctuations can be compatible with energy conditions. Inflaton fluctuations on a
classical FRW background have been discussed by various authors, see [13] for one of the
first descriptions of both classical and quantum perturbation and [14] for a pedagogical
introduction. We begin by analyzing the classical evolution of the massive scalar field φ in
the de Sitter background.
As in Sec. II B, we work in a box of comoving side length L and volume V = L3. The
field φ(x, t) can then be decomposed in Fourier components,
φ(x, t) =
1
L3/2
∑
k
eik·xφk(t) . (12)
with φ−k = φ∗k.
The Lagrangian density for a massive scalar is
L = 1
2
[
φ˙2 − (∇φ)2 −m2φ2
]
, (13)
and we can write the total Lagrangian
∑
Lk where
Lk =
a3
2
[
|φ˙k|2 −
(
k2
a2
+m2
)
|φ2k|
]
, (14)
where a(t) is the scale factor. The canonical momentum is therefore pk = a
3φ˙∗k and the
Hamiltonian for the mode is
Hk =
1
2
[ |pk|2
a3
+ a3
(
k2
a2
+m2
)
|φk|2
]
. (15)
2 It’s important that the change is rapid compared to the timescale set by the eigenvalue difference 2E.
Otherwise the adiabatic theorem would tell us that the system would remain in an eigenstate of energy.
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The equation of motion is
φ¨k + 3Hφ˙k +
[
k2
a2
+m2
]
φk = 0 , (16)
representing a damped oscillator with varying frequency.
In this simple system where changes to the metric due to φ are prohibited from affecting
the equation of motion, and with a quadratic potential only, the modes evolve independently,
which allows us to study evolution of each k in isolation. In a realistic system, there would
be a more complicated potential and also gravitational coupling between the modes. In fact
we will rely later on the existence of some such couplings to provide decoherence, but we will
assume that they are small enough that we can treat the evolution of the modes separately.
To solve Eq. (16), we first go to conformal time τ , defined by adτ = dt, and write
conformal time derivatives φ′ = dφ/dτ = aφ˙. The action S =
∫
Ldt should be unchanged,
so the Lagrangian should be multiplied by dt/dτ = a,
Lk =
a2
2
[|φ′k|2 − (k2 + a2m2) |φk|2] . (17)
Then we define a new field σk = aφk, in terms of which
Lk =
1
2
[
|σ′k|2 −
a′
a
(σ∗kσ
′
k + σkσ
∗
k
′)−
(
k2 + a2m2 − a
′2
a2
)
|σk|2
]
. (18)
We’re free to add the total derivative (d/dτ)(σ2ka
′/a) giving
Lk =
1
2
[
σ′2k −
(
k2 + a2m2 − a
′′
a
)
σ2k
]
(19)
representing a varying-frequency but undamped oscillator. The equation of motion is
σ′′k +K(τ)σk = 0 , (20)
with
K(τ) = k2 + a2m2 − a
′′
a
. (21)
We will work in de Sitter space, a(t) = a0e
Ht, where H is the unchanging physical Hubble
constant, so τ = −(a0/H)e−Ht, and runs from −∞ up to 0. We find a(τ) = −1/(Hτ),
a′′/a = 2/τ 2 and
K(τ) = k2 +
1
τ 2
[
m2
H2
− 2
]
. (22)
The general solution to Eqs. (20,22) is
σk =
√−τ [cJJν(−kτ) + cY Yν(−kτ)] (23)
with
ν2 =
9
4
− m
2
H2
. (24)
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We are interested in m H, so we can write
ν =
3
2
−  , (25)
with
 =
3
2
−
√
9
4
− m
2
H2
≈ m
2
3H2
. (26)
The coefficients in Eqs. (23) are complex, but since σk = σ
∗
−k, we require cJ(−k) = cJ(k)∗
and likewise for cY . Thus there are 4 real degrees of freedom for the system including wave
vectors k and −k.
Including exponential factors and both σk and σ−k, the contribution to φ from Eq. (23)
is
eik·xφk(t) + e−ik·xφ−k(t) =
2
√−τ
a
[|cJ | cos(kx+ δJ)Jν(−kτ) + |cY | cos(kx+ δY )Yν(−kτ)]
(27)
with δJ = arg cJ and similarly for Y .
At early times (a→ 0; t→ −∞), the solutions to Eq. (20) are simply oscillations. Using
the large-argument approximation to Jν and Yν in Eq. (27) gives
1
a
√
8
pik
[
|cJ | cos(kx+ δJ) cos(kτ + δν)− |cY | cos(kx+ δY ) sin(kτ + δν)
]
(28)
where δν = (pi/2)(ν + 1/2). This is a superposition of two damped standing waves, and we
can write it also as a superposition of damped traveling waves going in opposite directions.
At late times (a → ∞; τ → 0−), we use the small-argument approximation in Eq. (27)
to get
(−kτ)ν+1/2
2νΓ(ν + 1)a
√
k
|cJ | cos(kx+ δJ) + 2
νΓ(ν)(−kτ)1/2−ν
a
√
k
|cY | cos(kx+ δY ) . (29)
In the first term,
σ ∼ (−τ)ν+1/2 (30)
so
φ ∼ (−τ)ν+3/2 ∼ (−τ)3+ (31)
which declines rapidly. But in the second term
σ ∼ (−τ)1/2−ν (32)
so
φ ∼ (−τ)3/2−ν = (−τ) ∼ a− ∼ e−Ht ∼ e−m2t/(3H) , (33)
which is a slow-roll mode. In the massless case it would be frozen. This is just what you
would get by starting from Eq. (16), ignoring the second-derivative term to find the slow-roll
solution, and going to late times where a k/m.
The conventional slow-roll parameters are
ε =
1
16piG
(
U ′
U
)2
, η =
1
8piG
(
U ′′
U
)
. (34)
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where U is the scalar field potential. In our case, U ′ = m2φ, but for U we should use instead
the effective potential of the cosmological constant that is driving the underlying expansion,
U = 3H2/(8piG), giving
ε =
4piφ2
m2Planck
2 , η =  (35)
for  1. Thus our solution qualifies as slow roll for sub-Planckian field values.
Note that at late times there are no right-going and left-going modes. Propagating
modes appear in Eq. (28) through particular choices of the J and Y parameters. But the J
sector decreases rapidly once the mode crosses the horizon, leaving only a slowly decreasing
sinusoidal in the Y sector.
If we discover the field with some value φ1 at some time τ1, the simplest possibility would
be that it is in the slow-roll mode with a pure Yν solution,
φ1 =
CY
√−τYν(−kτ)
a
= −CYHΓ(ν)
pi
(
2
k1
)3/2(
− 2
kτ1
)
. (36)
But we cannot rule out some admixture of the rapidly decaying mode, unless we measure φ˙
very carefully.
Extending Eq. (36) to early times, we find the solution
φ =
CY
a
√
2
pik
cos(−kτ + δ) = −
√
pikφ1
2HΓ(ν)a
(
−kτ1
2
)
cos(−kτ + δ) . (37)
Thus we know that such a state at early times has an oscillation at least as large as that, and
there could have been a much larger oscillation (with a different phase) that has decayed
faster.
IV. QUANTUM MECHANICS
We quantize the field φ in the Schro¨dinger picture. Formally we will write a wave func-
tional Ψ[φ] obeying i∂Ψ/∂t = HΨ. But to have a tractable situation, we will consider only
Ψ that are products of terms for the various k, Ψ[φ] =
∏
Ψk(φk). We will furthermore
restrict our consideration to cases where Ψk is a product of wavefunctions operating on the
real and imaginary parts of φk. We decompose
φk = χk + iξk , (38)
as in Sec. II B, and require Ψk(φk) = ψk(χk)ζ(ξk). We discuss below why this is sufficient
for our purposes.
We let momentum operator corresponding to χk be pk = −i∂/∂χk. The time-dependent
Schro¨dinger equation for ψk is then (see Eq. (15)),
i
∂ψk
∂t
= Hkψk =
1
2
[
− 1
a3
∂2
∂χ2k
+ a3
(
k2
a2
+m2
)
χ2k
]
ψk . (39)
We will look for solutions where ψk(χk) has a Gaussian form. Ehrenfest’s theorem tells
us that the expectation values of the position and momentum satisfy the classical equations
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of motion. So let us choose some classical solution Φk(t) and Pk(t) = a
3Φ˙k(t), and look for
ψk(χk) in the form
ψk(χk, t) = N(t) exp
[
−Ak(t)
2
(χk − Φk(t))2 + iPk(t)χk + iθk(t)
]
, (40)
where Nk(t), Ak(t), and θk(t) are functions to be determined. Here Nk(t) and θk(t) are real,
but Ak(t) can be complex. Then from (39) we have
−iA˙k(t)
2
(χk − Φk(t))2 + iAk(t)(χk − Φk(t))Φ˙k(t)− P˙k(t)χk − θ˙k(t) + iN˙k(t)/Nk(t)
=
1
2a3
[
Ak(t)− (−Ak(t)(χk − Φk(t)) + iPk(t))2
]
+
1
2
a3K(t)χ2k . (41)
From Eq. (15), P˙k(t) = −a3K(t)Φk, so we can rearrange,
1
2
[
−iA˙k(t) + A
2
k(t)
a3
− a3K(t)
]
(χk − Φk)2
+
1
2
K(t)a3Φ2k + iN˙k(t)/Nk(t)− θ˙k(t)−
1
2a3
Ak(t)− a
3
2
Φ˙k
2
= 0 . (42)
For this to hold we should require
− iA˙k(t) + A
2
k(t)
a3
− a3K(t) = 0 . (43)
and then the normalization Nk(t) and the irrelevant phase θk(t) can be determined by
integration (see also Ref. [15], which derives the same equation using a slightly different
method).
Equation (43) is a Riccati equation. We can rewrite Ak in terms of an unknown function
fk,
iAk = a
3 f˙k
fk
, (44)
so that Eq. (43) becomes
f¨k + 3Hf˙k +K(t)fk = 0 (45)
which is the just the classical equation of motion, Eq. (16), with fk(t) analogous to φk(t)
there. Then let us define gk(τ) = afk(τ) analogous to σk(τ) in Eq. (20), with the general
solution given by Eq. (23),
gk =
√−τ [gJJν(−kτ) + gY Yν(−kτ)] . (46)
Then we have
Ak = −ia3
[
g′k
gka
−H
]
= ia2k
[
gJJν−1(−kτ) + gY Yν−1(−kτ)
gJJν(−kτ) + gY Yν(−kτ) +
Ha
2k
]
. (47)
The precision (inverse variance) of the Gaussian wave function is given by
ReAk = a
2 Im
g′k
gk
= a2
g∗kg
′
k − g′∗k gk
2i|gk|2 . (48)
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The numerator of (48) is the Wronskian of the solutions gk and g
∗
k. It does not depend on
time and its real part vanishes. To have a sensible wavefunction, we need ReAk > 0, so
Im(g∗kg
′
k − g′∗k gk) > 0. We have the freedom to multiply gk by a constant without changing
Ak, and we can use this freedom to require
g∗kg
′
k − g′∗k gk = i . (49)
or if gk has the form of Eq. (46),
Im(gJg
∗
Y ) = pi/4 . (50)
When the parameters of Eq. (46) obey Eq. (50), we have the simple form
ReAk =
a2
2|gk|2 = −
a2
2τ |gJJν(−kτ) + gY Yν(−kτ)|2
. (51)
For ImAk, we take the imaginary part of Eq. (43),
− Re A˙k + 2(ReAk)(ImAk)
a3
= 0 (52)
so
ImAk =
a3
2
d
dt
ln(ReAk) . (53)
The imaginary part of Ak tells us how the width of the Gaussian is changing.
At late times, Jν decreases while Yν increases. Thus most properties depend on gY . We
can use the freedom to multiply gJ and gY by a common phase without affecting A or
Eq. (50) to make gY purely imaginary and write the general gk satisfying Eq. (50) in the
form
gk(τ) = (1/2)
√
−piτ/c((1 + ib)Jν(−kτ)− icYν(−kτ)) , (54)
where c is a real constant giving the degree of squeezing.
From Eq. (54), we find
Ak = ia
2k
[
(1 + ib)Jν−1(−kτ)− icYν−1(−kτ)
(1 + ib)Jν(−kτ)− icYν(−kτ) +
Ha
2k
]
(55)
and
ReAk =
2a3Hc
pi
(
Jν(−kτ)2 + (cYν(−kτ)− bJν(−kτ))2
) . (56)
A. Late and early time approximations
At late times, we can neglect Jν and then use the small-argument approximation for Yν ,
ReAk =
2a3H
picYν(−kτ)2 =
pik3
4cΓ(ν)2H2
(
− 2
kτ
)2
. (57)
Note that b does not enter, because it is the coefficient of a decaying mode. The width
(standard deviation) of the Gaussian wavefunction is
s =
1√
ReAk(τ)
= 2
√
c
pi
Γ(ν)H
k3/2
(
− 2
kτ
)−
. (58)
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At late times, the imaginary part of A becomes
ImAk(τ) = a
2k
[
Yν−1(−kτ)
Yν(−kτ) +
Ha
2k
]
=
k2a
2H(ν − 1) + a
3H . (59)
Thus we see that ImAk grows rapidly with time, so the phase of ψk(φk) oscillates rapidly.
At early times we can take
√−τJν(−kτ) =
√
2
pik
cos(kτ + δν) (60)
√−τYν(−kτ) = −
√
2
pik
sin(kτ + δν) (61)
Combining these with any complex coefficients gJ and gY gives an ellipse in the complex
plane. Equation (50) tells us that the area of this ellipse is pi/(2k). We can always write it
g =
eiθ√
2c¯k
[cos(−kτ + δ)− ic¯ sin(−kτ + δ)] (62)
with c¯, θ, δ real constants that depend on c and b. Without loss of generality we can take
c¯ ≤ 1. Equation (62) gives
ReA =
a2kc¯
cos2(−kτ + δ) + c¯2 sin2(−kτ + δ) , (63)
which is an oscillation between c¯ and 1/c¯, with an overall factor a2k, which is the A of the
ground state.
If b = 0, Eq. (62) is just the early-time version of Eq. (54) with c = c¯. Otherwise, c¯ < c,
i.e., some of the early oscillation in ReA is damped rather than frozen in.
All of the considerations above apply also to the wave function ζk(ξk), which could in
principle have its own Ak, Φk and Pk. An even more general Gaussian would have a general
quadratic form in χk and ξk in the exponent, i.e., there would be an additional term propor-
tional to χkξk. However, in the cases we will use, the Ak will be the same for both χk and
ξk, and there will be no cross term. This means that considerations involving the width of
the Gaussian will not distinguish particular locations x.
The values of Φk and Pk may be different for χk and ξk, but this means merely that we
can build our wavefunction around any classical solution such as Eq. (27).
B. Bunch-Davies vacuum
Now we will consider the effect of fluctuations of φ in the background de Sitter spacetime.
After long period of inflation, we expect the quantum state to be the Bunch-Davies vacuum
[16]. Consider a short-wavelength mode, so k  H  m, and the mode is at each moment
in the flat-space ground state, which is a Gaussian around φ = 0 (so Φk = Pk = 0) with
Ak = a
2k. From Eq. (51), this requires |gk| = 1/
√
2k. Thus at early times we have Eq. (62)
with c¯ = 1 (and we can take θ = 0), gk = (1/
√
2k)eikτ . This becomes in general Eq. (54)
with c = 1 and b = 0, i.e., gk(τ) = (
√−piτ/2)H(2)ν (−kτ) meaning gJ =
√
pi/2, gY = −i
√
pi/2
and so
ReAk =
2a3H
pi (Jν(−kτ)2 + Yν(−kτ)2) . (64)
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At late times,
ReAk =
pik3
4Γ(ν)2H2
(
− 2
kτ
)2
, (65)
and the width of the wavefunction is
s0 =
2√
pi
Γ(ν)H
k3/2
(
−kτ
2
)
. (66)
In the massless case,  = 0, the width is fixed. The width the of probability distribution
|ψ|2 ∼ e−ReAφ2 is s/√2. Using Γ(3/2) = √pi/2, we recover the usual perturbation spectrum
from inflation, δk = H/
√
2k3. With a mass the Gaussian narrows with time.
C. State with rapid expansion
When the Bunch-Davies state above is strongly subhorizon, it is essentially in its ground
state. The rate the frequency changes is small compared to the frequency itself, so conditions
change adiabatically and the mode remains in the ground state. But as it crosses the horizon,
this is no longer true. The mode remains a Gaussian whose width is given by Eq. (66), but
it is no longer an energy eigenstate. At late times when the mode is superhorizon, it is
frozen in and its energy depends almost entirely on φ. We can think of this mode as having
a spread of possible energies corresponding to different φ.
We now imagine that we have extended our toy model to include some small interactions
between different modes, such as nonlinear gravitational coupling [17], which will lead to
decoherence. Each (sufficiently superhorizon) mode wave function will decohere into some
particular alternative narrowly peaked around some Φk, with the chance of the various Φk
given by
|ψk(Φk)|2 ∼ e−(ReAk)Φ2k (67)
with ReAk given by Eq. (65). More specifically, decoherence at late times will pick out a
specific classical solution of the slowly rolling type given by Eq. (33) above.
The details of the decoherence will not concern us here, but it is important that the
different modes decohere independently and that the “pointer basis” of decoherence is the
space of field values. This latter fact is required by the unobservability of the decaying mode
and the rapid phase oscillations of ψ [17–20].
It is important to note that the probability distribution of Eq. (67) extends to values of
Φk that will have much more energy than the average in the Bunch-Davies state. Indeed,
such values are the ones that will lead to eternal inflation. This increase in the (average)
energy is possible even though the decoherence process (weak coupling to other modes [17],
for example) does not transfer any significant energy into the mode. Since the Bunch-Davies
state of a superhorizon mode is not an eigenstate of the Hamiltonian, decoherence without
energy transfer can select a state with energy different from the average energy of the state
before decoherence. The decoherence process is analogous to the final measurement of the
system of Sec. II C.
After decoherence, the mode of interest will have only some small spread of φ. Let us
take it to be a Gaussian with narrow width s < s0. We will take s to be the same for the real
and imaginary components (χk and ξk) of φk, as we discuss below. We would now like to
know the history of that specific state, to see explicitly whether it obeys energy conditions.
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The general Gaussian state with width s is given by Eqs. (54,58). The ratio s/s0 =
√
c
is a constant less than 1, which gives the degree of decoherence, i.e., it tells us how narrow
the decoherent wave function is as compared to the wave function before decoherence. We
cannot determine b, because it does not enter at late times. The expressions for g and A
are given in Eq. (54–59).
V. ENERGY CONDITIONS
The stress-energy tensor for the minimally coupled scalar field is
Tµν = (∂µφ∂νφ)− 1
2
gµν((∇φ)2 −m2φ2) . (68)
We will be interested in the expectation value of Tµν in quantum states given by products
of wavefunctions in the form of Eq. (40). Such a state has a classical part
Φ =
1
L3/2
∑
k
eik·xΦk , (69)
and we can define the purely quantum part, δφ = φ−Φ, with the usual Fourier decomposition
δφ =
1
L3/2
∑
k
eik·xδφk (70)
and write δφk = δχk + iδξk. Then our wavefunction Ψ is the product of terms
ψk(δχk) ∼ exp
[
−Ak(t)
2
δχ2k + iP (t)(δχk + Φk)
]
. (71)
and similarly for δξk.
Using φ = δφ + Φ in Eq. (68), we see that Tµν is made up of quadratic combinations
of the operators χk, ξk, and their corresponding momenta. Applying such operators to the
wavefunction Ψ, we get expectation values of terms up to second order in the δχk and δξk.
Terms with exactly one of these vanish since 〈δχk〉 = 〈δξk〉 = 0 by symmetry. Terms with
no δχk or δξk are are just classical quantities, while those with two are quantum mechanical,
but they vanish unless the k’s are the same and they are both δχk or both δξk. Thus we
can write Tµν as the sum of a classical and a quantum part,
Tµν = T
C
µν + T
Q
µν (72)
with
TCµν = (∂µΦ∂νΦ)−
1
2
gµν((∇Φ)2 −m2Φ2) , (73)
and
TQµν = (∂µδφ∂νδφ)−
1
2
gµν((∇δφ)2 −m2δφ2) . (74)
The classical part obeys the energy conditions, while the quantum mechanical part may
violate them.
Modes which are subhorizon (or those which are super horizon but not sufficiently so to
have decohered [17]) are still in the Bunch-Davies state. They have no classical part and
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their ReA is given by Eq. (64). Decoherent modes have classical parts around which their
wave functions are strongly peaked, so their ReA is much larger than that of Bunch-Davies.
Since the overall stress-energy tensor is just the sum of quantum and classical parts, we
will first calculate the energy density and the NEC in the case without any classical contribu-
tion, so Tµν is just T
Q
µν and δφ is just φ. Then we can add in a possible classical contribution
later. We will assume that the decoherent Ak does not depend on the particular Φk that
decoherence gives us, i.e., the degree of decoherence is the same in the different possible de-
coherent states. This is consistent with Ref. [17] where the decoherence functional depends
only on the difference between its two arguments. In other words, ψk(φk) is independent of
Φk and Pk. Thus ψk(φ) depends only on the magnitude of k and not on its direction, and the
real and imaginary parts of φ enter in the same way. Then Tµν has the perfect fluid form,
diag(ρ, P, P, P ). The projection on any null vector with unit time component n is then
Tµνn
µnν = ρ+ P ≡ N . (75)
The energy density is
ρ = T00 =
1
2
(∂0φ)
2 +
1
2
(
1
a2
(∂iφ)
2 +m2φ2
)
, (76)
and the null projection
N = T00 +
1
3
T ii = (∂0φ)
2 +
1
3a2
(∂iφ)
2 . (77)
When we decompose the field into modes, we get
ρ =
1
2V
∑
k
[
|φ˙k|2 +
(
k2
a2
+m2
)
|φk|2
]
=
1
2a2V
∑
k
[|φ′k|2 + (k2 + a2m2) |φk|2] , (78)
and
N =
1
V
∑
k
[
|φ˙|2k +
k2
3a2
|φk|2
]
=
1
a2V
∑
k
[
|φ′k|2 +
k2
3
|φk|2
]
. (79)
When we quantize the field, ρ and N become operators, which we can write in terms of the
operators χk and ξk, being the real and imaginary parts of φk, and their conjugate momenta,
ρ =
1
2a2V
∑
k
[
p2k
a4
+
(
k2 + a2m2
)
χ2k
]
+ terms involving ξk , (80)
N =
1
a2V
∑
k
(
p2k
a4
+
k2
3
χ2k
)
+ terms involving ξk . (81)
Next we want to find the expectation value of the quantized energy density in a squeezed
coherent state of the form of Eq. (40). We first calculate
〈Ψ|χ2k|Ψ〉 =
∫ ∞
−∞
dχk χ
2
k|Ψ(φ, τ)|2 =
1
2 Re(Ak(τ))
, (82)
〈Ψ|p2k|Ψ〉 =
∫ ∞
−∞
dχk
∣∣∣∣ ∂∂φΨ(φ, τ)
∣∣∣∣2 = |Ak(τ)|22 Re(Ak(τ)) . (83)
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The contribution for a single mode of χk is then
〈Ψ|ρk|Ψ〉 = 1
2a2V
[
1
a4
( |Ak(τ)|2
2 Re(Ak(τ))
)
+
(
k2 + a2m2
)( 1
2 Re(Ak(τ))
)]
, (84)
and
〈Ψ|Nk|Ψ〉 = 1
a2V
[
1
a4
( |Ak(τ)|2
2 Re(Ak(τ))
)
+
k2
3
(
1
2 Re(Ak(τ))
)]
. (85)
To better understand these formulas, let us define a dimensionless quantity
B =
1
ka2
Ak(τ) . (86)
From Eq. (55), we find that B depends on k and τ only through the combination kτ and
through the possible dependence (absent in the Bunch-Davies state) of the parameters c and
b on k.
If we consider the massless case m = 0 for simplicity, we have
〈Ψ|ρk|Ψ〉 = H
4
V k3
(kτ)4
4
( |B|2
ReB
+
1
ReB
)
. (87)
and
〈Ψ|N |Ψ〉 = H
4
V k3
(kτ)4
2
( |B|2
ReB
+
1
3
1
ReB
)
. (88)
We note that H4(kτ)4/(V k3) = kphys/Vphys where kphys = k/a and Vphys = V a
3 are the
physical wavenumber and volume respectively. So Eqs. (87,88) are physical quantities as
they should be.
A. Renormalization
While expectation values in single modes, such as Eqs. (87,88), are finite, sums over k lead
to the usual divergence of the expectation value of the stress-energy tensor in quantum field
theory. To get finite physical values we must renormalize. There is a well-known prescription
following a set of axioms described by Wald [21]. We first write a “point-split” version of Tµν
as a differential operator acting on the two-point function. We renormalize the two-point
function by subtracting the Hadamard parametrix, yielding a smooth function. We then
apply the differential operator and bring the points together. One can use this procedure
[16, 22, 23] to compute Tµν in the Bunch-Davies vacuum and in a general Gaussian state.
However, in our case there is an additional complexity. We are interested in the energy
density and null-projection of a single mode. Thus we would need to renormalize not just
the overall ρ and N , but the contribution from each mode separately. This requires a mode
expansion of the Hadamard parametrix, but that is not a clearly defined operation. (For an
analysis of the corresponding problem for the Casimir effect in flat space, see Ref. [24].)
For this reason, we will not try to give the contribution of a single mode to the renormal-
ized Tµν . Instead we will give the difference T
diff
µν between the contribution of a mode in a
particular state and that same mode in the Bunch-Davies vacuum. This is unambiguous. 3
3 Alternatively one could perhaps use here the adiabatic regularization process [25] to renormalize mode-
by-mode. This is a point that deserves further investigation
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The Bunch-Davies vacuum obeys the symmetries of de Sitter space, which means that
its renormalized Tµν (including all modes) must be proportional to gµν [16]. Thus its NEC
contribution is zero, and it marginally obeys NEC.
Thus we write the total renormalized energy density in any state as the positive Bunch-
Davies (BD) value plus the sum of ρdiffk = ρk − ρBDk . The total contribution to N is just the
sum of of Ndiffk = Nk −NBDk , since the total N = 0 in the Bunch-Davies state.
Following that idea we subtract the Bunch-Davies vacuum which corresponds to the c = 1
case
〈Ψ|ρdiff|Ψ〉 = 〈Ψ|ρ|Ψ〉 − 〈Ψ|ρc=1|Ψ〉 . (89)
For early times we can use Eq. (62) which for c = 1 gives B = 1. Then
〈Ψ|ρdiff|Ψ〉 = H
4
V k3
(kτ)4
4
( |B|2
2 ReB
+
1
2 ReB
− 1
)
=
H4
V k3
(kτ)4
4
1
ReB
(
ImB2 + (ReB − 1)2) .
(90)
Since ReB ≥ 0 the change to the energy density is always positive: A mode in a narrower
Gaussian leads to higher energy density than the Bunch-Davies state. However, at late times
we can have decreases.
For the case of N , we start with Eq. (88) and subtract the Bunch-Davies vacuum. At
early times we have
〈Ψ|Ndiff|Ψ〉 = H
4
V k3
(kτ)4
6
(
3|B|2
ReB
+
1
ReB
− 4
)
(91)
but this does not have a uniform sign, so the NEC contribution of this mode may be less
than in Bunch-Davies. Since NEC is obeyed only marginally in Bunch-Davies, this means
that some decoherent states will have NEC violation.
However, in addition to the quantum mechanical contribution, there will be a classical
contribution. The typical form for the classical Φ is one whose amplitude (not including
any decaying mode) matches the standard deviation of the probability distribution |ψk|2 in
Bunch-Davies state. This has the general form (we have chosen the case where Φk > 0 at
late times),
Φk(τ) = −
√
pi
2a
√−τYν(−kτ) (92)
or in the massless case,
Φk(τ) =
H√
2k3
[cos (kτ) + kτ sin (kτ)] . (93)
The classical contribution to ρ and N is always positive and for typical values outweighs
any negative quantum contribution. To have eternal inflation, we need an especially large
classical part, so this will be even more true in that case.
B. Numerical evolution
Now we explore these effects numerically. We vary c, b and ν and examine the effect that
each parameter has on the change to the expectation values of ρdiff and Ndiff. We will plot
these quantities in units of H4/(V k3).
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FIG. 2: The changes to energy density and (directionally averaged) NEC contribution, ρdiff
and Ndiff, from a single mode with c = 0.05, b = 0, and the classical part in the massless
case. The vertical scale is in units of H4/(V k3). The energy density and NEC diverge at
early times.
FIG. 3: A zoomed in part of Fig. 2 where the negative values of ρdiff and Ndiff are visible.
First we look at m = 0 and small values of c, which correspond to highly decoherent
states. In Fig. 2 we see that at early times ρdiff, Ndiff, and of course the classical part, are
positive. Thus the selection of a decoherent state does not lead to negative energies or NEC
violation. All effects are larger at earlier times. However, at late times (Fig. 3) there are
small negative values of both ρdiff and Ndiff. Still, a typical classical part is expected to
be larger. A numerical analysis shows no decrease in the values of the NEC or the energy
density when both the classical and quantum parts are taken into account. So a typical
decoherent state does not produce negative energies or NEC violation even at late times.
We can ask what happens for different values of c. For large values of c (close to 1) both
Ndiff and ρdiff have recurring negative values. At early times, ρdiff becomes strictly positive
as expected, but that doesn’t happen with Ndiff. However, the classical values are much
larger at early times in both cases (Fig. 4). In the regional plot of Fig. 5 we see that these
recurring regions of negative Ndiff become longer for c closer to 1.
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FIG. 4: As in Figs. 2 and 3, but for c = 0.9. Here ρdiff is positive at early times while Ndiff
oscillates (left). But both are much smaller than their classical counterparts at early times
(right).
FIG. 5: Plot of the regions where Ndiff < 0. For small c this occurs only at late times,
while for larger c it occurs repeatedly, with longer duration for c closer to 1.
The effect of the b parameter, the coefficient of the decaying mode, is shown in Fig. 6.
For small values of c, increasing the b parameter reduces the range of over which Ndiff < 0
and the maximum negative magnitude that it reaches.
Finally we can examine the effect of mass on the NEC. For a larger mass, according to
Eq. (24) the ν parameter of the Bessel function is something smaller than 3/2. As we see in
Fig. (7) larger mass leads to less negative values of the Ndiff at late times for small values
of c.
In every case, a decoherent state with a typical or larger classical part has a larger energy
density and a more positive contribution to NEC at all times than the Bunch-Davies state.
Thus the sequence of decoherent states that leads to eternal inflation always obeys NEC.
The process that allows eternal inflation to take place is successive selection of subsectors
of the wavefunction, each of which individually always obeys NEC.
VI. BEYOND THE SIMPLE MODEL
In the sections above we discussed a simple model that exhibits the paradox of eternal
inflation and energy conditions and showed how this paradox is resolved. It seems clear that
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FIG. 6: The effect of parameter b on Ndiff. It becomes more positive with increasing b
(left) while at late times it is less negative and negative for a shorter time (right).
FIG. 7: The effect of the mass on Ndiff. For decreasing values of the ν parameter
(increasing mass) the negative values of Ndiff at late times decrease in duration and
magnitude.
the same resolution applies in realistic models, but it would still be good to go beyond the
simple model and discuss the situation of the actual eternal inflation. However, this is very
complicated. It is straightforward to consider a quasi-de Sitter background, and we do that
in the next subsection. Then we discuss how one might go beyond that.
A. Quasi-de Sitter background
Above we considered a massive scalar field in a de Sitter background. Here we will
consider instead the fluctuations of an inflaton field rolling in a linear potential, without any
quadratic (mass) term. The classical slow-roll motion gives rise to a quasi-de Sitter space,
and we consider the fluctuations to evolve only in this background spacetime, not in the
modified spacetime that they themselves produce. The scale factor for quasi-de Sitter is [14]
a ∼ 1
τ 1+ε
(94)
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where ε 1 is the slow roll parameter of Eq. (35). The motion in this background is given
by Eq. (20), but now
K(τ) = k2 − a
′′
a
= k2 − 1
τ 2
(2 + 3ε) (95)
giving solutions that are qualitatively the same as before with
ν2 =
9
4
− 3ε . (96)
instead of Eq. (24).
B. Going further
The next step would be to include modifications to the spacetime as a result of a fluctuat-
ing field. This is routinely done in the study of inflationary perturbations. In that case, one
takes the perturbations to be small and considers only their first order effects. For example
Tµν is second order in the field, so one would consider only cross terms with products of the
fluctuating field and the background. In this case one can also consider gauge (coordinate)
choices that remove the fluctuation in the field and move it into other sectors. For example
one can choose surfaces on which the field has its background value.
In our case, however, the fluctuations are not small. On the contrary, the effect of the
fluctuations that lead to eternal inflation is larger than the effect of the slowly rolling back-
ground. So the first order expansion does not make sense. Furthermore, one cannot absorb
field fluctuations into gauge transformations. No (monotonic) change of time coordinate,
for example, can take an increasing field and reparameterize it as a decreasing field.
The large fluctuations lead to non-linear effects. The square of the field enters into the
metric, which then appears in the field equation. The nonlinear equation means that the
field states are no longer given by harmonic oscillator states such as the Gaussians that
we have used above. Furthermore, nonlinearities couple the different Fourier modes, again
invalidating the above analysis.
So we conclude that the case of the real eternal inflation is approximately given by
the massless case in the analysis of sections Secs. III–V above, but we cannot consistently
go beyond that level. The idea behind the compatibility of eternal inflation with energy
conditions is the same as in our simple model, but we cannot do a detailed analysis in the
realistic case.
VII. CONCLUSION
Eternal inflation driven by a series of quantum fluctuations that increase the rate of
expansion H of the universe in a certain region. But the null energy condition (NEC)
requires that H˙ ≤ 0, so H can never increase. Nevertheless, eternal inflation can proceed
without any NEC violation. The eternally inflating spacetime is a succession of more and
more specific quantum states, selected by decoherence. The energy conditions apply to
each of these quantum states individually, so H cannot increase in any of them. But when
decoherence selects a particular sector of the quantum state, this sector can have a larger
H than the overall state. A succession of such decoherence events can lead to a repeated
increase in H, even though NEC is obeyed and prohibits an increase H in any state.
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We showed this process explicitly in a simplified model that exhibits the same paradox.
We considered a scalar field in de Sitter space where the field can affect the spacetime, but
the resulting changes do not affect the field evolution. We start in the Bunch-Davies vacuum
and allow decoherence to select narrow states in field space for a particular mode of the field.
When these states have particularly large values, they lead to more rapid expansion, but
the selected states themselves never violate NEC.
Would it be right to say that in the selected sector the universe has always been expanding
rapidly, and its expansion rate never increases? Perhaps not. In the Bunch-Davies vacuum,
when the mode of interest is strongly sub-horizon it is essentially in an energy eigenstate,
so there is little uncertainty about its contribution to the energy density and thus to the
expansion rate. An energy eigenstate can of course be expressed as a superposition of non-
eigenstates. If this state is coupled to the expansion rate, the state with known expansion
rate can be expressed in terms of states with various different expansion rates. Nevertheless
the superposition itself has a fixed expansion rate. Changes in the Hamiltonian as the
mode becomes super-horizon allow decoherence to pick out one of these states from the
superposition. That is the sense in which the universe has always been expanding rapidly
in the selected state.
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