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Abstrat
Clarkson's algorithm is a two-staged randomized algorithm for solving lin-
ear programs. This algorithm has been simplied and adapted to t the
framework of LP-type problems. In this framework we an takle a number
of non-linear problems suh as omputing the smallest enlosing ball of a
set of points in R
d
. In 2006, it has been shown that the algorithm in its
original form works for violator spaes too, whih are a proper general-
ization of LP-type problems. It was not lear, however, whether previous
simpliations of the algorithm arry over to the new setting.
In this paper we show the following theoretial results: (a) It is shown,
for the rst time, that Clarkson's seond stage an be simplied. (b) The
previous simpliations of Clarkson's rst stage arry over to the violator
spae setting. (c) Furthermore, we show the equivalene of violator spaes
and partitions of the hyperube by hyperubes.
Keywords: Clarkson's Algorithm, Violator Spae, LP-type Problem, Hy-
perube Partition
1 Introdution
Clarkson's algorithm. Clarkson's randomized algorithm [1℄ is the ear-
liest pratial linear-time algorithm for linear programming with a xed
number of variables. Combined with a later algorithm by Matou²ek, Sharir
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and Welzl [6℄, it yields the best (expeted) worst-ase bound in the unit
ost model that is known today. The ombined algorithm an solve any
linear program with d variables and n onstraints with an expeted number
of O(d2n + exp(O(
√
d log d))) arithmeti operations [3℄.
Clarkson's algorithm onsists of two primary stages, and it requires as
a third stage an algorithm for solving small linear programs with O(d2)
onstraints. The rst two stages are purely ombinatorial and use very little
problem-spei struture. Consequently, they smoothly extend to the
larger lass of LP-type problems [6℄, with the same running time bound as
above for onrete problems in this lass, like nding the smallest enlosing
ball of a set of n points in dimension d [3℄.
Both primary stages of Clarkson's algorithm are based on random sampling
and are oneptually very simple. The main idea behind the use of ran-
domness is that we an solve a subproblem subjet to only a small number
of (randomly hosen) onstraints, but still have only few (of all) onstraints
that are violated by the solution of the subproblem. However, some extra
mahinery was originally needed to make the analysis go through. More
preisely, in both stages there needed to be a hek that the eah individ-
ual random hoie was good in a ertain sense. Then in the analysis one
needed to make the argument that the bad ases do not our too often.
For the rst stage, it was already shown by Gärtner and Welzl that these
extra heks an be removed [4℄. The result is what we all the German Al-
gorithm below. In this paper, we do the removal also for the seond stage,
resulting in the Swiss Algorithm. (The names ome from ertain aspets
of German and Swiss mentality that are reeted in the respetive algo-
rithms.) We believe that the German and the Swiss Algorithm together
represent the essene of Clarkson's approah.
Violator spaes. Gärtner, Matou²ek, Rüst, and kovro¬ proved that
Clarkson's original algorithm is appliable in a still broader setting than
that of LP-type problems: It atually works for the lass of violator spaes
[2℄. At rst glane, this seems to be yet another generalization to yet an-
other abstrat problem lass, but as kovro¬ has shown, it stops here: the
lass of violator spaes is the most general one for whih Clarkson's algo-
rithm is still guaranteed to work [8℄. In a nutshell, the dierene between
LP-type problems and violator spaes is that for the latter, the following
trivial algorithm may yle even in the nondegenerate ase: maintain the
optimal solution subjet to a subset B of the onstraints; as long as there
is some onstraint h that is violated by this solution, replae the urrent
solution by the optimal solution subjet to B ∪{h}, and repeat. Examples
of suh yli violator spaes an be found in [8℄. For a very easy and
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intuitive example see also [2℄.
It was unknown whether the analysis of the German Algorithm (the stripped-
down version of Clarkson's rst stage) also works for violator spaes. For
LP-type problems, the analysis is nontrivial and onstruts a omposite
LP-type problem. Here we show that this an still be done for violator
spaes, in essentially the same way.
For the Swiss Algorithm (the stripped-down version of Clarkson's seond
stage), we provide the rst analysis at all. The fat that it works in the
fully general setting of violator spaes omes naturally.
The main dierene of the German and the Swiss algorithm ompared to
their original formulations is the following. In both stages, at some point,
Clarkson's algorithm heks how many violated onstraints some random
sample of onstraints produes. If there are too many, then the algorithm
disards the sample and resamples. The reason for this is that the analysis
requires a bound on the number of violators in eah step. We essentially
show that this bound only needs to hold in expetation (and does so) for
the analysis to go through. So the heks that we mentioned before are
only an analytial tool, and not neessary for the algorithms to work.
Let us point out that no subexponential algorithm for nding the basis
(i.e. solution) of a violator spae is known. Therefore, we an only employ
brute fore to solve small violator spaes. Note that, e.g., in the ontext of
linear programming, nding a basis means identifying the onstraints whih
are tight at an optimal point. We all this the Brute Fore Algorithm (BFA).
Hene, the resulting best worst-ase bound known degrades to O(d2n +
f(d)), where f is some exponential funtion of d. In this paper, we will not
investigate this point further and use BFA as a blak box.
The German Algorithm (GA). Let us explain the algorithm for the
problem of nding the smallest enlosing ball of a set of n points in Rd (this
problem ts into the violator spae framework). The algorithm proeeds
in rounds and maintains a working set G, initialized with a subset R of r
points drawn at random. In eah round, the smallest enlosing ball of G is
being omputed (by some other algorithm). For the next round, the points
that are unhappy with this ball (the ones that are outside) are being added
to G. The algorithm terminates as soon as everybody is happy with the
smallest enlosing ball of G.
The ruial fat that we reprove below in the violator spae framework is
this: the number of rounds is at most d+2, and for r ≈ d√n, the expeted
maximum size of G is bounded by O(d
√
n). This means that GA redues a
problem of size n to d+ 2 problems of expeted size O(d
√
n). We all this
the German Algorithm, beause it takes  typially German  one deision
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in the beginning whih is then eiently pulled through.
The Swiss Algorithm (SA). Like GA, this algorithm proeeds in rounds,
but it maintains a voting box that initially ontains one slip per point. In
eah round, a set of r slips is drawn at random from the voting box, and
the smallest enlosing ball of the orresponding set R is omputed (by some
other algorithm). For the next round, all slips are put bak, and on top
of that, the slips of the unhappy points are being doubled. The algorithm
terminates as soon as everybody is happy with the smallest enlosing ball
of the sample R.
Below, we will prove the following: if r ≈ d2, the expeted number of
rounds is O(logn). This means that SA redues a problem of size n to
O(logn) problems of size O(d2). We all this the Swiss Algorithm, beause
it takes  typially Swiss  many independent loal deisions that magially
t together in the end.
Hyperube partitions. A hyperube partition is a partition of the ver-
ties of the hyperube suh that every element of the partition is the set of
verties of some subube. It was known that every nondegenerate violator
spae indues a hyperube partition [7, 5℄. We prove here that also the
onverse is true, meaning that we obtain an alternative haraterization of
the lass of violator spaes. While this result is not hard to obtain, it may
be useful in the future for the problem of ounting violator spaes. Here,
the initial bounds provided by kovro¬ are still the best known ones [8℄.
Appliations. We would love to present a number of onvining applia-
tions of the violator spae framework, and in partiular of the German and
the Swiss Algorithm for violator spaes. Unfortunately, we annot. There
is one known appliation of Clarkson's algorithm that really requires it to
work for violator spaes and not just LP-type problems [2℄; this applia-
tion (solving generalized P -matrix linear omplementarity problems with a
xed number of bloks) benets from our improvements in the sense that
now also the German and the Swiss Algorithm are appliable to it (with
less random resoures than Clarkson's algorithm).
Our main ontributions are therefore theoretial: we show that Clarkson's
seond stage an be simplied (resulting in the Swiss Algorithm), and this
result is new even for LP-type problems and linear programming. The fat
that Clarkson's rst stage an be simplied (resulting in the German Al-
gorithm) was known for LP-type problems; we extend it to violator spaes,
allowing the German Algorithm to be used for solving generalized P -matrix
linear omplementarity problems with a xed number of bloks.
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We believe that our results are signiant ontributions to the theory of
abstrat optimization frameworks themselves. We have now arrived at a
point where Clarkson's algorithm has been shown to work in the most
general abstrat setting that is possible, and in probably the most simple
variant that an still suessfully be analyzed.
2 Prerequisites
2.1 The Sampling Lemma
The following lemma is due to Gärtner and Welzl in [4℄ and was adapted
to violator spaes in [2℄. We repeat it here for the sake of ompleteness,
and beause its proof and formulation are very onise. Let S be a set of
size n, and ϕ : 2S → R a funtion that maps any set R ⊆ S to some value
ϕ(R). Dene
V(R) := {s ∈ S\R |ϕ(R ∪ {s}) 6= ϕ(R)}, (1)
X(R) := {s ∈ R |ϕ(R\{s}) 6= ϕ(R)}. (2)
V(R) is the set of violators of R, while X(R) is the set of extreme elements
in R. Obviously,
s violates R⇔ s is extreme in R ∪ {s}. (3)
For a random sample R of size r, i.e., a set R hosen uniformly at random
from the set
(
S
r
)
of all r-element subsets of S, we dene random variables
Vr : R 7→ |V(R)| and Xr : R 7→ |X(R)|, and we onsider the expeted values
vr := E[Vr],
xr := E[Xr].
Lemma 2.1 (Sampling Lemma, [4, 2℄). For 0 ≤ r < n,
vr
n− r =
xr+1
r + 1
.
Proof. Using the denitions of vr and xr+1 as well as (3), we an argue as
follows:
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(
n
r
)
vr =
∑
R∈(Sr)
∑
s∈S\R
[s violates R]
=
∑
R∈(Sr)
∑
s∈S\R
[s is extreme in R ∪ {s}]
=
∑
Q∈( Sr+1)
∑
s∈Q
[s is extreme in Q]
=
(
n
r + 1
)
xr+1.
Here, [·] is the indiator variable for the event in brakets. Finally, ( n
r+1
)
/
(
n
r
)
=
(n− r)/(r + 1).
2.2 Violator Spaes
Denition 2.2. A violator spae is a pair (H,V), where H is a nite set
and V is a mapping 2H → 2H suh that the following two onditions are
fullled.
Consisteny: G ∩ V(G) = ∅ holds for all G ⊆ H, and
Loality: for all F ⊆ G ⊆ H, where G ∩ V(F ) = ∅,
we have V(G) = V(F ).
Lemma 2.3 (Lemma 17, [2℄). Any violator spae (H,V) satises mono-
toniity dened as follows:
Monotoniity: V(F ) = V(G) implies V(E) = V(F ) = V(G)
for all sets F ⊆ E ⊆ G ⊆ H.
Proof. Assume V(E) 6= V(F ),V(G). Then loality yields ∅ 6= E ∩ V(F ) =
E ∩ V(G) whih ontradits onsisteny.
Denition 2.4. Consider a violator spae (H,V).
(i) We say that B ⊆ H is a basis if for all proper subsets F ⊂ B we have
B ∩ V(F ) 6= ∅. For G ⊆ H, a basis of G is a minimal subset B of G
with V(B) = V(G). A basis in (H,V) is a basis of some set G ⊆ H.
(ii) The ombinatorial dimension of (H,V), denoted by dim(H,V), is the
size of the largest basis in (H,V).
(iii) (H,V) is nondegenerate if every set set G ⊆ H, |G| ≥ dim(H,V),
has a unique basis. Otherwise (H,V) is degenerate.
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Observe that a minimal subset B ⊆ G with V(B) = V(G) is indeed a
basis: Assume for ontradition that there is a set F ⊂ B suh that B ∩
V(F ) = ∅. Loality then yields V(B) = V(F ) = V(G), whih ontradits
the minimality of B. Also, note that, beause of onsisteny, any basis B
of H has no violators V(H) = V(B) = ∅.
Corollary 2.5 (of Lemma 2.1). Let (H,V) be a violator spae of ombinato-
rial dimension d, and |H| = n. If we hoose a subset R ⊆ H, |R| = r ≤ n,
uniformly at random, then
E[|V(R)|] ≤ dn− r
r + 1
.
Proof. The orollary follows from the Sampling Lemma 2.1, with the ob-
servation that |X(R)| ≤ d, ∀R ⊆ H .
3 Clarkson's Algorithm Revisited
Clarkson's algorithm an be used to ompute a basis of some violator spae
(H,V), n = |H|. It onsists of two separate stages and the Brute Fore
Algorithm (BFA). The results about the running time and the size of the
sets involved is summarized in Theorem 3.6 and Theorem 3.12.
The main idea of both stages (GA and SA) is the following: We draw a
random sample R ⊆ H of size r = |R| and then ompute a basis of R using
some other algorithm. The ruial point here is that r ≪ n hopefully.
Obviously, suh an approah may fail to nd a basis of H , and we might
have to reonsider and enter a seond round. That is the point at whih
GA and SA most signiantly dier.
In both stages we assume that the size of the ground set, i.e., n, is larger
than r, suh that we an atually draw a sample of that size. We an
assume this w.l.o.g., beause it is easy to inorporate an if statement at
the beginning that diretly alls the other algorithm should n be too small.
3.1 The German Algorithm (GA)
This algorithm works as follows. Let (H,V) be a violator spae, |H| = n,
and dim(H,V) = d. We draw a random sample R ⊆ H , r = d√n/2, only
one, and initialize our working set G with R. Then we enter a repeat
loop, in whih we ompute a basis B of G and hek whether there are any
violators in H . If no, then we are done and return the basis B. If yes, then
we add those violators to our working set G and repeat the proedure.
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The analysis will show that (i) the number of rounds is bounded by d+ 1,
and (ii) the size of G in any round is bounded by O(d
√
n). See Theorem
3.6.
Algorithm 1: GA(H,V)
input : Violator spae (H,V), |H| = n, and dim(H,V) = d
output: A basis B of (H,V)
r ← d√n/2;
Choose R with |R| = r, R ⊆ H u.a.r.;
G← R;
repeat
B ← SA(G, V|G);
G← G ∪ V(B);
until V(B) = ∅ ;
return B
We will adopt some useful notations whih we will use in the following
proofs. First, let us point out that the notation V|F refers to the violator
mapping restrited to some set F ⊆ H .
Denition 3.1. For i ≥ 0, by
B
(i)
R , V
(i)
R , and G
(i)
R
we denote the sets B, V(B), and G omputed in round i of the repeat loop
above. Furthermore, we set G
(0)
R := R, while B
(0)
R and V
(0)
R are undened.
In partiular, we have that B
(i)
R is a basis of G
(i−1)
R , and V
(i)
R = V(G
(i−1)
R ). If
the algorithm performs exatly ℓ rounds, sets with indies i > ℓ are dened
to be the orresponding sets in round ℓ.
The next one is an auxiliary lemma that we will need further on in the
analysis. It is a generalization of the fat that there is at least one element
of the basis of H found as a violator in every round (see also Lemma 3.8).
Lemma 3.2. For j < i ≤ ℓ, B(i)R ∩ V (j)R 6= ∅.
Proof. Assume that B
(i)
R ∩ V (j)R = ∅. Together with onsisteny, G(j−1)R ∩
V
(j)
R = ∅, this implies
(B
(i)
R ∪G(j−1)R ) ∩ V (j)R = ∅.
Now, applying loality and the denition of basis, we get
V(B
(i)
R ∪G(j−1)R ) = V (j)R = V(B(j)R ). (4)
8
On the other hand, sine V
(i)
R = V(B
(i)
R ) and B
(i)
R ⊆ B(i)R ∪G(j−1)R ⊆ G(i−1)R ,
we an apply monotoniity and derive
V
(i)
R = V(B
(i)
R ) = V(B
(i)
R ∪G(j−1)R ). (5)
Note that V (B
(j)
R ) ⊆ G(i−1)R , beause G always ontains the violators from
previous rounds. Additionally, by equations (4) and (5) we have that
V
(i)
R = V(B
(i)
R ∪ G(j−1)R ) = V(B(j)R ). Thus, we an build a ontradition
of onsisteny,
G
(i−1)
R ∩ V (i)R ⊇ V(B(j)R ) ∩ V (i)R = V(B(j)R ) 6= ∅.
The last inequality holds beause j is not the last round.
The following lemma is the ruial result that lets us interpret the devel-
opment of the set G in Algorithm 1 as a violator spae itself.
Lemma 3.3. Let (H,V) be a violator spae of ombinatorial dimension d.
For any subset R ⊆ H dene
Γ(R) := (V
(1)
R , . . . , V
(d)
R ).
Using this we an dene a new violator mapping as follows,
V
′(R) := {h ∈ H\R | Γ(R) 6= Γ(R ∪ {h})}.
Then the following statements are true:
(i) (H,V′) is a violator spae of ombinatorial dimension at most
(
d+1
2
)
.
(ii) The set V
′(R) is given by
V
′(R) = V
(1)
R ∪ . . . ∪ V (d)R = G(d)R \R.
(iii) If (H,V) is nondegenerate, then so is (H,V′).
In order to prove Lemma 3.3 we rst need an auxiliary laim. Note that ∪˙
denotes disjoint union.
Claim 3.4. Let Q be any set with Q = R ∪˙ T ⊆ H and i < d. If
V
(j+1)
Q = V
(j+1)
R , j ≤ i,
then
G
(j)
Q = G
(j)
R ∪˙ T, j ≤ i+ 1.
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Proof of Claim 3.4. We prove the laim by indution on i. First, if i = 0
the preondition reads V(Q) = V(R). It follows that G
(1)
Q = Q ∪ V(Q) =
(R ∪˙ T ) ∪ V(R) = G(1)R ∪˙ T .
Suppose the laim is true for j ≤ i. From V (i+1)Q = V (i+1)R we an dedue
G
(i+1)
Q = G
(i)
Q ∪ V (i+1)Q = (G(i)R ∪˙ T ) ∪ V (i+1)R = G(i+1)R ∪˙ T.
Before we proeed to the proof of Lemma 3.3 let us rst state the onse-
quenes, whih we obtain by applying Lemma 2.1 to the violator spae that
we onstruted.
Theorem 3.5 (Theorem 5.5 of [4℄). For R ⊆ H with |H| = n, and a
random sample of size r,
E[|G(d)R |] ≤
(
d+ 1
2
)
n− r
r + 1
+ r.
Choosing r = d
√
n/2 yields
E[|G(d)R |] ≤ 2(d+ 1)
√
n
2
.
Proof of Theorem 3.5. The rst inequality diretly follows from the sam-
pling lemma (Lemma 2.1), applied to the violator spae (H,V′), together
with part (ii) of Lemma 3.3. The seond inequality follows from plugging
in the value for r.
Let us now ome bak to the Lemma.
Proof of Lemma 3.3.
Proof of (i). We rst need to hek onsisteny and loality as dened in
Denition 2.2.
Consisteny is easy, by the denition of V
′
. Sine the violators of R ⊆ H
are hosen from H\R exlusively, we an be sure that R ∩ V′(R) = ∅ for
all R.
Let us reall what loality means. For sets R ⊆ Q ⊆ H , if Q ∩ V′(R) = ∅,
then V
′(Q) = V′(R). This we are going to prove by indution on the size
of Q\R. If |Q\R| = 0, then the two sets are the same, and loality is
obviously fullled. Now, suppose that |Q\R| = i and loality is true for
any smaller value j < i. Consider some set S fullling R ⊆ S ⊂ Q and
Q = S ∪˙ {q}. First note that, if Q ∩ V′(R) = ∅, then also S ∩ V′(R) = ∅.
Therefore, the preondition for the indution hypothesis is fullled, and we
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an onlude that V
′(R) = V′(S). Bearing this in mind, we an make the
following derivation:
Q ∩ V′(R) = ∅ ⇒ Q ∩ V′(S) = ∅
q∈Q⇒ q 6∈ V′(S)
Def. (1)⇒ Γ(S) = Γ(S ∪˙ {q}) = Γ(Q)
Def. (1)⇒ V′(S) = V′(Q)
⇒ V′(R) = V′(Q).
That shows the loality of the violator spae (H,V′).
We still have to show that (H,V′) has ombinatorial dimension at most(
d+1
2
)
. To this end we prove that V
′(BR) = V
′(R), where
BR := R ∩
d⋃
i=1
B
(i)
R .
Note that BR, as we will show in (iii), is in fat the unique basis of the set
R ⊆ H . By bounding the size of BR we therefore bound the ombinatorial
dimension of (H,V′). Equivalent to V′(BR) = V
′(R) we show that V
(j)
BR
=
V
(j)
R , for 1 ≤ j ≤ d, using indution on j. For j = 1 we get
V(R) = V(BR ∪ (R\BR)) = V(BR),
beause R\BR is disjoint from B(1)R , the basis of R. Therefore, R\BR =
R \⋃di=1B(i)R an be removed from R without hanging the set of violators.
Now assume that the statement holds for j ≤ d − 1 and onsider the ase
j = d. By Claim 3.4, we get G
(j−1)
R = G
(j−1)
BR
∪˙ (R\BR). Sine R\BR is
disjoint from the basis B
(j)
R of G
(j−1)
R it follows that
V
(j)
R = V(G
(j−1)
R ) = V(G
(j−1)
BR
∪˙ (R\BR)) = V(G(j−1)BR ) = V
(j)
BR
.
To bound the size of BR, we observe that
|R ∩ B(i)R | ≤ d+ 1− i,
for all i ≤ ℓ (the number of rounds in whih V(B) 6= ∅). This follows
from Lemma 3.2. B
(i)
R has at least one element in eah of the i − 1 sets
V 1R, . . . , V
(i−1)
R , whih are in turn disjoint from R. Hene we get
|BR| ≤
ℓ∑
i=1
|R ∩B(i)R | ≤
(
d+ 1
2
)
.
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Proof of (ii). We show that if some onstraint q ∈ H is in V′(R) then it
is also in V
(i)
R for some 1 ≤ i ≤ d. On the other hand if q 6∈ V′(R) then q
is not in any of the V
(i)
R , 1 ≤ i ≤ d. This proves the statement of (ii).
Assume q ∈ V′(R) and letQ := R∪{q}. Consider the largest index i < d−1
suh that
V
(j+1)
R = V
(j+1)
Q , j ≤ i.
Note that suh an index i must exist, beause V′(R) 6= V′(Q), whih sim-
ply follows from q ∈ V′(R) and q 6∈ V′(Q). Then, from Claim 3.4 it fol-
lows that G
(i+1)
Q = G
(i+1)
R ∪˙ {q}, and by assumption on i we know that
V
(i+2)
R 6= V (i+2)Q . Therefore, by the ontrapositive of loality, we onlude
(G
(i+1)
R ∪˙ {q}) ∩ V(G(i+1)R ) 6= ∅. This means that q ∈ V(G(i+1)R ) = V (i+2)R ,
beause otherwise the onsisteny of G
(i+1)
R would be violated.
On the other hand, if q 6∈ V′(R), then V′(R) = V′(Q), or equivalently
V
(i)
R = V
(i)
Q , for 1 ≤ i ≤ d. However, beause (H,V) is onsistent it follows
that q 6∈ V (i)Q , and therefore q 6∈ V (i)R , for 1 ≤ i ≤ d.
Proof of (iii). Nondegeneray of (H,V′) follows if we an show that every
set R ⊆ H has the set BR as its unique basis. To this end we prove that
whenever we have L ⊆ R with V′(L) = V′(R), then BR ⊆ L.
Fix L ⊆ R with V′(L) = V′(R), i.e.,
V
(i)
R = V
(i)
L , 1 ≤ i ≤ d.
Claim 3.4 then implies
G
(i)
R = G
(i)
L ∪˙ (R\L), 0 ≤ i ≤ d,
and the nondegeneray of (H,V) yields that G
(i)
R and G
(i)
L have the same
unique basis B
(i+1)
R , for all 0 ≤ i ≤ d. Note that B(i+1)R is indeed ontained
in G
(i)
L , beause V(G
(i)
L ) = V(G
(i)
R ) = V(G
(i)
L ∪˙(R\L)) = V(B(i+1)R ) for 0 ≤
i ≤ d. That means, if there exists a basis of G(i)L , that by denition would
also be a basis of G
(i)
R , but distint from B
(i+1)
R , nondgeneray is violated.
It follows that G
(d−1)
L ontains
d⋃
i=1
B
(i)
R ,
so L ontains
L ∩
d⋃
i=1
B
(i)
R = R ∩
d⋃
i=1
B
(i)
R .
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The latter equality holds beause R\L is disjoint from G(d)L , thus in parti-
ular from the union of the B
(i)
R .
Theorem 3.6. Let (H,V) be a violator spae of ombinatorial dimension
d, and n = |H|. Then the algorithm GA omputes a basis of (H,V) with
at most d + 1 alls to SA, with an expeted number of at most O(d
√
n)
onstraints eah.
Proof. Aording to Lemma 3.2 (and maybe more intuitively aording to
Lemma 3.8), in every round exept the last one we add at least one element
of any basis of (H,V) to G. Sine the size of the basis is bounded by d we
get that the number of rounds is at most d+1. Furthermore, aording to
Theorem 3.5, and our hoie r = d
√
n/2, the expeted size of G will not
exeed 2(d+ 1)
√
n/2 in any round.
3.2 The Swiss Algorithm (SA)
The algorithm SA proeeds similar as the rst one. Let the input be a
violator spae (H,V), |H| = n, and dim(H,V) = d.
First, let us (re)introdue the notation R(i), B(i), and V (i) for i ≥ 1, similar
as in Denition 3.1, for the sets R, B and V(R) of round i respetively.
The set B(i) is a basis of R(i) and V (i) = V(R(i)) = V(B(i)). Sine we draw
a random sample in every round it does not make sense to index the sets
B(i) and V (i) by R, so we drop this subsript.
After the initialization we enter the rst round and hoose a random sample
R(1) of size r = 2d2 uniformly at random from H . Then we ompute an
intermediate basis B(1) of the violator spae (R(1), V|R(1)) by using BFA as
a blak box. In the next step we ompute the set of violated onstraints,
i.e., V (1). So far, it is the same thing as the rst stage. But now, instead
of enforing the violated onstraints by adding them to the ative set, we
inrease the probability that the violated onstraints are hosen in the next
round. This is ahieved by means of the multipliity or weight variable µ.
Denition 3.7. With every h ∈ H we assoiate the multipliity µh ∈ N.
For an arbitrary set F ⊆ H we dene the umulative multipliity as
µ(F ) :=
∑
h∈F
µh.
For the analysis we also need to keep trak of this value aross dierent
iterations of the algorithm. For i ≥ 0 we will use µ(i)h (and µ(i)(F )) to
denote the (umulative) multipliity at the end of round i. We dene µ
(0)
h :=
1 for any h ∈ H, and therefore µ(0)(F ) = |F |.
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Now bak to the algorithm. To inrease the probability that a onstraint
h ∈ V (i) is hosen in the random sample of round i + 1 we double the
multipliity of h, i.e., µ
(i)
h = 2µ
(i−1)
h .
The multipliities determine how the random sample R(i+1) is hosen. To
this end we onstrut a multiset Hˆ(i+1) to whih we add µ
(i)
h opies of every
element h ∈ H . To simplify notation, let us for a moment x the round
i+ 1 and drop the orresponding supersript.
We dene the funtion φ : 2H → 2Hˆ as the funtion that maps a set of
elements from H to the set of orresponding elements in Hˆ , i.e., for F ⊆ H
φ(F ) :=
⋃
h∈F
{h1, . . . , hµh},
where the hj, 1 ≤ j ≤ µh, are the distint opies of h. For example,
Hˆ = φ(H). Conversely, let ψ : 2Hˆ → 2H be the funtion that ollapses a
given subset of Hˆ to their original elements in H , i.e., for Fˆ ⊆ Hˆ,
ψ(Fˆ ) := {h ∈ H | φ({h}) ∩ Fˆ 6= ∅}.
Reintroduing the supersript i + 1 we an simply say that we onstrut
Hˆ(i+1) = φ(H) using the multipliities from round i. The sample Rˆ(i+1) is
then hosen u.a.r. from the r-subsets of Hˆ(i+1). In the following the multiset
property will not be important any more and we an disard multiple entries
to obtain R(i+1) = ψ(Rˆ(i+1)). Note that 1 ≤ |R(i+1)| ≤ r. Then we ontinue
as in round 1. Note that in the rst round this is in fat equivalent to
hoosing an r-subset u.a.r. from H , beause µ
(0)
h = 1 for all h ∈ H .
The algorithm terminates as soon as V (ℓ) = ∅ for some round ℓ ≥ 1 and
returns the basis B(ℓ).
Algorithm 2: SA(H,V)
input : Violator spae (H,V), |H| = n, and dim(H,V) = d
output: A basis B of (H,V)
µh ← 1 for all h ∈ H ;
r ← 2d2;
repeat
hoose random R from H aording to µ;
B ← BFA(R, V|R);
µh ← 2µh for all h ∈ V(B);
until V (B) = ∅ ;
return B
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Let us rst disuss an auxiliary lemma very similar in avour to Lemma
3.2.
Lemma 3.8 (Observation 22, [2℄). Let (H,V) be a violator spae, F ⊆
G ⊆ H, and G ∩ V(F ) 6= ∅. Then G ∩ V(F ) ontains at least one element
from every basis of G.
Proof. Sine the proof is pretty short we repeat it here. Let B be some
basis of G and assume that B∩G∩V(F ) = B∩V(F ) = ∅. From onsisteny
we get F ∩ V(F ) = ∅. Together this implies
(B ∪ F ) ∩ V(F ) = ∅.
Applying loality and monotoniity, we get
V(F ) = V(B ∪ F ) = V(G),
meaning that G ∩ V(G) = G ∩ V(F ) = ∅, a ontradition.
The analysis of SA will show that the elements in any basis B of H will
inrease their multipliity so quikly that they are hosen with high prob-
ability after a logarithmi number of rounds. This, of ourse, means that
the algorithm will terminate, beause there will be no violators. Formally,
we will have to employ a little trik though. We will onsider a modia-
tion of SA that runs forever, regardless of the urrent set of violators! Let
us all the modied algorithm SA_forever. We all a partiular round i
ontroversial if V (i) 6= ∅. Furthermore, let Cℓ be the event that the rst ℓ
rounds are ontroversial in SA_forever.
Lemma 3.9. Let (H,V) be a violator spae, |H| = n, dim (H,V) = d, B
any basis of H, and k ∈ N some positive integer. Then, in SA_forever,
the following holds for the expeted umulative multipliity of B after kd
rounds,
2k Pr[Ckd] ≤ E[µ(kd)(B)].
Proof. In any ontroversial round, Lemma 3.8 asserts that B ∩ V (i) 6= ∅.
So, in every ontroversial round, the multipliity of at least one element
in B is doubled. Therefore, by onditioning on the event that the rst kd
rounds are ontroversial, there must be a onstraint in B that has been
doubled at least k times (reall that |B| ≤ d). It follows that E[µ(kd)(B)] =
E[µ(kd)(B) |Ckd] Pr[Ckd] + E[µ(kd)(B) |Ckd] Pr[Ckd] ≥ 2k Pr[Ckd].
Lemma 3.10. Let (H,V) be a violator spae, |H| = n, dim (H,V) = d, B
any basis of H, and k ∈ N some positive integer. Then, in SA_forever,
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the following holds for the expeted umulative multipliity of B after kd
rounds,
E[µ(kd)(B)] ≤ n
(
1 +
d
r
)kd
.
Proof. Let us point out rst, that the following analysis goes through for
SA_forever as well as for SA, but to make it math Lemma 3.9 we formu-
lated it using the former.
Note that E[µ(kd)(B)] ≤ E[µ(kd)(H)], beause B ⊆ H . Therefore, if we
show the upper bound for the latter expetation we are done. Let ℓ := kd
be the number of rounds, and ∆(i)(F ) := µ(i)(F ) − µ(i−1)(F ) the inrease
of multipliity from one round to another, for any i ≥ 1 and F ⊆ H . We
write the expeted weight of H after ℓ rounds as the sum of the initial
weight plus the expeted inrease in weight in every round from 1 to ℓ,
E[µ(ℓ)(H)] = E[µ(0)(H)] +
ℓ∑
i=1
E[∆(i)(H)]. (6)
The rst term is easy, E[µ(0)(H)] = n, and the seond term we write as a
onditional expetation, assuming that the weight in round i− 1 was t,
ℓ∑
i=1
E[∆(i)(H)] =
ℓ∑
i=1
∞∑
t=0
E[∆(i)(H)|µ(i−1)(H) = t] Pr[µ(i−1)(H) = t]. (7)
Now omes the ruial step. Aording to Lemma 2.1 we an upper bound
E[∆(i)(H)|µ(i−1)(H) = t] by interpreting it as the expeted number of vio-
lators of a multiset extension of (H,V). To this end we onstrut a violator
spae (Hˆ(i), Vˆ), where Hˆ(i) = φ(H) using the multipliities from round i−1.
Let us x round i and drop the supersript for the moment. For any Fˆ ⊆ Hˆ
we dene
Vˆ(Fˆ ) := φ(V(ψ(Fˆ ))).
We observe that (Hˆ, Vˆ) is indeed a violator spae. For Fˆ ⊆ Hˆ , onsisteny
is preserved, beause from onsisteny of (H,V) it follows that φ(ψ(Fˆ )) ∩
φ(V(ψ(Fˆ ))) = ∅, and knowing Fˆ ⊆ φ(ψ(Fˆ )), we an onlude onsisteny
of (Hˆ, Vˆ). Similarly, for Fˆ ⊆ Gˆ ⊆ Hˆ , loality of (H,V) tells us that if
φ(ψ(Gˆ)) ∩ φ(V(ψ(Fˆ ))) = ∅ then φ(V(ψ(Fˆ ))) = φ(V(ψ(Gˆ))), and knowing
Gˆ ⊆ φ(ψ(Gˆ)), loality of (Hˆ, Vˆ) follows.
The violator spae we just onstruted has the same ground set Hˆ by means
of whih we draw the random sample R in every round. By supplying a
valid violator mapping we asserted that we an apply the sampling lemma
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to that proess. Some thinking reveals that d = dim(H,V) = dim(Hˆ, Vˆ)
(even though we introdued degeneray), and we an onlude
E[∆(i)(H)|µ(i−1)(H) = t] = E[|Vˆ(Rˆ(i))|] ≤ d t− r
r + 1
. (8)
Therefore we get the simplied expression
E[µ(ℓ)(H)] ≤ n+
ℓ∑
i=1
∞∑
t=0
d
t− r
r + 1
Pr[µ(i−1)(H) = t]
= n+
ℓ∑
i=1
(
d
r + 1
∞∑
t=0
tPr[µ(i−1)(H) = t]
− dr
r + 1
∞∑
t=0
Pr[µ(i−1)(H) = t]
)
= n+
d
r + 1
ℓ∑
i=1
E[µ(i−1)(H)]− ℓ dr
r + 1
.
The rst line is derived from (6), (7), and (8). The rest is routine. Dropping
the last term we get the following reursive equation,
E[µ(ℓ)(H)] ≤ n+ d
r + 1
ℓ−1∑
i=0
E[µ(i)(H)],
whih easily resolves to the laimed bound.
Using ℓ = kd, and ombining Lemmata 3.9 and 3.10, we now know that
2k Pr[Cℓ] ≤ n
(
1 +
d
r
)ℓ
.
This inequality gives us a useful upper bound on Pr[Cℓ], beause the left-
hand side power grows faster than the right-hand side power as a funtion
of ℓ, given that r is hosen large enough.
Let us hoose r = c d2 for some onstant c > log2 e ≈ 1.44. We obtain
Pr[Cℓ] ≤ n
(
1 +
1
c d
)ℓ
/ 2k ≤ n 2(ℓ log2 e)/(c d)−k,
using 1 + x ≤ ex = 2x log2 e for all x. This further gives us
Pr[Cℓ] ≤ nαℓ, (9)
α = α(d, c) = 2(log2 e−c)/(c d) < 1.
This implies the following tail estimate.
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Lemma 3.11. For any β > 1, the probability that SA_forever starts with
at least ⌈β log1/α n⌉ ontroversial rounds is at most
n1−β .
Proof. The probability for at least this many leading ontroversial rounds
is at most
Pr[C⌈β log1/α n⌉] ≤ nα⌈β log1/α n⌉ ≤ nαβ log1/α n = nn−β = n1−β.
We an also bound the expeted number of leading ontroversial rounds in
SA_forever, and this bounds the expeted number of rounds in SA, beause
SA terminates upon the rst non-ontroversial round it enounters.
Theorem 3.12. Let (H,V) be a violator spae, |H| = n, and dim (H,V) =
d. Then the algorithm SA omputes a basis of H with an expeted number
of at most O(d lnn) alls to BFA, with at most O(d2) onstraints eah.
Proof. By denition of Cℓ, the expeted number of leading ontroversial
rounds in SA_forever is ∑
ℓ≥1
Pr[Cℓ].
For any β > 1, we an use (9) to bound this by
⌈β log1/α n⌉−1∑
ℓ=1
1 + n
∞∑
ℓ=⌈β log1/α n⌉
αℓ = ⌈β log1/α n⌉ − 1 + nα
⌈β log1/α n⌉
1−α
≤ β log1/α n+ n1−β1−α
= β log1/α n+ o(1).
This upper bounds the expeted number of rounds in SA. In every round
of SA one all to BFA is made, using c d2 onstraints, where c > log2 e is
onstant.
4 Hyperube Partitions
Let H be a nite set. Consider the graph on the verties 2H , where two
verties F,G are onneted by an edge if they dier in exatly one element,
i.e., G = F ∪˙ {h}, h ∈ H . This graph is a hyperube of dimension n = |H|.
For the sets A ⊆ B ⊆ H , we dene [A,B] := {C ⊆ H | A ⊆ C ⊆ B} and
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all any suh [A,B] an interval. A hyperube partition is a partition P of
2H into (disjoint) intervals.
Let (H,V) be a violator spae. We all two sets F,G ⊆ H equivalent if
V(F ) = V(G), and let H be the partition of 2H into equivalene lasses
w.r.t. this relation. We all H the violation pattern of (H,V).
Before we formulate and prove the Hyperube Partition Theorem, we need
to introdue some notation. We extend the notion of violator spaes by
the onept of anti-basis.
Denition 4.1. Consider a violator spae (H, V ). We say that B¯ ⊆ H is
an anti-basis if for all proper supersets F ⊃ B¯ we have V(B¯) ∩ F 6= ∅. An
anti-basis of G ⊆ H is a maximal superset B¯ of G with V(B¯) = V(G).
Note that a maximal superset B¯ of G suh that V(B¯) = V(G) is indeed
an anti-basis of G. Suppose that there is a set B¯′ ⊃ B¯ with V(B¯) ∩ B¯′ =
∅. Loality then derees that V(B¯) = V(B¯′), but this ontradits the
maximality of B¯.
Lemma 4.2. Consider the violator spae (H,V). For any G ⊆ H there is
a unique anti-basis B¯G of G.
Proof. Suppose that there exist two distint anti-bases B¯ and B¯′ of G.
Beause of V(B¯) = V(B¯′) and onsisteny we have that (B¯ ∪ B¯′)∩V(B¯) =
(B¯ ∪ B¯′) ∩ V(B¯′) = ∅. Therefore, by loality, V(B¯ ∪ B¯′) = V(B¯′) = V(B¯).
Sine B¯ and B¯′ are distint, it annot be that B¯\B¯′ = ∅ and B¯′\B¯ = ∅ at
the same time. Then, in any ase, |B¯ ∪ B¯′| > |B¯| or |B¯ ∪ B¯′| > |B¯′| holds,
whih ontradits the maximality of the anti-bases.
Corollary 4.3. Let (H,V) be a violator spae, G ⊆ H, BG any basis of G,
and B¯G the unique anti-basis of G. Then for any set F , BG ⊆ F ⊆ B¯G, F
and G are equivalent, i.e., V(F ) = V(G).
Proof. This is an immediate onsequene of monotoniity (Lemma 2.3).
Lemma 4.4. H ompletely determines (H,V).
Proof. Let G ⊆ H . There is a unique anti-basis BG of G, meaning that
in H, there is a unique inlusion-maximal superset of G in the same lass
of the partition. This implies that V(G) = V(BG = H \ BG), so (H,V) is
reonstrutible from H.
Lemma 4.5. If (H,V) is nondegenerate (unique bases), then H is a hy-
perube partition.
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Proof. We rst show that V(B) = V(B′) implies V(B ∩B′) = V(B ∪B′) =
V(B). The latter has been shown for the existene of a unique anti-basis.
For the former, we argue as follows. Let A be the unique basis of B ∪ B′.
Then V(A) = V(B) = V(B′). But then A is also the unique basis of B and
B′. It follows that A ⊆ B ∩B′, and by loality we get V(A) = V(B ∩B′) =
V(B).
This argument implies that any partition lass C is ontained in the interval
[
⋂
C∈C C,
⋃
C∈C C]. On the other hand, the whole interval is ontained in C
by loality, so we are done.
Lemma 4.4 and 4.5 together imply that there is an injetive mapping from
the set of nondegenerate violator spaes to the set of hyperube partitions.
It remains to show that the mapping is surjetive.
Theorem 4.6. Any hyperube partition P is the violation pattern of some
nondegenerate violator spae (H,V)
Proof. Let G ⊆ H , and let [B,B′] be the interval ontaining G. We dene
V(G) = H \B′ and laim that this is a nondegenerate violator spae with
violation pattern P. The latter is lear, sine V(F ) = V(G) if and only
if F,G ⊆ [B,B′]. To see the former, we observe that onsisteny holds
beause of G ⊆ B′. To prove loality, hoose G ⊆ G′ with H \ B′ =
V(G) ∩ G′ = ∅. In partiular, G′ ⊆ B′, so G′ is also in [B,B′] and we get
V(G) = V(G′) by denition of V.
It remains to show that the violator spae thus dened is nondegenerate.
Let B,B′ be two sets with V(B) = V(B′), meaning that they are in the
same partition lass of P. But then B ∩ B′ is also in the same lass, and
we get V(B) = V(B ∩ B′). This implies existene of unique bases.
5 Conlusion
We analyzed Clarkson's algorithm in what we believe to be its most general
as well as natural setting. Additionally, we have given the equivalene
between non-degenerate violator spaes and hyperube partitions, whih
ould help identifying further appliations in omputational geometry as
well as other elds of omputer siene. Another major hallenge will
be to establish a subexponential analysis for the third stage, BFA, in the
framework of violator spaes (as there already exists for LP's and LP-type
problems), in order to get stronger bounds when the dimension is only
moderately small.
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