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The laboratory performance of CIGS (Cu(In,Ga)Se2) based solar cells (20.8% efficiency) makes
them promising candidate photovoltaic devices. However, there remains little understanding of how
defects at the CIGS/CdS interface affect the band offsets and interfacial energies, and hence the
performance of manufactured devices. To determine these relationships, we use density functional
theory with the B3PW91 hybrid functional that we validate to provide very accurate descriptions
of the band gaps and band offsets. This confirms the weak dependence of band offsets on surface
orientation observed experimentally. We predict that the conduction band offset (CBO) of perfect
CuInSe2/CdS interface is large, 0.79 eV, which would dramatically degrade performance. Moreover
we show that band gap widening induced by Ga adjusts only the valence band offset, and we find that
Cd impurities do not significantly affect the CBO. Thus we show that Cu vacancies at the interface
play the key role in enabling the tunability of CBO. We predict that Na further improves the CBO
through electrostatically elevating the valence levels to decrease the CBO, explaining the observed
essential role of Na for high performance. Moreover we find that K leads to a dramatic decrease in
the CBO to 0.05 eV, much better than Na. We suggest that the efficiency of CIGS devices might
be improved substantially by tuning the ratio of Na to K, with the improved phase stability of Na
balancing phase instability from K. All these defects reduce interfacial stability slightly, but not
significantly. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4893985]
I. INTRODUCTION
Harvesting solar energy, through direct transformation
into electrical power by photovoltaic devices, is a most
promising approach to renewable energy alternatives, and in-
deed the global operating capacity for solar photovoltaics
is increasing steadily.1 Currently, crystalline silicon technol-
ogy dominates industrial solar cell production,2 but thin film
technology for solar cells would provide flexibility in both
production and implementation.3 Among all thin film ab-
sorber materials, Cu(In,Ga)Se2 (CIGS) has reached the high-
est conversion efficiency exceeding 20% on rigid substrates
in laboratory-scale,4 with efficiency on flexible substrates in-
creasing rapidly,5, 6 but that the efficiency of manufactured
modules and panels lags behind considerably, raising the
quest for identifying key factors in quality control of com-
position and structure. A significant characteristic of CIGS
absorbers is the universal presence of such structural defects
as Cu vacancies and Na impurities, which correlate strongly
with device performance. We expect that understanding these
correlations would help improve CIGS solar cell manufactur-
ing processes to achieve high performance and might point
the way toward designing novel absorber materials.
Experimentally, it is well established that Cu deficiencies
near the CIGS/CdS interface is an essential characteristic of
highest efficiency CIGS solar cells.7–9 It has been suggested
a)Author to whom correspondence should be addressed. Electronic mail:
wag@wag.caltech.edu.
that this may be because of reduced recombination,10 but oth-
ers consider that is not likely the major responsible for the
effect of Cu vacancies on performance.11
Additionally, incorporation of Na,9, 10, 12 is widely ac-
cepted as a key ingredient in building the best performance
devices, but the origin of this effect remains debated, with
suggestions that it may affect film growth (grain sizes and
crystal orientation)13–17 and p-type conductivity.16, 18, 19 None
of these speculations has yet been confirmed as crucial for the
boost in performance. Indeed K has recently been proposed6
to provide a beneficial alternative. In addition, it is gen-
erally observed that Cd dopants are introduced by diffu-
sion into CIGS absorbers close to the interface with CdS
buffer layers,20–22 resulting in the formation of a buried
homojunction,23 but this is suggested to have limited influ-
ence on cell efficiency.24
Despite numerous experimental studies, an atomistic un-
derstanding of the roles of such defects on device perfor-
mance is hindered by difficulties in decoupling and probing
directly the effects from various factors. Consequently, we
carried out quantum mechanics (QM) studies to provide an
understanding of these phenomena.
Density functional theory (DFT)25, 26 methods of QM are
widely used to investigate the relationship between chemistry
and functionality of materials, and some DFT efforts have
previously been applied toward such aspects of CIGS solar
cells, as defect formation19, 27–32 and levels.33–35
The most important aspect of CIGS solar cells is
the CIGS/CdS interface, where the essential physics of
0021-9606/2014/141(9)/094701/7/$30.00 © 2014 AIP Publishing LLC141, 094701-1
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FIG. 1. Illustration of the computation of band offsets for the CuInSe2/CdS (110) interface (a) supercell structure with 5 layers for each material where the
vertical axis is the [001] or z axis, (b) electrostatic potential averaged over the xy plane plotted along the z direction. At the middle layer of each side, we
compare to results from bulk calculations (dotted lines). This is used to obtain the potential shift V for each material and (c) the final band alignment. Note
that all potential shifts are exaggerated for clarity.
photovoltaics takes place. It is here that the defects men-
tioned above have their highest concentrations and their great-
est impact. Therefore, the aim of our studies is to provide a
theoretical basis for understanding of roles of defects in the
CIGS/CdS interface.
In this paper, we first establish the accuracy of the
B3PW91 flavor of DFT methodology for predicting band
offsets through benchmarks studies on (110) and (112)
CuInSe2/CdS interfaces. Then we determine the effects of Cu
vacancies, and doping with Ga, Na, K, and Cd on both band
offsets and interfacial energies. To do this we constructed in-
terfaces between CdS and CIGS with various defects. These
results are used to recommend changes to optimize solar cell
performance.
II. COMPUTATIONAL DETAILS
It is generally understood that the LDA or GGA (PW91
or PBE) flavors of DFT lead to band gaps that are 1–2 eV too
small.36, 37 For these methods it is popular to add in a Hubbard
self-interaction correction (U) to improve the band gap38 or
to include perturbative many-body approximation (G0W0).39
Our approach is instead to use hybrid DFT functionals40
that we have shown to provide accurate band gaps for semi-
conductors and insulators.41–45 In particular we showed that
the hybrid functional B3PW91,40 gives accurate band gaps
(within 0.1 eV) for the semiconductors considered in this
study.45
All calculations were performed with the CRYSTAL09
package46 which uses local atomic Gaussian-type basis sets
rather than plane waves. This enables fast evaluation of
the Hartree-Fock exchange terms required for hybrid DFT
method (the evaluation of exact exchange for plane wave ba-
sis sets is very expensive).
We used all-electron basis sets of triple-ζ quality for Na,
S, and K,47, 48 but for Cu, Ga, Se, Cd, and In, we used the
SBKJC Relativistic effective core potentials (based on angu-
lar momentum projection operators49, 50) and the associated
basis sets.51 Thus we treat explicitly just the outer 19 elec-
trons for Cu, 21 for Ga, 6 for Se, 20 for Cd, and 21 for In. We
optimized the valence and polarization Gaussian exponents
of all basis sets for ideal crystal structures (details are given
in the supplementary material52) to reduce linear dependency.
Note that we neglected spin-orbit coupling (SOC), because
all the systems considered here are closed-shell, and the low-
est conduction bands are dominant by s-type atomic orbitals,
there is only second-order SOC, which is small. For exam-
ple, the contribution of SOC to band gaps in CdS and InP are
calculated to be only 0.03 and 0.08 eV.53
An extra-large grid, consisting of 75 radial points and 974
angular points, was used for accurate integration, and the re-
ciprocal space was sampled by -centered Monkhorst-Pack
scheme54 with a fine resolution of around 2π × 1/40 Å−1.
We employed the Average Electrostatic Potential (AEP)
method,55 rather than the core level method as discussed
later, to provide reference levels necessary for connecting
the macroscopic band energy levels for the bulk systems and
the interfaces.56 The electrostatic potential was evaluated at
each point by the range separation and multipolar expansion
scheme57, 58 implemented in CRYSTAL09, setting ITOL = 15
and IDIPO = 6 for accuracy. In order to converge the integrals
of electrostatic potentials to within 0.01 eV, we adopted grids
with resolution of 0.01 Å.
Figure 1 illustrates the procedure of aligning band en-
ergies of our interface calculations with those of the bulk
system.
 First, we constructed the interface based on the bulk
structures.
 Then we optimized fully both the atomic posi-
tions and the supercell lattice parameters, while
applying symmetry constraints to maintain a per-
fect matching at the interface (all coordinates and
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symmetry constraints are provided in the supplemen-
tary material52).
 Then we averaged the electrostatic potential within the
xy plane as a function of the interface direction, z to
obtain V(z). Here the middle layer of each material,
uniquely defined between minima of V(z), was further
averaged and compared to the V(z) from bulk calcula-
tions to deduce the shift in the reference levels.
 Finally, the valence band maximum (VBM) and con-
duction band minimum (CBM) in each bulk system
were aligned to obtain the valence band offset (VBO)
and the conduction band offset (CBO).
Note that, for theoretical consistency, all values, includ-
ing band gaps and lattice parameters of bulks, are from calcu-
lations of the same B3PW91 level, with no use of experimen-
tal results.
In constructing interface models, lattice matching of two
sides is an inevitable issue, but all cases throughout this study
have lattice mismatch within 0.7%, which we found to give at
most 0.06 eV error in relative electronic levels.
III. RESULTS AND DISCUSSION
A critical problem in modeling interfaces with three-
dimensional periodic boundary conditions is the artificial in-
teraction introduced between the interface and its image.
However, if local charge neutrality holds at the interface,
such dipole-dipole interactions decay as r−3, so that it is
of negligible influence for modest distances between the in-
terfaces. Consequently we first performed benchmark cal-
culations to find an optimal interface spacing that is large
enough to exclude significant interface-interface interaction
but reasonably small for affordable computation cost. Table I
TABLE I. Convergence of interface thickness (d), interfacial energy (σ ),
VBO (Eυ) and CBO (Ec) with respect to number of layers of each
side (L) and the interface-interface distance (D) for CuInSe2/CdS inter-







, where both Ebulk,i are scaled proportionally to match
numbers of units in the supercell and A is the interface area. The superscript
CL indicates band offsets calculated with core level method.
Nonpolar (110)
L 3 5 7 9 Expt.a
D (Å) 6.27 10.47 14.68 18.89
d (Å) 2.08 2.07 2.08 2.08
σ (J/m2) 0.051 0.048 0.052 0.052
E
υ
(eV) 0.67 0.73 0.72 0.72 0.8 ± 0.1
Ec (eV) 0.85 0.79 0.80 0.80
(E
υ
)CL (eV) 1.00 1.11 1.13 1.10
Polar (112)
L 3 6
D (Å) 10.30 20.61
d (Å) 2.56 2.56




Ec (eV) 0.83 0.85
aReference 59.
summarizes this validation, which shows clearly that con-
vergence is achieved with ∼10 Å distance between inter-
faces for the AEP method. This leads to convergence of in-
terfacial energies within 0.004 J/m2 and band offsets within
0.01 eV. Most importantly the predicted VBO = 0.73 eV
agrees with the experimental results of VBO = 0.8
± 0.1 eV.59 This error of only 0.07 eV, is within the mean
absolute error of 0.09 eV for predicting band gaps from
B3PW91.45 This demonstrates both stability and reliability of
our methodology.
A popular alternative to AEP is to determine band off-
sets by using core levels as a reference.60 As shown in the
supplementary material,52 we find that use of the core lev-
els from different elements leads to some fluctuations, with
changes in the predicted CBO of up to 0.07 eV (as observed
previously60). We found that the combination with the most
stable convergence is: In (4s) for CuInSe2 side and Cd (4s)
for CdS side. (Due to the use of ECP, the deepest available
core levels are S (1s), In (4s), Cu (3s), and Cd (4s), in as-
cending energy order.) The results are shown in Table I. At a
large distance of ∼19 Å between interfaces, an oscillation of
0.03 eV is still remains in the calculated VBO, leading to a
result 0.3 eV larger than the experimental value. In principle,
with semi-local exchange-correlation (XC) functionals, core
levels and AEP have equivalent convergence and shift. How-
ever, the global hybrid functional B3PW91 used here includes
non-local Hartree-Fork exchange, which makes XC potential
orbital-dependent, so the Kohn-Sham orbitals and eigenval-
ues are more coupled and thus tricky to converge with respect
to the interface-interface distance, i.e., they are sensitive to
the presence of interface. In contrast, AEP is directly derived
from electron density, which is subject to variational principle
and thus steady convergence.
Table I includes results for both the (110) nonpolar in-
terface and the polar (112) interface commonly observed in
CIGS solar cells.61 Although the polar nature of this orien-
tation raises problems in surface calculations due to charge
separation, local neutrality still holds in each layer of the per-
fect matching interface models as shown in Figure 2. Thus the
argument for convergence mentioned above is valid here. In-
deed, Table I shows convergence at about 10 Å in polar cases,
similar to the nonpolar ones.
The calculated VBO value of 0.69 eV in (112) is only
0.04 eV smaller than for (110), indicating weak dependence
of band offsets on surface orientation, which is consistent
with experimental observation.62 This indicates that the po-
tential shift of each semiconductor side in the interface is in-
sensitive to the detailed local structure or dipole of the inter-
face, whether it is nonpolar or polar. Rather it is determined
by the intrinsic nature of the atoms at both sides. Indeed
the average electrostatic potential we use demonstrates such
character, validating that it provides the proper theoretical
reference linking microscopic interface modelling with
macroscopic screening in semiconductor interfaces.
Strikingly, our calculations show that for the perfect in-
terface the CBO = 0.83 eV, which is far from optimal, where
0–0.4 eV,63 is thought to be best. Such a high CBO would pro-
vide a barrier preventing transport of photo-generated elec-
trons from absorber to buffer layer. This result would appear
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FIG. 2. The CuInSe2/CdS (112) polar interface model and the calculated
band alignment. This CBO and VBO are within 0.04 eV of the (110) case in
Figure 1.
to contradict the excellent performance of CIGS/CdS based
solar cells. Consequently we carried out investigations to re-
solve the inconsistency.
We expected that the CBO is strongly affected by the dis-
tribution of vacancies and defects, so we replaced with Ga one
out of the four symmetric In atoms in the conventional cell of
CuInSe2, leading to CuIn0.75Ga0.25Se2, which mimics the Ga
concentration of ∼0.3 in the best performance solar cells and
which has a lattice mismatch within 0.7% (one additional Ga
substitution in our cell would give >1% mismatch, while the
limiting case CuGaSe2 has more than 5% lattice mismatch
with CdS).
Figure 3(a) shows the supercell of the
CuIn0.75Ga0.25Se2/CdS(110) interface. We were surprised to
find that the increase of 0.13 eV in the absorber band gap
goes entirely to decreasing VBO to 0.56 eV, while the CBO
stays at 0.83 eV. This implies that the valence region of this
absorber is more sensitive to such changes in the chemical
environment addressed by band gap engineering, indicating
that the CBO is not easily tuned. Indeed we find that for
Cu-rich CIGS, the top of the valence band is dominated
by the Cu 3d orbitals (see the supplementary material52),
suggesting that Cu vacancy could have a large effect.
Experimentally, the structure of the commonly observed
Cu deficient phase CuIn3Se5 has been interpreted in terms of
several quite different structural models,28 with no consensus.
However, some theoretical models have been proposed to in-
vestigate this phase.27–29 Following previous work, we used a
pristine
√
2 × √2 × 1 cell containing Cu8In8Se16 to derive
two Cu-poor structures having distinctly different Cu vacancy
concentrations, i.e.,
 Cu5In9Se16 with 2 Cu vacancies or 12.5 at% and one
In at a Cu site,
 CuIn5Se8, with 2 Cu vacancies or 25 at% and one In at
a Cu site.
For each case we examined all possible configurations
and adopted the one with the lowest energy (details are given
in the supplementary material52). We find that just as for
Ga alloying, the Cu vacancies increase the band gap. Here
the B3PW91 predicted band gap of 1.30 eV for CuIn5Se8
phase is in excellent agreement with the experimental value of
1.27 eV.64
Figure 3(b) shows the interface models of
Cu5In9Se16/CdS while Fig. 3(c) shows CuIn5Se8/CdS.
For Cu5In9Se16 we find that the 12.5% concentration of Cu
vacancy increases the band gap by 0.03 eV but does not
change the CBO at all. However, the CuIn5Se8 case with
25% depletion of Cu constituents increases the band gap by
0.26 eV while increasing the VBM due to the reduction in the
number of chemical bonds. This tunes the CBO to 0.46 eV,
very close to the optimal value. These results corroborate the
speculation that Cu 3d electrons dominate the valence band
maximum region, so that the VBO depends on the electronic
structure engineering, while sufficient concentration of Cu
vacancies enables tunability of the CBO. We suggest that
this underlies the high efficiency of CIGS solar cells, which
correlate with the presence of Cu deficient phases at the
interface.
We also examined the interfacial energies, finding that
Ga alloying slightly decreases the interface stability, increas-
ing σ from 0.048 to 0.056 J/m2 for the CuIn0.75Ga0.25Se2/CdS
case while Cu vacancies dramatically decrease interfacial
FIG. 3. The interface models and calculated band alignments of (a) CuIn0.75Ga0.25Se2/CdS, where we see that the band gap increase of 0.10 eV goes entirely
to decreasing the VBO, (b) Cu5In9Se16/CdS and (c) CuIn5Se8/CdS, which increases the band gap by 0.26 eV while decreasing the CBO by 0.33 eV.
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stability with σ = 0.129 J/m2 for Cu5In9Se16/CdS and 0.107
J/m2 CuIn5Se8/CdS. This decrease in interfacial stability is
the consequence of weaker bonding at the interface. Partly
this results from stretching the Ga-S bonds from their pre-
ferred length of 2.32 (in CuGaS2 bulk) to 2.36 Å at the in-
terface and partly it is because of fewer chemical bonds due
to Cu vacancies. However, these interfacial energies are all
rather small, so that the interfacial stability effects are far less
important than the band offsets.
Since a Cu deficient phase is universally present at the
CIGS interface, the other dopants were modeled based on
the Cu5In9Se16 structure proposed above. Previous calcula-
tions showed the preferred sites to be substitutional NaCu
and CdCu,19, 31 so we formed the bulk structures based on
replacing two Cu atoms by two Na, two K, or one Cd.
That is we considered Na2Cu3In9Se16, K2Cu3In9Se16, and
CdCu3In9Se16. Again we calculated all possible configura-
tions and chose the ones with the lowest total energy (details
are given in the supplementary material52). These configu-
rations are consistent with each other and lead to a ratio of
Cu:In:Se that is close to 1:3:5. We should point out that the
optimal experimental atomic concentration of Na doping is
∼0.1%, but that Na accumulates on surfaces up to ∼1 at%.65
Our model bulk Na2Cu3In9Se16, has 6.7 at% Na. Nevertheless
we consider that this model is reasonable to probe the physics.
Figures 4(a) and 4(b) show the interfacial models of
Na2Cu3In9Se16/CdS and K2Cu3In9Se16/CdS. Indeed, we find
that Na tunes the CBO from 0.83 eV to 0.45 eV while K tunes
it to 0.05 eV. Thus both alkalis move toward the optimal val-
ues while changing the overall band gap by 0.27 eV for Na
and 0.20 eV for K. That a different mechanism is responsi-
ble, is clearest for the K case: where the reduction of CBO
by 0.78–0.05 eV is mostly due to increasing the VBM by
0.58 eV. Thus the presence of these very positively charged
alkali elements attract electrons in the valence region (from
either Cu 3d or Se 4p) pushing up the energy. Therefore, it is
the electrostatics that gives Na and K a better capability for
optimizing the CBO. However, both Na and K possess larger
ionic sizes than Cu, leading to increased interfacial energies to
0.138 J/m2 for Na and 0.151 J/m2 for K. Such small changes
are far from detrimental, as discussed above.
Indeed, the dramatic benefit of K to CBO is consistent
with recent experiment, in which sequential post-deposition
treatment with NaF and KF results in better performance.6
However, K possesses much larger ionic size, and might in-
troduce structural instability. This can be estimated by con-
sidering a simple decomposition energy (E), defined as
E = E(A2Se) +
3
2
[E(Cu ln Se2) + E(Cu ln5 Se8)]
−E(A2Cu3 ln9 Se16),
where A is an alkali element. For Na, E = 4.7 kcal/mol, im-
plies spontaneous formation of doped structure. For K, on the
other hand, E = −16.7 kcal/mol shows a relatively strong
tendency of the doped structure to decompose. Therefore, we
suggest that the performance can be optimized by tuning the
ratio of Na to K to be optimal, with K improving the CBO and
Na stabilizing the doping.
The remaining interface model, CdCu3In9Se16/CdS,
shown in Figure 4(c), uncovers the effects of intermixing at
the interface. The CBO is compliantly tuned by the increase
in the band gap, very likely due to the Cu vacancy, while the
Cd impurity does not seem to play a significant role. Simi-
larly, the interfacial energy increases further to 0.225 J/m2,
which again is not a substantial effect.
IV. CONCLUSION
To elucidate the effects of defects on band offsets at
CIGS/CdS interfaces, we applied the B3PW91 hybrid func-
tional and used average electrostatic potentials for reference
levels to obtain the offsets. We first validated our methodol-
ogy with benchmark calculations on pristine CuInSe2/CdS in-
terfaces for both nonpolar (110) and polar (112) cases. We
found that an interface-interface distance of around 10 Å, is
sufficient for good convergence of interface geometry, inter-
facial energy, and band offsets. We validated that these results
(VBO = 0.73 eV) lead to excellent agreement with experi-
ment, VBO = 0.8 ± 0.1 eV.
We also evaluated the core level method for predicting
band offsets, but we found both poor convergence and poor
FIG. 4. The interface models and calculated band alignments of (a) Na2Cu3In9Se16/CdS, which increases the band bap by 0.27 eV while decreasing the CBO
by 0.38 eV, (b) K2Cu3In9Se16/CdS, which increases the band bap by 0.20 eV while decreasing the CBO by 0.78 eV, and (c) CdCu3In9Se16/CdS, which increases
the band bap by 0.22 eV while decreasing the CBO by 0.35 eV.
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accuracy, suggesting that core levels provide poor reference
levels for predicting band offsets with hybrid functionals.
Our studies show that band offsets depend only weakly
on the surface orientation (increasing by 0.04 eV for the polar
(112) vs nonpolar (220)), which is consistent with experimen-
tal observations.
We then built optimized models of bulk CIGS structures
having various defect or dopant compositions and carried out
calculations for the interface to CdS. Here we investigate the
effects on both band offsets and interfacial energies.
We find that band gap widening (by 0.13 eV) by Ga alloy-
ing (with Cu-rich phases) results only in modifying the VBO,
with the CBO staying near 0.83 eV, far too large for an effi-
cient solar cell.
However, we find that introducing at the interface Cu va-
cancy concentrations close to experiment leads to a dramatic
decrease in the CBO to 0.46 eV, a nearly satisfactory value
(best performance is expect for <0.4 eV). We find that the Cu
vacancies eliminate the dominance of the Cu 3d levels on the
VBM. This removes the sensitivity of the VBM to band gap
engineering, enabling tunability of the CBO. This shows that
Cu vacancies play a critical importance on performance.
Furthermore, we show that addition of alkali elements
Na and K improves the CBO, but via a different mechanism.
Here they elevate the VBM and thus CBM (band gap region)
through electrostatics. The effect of Na is to decrease CBO
slightly to 0.45 eV, which may explain the improved perfor-
mance with Na. We predict that K has a much stronger effect
on CBO than Na, reducing CBO to 0.05 eV. However, we
find that K tends to destabilize the defect phase, whereas Na
stabilizes it. Thus we propose that the performance of CIGS
devices may be further optimized through tuning the ratio of
Na to K.
On the other hand, Cd dopants lead to a slight increase in
CBO to 0.58 eV, indicating possible deleterious effects.
Finally, all defects and dopants tend to decrease the inter-
facial stability, but the magnitude seems small enough (0.01–
0.18 J/m2) to be only a minor issue.
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