Abstract. When you are in charge of building software from the ground up, software security can be encouraged through the use of secure software development methodologies. However, how can you measure the security of a given piece of software that you didn't write yourself? In other words, when looking at two executables, what does "a is more secure than b" mean? This paper examines some approaches to measuring software security, and reccommends that more organisations should employ the Building Security In Maturity Model (BSIMM).
Introduction
When discussing secure software engineering, the main argument for employing a secure software development lifecycle is that it makes the software "more secure" -but exactly what that means isn't entirely clear.
One way of measuring security could be to count the number of security bugs/flaws/attacks against a given software product over time, which is generally the service offered by the Common Vulnerability and Exposures (CVE) [1] and the National Vulnerability Database (NVD) [2] . You could argue that this gives an after-the-fact comparison between different products, with the products with the least number of vulnerabilities claiming the "most secure" title. However, these kind of statistics can easily degenerate into the "damn lies" category [3] , since they do not take into account the following factors:
-What is the distribution of the software product? -What is the attacker's incentive for breaking the product?
For instance, an obscure piece of software could easily go for decades without making it into any vulnerability databases even if it were riddled with security flaws, whereas one reason for the high number of discovered security flaws in Microsoft products can be that due to its large user base, Microsoft remains the target of choice among the hacker population. Also, to quote Fred Brooks: "More users find more bugs." [4] . The remainder of this paper is organized as follows: In section 2 we 1 present some other approaches toward measuring software security. In section 3 we discuss how different development methodologies might affect software security, and in section 4 we briefly consider what role testing might play in measuring software security. In section 5 we outline the Building Security In Maturity Model (BSIMM), and argue why it could be a good approach to software security metrics. We discuss our contribution in section 6, and offer conclusions in section 7.
Background
We will in the following present some previous work on measuring software security, all of which has been presented at the MetriCon series of workshops.
A Retrospective
Ozment and Schechter [5] studied the rate of discovered security flaws in OpenBSD over a span of 7 years and 6 months. Unsurprisingly, they found that the rate of new bugs discovered in unchanged code dropped toward the end of the period (i.e., the number of latent security flaws are presumably constant, and as time goes by, more and more of the flaws will be found). However, new code is continually added to the code base, and this means that also new vulnerabilities are introduced -Ozment and Schechter found that comparatively fewer vulnerabilities were introduced through added code, but attributed this to the fact that the new code represented a comparatively small proportion of the total code base (39%). In fact, that 39% of code had 38% of the total security flaws, which is within the statistical margin of error.
This contrasts with Brooks' contention that "Sooner or later the fixing ceases to gain any new ground. Each forward step is matched by a backward one. Although in principle usable forever, the system has worn out as a base for progress." [4] It is possible that different rules apply to operating systems than application programs -or that we still haven't reached the "trough of bugginess" in OpenBSD.
The MetriCon Approach to Security Metrics
The MetriCon workshop was held for the first time in August 2006, in conjunction with the USENIX Security Symposium. Since this workshop doesn't publish regular proceedings, details are a bit hard to come by for those that did not attend, but luckily the workshop publishes a digest 2 of the presentations and ensuing discussions, reported by Dan Geer [6] [7] [8] and Daniel Conway [9] .
MetriCon covers a wide swath of what can be called security metrics, but is a reasonable place to look for contribtutions to measuring software security. A discussion at the first MetriCon [6] touched upon code complexity as a measure of security. This is an approximate measure, at best, since complex code is more difficult to analyze (and may thus help to hide security flaws); but correctly written complex code will not in itself be less secure than simple code. However, if proof of secure code is needed, complexity is likely to be your downfall -it is no coincidence that the highest security evaluation levels typically are awarded to very simple systems.
Comparing Software Development Methodologies
Traditional approaches to developing secure software have been oriented toward a waterfall development style and "Big Requirements Up Front" -see e.g. the documentation requirements of a Common Criteria evaluation [10] .
However, the jury is still out in the matter of the security of code produced using e.g. agile methods vs. waterfall. There are proponents who claim that XP works just dandy in safety-critical environments (and, presumably, by extension with great security), while other examples demonstrate that an agile mindset purely focused on "let's get this thing working, and let's worry about security later" does not present the best starting point for achieving secure code.
Eberlein and Leite [11] state that the main reason agile methods result in poor security requirements is that the agile methods do not provide verification (are we building the product right), only validation (are we building the right product). Beznosov [12] thinks XP can be good enough, while Wäyrynen et al. [13] claim that the solution to achieving security in an XP development is simply to add a security engineer to the team.
Beznosov and Kruchten [14] compare typical security assurance methods with generic agile methods, and identify a large number of the former that are at odds with the latter (in their words: mis-match). Unsurprisingly, this indicates that it is not possible to apply current security assurance methods to an agile software development project. The authors offer no definite solution to this problem, but indicate two possible courses of action:
1. Develop new agile-friendly security assurance methods. The authors concede that this will be very difficult to achieve, but are not able to offer any insights yet on what exactly such methods could be. 2. Apply the existing security assurance methods at least twice in every agile development project; once early in the lifecycle, and once towards the end.
Siponen et al. [15] believe that all will be well if think about security in every phase. While Poppendieck [16] argues that agile methods (specifically: XP) are just as suitable as traditional development methods for developing safety-critical applications. Kongsli [17] opines that agile methods provide an opportunity for early intervention in connection with securing deployment, and argues for collective ownership of security challenges. However, a security specialist is still required as part of the team.
Testing for Security
There exist various static analysis tools that can analyze source code and point out unfortunate content, but just like signature-based antivirus products, these tools can only tell you about a set of pre-defined errors [18] .
The ultimate challenge is to be presented with an executable and trying to figure out "how secure is this?". Jensen [19] discusses several approaches to evaluate an executable for unwanted side-effects, but this only covers software with hostile intent, not software that is poorly written.
Fuzzing [20] is a testing technique based on providing random input to software programs, and observing the results. This is an automated version of what used to be referred to as the "kindergarten test"; typing random gibberish on the keyboard. Unfortunately, while it may be possible to enumerate all intended combinations of input to a program, it is not possible to do exhaustive fuzz testing -even if you leave the fuzzer running for weeks, it will still not have exhausted all possible combinations. Thus, fuzzing is not a suitable candidate for a software security metric -if you find flaws, you know the software has flaws; if you don't find flaws, you know . . . that you didn't find any flaws -but there may be flaws hiding around the next corner.
BSIMM and vBSIMM
The Building Security In Maturity Model (BSIMM) [21] and its simpler "younger brother"
3 BSIMM for Vendors (vBSIMM) were introduced by McGraw as an attempt to bypass the problem of measuring software security; arguing that if you cannot measure the security of a given piece of software, you can try to measure second-order effects, i.e. count various practices that companies that are producing good software security are doing.
The BSIMM Software Security Framework
BSIMM defines a Software Security Framework (SSF) divided into four domains each covering three practices (see Table 1 ). Each practice in turn covers a number of activities grouped in three levels (see below). 
Maturity is one of the M-s in BSIMM
Each BSIMM practice contains a number of activities grouped in three maturity levels. Each maturity level is given a textual description, but it's not entirely clear if all the activities in a lower level need to be in place to progress to the next level -it may be assumed that the BSIMM "auditors" employ some discretion here when collecting the interview data.
To take a random example, we can look at the Security Testing (ST) practice within the SSDL Touchpoints domain. ST level 1 is labeled "Enhance QA beyond functional perspective", and comprises the activities: -ST1.1: Ensure QA supports edge/boundary value condition testing. -ST1.2: Share security results with QA. -ST1.3: Allow declarative security/security features to drive tests.
ST level 2 is labeled "Integrate the attacker perspective into test plans", and currently has only two activities: -ST2.1: Integrate black box security tools into the QA process (including protocol fuzzing). -ST2.3: Begin to build/apply adversarial security tests (abuse cases).
The third ST level is labeled "Deliver risk-based security testing", and has four activities: -ST3.1: Include security tests in QA automation. The BSIMM authors reccommend that if using BSIMM as a cookbook, an organization should not try to jump to the third level all at once, but rather implement the first-level activities first, and then move on only once the first level is truly embedded. This is partly because some higher-level activities build on the lower-level ones (e.g., ST2.1 and ST1.1), but also because the higher-level activities typically are more difficult and require more resources.
BSIMM in Practice
The BSIMM documentation is freely available under a Creative Commons license, and in theory there is nothing to stop anyone from using it to compare new organizations to the ones already covered. However, it is clear that the raw data used in creating the BSIMM reports is kept confidential, and BSIMM is no interview cookbook -it is safe to assume that participants are not asked directly "do you use attack models?", but exactly how the BSIMM team goes about cross-examining their victims is not general knowledge, and is thus difficult to reproduce.
Using the BSIMM as a research tool may therefore be more challenging than using it as a self-assessment tool, and the latter is certainly more in line with the creators' intentions.
Discussion
It is unlikely that we'll see any "fire and forget" solution for software security in the near future, but we may aspire to a situation of "forget and get fired", i.e. where software security becomes an explicit part of development managers area of responsibility.
Recently, we have seen in job postings for generic software developers that "knowledge of software security" has been listed as a desired skill -this may be a hint that the software security community's preaching has reached beyond the choir.
If you want a job done right, you have to do it yourself -but if you can't do it yourself, you need other evidence. It seems that for lack of anything better, the BSIMM approach of enumerating which of the "right" things a software company is doing is currently the best approach to achieve good software security. It is true that past successes cannot guarantee future happiness; but on the other hand, a company that has demonstrated that it cares enough to identify good software security practices is more likely to follow these in the future than a company that does not appear to be aware of such practices in the first place.
Conclusion and Further Work
There is currently no good metric which can easily decide which one of two executable is better from a software security point of view. It seems that currently, the best we can do is is to measure second-order effects to identify which software companies are trying hardest. If we are concerned about software security, those are the companies we should be buying our software from.
More empirical work is needed on comparing software produced by different methodologies, e.g. agile vs. waterfall. Intuitively, the former may seem less formal and thus less security-conscious, but an interesting starting point may be to compare the number of secure software engineering practices employed in the different organizations. Retrospective studies may also compare the track record of various methodologies over time, but the main challenge here may be to identify software that is sufficiently similar in distribution and scope to make the comparison meaningful.
