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a b s t r a c t
In this paper we consider several semi-online scheduling problems on two identical
machines with combined information. The objective of each problem is to minimize the
makespan. The first problem is semi-online scheduling with known optimal solution value
and maximum job size. We obtain a lower bound 65 and design an optimal algorithm with
a competitive ratio 65 . The second problem is semi-online scheduling with a buffer of size
k, where k(k ≥ 1) is a finite positive integer, and known maximum job size. We obtain
a lower bound 65 and design an algorithm with a competitive ratio
5
4 . The third problem
is semi-online scheduling with a buffer of size 1 and jobs arriving in decreasing order of
their processing times. We obtain a lower bound 76 , which matches an upper bound in
the literature. The last problem is semi-online scheduling with a buffer of size 1 and all
the job processing times being bounded in the interval [1, t](t ≥ 1). We obtain a lower
bound max

min{ 43 , t+26 },min{ 54 , t+14 },min{ 76 , t+23 }

, where the lower bound 43 for t ≥ 6
matches an upper bound in the literature, and design an algorithmwith a competitive ratio
max{ t+23 , 87 } for 1 ≤ t ≤ 32 , which is optimal for 107 ≤ t ≤ 32 .
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Most scheduling problems are classified as either online or offline in the literature. If the jobs arrive one by one and
the current (i.e., newly arrived) job must be scheduled irrevocably without any knowledge about the future jobs, then the
scheduling problem is called online. On the other hand, if full information about all the jobs before they arrive is known,
then the scheduling problem is called offline. However, the online and offline scheduling problems are two extreme cases,
and practical scheduling problems are often in between these two extremes whereby partial information about future jobs
is available in advance. Such scheduling problems are called semi-online.
In this paper we consider four semi-online scheduling problems on two identical machines with combined information.
The objective is to construct a feasible schedule for each problem that minimizes the makespan, Cmax, i.e., the maximum
completion time of the two identical machines. For the problems under study, we are given a list L = (J1, J2, . . . , Jn) of n
jobs, where each job Jj has a processing time (size) pj that must be assigned to one of two identical machinesM1 orM2. Since
the size pj is the only characteristic of job Jj, we use pj to denote job Jj for notational convenience.
The first problemwe study is semi-online scheduling with known optimal solution value andmaximum job size, i.e., the
optimal solution value C∗max = opt and the maximum size of the jobs pmax = max1≤j≤n pj are known in advance. We denote
this problem by P2|opt,max |Cmax. The other three problems concern semi-online scheduling with a buffer of size k, where
k is a finite positive integer, i.e., a buffer of size k is available to store up to k jobs. The current job can be either assigned to a
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machine or put in the buffer. In the latter case, if there are already k jobs in the buffer, then one of the jobs in the buffer must
be assigned to a machine immediately. In the second problem, we consider semi-online scheduling with a buffer of size k
(k ≥ 1) and known maximum job size, i.e., there is a buffer of size k to store up to k jobs and the maximum size of the jobs
pmax is known in advance.We denote this problem by P2|buffer (k),max |Cmax. In the third problem, we consider semi-online
schedulingwith a buffer of size 1 and jobs arriving in decreasing order of their processing times, i.e., there is a buffer of size 1
to store one job and p1 ≥ p2 ≥ · · · ≥ pn. We denote this problem by P2|buffer (1), decr|Cmax. The last problem is semi-online
scheduling with a buffer of size 1 and all job processing times being bounded in an interval, i.e., there is a buffer of size 1 to
store one job and 1 ≤ pj ≤ t for all j = 1, 2, . . . , n. We denote this problem by P2|buffer (1), 1 ≤ pj ≤ t|Cmax.
For a semi-online scheduling problem, we perform a competitive analysis to assess the performance of an approximation
algorithm as for the online version. The performance of a semi-online algorithmH is measured by its competitive ratio with
respect to an optimal offline algorithm. Let CHmax denote the makespan of the schedule produced by a semi-online algorithm
and C∗max denote the optimal makespan of an offline schedule. Then the competitive ratio of algorithmH is defined as
rH = inf
r
{r ≥ 1| CHmax ≤ rC∗max}.
Wedefine c as a lower bound for the problem if there is no semi-online algorithmwith a competitive ratio less than c . Accord-
ingly, algorithmH is called optimal if its competitive ratio matches some lower bound. Relatively, we call s an upper bound
for the problem if there is a semi-online algorithmwith a competitive ratio less than s. It is clear that if s1 is an upper bound for
the semi-online scheduling problem P2|a|Cmax and s2 is an upper bound for the semi-online scheduling problem P2|b|Cmax,
then min{s1, s2} is an upper bound for the semi-online scheduling problem with combined information P2|a, b|Cmax.
To solve the online version of the scheduling problems under study, i.e., to solve the problem P2||Cmax, Graham [2] first
provides a simple algorithm — the list scheduling (LS) algorithm, which assigns the current job to the machine with a
smaller current workload. Faigle et al. [3] prove that the LS algorithm has a competitive ratio 32 and is optimal. Kellerer
et al. [6] and Zhang [9] consider a semi-online scheduling problem on two identical machines with a buffer of size k (k ≥ 1),
i.e., P2|buffer (k)|Cmax. They independently propose an optimal algorithm with a competitive ratio 43 . Furthermore, He and
Zhang [1] study two semi-online scheduling problems on two identicalmachines. One is semi-online schedulingwith known
maximum job size, i.e., P2|max |Cmax. They propose an optimal algorithmwith a competitive ratio 43 . The other one is semi-
online scheduling where all the jobs have processing times between 1 and t (t ≥ 1), i.e., P2|1 ≤ pj ≤ t|Cmax. They prove
that the LS algorithm is optimal and has a competitive ratio min{ t+12 , 32 }. Azar and Regev [8] study semi-online scheduling
on m identical machines with known optimal solution value, i.e., Pm|opt|Cmax. They propose an optimal algorithm with a
competitive ratio 43 for m = 2. Seiden et al. [7] consider semi-online scheduling where the jobs arrive in decreasing order
of their processing times, i.e., P2|decr|Cmax. They prove that the LS algorithm is optimal and has a competitive ratio 76 .
In recent years, researchers have considered variants of the semi-online scheduling problemon two identicalmachines to
minimize themakespan. Dosa and He [10] consider a case of semi-online scheduling where there is a buffer of size k (k ≥ 1)
and the total size of all the jobs is known in advance, i.e., P2|buffer (k), sum|Cmax. They provide an optimal algorithm with a
competitive ratio 54 . Epstein [5] considers a case of semi-online scheduling where the optimal solution value is known and
the jobs arrive in decreasing order of their processing times, i.e., P2|opt, decr|Cmax. She provides an optimal algorithm with
a competitive ratio 109 . Tan and He [4] consider two cases of semi-online scheduling. One case is where both the total size
of all the jobs and the maximum job size are known in advance, i.e., P2|sum,max |Cmax. The other case is where the total
size is known and the jobs arrive in decreasing order of their processing times, i.e., P2|sum, decr|Cmax. They give optimal
algorithms for the two cases with a competitive ratio 65 and
10
9 , respectively. Cao et al. [11] consider a case where the sizes
of all the jobs are in the interval [1, t] (t ≥ 1) and the maximum job size is t , i.e., P2|max, 1 ≤ pj ≤ t|Cmax. They design an
optimal algorithm with a competitive ratio max{ 4t+43t+4 , 2tt+1 } for 43 ≤ t < 2.
This paper is organized as follows: In Section 2, for the problem P2|opt,max |Cmax, we obtain a lower bound 65 and
design an optimal algorithm OM with a competitive ratio 65 . In Section 3.1, for the problem P2|buffer (k),max |Cmax, we first
obtain a lower bound 65 . As mentioned above, He and Zhang [1] give an upper bound
4
3 for the problem P2|max |Cmax, and
Kellerer et al. [6] and Zhang [9] give an upper bound 43 for the problem P2|buffer (k)|Cmax. Therefore 43 is an upper bound
for our problem P2|buffer (k),max |Cmax, too. In Section 3.2 we design an algorithm with a competitive ratio 54 , which is
less than the upper bound 43 . In Section 4 we obtain a lower bound
7
6 for the problem P2|buffer (1), decr|Cmax. Note that
Seiden et al. [7] give an upper bound 76 for the problem P2|decr|Cmax, which is also an upper bound for our problem
P2|buffer (1), decr|Cmax. Therefore the lower bound 76 matches the upper bound given in [7]. In Section 5, for the problem
P2|buffer (1), 1 ≤ pj ≤ t|Cmax, we first obtain a lower bound
max

min

4
3
,
t + 2
6

,min

5
4
,
t + 1
4

,min

7
6
,
t + 2
3

,
where the lower bound 43 for t ≥ 6 matches the upper bound given in [6,9]. In Section 5.2 we design an algorithm BB with
a competitive ratio max{ t+23 , 87 } for 1 ≤ t ≤ 32 , which is optimal for 1.43 ≈ 107 ≤ t ≤ 32 . In Section 6 we summarize our
results and suggest some topics for future research.
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2. P2|opt,max |Cmax
In this section we consider the semi-online scheduling problem on two identical machines with known optimal solution
value and maximum job size, i.e., the optimal solution value C∗max = opt and the maximum size of the jobs pmax =
max1≤j≤n pj are known in advance. In Section 2.1 we obtain a lower bound 65 . In Section 2.2 we design an optimal algorithm
OM with a competitive ratio 65 .
2.1. Lower bound
Theorem 1. For the problem P2|opt,max |Cmax, the competitive ratio of an arbitrary semi-online algorithm is not less than 65 .
Proof. Let p1 = pmax = 3 and opt = 5. First, a new job p2 = 1 arrives.
Case 1. p1 and p2 are assigned to the same machine.
Three new jobs p3 = p4 = p5 = 2 arrive. No matter how we assign these three jobs, we have Cmax ≥ 6 and
C∗max = opt = 5. Therefore CmaxC∗max ≥ 65 .
Case 2. p1 and p2 are assigned to different machines.
Without loss of generality, we assume that p1 is assigned toM1 and p2 is assigned toM2. Then a new job p3 = 1 arrives.
Case 2.1. p3 is assigned toM1.
Two jobs p4 = 2 and p5 = 3 arrive. No matter how we assign these two jobs, we have Cmax ≥ 6 and C∗max = opt = 5. So
Cmax
C∗max ≥ 65 .
Case 2.2. p3 is assigned toM2.
A job p4 = 1 arrives. If p4 is assigned toM1, then two jobs p5 = 2 and p6 = 2 arrive. No matter how we assign these two
jobs, we have Cmax ≥ 6 and C∗max = opt = 5. So CmaxC∗max ≥ 65 .
If p4 is assigned to M2, then two jobs p5 = 1 and p6 = 3 arrive. No matter how we assign these two jobs, we also have
Cmax ≥ 6 and C∗max = opt = 5. So CmaxC∗max ≥ 65 . 
2.2. Algorithm OM
Nextwe design an optimal algorithmOM with a competitive ratio 65 for the problem P2|opt,max |Cmax.We first introduce
some notation. Denote the workload of Mi (i = 1, 2) before the arrival of job pj (j = 1, 2, . . . , n) by M ji . We also use Mi to
denote the final workload of machineMi. The above notation is also used in the following sections. Next we explain the idea
for designing algorithm OM . Since we know that a job of size pmax will arrive, it is possible to assign such a job in advance.
Applying this idea, we assign a job of size pmax in advance toM2. In other words, we reserve the position for the first pmax on
M2, so we can assume that p1 is the first largest job pmax and p1 is assigned toM2. Then we assign the remaining jobs toM2
unless the workload ofM2 will exceed 65opt .
Algorithm OM: Assign p1 = pmax to M2 and assign the the current job pj (j = 2, 3, . . . , n) using the following rule: if
M j2 + pj ≤ 65opt , then pj → M2; otherwise, pj → M1.
Theorem 2. C
OM
max
C∗max ≤ 65 .
Proof. Without loss of generality, we assume that pn is the last finished job.
Case 1.M1 ≤ M2.
If pn = p1 = pmax, then COMmax = M2 = pmax ≤ C∗max. Otherwise,
COMmax = M2 = Mn2 + pn ≤
6
5
opt = 6
5
C∗max.
Case 2.M1 > M2.
If there is only one job onM1, thenM1 ≤ pmax ≤ M2, which contradictsM1 > M2.
Case 2.1. There are just two jobs onM1.
Let pa and pb be the two jobs onM1. We prove that C∗max ≥ pa+pb = M1. Since p1 is the first largest job pmax, p1 ≥ pa and
p1 ≥ pb. If both pa and pb are assigned to the same machine in some optimal offline schedule, then C∗max ≥ pa + pb = M1.
Otherwise, one of pa and pb is assigned to the same machine with p1 and we also have C∗max ≥ pa + pb = M1.
Case 2.2. There are at least three jobs onM1.
Let px be the smallest job onM1. It is clear that px ≤ M13 and C∗max = opt ≥ M1+M22 . Applying algorithm OM , we have
M2 + M13 ≥ M2 + px ≥ M
x
2 + px >
6
5
opt ≥ 6
5
· M1 +M2
2
.
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Hence M2M1 >
2
3 . Therefore
COMmax
C∗max
≤ M1M1+M2
2
= 2
1+ M2M1
≤ 2
1+ 23
= 6
5
. 
3. P2|buffer(k),max |Cmax
In this section we consider the semi-online scheduling problem on two identical machines with a buffer of size k (k ≥ 1)
and known maximum job size, i.e., there is a buffer of size k to store up to k jobs and the maximum size of the jobs pmax is
known in advance. In Section 3.1 we obtain a lower bound 65 . In Section 3.2 we design an algorithm BM with a competitive
ratio 54 , which is less than the upper bound
4
3 given in [6,9,1].
3.1. Lower bound
Theorem 3. For the problem P2|buffer (k),max |Cmax, the competitive ratio of an arbitrary semi-online algorithm is not less
than 65 .
Proof. Let p1 = pmax = N , whereN is a sufficiently large number. Suppose thatN new jobs p2 = p3 = p4 = · · · = pN+1 = 1
arrive.
If at least N5 jobs with size 1 are assigned to eachmachine ofM1 andM2, respectively, then no other jobs arrive. Nomatter
how we assign job p1, we have Cmax ≥ N + N5 = 6N5 and C∗max = N . Therefore CmaxC∗max ≥ 65 . Otherwise, there are fewer than N5
jobs with size 1 assigned to one of two machines, then at least 4N5 − k jobs with size 1 are assigned to the other machine.
Assume that the last job pN+2 = N arrives. Since Cmax ≥ min{N + 4N5 − k, 2N} = 9N5 − k and C∗max = 3N2 , we have
Cmax
C∗max
≥
9N
5 − k
3N
2
→ 6
5
, N →∞. 
3.2. Algorithm BM
For the problem P2|buffer (k),max |Cmax, we design an algorithm BM with a competitive ratio 54 in the following. Without
loss of generality, we assume that the number of jobs is n ≥ 3. If n = 2, assigning job p1 toM1 and p2 toM2 yields the optimal
solution. Assume that b = {b1, b2, . . . , bk} is the set of jobs in the buffer. We denote the workload ofMi before putting the
last job in the buffer by Mbi . We use pb to denote the total size of the jobs in b. Let C
∗
max(j) be the optimal makespan of an
offline schedule for p1, p2, . . . , pj. If pj appears before the first pmax, then we have
C∗max(j) ≥
M j1 +M j2 + pj + pb + pmax
2
;
otherwise
C∗max(j) ≥
M j1 +M j2 + pj + pb
2
.
Similar to the idea for designing the algorithmOM in Section 2.2, we assign a job of size pmax in advance toM2 in algorithm
BM . Also we assume that p1 is the first largest job pmax and p1 is assigned toM2. At the beginning of the algorithm, we assign
p1 = pmax to M2 and put jobs p2, p3, . . . , pk+1 in the buffer. Then we always give priority to the smallest job between the
current job and the jobs in the buffer. Let Y = min{pj, b1, b2, . . . , bk} and c be a lower bound on C∗max. IfM j2 + Y ≤ 54 c , then
we assign the smallest job Y toM2. Otherwise, we assign it toM1.
In the following we suppose that k = 1 in the description of algorithm BM . The reason is that if the competitive ratio of
an algorithm is 54 for k = 1, then the competitive ratio of the algorithm must be less than or equal to 54 for any k ≥ 1.
Algorithm BM
Step 1. Assign p1 = pmax toM2 and put p2 in the buffer. Let b = p2 and j = 2. Go to Step 2.
Step 2. j = j+ 1. If j ≤ n, go to Step 3; otherwise, go to Step 4.
Step 3. Let X = max{b, pj} and Y = min{b, pj}. Assign the smaller job Y using the following rule:
if M j2 + Y ≤ 54 ·
M j1+M j2+X+Y
2
then Y → M2
else Y → M1.
Let b = X and go to Step 2.
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Step 4. Let pb be the last job in the buffer. Assign it using the following rule:
if Mb2 + pb ≤ 54 ·
Mb1+Mb2+pb
2 = 54 · M1+M22
then pb → M2
else pb → M1.
Lemma 1. If M1 ≤ M2, then CBMmaxC∗max ≤ 54 .
Proof. Assume that pa is the last finished job on M2. If pa = p1 = pmax, then CBMmax = M2 = pmax ≤ C∗max. Otherwise, pa is
assigned toM2 by Step 3 or Step 4 of algorithm BM . So we have
CBMmax = M2 ≤
5
4
· M1 +M2
2
≤ 5
4
C∗max. 
Next we only need to consider the case whereM1 > M2.
Lemma 2. If M1 > M2 and M2M1 ≥ 35 , then
CBMmax
C∗max ≤ 54 .
Proof. It is clear that
CBMmax
C∗max
≤ M1M1+M2
2
= 2
1+ M2M1
≤ 2
1+ 35
= 5
4
. 
Lemma 3. If M1 > M2, then
CBMmax
C∗max ≤ 54 .
Proof. Note that pb is the last job in the buffer. It is clear that the first largest job p1 = pmax is not the last job in the buffer,
i.e., pb. Since we always give priority to smaller jobs, pb must be the largest job except pmax.
Case 1. pb is assigned toM2.
Assume that pa is the last finished job onM1. Applying algorithm BM , we have
Ma2 + pa >
5
4
· M
a
1 + pa +Ma2
2
.
Hence 3Ma2 +8pa > 5(Ma1 + pa) = 5M1. Since both p1(= pmax) and pb are assigned toM2, we have pa ≤ pmax+pb2 ≤ M22 . Then
7M2 = 3M2 + 4M2 ≥ 3Ma2 + 8pa > 5M1.
Therefore, M2M1 >
5
7 ≥ 35 . So the conclusion holds by Lemma 2.
Case 2. pb is assigned toM1.
It is clear that there are at least two jobs on M1. Let pc be the job assigned to M1 just before pb. Similar to the proof of
Theorem 2 (Case 2.1), we have C∗max ≥ pc + pb.
Case 2.1. The job in the buffer is pb after the assignment of pc .
IfM1 ≤ 5(pc+p b)4 , then
CBMmax
C∗max
≤ M1
pc + p b ≤
5(pc+p b)
4
pc + p b =
5
4
.
Otherwise,M1 >
5(pc+p b)
4 ≥ 5pc2 by pb ≥ pc . Applying algorithm BM , we have
Mc2 + pc >
5
4
· M
c
1 + pc +Mc2 + pb
2
.
Hence
3M2 + 8 · 25M1 ≥ 3M
c
2 + 8pc > 5(Mc1 + pc + pb) = 5M1.
Therefore M2M1 >
5− 165
3 = 35 . So the conclusion holds by Lemma 2.
Case 2.2. The job in the buffer is not pb after the assignment of pc .
Assume that the job pd is put in the buffer after the assignment of pc . It is clear that pd is assigned to M2 and pc ≤ pd.
Note that pb ≤ pmax ≤ Mc2 .
Applying algorithm BM , we have
Mc2 + pc >
5
4
· M
c
1 + pc +Mc2 + pd
2
.
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HenceMc1 <
3(Mc2+pc )
5 − pd. SinceM2 ≥ Mc2 + pd andM1 = Mc1 + pc + pb, we have
M2
M1
>
Mc2 + pd
3(Mc2+pc )
5 − pd + pc + pb
= M
c
2 + pd
3Mc2
5 + 85pc − pd + pb
≥ M
c
2 + pd
3Mc2
5 + 35pd + pb
≥ M
c
2 + pd
8Mc2
5 + 35pd
≥ M
c
2 + pd
8Mc2
5 + 85pd
≥ 5
8
>
3
5
.
So the conclusion holds by Lemma 2. This completes the proof. 
From Lemmas 1 to 3, we establish the following theorem.
Theorem 4. C
BM
max
C∗max ≤ 54 .
4. P2|buffer(1), decr|Cmax
In this sectionwe consider the semi-online scheduling problem on two identical machineswith a buffer of size 1 and jobs
arriving in decreasing order of their processing times, i.e., there is a buffer of size 1 to store one job and p1 ≥ p2 ≥ · · · ≥ pn.
We obtain a lower bound 76 , which matches the upper bound
7
6 given in [7] as mentioned in Section 1.
Theorem 5. For the problemP2|buffer (1), decr|Cmax, the competitive ratio of an arbitrary semi-online algorithm is not less than 76 .
Proof. Let p1 = p2 = 32 .
Case 1. Neither p1 nor p2 is put in the buffer.
If p1 and p2 are assigned to the same machine, then no other jobs arrive. Since Cmax = p1 + p2 = 3 and C∗max = p1 =
p2 = 32 , we have CmaxC∗max = 2 ≥ 76 .
If p1 and p2 are assigned to different machines, then three new jobs p3 = p4 = p5 = 1 arrive. No matter how we assign
these three jobs or no matter which job is put in the buffer, at least two of these three new jobs are assigned to the same
machine. So we have Cmax ≥ 32 + 2 = 72 and C∗max = p1 + p2 = p3 + p4 + p5 = 3. Therefore CmaxC∗max ≥ 76 .
Case 2. One of p1 and p2 is put in the buffer. Without loss of generality, assume that p2 is put in the buffer and p1 is
assigned toM1. A new job p3 = 1 arrives.
Case 2.1. p3 is put in the buffer.
If p2 is assigned toM1, then no other jobs arrive. Since Cmax = p1 + p2 = 3 and C∗max = 52 , we have CmaxC∗max ≥ 65 ≥ 76 .
If p2 is assigned toM2, then two new jobs p4 = p5 = 1 arrive. No matter howwe assign p3, p4, and p5 or no matter which
job is put in the buffer, we have CmaxC∗max ≥ 76 .
Case 2.2. p2 is put in the buffer. A new job p4 = 1 arrives.
Case 2.2.1. p2 is still put in the buffer.
If p3 and p4 are assigned to the same machine, then no other jobs arrive. Since Cmax ≥ min{p1 + p3 + p4, p1 + p2, p3 +
p4 + p2} = 3 and C∗max = p1 + p3 = p2 + p4 = 52 , we have CmaxC∗max ≥ 65 ≥ 76 .
If p3 and p4 are assigned to different machines, then the last job p5 = 1 arrives. If at least one of p2 and p5 is assigned to
M1, we have Cmax ≥ 72 . Since C∗max = p1 + p2 = p3 + p4 + p5 = 3, CmaxC∗max ≥ 76 . Otherwise, both p2 and p5 are assigned toM2,
so we have Cmax = 72 and CmaxC∗max ≥ 76 .
Case 2.2.2. p4 is put in the buffer.
If p2 is assigned toM1, then no other jobs arrive. Since Cmax ≥ 3 and C∗max = p1+p3 = p2+p4 = 52 , we have CmaxC∗max ≥ 65 ≥ 76 .
If p2 is assigned toM2, then the last job p5 = 1 arrives. No matter how we assign p3, p4, and p5 or no matter which job is
put in the buffer, we have CmaxC∗max ≥ 76 . 
5. P2|buffer(1), 1 ≤ pj ≤ t|Cmax
In this section we consider the semi-online scheduling problem on two identical machines with a buffer of size 1 and
all job processing times being bounded in an interval, i.e., there is a buffer of size 1 to store one job and 1 ≤ pj ≤ t for all
j = 1, 2, . . . , n. In Section 5.1 we obtain some lower bounds, where the lower bound 43 for t ≥ 6 matches the upper bound
given in [6,9]. In Section 5.2we design an algorithm BBwith a competitive ratiomax{ t+23 , 87 } for 1 ≤ t ≤ 32 , which is optimal
for 1.43 ≈ 107 ≤ t ≤ 32 .
5.1. Lower bounds
Theorem 6. For the problem P2|buffer (1), 1 ≤ pj ≤ t|Cmax, the competitive ratio of an arbitrary semi-online algorithm is not
less thanmin{ 43 , t+26 }.
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Proof. Let p1 = p2 = p3 = p4 = p5 = p6 = 1.
If at least four jobs with size 1 are assigned to a machine, then no other jobs arrive. Since Cmax ≥ 4 and C∗max = 3, we
have CmaxC∗max ≥ 43 ≥ min{ 43 , t+26 }.
Otherwise, no matter which job is put in the buffer, or no job is put in the buffer, at least two jobs and three jobs are
assigned to the two machines, respectively.
Case 1. t ≥ 6. The last job p7 = 6 arrives. Since Cmax ≥ 8 and C∗max = 6, we have CmaxC∗max ≥ 43 ≥ min{ 43 , t+26 }.
Case 2. t < 6. The last job p7 = t arrives. Since Cmax ≥ t + 2 and C∗max ≤ max{t, 6} = 6, we have CmaxC∗max ≥ t+26 ≥
min{ 43 , t+26 }. 
Theorem 7. For the problem P2|buffer (1), 1 ≤ pj ≤ t|Cmax, the competitive ratio of an arbitrary semi-online algorithm is not
less thanmin{ 54 , t+14 }.
Proof. Let p1 = p2 = p3 = p4 = 1.
If at least three jobs with size 1 are assigned to a machine, then no other jobs arrive. Since Cmax ≥ 3 and C∗max = 2, we
have CmaxC∗max ≥ 32 ≥ min{ 54 , t+14 }.
Otherwise, nomatterwhich job is put in the buffer, or no job is put in the buffer, at least one job and two jobs are assigned
to the two machines, respectively.
Case 1. t ≥ 4. The last job p5 = 4 arrives. Since Cmax ≥ 5 and C∗max = 4, we have CmaxC∗max ≥ 54 ≥ min{ 54 , t+14 }.
Case 2. t < 4. The last job p5 = t arrives. Since Cmax ≥ t + 1 and C∗max ≤ max{t, 4} = 4, we have CmaxC∗max ≥ t+14 ≥
min{ 54 , t+14 }. 
Theorem 8. For the problem P2|buffer (1), 1 ≤ pj ≤ t|Cmax, the competitive ratio of an arbitrary semi-online algorithm is not
less thanmin{ 76 , t+23 }.
Proof. If t > 32 , then
Cmax
C∗max ≥ 76 . Because the size of each job in the proof of Theorem 5 is in the interval [1, 32 ], we can apply
the proof of Theorem 5 directly to the problem P2|buffer (1), 1 ≤ pj ≤ t|Cmax for t > 32 . Next we only need to consider the
case where 1 ≤ t ≤ 32 . Let p1 = p2 = t .
Case 1. Neither p1 nor p2 is put in the buffer.
If p1 and p2 are assigned to the same machine, then no other jobs arrive. Since Cmax = p1 + p2 = 2t and C∗max = p1 =
p2 = t , we have CmaxC∗max = 2 ≥ t+23 .
If p1 and p2 are assigned to different machines, then three new jobs p3 = p4 = p5 = 1 arrive. No matter how we assign
these three jobs or no matter which job is put in the buffer, at least two of these three new jobs are assigned to the same
machine. So we have Cmax ≥ t + 2 and C∗max ≤ max{2t, 3} = 3. Therefore CmaxC∗max ≥ t+23 .
Case 2. One of p1 and p2 is put in the buffer. Without loss of generality, assume that p2 is put in the buffer and p1 is
assigned toM1. A new job p3 = 1 arrives.
Case 2.1. p3 is put in the buffer.
If p2 is assigned toM1, then no other jobs arrive. Since Cmax = p1+p2 = 2t and C∗max ≤ t+1, we have CmaxC∗max ≥ 2tt+1 ≥ t+23 ,
where the last inequality holds for 1 ≤ t ≤ 2.
If p2 is assigned toM2, then two new jobs p4 = p5 = 1 arrive. No matter howwe assign p3, p4, and p5 or no matter which
job is put in the buffer, we have CmaxC∗max ≥ t+23 .
Case 2.2. p2 is still put in the buffer. A new job p4 = 1 arrives.
Case 2.2.1. p2 is still put in the buffer.
If p3 and p4 are assigned to the same machine, then no other jobs arrive. Since Cmax ≥ min{p1 + p3 + p4, p1 + p2, p3 +
p4 + p2} = 2t and C∗max = p1 + p3 = p2 + p4 = t + 1, we have CmaxC∗max ≥ 2tt+1 ≥ t+23 , where the last inequality holds for
1 ≤ t ≤ 2.
If p3 and p4 are assigned to different machines, then the last job p5 = 1 arrives. If at least one of p2 and p5 is assigned to
M1, we have Cmax ≥ t + 2. Since C∗max ≤ max{2t, 3} = 3, it holds that CmaxC∗max ≥ t+23 . Otherwise, both p2 and p5 are assigned
toM2, so we have Cmax = t + 2 and CmaxC∗max ≥ t+23 .
Case 2.2.2. p4 is put in the buffer.
If p2 is assigned to M1, then no other jobs arrive. Since Cmax ≥ 2t and C∗max = t + 1, we have CmaxC∗max ≥ 2tt+1 ≥ t+23 , where
the last inequality holds for 1 ≤ t ≤ 2.
If p2 is assigned toM2, then the last job p5 = 1 arrives. No matter how we assign p3, p4, and p5 or no matter which job is
put in the buffer, we have CmaxC∗max ≥ t+23 . 
42 Q. Cao et al. / Theoretical Computer Science 457 (2012) 35–44
In summary, we obtain the following lower bound
max

min

4
3
,
t + 2
6

,min

5
4
,
t + 1
4

,min

7
6
,
t + 2
3

=

t+2
3 , 1 ≤ t ≤ 32
7
6 ,
3
2 ≤ t < 113
t+1
4 ,
11
3 ≤ t < 4
5
4 , 4 ≤ t < 112
t+2
6 ,
11
2 ≤ t < 6
4
3 , t ≥ 6.
Note that the lower bound 43 for t ≥ 6 matches the upper bound given in [6,9]. Next we design an algorithm BB for
1 ≤ t ≤ 32 for the problem.
5.2. Algorithm BB
In this section we design an algorithm BB for the problem P2|buffer (1), 1 ≤ pj ≤ t|Cmax with a competitive ratio
rBB = max{ t+23 , 87 } for 1 ≤ t ≤ 32 . Let q(j)i be the ith smallest job when pj appears, i.e., {q(j)1 , q(j)2 , . . . , q(j)j } = {p1, p2, . . . , pj},
where q(j)1 ≤ q(j)2 ≤ · · · ≤ q(j)j and j = 1, 2, . . . , n. Because there are at least ⌈ n2⌉ jobs that are assigned to one of the two
machines by an optimal offline algorithm, we have C∗max ≥ q(n)1 + q(n)2 + · · · + q(n)⌈ n2 ⌉.
In algorithm BB, we always give priority to the largest job between the current job and the jobs in the buffer. Let
X = max{pj, b}. We assign X by the LS algorithm, i.e., assign X to the machine with a smaller current workload. Next
we suppose that the buffer size k = 1 in the description of algorithm BB.
Algorithm BB
Step 1. Put p1 in the buffer. Let b = p1 and j = 1. Go to Step 2.
Step 2. j = j+ 1. If j ≤ n, go to Step 3; otherwise, go to Step 4.
Step 3. Let X = max{b, pj} and Y = min{b, pj}. Assign the larger job X using the LS rule:
if M j2 ≤ M j1
then X → M2
else X → M1.
Let b = Y and go to Step 2.
Step 4. Let pb be the last job in the buffer. Assign it using the LS rule:
if Mb2 ≤ Mb1
then pb → M2
else pb → M1.
Theorem 9. For 1 ≤ t ≤ 32 , C
BB
max
C∗max ≤ rBB = max{ t+23 , 87 }.
Proof. We assume that the number of jobs is n ≥ 3. Note that pb is the last job in the buffer. Since we always give
priority to the larger job between the current job and the job in the buffer, pb must be the smallest job, i.e., pb = q(n)1 =
min{p1, p2, . . . , pn}.
Case 1. n = 3.
It is clear that there are two jobs on a machine and one job on the other machine by algorithm BB. Without loss of
generality, we assume that one job is assigned to M1 and the other two jobs are assigned to M2. Since 1 ≤ t ≤ 32 , we have
M1 ≤ t < 2 ≤ M2. Because the smallest job pb = q(3)1 is the last job in the buffer, the two jobs on M2 must be the two
smallest jobs, i.e., q(3)1 = pb and q(3)2 . Therefore we have C
BB
max
C∗max ≤
M2
q(3)1 +q(3)2
≤ 1.
Case 2. n = 4.
Since 1 ≤ t ≤ 32 , we have q(4)1 + q(4)2 ≥ 2 ≥ t ≥ q(4)4 . So there are two jobs onM1 andM2, respectively, by the LS rule of
algorithm BB. Thenwe know that the smallest job q(4)1 and one of the two jobs q
(4)
3 and q
(4)
4 are assigned to the samemachine
by algorithm BB. If at least three jobs are assigned to the same machine by an optimal offline algorithm, then
CBBmax
C∗max
≤ max{q
(4)
1 + q(4)4 , q(4)2 + q(4)3 , q(4)1 + q(4)3 , q(4)2 + q(4)4 }
q(4)1 + q(4)2 + q(4)3
≤ 1.
Thus we may assume that there are two jobs on each machine by an optimal offline algorithm. Then we have C∗max ≥
max{q(4)1 + q(4)4 , q(4)2 + q(4)3 }. So we only need to consider the case where q(4)1 and q(4)3 are assigned to the same machine by
algorithm BB.
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If q(4)1 + q(4)4 ≥ q(4)2 + q(4)3 , then q(4)2 ≤ q
(4)
1 +q(4)4
2 . Note that q
(4)
1 + q(4)3 ≤ q(4)2 + q(4)4 . Therefore
CBBmax
C∗max
≤ max{q
(4)
1 + q(4)3 , q(4)2 + q(4)4 }
q(4)1 + q(4)4
≤ q
(4)
2 + q(4)4
q(4)1 + q(4)4
≤
q(4)1 +q(4)4
2 + q(4)4
q(4)1 + q(4)4
≤ 1
2
+ q
(4)
4
q(4)1 + q(4)4
≤ 1
2
+ t
1+ t ≤
t + 2
3
,
where the last inequality holds for t ≥ 1.
If q(4)1 + q(4)4 < q(4)2 + q(4)3 , then q(4)3 > q
(4)
1 +q(4)4
2 . Therefore
CBBmax
C∗max
≤ max{q
(4)
1 + q(4)3 , q(4)2 + q(4)4 }
q(4)2 + q(4)3
≤ q
(4)
2 + q(4)4
q(4)2 + q(4)3
≤ q
(4)
2 + q(4)4
q(4)2 + q
(4)
1 +q(4)4
2
≤ 2q
(4)
2 + 2q(4)4
2q(4)2 + q(4)1 + q(4)4
≤ 2q
(4)
2 + 2q(4)4
2q(4)2 + 1+ q(4)4
≤ 1+ q
(4)
4 − 1
2q(4)2 + 1+ q(4)4
≤ 1+ q
(4)
4 − 1
3+ q(4)4
≤ 2− 4
3+ q(4)4
≤ 2− 4
3+ t =
2+ 2t
3+ t ≤
t + 2
3
,
where the last inequality holds for t ≥ 1.
Case 3. n = 5.
It is clear that there are two jobs on a machine and three jobs on the other machine by algorithm BB. Without loss of
generality, we assume that two jobs are assigned to M1 and three jobs are assigned to M2. Since 1 ≤ t ≤ 32 , we have
q(5)1 + q(5)2 + q(5)3 ≥ 3 ≥ 2t ≥ q(5)4 + q(5)5 . So we haveM1 ≤ M2.
If at least two of the jobs onM2 belong to the set {q(5)1 , q(5)2 , q(5)3 }, then
CBBmax
C∗max
≤ M2
q(5)1 + q(5)2 + q(5)3
≤ 1+ t − 1
q(5)1 + q(5)2 + q(5)3
≤ 1+ t − 1
3
= t + 2
3
.
Otherwise, q(5)4 and q
(5)
5 are assigned to M2. Since we always assign the larger job first, q
(5)
4 or q
(5)
5 is not the last job
assigned toM2. Let px be the last job assigned toM2. SinceMx1 ≤ q(5)4 + q(5)5 ≤ Mx2 , px should be assigned toM1 by algorithm
BB, a contradiction.
Case 4. n = 6.
Since 1 ≤ t ≤ 32 , we have q(6)1 +q(6)2 +q(6)3 ≥ 3 ≥ 2t ≥ q(6)5 +q(6)6 . So there are three jobs each onM1 andM2, respectively,
by the LS rule of algorithm BB. If at least four jobs are assigned to the same machine by an optimal offline algorithm, then
CBBmax
C∗max
≤ q
(6)
4 + q(6)5 + q(6)6
q(6)1 + q(6)2 + q(6)3 + q(6)4
≤ q
(6)
4 + 2t
3+ q(6)4
≤ 1.
Thus we may assume that there are three jobs on each machine by an optimal offline algorithm. So at least two jobs belong
to the set {q(6)4 , q(6)5 , q(6)6 } onM1 orM2 by an optimal offline algorithm. Hence C∗max ≥ q(6)4 + q(6)5 + q(6)1 . Therefore
CBBmax
C∗max
≤ q
(6)
4 + q(6)5 + q(6)6
q(6)4 + q(6)5 + q(6)1
≤ 1+ q
(6)
6 − q(6)1
q(6)4 + q(6)5 + q(6)1
≤ 1+ t − 1
3
= t + 2
3
.
Case 5. n ≥ 7.
It is clear that there are three jobs on a machine and four jobs on the other machine by algorithm BB. Without loss of
generality, we assume that three jobs are assigned toM1 and four jobs are assigned toM2.
IfM1 > M2, then
CBBmax
C∗max
≤ M1M1+M2
2
≤ 2
1+ M2M1
≤ 2
1+ 43t
= 6t
3t + 4 ≤
t + 2
3
,
where the last inequality holds for all t ≥ 1.
Next we consider the case whereM1 ≤ M2. If pb = q(7)1 is assigned toM2, thenM2 ≤ M1 + q(7)1 ≤ M1 + M1+M27 by the LS
rule of algorithm BB. Hence M1M2 ≥ 34 . Therefore
CBBmax
C∗max
≤ M2M1+M2
2
≤ 2
1+ M1M2
≤ 2
1+ 34
= 8
7
.
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Otherwise, assume that px ≠ q(7)1 is the last assigned job on M2. Since Mx1 ≤ 2t ≤ 3 ≤ Mx2 , px should be assigned to M1 by
algorithm BB, a contradiction.
Based upon the analysis from Case 1 to Case 5, we obtain that C
BB
max
C∗max ≤ rBB = max{ t+23 , 87 } for 1 ≤ t ≤ 32 . The proof is
completed. 
6. Concluding remarks
In this paper we study four semi-online scheduling problems on two identical machines with combined information. For
the first problem P2|opt,max |Cmax, we obtain a lower bound 65 and design an optimal algorithm OM with a competitive
ratio 65 . For the second problem P2|buffer (k),max |Cmax, we obtain a lower bound 65 and design an algorithm BM with a
competitive ratio 54 . So it is an open problem as to whether there exists an algorithm with a competitive ratio
6
5 . For the
third problem P2|buffer (1), decr|Cmax, we obtain a lower bound 76 , which matches the upper bound 76 given in [7]. For the
last problem P2|buffer (1), 1 ≤ pj ≤ t|Cmax, we obtain a lower bound
max

min

4
3
,
t + 2
6

,min

5
4
,
t + 1
4

,min

7
6
,
t + 2
3

,
where the lower bound 43 for t ≥ 6 matches the upper bound given in [6,9], and design an algorithm BBwith a competitive
ratio max{ t+23 , 87 } for 1 ≤ t ≤ 32 , which is optimal for 107 ≤ t ≤ 32 . Future research may consider conducting a complete
analysis of the competitive ratios for 1 ≤ t < 107 and 32 < t < 6.
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