Precision goniometry using optics has the advantage that it does not impose much stress on the object of investigation and, as such, is adopted extensively in gravitational wave detection, in torsion balances investigating fundamental forces, in specialized studies of biological samples, and it has potential applications in condensed matter physics. In this article we present the considerations that go into designing optical levers and discuss the performance of the instrument we have constructed. We motivate the design by considering an idealized setup and the limitations to the angular resolution induced by statistical fluctuations of the photon count rate and diffraction at the apertures. The effects of digitization of the count rate and of the spatial location of the photons on the image plane motivating the actual design are discussed next. Based on these considerations, we have developed an autocollimating optical lever which has a very high resolution and dynamic range. An array of 110 slits, of 90 m width and a pitch of 182 m, is located in the focal plane of a field lens, of focal length 1000 mm, and is illuminated by a CCFL tube. This array is imaged back onto the focal plane after retroreflection from a mirror placed just beyond the lens. The image is recorded on a linear charge-coupled device array at the rate of 1000 images/s and is processed through a special algorithm to obtain the centroid. The instrument has a centroid stability of ϳ3 ϫ 10 −10 rad Hz −1/2 and a dynamic range of ϳ10 7 .
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I. INTRODUCTION
Optical levers have been used as angle measuring devices for a long time, with recorded history dating back to the 18th century in the works of Coulomb and Cavendish. They have a high angular resolution and apply negligible torques on the object whose angular orientation is being measured. The early applications in the field of electromagnetism and gravitation were taken up again by Eötvos, who used an optical lever in an autocollimating configuration to study, with a torsion balance, gradients in terrestrial gravity and set bounds on the violation of Einstein's principle of equivalence of inertial and gravitational masses.
With the advent of photosensitive electronic detectors the angular resolution improved dramatically, especially by the efforts of Jones and Richards 1 and by Roll, Krotkov, and Dicke. 2 After these early developments, Cowsik, Krishnan, and others 3 implemented the Dicke design, which involves chopping of a diffraction limited image of a slit by a vibrating wire to achieve a resolution of ϳ10 −9 rad Hz −1/2 and a dynamic range of ϳ1000. In 1992 Cowsik conceived of an optical lever in which the diffraction limited images of the slits were profiled using a charge-coupled device ͑CCD͒ and a preliminary version of the design was implemented, achieving a resolution of ϳ10 −8 rad Hz −1/2 . 4 More recently, during the last decade, considerable interest in optical goniometers has been evoked with a variety of applications in mind: Studies of gravitation, Casimir forces and searches for new forces not discovered as yet, stabilizing the optics of the LIGO-interferometer for the detection of gravitational waves, materials science and condensed matter physics, and nanomechanics are some of the areas in which optical levers play an important role today.
This article is devoted to the description of a CCD-based autocollimating optical lever that has a resolution of ϳ10 −10 rad Hz −1/2 and a dynamic range exceeding a few million. Even though we have developed this instrument with applications to fundamental physics 11 and geophysics 12, 28 in mind, it is versatile and can be deployed for other applications as well. In Sec. II we discuss broadly the design considerations that went into the construction of this optical lever; indeed, some of these considerations are important for the functioning of any optical lever. In Sec. III we describe the optical lever that has been fabricated by our group. Finally, in Sec. IV we describe the performance of the instrument and comment on possible avenues for improvement.
II. DESIGN CONSIDERATIONS

A. Basics
The general layout of an optical lever in the autocollimating configuration is shown in Fig. 1 . A source of light, F, illuminates a slit S, located effectively at the focal plane of a field lens L. In order to keep the source and the image as close to the optic axis as possible, it may be necessary to use a flat mirror M 1 to reflect the light from the source, so that the virtual image SЈ is located in the focal plane. The collimated beam emerging from the field lens gets reflected off a flat mirror, M 2 , fixed to the object whose angular position is to be determined. The normal to this mirror N, makes an angle r with respect to the optic axis of the lens. The light beam after reflection returns through the field lens and forms a well-focused image I of unit magnification on a position sensitive detector. The aim of the optical lever is to measure the angle between the optic axis of the lens and the normal to the mirror.
The autocollimating configuration for the optical lever ensures the stability of the image against small deviations in the length of the optical path. Furthermore, the measured angle is insensitive to thermal expansion of the device. These aspects have been well recognized and the autocollimating configuration is generally adopted in modern optical devices.
Once a good image of the well-illuminated light slit is obtained, the angle between the normal to the mirror and the optic axis is simply related to the distance to the centroid of the image from a fiducial point. The diffraction broadened image is shown schematically in Fig. 2 . Referring to this figure, the angle r is given by
Here, x c is the location of the centroid of the image and f is the focal length of the field lens. In order to discuss the various factors which affect the resolution of the lever, let us investigate the idealized situation where we know the exact location of impact of all the photons on the focal plane. We will also assume, conveniently, that the image has a Gaussian profile,
Here, N 0 is the total number of photons in the image collected per second, n͑x͒ is the number density per unit x at x, is the rms width of the image, and x 0 is the median. ͑The non-Gaussian diffraction tails of the distribution are truncated along with the general background as described later.͒ Let us define the various moments of this distribution,
The location of the centroid is given by
as expected. Now, what is the uncertainty in the observational estimate of x c ? Consider a narrow strip of width ⌬x at x ͑see Fig. 2͒ . The mean number of photons in the strip will be n͑x͒⌬x. The actual number will exhibit Poissonian fluctuations about this mean. For n͑x͒⌬x 1 the uncertainty in the number is ϳ͓n͑x͒⌬x͔ 1/2 , and this will contribute an uncertainty ϳx͓n͑x͒⌬x͔ 1/2 to the moment m 1 . These uncertainties at different parts of the image will not be correlated; accordingly, they will add in quadrature. Thus, in an idealized detector in which the position x of each photon generating a count is known exactly, we have 
This equation indicates that the uncertainty ⌬x in the measurement of x c decreases as N 0 increases and as and x 0 decrease. Let us consider these parameters one at a time. The total number of photons N 0 depends on the width and length of the slit, w and l, the intensity of its illumination, which will determine its effective temperature, and the duration of the observation, ⌬t,
Note that I is the intensity of illumination in photons per unit area, per unit solid angle, per unit time, and T is the effective temperature of the source which is below 2000 K for thermal sources, and imposes a restriction on how high N 0 can be. I therefore is essentially given by the blackbody law for photon intensities above the threshold frequency for detection but with a large dilution factor related to the transfer of light from the source onto the slit, along the optical path and back to the position sensitive detector, say a CCD camera. Even though in principle this limitation might be overcome by using coherent light from a laser, it will cause problems because the main beam with intensity I would interfere with scattered beam from the various surfaces, say of strength I s , to produce a high background of intensity ϳ͑I · I s ͒ 1/2 . The value of ⌬⍀ is set essentially by the largest F-number in the system, where F = f / D, where D is the diameter of the mirror M 2 or the lens L, whichever is smaller, and f is the focal length of the field lens;
Returning to our consideration of Eq. ͑6͒, the width of the image is the sum of the width of the slit and the width of the diffraction pattern
Because we do not know the location of the centroid ab initio, the choice for the fiducial location from which all x measurements are carried out cannot be brought closer than . In other words, the best possible choice is
Thus, the expected resolution is of the order of
Thus, any attempt to increase N 0 by increasing w in order to improve the resolution will be frustrated by a more rapid increase of 2 ϳ 2 in the numerator. Nor can we reduce the width of the slit indefinitely. To appreciate this, we note that the diffraction at the slit will spread the beam over an angle s which has to be kept smaller than the F-number of the field lens, lest one lose the outer regions of the beam and thus reduce N 0 . Accordingly,
The import of this result is intuitively clear: the scale for the angular resolution is set by the diffraction at the mirror with aperture D and the angular resolution improves as the square root of the number of photons detected. Furthermore, when we set l also equal to Ϸ 2f / D, as appropriate to a linear CCD array acting as the detector, and set ⌬⍀ Ϸ D 2 / f 2 in the expression for N 0 in Eq. ͑7͒, we find Eq. ͑12͒ now becomes
Recalling that I is the intensity of illumination dependent on the temperature of the source and the efficiency of photon transport and detection, Eq. ͑13͒ indicates that there exists a practical limit to the resolution of autocollimating optical levers. In fact, because Eq. ͑13͒ was derived for an idealized detector with 100% efficiency and perfect spatial resolution, this equation represents a strict upper bound on the resolution of the autocollimator. For typical table-top systems in a laboratory, for example using a linear CCD array as the detector, the resolution ⌬ is rarely better than ϳ10 −9 rad Hz −1/2 . The dynamical range of these systems, R, is also limited typically to ϳ /2f ϳ / D, the diffraction angle at the aperture, beyond which the resolution decreases as a consequence of the increase of x 0 in Eq. ͑10͒. In the analysis presented above, we have assumed an idealized detector and that the position of every photon is accurately known and the intensity is measured precisely. The effects of spatial and intensity digitization will be briefly discussed later in Sec. II D.
B. Toward the design of a higher resolution autocollimator
Consider a sequence of k slits, each identical to the one discussed in Sec. II A, with the array having a pitch a. The location of the centroid of the array x c is now given by
Here, m 0i and m 1i are the zeroth and first moments of the ith image, and x 0i = x 0 + ͑i −1͒a is the median of the ith image. Now, assuming for simplicity that N 0i Ϸ N 0 for all i, we get
͑15͒
as expected. However, note that
The third term inside the brackets indicates that
for large k. Thus, by merely having multiple slits we are actually degrading the measurement accuracy.
C. Toward a solution
Now, let us consider the image of the same array of slits and a set of fiducial locations y i also with the same pitch, that is
The centroids and their corresponding uncertainties, of the images, each measured from their corresponding fiducials at y i , are given by
with obvious notation, in parallel to that in Sec. II B except that the ith image has its own fiducial located at y i . Averaging over the k peaks, we get
Adding to this the mean location of the fiducials,
͑21͒
We have thus recovered the original location of the centroid and gained in resolution by a factor of k −1/2 . The summing of the locations of the fiducials does not add to the uncertainty of the centroid. The range of x c values over which accurate measurements can be carried out is given by the difference between the length of the photon detector and the width of the array of slits,
This corresponds to an angular range of range = s/2f = ͓y n − y 0 − ͑k − 1͒a͔ ր 2f .
͑23͒
Thus, the dynamical range is extended considerably.
D. Some further considerations
In general, besides the images of the slits whose intensities are given by n i ͑x͒ ͓see Eq. ͑2͔͒, there will be a background of approximately constant intensity b. Indeed, the background could also have important contributions from the Lorentzian tails of the images. This background, b, and its fluctuations ±⌬b will shift the centroid and also add to its uncertainty. When we have sharp and intense images, it would be worthwhile to subtract this background. If c i is the number of photon counts in a narrow bin with corresponding background b and ⌬b, we may carry out the centroiding process described earlier using the background subtracted c i ‫ء‬ defined by
When working with CCD arrays, we need to choose the image width approximately in relation to the width of the individual pixels. The effects of spatial digitization of the image may be kept small by using the following prescription. The shape of the image around the peak may be characterized by its various moments, m , like total number, centroid, width, skewness, kurtosis, etc. The number of spatially pixelized intensities of each image should be chosen to be larger than the number of parameters needed to characterize the image,
Thus, a choice of n pix Ϸ 6 or 7 should be sufficient to generate negligible errors of spatial digitization. The output of the individual pixels will pass through an analog-to-digital converter ͑ADC͒ and will be read off in a digitized form. In order to estimate the resolution required for the ADC, recall that when on average c photons are counted, there would be an uncertainty c 1/2 in the intensity or a fractional error ⌬ s Ϸ c 1/2 / c = c −1/2 . If 1 bit in the ADC corresponds to n d photon counts, the digitization will yield
The uncertainty in the digitiza- On the left is the plate, housing the compact fluorescent lamp, the array of slits forming a grating and the 45°mirror. Notice the reflection in the mirror. The grating, which is too fine to be seen, is directly in front of the bulb. The window between the grating and the mirror allows the image to reach the CCD. On the right is the assembled autocollimator. The bellows that connects the autocollimator to the vacuum pump is seen coming from the left. In the foreground is the CCD camera that is connected to a PC for analysis.
tion process is 1 digitized count in N bit , the binary order of the ADC, which is equivalent to n d in the photon counts. Thus, the fractional digitization error is
͑26͒
In order that the digitization error does not add significantly to the error budget we have to choose
c/log 2͒ Ϸ 1.6 log 10 c ϳ 8, for c ϳ 10 5 . ͑27͒
The next point to consider is the right choice for the aspect ratio ͑l / w͒ of the slit/image. In the context of the CCD camera acquiring the image, this issue is closely linked with the reading and processing time of the image. Suppose the array of images is along the "row" direction and the height "l" is along the "column" direction of the CCD. The length of the row, i.e., the number of columns, is given by n c = ka / p, where p is the pixel width, k is the number of images in the array, and a is the pitch, so that ka is the length of the image array. Considering the standard row-transfer and serial readout protocol of the CCD camera, the time required for reading a row and processing it may be written as
where ⌬ ϳ 1−2 s is the typical time needed for the serial readout and process of a pixel from the register. If the image is of height l, then there are n r = l / p rows in it and the total time needed to process the image is tot Ϸ n r = n r n c ⌬. ͑29͒
Here, we have neglected the very short time needed for shifting the row of charges toward the register. Now, this time interval tot is the time for which the electrons in the CCD well are allowed to accumulate, the "integration time," as it is often called. The number of electrons accumulated may be estimated, using Eq. ͑7͒, as n e = I͑T͒⌬⍀p 2 tot . ͑30͒
For an efficient and effective operation
where n w is the well depth of the CCD. Thus, Eqs. ͑28͒-͑30͒ imply
III. IMPLEMENTATION OF THE DESIGN CONCEPTS
The image acquisition system is a digital linescan camera, Perkin Elmer mdel-LD3523. It has one row, or n r =1, of 2048 pixels each of size 14ϫ 14 m, thus covering a length of ϳ28 mm; its characteristics are listed in Table I . An array of 110 slits, each of width 90 m, is separated by a dark region of width 92 m, so that the pitch is 182 m. Thus, the image of each slit is sampled by 13 pixels. The illumination is provided by a CCFL-JKL-lamp 560-BXA-12529, and a mirror held at 45°with respect to the optic axis reflects the light from the slits toward an achromat 1000 mm away so that the virtual image of the slits is in the focal plane of the lens. Photographs of the various parts of the autocollimating optical lever are shown in Fig. 3 . The image acquisition and the centroiding routines are implemented through LabView. A typical example of the image is displayed in Fig. 4 , with two levels of magnification: 200 and 50 pixels. The software used for the centroiding along the lines outlined in the design was implemented in a straightforward manner. For the initial testing the optical lever was made to view a flat mirror fixed to it. The optical path was evacuated to ϳ1 Torr to reduce the effects of turbulence; the lever was thermally insulated with ϳ50 mm of Styrofoam and suspended by bungee cords to minimize vibrations.
IV. COMMENTS ON THE PERFORMANCE AND FUTURE DEVELOPMENTS
The performance characteristics are best displayed as the Fourier transform of the signal; this is done in Figs. 5 and 6. Note that in Fig. 5 the angular resolution at high frequencies up to ϳ20 Hz is ϳ2 ϫ 10 −10 rad Hz −1/2 but degrades below ϳ10 −2 Hz. The low-frequency region is displayed on a log-log graph in Fig. 6 . From the best fit to this curve ͑not shown͒ we note that the resolution can be parametrized as ⌬ = 2 ϫ 10 −10 ͑0.01 Hz/͒rad Hz −1/2 , for Ͻ 10 −2 Hz.
͑34͒
The resolution degrades with decreasing frequency, probably because of drifts and fluctuations in the temperature, pressure, and other parameters of the environment. Nevertheless, for observations of periodic motions even at low frequencies, the optical lever provides adequate resolution. The typical bandwidth of observation at a frequency is ϳ / Q, where Q is the quality factor of the oscillator under study. The effective amplitude of oscillation that can be detected is given by
Thus, at ϳ 10 −4 Hz and with Q ϳ 100 an amplitude of 2 ϫ 10 −11 rad could be measured. In Fig. 7 we show the phase of the calibration signal as a function of frequency. Note that the phase is completely random and extends from + to −. This indicates that the noise that is present in the signal has no correlations whatsoever and is very similar to thermal noise, even though the spectrum shows enhancement at low frequencies.
We may define the dynamical range of the instrument as the ratio of the maximum angle to the minimum angle that can be measured, or, in other words, the ratio of range to the resolution. If the CCD array is of length N max and the image length is n c , the maximum angle deviation that can be measured is max = ± ͑N max − n c ͒p/2f . ͑36͒
FIG. 5.
A power spectrum of the background noise in the angular orientation of a fixed mirror observed with the autocollimating optical lever is shown. The spike comes at the natural frequency of the bungee cords from which the autocollimator was suspended. Also present is some enhanced power at very low frequencies; this is due to changing environmental conditions in the laboratory where these data were recorded.
FIG. 6.
Resolution of autocollimator at lower frequencies, estimated from observations of a fixed mirror.
For the instrument we have developed N max =2k, n c = 1430, p =13 m, and f =10 6 m; these parameters yield ⌬ max Ϸ 2 ϫ 10 −3 rad. Taking the resolution ⌬ nominally to be ϳ2 ϫ 10 −10 rad Hz −1/2 and the dynamic range R ϳ 10 7 , the import of Eq. ͑36͒ is essentially the same as that given in Eq. ͑23͒.
Finally, we may consider possible extensions of this optical lever for measurement of two angles and , i.e., as a two-dimensional detector. The design of the source will be an n ϫ n square matrix of holes, each of size 90ϫ 90 m, say, with a pitch of 182 m in either direction. The criterion for near saturation of the pixels during the time needed to read and analyze a frame will be met, if the array is 4 ϫ 4 and the other parameters are as described before. It is easy to show, that under these conditions, the resolution will be degraded by a factor of ϳ2.6, ⌬ Ϸ ⌬ Ϸ 2 ϫ 10 −10 ϫ 2.6 rad Hz Thus, it is clear that by careful planning we may develop optical levers to measure angles with extraordinary precision using CCD arrays. Indeed, with the rapid improvement of the CCD technology that is being witnessed today, the resolutions and dynamical ranges described in this article will soon be superseded.
