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Abstract. The inverse scattering transform for the focusing nonlinear Schro¨dinger equation is presented for a
general class of initial conditions whose asymptotic behavior at infinity consists of counterpropagating waves.
The formulation takes into account the branched nature of the two asymptotic eigenvalues of the associated
scattering problem. The Jost eigenfunctions and scattering coefficients are defined explicitly as single-valued
functions on the complex plane with jump discontinuities along certain branch cuts. The analyticity proper-
ties, symmetries, discrete spectrum, asymptotics and behavior at the branch points are discussed explicitly.
The inverse problem is formulated as a matrix Riemann-Hilbert problem with poles. Reductions to all cases
previously discussed in the literature are explicitly discussed. The scattering data associated to a few special
cases consisting of physically relevant Riemann problems are explicitly computed.
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1 Introduction and motivation
The nonlinear Schro¨dinger (NLS) equation, iqt + qxx ± 2|q|2q = 0, (“+” for focusing; “−” for de-
focusing) is one of the most important systems in nonlinear science, since it arises as a model in
deep water waves, plasmas, acoustics, optics and Bose-Einstein condensation [1–5]. Indeed, the
NLS equation is a universal model for the evolution of a complex envelope of weakly nonlinear
dispersive wave trains [6]. The NLS equation is also one of the most well-known examples of an
integrable nonlinear evolution equation. Infinite-dimensional integrable systems have been studied
extensively due to the combination of physical relevance and rich mathematical structure [4,7–10].
In particular, for the NLS equation, the inverse scattering transform (IST) was developed by Za-
kharov and Shabat in 1972 to solve the initial value problem (IVP) in the case of zero boundary
conditions (BCs) at infinity and of initial conditions (ICs) with sufficient smoothness [11]. Shortly
after, the same authors extended the formulation of the IST to solve the IVP with symmetric nonzero
boundary conditions (NZBCs) in the defocusing case [12]. The behavior of solutions in these cases
has since been extensively studied and unraveled in several works, e.g., see [13–28] and the refer-
ences therein. In particular, the case of symmetric NZBCs in the focusing NLS equation has received
renewed attention recently [29–32], and the case of fully asymmetric NZBCs in both focusing and
defocusing NLS equations was also studied [27,33–35].
Importantly, however, all of the above works considered the case of either zero or constant BCs
at infinity. Only two works in the more general case of plane-wave BCs are available in the literature,
one in the focusing case [36] and one in the defocusing case [37]. Nevertheless, in both of those
works only a specific choice of ICs was considered, corresponding to a Riemann problem, namely a
plane wave in each of the half-lines x > 0 and x < 0 with a discontinuity at the origin. The aim of
this work is to develop the IST for solving the IVP for the focusing NLS equation
iqt + qxx + 2|q|2q = 0 , (x, t) ∈ R×R , (1.1)
with a more general class of ICs q(x, 0) which reduce to plane waves only as x → ±∞, namely,
q(x, 0) = A±e−iV|x|±iδ(1+ o(1)) , x → ±∞ , (1.2)
where A± > 0 and V, δ ∈ R. Throughout this work, q : R×R+ → C, and subscripts x and t denote
partial differentiation. Detailed statements about the precise function spaces required for the various
steps in the development of the IST will be given later. Note that one could equally well consider
the seemingly more general class of ICs q(x, 0) = A±eiV±x+iδ±(1+ o(1)) as x → ±∞. However,
there is no actual need to do so, since without loss of generality one can always reduce this latter
class to the ICs (1.2), namely V± = ±V and δ± = ±δ, using the Galilean and phase invariances of
the NLS equation. Thus, the present work encompasses the most general family of solutions of the
focusing NLS equation which tends asymptotically to genus-0 (i.e., constant or plane wave) behavior
at infinity.
The family of ICs (1.2) includes those studied in all of the aforementioned works on the focus-
ing NLS equation as special cases. In particular, the long-time asymptotics of solutions in various
subcases when either A− and/or A+ are nonzero have been studied by various authors in recent
years [31, 36, 38]. Here, we address the general case and show how the various subcases can be
obtained as appropriate reductions, thus providing a unified framework for the study of these prob-
lems. We also consider various Riemann problems, i.e. pure step ICs. As usual, the development
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of the IST proceeds under the assumption of existence and uniqueness. Once a representation for
the solution of the IVP has been obtained, however, one can use it as the starting point to rigorously
prove the well-posedness of the problem in appropriate function spaces e.g., see [39–41].
This work is organized as follows. Section 2 introduces the Jost solutions and their properties.
Section 3 introduces the scattering matrix and symmetries of the Jost solutions. Section 4 formulates
the inverse problem as a matrix Riemann-Hilbert problem. Section 5 discusses various reductions
as special cases, such as that of equal amplitudes, zero velocities, or one-sided boundary conditions.
Section 6 is devoted to various explicit initial conditions. Proofs of theorems, lemmas and corollaries
are provided in section 7, and section 8 ends this work with some concluding remarks.
2 Direct problem: Jost solutions and analyticity properties
The focusing NLS equation (1.1) is the compatibility condition φxt = φtx or, equivalently, Xt − Tx +
[X, T] = 0, of the following overdetermined linear system of ODEs known as a Lax pair:
φx(x, t, k) = X(x, t, k)φ(x, t, k) , (2.1a)
φt(x, t, k) = T(x, t, k)φ(x, t, k) , (2.1b)
where
X(x, t, k) = ikσ3 +Q(x, t) , (2.2a)
T(x, t, k) = −2ik2σ3 + iσ3
(
Qx(x, t)−Q2(x, t)
)− 2kQ(x, t) , (2.2b)
and
Q(x, t) =
(
0 q(x, t)
−q(x, t) 0
)
, σ3 =
(
1 0
0 −1
)
, σ1 =
(
0 1
1 0
)
, (2.3)
with the bar denoting complex conjugation. Equation (2.1a) is referred to as the scattering problem,
the complex-valued matrix function φ(x, t, k) is referred to as the eigenfunction, k is referred to as
the scattering parameter, and q(x, t) as the scattering potential. The matrix σ1 is defined now for
later use.
The IST method can be outlined as follows: first, using appropriate solutions of the Lax pair
(2.1) known as Jost solutions, one constructs a map that associates the solution q(x, t) of the NLS
equation to a suitable set of “scattering data”, which are independent of x and t and depend only
on k. Then, inverting this map one recovers the potential in terms of said scattering data. In this
section, we introduce the Jost solutions and we determine their properties. Proofs for all the results
in this section are given in Appendix 7.1.
2.1 Jost solutions: Formal definition
It is useful to first consider the eigenfunctions corresponding to the following two exact plane-wave
solutions of the NLS equation (1.1):
q±(x, t) = A±e−2i f±(x,t)±iδ , (2.4)
with
f±(x, t) =
1
2
[±Vx+ (V2 − 2A2±)t] . (2.5)
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Here and throughout we use the subscripts ± to relate to behavior as x → ±∞. (Note that the labels
q± have been used in previous works to denote constant values, independent of x and t. This is not
the case here.)
Observe that the asymptotic behavior (1.2) for the ICs can be written as q(x, 0) = q±(x, 0) (1+
o(1)), x → ±∞. Thus, as long as the IVP is well-posed, the condition (1.2) implies
q(x, t) = q±(x, t)(1+ o(1)) , x → ±∞ , (2.6)
for all t ∈ R, so that
Q(x, t) = Q±(x, t)(I+ o(1)), x → ±∞ , (2.7a)
X(x, t, k) = X±(x, t, k)(I+ o(1)), x → ±∞ , (2.7b)
T(x, t, k) = T±(x, t, k)(I+ o(1)), x → ±∞ , (2.7c)
where
Q±(x, t) = e−i f±(x,t)σ3
(
A±σ3e±iδσ3σ1
)
ei f±(x,t)σ3 ,
X±(x, t, k) = ikσ3 +Q±(x, t) ,
T±(x, t, k) = −2ik2σ3 + iσ3
(
(Q±)x(x, t)−Q2±(x, t)
)− 2kQ±(x, t) . (2.8)
In Appendix 7.1, we derive the following simultaneous solutions φ˜±(x, t, k) to the Lax pair (2.1) for
the exact potentials q±(x, t):
φ˜±(x, t, k) = e−i f±(x,t)σ3E±(k)eiθ±(x,t,k)σ3 , (2.9)
with
λ±(k) =
(
(k±V/2)2 + A2±
)1/2
, (2.10a)
E±(k) = I+
iA±
λ±(k) + (k±V/2)e
±iδσ3σ1 , (2.10b)
θ±(x, t, k) = λ±(k) (x− 2(k∓V/2)t) . (2.10c)
Note that λ±(k) has branch points at k = p± and k = p±, where
p± = ∓V/2+ iA± . (2.11)
We will make an explicit choice of branch cut for λ±(k) in Section 2.2. Motivated by (2.9), we define
the Jost solutions φ±(x, t, k) for the potential q(x, t) satisfying (1.2) to be the simultaneous solutions
to the Lax pair (2.1) such that
φ±(x, t, k) = e−i f±(x,t)σ3E±(k)eiθ±(x,t,k)σ3(I+ o(1)) , x → ±∞ . (2.12)
Since X and T are traceless, by Abel’s theorem the determinants of φ±(x, t, k) are independent of x
and t. Thus,
D±(k) := det φ±(x, t, k) = lim
x→±∞det φ±(x, t, k) = det E±(k) =
2λ±(k)
λ±(k) + (k±V/2) . (2.13)
In the special case A± = 0, (2.13) reduces to D±(k) ≡ 1, and the whole formalism reduces to the
IST with zero boundary conditions. When A± 6= 0, D±(k) vanishes only at the branch points of
λ±(k) (see Section 2.2). Moreover, since
A2± = (λ±(k) + (k±V/2)) (λ±(k)− (k±V/2)) , (2.14)
neither factor on the right-hand side is ever zero, and therefore D±(k) has no poles.
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2.2 Branch cuts for the asymptotic eigenvalues
In order to discuss the analyticity properties of the Jost solutions defined above, it is necessary to
make an explicit choice of branch cut to define λ±(k) for all k ∈ C. To simplify the argument, we
first define
λ(k; A) = (k2 + A2)1/2 = (k− iA)1/2(k+ iA)1/2 . (2.15)
Note that λ(k; A) ∈ R exactly when k ∈ R∪ i[−A, A]. We take the branch cut of λ(k; A) to lie along
i[−A, A] oriented upward, and define λ(k; A) to be continuous from the right. Explicitly, letting
k− iA = r1eiϕ1 and k+ iA = r2eiϕ2 with −pi/2 ≤ ϕ1, ϕ2 < 3pi/2, we define
(k− iA)1/2 = √r1eiϕ1/2 , (k+ iA)1/2 = √r2eiϕ2/2 , (2.16)
and
λ(k; A) =
√
r1r2ei(ϕ1+ϕ2)/2 , (2.17)
so that λ(k; A) = k+O(1/k) as k→ ∞ in any direction (cf. Fig. 1).
Lemma 2.1 The function λ(k; A) defined by (2.17) satisfies the following properties:
Imλ(k; A) ≶ 0 , k ∈ C∓ \ i[−A, A] , (2.18a)
Reλ(k; A) ≶ 0 , k ∈ R∓ + iR , (2.18b)
λ(k; A) = λ(k; A) , k ∈ C , (2.18c)
λ(−k; A) = −λ(k; A) , k ∈ C \ i[−A, A] , (2.18d)
λ∓(k; A) = ±λ(k; A) , k ∈ i[−A, A] . (2.18e)
Here and elsewhere, R∓ = {k ∈ R : Re k ≶ 0}, C∓ = {k ∈ C : Im k ≶ 0} and the superscripts
∓ on functions of k denote the limit being taken from the right/left of the negative/positive side
of the oriented contour respectively. In particular, for the upward oriented contour i[−A, A], the
superscripts ∓ denote the limits from the right/left, i.e.
λ∓(k; A) := lim
e↓0
λ(k± e; A), k ∈ i[−A, A] . (2.19)
Figure 1: The definition (2.17) of the generic square root λ(k; A) with φj ∈ [−pi/2, 3pi/2].
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With the above definitions, (2.10a) can be expressed as
λ±(k) := λ(k±V/2; A±) , (2.20)
Correspondingly, λ±(k) ∈ R exactly for k ∈ R∪ Σ±, where
Σ+ = [p+, p+] = Σ+1 ∪ Σ+2 , Σ− = [p−, p−] = Σ−1 ∪ Σ−2 , (2.21)
are the upward oriented branch cuts for λ+(k) and λ−(k) respectively, and
Σ±1 = Σ± ∩ (R∪C+) = ∓V/2+ i[0, A±] , (2.22a)
Σ±2 = Σ± ∩ (R∪C−) = ∓V/2+ i[−A±, 0] , (2.22b)
with p± as defined in (2.11) (cf. Fig. 2). From Lemma 2.1, we have
λ−±(k) = λ±(k), k ∈ Σ± , (2.23a)
λ+±(k) = −λ±(k), k ∈ Σ± . (2.23b)
Hereafter we will suppress the k-dependence of λ± when doing so does not create ambiguity. For
later convenience, we also define the set
Σ = R∪ Σ+ ∪ Σ− , (2.24)
which will comprise the continuous spectrum of the scattering problem (see Section 3).
Recall that we denoted by D±(k) the determinants of the Jost solutions, as given in (2.13). With
the chosen branch cuts for λ±, D±(k) are analytic for k ∈ C \Σ±. When deriving the jump conditions
in the Riemann-Hilbert problem, it will also be necessary to understand the discontinuities of D±(k)
across the branch cuts Σ±. Explicitly, it is easy to show that
D+±(k) =
4λ2±
A2±
1
D±(k)
, k ∈ Σ± , (2.25)
where, due to our choice (2.23) for λ±, the values of D± on the branch cuts coincide with their
limits from the right, i.e. D−±(k) = D±(k) for all k ∈ Σ±. Another choice of branch cut is needed
when introducing d±(k) = (D±(k))1/2, which will be used in Section 4 when defining a sectionally
meromorphic matrix function for the inverse problem. Explicitly, we define
d±(k) =
√
D±(k) , k ∈ C , (2.26)
where
√· denotes the principal square root with branch cut along R− ∪ {0}.
Lemma 2.2 The function d±(k) is analytic in C \ Σ± and continuous from the right on Σ± with
d+±(k) =
2λ±
A±
1
d±(k)
, k ∈ Σ± , (2.27a)
d±(k) = 1+O(1/k) , k→ ∞ . (2.27b)
The limiting values of the Jost solutions on the branch cuts will be discussed later in Section 3.3.
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2.3 Jost solutions: Rigorous definition, analyticity and continuous spectrum
We now introduce integral equations that can be used to rigorously define the Jost solutions and
establish their regions of existence, continuity and analyticity. We first remove the asymptotic oscil-
lations that are present in (2.12) by introducing the modified eigenfunctions
µ±(x, t, k) = ei f±(x,t)σ3φ±(x, t, k)e−iθ±(x,t,k)σ3 . (2.28)
The Lax pair (2.1) yields corresponding ODEs for the functions µ±. Noting that
X(x, t, k) = X±(x, t, k) + ∆Q±(x, t) , (2.29)
with
∆Q±(x, t) = Q(x, t)−Q±(x, t) , (2.30)
these ODEs can be formally integrated [see Appendix 7.1] to obtain the integral equations
µ±(x, t, k) = E±(k) +
x∫
±∞
E±(k)eiλ±(x−y)σ3E−1± (k)e
2i f±(y,t)σ3∆Q±(y, t)µ±(y, t, k)e−iλ±(x−y)σ3dy .
(2.31)
We now let φ±1 and φ±2 denote the first and second columns of φ± respectively. Using the left- and
right-background solutions q±(x, t) defined in (2.4) and the notation for Σ±,1,2 introduced in (2.22)
(cf. Fig. 2), we then have the following:
Theorem 2.3 If (q− q±) ∈ L1x(R±) for all t ∈ R, then
• φ+1(x, t, k) is analytic for k ∈ C+ \ Σ+1 , continuous from above on k ∈ R and from the right on
k ∈ Σo+1 , and also defined on k ∈ Σo+2 .
• φ+2(x, t, k) is analytic for k ∈ C− \ Σ+2 , continuous from below on k ∈ R and from the right on
k ∈ Σo+2 , and also defined for k ∈ Σo+1 .
• φ−1(x, t, k) is analytic for k ∈ C− \ Σ−2 , continuous from below on k ∈ R and from the right on
k ∈ Σo−2 , and also defined on k ∈ Σo−1.
• φ−2(x, t, k) is analytic for k ∈ C+ \ Σ−1 , continuous from above on k ∈ R and from the right on
k ∈ Σo−1 , and also defined for k ∈ Σo−2 .
Above and throughout the rest of this work,
Σo+1 = Σ+1 \ {p+}, Σo+2 = Σ+2 \ {p+} (2.32)
and similarly for Σo−1 and Σ
o
−2. The hypothesis of Theorem 2.3 does not allow us to draw any
conclusions about the Jost eigenfunctions at the branch points. The issue of the existence and
properties of the eigenfunctions at the branch points p± and p± will be discussed in Section 2.5.
The proof of Theorem 2.3 proceeds nearly identically as that in [29] and is included in Appendix
7.1. Moreover, the proof also implies the following:
Corollary 2.4 Under the hypothesis of Theorem 2.3, for any a ∈ R,
φ+1(x, t, k) ∈ L∞x (a,∞) , k ∈ R∪C+ ∪ Σo+2 \ {p+} , (2.33a)
φ+2(x, t, k) ∈ L∞x (a,∞) , k ∈ R∪C− ∪ Σo+1 \ {p+} , (2.33b)
φ−1(x, t, k) ∈ L∞x (−∞, a) , k ∈ R∪C− ∪ Σo−1 \ {p−} , (2.33c)
φ−2(x, t, k) ∈ L∞x (−∞, a) , k ∈ R∪C+ ∪ Σo−2 \ {p−} . (2.33d)
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Figure 2: The contours Σ±1, Σ±2 for V > 0 (left) and V < 0 (right). Recall that A− < A+. Along
the real axis (blue line), all four Jost solutions are defined. On the other hand, on Σ±1 and Σ±2 (red
segments), only three of the Jost solutions are generically defined.
2.4 Jost solutions: Asymptotic behavior as k→ ∞
Understanding the asymptotic behavior of φ±(x, t, k) as k → ∞ is necessary in order to properly
formulate the inverse problem, and will also allows us to recover the potential q from the scattering
data.
Lemma 2.5 If (q− q±) ∈ L1x(R±) and q is continuously differentiable with (q− q±)x ∈ L1x(R±) for
all t ∈ R, then
µ±(x, t, k) = I+O(1/k) , k→ ∞ , (2.34)
within the appropriate region of the complex k-plane for each column as outlined in Theorem 2.3.
Furthermore,
q(x, t) = −2i lim
k→∞
e−2i f−(x,t)k
[
µ−(x, t, k)
]
12 . (2.35)
As a direct consequence of the above lemma,
φ±(x, t, k) = ei(θ±(x,t,k)− f±(x,t))σ3(I+O(1/k)) , k→ ∞ , (2.36)
within the appropriate regions of the complex k-plane for each column. Observe that
λ±(k) = (k±V/2) + A
2±
2(k±V/2) +O(1/k
3) , k→ ∞ , (2.37)
and so
θ±(x, t, k) = (k±V/2)x−
(
2k2 −V2/2+ A2±
)
t+O(1/k) , k→ ∞
= θo(x, t, k) + f±(x, t) +O(1/k) , k→ ∞ ,
(2.38)
where we have introduced the controlling phase function for the Jost eigenfunctions in the problem
with zero boundary conditions:
θo(x, t, k) = k(x− 2kt) , (2.39)
which will also be used in Section 4. Lemma 2.5 together with (2.38) imply the following:
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Lemma 2.6 Under the hypotheses of Lemma 2.5,
φ±(x, t, k) = eiθo(x,t,k)σ3(I+O(1/k)) , k→ ∞ , (2.40)
within the appropriate region of the complex k-plane for each column as specified by Theorem 2.3.
Furthermore,
q(x, t) = −2i lim
k→∞
k
[
φ−(x, t, k)e−iθo(x,t,k)σ3
]
12 . (2.41)
2.5 Jost solutions: Behavior at the branch points
As mentioned in Section 2.3, the condition (q− q±) ∈ L1x(R±) for all t ∈ R is enough to guarantee
the existence and analyticity of the Jost eigenfunctions in suitable open regions of the complex k-
plane, as well as their continuity along portions of the boundary of these regions. Notably, however,
these regions do not include the branch points p± and p±. On the other hand, the behavior of the
eigenfunctions near the branch points must be understood in order to specify appropriate growth
conditions for the inverse problem. We next show that it is also possible to define the Jost solutions
at the branch points and determine their behavior under more strict conditions for the potential than
those imposed by Theorem 2.3. To do so, we introduce the weighted L1 spaces
L1,j(R±) :=
{
f : R→ C ∣∣ (1+ |x|)j f ∈ L1(R±)} , j = 1, 2. (2.42)
We then have the following:
Lemma 2.7 If (q− q±) ∈ L1,1x (R±) for all t ∈ R, then
φ+1(x, t, k) = a+1(x, t) + o(1), k→ p+ , (2.43a)
φ+2(x, t, k) = a+2(x, t) + o(1), k→ p+ , (2.43b)
φ−1(x, t, k) = a−1(x, t) + o(1), k→ p− , (2.43c)
φ−2(x, t, k) = a−2(x, t) + o(1), k→ p− , (2.43d)
for some functions a±1, a±2. In other words, the Jost solutions are well-defined and continuous at the
branch points. Moreover, a±1 and a±2 are never zero.
Lemma 2.8 If (q− q±) ∈ L1,2x (R±) for all t ∈ R, then
φ+1(x, t, k) = a+1(x, t) + b+1(x, t)(k− p+)1/2 + o(k− p+)1/2 , k→ p+ , (2.44a)
φ+2(x, t, k) = a+2(x, t) + b+2(x, t)(k− p+)1/2 + o(k− p+)1/2 , k→ p+ , (2.44b)
φ−1(x, t, k) = a−1(x, t) + b−1(x, t)(k− p−)1/2 + o(k− p−)1/2 , k→ p− , (2.44c)
φ−2(x, t, k) = a−2(x, t) + b−2(x, t)(k− p−)1/2 + o(k− p−)1/2 , k→ p− , (2.44d)
for some functions b±1, b±2 and for the functions a±1, a±2 as in Lemma 2.7.
Lemmas 2.7 and 2.8 are proved in Appendix 7.1. Note that the branch cuts for (k − p±)1/2 and
(k− p±)1/2 are taken analogously with the definition of λ(k; A) in (2.15) so that
λ±(k) = (k− p±)1/2(k− p±)1/2 . (2.45)
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The behavior of the Wronskian
w(k) = Wr
[
φ+1(x, t, k), φ−2(x, t, k)
]
, k ∈ R∪C+ , (2.46)
will ultimately determine the growth conditions at the branch points for the inverse problem. In
view of Lemmas 2.7 and 2.8, we have the following:
Corollary 2.9 If (q− q±) ∈ L1,1x (R±) for all t ∈ R, then
w(k) = a± + o(1) , k→ p± , (2.47)
for some constants a±.
Corollary 2.10 If (q− q±) ∈ L1,2x (R±) for all t ∈ R, then
w(k) = a± + b±(k− p±)1/2 + o(k− p±)1/2 , k→ p± , (2.48)
for some constants a±, b±.
The branch cuts for (k− p±)1/2 are taken as in Lemma 2.8. Higher order expansions can be found
similarly by placing further restrictions on the potential.
3 Direct problem: Scattering matrix, symmetries and discrete eigenvalues
The scattering data are constructed by studying the relations between the two sets of Jost solutions
φ+ and φ−. Proofs for all the results in this section are given in Appendix 7.1.
3.1 Scattering matrix
For k ∈ R, both φ+(x, t, k) and φ−(x, t, k) are fundamental matrix solutions of both parts of the Lax
pair (2.1). Thus, there exists a matrix
S(k) =
(
s11(k) s12(k)
s21(k) s22(k)
)
, (3.1)
independent of x and t, such that
φ−(x, t, k) = φ+(x, t, k)S(k) , k ∈ R , (3.2)
The matrix S(k) is known as the scattering matrix and its entries are known as the scattering coeffi-
cients. In particular,
φ−1(x, t, k) = s11(k)φ+1(x, t, k) + s21(k)φ+2(x, t, k), k ∈ R , (3.3a)
φ−2(x, t, k) = s12(k)φ+1(x, t, k) + s22(k)φ+2(x, t, k), k ∈ R . (3.3b)
Theorem 2.3 together with relations (3.3) gives the following Wronskian representations for the
scattering coefficients:
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Corollary 3.1 Under the hypothesis of Theorem 2.3, the scattering coefficients admit the following
Wronskian representations:
s11(k) = Wr[φ−1(x, t, k), φ+2(x, t, k)]/D+(k) , k ∈ R∪C− \ {p+, p−} , (3.4a)
s12(k) = Wr[φ−2(x, t, k), φ+2(x, t, k)]/D+(k) , k ∈ R∪ Σo+1 ∪ Σo−2 , (3.4b)
s21(k) = Wr[φ+1(x, t, k), φ−1(x, t, k)]/D+(k) , k ∈ R∪ Σo−1 ∪ Σo+2 , (3.4c)
s22(k) = Wr[φ+1(x, t, k), φ−2(x, t, k)]/D+(k) , k ∈ R∪C+ \ {p+, p−} , (3.4d)
with Σo±1 and Σ
o
±2 defined by (2.32). Moreover, s22(k) and s11(k) are analytic in C
+ \ Σ and C− \ Σ
respectively.
Note that the Wronskian representations (3.4) are first defined for k ∈ R, where both of the re-
lations (3.3) hold. Each of them can then be extended off the real k-axis to define the corresponding
scattering coefficient wherever the right-hand side of each of representations (3.4) is defined.
In the special case of no counterflows, i.e. V = 0, the scattering relations (3.3) and Wronskian
representations (3.4) can be further extended (see Section 5).
Corollary 3.2 Under the hypotheses of Lemma 2.5,
s11(k) = 1+O(1/k) , k→ ∞ , (3.5a)
s12(k) = O(1/k) , k→ ∞ , (3.5b)
s21(k) = O(1/k) , k→ ∞ , (3.5c)
s22(k) = 1+O(1/k) , k→ ∞ , (3.5d)
within the appropriate regions of the complex k-plane for each column as stated in Corollary 3.1.
Corollary 3.2 follows directly from the Wronskian definitions and Lemma 2.6 [note that D±(k) =
1+O(1/k2) as k→ ∞].
Scattering matrix from the left. Before the introduction of the scattering matrix, all calculations
were symmetric upon exchanging limits as x → −∞ and as x → ∞, thanks to the symmetry of the
NLS equation under space reflections. The relation (3.2), however, breaks this symmetry. On the
other hand, we can similarly write
φ+(x, t, k) = φ−(x, t, k)R(k) , k ∈ R , (3.6)
or, in column form,
φ+1(x, t, k) = r11(k)φ−1(x, t, k) + r21(k)φ−2(x, t, k) , k ∈ R , (3.7a)
φ+2(x, t, k) = r12(k)φ−1(x, t, k) + r22(k)φ−2(x, t, k) , k ∈ R , (3.7b)
for some scattering matrix
R(k) =
(
r11(k) r12(k)
r21(k) r22(k)
)
. (3.8)
The two scattering matrices S and R are related simply by
R(k) = S−1(k) , k ∈ R . (3.9)
Moreover, Wronskian representations exist similar to those in Corollary 3.1:
11
Corollary 3.3 Under the hypothesis of Theorem 2.3, the left scattering coefficients can be extended
through the Wrosnkian representations,
r11(k) = Wr[φ+1(x, t, k), φ−2(x, t, k)]/D−(k) , k ∈ R∪C+ \ {p+, p−} , (3.10a)
r12(k) = Wr[φ+2(x, t, k), φ−2(x, t, k)]/D−(k) , k ∈ R∪ Σo+1 ∪ Σo−2 , (3.10b)
r21(k) = Wr[φ−1(x, t, k), φ+1(x, t, k)]/D−(k) , k ∈ R∪ Σo−1 ∪ Σo+2 , (3.10c)
r22(k) = Wr[φ−1(x, t, k), φ+2(x, t, k)]/D−(k) , k ∈ R∪C− \ {p+, p−} . (3.10d)
Moreover, r11(k) and r22(k) are analytic in C+ \ Σ and C− \ Σ respectively.
From Corollaries 3.1 and 3.3, we see that
r11(k) = [D+(k)/D−(k)]s22(k) , r12(k) = −[D+(k)/D−(k)]s12(k) ,
r21(k) = −[D+(k)/D−(k)]s21(k) , r22(k) = [D+(k)/D−(k)]s11(k) ,
(3.11)
wherever the expressions are defined.
For later use, we define the reflection coefficients as
ρ(k) = s12(k)/s22(k) , k ∈ R∪ Σo+1 , (3.12)
r(k) = 1/s22(k)r21(k) , k ∈ R∪ Σo−1 . (3.13)
More precisely, ρ(k) and r(k) will appear in the jump matrices that define the Riemann-Hilbert
problem in Section 4. From Corollary 3.2, we see that
ρ(k) = O(1/k) , k→ ±∞ . (3.14)
One can also show that, generically, r(k) = O(k) as k → ±∞. This does not pose a problem,
however, since r(k) only appears in the jumps across the finite segment Σo−.
As with the scattering matrix from the right, in the special case of no counterflows, i.e. V = 0,
the scattering relations (3.7), Wronskian representations (3.10) and domains for ρ(k) and r(k) can
be further extended (see Section 5).
3.2 Continuous spectrum
The spectrum of the scattering problem is defined as the set of all k ∈ C for which there exist
solutions to the Lax pair (2.1) bounded for all x ∈ R. As usual, the spectrum consists of a continuum
of eigenvalues, Σ, which we refer to as the continuous spectrum, together with a discrete set K ∪ K
of eigenvalues (where K is the image of K under complex conjugation) which we refer to as the
discrete spectrum (discussed later). In the case of zero boundary conditions for the potential or of
symmetric boundary conditions with zero velocity (i.e., limx→±∞ q(x, t) = 0 or limx→±∞ q(x, t) = q˜±
with |q˜+| = |q˜−|, respectively), the set where both columns of φ−(x, t, k) are defined coincides with
that where both columns of φ+(x, t, k) are, and this set comprises the continuous spectrum of the
scattering problem. For example, in the case of symmetric boundary conditions with zero velocity
the continuous spectrum is the set R ∪ (−iA, iA), with A = |q˜±|. As discussed in Section 2.3,
however, this is not the case here. Specifically, φ±(x, t, k) can be defined simultaneously only for
k ∈ R, and indeed this is the only set where the full scattering relations (3.2) and (3.6) hold.
Nonetheless, it is still possible to partially extend half of (3.2) and (3.6) along appropriate
segments of Σ±. Specifically, taking into account the regions of definition and analyticity of the Jost
solutions, for all k ∈ Σo+ (where λ+(k) ∈ R) one can express the analytic column of φ−(x, t, k) as a
linear combination of the columns of φ+(x, t, k), and viceversa on Σo−. Specifically:
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Corollary 3.4 Under the hypothesis of Theorem 2.3, the scattering relations (3.3a), (3.3b), (3.7a) and
(3.7b) can be extended to k ∈ Σo+2, Σo+1, Σo−1 and Σo−2 respectively. That is:
φ−1(x, t, k) = s11(k)φ+1(x, t, k) + s21(k)φ+2(x, t, k) , k ∈ R∪ Σo+2 , (3.15a)
φ−2(x, t, k) = s12(k)φ+1(x, t, k) + s22(k)φ+2(x, t, k) , k ∈ R∪ Σo+1 , (3.15b)
φ+1(x, t, k) = r11(k)φ−1(x, t, k) + r21(k)φ−2(x, t, k) , k ∈ R∪ Σo−1 , (3.15c)
φ+2(x, t, k) = r12(k)φ−1(x, t, k) + r22(k)φ−2(x, t, k) , k ∈ R∪ Σo−2 . (3.15d)
Note that the coefficients in the right-hand side of (3.15) were labeled consistently with the Wron-
skian representations in (3.4). Together with Corollary 2.4, the expressions in Corollary 3.4 allow
us to conclude that the corresponding eigenfunctions are bounded over all x ∈ R:
Corollary 3.5 Under the hypothesis of Theorem 2.3, for all t ∈ R we have
φ+1(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo−1 , (3.16a)
φ+2(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo−2 , (3.16b)
φ−1(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo+2 , (3.16c)
φ−2(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo+1 . (3.16d)
In turn, defining
Σo := R∪ Σo+ ∪ Σo− , (3.17)
Corollary 3.5 implies:
Corollary 3.6 Under the hypothesis of Theorem 2.3 and for V 6= 0, the continuous spectrum is given
by Σo.
In the special case of no counterflows, i.e. V = 0, the relations (3.15) can be further extended so
that the regions of boundedness over x ∈ R in Corollary 3.5 are correspondingly extended. The
continuous spectrum also requires further consideration in this case (see Section 5).
3.3 Symmetries
The symmetries
X(x, t, k) = −σ∗X(x, t, k)σ∗ , T(x, t, k) = −σ∗T(x, t, k)σ∗ , k ∈ C , (3.18)
where
σ∗ =
(
0 1
−1 0
)
, (3.19)
lead to the following symmetry relations:
Lemma 3.7 (First symmetry, Jost solutions) Under the hypothesis of Theorem 2.3, we have the sym-
metries
φ+1(x, t, k) = σ∗φ+2(x, t, k) , k ∈ R∪C− ∪ Σo+1 \ {p+} , (3.20a)
φ+2(x, t, k) = −σ∗φ+1(x, t, k) , k ∈ R∪C+ ∪ Σo+2 \ {p+} , (3.20b)
φ−1(x, t, k) = σ∗φ−2(x, t, k) , k ∈ R∪C+ ∪ Σo−2 \ {p−} , (3.20c)
φ−2(x, t, k) = −σ∗φ−1(x, t, k) , k ∈ R∪C− ∪ Σo−1 \ {p−} . (3.20d)
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Lemma 3.8 (First symmetry, scattering coefficients) Under the hypothesis of Theorem 2.3, we have
the symmetries
s22(k) = s11(k) , k ∈ R∪C− \ {p+ , p−} , (3.21a)
s12(k) = −s21(k) , k ∈ R∪ Σo+2 ∪ Σo−1 , (3.21b)
r11(k) = r22(k) , k ∈ R∪C− \ {p+ , p−} , (3.21c)
r21(k) = −r12(k) , k ∈ R∪ Σo+2 ∪ Σo−1 . (3.21d)
Lemma 3.8 then gives the following symmetries for the reflection coefficients:
Corollary 3.9 (First symmetry, reflection coefficients) Under the hypothesis of Theorem 2.3, we
have the symmetries
ρ(k) = s21(k)/s11(k) , k ∈ R∪ Σo+2 , (3.22)
r(k) = −1/s11(k)r12(k) , k ∈ R∪ Σo−2 . (3.23)
Let us again use the superscript± to denote the left/right limits along an upward oriented contour in
the complex k-plane, as in (2.23). The symmetry λ+±(k) = −λ±(k) for k ∈ Σ± leads to the following:
Lemma 3.10 (Second symmetry, Jost solutions) Under the hypothesis of Theorem 2.3,
φ++1(x, t, k) =
2λ+
iA+D+(k)
e−iδφ+2(x, t, k) , k ∈ Σo+1 , (3.24a)
φ++2(x, t, k) =
2λ+
iA+D+(k)
e+iδφ+1(x, t, k) , k ∈ Σo+2 , (3.24b)
φ+−1(x, t, k) =
2λ−
iA−D−(k)
e+iδφ−2(x, t, k) , k ∈ Σo−2 , (3.24c)
φ+−2(x, t, k) =
2λ−
iA−D−(k)
e−iδφ−1(x, t, k) , k ∈ Σo−1 . (3.24d)
Lemma 3.11 (Second symmetry, scattering coefficients) Under the hypothesis of Theorem 2.3 and
for V 6= 0,
s+22(k) =
iA+D+(k)
2λ+
e−iδs12(k) , r+11(k) =
2λ+
iA+D+(k)
e−iδr12(k) , k ∈ Σo+1 , (3.25a)
s+22(k) =
2λ−
iA−D−(k)
e−iδs21(k) , r+11(k) =
iA−D−(k)
2λ−
e−iδr21(k) , k ∈ Σo−1 , (3.25b)
s+11(k) =
iA+D+(k)
2λ+
eiδs21(k) , r+22(k) =
2λ+
iA+D+(k)
eiδr21(k) , k ∈ Σo+2 , (3.25c)
s+11(k) =
2λ−
iA−D−(k)
eiδs12(k) , r+22(k) =
iA−D−(k)
2λ−
eiδr21(k) , k ∈ Σo−2 . (3.25d)
In the special case of no counterflows, i.e. V = 0, the symmetries (3.20), (3.21), (3.22) and (3.23)
can be extended. The symmetries (3.24) are unchanged; however, the symmetries (3.25) must be
adjusted (see Section 5).
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3.4 Discrete eigenvalues
The discrete eigenvalues of the scattering problem are those values of k ∈ C \ Σ (i.e., away from
the continuous spectrum and the branch points) for which there exist solutions of the Lax pair (2.1)
bounded for all x ∈ R. As usual, the discrete eigenvalues are in one-to-one correspondence with the
zeros of the analytic scattering coefficients:
Lemma 3.12 Under the hypothesis of Theorem 2.3, there exists an eigenfunction bounded for all x ∈ R
satisfying the Lax pair (2.1) at k = ko ∈ C+ \ Σ [respectively ko ∈ C− \ Σ] if and only if s22(ko) = 0
[respectively s11(ko) = 0]. Moreover, whenever such conditions are satisfied, the corresponding eigen-
functions decay exponentially at both spatial infinities.
Corollary 3.13 The set K ∪ K of discrete eigenvalues (with K ⊂ C+ \ Σ) is comprised of a possibly
infinite set of isolated points in C \ Σ.
Note that the set of discrete eigenvalues could possibly have one or more accumulation points in
Σ = R∪Σ+ ∪Σ− since, generically, s11(k) and s22(k) are not analytic there. Indeed, it is well known
that such situations occur for the focusing NLS equation with zero boundary conditions [42]. It is
also possible that s11(k) could possess zeros along real k-axis even if the set of discrete eigenvalues
K ∪ K is finite. Indeed, while non-generic, such situations are fairly common in the case of zero
boundary conditions [4]. Zeros of s11(k) and s22(k) along the continuous spectrum are referred to
as spectral singularities [43]. In contrast, the scattering coefficients do not vanish on Σo+ or Σo−:
Lemma 3.14 Under the hypothesis of Theorem 2.3 and for V 6= 0,
s11(k) 6= 0 , r22(k) 6= 0 , k ∈ Σo+2 ∪ Σo−2 \ {±V/2} , (3.26a)
s12(k) 6= 0 , r12(k) 6= 0 , k ∈ Σo+1 ∪ Σo−2 \ {±V/2} , (3.26b)
s21(k) 6= 0 , r21(k) 6= 0 , k ∈ Σo+2 ∪ Σo−1 \ {±V/2} , (3.26c)
s22(k) 6= 0 , r11(k) 6= 0 , k ∈ Σo+1 ∪ Σo−1 \ {±V/2} . (3.26d)
Note that the above statements do not hold in the case V = 0 (see Section 5). Indeed, when V = 0,
the limiting case of a discrete eigenvalue on the branch cut gives rise to Akhmediev breathers [29].
Also, the coefficients can vanish on the boundary of Σ+ or Σ−, i.e., at k = p± and k = p±. Indeed,
in the case V = 0, such zeros lead to rational solutions such as the Peregrine breather and its
generalizations [29,44].
In the formulation of the inverse problem, it is necessary to relate different eigenfunctions at
the discrete eigenvalues. From Corollary 3.1, we see that if s22(ko) = 0 for some discrete eigenvalue
ko ∈ C+ \ Σ, then
Wr[φ+1(x, t, ko), φ−2(x, t, ko)] = 0 , ∀x, t ∈ R . (3.27)
Neither φ+1(x, t, ko) nor φ−2(x, t, ko) can be identically zero due to the normalizations in (2.12).
Then,
φ−2(x, t, ko) = Cnφ+1(x, t, ko) , ∀x, t ∈ R , Cn 6= 0 . (3.28)
Now s11(ko) = 0 by Lemma 3.8. Hence, φ−1(x, t, ko) and φ+2(x, t, ko) are also proportional, and ko is
a discrete eigenvalue as well. In particular, from Lemma 3.7 we have
− σ∗φ−1(x, t, ko) = Cnσ∗φ+2(x, t, ko) , ∀x, t ∈ R , (3.29)
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so that
φ−1(x, t, ko) = −Cnφ+2(x, t, ko) , ∀x, t ∈ R . (3.30)
If ko is a simple root of s22(k) so that s′22(ko) 6= 0, then
Resk=ko
[ φ−2(x, t, k)
s22(k)d+(k)
]
= cn
φ+1(x, t, ko)
d+(ko)
, (3.31a)
Resk=ko
[ φ−1(x, t, k)
s11(k)d+(k)
]
= −cn φ+2(x, t, ko)
d+(ko)
, (3.31b)
with
cn =
Cn
s′22(ko)
. (3.32)
The residue relations (3.31) will be needed to complete the formulation of the inverse problem.
Higher order zeros can be dealt with similarly, but we omit such cases for simplicity brevity?.
4 Inverse problem: Riemann-Hilbert problem formulation
We now turn our attention to the inverse problem (namely, recovering the solution of the NLS
equation from its scattering data), which we will formulate as a matrix Riemann-Hilbert problem
(RHP). Proofs for all the results in this section are given in Appendix 7.2. We begin by introducing
the sectionally meromorphic matrix function
M(x, t, k) =

1
d+(k)
(
φ+1(x, t, k),
φ−2(x, t, k)
s22(k)
)
e−iθo(x,t,k)σ3 , k ∈ C+ \ Σ ,
1
d+(k)
(
φ−1(x, t, k)
s11(k)
, φ+2(x, t, k)
)
e−iθo(x,t,k)σ3 , k ∈ C− \ Σ ,
(4.1)
where θo(x, t, k) = k(x − 2kt), as in (2.39). In light of Lemma 2.6 and Corollary 3.2, we see that
M(x, t, k) = I+O(1/k) as k → ∞. The factor d+(k) defined by (2.26) enforces detM(x, t, k) = 1.
Since the columns of φ±(x, t, k) satisfy the Lax pair (2.1), (4.1) implies:
Lemma 4.1 (Modified Lax pair) The matrix M(x, t, k) defined by (4.1) satisfies the modified Lax pair
Mx(x, t, k)− ik
[
σ3 ,M(x, t, k)
]
= Q(x, t)M(x, t, k) , (4.2a)
Mt(x, t, k) + 2ik2
[
σ3 ,M(x, t, k)
]
=
(
iσ3
(
Qx(x, t)−Q2(x, t)
)
+ 2kQ(x, t)
)
M(x, t, k) . (4.2b)
4.1 Jump matrix and residue conditions
As before, we use the superscripts ± to denote the non-tangential left/right limits toward the ori-
ented contours. We first express the discontinuity of M(x, t, k) across Σo. We should note that in
many previous works, θ±(x, t, k) were used instead of θo(x, t, k) in the definition (4.1). The use of
θo(x, t, k), however, results in a considerable simplification of the jumps across the branch cuts com-
pared to θ±(x, t, k), since, unlike θ±(x, t, k), θo(x, t, k) is entire. The factor d+(k) in the definition of
M(x, t, k) also helps to further simplify the jumps.
Theorem 4.2 Under the hypothesis of Theorem 2.3 and for V 6= 0, the matrix M(x, t, k) defined
in (4.1) satisfies the jump condition
M+(x, t, k) = M−(x, t, k)J(x, t, k) , k ∈ Σo, (4.3)
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where the jump matrix J(x, t, k) is given by
J(x, t, k) = eiθo(x,t,k)σ3 Jo(k) e−iθo(x,t,k)σ3 , (4.4)
with
Jo(k) =

(
1 ρ(k)
ρ(k) 1+ ρ(k)ρ(k)
)
, k ∈ R ,(
iρ(k)e−iδ 0
−ie−iδ −ieiδ/ρ(k)
)
, k ∈ Σo+1 ,(
ie−iδ/ρ(k) −ieiδ
0 −iρ(k)eiδ
)
, k ∈ Σo+2 ,(
1 −r(k)
0 1
)
, k ∈ Σo−1 ,(
1 0
r(k) 1
)
, k ∈ Σo−2 .
(4.5)
Special cases, as well as the reduction to V = 0, are discussed in Sections 5 and 6.
As a consequence of Lemma 3.14 we see that the entries of the jump matrices are non-singular.
Note that we have broken the x 7→ −x symmetry in the definition of M(x, t, k), which uses d+(k)
and the analytic scattering coefficients from the right, s11(k) and s22(k). One could instead define
M(x, t, k) using d−(k) and the analytic scattering coefficients from the left, r11(k) and r22(k). Indeed,
defining
M˜(x, t, k) =

1
d−(k)
(
φ−2(x, t, k),
φ+1(x, t, k)
r11(k)
)
eiθo(x,t,k)σ3 , k ∈ C+ \ Σ ,
1
d−(k)
(
φ+2(x, t, k)
r22(k)
, φ−1(x, t, k)
)
eiθo(x,t,k)σ3 , k ∈ C− \ Σ ,
(4.6)
we find that M˜+(x, t, k) = M˜−(x, t, k) J˜(x, t, k), where
J˜(x, t, k) = J(x, t, k)
[
(ρ, r, θo,Σ+,Σ−) 7→ (ρ˜, r˜,−θo ,Σ−,Σ+)
]
, (4.7)
with ρ˜(k) = r21(k)/r11(k) and r˜(k) = 1/r11(k)s12(k).
As usual, when a non-empty discrete spectrum is present, the matrix M(x, t, k) acquires pole
singularities at the eigenvalues forming the discrete spectrum, and these singularities must be taken
into account to complete the formulation of the RHP. Specifically, from (3.31) we have the following
residue conditions for M(x, t, k):
Lemma 4.3 If s22(k) has a finite set of simple zeros, K = {k1, . . . , kN} ⊂ C+ \ Σ , then M(x, t, k) is
analytic in C \ (Σ ∪ K ∪ K). Moreover, M(x, t, k) has simple poles at each kn ∈ K and kn ∈ K , and
there are norming constants c1, . . . , cn ∈ C such that
Resk=kn M(x, t, k) = M(x, t, kn)
(
0 cne2iθo(x,t,kn)
0 0
)
, n = 1, . . . ,N , (4.8a)
Resk=kn M(x, t, k) = M(x, t, kn)
(
0 0
−cne−2iθo(x,t,kn) 0
)
, n = 1, . . . ,N . (4.8b)
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4.2 Growth conditions
In addition to the normalization, jump condition and residue conditions for M(x, t, k), one must
specify appropriate growth conditions near the branch points. These growth conditions are deter-
mined by the behavior of φ+1(x, t, k), φ−2(x, t, k) and d+(k) near the two branch points p+ and p− in
the upper half-plane. The symmetries then imply the corresponding growth conditions in the lower
half-plane.
Regarding d+(k), which is given by (2.26), we note that
1
d+(k)
=
{
O(k− p+)−1/4 , k→ p+ ,
O(1) , k→ p− .
(4.9)
Also, from Lemmas 2.7 and 2.8, if (q− q±) ∈ L1,1x (R±)∪ L1,2x (R±) then the eigenfunctions φ+1(x, t, k)
and φ−2(x, t, k) are continuous at the two branch points. We say that the generic case holds if
φ+1(x, t, k) and φ−2(x, t, k) are linearly independent at both branch points p+ and p−. In that case,
the Wronskian w(k) defined by (2.46) is nonzero at p± and
1
d+(k)s22(k)
:=
d+(k)
w(k)
=
{
O(k− p+)1/4 , k→ p+ ,
O(1) , k→ p− .
(4.10)
Then, introducing the notation A(k) =
(
O(k− ko)a,O(k− ko)b
)
for a matrix A(k) whose first and
second columns are O(k− ko)a and O(k− ko)b respectively, we arrive at the following result:
Lemma 4.4 Under the hypothesis of Corollary 2.9 and for V 6= 0, if φ+1(x, t, k) and φ−2(x, t, k) are
linearly independent at k = p± , then
M(x, t, k) =

(
O(k− p+)−1/4 ,O(k− p+)1/4
)
, k→ p+ ,(
O(k− p+)1/4 ,O(k− p+)−1/4
)
, k→ p+ ,
O(1) k→ p− , p− .
(4.11)
There are numerous exceptional cases beyond the generic case that was discussed above. We
now consider the case that φ+1(x, t, k) and φ−2(x, t, k) are linearly dependent at both branch points
p±. Then, the Wronskian w(k) vanishes at k = p±. In particular, under the hypothesis (q− q±) ∈
L1,2x (R±) of Corollary 2.10, we have
w(k) = b±(k− p±)1/2 + o(k− p±)1/2 , k→ p± , (4.12)
for some constants b±. If both of these constants are nonzero, then
1
d+(k)s22(k)
:=
d+(k)
w(k)
=
{
O(k− p+)−1/4 , k→ p+ ,
O(k− p−)−1/2 , k→ p− .
(4.13)
Therefore, we have:
Lemma 4.5 Under the hypothesis of Corollary 2.10 and for V 6= 0, if φ+1(x, t, k) and φ−2(x, t, k) are
linearly dependent at k = p± with
w(k) = b±(k− p±)1/2 + o(k− p±)1/2 , k→ p± , b± 6= 0 , (4.14)
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then
M(x, t, k) =

O(k− ko)−1/4 , k→ ko = p+ , p+ ,(
O(1) ,O(k− p−)−1/2
)
, k→ p− ,(
O(k− p−)−1/2 ,O(1)
)
, k→ p− .
(4.15)
Other cases can be treated similarly. If necessary, higher order expansions for w(k) can be
obtained with further restrictions on the potential.
4.3 Conversion to linear algebraic-integral equations and reconstruction formula
Together, the results of Sections 4.1 and 4.2 describe the properties of the matrix M(x, t, k) through
its definition (4.1) in terms of the Jost eigenfunctions. Specifically, in the generic case in which the
analytic Jost solutions are linearly independent at the branch points, we have:
Definition 4.6 (Riemann-Hilbert problem) Determine a matrix M(x, t, k) satisfying the following
conditions:
(i) M(x, t, k) is analytic for k ∈ C \ (Σ ∪ K ∪ K), with K ⊂ C+ \ Σ finite,
(ii) M(x, t, k) satisfies the jump condition (4.3), with J(x, t, k) given by (4.5),
(iii) M(x, t, k) = I+O(1/k) , k→ ∞,
(iv) M(x, t, k) has simple poles at each kn ∈ K and kn ∈ K satisfying the residue conditions (4.8),
(v) M(x, t, k) satisfies the growth conditions (4.11) at the branch points p±.
We now invert the perspective and seek to recover M(x, t, k) just from the above five properties.
That is, we show how the solution of the above RHP can be converted into that of a suitable set of
linear algebraic-integral equations. For brevity, we suppress the dependence of M, J and θo on x and
t wherever this does not cause ambiguity.
Theorem 4.7 The solution M(k) to the RHP 4.6 is given as the solution to the following system of
linear algebraic-integral equations:
M(k) = I+
N
∑
n=1
(−cne−2iθo(kn)M2(kn)
k− kn
,
cne2iθo(kn)M1(kn)
k− kn
)
+
1
2pii
∫
Σ
M−(ξ)(J(ξ)− I)
ξ − k dξ , k ∈ C \ (Σ ∪ K ∪ K) ,
(4.16a)
M1(kn) =
(
1
0
)
− N∑
m=1
cme−2iθo(km)M2(km)
kn − km
+
1
2pii
∫
Σ
[
M−(ξ)(J(ξ)− I)]1
ξ − kn dξ , (4.16b)
M2(kn) =
(
0
1
)
+
N
∑
m=1
cme2iθo(km)M1(km)
kn − km
+
1
2pii
∫
Σ
[
M−(ξ)(J(ξ)− I)]2
ξ − kn
dξ . (4.16c)
The final task in the inverse problem is to reconstruct the solution of the NLS equation from that
of the RHP. This is done without any appeal to the direct problem, but instead by using only those
conditions on M(x, t, k) imposed by the RHP 4.6.
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Lemma 4.8 Let M(x, t, k) solve the RHP 4.6. Then M(x, t, k) satisfies the modified Lax pair (4.2) with
Q(x, t) := −i lim
k→∞
k
[
σ3 ,M(x, t, k)
]
. (4.17)
Corollary 4.9 (Reconstruction formula) Let M(x, t, k) solve the RHP 4.6. The corresponding solu-
tion of the NLS equation (1.1) is given by
q(x, t) = −2i n∑
n=1
cne2iθo(x,t,kn)M11(x, t, kn)− 1
pi
∫
Σ
[
M−(x, t, ξ)(J(x, t, ξ)− I)]12dξ . (4.18)
5 Reductions: symmetric amplitudes; one-sided boundary conditions; zero velocity
The general framework of the previous sections admits several distinguished reductions, as we dis-
cuss next.
Symmetric amplitudes. The case of symmetric amplitudes is obtained when A− = A+ = A.
This is a straightforward reduction of the general formalism of the previous sections, as all of the
individual results go through without adjustment in this case. The only difference is simply that now
the two branch cuts Σ+ and Σ− in the complex k-plane have the same height.
One-sided boundary conditions. The general formalism also goes through in the case of one-
sided BCs, namely the case A− = 0 (or, equivalently, A+ = 0, due to the invariance of NLS under
space reflection). Actually, due to the Galilean and phase invariance of NLS, in this case one can also
take V = 0 and δ = 0 without loss of generality. This particular reduction was studied in [34, 38].
The only differences from the general formalism of the previous sections is that now λ− ≡ k for all
k ∈ C and hence Σ− = {0}.
No counterpropagating flows. This reduction corresponds to the case of zero asymptotic veloc-
ity, i.e. V = 0, and was studied in [29,31] for equal amplitudes and in [33] for unequal amplitudes.
The general approach presented in the previous sections can be successfully implemented in this
case as well. However, special consideration is required because when V = 0 the segments Σ+
Figure 3: Continuous spectrum for V = 0 assuming A− < A+. The blue segments indicate where
all four Jost solutions are defined generically, while the red segments indicate where only three of
the solutions are defined generically.
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and Σ− are partially overlapping (cf. Fig. 3) and, therefore, the domains of applicability of certain
results change. In what follows, we take A− ≤ A+ so that the overlapping portion of the branch
cuts is given by Σ− and the non-overlapping portion is given by Σ+ \ Σ−. This is done without loss
of generality thanks to the reflection symmetry of NLS, i.e., the symmetry under the transformation
x 7→ −x. Specifically, Corollaries 3.1, 3.3, 3.4 and 3.5 are modified as follows:
Corollary 5.1 (Analogue of Corollary 3.1) Under the hypothesis of Theorem 2.3 and for V = 0, the
scattering coefficients admit the following Wronskian representations:
s11(k) = Wr[φ−1(x, t, k), φ+2(x, t, k)]/D+(k) , k ∈ R∪C− ∪ Σo−1 \ {p+, p−} , (5.1a)
s12(k) = Wr[φ−2(x, t, k), φ+2(x, t, k)]/D+(k) , k ∈ R∪ Σo+1 ∪ Σo−2 , (5.1b)
s21(k) = Wr[φ+1(x, t, k), φ−1(x, t, k)]/D+(k) , k ∈ R∪ Σo−1 ∪ Σo+2 , (5.1c)
s22(k) = Wr[φ+1(x, t, k), φ−2(x, t, k)]/D+(k) , k ∈ R∪C+ ∪ Σo−2 \ {p+, p−} . (5.1d)
Moreover, s22(k) and s11(k) are analytic in C± \ Σ respectively.
Corollary 5.2 (Analogue of Corollary 3.3) Under the hypothesis of Theorem 2.3 and for V = 0, the
left scattering coefficients can be extended through the Wrosnkian representations,
r11(k) = Wr[φ+1(x, t, k), φ−2(x, t, k)]/D−(k) , k ∈ R∪C+ ∪ Σo−2 \ {p+, p−} , (5.2a)
r12(k) = Wr[φ+2(x, t, k), φ−2(x, t, k)]/D−(k) , k ∈ R∪ Σo+1 ∪ Σo−2 , (5.2b)
r21(k) = Wr[φ−1(x, t, k), φ+1(x, t, k)]/D−(k) , k ∈ R∪ Σo−1 ∪ Σo+2 , (5.2c)
r22(k) = Wr[φ−1(x, t, k), φ+2(x, t, k)]/D−(k) , k ∈ R∪C− ∪ Σo−1 \ {p+, p−} . (5.2d)
Moreover, r11(k) and r22(k) are analytic in C± \ Σ respectively.
Corollary 5.3 (Analogue of Corollary 3.4) Under the hypothesis of Theorem 2.3 and for V = 0,
(3.3a), (3.3b) and (3.7) can be extended to k ∈ Σo−1 ∪ Σo+2, Σo+1 ∪ Σo−2 and Σo− respectively. That is:
φ−1(x, t, k) = s11(k)φ+1(x, t, k) + s21(k)φ+2(x, t, k) , k ∈ R∪ Σo−1 ∪ Σo+2 , (5.3a)
φ−2(x, t, k) = s12(k)φ+1(x, t, k) + s22(k)φ+2(x, t, k) , k ∈ R∪ Σo+1 ∪ Σo−2 , (5.3b)
φ+1(x, t, k) = r11(k)φ−1(x, t, k) + r21(k)φ−2(x, t, k) , k ∈ R∪ Σo− , (5.3c)
φ+2(x, t, k) = r12(k)φ−1(x, t, k) + r22(k)φ−2(x, t, k) , k ∈ R∪ Σo− . (5.3d)
Corollary 5.4 (Analogue of Corollary 3.5) Under the hypothesis of Theorem 2.3 and for V = 0,
φ+1(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo− , (5.4a)
φ+2(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo− , (5.4b)
φ−1(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo−1 ∪ Σo+2 , (5.4c)
φ−2(x, t, k) ∈ L∞x (R) , k ∈ R∪ Σo+1 ∪ Σo−2 . (5.4d)
Recall that the condition (q− q±) ∈ L1x(R) assumed in Theorem 2.3 does not allow one to generically
define φ−(x, t, k) at the branch points k = ±iA−. Consequently, these points cannot generically be
included as part of the continuous spectrum. On the other hand, Lemma 2.7 allows one to define
φ−(x, t, k) at the branch points under more strict conditions on the potential. In such cases, relations
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(5.3a) and (5.3b) can be further extended to include the branch points k = ±iA− respectively.
Correspondingly, relations (5.4c) and (5.4d) can also be extended to include the branch points
k = ±iA− respectively. Next, Corollary 3.6, Lemmas 3.8, 3.11 and 3.14 and Theorem 4.2 are
modified as follows:
Corollary 5.5 (Analogue of Corollary 3.6) Under the hypothesis of Theorem 2.3 and for V = 0, the
continuous spectrum is given by Σo \ {±iA−}. If, in addition, (q− q−) ∈ L1,1x (−∞, a) for some a ∈ R,
then the continuous spectrum is given by Σo.
Lemma 5.6 (Analogue of Lemma 3.8) Under the hypothesis of Theorem 2.3 and for V = 0, we have
the symmetries
s22(k) = s11(k) , k ∈ R∪C− ∪ Σo−1 \ {p+ , p−} , (5.5a)
s12(k) = −s21(k) , k ∈ R∪ Σo+2 ∪ Σo−1 , (5.5b)
r11(k) = r22(k) , k ∈ R∪C− ∪ Σo−1 \ {p+ , p−} , (5.5c)
r21(k) = −r12(k) , k ∈ R∪ Σo+2 ∪ Σo−1 . (5.5d)
Lemma 5.7 (Analogue of Lemma 3.11) Under the hypothesis of Theorem 2.3 and for V = 0,
s+22(k) =
iA+D+(k)
2λ+
e−iδs12(k) , r+11(k) =
2λ+
iA+D+(k)
e−iδr12(k) , k ∈ Σo+1 \ Σ−1 , (5.6a)
s+22(k) =
A+λ−D+(k)
A−λ−D−(k)
e−2iδs11(k) , r+11(k) =
A−λ+D−(k)
A+λ−D+(k)
e−2iδr22(k) , k ∈ Σo+1 ∩ Σo−1 , (5.6b)
s+11(k) =
iA+D+(k)
2λ+
eiδs21(k) , r+22(k) =
2λ+
iA+D+(k)
eiδr21(k) , k ∈ Σo+2 \ Σ−2 , (5.6c)
s+11(k) =
A+λ−D+(k)
A−λ+D−(k)
e2iδs22(k) , r+22(k) =
A−λ+D−(k)
A+λ−D+(k)
e2iδr11(k) , k ∈ Σo+2 ∩ Σo−2 . (5.6d)
Lemma 5.8 (Analogue of Lemma 3.14) Under the hypothesis of Theorem 2.3 and for V = 0,
s11(k) 6= 0 , r22(k) 6= 0 , k ∈ Σo+2 \ Σ−2 , (5.7a)
s12(k) 6= 0 , r12(k) 6= 0 , k ∈ Σo+1 \ Σ−1 , (5.7b)
s21(k) 6= 0 , r21(k) 6= 0 , k ∈ Σo+2 \ Σ−2 , (5.7c)
s22(k) 6= 0 , r11(k) 6= 0 , k ∈ Σo+1 \ Σ−1 . (5.7d)
Note, however, that no statement can be made about the possibility of zeros of the scattering coeffi-
cients on Σ+ ∩ Σ−. The above results can be proved exactly as their counterparts for V 6= 0.
Theorem 5.9 (Analogue of Theorem 4.2) Under the hypothesis of Theorem 2.3 and for V = 0, the
matrix M(x, t, k) defined by (4.1) satisfies the jump condition
M+(x, t, k) = M−(x, t, k) J(x, t, k) , k ∈ Σo , (5.8)
where
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J(x, t, k) is still given by (4.4) but now with
Jo(k) =

(
1 ρ
ρ 1+ ρ(k)ρ(k)
)
, k ∈ R ,(
iρ(k)e−iδ 0
−ie−iδ −ieiδ/ρ(k)
)
, k ∈ Σo+1 \ Σ−1 ,(
ie−iδ/ρ(k) −ieiδ
0 −iρ(k)eiδ
)
, k ∈ Σo+2 \ Σ−2 ,(
iρ(k)e−iδ −i(1+ ρ(k)ρ(k))eiδ
−ie−iδ iρ(k)eiδ
)
, k ∈ Σo+1 ∩ Σo−1 ,(
−iρ(k)e−iδ −ieiδ
−i(1+ ρ(k)ρ(k))e−iδ −iρ(k)eiδ
)
, k ∈ Σo+2 ∩ Σo−2 .
(5.9)
The calculation of the jump matrix Jo in Theorem 5.9 is carried out in section 7.2. As a consequence
of Lemma 5.8, the entries of the jump matrices are non-singular, except possibly at the branch points.
Notice that the jumps for V = 0 on R, Σo+1 \ Σ−1 and Σo+2 \ Σ−2 as given in (5.9) respectively match
the jumps for V 6= 0 on R, Σo+1 and Σo+2 as given in (4.5).
Note that we have broken the x 7→ −x symmetry twice to arrive at the jump matrix Jo: once in
the definition of M(x, t, k) by (4.1), which used d+(k) and the analytic scattering coefficients from
the right, s11(k) and s22(k), and a second time by taking A− ≤ A+. If instead one takes A− ≥ A+,
then the overlapping portion of the branch cuts is given by Σ+ while the non-overlapping portion is
given by Σ− \ Σ+. In that case, the jumps for V = 0 on R, Σo−1 \ Σ+1 and Σo−2 \ Σ+2 respectively
match the jumps for V = 0 on R, Σo−1 and Σ
o
−2 in (4.5), while the jumps on the overlap Σ− ∩ Σ+
match the corresponding jumps in (5.9). For V = 0, we make the choice A− ≤ A+ so that all jumps
of M(x, t, k) as defined in (4.1) can be expressed in terms of ρ(k).
If A− 6= A+, then the growth conditions follow exactly as in the case of V 6= 0 treated in
Section 4.2 (cf. Lemmas 4.4 and 4.5). On the other hand, if A− = A+ then the branch points come
together and the growth conditions described by Lemmas 4.4 and 4.5 must be adjusted accordingly:
Lemma 5.10 (Analogue of Lemma 4.4 when A− = A+) Under the hypothesis of Corollary 2.9 and
for V = 0 and A− = A+ = A, if φ+1(x, t, k), φ−2(x, t, k) are linearly independent at k = iA, then
M(x, t, k) =
(
O(k∓ iA)∓1/4 ,O(k∓ iA)±1/4) , k→ ±iA . (5.10)
Lemma 5.11 (Analogue of Lemma 4.5 when A− = A+) Under the hypothesis of Corollary 2.10 and
for V = 0 and A− = A+ = A, if φ+1(x, t, k), φ−2(x, t, k) are linearly dependent at k = iA, with
w(k) = w1(k− iA)1/2 + o(k− iA)1/2 , k→ iA , (5.11)
and w1 6= 0, then
M(x, t, k) = O(k∓ iA)−1/4 , k→ ±iA . (5.12)
As in Section 4.2, other cases can be similarly treated and higher order expansions for w(k) can be
obtained by imposing further restrictions on the potential as necessary.
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In summary, for V = 0, the matrix M(x, t, k) satisfies the RHP (4.6) with J(x, t, k) given by
(5.9), together with the residue conditions (4.8) and appropriate growth conditions at the branch
points. The formal expressions for the system of algebraic-integral equations in Theorem 4.7 and
reconstruction formula in Corollary 4.9 are unchanged for V = 0.
6 Riemann problems
We now compute explicitly the scattering data and growth conditions for various Riemann problems,
namely, pure step ICs. Proofs for all the results in this section are given in section 7.3.
6.1 Riemann problem for a pure two-sided step with counterpropagating flows
Consider the IC
q(x, 0) =
{
A+e−iVx+iδ , x ≥ 0 ,
A−eiVx−iδ , x < 0 ,
0 < A− ≤ A+ . (6.1)
The special case A− = A+, δ = 0 and V > 0 for this problem was considered in [36]. Note, however,
that the normalization for the Jost solutions and the sectionally meromorphic matrices is different
in this work.
Explicitly, at t = 0 we have
φ+(x, 0, k) =
{
e−iVxσ3/2E+(k)eiλ+xσ3 , x ≥ 0 ,
eiVxσ3/2E−(k)eiλ−xσ3E−1− (k)E+(k) , x < 0 ,
(6.2a)
and
φ−(x, 0, k) =
{
e−iVxσ3/2E+(k)eiλ+xσ3E−1+ (k)E−(k) , x ≥ 0 ,
eiVxσ3/2E−(k)eiλ−xσ3 , x < 0 .
(6.2b)
Then, φ−(x, 0, k) = φ+(x, 0, k)S(k) with S(k) = E−1+ (k)E−(k). Hence, we find
s22(k) =
λ+ + (k+V/2)
2λ+(λ− + (k−V/2))A+eiδ
[
(λ+ − (k+V/2))A−e−iδ + (λ− + (k−V/2))A+eiδ
]
, (6.3a)
ρ(k) =
iA+eiδ
λ+ + (k+V/2)
(λ+ + (k+V/2))A−e−iδ − (λ− + (k−V/2))A+eiδ
(λ+ − (k+V/2))A−e−iδ + (λ− + (k−V/2))A+eiδ , (6.3b)
r(k) =
4iλ+λ−eiδ
[(λ+ + (k+V/2))e2iδ − (λ+ − (k+V/2))e−2iδ]A− − 2(k−V/2)A+ . (6.3c)
Note that ρ(k) = −ρ(k) and r(k) = −r(k).
Lemma 6.1 For the pure two-sided step initial condition with V 6= 0 and 0 < A− ≤ A+, there are no
discrete eigenvalues. Furthermore, if δ = 0 then
(i) If A+ = A− then ρ(k) has no zeros and r(k) has no singularities.
(ii) If A+ 6= A− then ρ(k) has a zero and r(k) has a singularity at
k =
V
2
(A+ + A−
A+ − A−
)
. (6.4)
In section 7.3, we show that the eigenfunctions φ+1 and φ−2 are linearly independent at the
branch points, so that the growth conditions are given by Lemma 4.4. The matrix M(x, t, k) as
defined in (4.1) then satisfies the RHP 4.6 with K = ∅ and with ρ(k) and r(k) given by (6.3).
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6.2 Riemann problem for a pure two-sided step without counterpropagating flows
Consider now the IC
q(x, 0) =
{
A+eiδ , x ≥ 0 ,
A−e−iδ , x < 0 ,
0 < A− ≤ A+ , (6.5)
which corresponds to (6.1) with V = 0. Much of the work from the preceding section is valid with
V = 0. In particular, the explicit Jost solutions φ± at t = 0 and the scattering coefficients are given
again by expressions (6.2) and (6.3), now with V = 0. Specifically, the reflection coefficient ρ(k) is
given by
ρ(k) =
iA+eiδ
λ+ + k
(λ+ + k)A−e−iδ − (λ− + k)A+eiδ
(λ+ − k)A−e−iδ + (λ− + k)A+eiδ . (6.6)
Lemma 6.2 For the pure two-sided step initial condition with 0 < A− ≤ A+ , δ = 0 and V = 0, there
are no discrete eigenvalues. Furthermore,
(i) If A+ = A− then ρ(k) ≡ 0 (except for the removable singularities at the branch points).
(ii) If A+ 6= A− then ρ(k) has a zero at k = 0.
In section 7.3, we show that for A+ 6= A− and V = 0 the eigenfunctions φ+1 and φ−2 are linearly
independent at the branch points, so that the growth conditions are given by Lemma 4.4. Then, the
matrix M(x, t, k) defined by (4.1) satisfies a modified RHP 4.6 with K = ∅, J(x, t, k) given by (5.9),
and ρ(k) and r(k) given by (6.3).
On the other hand, if A+ = A− = A and V = 0 then the eigenfunctions are linearly dependent
and the Wronskian has square root decay toward the branch points, so that the growth conditions
are given by Lemma 5.11. In this case, the growth conditions for the above stated RHP must be
replaced with (5.12).
6.3 Riemann problem for a pure one-sided step
Finally, consider the IC
q(x, 0) =
{
Ae−iVx+iδ , x ≥ 0 ,
0 , x < 0 ,
A > 0 . (6.7)
To fit the previous framework, we take A+ = A and A− = 0. Due to the Galilean and phase
invariances of NLS, here we can actually assume V = δ = 0. Thus, much of the work for the two-
sided Riemann problem (6.5) can be reused after setting A+ = A, A− = 0 and δ = 0. Note that
with A− = 0 and V = 0 we have λ− = k.
Explicitly, at t = 0 we have
φ+(x, 0, k) =
{
E(k)eiλxσ3 , x ≥ 0 ,
eikxσ3E(k) , x < 0 ,
(6.8a)
and
φ−(x, 0, k) =
{
E(k)eiλxσ3E−1(k) , x ≥ 0 ,
eikxσ3 , x < 0 ,
(6.8b)
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where E(k) = E+(k) with V = δ = 0. Then φ−(x, 0, k) = φ+(x, 0, k)E−1+ (k) with S(k) = E−1(k). We
then find
s22(k) =
λ+ k
2λ
, ρ(k) = − iA
λ+ k
. (6.9)
We see that there are no discrete eigenvalues, ρ(k) has no singularities, and ρ(k) 6= 0 for any k ∈ C.
Moreover, the eigenfunctions φ+1 and φ−2 are linearly independent everywhere (with Wronskian
identically equal to 1). With M(x, t, k) defined by (4.1), Lemma 4.4 gives the growth conditions
M(x, t, k) =
(
O(k∓ iA)∓1/4 ,O(k∓ iA)±1/4) , k→ ±iA . (6.10)
Then, M(x, t, k) satisfies a modified version of RHP 4.6 with K = ∅ and J(x, t, k) given by
J(x, t, k) =

(
1 ρ(k)e2iθo(x,t,k)
−ρ(k)e−2iθo(x,t,k) − 2λiAρ
)
, k ∈ R ,(
iρ(k) 0
−ie−2iθo(x,t,k) −i/ρ(k)
)
, k ∈ Σo+1 ,(
−i/ρ(k) −ie2iθo(x,t,k)
0 iρ(k)
)
, k ∈ Σo+2 ,
(6.11)
with ρ(k) given by (6.9) and with the growth conditions (6.10).
7 Proofs
In this appendix, we include proofs and calculations for the various theorems, lemmas and corollaries
stated in the previous sections.
7.1 Direct problem
Jost solutions for the exact potentials q±(x, t). We begin by obtaining solutions ψ˜±(x, t, k) to the
first part of the Lax pair (2.1). Writing
X±(x, t, k) = e−i f±(x,t)σ3 X̂±(k)ei f±(x,t)σ3 , (7.1a)
with
X̂±(k) = ikσ3 + A±σ3e±iδσ1 , (7.1b)
we can write the first part of the Lax pair equivalently as
(ei f±(x,t)σ3 ψ˜±(x, t, k))x = X̂±(k±V/2)ei f±(x,t)σ3 ψ˜±(x, t, k) . (7.2)
Now X̂±(k±V/2) has eigenvector and eigenvalue matrices E±(k) and iλ(k; A±)σ3, with E±(k) and
λ(k; A) as defined in (2.10b) and (2.15) respectively. Then
ψ˜±(x, t, k) = e−i f±(x,t)σ3E±(k)eiλ±(k)xσ3 , (7.3)
is a fundamental matrix solution to the first part of the Lax pair (2.1). We now seek simultaneous
solutions φ˜±(x, t, k) of both parts of (2.1). To this end, note that, since φ˜± and ψ˜± are both solutions
to the first part of (2.1), we have
φ˜±(x, t, k) = ψ˜±(x, t, k)B±(t, k) , (7.4)
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for some matrix B±(t, k). Differentiating with respect to t, we find
dB±(t, k)
dt
= ψ˜−1± (T±ψ˜± − (ψ˜±)t)B±(t, k) = −2iλ±(k)(k∓V/2)σ3B±(t, k) ,
(where we suppressed the dependence of ψ˜ and T± for brevity), so that
B±(t, k) = e−2iλ±(k)(k∓V/2)tσ3B±(0, k) . (7.5)
Taking B±(0, k) = I gives the simultaneous fundamental matrix solutions
φ˜±(x, t, k) = e−i f±(x,t)σ3E±(k)eiθ±(x,t,k)σ3 . (7.6)
Proof of Lemma 2.1 (Branch cut for λ±(k)). The analyticity properties of λ(k; A) together with
the facts that λ(k; A) = k+O(1/k) as k→ ∞ and λ(k; A) ∈ R exactly when k ∈ R∪ i[−A, A] while
λ(k; A) ∈ iR exactly when k ∈ iR \ i(−A, A) establish (2.18a) and (2.18b). Let k − iA = r1eiϕ1
and k + iA = r2eiϕ2 , with −pi/2 ≤ ϕ1, ϕ2 < 3pi/2. Then k − iA = k+ iA = r2eiϕ˜1 and k + iA =
k− iA = r1eiϕ˜2 , with
ϕ˜1 =
{
− ϕ2 , −pi/2 ≤ ϕ2 ≤ pi/2 ,
2pi − ϕ2 , pi/2 < ϕ2 < 3pi/2 ,
and
ϕ˜2 =
{
− ϕ1 , −pi/2 ≤ ϕ1 ≤ pi/2 ,
2pi − ϕ1 , pi/2 < ϕ1 < 3pi/2 ,
so that −pi/2 ≤ ϕ˜1, ϕ˜2 < 3pi/2. If −pi/2 ≤ ϕ1, ϕ2 ≤ pi/2, then
λ(k; A) =
√
r1r2ei(−ϕ2−ϕ1)/2 = λ(k; A). (7.7)
On the other hand, if pi/2 ≤ ϕ1, ϕ2 < 3pi/2, then
λ(k; A) =
√
r1r2ei(−ϕ2−ϕ1+4pi)/2 = λ(k; A). (7.8)
The remaining two cases never occur, so (2.18c) is proved. Also, (−k)− iA = −(k+ iA) = r2eiϕ̂1
and (−k) + iA = −(k− iA) = r1eiϕ̂2 , with
ϕ̂1 =
{
ϕ2 + pi , −pi/2 ≤ ϕ2 < pi/2 ,
ϕ2 − pi , pi/2 ≤ ϕ2 < 3pi/2 ,
and
ϕ̂2 =
{
ϕ1 + pi , −pi/2 ≤ ϕ1 < pi/2 ,
ϕ1 − pi , pi/2 ≤ ϕ1 < 3pi/2 ,
so that −pi/2 ≤ ϕ̂1, ϕ̂2 < 3pi/2. If −pi/2 ≤ ϕ1, ϕ2 < pi/2, then
λ(−k; A) = √r1r2ei(ϕ1+ϕ2+2pi)/2 = −λ(k; A). (7.9)
On the other hand, if pi/2 ≤ ϕ1, ϕ2 < 3pi/2, then
λ(−k; A) = √r1, r2ei(ϕ1+ϕ2−2pi)/2 = −λ(k; A). (7.10)
The case of −pi/2 ≤ ϕ1 < pi/2 and pi/2 ≤ ϕ2 < 3pi/2 can only happen when ϕ1 = −pi/2 and
ϕ2 = pi/2 so that k ∈ i(−A, A). In such case,
λ(−k; A) = √r1r2ei(−pi/2+pi+pi/2−pi)/2 = √r1r2ei(−pi/2+pi/2)/2 = λ(k; A). (7.11)
The remaining case cannot occur, so (2.18d) is proved. Combining (2.18c) and (2.18d) and recalling
that λ(k; A) ∈ R for k ∈ i[−A, A] gives (2.18e). 
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Proof of Lemma 2.2 (Properties of d±(k)). To simplify the argument, we first explicity define
(D(k; A))1/2, where D(k; A) = 2λ(k;A)
λ(k;A)+k with λ(k; A) as defined in (2.15).
We claim that ReD(k; A) > 0 except where λ(k; A) = 0, in which case D(k; A) = 0 (i.e. at the
branch points k = ±iA). Indeed,
D(k; A) =
2λ
λ+ k
=
2λ
|λ+ k|2 (λ+ k) ,
so that
ReD(k; A) =
2
|λ+ k|2
(|λ|2 + λrekre + λimkim) .
Lemma 2.1 shows that λre and kre have the same sign, as do λim and kim. This then proves the claim.
Next, note that, similar to (2.25),
D+(k; A) =
4λ2
A2
1
D(k; A)
, k ∈ i(−A, A) .
Since λ > 0 on i(−A, A), then using √· defined as the principal square root with branch cut along
{0} ∪R−, √
D+(k; A) =
2λ
A
1√
D(k; A)
.
Since ReD(k+ e; A) > 0 for k in i(−A, A) and any e > 0, then√
D(k; A)
+
=
√
D+(k; A) =
2λ
A
1√
D(k; A)
, k ∈ i(−A, A) .
Correspondingly, d±(k) :=
√
D(k±V/2; A±) satisfies the jump in Lemma 2.2. The asymptotic
behavior of d±(k) follows directly from that of D±(k). 
Integral equations for µ±. We now establish the integral equations (2.31) for µ±(x, t, k). We first
define
ψ±(x, t, k) = e−iθ±(x,t,k)σ3E−1± (k)e
i f±(x,t)σ3φ±(x, t, k) ,
so that ψ±(x, t, k) = I+ o(1) as x → ±∞. Recalling that φ±(x, t, k) satisfies the Lax pair, we have
e−i f±(x,t)σ3
(
∓ iV
2
σ3E±(k) + E±(k)iλ±σ3
)
eiθ±(x,t,k)σ3ψ±(x, t, k) + e−i f±(x,t)σ3E±(k)eiθ±σ3(ψ±)x
= (X± + ∆Q±)e−i f±(x,t)σ3E±(k)eiθ±(x,t,k)σ3ψ± .
Now with X̂±(k) as defined in (7.1a), we have
ei f±(x,t)σ3X±(x, t, k)e−i f±(x,t)σ3E±(k) =
(
X̂±(k±V/2)∓ iV2 σ3
)
E±(k) = E±(k)iλ±σ3 ∓ iV2 σ3E±(k) .
(7.12)
Thus,
e−i f±(x,t)σ3E±(k)eiθ±(x,t,k)σ3(ψ±)x = ∆Q±(x, t)e−i f±(x,t)σ3E±(k)eiθ±(x,t,k)σ3ψ± .
Formally integrating, we arrive at the integral equations for ψ±(x, t, k),
ψ±(x, t, k) = I+
x∫
±∞
e−iθ±(y,t,k)σ3E−1± (k)e
2i f±(y,t)σ3∆Q±(y, t)E±(k)eiθ±(y,t,k)σ3ψ±(y, t, k)dy .
Finally, recognizing that µ±(x, t, k) = E±(k)eiθ±(x,t,k)σ3ψ±(x, t, k)e−iθ±(x,t,k)σ3 gives the corresponding
integral equations (2.31) for µ±(x, t, k).
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Proof of Theorem 2.3 (Analyticity of the Jost solutions). The proof follows nearly identically to
the proof in [29]. Comparing the integral equations there and here, we have only trivial differences:
(i) In [29], the eigenfunctions are expressed in terms of the uniformization variable z = λ + k.
(ii) Here, the definition of λ±(k) causes a shift of ∓V/2 compared to the λ(k) that appears in [29].
(iii) Here, we have an extra factor e2i f±(y,t)σ3 . These differences cause no issue with the analysis of
the Neumann iterates. We start by rewriting the integral equations (2.31) as
µ±(x, t, k) = E±(k)
[
I +
x∫
±∞
eiλ±(x−y)σ3E−1± ∆Q̂±(y, t)µ±(y, t, k)e
−iλ±(x−y)σ3dy
]
, (7.13)
where
Q̂−(x, t) = e2i f−(x,t)σ3Q(x, t) , (7.14a)
∆Q̂−(x, t) = e2i f−(x,t)σ3∆Q−(x, t) . (7.14b)
Letting w(x, t, k) be the first column of W(x, t, k) = E−1− (k)µ−(x, t, k), we have
w(x, t, k) =
(
1
0
)
+
x∫
−∞
C(x, y, t, k)w(y, t, k)dy , (7.15a)
where
C(x, y, t, k) = diag
(
1, e−2iλ−(x−y)
)
E−1− (k)∆Q̂−(y, t)E−(k) . (7.15b)
Note that the bounds of integration imply x− y ≥ 0. Now we introduce a Neumann series represen-
tation for w,
w(x, t, k) =
∞
∑
n=0
w(n)(x, t, k) , (7.16a)
with
w(0) =
(
1
0
)
, w(n+1)(x, t, k) =
x∫
−∞
C(x, y, t, k)w(n)(y, t, k)dy . (7.16b)
Introducing the L1 vector norm ‖w‖ := |w1|+ |w2| and the corresponding subordinate matrix norm
‖C‖, we then have
‖w(n+1)(x, t, k)‖ ≤
x∫
−∞
‖C(x, y, t, k)‖‖w(n)(y, t, k)‖dy .
Note that
‖E−(k)‖ = 1+ A−|λ− + (k−V/2)| , ‖E
−1
− (k)‖ =
1
|D−(k)|
(
1+
A−
|λ− + (k−V/2)|
)
.
Thus,
‖C(x, y, t, k)‖ ≤ ‖diag (1, e−2iλ−(x−y))‖‖E−1− (k)‖‖∆Q̂−(y, t)‖‖E−(k)‖
= c(k)
(
1+ e2 Imλ−(x−y)
)|q(y, t)− q−(y, t)| ,
where
c(k) = ‖E−1− (k)‖‖E−(k)‖ =
1
|D−(k)|
(
1+
A−
|λ− + (k−V/2)|
)2
,
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is the condition number of E−(k). Recall that Imλ− ≤ 0 for k ∈ R ∪C− ∪ Σ−1, and that c(k) → ∞
as k→ p− , p−. Thus, given e > 0, we restrict our attention to the domain
Ue = R∪C− ∪ Σo−1 \ Be(p−) ,
where Be(ko) = {k ∈ C : |k− ko| < e}. We next prove that, for all k ∈ Ue and for all n ∈N,
‖w(n)(x, t, k)‖ ≤ M
n(x, t)
n!
, (7.17a)
where
M(x, t) = 2ce
x∫
−∞
|q(y, t)− q−(y, t)|dy , (7.17b)
and ce := maxk∈Ue c(k). The claim is trivially true for n = 0. Also note that for all k ∈ Ue and for all
y ≤ x we have 1+ e2 Imλ−(x−y) ≤ 2. Thus if (7.17a) holds, then
‖w(n+1)(x, t, k)‖ ≤ 2ce
n!
x∫
−∞
|q(y, t)− q−(y, t)|Mn(y, t)dy = 1n!(n+ 1)M
n+1(x, t) ,
proving the induction step. Thus for all e > 0, if q(x, t) − q−(x, t) ∈ L1(−∞, a] for some a ∈ R,
the Neumann series converges absolutely and uniformly with respect to k ∈ Ue for x ∈ (−∞, a).
This demonstrates that µ−1(x, t, k) and thus φ−1(x, t, k) is defined for k ∈ R ∪ C− ∪ Σo−1 \ {p−},
continuous from the right for k ∈ R∪ Σo−2, and analytic for k ∈ C− \ Σ−2.
The arguments for the remaining eigenfunctions are similar. 
Proof of Lemma 2.5 (Asymptotics of φ±(x, t, k) as k→ ∞). Consider the formal expansion
µ−(x, t, k) =
∞
∑
n=0
µ(n)(x, t, k) , (7.18a)
with
µ(0)(x, t, k) = E−(k), (7.18b)
µ(n+1)(x, t, k) =
x∫
−∞
E−eiλ−(x−y)σ3E−1− ∆Q̂−(y, t)µ
(n)(y, t, k)e−iλ−(x−y)σ3dy . (7.18c)
Let Bd and Bo denote the diagonal and off-diagonal parts of a matrix B respectively. The above
expression gives an asymptotic expansion for the columns of µ−(x, t, k) as k → ∞ within the appro-
priate regions of the complex k-plane for each column (see Section 2.3). We now show that if the
potential admits a continuous derivative with (q− q−)x ∈ L1x(−∞, a) for some a ∈ R, then
µ
(2m)
d = O
( 1
km
)
, µ(2m)o = O
( 1
km+1
)
, µ(2m+1)d = O
( 1
km+1
)
, µ(2m+1)o = O
( 1
km+1
)
, (7.19)
within the appropriate region of the complex k-plane for each column. Explicitly, the first column is
valid for k ∈ C− while the second column is valid for k ∈ C+. To aid in the argument, we define
R(n)(x, t, k) =
x∫
−∞
e2iλ−(x−y)σ3
(
∆Q̂−(y, t)µ
(n)
d (y, t, k)−
iA−
λ− + (k−V/2)σ1∆Q̂−(y, t)µ
(n)
o (y, t, k)
)
dy ,
(7.20)
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and simultaneously show that
R(2m) = O
( 1
km+1
)
, R(2m−1) = O
( 1
km+1
)
. (7.21)
To clarify the logic, in the induction step we will assume that (7.19) is true for µ(n−1) and µ(n), and
(7.21) is true for R(n−1). We will then show that (7.21) holds for R(n), which will be used to show
that (7.19) holds for µ(n+1). Defining µ(−1) = 0 and R(−1) = 0, and noting that the claim is clearly
true for µ(0) gives the necessary base cases. Next, integrating by parts we find
R(n) =
i
2λ−
σ3
(
∆Q̂−µ
(n)
d −
iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
o
)
− i
2λ−
σ3
x∫
−∞
e2iλ−(x−y)σ3
[
(Q̂−)xµ
(n)
d −
iA−
λ− + (k−V/2)σ1(Q̂−)xµ
(n)
o
+ ∆Q̂−(µ
(n)
d )x −
iA−
λ− + (k−V/2)σ1∆Q̂−(µ
(n)
o )x
]
dy ,
so that
R(n) = O
(µ(n)d
k
)
+O
(µ(n)o
k2
)
+O
( (µ(n)d )x
k
)
+O
( (µ(n)o )x
k2
)
. (7.22)
Now
E−1− ∆Q̂−µ
(n) =
1
D−
[
∆Q̂−µ
(n)
o − iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
d
]
+
1
D−
[
∆Q̂−µ
(n)
d −
iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
o
]
,
where the first term is a diagonal matrix and the second is off-diagonal. Then
eiλ−(x−y)σ3E−1− ∆Q̂−µ
(n)e−iλ(x−y)σ3 =
1
D−
[
∆Q̂−µ
(n)
o − iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
d
]
+
1
D−
e2iλ−(x−y)σ3
[
∆Q̂−µ
(n)
d −
iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
o
]
,
and
E−eiλ−(x−y)σ3E−1− ∆Q̂−µ
(n)e−iλ(x−y)σ3 =
1
D−
[
∆Q̂−µ
(n)
o − iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
d
]
+
iA−
2λ−
σ1e2iλ−(x−y)σ3
[
∆Q̂−µ
(n)
d −
iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
o
]
+
1
D−
e2iλ−(x−y)σ3
[
∆Q̂−µ
(n)
d −
iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
o
]
+
iA−
2λ−
σ1
[
∆Q̂−µ
(n)
o − iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
d
]
,
where the first two terms are diagonal and the last two are off-diagonal. Then, we have
µ
(n+1)
d =
1
D−
x∫
−∞
(
∆Q̂−µ
(n)
o − iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
d
)
dy+
iA−
2λ−
σ1R(n) , (7.23a)
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µ
(n+1)
o =
iA−
2λ−
σ1
x∫
−∞
(
∆Q̂−µ
(n)
o − iA−
λ− + (k−V/2)σ1∆Q̂−µ
(n)
d
)
dy+
1
D−
R(n) . (7.23b)
Differentiating and re-indexing, we find
(µ
(n)
d )x = ∆Q̂−µ
(n−1)
o − A−σ1σ3R(n−1) , (7.24a)
(µ
(n)
o )x = ∆Q̂−µ
(n−1)
d + iσ3R
(n−1) . (7.24b)
so that with (7.22) we have
R(n) = O
(µ(n)d
k
)
+O
(µ(n)o
k2
)
+O
(µ(n−1)d
k2
)
+O
(µ(n−1)o
k
)
+O
(R(n−1)
k
)
.
By induction, we see that if n = 2m, then R(2m) = O
(
1/km+1
)
, so that with (7.23) we have
µ
(2m+1)
d = O
(
µ
(2m)
o
)
+O
(µ(2m)d
k
)
+O
( 1
km+2
)
= O
( 1
km+1
)
,
µ
(2m+1)
o = O
(µ(2m)o
k
)
+O
(µ(2m)d
k2
)
+O
( 1
km+1
)
= O
( 1
km+1
)
.
while if n = 2m− 1, then R(2m−1) = O
(
1
km+1
)
, so that with (7.23) we have
µ
(2m)
d = O
(
µ
(2m−1)
o
)
+O
(µ(2m−1)d
k
)
+O
( 1
km
)
= O
( 1
km
)
,
µ
(2m)
o = O
(µ(2m−1)o
k
)
+O
(µ(2m−1)d
k2
)
+O
( 1
km+1
)
= O
( 1
km+1
)
.
which completes the induction. Similar argument gives the corresponding asymptotics for µ+.
Recovery of the potential. From the above, we see that
µ− = µ
(0)
d + µ
(0)
o + µ
(1)
d + µ
(1)
o + µ
(2)
d + o(1/k) .
Computing these terms explicitly up to order 1/k, we have
µ
(0)
d = I , µ
(1)
o =
i
2k
A−σ1 ,
µ
(1)
d =
i
2k
x∫
−∞
[
∆Q̂−, A−σ1
]
dy+ o(1/k) , µ(1)o =
i
2k
σ3∆Q̂− + o(1/k) ,
µ
(2)
d =
i
2k
x∫
−∞
∆Q̂−σ3∆Q̂−dy+ o(1/k) ,
where the last two make use of the Riemann-Lebesgue lemma. Then
µ− = I+
i
2k
σ3e2i f−σ3Q+
i
2k
x∫
−∞
(
[e2i f−σ3∆Q, A−σ1] + ∆Qσ3∆Q
)
dy+ o(1/k) .
The 12-entry of this expression then gives (2.35). 
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Proof of Lemma 2.7 (Well-defined Jost solutions at branch points). Consider the first column of
the integral equation (2.31). We have
µ+1(x, t, k) = E+1(k) +
x∫
∞
K(x− y, k)e2i f+(y,t)σ3∆Q+(y, t)µ+1(y, t, k)dy ,
where
K(ξ, k) = E+(k)diag
(
1, e−2iλ+ξ
)
E−1+ (k) .
Note that
lim
k→−V/2±iA+
K(ξ, k) = I+ A+ξ(σ3eiδσ3σ1 ∓ σ3) .
Analysis of the Neumann iterates similar to the proof of Theorem 2.3 shows that if (q − q+) ∈
L1,1x (a,∞) for some a ∈ R, then µ+1(x, t, k) is well-defined and continuous at the branch points
k = p+ , p+. Note that continuity at k = p+ is restricted to k ∈ Σ+2. Similar argument for the
remaining eigenfunctions at their respective branch points gives:
• If (q− q+) ∈ L1,1x (a,∞) for some a ∈ R, then
◦ µ+1(x, t, k) is continuous at the branch points k = p+ , p+, where continuity at k = p+ is
restricted to k ∈ Σ+2,
◦ µ+2(x, t, k) is continuous at the branch points k = p+ , p+, where continuity at k = p+ is
restricted to k ∈ Σ+1.
• If (q− q−) ∈ L1,1x (−∞, a) for some a ∈ R, then
◦ µ−1(x, t, k) is continuous at the branch points k = p− , p−, where continuity at k = p− is
restricted to k ∈ Σ−1,
◦ µ−2(x, t, k) is continuous at the branch points k = p− , p−, where continuity at k = p− is
restricted to k ∈ Σ−2.
Lemma 2.7 then follows. 
Proof of Lemma 2.8 (Expansion of Jost solutions at the branch points). Again consider µ+1(x, t, k).
We introduce
z(k) = λ+(k) + (k+V/2) ,
so that
k+V/2 =
1
2
(z− A2+/z), λ+ =
1
2
(z+ A2+/z) .
Note that |z| ≥ A+ for all k ∈ C, with |z| = A+ exactly when k ∈ Σ+. Furthermore, the branch
points k = −V/2± iA+ correspond to z = ±iA+.
With some abuse of notation, we write all k-dependence as z-dependence, so that
µ+1(x, t, z) = E+1(z) +
x∫
∞
K(x− y, z)e2i f+(y,t)σ3∆Q+(y, t)µ+1(y, t, z)dy .
Formally, we have
∂µ+1
∂z
(x, t, z) =
∂E+1
∂z
(z) +
x∫
∞
∂K
∂z
(x− y, z)e2i f+(y,t)σ3∆Q+(y, t)µ+1(y, t, z)dy
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+
x∫
∞
K(x− y, z)e2i f+(y,t)σ3∆Q+(y, t)∂µ+1
∂z
(y, t, z)dy .
Note that
lim
z→±iA+
K(ξ, z) = I+ A+ξ(σ3eiδσ3σ1 ∓ σ3) ,
lim
z→±iA+
∂K
∂z
(ξ, z) = −iξ I− iA+ξ2(σ3eiδσ3σ1 ∓ σ3) .
Analysis of the Neumann iterates similar to the proof of Theorem 2.3 shows that if (q − q+) ∈
L1,2x (a,∞) for some a ∈ R, then ∂µ+1∂z (x, t, z) is well-defined and continuous at z = iA+, with conti-
nuity restricted to |z| ≥ A+. Then
∂µ+1
∂z
(x, t, z) =
∂µ+1
∂z
(x, t, iA+) + o(1) , z→ iA+ .
Since
µ+1(x, t, z) = µ+1(x, t, iA+) +
z∫
iA+
∂µ+1
∂z
(0, 0, s)ds ,
we have
µ+1(x, t, z) = a(x, t) + b˜(x, t)(z− iA+) + o(z− iA+), z→ iA+ ,
where a(x, t) = µ+1(x, t, iA+), b˜(x, t) =
∂µ+1
∂z (x, t, iA+). In terms of k, we have
µ+1(x, t, k) = a(x, t) + b˜(x, t)(λ+ + k− p+) + o(λ+ + k− p+) , k→ p+ .
Note that
λ+(k) = ((k+V/2)2 + A2+)
1/2 = (k− p+)1/2(k− p+)1/2 ,
so that
λ+ + k− p+ = (2iA+)1/2(k− p+)1/2 + o(k− p+)1/2 , k→ p+ .
Here we take the branch cuts for (k − p+)1/2 and (k − p+)1/2 consistently with (2.16) and the
definition of λ+(k) in terms of λ(k; A), i.e. so that the above factorization be consistent with the
definition of λ+. Namely, we take
(k− p+)1/2 = √r1eiϕ/2 , (k− p+)1/2 = √r2eiϕ/2 ,
where
k− p+ = r1eiϕ , k− p+ = r2eiϕ2 , ϕj ∈ [−pi/2, 3pi/2).
Then
µ+1(x, t, k) = a(x, t) + b(x, t)(k− p+)1/2 + o(k− p+)1/2, k→ p+,
where b(x, t) = (2iA+)1/2 b˜+1(x, t).
Using similar analysis for the remaining eigenfunctions (instead with z(k) = λ−(k) + (k−V/2)
for µ−), we see that
• If (q− q+) ∈ L1,2x (a,∞) for some a ∈ R, then
◦ µ+1(x, t, k) = a+1(x, t) + b+1(x, t)(k− p+)1/2 + o(k− p+)1/2, k→ p+,
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◦ µ+2(x, t, k) = a+2(x, t) + b+2(x, t)(k− p+)1/2 + o(k− p+)1/2, k→ p+.
• If (q− q−) ∈ L1,2x (−∞, a) for some a ∈ R, then
◦ µ−1(x, t, k) = a−1(x, t) + b−1(x, t)(k− p−)1/2 + o(k− p−)1/2, k→ p−,
◦ µ−2(x, t, k) = a−2(x, t) + b−2(x, t)(k− p−)1/2 + o(k− p−)1/2, k→ p−.
Lemma 2.8 then follows. 
Proof of Lemmas 3.7 and 3.8 (First symmetry, Jost solutions and scattering coefficients). Con-
sider ψ±(x, t, k) = −σ∗φ±(x, t, k)σ∗, defined column-wise wherever φ±(x, t, k) exists. Then
(ψ±)x = −σ∗(φ±)x(x, t, k)σ∗ =
(− σ∗X(x, t, k)σ∗)(− σ∗φ±(x, t, k)σ∗) = X(x, t, k)ψ± .
Similar calculation shows that (ψ±)t = T(x, t, k)ψ±. Then −σ∗φ±(x, t, k)σ∗ satisfies the Lax pair
(2.1). Comparing the asymptotic behavior as x → ±∞, we see that
φ±(x, t, k) = −σ∗φ±(x, t, k)σ∗ , (7.25)
which is to be understood column-wise wherever the appropriate columns are defined. Writing
(7.25) in terms of the columns gives (3.20) and proves Lemma 3.7.
In particular, (7.25) holds for all k ∈ R, which implies that
S(k) = −σ∗S(k)σ∗ , k ∈ R , (7.26)
so that
s22(k) = s11(k) , k ∈ R , (7.27a)
s12(k) = −s21(k) , k ∈ R . (7.27b)
Moreover, using (3.20), we see that
s22(k) = Wr[σ∗φ+2(x, t, k),−σ∗φ−1(x, t, k)]/D+(k) = Wr[φ−1(x, t, k), φ+2(x, t, k)]/D+(k) = s11(k) ,
(7.28)
for k ∈ C− \ {p+, p−}, so that (7.27a) can be extended (note that D+(k) = D+(k)). We can similarly
extend (7.27b) to k ∈ R∪ Σo+2 ∪ Σo−1.
Recalling (3.11) then completes the proof. 
Proof of Lemma 3.10 (Second symmetry, Jost solutions). Consider the transformation λ+ 7→
−λ+. Simple algebraic manipulations yield
E±(λ± 7→ −λ±) = I+ iA±−λ± + (k±V/2)σ1 =
( 2λ±
iA±D±
)
E±σ1 ,
so that(
e−i f±σ3E+eiθ±σ3
)
(λ± 7→ −λ±) =
( 2λ±
iA±D±
)
e−i f±σ3E±σ1e−iθ±σ3 =
( 2λ±
iA±D±
)
e−i f±σ3E±eiθ±σ3σ1 .
The asymptotics (2.12) then give
φ±(λ± 7→ −λ±) =
( 2λ±
iA±D±
)
φ±σ1(I + o(1)) , x → ±∞ .
This, together with (2.23), proves the lemma. 
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Proof of Lemma 3.11 (Second symmetry, scattering coefficients). The Wronskian representations
(3.4) give
s+22(k) =
Wr
[
φ++1(x, t, k) , φ
+
−2(x, t, k)
]
D++(k)
, k ∈ Σo+1 ∪ Σo−1 .
Noting that φ−1(x, t, k) is analytic on Σ+1 while φ+2(x, t, k) and D+(k) are analytic on Σ−1, (2.25)
and Lemma 3.10 we have
s+22(k) =
A+
2iλ+
e−iδWr
[
φ+2(x, t, k) , φ−2(x, t, k)
]
=
iA+D+(k)
2λ+
e−iδs12(k) , k ∈ Σo+1 ,
s+22(k) =
2λ−
iA−D−(k)
e−iδ
Wr
[
φ+1(x, t, k) , φ−1(x, t, k)
]
D+(k)
=
2λ−
iA−D−(k)
e−iδs21(k) , k ∈ Σo−1 .
Noting that λ±(k) = λ±(k) and D+(k) = D+(k), the symmetries (3.21) give the corresponding
jumps for s11(k):
s+11(k) =
iA+D+(k)
2λ+
eiδs21(k) , k ∈ Σo+2 ,
s+11(k) =
2λ−
iA−D−(k)
eiδs12(k) , k ∈ Σo−2 .
Similar arguments give the jumps for r11(k) and r22(k). 
Proof of Lemma 3.12 (Discrete eigenvalues). Let s22(ko) = 0 for some ko ∈ C+ \ Σ. Then from
the Wronskian definition (3.4d), we see that φ−2(x, t, ko) and φ+1(x, t, ko) are linearly dependent so
that both decay as x → ±∞, establishing the existence of a bounded solution to the Lax pair (2.1)
for k = ko which decays at both spatial infinities.
Conversely, let v(x, t) be a nontrivial bounded solution to the Lax pair for k = ko ∈ C+ \ Σ.
Suppose s22(ko) =: so 6= 0, so that Φ(x, t) =
(
φ+1(x, t, ko), φ−2(x, t, ko)
)
is a fundamental matrix
solution and
v(x, t) = Φ(x, t)c ,
for some constant vector c. Since ko ∈ C+ \ Σ, we have Imλ±(ko) > 0. Correspondingly, the
asymptotic behavior (2.12) gives
lim
x→∞‖φ+1(x, t, ko)‖ = 0 , limx→−∞‖φ−2(x, t, ko)‖ = 0 .
If φ+1(x, t, ko) is bounded for all x, then
so = lim
x→−∞Wr
[
φ+1(x, t, ko), φ−2(x, t, ko)
]
/D+(ko) = 0 ,
which is a contradiction. Arguing similarly for φ−2(x, t, ko), we see
lim
x→−∞‖φ+1(x, t, ko)‖ = ∞ , limx→∞‖φ−2(x, t, ko)‖ = ∞ .
On the other hand, (7.29) and (7.29) give
lim
x→∞‖v(x, t)‖ = limx→∞‖c2φ−2(x, t, ko)‖ , limx→−∞‖v(x, t)‖ = limx→−∞‖c1φ+1(x, t, ko)‖ .
Since v is bounded for all x, we must have c = 0, which is a contradiction. Thus s22(ko) = 0.
The symmetries (3.20) and (3.21) give the corresponding statement for k ∈ C− \ Σ. 
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Proof of Lemma 3.14 (Non-vanishing scattering coefficients on branch cuts). We first show that
if u, v are solutions to the scattering problem (2.1a), then
∂
∂x
(
u†(x, t, k)v(x, t, k)
)
= 0 ,
where u†(x, t, k) = u(x, t, k)
T
is the Schwarz-conjugate transpose. Indeed, the symmetry X†(x, t, k) =
−X(x, t, k) gives
∂
∂x
(
u†v
)
= u†xv+ u
†vx = u†X†v+ u†Xv = −u†Xv+ u†Xv = 0 .
For k ∈ Σ+1, taking u = v = φ+1 or u = v = φ+2 gives
∂
∂x
(
φ†+j(x, t, k)φ+j(x, t, k)
)
= 0 , j = 1, 2 .
Using the symmetry (3.20a) and taking the limit as x → ∞, we see that
φ†+j(x, t, k)φ+j(x, t, k) = D+(k) , j = 1, 2 .
If either s12(ko) = 0 or s22(ko) = 0 for some ko ∈ Σo+1, the Wronskians (3.4b) and (3.4d) give
φ+2(x, t, ko) = coφ−2(x, t, ko) or φ+1(x, t, ko) = coφ−2(x, t, ko) for some co ∈ C.
With V 6= 0 and k ∈ Σ+1, we have φ−2(x, t, ko)→ 0 as x → −∞ so that, for the appropriate j,
φ†+j(x, t, k)φ+j(x, t, k) = limx→−∞
(
coφ†−2(x, t, k)
)(
coφ−2(x, t, k)
)
= 0 ,
which is a contradiction since D+(ko) 6= 0. Thus s12(k) 6= 0 and s22(k) 6= 0 for all k ∈ Σo+1. The
symmetries give s21(k) 6= 0 and s11(k) 6= 0 for k ∈ Σo+2.
Similar argument shows that s21(k) 6= 0 and s22(k) 6= 0 for all k ∈ Σo−1. The symmetries again
give s12(k) 6= 0 and s11(k) 6= 0 for k ∈ Σo−2. 
7.2 Inverse problem
Calculation of the jump matrices. For simplicity of calculation, we introduce
Ψ(x, t, k) = M(x, t, k)eiθo(x,t,k)σ3 =

1
d+(k)
(
φ+1(x, t, k) ,
φ−2(x, t, k)
s22(k)
)
, k ∈ C+ \ Σ ,
1
d+(k)
(φ−1(x, t, k)
s11(k)
, φ+2(x, t, k)
)
, k ∈ C− \ Σ .
(7.29)
Note that Ψ(x, t, k) is a fundamental matrix solution to the Lax pair (2.1). The jump condition (4.3)
for M(x, t, k) is equivalent to the jump condition
Ψ+(x, t, k) = Ψ−(x, t, k)Jo(k), k ∈ Σo , (7.30)
for Ψ(x, t, k), where J(x, t, k) and Jo(k) are related by (4.4). The symmetries in Lemma 3.7 imply
that
Jo(k) = −σ∗ Jo(k)σ∗, k ∈ Σo± . (7.31)
We now compute Jo(k) for V 6= 0.
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Jump for k ∈ R. Recalling (3.3), we have
φ−1(x, t, k) = s11(k)φ+1(x, t, k) + s21(k)φ+2(x, t, k), k ∈ R ,
φ−2(x, t, k) = s12(k)φ+1(x, t, k) + s22(k)φ+2(x, t, k), k ∈ R ,
which in turn gives
φ+1(x, t, k)
d+(k)
=
φ−1(x, t, k)
s11(k)d+(k)
− s21(k)
s11(k)
φ+2(x, t, k)
d+(k)
, k ∈ R ,
φ−2(x, t, k)
s22(k)d+(k)
=
s12(k)
s22(k)
φ−1(x, t, k)
s11(k)d+(k)
+
(
1− s21(k)s12(k)
s11(k)s22(k)
)φ+2(x, t, k)
d+(k)
, k ∈ R .
Recalling ρ(k) as defined in (3.12) and the symmetry (3.22), we have
Ψ+(x, t, k) = Ψ−(x, t, k)
(
1 ρ(k)
ρ(k) 1+ ρ(k)ρ(k)
)
, k ∈ R . (7.32)
Jumps for k ∈ Σo+. Recall that φ−2(x, t, k) is analytic for k ∈ Σo+1. Then( φ−2(x, t, k)
s22(k)d+(k)
)+
=
s−22(k)d
−
+(k)
s+22(k)d
+
+(k)
( φ−2(x, t, k)
s22(k)d+(k)
)−
, k ∈ Σo+1 .
Together, (2.27a) and Lemma 3.11 give
s+22(k)d
+
+(k) = ie
−iδs12(k)d+(k) , k ∈ Σo+1 , (7.33)
so that
s−22(k)d
−
+(k)
s+22(k)d
+
+(k)
= − ie
iδ
ρ(k)
, k ∈ Σo+1 . (7.34)
Recalling (3.3b) which was extended to Σo+1, we have
φ−2(x, t, k)
s22(k)
= ρ(k)φ+1(x, t, k) + φ+2(x, t, k) , k ∈ Σo+1 .
Solving for φ+2(x, t, k) and again using (2.27a) and (3.24a), we see that
φ++1(x, t, k)
d++(k)
= iρ(k)e−iδ
φ+1(x, t, k)
d+(k)
− ie−iδ φ−2(x, t, k)
s22(k)d+(k)
, k ∈ Σo+1 .
Together we have
Ψ+(x, t, k) = Ψ−(x, t, k)
(
iρ(k)e−iδ 0
−ie−iδ −ieiδ/ρ(k)
)
, k ∈ Σo+1 . (7.35)
The symmetry (7.31) gives
Ψ+(x, t, k) = Ψ−(x, t, k)
(
ie−iδ/ρ(k) −ieiδ
0 −iρ(k)eiδ
)
, k ∈ Σo+2 . (7.36)
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Jumps for k ∈ Σo−. Recall that φ+1(x, t, k) and d+(k) are analytic for k ∈ Σo−1. Then(φ+1(x, t, k)
d+(k)
)+
=
(φ+1(x, t, k)
d+(k)
)−
, k ∈ Σo−1 .
Solving (3.15c) for φ−1(x, t, k) we have
φ−1(x, t, k) =
1
r11(k)
φ+1(x, t, k)− r21(k)r11(k)φ−2(x, t, k) , k ∈ Σ
o
−1 .
Since d+(k) is analytic on Σo−1, (3.24d) and Lemma 3.11 then give( φ−2(x, t, k)
s22(k)d+(k)
)+
=
1
s21(k)r11(k)
(φ+1(x, t, k)
d+(k)
)
− r21(k)s22(k)
s21(k)r11(k)
( φ−2(x, t, k)
s22(k)d+(k)
)
, k ∈ Σo−1 .
From (3.11) we see
s21(k)r11(k) = r21(k)s22(k) = 1/r(k), k ∈ R∪ Σo−1,
with r(k) as defined in (3.13). Together we have
Ψ+(x, t, k) = Ψ−(x, t, k)
(
1 −r(k)
0 1
)
, k ∈ Σo−1 . (7.37)
The symmetry (7.31) gives
Ψ+(x, t, k) = Ψ−(x, t, k)
(
1 0
r(k) 1
)
, k ∈ Σo−2 . (7.38)
Proof of Theorem 4.7 (Linear algebraic-integral equation). Letting
M˜(k) = M(k)− I− N∑
n=1
Resξ=kn [M(ξ)]
k− kn −
N
∑
n=1
Resξ=kn [M(ξ)]
k− kn
,
we see that M˜(k) satisfies a modified RHP, similar to the RHP 4.6, but where the jump condition (4.3)
is replaced by
M˜+(k) = M˜−(k) +M−(k)(J(k)− I) , k ∈ Σo ,
and M˜(k) = O(1/k) as k→ ∞. Introducing the Cauchy projector,
P[ f ](k) =
1
2pii
∫
Σ
f (ξ)
ξ − kdξ, k ∈ C \ Σ ,
for f : Σ→ C and applying P to M˜±(k), we see that
P[M˜±](k) =
1
2pii
[ ∫
Σ+2∪Σ−2
M˜+(ξ)
ξ − k dξ −
∫
Σ+1∪Σ−1
M˜−(ξ)
ξ − k dξ
]
+
{
±M˜(k), k ∈ C± \ Σ ,
0, k ∈ C∓ \ Σ .
The above expression is obtained using the analyticity of M˜(k) in C \ Σ to close the contour in the
appropriate half-plane for M±(k). To do so, one must add and subtract the integral along the
“opposite” side of Σ+ and Σ− in that half-plane.
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Applying P to the jump condition for M˜(k) then gives
M˜(k) =
1
2pii
∫
Σ
M−(ξ)(J(ξ)− I)
ξ − k dξ, k ∈ C \ Σ .
This then gives the algebraic-integral equation
M(k) = I+
N
∑
n=1
Resξ=kn [M(ξ)]
k− kn +
N
∑
n=1
Resξ=kn [M(ξ)]
k− kn
+
1
2pii
∫
Σ
M−(ξ)(J(ξ)− I)
ξ − k dξ , k ∈ C \ Σ .
Note that from (3.31), the columns of the residues of M(x, t, k) are given by
Resk=kn [M(k)] =
(
0 , cne2iθo(kn)M1(kn)
)
, (7.39a)
Resk=kn [M(k)] =
(− cne−2iθo(kn)M2(kn) , 0) . (7.39b)
Evaluating the first and second columns of (7.39) at k = kn and k = kn respectively then gives
(4.16b) and (4.16c), which closes the system.
Recall that M−(k) [and possibly J(k)] has singularities at the branch points. As such, the
convergence of the above improper integrals over Σ must be considered. The growth conditions
(4.11) show that M(k) has at worst fourth-root singularity at the branch points. We first consider
the integrand as k → p+. Recalling that detM(k) ≡ 1 for all k ∈ C \ Σ and writing J(k) =
[M−(k)]−1M+(k), the growth conditions on M(k) imply that
J(k) =
(
O(1) O(k− p+)1/2
O(k− p+)−1/2 O(1)
)
, k→ p+ .
Moreover, the definition of J(k) in (4.5) shows that J21(k) = O(1), and consequently J(k) = O(1)
as k → p+. Similar argument shows that J(k) = O(1) as k → p+, p−, p−. Thus we see that the
integrands in each improper integral have at worst fourth-root singularity at the branch points, so
that the integrals converge. 
Proof of Lemma 4.8 (M(x, t, k) satisfies the modified Lax pair). We first define X˜(x, t, k) and
T˜(x, t, k) by
X˜(x, t, k)M(x, t, k) = Mx(x, t, k)− ik
[
σ3 ,M(x, t, k)
]−Q(x, t)M(x, t, k) ,
T˜(x, t, k)M(x, t, k) = Mt(x, t, k) + 2ik2
[
σ3 ,M(x, t, k)
]
− iσ3
(
Qx(x, t)−Q2(x, t)
)
M(x, t, k) + 2kQ(x, t)M(x, t, k) ,
where Q(x, t) is given by (4.17). In particular, Q(x, t) = −i[σ3 ,M(1)(x, t)], where M(1)(x, t) is
defined by the asymptotic expansion
M(x, t, k) = I+
M(1)(x, t)
k
+
M(2)(x, t)
k2
+O(1/k3) . (7.40)
We will show that X˜(x, t, k)M(x, t, k) and T˜(x, t, k)M(x, t, k) satisfy the same jump condition as
M(x, t, k) and are O(1/k) as k → ∞. Under the assumption of a suitable vanishing lemma, we
then conclude that
X˜(x, t, k)M(x, t, k) = 0 , T˜(x, t, k)M(x, t, k) = 0 . (7.41)
40
Indeed, using the asymptotic expansion (7.40), simple algebra yields X˜(x, t, k)M(x, t, k) = O(1/k)
as k→ ∞. Moreover,
(X˜(x, t, k)M(x, t, k))+ = X˜(x, t, k)(M−(x, t, k)J(x, t, k))
= M−x (x, t, k)J(x, t, k) +M−(x, t, k)Jx(x, t, k)
− ik[σ3,M−(x, t, k)J(x, t, k)]−Q(x, t)M−(x, t, k)J(x, t, k) ,
where J(x, t, k) is the jump matrix (4.5). Noting that Jx(x, t, k) = ik
[
σ3 , J(x, t, k)
]
and more algebra
gives
(X˜(x, t, k)M(x, t, k))+ = (X˜(x, t, k)M(x, t, k))− J(x, t, k) , k ∈ Σ ,
and so we conclude that
X˜(x, t, k)M(x, t, k) = 0. (7.42)
To see that T˜(x, t, k)M(x, t, k) is O(1/k), note that
Q2(x, t) = iσ3Q(x, t)M(1)(x, t) + iQ(x, t)M(1)(x, t)σ3 ,
Qx(x, t) = 2
[
M(2)σ3 , σ3
]− i[σ3 ,Q(x, t)M(1)(x, t)] .
In the above, we have used the facts that σ3 and Q(x, t) anti-commute and that (7.42) implies
M(1)x (x, t) = i
[
σ3 ,M(2)(x, t)
]
+Q(x, t)M(1)(x, t) .
From there, straightforward algebra shows that T˜(x, t, k)M(x, t, k) = O(1/k) as k → ∞. Arguing
as with the jump for X˜(x, t, k)M(x, t, k), instead noting that Jt(x, t, k) = −2ik2
[
σ3 , J(x, t, k)
]
, shows
that
(T˜(x, t, k)M(x, t, k))+ = (T˜(x, t, k)M(x, t, k))− J(x, t, k) , k ∈ Σ ,
from which we conclude (7.41). Equivalently, M(x, t, k) satisfies the modified Lax pair (4.2) with
Q(x, t) defined by (4.17). 
Proof of Corollary 4.9 (Reconstruction formula). Lemma 4.8 shows that M(x, t, k)eiθo(x,t,k)σ3 sat-
isfies the Lax pair (2.1) with Q(x, t) given by (4.17). Then defining
q(x, t) := Q12(x, t) = −2i lim
k→∞
[kM12(x, t, k)] , (7.43)
we see that q(x, t) satisfies the NLS equation (1.1) as the compatibility condition of the Lax pair
(2.1). Moreover, from (7.39) we see
M(k) = I+
1
k
[ N
∑
n=1
Resξ=kn [M(ξ)]+
N
∑
n=1
Resξ=kn [M(ξ)]+
1
2pii
∫
Σ
M−(ξ)(J(ξ)− I)dξ
]
+ o(1/k) , k→ ∞ .
(7.44)
Combining (7.39), (7.43) and (7.44) then gives (4.18). 
Proof of Lemma 5.7 (Second symmetry, scattering coefficients with V = 0). The Wronskian
representations (5.1) give
s+22(k) =
Wr
[
φ++1(x, t, k) , φ
+
−2(x, t, k)
]
D++(k)
, k ∈ Σo+1 .
41
The calculation for k ∈ Σo+1 \ Σ−1 follows exactly as in the proof of Lemma 3.11 for k ∈ Σo+1. We
proceed with the calculation for k ∈ Σo−1. From (2.25) and Lemma 3.10 we have
s+22(k) =
A+λ−D+(k)
A−λ+D−(k)
e−2iδs22(k) , k ∈ Σo−1 ,
Noting that λ±(k) = λ±(k) and D+(k) = D+(k), the symmetries (3.21) give the corresponding
jump for s11(k):
s+11(k) =
A+λ−D+(k)
A−λ+D−(k)
e2iδs11(k) , k ∈ Σo−2 .
Similar arguments give the jumps for r11(k) and r22(k). 
Calculation of the jump matrices for V = 0. We now compute the jumps in the special case
V = 0. This reduction brings Σ+ and Σ− together, where the calculations for V 6= 0 have them
disjoint. Where before we used the fact that φ−2(x, t, k) was analytic across Σo+1 to compute the
jump there, this is no longer the case when V = 0.
We need only compute the jumps for k ∈ Σo+1 ∩ Σo−1 and k ∈ Σo+2 ∩ Σo−2, as remaining jumps
on R, Σo+1 \ Σ−1 and Σo+2 \ Σ−2 will match the corresponding jumps on R, Σo+1 and Σo+2 for V 6= 0.
Note that (3.2) and (3.6) can now be extended to (Σo+1 ∩ Σo−1) ∪ (Σo+2 ∩ Σo−2).
We first consider the jump for k ∈ Σo+1 ∩ Σo−1. Unlike in the case of nonzero velocity, both
φ+1(x, t, k) and φ−2(x, t, k) have jumps across the contour. However, we again find(φ+1(x, t, k)
d+(k)
)+
= iρ(k)e−iδ
φ+1(x, t, k)
d+(k)
− ie−iδ φ−2(x, t, k)
s22(k)d+(k)
, k ∈ Σo+1 ∩ Σo−1 .
From Lemma 5.3, we have
φ−1(x, t, k)
s11(k)
= (1+ ρ(k)ρ(k))φ+1(x, t, k)− ρ(k)φ−2(x, t, k)s22(k) , k ∈ Σ
o
+1 ∩ Σo−1 .
Combining this with (2.27a), (3.24d) and Lemma 5.6 gives( φ−2(x, t, k)
s22(k)d+(k)
)+
= −i(1+ ρ(k)ρ(k))eiδ φ+1(x, t, k)
d+(k)
+ iρ(k)eiδ
φ−2(x, t, k)
s22(k)d+(k)
, k ∈ Σo+1 ∩ Σo−1 .
Together, we have
Ψ+(x, t, k) = Ψ−(x, t, k)
(
iρ(k)e−iδ −i(1+ ρ(k)ρ(k))eiδ
−ie−iδ iρ(k)eiδ
)
, k ∈ Σo+1 ∩ Σo−1 .
The symmetry (7.31) gives
Ψ+(x, t, k) = Ψ−(x, t, k)
(
−iρ(k)e−iδ −ieiδ
−i(1+ ρ(k)ρ(k))e−iδ −iρ(k)eiδ
)
, k ∈ Σo+2 ∩ Σo−2 .
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7.3 Riemann problems
Proof of Lemma 6.1 (Pure two-sided step with counterpropagating flows). Suppose s22(k) = 0.
Then
(λ− + (k−V/2))A+eiδ + (λ+ − (k+V/2))A−e−iδ = 0
and so |λ− + (k−V/2)|A+ = |λ+ − (k+V/2)|A−. Note that
|λ− + (k−V/2)| ≥ A− , k ∈ C ,
|λ− + (k−V/2)| = A− ⇔ k ∈ Σ− ,
|λ+ − (k+V/2)| ≤ A+ , k ∈ C ,
|λ+ − (k+V/2)| = A+ ⇔ k ∈ Σ+ .
Since Σ+ and Σ− are disjoint, at least one of the above inequalities is strict. Then the above equality
implies A−A+ < A+A−. Thus, s22(k) 6= 0 for all k ∈ C, meaning that there are no discrete
eigenvalues.
Additionally, if we assume δ = 0, then if ρ(k) = 0,
(λ+ + (k+V/2))A− = (λ− + (k−V/2))A+ .
Squaring, expressing A2± in terms of λ±, k, and canceling common factors gives
(λ+ + (k+V/2))(λ− − (k−V/2)) = (λ− + (k−V/2))(λ+ − (k+V/2)) .
Expanding and simplifying gives (k − V/2)λ+ = (k + V/2)λ− , which after squaring again and
simplifying gives
(A2+ − A2−)k2 −V(A2+ + A2−)k+
V2
4
(A2+ − A2−) = 0 . (7.45)
If A+ = A− then ρ(k) has a possible zero at k = 0. Plugging back into ρ(k) shows that this is not an
actual zero.
On the other hand, if A+ 6= A−, we get two possible zeros, at
k± =
V
2
(A+ ± A−
A+ ∓ A−
)
.
Plugging back into ρ(k), we see that k+ is indeed a zero of ρ(k) for A+ 6= A−, while k− is not.
If A+ = A−, then r(k) has no singularities. On the other hand, if A+ 6= A−, then r(k) has
singularity at k = k+, as defined above. The proof of Lemma 6.1 is complete. 
Behavior at the branch points for the pure two-sided step with counterpropagating flows.
From (6.2), we see that
Wr
[
φ+1(x, t, k) , φ−2(x, t, k)
]
= 1+
A+A−
(λ+ + (k+V/2))(λ− + (k−V/2))e
−2iδ .
Suppose that Wr
[
φ+1(x, t, p+) , φ−2(x, t, p+)
]
= 0. Straightforward algebra shows that the requiring
the right-hand side of the above expression to vanish implies A− cos(2δ)− A+ = iV . Since V 6= 0,
this cannot be true. Similar calculation shows that Wr[φ+1(x, t, p−), φ−2(x, t, p−)] 6= 0.
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Proof of Lemma 6.2 (Pure two-sided step without counterpropagating flows). Suppose s22(k) =
0 with δ = 0. Following the same argument as for V 6= 0, we now must have A+(λ+ + k) =
−A−(λ+ − k), and k ∈ Σ+ ∩ Σ− = Σ−. Letting k = is with s ∈ [−A−, A−], we have
A+
(√
A2− − s2 + is
)
= −A−
(√
A2+ − s2 − is
)
.
If A+ = A− = A, then s22(k) = 0 at k = ±iA. In such case, ρ(k) = 0 identically and the jumps
across Σ+1 \ Σ−1 and Σ+2 \ Σ−2 disappear. On the other hand, if A+ 6= A−, then s22(k) 6= 0 for any
k ∈ C, and there are no discrete eigenvalues.
Note that the calculation done to arrive at (7.45) can again be used here, now with V = 0.
Then if ρ(k) = 0, we have
(
A2+ − A2−
)
k2 = 0 . If A+ = A−, then as stated before ρ(k) is identically
zero. On the other hand, if A+ 6= A− > 0, then ρ(k) has a possible zero at k = 0. Plugging back
into ρ(k) verifies that this is indeed a zero. 
Behavior at the branch points for the pure two-sided step without counterpropagating flows.
From (6.8), we see that
Wr
[
φ+1(x, t, k), φ−2(x, t, k)
]
= 1+
A+A−
(λ+ + k)(λ− + k)
e−2iδ .
Straightforward algebra shows that requiring the right-hand side of the above expression to vanish
implies A− cos(2δ) = A+ . Since A− ≤ A+, this can only happen when A− = A+ = A and δ = npi
(i.e. there is no phase difference). In such case, λ+ = λ− = λ, and
Wr
[
φ+1(x, t, k) , φ−2(x, t, k)
]
=
2λ
λ+ k
=
2
iA
(k∓ iA)1/2 + o(k∓ iA)1/2, k→ ±iA .
8 Conclusions
In summary, we presented the formulation of the inverse scattering transform for the focusing non-
linear Schro¨dinger equation with a general class of nonzero boundary conditions at infinity consist-
ing of counterpropagating waves. The spectrum of the scattering problem is characterized by the
presence of four distinct branch points. Thus, even if one takes into account the multivaluedness
of the asymptotic eigenvalues by introducing a suitable two-sheeted Riemann surface, the resulting
curve has genus one and, therefore, it is not possible to introduce a uniformization variable to map
it back to a single copy of the complex plane. Accordingly, we developed the formalism by explic-
itly taking into account the non-analyticity of the asymptotic eigenvalues and by making a suitable
choice of branch cuts. We also explicitly studied the limiting behavior of the Jost eigenfunctions
and scattering coefficients at the branch points. We formulated the inverse problem as a matrix
Riemann-Hilbert problem with jumps along the real axis and the branch cuts, converted the prob-
lem to a set of linear algebraic-integral equations, and obtained a reconstruction formula for the
potential. We discussed several exact reductions as special cases. One of them is the case when no
counterpropagating flows are present, namely V = 0, which had been studied in [33]. Even in that
case, however, our formalism is slightly different from that of [33] in a few respects (such as proof of
analyticity, different sectionally meromorphic matrix, etc.). Finally, we considered various Riemann
problems as specific examples.
The availability of the inverse scattering transform makes it possible to calculate the long-time
asymptotic behavior of solutions with the given class of initial conditions. Similar problems prob-
lems were recently considered in [45] using the genus-one Whitham modulation equations, and it
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was shown that, in many cases, Whitham theory provides an effective asymptotic description for
the behavior of solutions. However, it was also shown there that there are many cases in which
the genus-one Whitham equations are not sufficient to fully characterize the behavior of solutions,
To fully describe those cases, either higher-genus theory or the full power of the IST are needed.
Moreover, even when effective, Whitham theory is only a formal perturbation theory, and does not
provide rigorous estimates. The long-time asymptotics using the inverse scattering transform was
computed in [30, 31] in the special case A+ = A− and V = 0, Until recently, the case V 6= 0
was only studied in a special case (a Riemann problem with equal amplitudes and V > 0) in [36].
Moreover, even in that case, the analysis only applies to the case of large V.
While in the process of finalizing the present manuscript, we learned that a similar problem
was also independently considered in a recent preprint [46], where the inverse scattering transform
was concisely formulated and various scenarios for the long-time asymptotics were presented and
discussed. The main differences between the formalism of the inverse scattering transform in [46]
and the one in the present work are that a different normalization was used for the Jost eigen-
functions, and that no discrete spectrum for the scattering problem, and consequently no poles in
the Riemann-Hilbert problem, were allowed in [46]. As is well known, each discrete eigenvalue
contributes a soliton to the solution of the NLS equation. On one hand, as shown in [47], discrete
eigenvalues greatly complicate the long-time asymptotics; on the other hand, as shown in [32], the
presence of discrete eigenvalues leads to very interesting interaction phenomena between solitons
and radiation, including transmission, trapping, and the emergence of soliton-generated wakes.
As usual, the inverse scattering transform was developed under the assumption of existence of
solution. However, one could use the results of the present work to prove well-posedness in appro-
priate function spaces. At the same time, the issue of existence and uniqueness of solutions of the
Riemann-Hilbert problem is highly nontrivial. This is because of the fact that the associated jumps
occur along an open contour. Indeed, even in the case V = 0, it is not entirely clear what supple-
mentary conditions must be included in the Riemann-Hilbert problem in order to ensure existence
and uniqueness [44]. This question is left as a topic for future work. Another complication that has
been reserved for future work is the possible presence of zeros of the analytic scattering coefficients
on the continuous spectrum Σ (cf. (2.24)). Such zeros lead to so-called spectral singularities in the
Riemann-Hilbert problem [43]. We have shown (cf. Lemma 3.14) that, when V 6= 0, no such singu-
larities are possible on Σo+ and Σo−. However, one could have singularities for k ∈ R. Moreover, when
V = 0 the scattering coefficients could vanish on the portion of Σ where all four Jost eigenfunctions
are defined (cf. Lemma 5.8). The presence of spectral singularities not only complicates the analysis,
but also leads to different long-time asymptotic behavior for the solutions (e.g., see [4, 48] for the
case of zero boundary conditions).
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