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Abstract
In this paper we develop a theory of singular integral operators acting on function spaces over the mea-
sured metric space (Rd , ρ, γ ), where ρ denotes the Euclidean distance and γ the Gauss measure. Our theory
plays for the Ornstein–Uhlenbeck operator the same rôle that the classical Calderòn–Zygmund theory plays
for the Laplacian on (Rd , ρ,λ), where λ is the Lebesgue measure. Our method requires the introduction of
two new function spaces: the space BMO(γ ) of functions with “bounded mean oscillation” and its predual,
the atomic Hardy space H 1(γ ). We show that if p is in (2,∞), then Lp(γ ) is an intermediate space be-
tween L2(γ ) and BMO(γ ), and that an inequality of John–Nirenberg type holds for functions in BMO(γ ).
Then we show that ifM is a bounded operator on L2(γ ) and the Schwartz kernels ofM and of its adjoint
satisfy a “local integral condition of Hörmander type,” thenM extends to a bounded operator from H 1(γ )
to L1(γ ), from L∞(γ ) to BMO(γ ) and on Lp(γ ) for all p in (1,∞). As an application, we show that cer-
tain singular integral operators related to the Ornstein–Uhlenbeck operator, which are unbounded on L1(γ )
and on L∞(γ ), turn out to be bounded from H 1(γ ) to L1(γ ) and from L∞(γ ) to BMO(γ ).
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Suppose that d is a positive integer. Let γ denote the Gauss measure on Rd , i.e., the probability
measure defined by
dγ (x) = π−d/2e−|x|2 dλ(x) ∀x ∈ Rd ,
where λ denotes the Lebesgue measure on Rd .
Harmonic analysis on the measured metric space (Rd, ρ, γ ), where ρ denotes the Euclidean
distance on Rd , has been the object of many investigations. In particular, efforts have been made
to study operators related to the Ornstein–Uhlenbeck semigroup, with emphasis on heat maxi-
mal operators [13,16,26,33], Riesz transforms [5,8,10,14,15,17,27,28,30–32,38] and functional
calculus for the Ornstein–Uhlenbeck operator [11,12,19,25]. Due to the geometric properties of
the Gauss density, the analysis of such operators is quite different from that of the corresponding
operators in the Euclidean setting.
The purpose of this paper is to develop a theory of singular integral operators acting on func-
tion spaces over (Rd, ρ, γ ), which plays for the Ornstein–Uhlenbeck operator the same rôle that
the classical Calderòn–Zygmund theory plays for the Laplacian on (Rd , ρ,λ).
One of the main results of the classical theory is the following. Assume that M is a bounded
operator on L2(λ) and that its Schwartz kernel mS is a locally integrable function off the diagonal
in Rd × Rd . Suppose further that mS satisfies Hörmander’s condition [20,35]
sup
B∈B
sup
x,x′∈B
∫
(2B)c
∣∣mS(x, y)−mS(x′, y)∣∣dλ(y) < ∞,
and that a similar condition is satisfied by the Schwartz kernel of the adjoint operator M∗.
Then M extends to a bounded operator on Lp(λ) for all p in (1,∞), from the Hardy space
H 1(λ) to L1(λ) and from L∞(λ) to the space BMO(λ) of functions of bounded mean oscillation.
Here B denotes the family of all Euclidean balls in Rd , and 2B the ball with the same centre as
B and twice the radius.
The proof of this result is a relatively straightforward consequence of the following facts:
(i) the operators M and M∗ map L∞(λ) into BMO(λ);
(ii) Lp(λ) is an intermediate space between L2(λ) and BMO(λ) for p in (2,∞);
(iii) the predual space of BMO(λ) is isomorphic to the atomic Hardy space H 1(λ).
In order to extend the aforementioned result to the Gaussian setting, we shall define an appropri-
ate space of functions of bounded mean oscillation which possesses the analogues of properties
(i)–(iii) above.
Recall that BMO(λ) is the space introduced by F. John and L. Nirenberg [22] of all locally
integrable functions on Rd such that
sup
Q∈Q
1
λ(Q)
∫ ∣∣f − f λQ∣∣dλ < ∞,
Q
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denotes the average of f over Q with respect to the measure λ. It is not hard to check that by
replacing the family Q with the family B in the formula above we obtain an equivalent “norm”
on BMO(λ).
Extensions of the space of functions of bounded mean oscillation have been considered in
the literature. In particular, a theory of functions of bounded mean oscillation that parallels the
Euclidean theory has been developed on spaces of homogeneous type in the sense of Coifman–
Weiss [4,23].
Since γ is a nondoubling measure, (Rd , ρ, γ ) is not a space of homogeneous type and the
theory of BMO spaces developed in [4,23] does not apply to this setting.
More recently, spaces of functions of bounded mean oscillation have been introduced on mea-
sured metric spaces not of homogeneous type, specifically on (Rd , ρ,μ), where μ is a (possibly
nondoubling) nonnegative Radon measure (see [24,29,36,39] and the references therein).
In particular, X. Tolsa [36] has defined a regular BMO space, RBMO(μ), whenever μ is a
nonnegative Radon measure on (Rd , ρ) which satisfies the following growth condition
μ
(
B(x, r)
)
 Crn ∀x ∈ Rd , r > 0, (1.1)
for some integer n in [1, d]. Here B(x, r) denotes the ball of centre x and radius r . Tolsa’s
space enjoys many of the good properties of BMO on spaces of homogeneous type. In particular
singular integrals with Calderòn–Zygmund kernels which satisfy the standard estimates
∣∣k(x, y)∣∣ C|x − y|n , ∣∣∂xk(x, y)∣∣+ ∣∣∂yk(x, y)∣∣ C|x − y|n+1 (1.2)
off the diagonal, are bounded from L∞(μ) to RBMO(μ).
Clearly, the Gauss measure γ satisfies the growth condition (1.1) for every n in [1, d]. How-
ever, RBMO(γ ) is not the appropriate space to study the boundedness on L∞(γ ) of the singular
integrals associated to the Ornstein–Uhlenbeck operator, because the kernels of these operators
do not satisfy the standard estimates uniformly in the whole complement of the diagonal in
Rd ×Rd . Indeed, one can obtain the estimates (1.2) of the kernel and its gradient only in regions
of the form
Nδ =
{
(x, y) ∈ Rd × Rd : x = y, |x − y| δ|x| + |y|
}
, δ > 0,
with constants Cδ which blow up exponentially as δ tends to ∞ (see [10–12,30]). Therefore, if T
is a singular integral associated to the Ornstein–Uhlenbeck operator and f ∈ L∞(γ ), one cannot
hope to obtain uniform estimates of the mean oscillation of T f on all balls in Rd .
It turns out that in this context one can define a different BMO space, which is better suited
for the analysis of Ornstein–Uhlenbeck singular integrals. Our definition is inspired by the work
of A. Ionescu on BMO on symmetric spaces of the noncompact type and real rank one [21].
Let m :Rd → R denote the function defined by
m(x) = min(1,1/|x|).
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For each positive number a, let Ba denote the collection of all Euclidean balls B on Rd such that
rB  am(cB).
Balls in Ba will be referred to as admissible balls of parameter a. Note that for a fixed parameter
a the radius of a ball in Ba tends to zero as the centre tends to infinity. A remarkable feature of
admissible balls is that the Gauss measure is doubling on each class Ba , with constant depending
on a (see Proposition 2.1).
A function f in L1(γ ) is said to belong to BMO(γ ) if
‖f ‖B1∗ = sup
B∈B1
1
γ (B)
∫
B
∣∣f (x)− f γB ∣∣dγ (x) < ∞.
Here f γB denotes the average of f over B with respect to the Gauss measure. Notice that we
define BMO(γ ) as a subspace of L1(γ ) because the measure γ is finite. Clearly BMO(γ ) is a
Banach space with respect to the norm
‖f ‖BMO(γ ) = ‖f ‖L1(γ ) + ‖f ‖B1∗ .
In Section 2 we shall prove that if we replace the family B1 by the family Ba of admissible balls of
parameter a in the definition of BMO(γ ) we obtain the same space with an equivalent norm. The
same is true if, instead of Ba , we consider the collectionQa of admissible cubes of parameter a,
i.e. the cubes Q with sides parallel to the axes, centre cQ and sidelength Q  am(cQ).
In Section 3 we shall prove a basic relative distributional inequality for the local sharp func-
tion and the local Hardy–Littlewood maximal function. As a consequence, we shall prove an
interpolation result for analytic families of operators analogous to that proved by C. Fefferman
and E.M. Stein [7] in the classical setting. We shall also prove (see Section 4) that an inequality
of John–Nirenberg type for admissible balls holds for functions in BMO(γ ).
The atomic Hardy space H 1(γ ) is defined in Section 5. An atom is either the constant func-
tion 1 or a function supported in a ball B of B1 with vanishing integral and satisfying an appropri-
ate “size” condition. We show that the topological dual of H 1(γ ) is isomorphic to BMO(γ ). The
proof of this result is modelled over the classical result of Fefferman, though there are several
additional difficulties to overcome to adapt the original proof to our situation.
For the sake of brevity let us denote by γ0(x) = π−d/2 e−|x|2 the Gaussian density. Our main
result concerning singular integral operators with respect to the Gauss measure is Theorem 6.1.
It states that if M is a bounded operator on L2(γ ), its Schwartz kernel mS is a locally integrable
function off the diagonal in Rd ×Rd , and the distribution mS(1⊗γ−10 ), which we denote simply
by m, satisfies the local Hörmander type conditions
sup
B∈B1
sup
x,x′∈B
∫
(2B)c
∣∣m(x,y)−m(x′, y)∣∣dγ (y) < ∞,
and
sup
B∈B
sup
y,y′∈B
∫
c
∣∣m(x,y)−m(x,y′)∣∣dγ (x) < ∞,
(2B)
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and from L∞(γ ) to BMO(γ ). An interesting application of Theorem 6.1 is that some impor-
tant operators associated to the Ornstein–Uhlenbeck operator, such as Riesz transforms of any
order and imaginary powers, which are bounded on Lp(γ ) for all p in (1,∞), but otherwise
unbounded on L1(γ ) and on L∞(γ ), turn out to be bounded from L∞(γ ) to BMO(γ ). This will
be proved in Section 7. We shall also prove that imaginary powers are bounded from H 1(γ ) to
L1(γ ). The boundedness from H 1(γ ) to L1(γ ) of the Riesz transform is more delicate and will
be considered in a forthcoming paper.
The letter C will always denote a positive constant, which may not be the same at different
occurrences, and may depend on any quantifier written, implicitly or explicitly before the relevant
formula.
2. Scale invariance of BMO(γ )
Fix a positive number a. Let Ba and Qa denote, respectively, the families of admissible
balls and of admissible cubes of parameter a, defined in the previous section. Consider the two
“norms” on L1(γ ), defined by
‖f ‖Ba∗ = sup
B∈Ba
1
γ (B)
∫
B
∣∣f − f γB ∣∣dγ and ‖f ‖Qa∗ = sup
Q∈Qa
1
γ (Q)
∫
Q
∣∣f − f γQ∣∣dγ.
The aim of this section is to prove that all these norms are equivalent (see Proposition 2.4).
We begin by proving a result of geometric flavour concerning the Gauss measure. Suppose
that τ is positive. To each B in Ba we associate the union B∗τ of all balls B ′ that intersect B and
such that rB ′  τrB .
Proposition 2.1. Suppose that d is a positive integer and that a and τ are positive. The following
hold:
(i) for all B in Ba and all x in B we have that e−2a−a2  e|cB |2−|x|2  e2a ;
(ii) set σ ∗a,τ = supB∈Ba γ (B
∗
τ )
γ (B)
. Then σ ∗a,τ  (2τ + 1)de4a(2τ+1)+a2(2τ+1)2 ;
(iii) let B and B ′ be balls in Ba such that B ∩B ′ = ∅, and γ (B ′) 2γ (B). Then
rB ′ 
(
2e8a+a2
)1/d
rB.
Proof. The proof of (i) is straightforward and is omitted.
To prove (ii) observe that B∗τ is contained in the ball with centre cB and radius (2τ + 1)rB ,
which belongs to B(2τ+1)a . Therefore by (i) (with (2τ + 1)a in place of a)
γ
(
B∗τ
)= π−d/2 ∫
B∗τ
e−|x|2 dλ(x) π−d/2e2a(2τ+1)e−|cB |2λ
(
B∗τ
)
.
Note that λ(B∗τ )  λ(B(cB, (2τ + 1)rB)), which is equal to (2τ + 1)dλ(B). Similarly, we see
that γ (B) π−d/2e−2a(2τ+1)−a2(2τ+1)2 e−|cB |2λ(B), so that
σ ∗a,τ  (2τ + 1)de4a(2τ+1)+a
2(2τ+1)2 ,
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Finally we prove (iii). We may assume that rB ′ > rB , for otherwise there is nothing to prove.
From (i) and the beginning of the proof of (ii) we see that
π−d/2e−|cB′ |2−2a−a2λ(B ′) γ (B ′) and γ (B) π−d/2e−|cB |2+2aλ(B).
Thus, the assumption γ (B ′) 2γ (B) implies that
e−|cB′ |2−2a−a2λ(B ′) 2e−|cB |2+2aλ(B),
whence (
rB ′
rB
)d
 2e|cB′ |2−|cB |2+4a+a2 . (2.1)
Since the Gauss density is a radial decreasing function, the ball B ′ satisfying the assumptions and
with maximal radius is that of volume 2γ (B) such that |cB ′ | > |cB | and cB and cB ′ are collinear
with the origin. In this case |cB ′ | − |cB | = rB + rB ′ , so that
|cB ′ |2 − |cB |2 
(|cB ′ | + |cB |)(rB + rB ′)
 2a + |cB ′ |rB + |cB |rB ′
 4a.
Therefore, by (2.1), rB ′  (2e8a+a2)1/drB , as required. 
Remark 2.2. Note that Proposition 2.1 implies that Gaussian measure is indeed doubling on each
class of balls Ba , with constant depending on a. This is the main reason for the equivalence of
norms defined using either balls or cubes at different scales.
Next we need a lemma on the decomposition of functions which are bounded and have mean
zero on an admissible cube into sums of functions with the same properties with respect to
smaller cubes. For each cube Q in Rd we denote by L∞0 (Q) the space of all essentially bounded
functions φ supported in Q such that
∫
Q
φ dγ = 0.
Lemma 2.3. Suppose that a and b are positive numbers and that b < a. There exist a constant C
and a nonnegative integer N , depending only on d , a and b, such that for each cube Q in Qa
and each function φ in L∞0 (Q) there exist at most N admissible cubes Q1, . . . ,QN inQb and Nfunctions φ1, . . . , φN in L∞0 (Q), with supports contained in Q1, . . . ,QN , respectively, such that
φ =
N∑
j=1
φj and ‖φj‖∞  C‖φ‖∞, j = 1, . . . ,N.
Proof. Let {Q1, . . . ,Q2d } the family of cubes contained in Q, with sides parallel to the axes,
sidelength Qj = (2/3)Q, each having a vertex in common with Q. The intersection of the
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j = 1, . . . ,2d define
ψj =
1Qj∑n
i=1 1Qi
, λj = 1
γ (Q0)
∫
Rd
φψj dγ,
where 1E denotes the indicator function of the set E. Next define
φj = φψj − λj1Q0 and φ0 = φ −
2d∑
j=1
φj .
It is immediate to check that each function φj is supported in Qj , has mean zero and ‖φj‖∞ 
C‖φ‖∞, where C depends only on the dimension d . A simple geometric argument shows that
|cQj | |cQ| +
√
d
Q
2
 |cQ| +
√
d a
2
m(cQ).
Hence
m(cQj )
−1 = max(1, |cQj |)max(1, |cQ|)+ √d a2 m(cQ)
= m(cQ)−1 +
√
d a
2
,
because m(cQ) = min(1,1/|cQ|) 1. Therefore
Qj =
2
3
Q 
2
3
am(cQ)
2
3
a
(
1 + √d a/2)m(cQj ).
Thus, if (2/3)a(1 + √d a/2)  b all cubes Qj are in Qb . If some cube Qj is not in Qb we
must iterate the construction by considering cubes {Qj1, . . . ,Qj2d } contained in Qj , with sides
parallel to the axes, sidelength Qjm = (2/3)Qj , each having a vertex in common with Qj . As
before, we may write the function φj as a sum of functions φjm in L∞0 (Q) each supported in
Qjm and such that ‖φjm‖∞  C‖φ‖∞. Replacing Qj with Qjm in the previous argument, we
can show that all the cubes Qjm are in Qb if (2/3)2a(1 +
√
d a/2) b.
If this inequality does not hold, we iterate the argument n times, where n is the least positive
integer such that
(2/3)na
(
1 + √d a/2) b.
Hence the cubes obtained at the nth iteration are in Qb . Note that n depends only on a, b and d .
This proves the required decomposition with N  (2d + 1)n, and concludes the proof of the
lemma. 
Proposition 2.4. The norms ‖·‖Qa∗ , a > 0, are equivalent and they are also equivalent to the
norms ‖·‖Ba∗
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C‖f ‖Qb∗ for some constant C depending only on a and b and the dimension d . Let Q be a cube
in Qa . Observe that
1
γ (Q)
∫
Q
∣∣f − f γQ∣∣dγ  2γ (Q) infc∈C
∫
Q
|f − c|dγ
 2
γ (Q)
‖f ‖L1(Q,γ )/C,
where L1(Q,γ )/C is the quotient of the space L1(Q,γ ) modulus the constants. Since the dual
of L1(Q,γ )/C is L∞0 (Q) we have that
‖f ‖L1(Q)/C = sup
{∣∣∣∣ ∫
Q
fφ dγ
∣∣∣∣: φ ∈ L∞0 (Q),‖φ‖∞  1}.
Let φ be a function in L∞0 (Q) with ‖φ‖∞  1. By Lemma 2.3 there exist functions φ1, . . . , φN
in L∞0 (Q) supported in cubes Qj in Qb and contained in Q such that φ =
∑N
j=1 φj and‖φj‖∞ C, where C is a constant which depends only on a, b and d . Thus
1
γ (Q)
∣∣∣∣ ∫
Q
fφ dγ
∣∣∣∣ 1γ (Q)
N∑
j=1
∣∣∣∣ ∫
Qj
(
f − f γQj
)
φj dγ
∣∣∣∣
C
N∑
j=1
1
γ (Qj )
∫
Qj
∣∣f − f γQj ∣∣dγ
CN‖f ‖Qb∗ .
Hence ‖f ‖Qa∗  2CN‖f ‖Qb∗ . This proves that the norms ‖·‖Qa∗ , a > 0, are equivalent.
To prove the equivalence of the norms ‖·‖Ba∗ , a > 0 it is enough to observe that for every ball
B ∈ Ba there exists a cube Q in Q2a such that B ⊂ Q. Moreover by Proposition 2.1(ii) there
exists a constant C, depending only on d and a, such that γ (Q) Cγ (B). Thus
1
γ (B)
∫
B
∣∣f − f γB ∣∣dγ  2γ (B)
∫
B
∣∣f − f γQ∣∣dγ
 2C 1
γ (Q)
∫
Q
∣∣f − f γQ∣∣dγ.
Therefore ‖f ‖Ba∗  2C ‖f ‖Q2a∗ . A similar argument proves that ‖f ‖
Q2a/√d∗  2C‖f ‖Ba∗ . The
conclusion follows from the equivalence of the norms ‖·‖Qb∗ for all b > 0. 
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The main step in the proof of Fefferman–Stein’s interpolation result for analytic families of
operators is a certain relative distributional inequality (also referred to as “good λ inequality” in
the literature) [7, Theorem 5, p. 153], [35], which is a modified version of the original relative
distributional inequality of D.L. Burkholder and R.F. Gundy [2,3] for martingales.
Extensions of Fefferman–Stein’s distributional inequality to spaces of homogeneous type are
available in the literature (see, e.g., Macías’ thesis [23]). It may be worth observing that the dou-
bling property plays a key rôle in their proof. An extension of this theory to rank one symmetric
spaces of the noncompact type is due to Ionescu [21]. In this section we adapt Ionescu’s ideas
and arguments to the measured metric space (Rd , ρ, γ ).
For each x in Rd the subcollection of all balls in Ba which contain x will be denoted by Ba(x).
For each positive number a, and each locally integrable function f , the noncentred local Hardy–
Littlewood maximal function Maf is defined by
Maf (x) = sup
B∈Ba(x)
1
γ (B)
∫
B
|f |dγ ∀x ∈ Rd . (3.1)
We define also the local sharp function f  of f as follows:
f (x) = sup
B∈B1(x)
1
γ (B)
∫
B
∣∣f − f γB ∣∣dγ ∀x ∈ Rd .
Clearly a function f is in BMO(γ ) if and only if f  is in L∞(γ ) and ‖f ‖B1∗ = ‖f ‖∞. It is
straightforward to check that f   2M1f .
We shall need the following result, whose proof, mutatis mutandis, is the same of its Euclidean
analogue.
Theorem 3.1. Suppose that a > 0. Then the noncentred local Hardy–Littlewood maximal oper-
ator Ma is bounded on Lp(γ ) for every p in (1,∞] and of weak type 1.
We prove a covering theorem for the Gauss measure (see Proposition 3.3 below), which will
be the main tool in the proof of the relative distributional inequality satisfied by M1/4 and f 
(see Lemma 3.4). To prove the covering theorem we need the following lemma, concerning a
geometric property of the Gauss measure. Roughly speaking, if a set A is sufficiently far from
the origin, then a positive fraction of the measure of A is concentrated in a thin region near
the boundary of A. Note that the analogous property for the Lebesgue measure fails (take large
balls).
Suppose that A is an open set in Rd . For each positive δ let A(δ) and A˜(δ) be defined by
A(δ) = {x ∈ A: B(x, δm(x))⊂ A} and A˜(δ) = A \A(δ). (3.2)
Lemma 3.2. Suppose that d is an integer  1 and that δ is in (0,1]. Let ηd,δ denote the unique
positive root of the equation x − δ/x − √(d − 1)/2 = 0. Let μd denote the measure on R+
absolutely continuous with respect to the Lebesgue measure with density s → sd−1e−|s|2 . There
exists a constant cd , depending only on d , such that the following hold:
G. Mauceri, S. Meda / Journal of Functional Analysis 252 (2007) 278–313 287(i) if E is an open subset of R+ such that infE(δ) ηd,δ , then μd(E˜(δ)) cdδμd(E);
(ii) if A is an open subset of Rd such that A(δ) is contained in B(0, ηd,δ)c , then γ (A˜(δ)) 
cdδγ (A).
Proof. First we prove (i). Let τ denote infE(δ). Then E(δ) is contained in (τ,∞) and E˜(δ)
contains the interval (τ − δ/τ, τ ). Therefore, using the fact that for every positive number a the
function x → x/(x + a) is increasing on R+, we see that
μd(E˜(δ))
μd(E)
= μd(E˜(δ))
μd(E˜(δ))+μd(E(δ))
 μd((τ − δ/τ, τ ))
μd((τ − δ/τ, τ ))+μd((τ,∞))
= μd((τ − δ/τ, τ ))
μd((τ − δ/τ,∞)) . (3.3)
Since the function x → x − δ/x − √(d − 1)/2 is increasing, the assumption τ  ηd,δ implies
that τ − δ/τ √(d − 1)/2. Now, it is straightforward to check that the function s → sd−1 e−s2
is decreasing on the interval [√(d − 1)/2,∞).
Suppose that d  2. On the one hand
μd
(
(τ − δ/τ, τ )) τd−2 τ∫
τ−δ/τ
re−r2 dr
= τ
d−2
2
[
e−(τ−δ/τ)2 − e−τ 2].
On the other, by integrating by parts we see that
μd
(
(τ − δ/τ,∞))= ∞∫
τ−δ/τ
rd−2
(
re−r2
)
dr
= 1
2
(τ − δ/τ)d−2e−(τ−δ/τ)2 + (d/2 − 1)
∞∫
τ−δ/τ
rd−3e−r2 dr.
Observe that
∫∞
t
rd−3e−r2 dr  td−2e−t2 for all t in [√(d − 1)/2,∞), because the differ-
ence of the left- and the right-hand side of this inequality vanishes at ∞ and is increasing on
[√(d − 1)/2,∞). Hence
μd
(
(τ − δ/τ,∞)) d − 1
2
(τ − δ/τ)d−2e−(τ−δ/τ)2 .
Therefore
μd((τ − δ/τ, τ ))  1
(
τ
)d−2[
1 − e(τ−δ/τ)2−τ 2].
μd((τ − δ/τ,∞)) d − 1 τ − δ/τ
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is an immediate consequence of τ −δ/τ √(d − 1)/2. Moreover, the function x → x/(x−δ/x)
is decreasing on (ηd,δ,∞), so that τ/(τ − δ/τ) 1.
From this and (3.3) we deduce that
μd
(
E˜(δ)
)
 1 − e
−δ
d − 1 μd(E),
so that (i) follows with cd = (1 − e−1)/(d − 1).
If d = 1 the argument above may be easily adapted to give the desired conclusion: we omit
the details.
Next we prove (ii). Let A˜ω and A˜ω(δ) denote the subsets of R+ of all s such that sω is in A˜
or in A˜(δ), respectively. By integrating in polar co-ordinates
γ
(
A˜(δ)
)= ∫
Rd
1A˜(δ) dγ
= π−d/2
∫
Sd−1
dω
∞∫
0
1A˜(δ)(sω)dμd(s)
= π−d/2
∫
Sd−1
μd
(
A˜ω(δ)
)
dω.
Now (i) implies that the last integral may be estimated by
cdδ
∫
Sd−1
μd(A˜ω)dω = π−d/2cd δγ (A˜),
and (ii) is proved.
This concludes the proof of the proposition. 
Proposition 3.3. Suppose that δ is in (0,1]. Then for every open subset A of Rd such that A(δ)
is contained in B(0,3d)c , and every collection C of balls in B1 which cover A, there exist finitely
many mutually disjoint balls, B1, . . . ,Bk say, in C, such that:
(i) ∑kj=1 γ (Bj ) σd,δγ (A), where σd,δ = cd δ/(2σ ∗1,τ ) and τ = (2e9)1/d (see Proposition 2.1
and Lemma 3.2 for the notation);
(ii) ρ(Bj ,Ac) 2 δm(cBj ) for every j in {1, . . . , k}.
Proof. We observe preliminarily that for every B in B1 we have the estimate
m(y) 2m(cB) ∀y ∈ B. (3.4)
Indeed, if |y|  1, then the left-hand side is 1, so that the required inequality is obvious in the
case where |cB | 1, and is equivalent to the inequality |cB | 2 in the case where |cB | > 1. But
in this case rB < 1, so that |cB | < 2 because y is in B(0,1), and the required inequality follows.
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in the case where |cB | 1, and is equivalent to |cB | 2|y| in the case where |cB | > 1. But this
inequality is trivial if |y|  |cB |, so that we may assume that |y| < |cB |. We clearly have that
|cB | − 1/|cB | < |y|, whence |cB | < |y| + 1/|cB |. To conclude the prove of the required estimate
it suffices to observe that 1/|cB | < 1/|y|, which, in turn, is smaller than |y|, for |y| is assumed to
be > 1.
Recall that A˜(δ) denotes the set A \ A(δ); let C˜ denote the subcollection of all balls in C that
intersect A˜(δ). Clearly the balls in C˜ cover A˜(δ). If B is in C˜, then there exists a point y in
B ∩ A˜(δ). Thus, ρ(y,Ac) < δm(y). Hence ρ(B,Ac) < δm(y) 2δm(cB), by (3.4). This shows
that all balls in C˜ satisfy (ii).
Next we prove (i). Note that 3d  ηd,δ , where ηd,δ is as in the statement of Lemma 3.2. Hence
γ
(
A˜(δ)
)
 cdδγ (A). (3.5)
Let B1 be a ball in C˜ of “maximal measure,” i.e., such that γ (B1)  12 sup{γ (B): B ∈ C˜}. Let
C˜1 denote the collection of all balls in C˜ which are disjoint from B1. Choose B2 in C˜1 such that
γ (B2) 12 sup{γ (B): B ∈ C˜1}. By proceeding iteratively, either the process of choice stops after
finitely many steps, or we get a sequence, {Bj } say, of mutually disjoint balls, which satisfy the
following “maximality property”:
γ (Bj )
1
2
sup
{
γ (B): B ∈ C˜, B disjoint from B1, . . . ,Bj−1
}
.
We treat only the latter case, because the former is similar and simpler. We claim that A˜(δ) ⊂⋃∞
j=1 B∗∗j , where B∗∗j denotes the union of all B in C˜j−1 which intersect Bj .
If not, there exists B in C˜ such that B ∩ Bj = ∅ for all j . Observe that limj→∞ γ (Bj ) = 0,
because γ is a finite measure. But then B should have been chosen as one of the balls {Bj } by
the “maximality property.”
Note that if B is a ball in C˜j−1 which intersect Bj , then γ (B)  2γ (Bj ). By Proposi-
tion 2.1(iii), we have that rB  (2e9)1/drBj . Write τ instead of (2e9)1/d . Observe that B∗∗j is
contained in the ball (Bj )∗τ , so that γ (B∗∗j )  σ ∗1,τ γ (Bj ) by Proposition 2.1(ii). This and (3.5)
imply that
γ (A) 1
cdδ
γ
(
A˜(δ)
)
 1
cdδ
∞∑
j=1
γ
(
B∗∗j
)

σ ∗1,τ
cdδ
∞∑
j=1
γ (Bj ).
To conclude the proof of (ii) take k so large that ∑kj=1 γ (Bj ) (1/2)∑∞j=1 γ (Bj ). Then
γ (A)
2σ ∗1,τ
cdδ
k∑
j=1
γ (Bj ),
as required. 
Lemma 3.4. Let ω denote the number
inf
{
γ
(
B
(
x,
1
m(x)
))
: x ∈ B(0,3d)
}
,24
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every b in (0,1), for all sufficiently small positive ε, and for every f in L1(γ )
γ
({M1/4f > α,f   εα}) aγ ({M1/4f > bα}) ∀α  M
b
‖f ‖L1(γ ),
where a = 1 − σd,1/24 + εσ
∗
1/4,12
σd,1/24(1−b−εσ ∗1/4,12) and σd,1/24 is as in Proposition 3.3.
Proof. For the duration of this proof we shall write κ instead of 1/(24) and σ instead of σd,1/24.
Moreover, for each β > 0 let Aβ and Sβ denote the level sets {M1/4f > β} and {f  > β},
respectively. The inequality to prove may then be rewritten as follows:
γ
(
Aα ∩ Scεα
)
 aγ (Abα) ∀α  M
b
‖f ‖L1(γ ).
Suppose that α M‖f ‖L1(γ )/b. Since f is in L1(γ ) and the local maximal operator M1/4
is of weak type 1, with “quasi-norm” C,
γ (Abα)
C
bα
‖f ‖L1(γ ) 
C
M
<ω. (3.6)
Note that Abα(κ)∩B(0,3d) = ∅. Indeed, if x is in Abα(κ), then the ball B with centre x and
radius κm(x) is contained in Abα , whence γ (B)  γ (Abα) < ω by (3.6). Therefore x is not in
B(0,3d) by the definition of ω.
To each x in Abα we associate a ball Bx in B1/4 containing x such that |f |Bx > bα and Bx
has the following “maximality property”: either rBx is in [m(cBx )/8,m(cBx )/4], or |f |B ′  bα
for every ball B ′ in B1/4(x) such that rB ′  2rBx .
The collection of balls {Bx}x∈Abα will be denoted by Cbα . Clearly Abα =
⋃
x∈Abα Bx . Since
Abα(κ) is contained in B(0,3d)c, there exist mutually disjoint balls B1, . . . ,Bk in Cbα such that
ρ(Bj ,A
c
bα) 2κm(cBj ) and
∑k
j=1 γ (Bj ) σγ (Abα) by Proposition 3.3.
We claim that there exists a′ such that
γ
(
Bj ∩Aα ∩ Scεα
)
 a′γ (Bj ) ∀j ∈ {1, . . . , k}. (3.7)
We postpone for a moment the proof of the claim and show how (3.7) implies the required
conclusion. Observe that Aα ⊂ Abα and that
γ
(
Aα ∩ Scεα
)= γ((Abα∖ k⋃
j=1
Bj
)
∩Aα ∩ Scεα
)
+ γ
((
k⋃
j=1
Bj
)
∩Aα ∩ Scεα
)
 (1 − σ)γ (Abα)+ a′
k∑
j=1
γ (Bj )
 (1 − σ + a′)γ (Abα).
The penultimate inequality is a consequence of Proposition 3.3 and of (3.7), and the last inequal-
ity follows from the fact that Bj are mutually disjoint balls contained in Abα . This is the required
conclusion with a = 1 − σ + a′.
G. Mauceri, S. Meda / Journal of Functional Analysis 252 (2007) 278–313 291Thus, to conclude the proof of the lemma it remains to prove the claim (3.7). For the rest of
the proof we shall denote any of the balls B1, . . . ,Bk simply by B .
Since ρ(B,Acbα) 2κm(cB), there exists a ball B˜ of radius κm(cB) such that B˜ ∩ Acbα = ∅,
hence |f |B˜  bα, and ρ(B, B˜) (3/2)κm(cB).
To each point y in B ∩ Aα we associate a ball B ′y in B1/4 containing y such that |f |B ′y > α.
Denote C′ the collection of all these balls. Observe that B ∩ Aα is an open set and that the
collection C′ covers B ∩ Aα . Since B ∩ Aα is included in Abα , (B ∩ Aα)(κ) is included in
Abα(κ), which is contained in B(0,3d)c . Thus, by Proposition 3.3 there exist mutually disjoint
balls B ′1, . . . ,B ′k′ in C′ such that
k′∑
j=1
γ
(
B ′j
)
 σγ (B ∩Aα). (3.8)
We distinguish two cases according to whether rB  2κm(cB) or rB < 2κm(cB).
Case I: rB  2κm(cB). Let B∗ denote the ball B(cB,m(cB)). Then B∗ contains both B and B˜ ,
and the balls B ′1, . . . ,B ′k′ . If B ∩Aα ∩ Scεα is nonempty, then∫
B∗
|f − fB∗ |dγ  εαγ (B∗). (3.9)
Since B˜ ⊂ B∗ and |f |B˜  bα,
γ (B˜)
(|fB∗ | − bα) ∫
B∗
|f − fB∗ |dγ
by the triangle inequality. Now (3.9) implies that
γ (B˜)
(|fB∗ | − bα) εαγ (B∗). (3.10)
By a similar argument
(
α − |fB∗ |
) k′∑
j=1
γ
(
B ′j
)
 εαγ (B∗). (3.11)
From (3.10) we see that |fB∗ | α(b + ε γ (B∗)γ (B˜) ). By inserting this inequality in (3.11), we obtain
that (
1 − b − ε γ (B
∗)
γ (B˜)
) k′∑
j=1
γ (B ′j ) εγ (B∗),
whence
σ
(
1 − b − ε γ (B
∗)˜
)
γ
(
B ∩Aα ∩ Scεα
)
 εγ (B∗)γ (B)
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estimated from above by σ ∗1/4,12. Thus, if ε < (1 − b)/σ ∗1/4,12 we may conclude that
γ
(
B ∩Aα ∩ Scεα
)

εσ ∗1/4,12
σ (1 − b − εσ ∗1/4,12)
γ (B),
as required.
Case II: rB < 2κm(cB). Let B∗ denote the ball (in B1) with centre at cB and radius
3 max(rB, rB ′1, . . . , rB ′k′ ). Note that m(cB) = m(cB∗), for B and B
∗ have the same centre. It is
straightforward to check that B∗ contains B,B ′1, . . . ,B ′k′ . Now, either rB∗ m(cB∗)/4, whence|f |B∗  bα by the maximality property of B , or rB∗ >m(cB∗)/4.
We show that if rB∗ > m(cB∗)/4, then B ∩ Aα ∩ Scεα = ∅ for ε small enough, so that (3.7) is
trivially satisfied. We proceed by reductio ad absurdum. If B ∩Aα ∩ Scεα = ∅, then∫
B∗
|f − fB∗ |dγ  εαγ (B∗). (3.12)
Notice that B˜ ⊂ B∗. Then, arguing much as in Case I, we see that
(
1 − b − ε γ (B
∗)
γ (B˜)
) k′∑
j=1
γ
(
B ′j
)
 εγ (B∗).
Now observe that rB∗ = 3rB ′ for some  in {1, . . . , k′}, because 3rB < m(cB)/4, whereas rB∗ >
m(cB)/4. Therefore (
1 − b − ε γ (B
∗)
γ (B˜)
)
γ
(
B ′
)
 εγ (B∗) εσ ∗1/4,3γ
(
B ′
)
,
which is false for ε small enough.
Suppose now that rB∗  m(cB∗)/4, whence |f |B∗  bα, and that B ∩ Aα ∩ Scεα = ∅. Then
(3.12), hence (3.11), holds, and we obtain the inequality
(1 − b)
k′∑
j=1
γ
(
B ′j
)
 εγ (B∗). (3.13)
Note that this inequality forces rB∗ = 3rB . Indeed, if rB∗ = 3rB ′ for some  in {1, . . . , k′},
then (1 − b)γ (B ′)  σ ∗1/4,3εγ (B ′) by the local doubling inequality and the disjointness
of {B ′1, . . . ,B ′k′ }. But this inequality cannot hold for small enough ε’s.
Now, (3.13) and (3.8) imply that
γ
(
B ∩Aα ∩ Scεα
)
 1
σ
k′∑
γ
(
B ′j
)

ε σ ∗1/4,3
σ(1 − b)γ (B),j=1
G. Mauceri, S. Meda / Journal of Functional Analysis 252 (2007) 278–313 293as required. 
Theorem 3.5. Suppose that p is in (1,∞). Then there exists a positive constant C such that
‖f ‖L1(γ ) +
∥∥f ∥∥
Lp(γ )
 C‖f ‖Lp(γ ).
Proof. Observe that it suffices to show that ‖f ‖L1(γ ) +‖f ‖Lp(γ )  C‖M1/4f ‖Lp(γ ), because
M1/4f  |f | almost everywhere by the differentiation theorem for the integral, which is a stan-
dard consequence of Theorem 3.1.
Let M , a and b be as in the statement of Lemma 3.4, and denote by ξ the number M‖f ‖1/b.
Note that
‖M1/4f ‖pLp(γ ) = p
∞∫
0
αp−1γ (Aα)dα
= p
∞∫
ξ
αp−1
(
γ
(
Aα ∩ Scεα
)+ γ (Aα ∩ Sεα))dα + p ξ∫
0
αp−1γ (Aα)dα,
so that, by Lemma 3.4
‖M1/4f ‖pLp(γ )  pa
∞∫
ξ
αp−1γ (Abα)dα + p
∞∫
ξ
αp−1γ (Sεα)dα + p
ξ∫
0
αp−1 dα
= pab−p
∞∫
bξ
βp−1γ (Aβ)dβ + pε−p
∞∫
εξ
βp−1γ (Sβ)dβ + M
p
bp
‖f ‖p
L1(γ )
 ab−p‖M1/4f ‖pLp(γ ) + ε−p
∥∥f ∥∥p
Lp(γ )
+ M
p
bp
‖f ‖p
L1(γ )
.
Now, for a given p, we choose b such that bp = 1 − σd,1/24/4, and then we choose ε small
enough so that a  1 −σd,1/24/2. Therefore ab−p < 1, and the required conclusion follows. 
A noteworthy consequence of Theorem 3.5 is the following interpolation result for analytic
families of operators. This is modelled over the analogous result in the Euclidean setting [7,
Corollary 1, p. 156].
Theorem 3.6. Let S denote the strip {z ∈ C: Re z ∈ (0,1)}. Suppose that {Tz}z∈S¯ is a family
of uniformly bounded operators on L2(γ ) such that z → ∫
Rd
Tzfg dγ is holomorphic in S and
continuous in S¯ for all functions f and g in L2(γ ). Further, assume that there exists a constant
A such that
|||Tis |||L2(γ ) A and |||T1+is |||L∞(γ );BMO(γ ) A.
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|||Tθ |||LPθ (γ ) Aθ,
where Aθ depends only on A and on θ .
Proof. The proof follows the line of the proof of the classical case (see, for instance [35, Theo-
rem 4, p. 175] or [7]). 
4. An inequality of John–Nirenberg type
In this section we shall prove a John–Nirenberg type inequality for functions in BMO(γ ). The
original inequality was proved in [22], where classical functions of bounded mean oscillation
appeared for the first time.
We shall need the following notation. Suppose that μ is a Radon measure on Rd and that F is
a family of relatively compact open subsets of Rd . For each locally μ integrable function on Rd
we shall denote by ‖f ‖F∗,μ the (possibly infinite) quantity
sup
F∈F
1
μ(F)
∫
F
∣∣f − f μF ∣∣dμ, (4.1)
where f μF = 1μ(F)
∫
F
f dμ.
Note that f is in BMO(γ ) if and only if f is in L1(γ ) and ‖f ‖B1∗,γ is finite. Moreover, f is in
BMO(λ) if and only if ‖f ‖
⋃
a>0Ba∗,λ is finite, equivalently ‖f ‖
⋃
a>0Qa∗,λ is finite.
Proposition 4.1. There exist positive constants c and C such that for every function f in BMO(γ )
and for every ball B in B1
γ
({
x ∈ B: ∣∣f (x)− f γB ∣∣> α})Ce−c α/‖f ‖B1∗,γ γ (B).
Proof. Observe that Proposition 2.1(i) implies that for every B in B1
e−5
λ(B)
∫
B
∣∣f − f γB ∣∣dλ 1γ (B)
∫
B
∣∣f − f γB ∣∣dγ  e5λ(B)
∫
B
∣∣f − f γB ∣∣dλ.
Since
1
λ(B)
∫
B
∣∣f − f λB ∣∣dλ 2λ(B)
∫
B
∣∣f − f γB ∣∣dλ,
we may conclude that
1
λ(B)
∫ ∣∣f − f λB ∣∣dλ 2e5γ (B)
∫ ∣∣f − f γB ∣∣dγ,B B
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‖f ‖B1∗,λ  2e5‖f ‖B1∗,γ .
Next, notice that for each Q in Q2/√d the ball B with the same centre as Q and radius√
dQ/2 is in B1 and λ(Q) λ(B) dd/2λ(Q). Therefore
1
λ(Q)
∫
Q
∣∣f − f λQ∣∣dλ 2λ(Q)
∫
Q
∣∣f − f γB ∣∣dλ 2dd/2λ(B)
∫
B
∣∣f − f γB ∣∣dλ,
so that
‖f ‖Q2/
√
d
∗,λ  2dd/2‖f ‖B1∗,λ  4e5dd/2‖f ‖B1∗,γ .
We claim that there exist positive constants c and C such that
λ
({
x ∈ Q: ∣∣f (x)− f λQ∣∣> α}) Ce−c α/‖f ‖Q2/√d∗,λ λ(Q) ∀α ∈ R+ (4.2)
for every cube Q in Q2/√d .
The proof of the claim is mutatis mutandis the same as the proof of John–Nirenberg’s inequal-
ity in [37, Chapter VII, Theorem 1.3] or in [9]. We omit the details.
By (4.2) and Proposition 2.1 there exist positive constants c and C such that
γ
({
x ∈ B: ∣∣f (x)− f λQ∣∣> α/2})Ce−cα/‖f ‖Q2/√d∗,λ γ (B) ∀α ∈ R+ (4.3)
for every ball B in B1. Observe that
∣∣f λQ − f γB ∣∣ 1λ(Q)
∫
Q
∣∣f − f γB ∣∣dλ
 e
5dd/2
γ (B)
∫
B
∣∣f − f γB ∣∣dγ
 e5dd/2‖f ‖B1∗,γ .
Therefore
γ
({
x ∈ B: ∣∣f λQ − f γB ∣∣> α/2}) γ ({x ∈ B: 2e5dd/2‖f ‖B1∗,γ > α})
=
{
γ (B) ∀α ∈ (0,2 e5dd/2 ‖f ‖B1∗,γ ),
0 ∀α ∈ [2 e5dd/2 ‖f ‖B1∗,γ ,∞),
so that
γ
({
x ∈ B: ∣∣f λQ − f γ ∣∣> α/2}) Ce−c α/‖f ‖B1∗,λγ (B) ∀α ∈ R+ (4.4)B
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γ
({
x ∈ B: ∣∣f (x)− f γB ∣∣> α})
 γ
({
x ∈ B: ∣∣f (x)− f λQ∣∣> α/2})+ γ ({x ∈ B: ∣∣f λQ − f γB ∣∣> α/2})
 Ce−cα/‖f ‖
B1∗,γ γ (B) ∀α ∈ R+,
as required to conclude the proof of the first statement of the proposition. 
A standard consequence of the John–Nirenberg type inequality is the following.
Corollary 4.2. The following hold:
(i) there exist positive constants η and C such that∫
B
eη
∣∣f−f γB ∣∣/‖f ‖B1∗,γ dγ  Cγ (B) ∀f ∈ BMO(γ ) ∀B ∈ B1;
(ii) for each q in (1,∞) there exists a constant C such that(
1
γ (B)
∫
B
∣∣f − f γB ∣∣q dγ)1/q  C‖f ‖B1∗,γ ∀f ∈ BMO(γ ) ∀B ∈ B1.
Proof. First we prove (i). Observe that the left-hand side of (i) is equal to
∞∫
0
γ
({
x ∈ B: ∣∣f − f γB ∣∣> ‖f ‖B1∗,γ (logβ)/η})dβ.
Changing variables and using the John–Nirenberg type inequality proved in Proposition 4.1 we
see that the last integral may be estimated by
γ (B)
(
1 + Cη
‖f ‖B1∗,γ
∞∫
0
e−(c−η)α/‖f ‖
B1∗,γ dα
)
.
The above integral is finite as long as η < c, and the required inequality follows.
Now we prove (ii). By elementary calculus, for each q in (1,∞) there exists a constant Cq
such that es Cqsq for every s in R+. Therefore (i) implies that
Cq
(
η
‖f ‖B1∗,γ
)q ∫
B
∣∣f − f γB ∣∣q dγ  Cγ (B),
which is equivalent to the required estimate.
The proof of the corollary is complete. 
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Nq(f ) = sup
B∈B1
(
1
γ (B)
∫
B
∣∣f − f γB ∣∣q dγ)1/q .
Let BMOq(γ ) be the space of all functions f in L1(γ ) such that Nq(f ) is finite, endowed
with the norm
‖f ‖BMOq (γ ) = ‖f ‖L1(γ ) +Nq(f ).
By Corollary 4.2(ii), if f is in BMO(γ ), then f is in BMOq(γ ) for all q in (1,∞).
Conversely, if f is in BMOq(γ ) for some q in (1,∞), then trivially it is in BMO(γ ), hence in
BMOr (γ ) for all r in (1,∞) by Corollary 4.2(ii).
Furthermore, the norms ‖ ‖BMO(γ ) and ‖ ‖BMOq (γ ) are equivalent.
This remark will be important in the proof of the duality between the Hardy space H 1(γ ) and
BMO(γ ) (see Section 5).
5. The Hardy space H 1(γ )
Suppose that r is in (1,∞). A (1, r) atom is either the constant function 1, or a function a in
L1(γ ) supported in a ball B of B1 with the following properties:
(i)
(
1
γ (B)
∫
B
|a|r dγ
)1/r
 γ (B)−1;
(ii)
∫
B
a dγ = 0.
The Hardy space H 1,r (γ ) is the space of all functions g in L1(γ ) that admit a decomposition
of the form
g =
∞∑
k=1
λkak, (5.1)
where ak is a (1, r) atom and
∑∞
k=1 |λk| < ∞. The norm ‖g‖H 1,r (γ ) of g is the infimum
of
∑∞
k=1 |λk| over all decompositions (5.1) of g.
We shall prove that the topological dual of H 1,r (γ ) may be identified with BMOr ′(γ ),
where r ′ denotes the index conjugate to r . Since all spaces BMOq(γ ), q in [1,∞), are equivalent
by Remark 4.3, we deduce that the Hardy spaces H 1,r (γ ), r in (1,∞), are equivalent as well.
We denote any of them simply by H 1(γ ).
We need more notation and some preliminary observation. A ball B in B1 is said to be maximal
if
rB = m(cB),
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ward to check that a maximal ball in B1 does not contain any other maximal ball in B1.
For each maximal ball B in B1 which does not contain the origin, we denote by M(B) the
maximal ball in B1 with centre at a point on the segment [0, cB ], such that the boundary of M(B)
contains cB . We call M(B) the mother of B .
Now, if M(B) does not contain the origin, then we may consider the mother of M(B), which
we denote by M2(B). Thus, given a maximal ball B in B1, we may find a chain of maximal balls
B , M(B), . . . ,Mk(B), with the property that Mj(B) is the mother of Mj−1(B), j = 1, . . . , k,
and Mk(B) contains the origin.
Let an denote the sequence recursively defined by
a1 = 1 and an+1 = an + 12an .
It is straightforward to show that an tends monotonically to infinity. Observe that
√
n < an <√
2n. Indeed,
√
1 + s2 < s + 12s <
√
2 + s2 for every s in [1,∞), and the sequences √2n and√
3n may recursively be defined by{
s1 = 1,
sn+1 =
√
1 + s2n and
{
s1 =
√
2,
sn+1 =
√
2 + s2n,
respectively.
Lemma 5.1. Let B be a maximal ball in B1. Then the following hold:
(i) if B ′ is the largest ball contained in B ∩M(B), then
γ (M(B))
γ (B ′)
 σ ∗1,4;
(ii) if B intersects B(0, an), then M(B) intersects B(0, an−1);
(iii) there exists a sequence {Bj } of maximal balls in B1 which is a locally uniformly finite
covering of Rd , i.e., there exists an integer N such that
1
∑
j∈N
1Bj N.
Proof. First we prove (i). It is straightforward to check that B ∩M(B) contains the ball B ′ with
centre cB ′ at (1 − rB/(2|cB |))cB and radius rB/2 and that
rB  rM(B)  rB
(
1 + r2M(B)
)
.
Thus, in particular, rB  rM(B)  2rB , whence rM(B)  4rB ′ . Therefore M(B) is contained in
(B ′)∗4. Hence Proposition 2.1(ii) (with B ′ in place of B) implies that
γ (M(B))
′ 
γ ((B ′)∗4)
′  σ
∗
1,4,γ (B ) γ (B )
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Next we prove (ii). Since the radius of a maximal ball decreases as the distance of the centre
of the ball from the origin increases, the only nontrivial case to consider is when |cB | > an.
Then clearly |cM(B)| < an. We need to show that |cM(B)|− 1/|cM(B)| < an−1. Since the function
s → s − 1/s is increasing on R+, it suffices to show that an − 1/an < an−1. The verification of
this fact is straightforward and is omitted.
The proof of (iii) is very similar to the proof of [10, Lemma 2.4]. We omit the details. 
For every f in BMOr ′(γ ) and every finite linear combination g of (1, r) atoms the integral∫
Rd
fg dγ is convergent. Let H 1,rfin (γ ) denote the subspace of H
1,r (γ ) consisting of all finite
linear combinations of (1, r) atoms. Then g → ∫
Rd
fg dγ defines a linear functional on H 1,rfin (γ ).
We observe that H 1,rfin (γ ) is dense in H
1,r (γ ).
Theorem 5.2. Suppose that r is in (1,∞]. The following hold:
(i) for every f in BMOr ′(γ ) the functional , initially defined on H 1,rfin (γ ) by the rule
(g) =
∫
Rd
fg dγ,
extends to a bounded functional on H 1,r (γ ). Furthermore,
||||||H 1,r (γ )  ‖f ‖BMO(γ );
(ii) there exists a constant C such that for every continuous linear functional  on H 1,r (γ ) there
exists a function f  in BMO(γ ) such that ‖f ‖BMO(γ ) C||||||H 1,r (γ ) and
(g) =
∫
Rd
f g dγ ∀g ∈ H 1,rfin (γ ).
Proof. The proof of (i) follows the line of the proof of [4] which is based on the classical result
of C. Fefferman [6,7]. The only difference is that we need to consider only admissible balls of
parameter 1. We omit the details.
Now we prove (ii) in the case where r is equal to 2. The proof for r in (1,∞) \ {2} is similar
and is omitted.
For each admissible ball B of parameter 1 let L20(B,γ ) denote the Hilbert space of all func-
tions f in L2(γ ) such that the support of f is contained in B and
∫
B
f dγ = 0. We remark that
a function f in L20(B,γ ) is a multiple of a (1,2) atom. Furthermore,
‖f ‖H 1,2(γ )  γ (B)1/2‖f ‖L2(B,γ ). (5.2)
Let  be a bounded linear functional on H 1,2(γ ). Then, for each B in B1 the restriction of 
to L20(B,γ ) is a bounded linear functional on L
2
0(B,γ ). Therefore, by the Riesz representation
theorem there exists a function B in L2(B,γ ) which represents the restriction of  to L2(B,γ ).0 0
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not in L20(B,γ ) unless η is equal to 0. Observe also that∥∥B∥∥
L20(B,γ )
= sup
‖f ‖
L20(B,γ )=1
∣∣∣∣ ∫
B
Bf dγ
∣∣∣∣
 sup
‖f ‖
L20(B,γ )=1
||||||H 1,2(γ )∗ ‖f ‖H 1,2(γ )
 γ (B)1/2||||||H 1,2(γ )∗ , (5.3)
the last inequality being a consequence of (5.2). The construction of a function f  in BMO(γ ),
which represents  in the sense of the statement of the theorem, is longer than in the classical
case and will be accomplished in four steps.
Given a function f on a subset E of Rd , we say that f represents  on all admissible balls in
E if for every B ′ in B1 contained in E the restriction of f to B ′ represents the restriction of the
functional  to L20(B
′, γ ).
Step I. Suppose that B is a ball in Rd and that B ′ is a ball in B1 such that B ∩ B ′ = ∅. Assume
that there exists a function f B which represents  on all admissible balls in B . Then the following
hold:
(a) there exists a constant ηB ′ so that f B and B ′ + ηB ′ agree on B ∩B ′;
(b) let f B∪B ′ denote the function which agrees with f B on B and with B ′ + ηB ′ on B ′. Then
f B∪B ′ represents  on all admissible balls of B ∪B ′.
To prove (a) it suffices to observe that the difference f B − B ′ is constant on B ∩B ′, because
it is locally constant on the admissible balls contained in B ∩B ′ and B ∩B ′ is connected.
Next we prove (b). Let B ′′ be a ball in B1 contained in B ∪ B ′. Note that if B ′′ is con-
tained either in B or in B ′, then the restriction of f B∪B ′ clearly represents the restriction of  to
L2(B ′′, γ ). Thus, we may assume that this is not the case. Then B ∩ B ′ ∩ B ′′ is nonempty. The
restriction of  to L20(B
′′, γ ) may be represented by B ′′ . By (a) (with B ′′ in place of B ′) there
exists a constant ηB ′′ such that
B
′′
(x)+ ηB ′′ = f B(x) ∀x ∈ B ∩B ′′.
Similarly, there exists a constant c such that
B
′′
(x)+ c = B ′(x)+ ηB ′ ∀x ∈ B ′ ∩B ′′.
Therefore
f B(x)− ηB ′′ = B ′(x)+ ηB ′ − c ∀x ∈ B ∩B ′ ∩B ′′.
Since f B and B ′ + ηB ′ agree on B ∩ B ′, hence, a fortiori, on B ∩ B ′ ∩ B ′′, we may conclude
that c = ηB ′′ . Thus, B ′′ + ηB ′′ agrees with f B on B ∩ B ′′ and with B ′ + ηB ′ on B ′ ∩ B ′′,
i.e., B ′′ + ηB ′′ agrees with f B∪B ′ on B ′′, so that the restriction of f B∪B ′′ to B ′′ represents the
restriction of  to L2(B,′′ γ ), as required.0
G. Mauceri, S. Meda / Journal of Functional Analysis 252 (2007) 278–313 301Step II. Let B a ball in Rd (possibly not in B1) with centre 0. Let B˜ denote the ball with centre 0
and radius rB +1/rB . Assume that there exists a function f B which represents  on all admissible
balls in B . Then there exists a function f B˜ on B˜ which represents  on all admissible balls in B˜ .
Indeed, for each x in ∂B let Bx denote the biggest ball in B1 with centre x. By Step I we may
extend f B to a function, f B∪Bx say, which represents  on all admissible balls in B ∪ Bx . Now
we show that all these functions f B∪Bx are consistent.
Let x1 and x2 be points on ∂B such that Bx1 and Bx2 have nonempty intersection. Observe
that f B∪Bx1 −f B∪Bx2 is constant, equal to c say, on Bx1 ∩Bx2 , because its restriction to any ball
B ′′ contained in Bx1 ∩Bx2 represents the null functional on L20(B,′′ γ ). Note also that B ∩Bx1 ∩
Bx2 = ∅. Now, f B∪Bx1 and f B∪Bx2 agree on B ∩ Bx1 ∩ Bx2 , because they both agree thereon
with f B . Therefore c must be equal to 0, so that f B∪Bx1 and f B∪Bx2 agree on Bx1 ∪Bx2 .
Now, let f B˜ denote the function which agrees with f B∪Bx on B ∪ Bx for every x in ∂B . To
complete the proof of Step II we need to show that f B˜ represents  on all admissible balls in B˜ .
Let B ′′ be such a ball. For every z in B ′′ we can find an admissible ball B(z; ) and a ball B̂ in
the family {B,Bx : x ∈ ∂B} such that B(z; ) ⊂ B̂ ∩ B ′′. Since f B˜ and B ′′ represent  on the
admissible balls contained in B̂ and in B ′′, respectively, the difference f B˜ − B ′′ is constant on
B(z; ). Hence f B˜ − B ′′ is constant on B ′′, because it is locally constant and B ′′ is connected.
This proves that f B˜ represents  on B ′′.
Step III. There exists a function f  on Rd which represents  on all balls in B1.
Let bn denote the sequence recursively defined by b1 = 1 and bn+1 = bn + 1/bn, and let B˜n
denote the ball with centre 0 and radius bn. By Step II there exists a sequence of functions {f B˜n},
with f B˜n defined on B˜n, such that the functions f B˜n and f B˜m coincide on B˜n ∩ B˜m, and f B˜n
represents  on the admissible balls in B˜n.
Since the radii bn of B˜n tend to infinity, we may define f  on all of Rd by taking f (x) =
f B˜n(x) for x in B˜n.
Step IV. The function f  constructed in Step III is in BMO(γ ), and there exists a constant C
such that ∥∥f ∥∥BMO(γ )  C||||||H 1,2(γ )∗ ∀ ∈ H 1,2(γ )∗.
Let B be a ball in B1. Then there exists a constant ηB such that
f 
∣∣
B
= B + ηB. (5.4)
By integrating both sides on B , we see that ηB = (f )γB .
First we show that ‖f ‖B1∗,γ is finite. Indeed, by (5.3) and (5.4)
(
1
γ (B)
∫ ∣∣f  − (f )γ
B
∣∣2 dγ)1/2 = ( 1
γ (B)
∫ ∣∣B ∣∣2 dγ)1/2  ||||||H 1,2(γ )∗ ,
B B
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Next we show that f  is in L1(γ ) and that ‖f ‖L1(γ )  C||||||H 1,2(γ )∗ . By (5.4), the triangle
inequality, the Schwarz inequality and (5.3)∥∥f ∥∥
L1(B,γ )  γ (B)
1/2∥∥B∥∥
L20(B,γ )
+ γ (B)∣∣ηB ∣∣
 γ (B)||||||H 1,2(γ )∗ + γ (B)
∣∣ηB ∣∣. (5.5)
Now, we claim that if B is maximal in B1 and k denotes the smallest positive integer such that
Mk(B) contains the origin, then∣∣ηB ∣∣ 2k√σ ∗1,4 ||||||H 1,2(γ )∗ + ∣∣ηMk(B)∣∣. (5.6)
Indeed, (5.6) follows by applying the following argument recursively. Let B ′ be the largest ball
contained in M(B)∩B . Since M(B) + ηM(B) = B + ηB on M(B)∩B , hence on B ′,∣∣ηB ∣∣ ∣∣(M(B) + ηM(B))γ
B ′
∣∣+ ∣∣(B)γ
B ′
∣∣

(
1
γ (B ′)
∫
B ′
∣∣M(B)∣∣2 dγ)1/2 + ∣∣ηM(B)∣∣+( 1
γ (B ′)
∫
B ′
∣∣B ∣∣2 dγ)1/2
by the triangle inequality and Schwarz’s inequality. Now we use (5.3) to estimate the first and
the third summand and obtain that
∣∣ηB ∣∣√γ (M(B))
γ (B ′)
||||||H 1,2(γ )∗ +
∣∣ηM(B)∣∣+√ γ (B)
γ (B ′)
||||||H 1,2(γ )∗
 2
√
σ ∗1,4 ||||||H 1,2(γ )∗ +
∣∣ηM(B)∣∣, (5.7)
as desired. Note that we have used Lemma 5.1(i) in the last inequality.
Notice that either Mk(B) is the ball B(0,1) with centre the origin and radius 1, and ηMk(B) =
0 by our choice of f , or ηMk(B) is not necessarily zero. In the latter case we may apply once
more the argument used above (with Mk(B) in place of B and B(0,1) in place of M(B)), and
conclude that ∣∣ηB ∣∣ 2(k + 1)√σ ∗1,4||||||H 1,2(γ )∗ .
For n 2 let An denote the annulus B(0, an) \ B(0, an−1). We define A1 to be B(0,1). Sup-
pose now that B is a maximal ball in B1 which intersects the annulus An. By Lemma 5.1(ii) there
exists an integer k  n such that Mk(B) contains the origin. Therefore∣∣ηB ∣∣ 2(n+ 1)√σ ∗1,4||||||H 1,2(γ )∗ . (5.8)
Now (5.5) and (5.8) imply that for all maximal balls B in B1 which intersect An∥∥f ∥∥ 1  [1 + 2(n+ 1)√σ ∗1,4 ]γ (B) ||||||H 1,2(γ )∗ . (5.9)L (B,γ )
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n=1 An is equal to Rd . Then the triangle inequality and the left inequality in
Lemma 5.1(iii) imply that
∥∥f ∥∥
L1(γ ) 
∥∥f ∥∥
L1(B1,γ )
+
∞∑
n=2
∥∥f ∥∥
L1(An,γ )

∥∥B1∥∥
L1(B1,γ )
+
∞∑
n=2
∑
{j : Bj∩An =∅}
∥∥f ∥∥
L1(Bj ,γ )
.
To estimate the first summand in the formula above we use Schwarz’s inequality and (5.3), while
we use (5.9) for the other summands, and obtain that
∥∥f ∥∥
L1(γ )  γ (B1)||||||H 1,2(γ )∗ + ||||||H 1,2(γ )∗
(
1 + 2(n+ 1)
√
σ ∗1,4
) ∞∑
n=2
∑
{j : Bj∩An =∅}
γ (Bj ).
Since the balls {Bj } have the finite intersection property by Lemma 5.1(iii) and each such ball
intersects at most 7 annuli An, we may conclude that∥∥f ∥∥
L1(γ )  C||||||H 1,2(γ )∗ ,
thereby proving that f  is in L1(γ ).
The proof of (ii) and of the theorem is complete. 
6. Singular integrals
In this section we develop a theory for singular integral operators acting on Lp(γ ) spaces.
Let M be an operator bounded on L2(γ ). Then M is a continuous linear operator from
C∞c (Rd) into distributions. By Schwartz’s kernel theorem there is a unique distribution mS in
D′(Rd × Rd) such that
〈Mφ,ψ〉Rd = 〈mS,ψ ⊗ φ〉R2d ∀φ,ψ ∈ C∞c
(
R
d
)
,
where 〈·,·〉Rd and 〈·,·〉R2d denote the pairings between test functions and distributions in Rd and
in R2d , respectively. We recall that we denote by γ0(x) the Gaussian density π−d/2 e−|x|
2
. The
distribution (1 ⊗ γ−10 )mS, which we denote by m, will be referred to as the kernel of M. Thejustification for this terminology is that if mS is locally integrable, then M may be represented
as an integral operator with kernel m with respect to the Gauss measure. Indeed,
Mφ(x) =
∫
Rd
mS(x, y)φ(y)dλ(y) =
∫
Rd
m(x, y)φ(y)dγ (y) ∀φ ∈ C∞c
(
R
d
)
.
A straightforward computation shows that the kernel of the L2(γ ) adjoint M∗ of M is
m∗(x, y) = m(y,x). (6.1)
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m(x,y) = m(y,x). (6.2)
The next theorem is one of the main results of this paper. Its proof is similar to the proof of the
analogous result in the classical case. We include a complete proof for the reader’s convenience.
Theorem 6.1. Suppose that M is a bounded operator on L2(γ ) and that its Schwartz kernel mS
is locally integrable off the diagonal of Rd × Rd . Let υm and νm be defined by
υm = sup
B∈B1
sup
x,x′∈B
∫
(2B)c
∣∣m(x,y)−m(x′, y)∣∣dγ (y),
and
νm = sup
B∈B1
sup
y,y′∈B
∫
(2B)c
∣∣m(x,y)−m(x,y′)∣∣dγ (x).
The following hold:
(i) if υm is finite, thenM extends to a bounded operator on Lp(γ ) for all p in [2,∞) and from
L∞(γ ) to BMO(γ ). Furthermore, there exists a constant C such that
|||M|||L∞(γ );BMO(γ )  C
(
υm + |||M|||L2(γ )
);
(ii) if νm is finite, then M extends to a bounded operator on Lp(γ ) for all p in (1,2] and from
H 1(γ ) to L1(γ ). Furthermore, there exists a constant C such that
|||M|||H 1(γ );L1(γ )  C
(
νm + |||M|||L2(γ )
);
(iii) if M is self-adjoint on L2(γ ) and νm is finite, then M extends to a bounded operator
on Lp(γ ) for all p in (1,∞), from H 1(γ ) to L1(γ ) and from L∞(γ ) to BMO(γ ).
Proof. First we prove (i). Note that L∞(γ ) is contained in L2(γ ). Hence M is well defined
on L∞(γ ).
Note also that if f is in L∞(γ ), then Mf is in L1(γ ). Indeed, by Schwarz’s inequality and
the fact that M is bounded on L2(γ )
‖Mf ‖L1(γ )  ‖Mf ‖L2(γ )  |||M|||L2(γ )‖f ‖L2(γ )  |||M|||L2(γ )‖f ‖L∞(γ ), (6.3)
as required.
Next, suppose that f is in L∞(γ ), and let B be a ball in B1. We decompose f as the sum
of f1 and f2, where f1 = f 1(2B)c and f2 = f 12B , and estimate Mf1 and Mf2 separately.
Observe that
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γ (B)
∫
B
∣∣Mf2(x)− (Mf2)B ∣∣dγ (x) 2
γ (B)
∫
B
∣∣Mf2(x)∣∣dγ (x)
 2
[
1
γ (B)
∫
B
∣∣Mf2(x)∣∣2 dγ (x)]1/2
 2|||M|||L2(γ )γ (B)−1/2 ‖f2‖L2(γ )
 2|||M|||L2(γ )‖f2‖L∞(γ ).
Moreover, since the support of f1 is contained in (2B)c ,
1
γ (B)
∫
B
∣∣Mf1(x)− (Mf1)B ∣∣dγ (x)
= 1
γ (B)
∫
B
dγ (x)
∣∣∣∣ ∫
(2B)c
m(x, y)f1(y)dγ (y)− 1
γ (B)
∫
B
dγ (x′)
∫
(2B)c
m(x′, y)f1(y)dγ (y)
∣∣∣∣
= 1
γ (B)2
∫
B
dγ (x)
∣∣∣∣ ∫
(2B)c
dγ (y)f1(y)
∫
B
[
m(x,y)−m(x′, y)]dγ (x′)∣∣∣∣
 ‖f1‖L∞(γ ) 1
γ (B)2
∫
B
∫
B
dγ (x)dγ (x′)
∫
(2B)c
∣∣m(x,y)−m(x′, y)∣∣dγ (y)
 ‖f1‖L∞(γ )υm.
The last two estimates imply that∥∥(Mf )∥∥
L∞(γ ) C
(|||M|||L2(γ ) + υm)‖f ‖L∞(γ );
the boundedness ofM from L∞(γ ) to BMO(γ ) follows from this and (6.3). Then, by interpolat-
ing between the L2(γ ) and the L∞(γ )–BMO(γ ) estimates, we see thatM is bounded on Lp(γ )
for all p in [2,∞), as required.
Next we prove (ii). Observe that υm∗ = νm is finite because the kernel m∗(x, y) of the ad-
joint M∗ of M is m(y,x). Thus the operator M∗ is bounded from L∞(γ ) to BMO(γ ) by (i).
Moreover
|||M∗|||L∞(γ );BMO(γ )  C
(
νm + |||M|||L2(γ )
)
.
Suppose that a is a (1,2) atom, with support contained in a ball B of B1. ThenMa ∈ L2(γ ) and
for every function φ in Cc(Rd) such that max |φ| 1∣∣∣∣ ∫
Rd
Ma(x)φ(x)
∣∣∣∣dγ (x) = ∣∣∣∣ ∫
Rd
a(x)M∗φ(x)dγ (x)
∣∣∣∣
 ‖M∗φ‖BMO(γ )
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 C
(
νm + |||M|||L2(γ )
)
.
Thus Ma is in L1(γ ) and
‖Ma‖L1(γ )  C
(
νm + |||M|||L2(γ )
)
.
Hence M extends to a bounded operator from H 1(γ ) to L1(γ ). By interpolation M extends
also to a bounded operator on Lp(γ ) for all p in (1,2), as required to conclude the proof of (ii).
Finally, we prove (iii). By (ii), M extends to a bounded operator on Lp(γ ) for all p in (1,2)
and from H 1(γ ) to L1(γ ). By (6.2) also υm is finite. Hence, by (i), M extends to a bounded
operator on Lp(γ ) for all p in [2,∞) and from L∞(γ ) to BMO(γ ), thereby concluding the
proof of (iii) and of the theorem. 
Remark 6.2. It is worth observing that if the kernel m is “regular” then the condition υm < ∞
of Theorem 6.1(i) may be replaced by υ ′m < ∞, where
υ ′m = sup
B∈B1
sup
x∈B
rB
∫
(2B)c
∣∣∇xm(x, y)∣∣dγ (y). (6.4)
Similarly, the condition νm < ∞ of Theorem 6.1(ii) may be replaced by ν′m < ∞, where
ν′m = sup
B∈B1
sup
y∈B
rB
∫
(2B)c
∣∣∇ym(x, y)∣∣dγ (x). (6.5)
We prove the first assertion above; the proof of the second is similar and is omitted. By the
mean value theorem we see that the condition
sup
B∈B1
sup
x,x′∈B
|x − x′|
∫
(2B)c
∣∣∇xm(x, y)∣∣dγ (y) < ∞
implies the condition υm < ∞ of the theorem. Since |x − x′| < 2 rB , we see that υ ′m < ∞ implies
υm < ∞.
We note also that formula (6.2) implies that if M is self-adjoint, then υ ′m < ∞ holds if and
only if ν′m < ∞ does.
7. Singular integrals associated to the Ornstein–Uhlenbeck operator
In this section we investigate the boundedness from L∞(γ ) to BMO(γ ) and from H 1(γ ) to
L1(γ ) of certain singular integrals associated to the Ornstein–Uhlenbeck operator. We consider
the operator
L0 = −1+ x · ∇,2
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L is the Ornstein–Uhlenbeck operator, which has spectral resolution
Lf =
∞∑
n=0
nPnf ∀f ∈ Dom(L),
where Pn is the orthogonal projection onto the linear span of Hermite polynomials of degree n
in d variables. Suppose that M :N → C is a bounded sequence. The operator M(L), defined by
M(L)f =
∞∑
n=0
M(n)Pnf ∀f ∈ L2(γ ),
is bounded on L2(γ ) by the spectral theorem. We call M(L) the spectral operator associated
to the spectral multiplier M . If M(L) extends to a bounded operator on Lp(γ ) for some p in
[1,∞), we say that M is an Lp(γ ) spectral multiplier. In particular, for each u in R we consider
the sequence Mu :N → C, defined by
Mu(n) =
{
0 if n = 0,
niu if n ∈ N \ {0}. (7.1)
The family of operators {Mu(L)}u∈R will be referred to as imaginary powers of the Ornstein–
Uhlenbeck operator. They are bounded on Lp(γ ) for every p in (1,∞), by the general
Littlewood–Paley–Stein theory for generators of symmetric diffusion semigroups [34]. Sharp
estimates of the behaviour of the their norms on Lp(γ ) as |u| tends to infinity have been given in
[12,25], where the estimates are used to prove spectral multiplier theorems. It is also known that
they are of weak type (1,1) [11].
Suppose that b is a positive real number. Let Pb(L) denote the spectral operator associated to
the spectral multiplier Pb , defined by
Pb(n) =
{
0 if n = 0,
n−b if n ∈ N \ {0}.
For every multiindex α in Nd let Dαpha denote the partial derivative of order α. The operator
DαPb(L) with |α| = 2b is the Riesz transform of order α. Riesz transforms on (Rd, γ ) have
been studied by several authors. They are bounded on Lp(γ ), for all p in (1,∞), with bounds
independent of the dimension. This was first proved by P. Meyer [27] and by R.F. Gundy [14]
using probabilistic methods. In [1,15,17,18,32,38], various analytical proofs of this result have
been given. Also the weak type (1,1) boundedness of the Riesz transforms of order α has been
investigated by several people [5,8,10,31]. They are of weak type (1,1) if and only if |α| 2.
In this section we prove that imaginary powers of the Ornstein–Uhlenbeck operator and Riesz
transforms of any order are bounded from L∞(γ ) to BMO(γ ) (with a bound depending on
the dimension). We also prove that imaginary powers are bounded from H 1(γ ) to L1(γ ). The
boundedness of the Riesz transforms from H 1(γ ) to L1(γ ) will be considered in a subsequent
paper.
In the next lemma we prove some elementary technical facts which will be used in the proof
of Theorem 7.2.
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following hold:
(i) if rB,x  1, then
|y − rx| 1
4
|y − cB | ∀r ∈ [0,1] ∀y ∈ (2B)c;
(ii) if rB,x < 1, then
|y − rx| 1
4
|y − cB | ∀r ∈ [1 − rB,x,1] ∀y ∈ (2B)c;
(iii) for every positive constant c there exists a positive constant C such that(
1 − r2)−d/2 ∫
(2B)c
e−c |y−cB |2/(1−r2) dλ(y) Cϕ
(
rB/
√
1 − r2 ) ∀r ∈ [0,1] ∀B ∈ B1,
where ϕ :R+ → R is defined by ϕ(s) = (1 + s)d−2e−s2 .
Proof. To prove (i), observe that
|y − rx| |y − cB | − |cB − x| − (1 − r)|x| |y − cB | − 32 rB
 1
4
|y − cB | ∀r ∈ [0,1],
as required.
The proof of (ii) is very similar to the proof of (i), and is omitted.
Finally we prove (iii). By changing variables, (y − cB)/
√
1 − r2 = z, we obtain that
(
1 − r2)−d/2 ∫
(2B)c
e−c|y−cB |2/(1−r2) dλ(y) C
∫
|z|2rB/
√
1−r2
e−c|z|2 dλ(z)
 Cϕ
(
rB/
√
1 − r2 ),
as required. 
Theorem 7.2. The following hold:
(i) for every real number u the operator Mu(L) is bounded from H 1(γ ) to L1(γ ) and from
L∞(γ ) to BMO(γ ). Furthermore, there exists a constant C such that∣∣∣∣∣∣Mu(L)∣∣∣∣∣∣H 1(γ );L1(γ )  C(1 + |u|)1/2eπ |u|/2 ∀u ∈ R
and ∣∣∣∣∣∣Mu(L)∣∣∣∣∣∣L∞(γ );BMO(γ )  C(1 + |u|)1/2eπ |u|/2 ∀u ∈ R;
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BMO(γ ).
Proof. We shall use repeatedly the following elementary estimate: for every positive integer k
there exist positive constants ck and Ck such that for every multiindex α of length  k
∣∣Hα(z)∣∣e−|z|2  Cke−ck |z|2 ∀z ∈ Rd , (7.2)
where Hα denotes the Hermite polynomial of degree α in Rd .
First we prove (i). Let (mu)S be the Schwartz kernel of the operator Mu(L). We shall show
that there exists a constant C such that off the diagonal
sup
x∈B
∫
(2B)c
∣∣∇x(mu)S(x, y)∣∣dλ(y) C√|u|eπ |u|/2r−1B ∀B ∈ B1 ∀u ∈ R. (7.3)
Indeed, by [11]
∇x(mu)S(x, y) = − 2
(iu)
1∫
0
(− log r)iu−1 1
(1 − r2)(d+1)/2
rx − y√
1 − r2 e
−|rx−y|2/(1−r2) dr,
so that ∫
(2B)c
∣∣∇x(mu)S(x, y)∣∣dλ(y)
 C|(iu)|
1∫
0
dr(− log r)−1 1
(1 − r2)(d+1)/2
∫
(2B)c
e−c1 |rx−y|2/(1−r2) dλ(y) (7.4)
by Tonelli’s theorem and (7.2) (with k = 1).
Let ε be a number in (0,1). We split the integral on (0,1) in (7.4) as the sum of the integrals
over the intervals (0, ε) and (ε,1), and denote them by I ε(x,B) and Iε(x,B), respectively.
First we estimate I ε(x,B). Since r is bounded away from 1,
I ε(x,B) C
ε∫
0
dr(− log r)−1
∫
(2B)c
e−c|rx−y|2 dλ(y)
 C
ε∫
0
dr(− log r)−1
∫
Rd
e−c|rx−y|2 dλ(y)
 C ∀x ∈ B.
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I ε(x,B) C
rB
∀x ∈ B. (7.5)
Next we estimate Iε(x,B). It is straightforward to check that there exists a positive constant
C such that
(− log r)−1(1 − r2)−1/2 C(1 − r2)−3/2 ∀r ∈ (0,1).
Assume that rB,x  1 (see Lemma 7.1 for the notation). Then, by the above estimate and
Lemma 7.1(i) and (iii)
Iε(x,B) C
1∫
ε
(
1 − r2)−3/2ϕ(rB/√1 − r2 )dr
 C
εrB
∞∫
0
ϕ(s)ds
 C
εrB
∀x ∈ B.
Assume now that rB,x < 1. We split Iε(x,B) as the sum of the integrals over the intervals (ε,1−
rB,x) and (1 − rB,x,1) and denote them by I (1)ε (x,B) and I (2)ε (x,B).
To estimate I (1)ε (x,B) we replace (2B)c by Rd in the inner integral, and, arguing as in the
case where rB,x  1, we obtain that
I (1)ε (x,B) C
1−rB,x∫
ε
(
1 − r2)−3/2 dr
 C
(
r
−1/2
B,x − 1
)
 C
√|x|/rB
 C/rB ∀x ∈ B.
To estimate I (2)ε (x,B) we use Lemma 7.1(ii) and, proceeding as in the first case, we obtain that
I (2)ε (x,B) C
1∫
1−rB,x
(
1 − r2)−3/2ϕ(rB/√1 − r2 )dr
 C/rB ∀x ∈ B.
The last two estimates imply that
Iε(x,B) C/rB ∀x ∈ B.
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(2B)c
∣∣∇x(mu)S(x, y)∣∣dλ(y) C|(iu)| r−1B ∀x ∈ B.
The required estimate (7.3) now follows from the asymptotics of the Gamma function.
Estimate (7.3) implies that the kernel mu(x, y) = (mu)S(x, y)e|y|2 of Mu(L) with respect to
the Gauss measure satisfies
sup
B∈B1
sup
x∈B
rB
∫
(2B)c
∣∣∇xmu(x, y)∣∣dγ (y)C√|u|eπ |u|/2 ∀u ∈ R. (7.6)
Note that by spectral theory ∣∣∣∣∣∣Mu(L)∣∣∣∣∣∣L2(γ )  1 ∀u ∈ R. (7.7)
In view of Theorem 6.1(i) and Remark 6.2, estimates (7.6) and (7.7) imply that Mu(L) is
bounded on Lp(γ ) for all p in [2,∞) and from L∞(γ ) to BMO(γ ), with the appropriate bound
of |||M|||L∞(γ );BMO(γ ).
Now, by formula (6.1) and the fact that Mu(L)∗ = M−u(L),
mu(x, y) = m∗−u(x, y) = m−u(y, x).
Thus, ∇ymu(x, y) = ∇ym−u(y, x), so that∫
(2B)c
∣∣∇ymu(x, y)∣∣dγ (x) = ∫
(2B)c
∣∣∇ym−u(y, x)∣∣dγ (x).
Hence ν′mu = υm−u . We have already proved that there exists a constant C such that υm−u 
C
√|u|eπ |u|/2 for all u in R, whence the same estimate is satisfied by ν′mu . In view of Theo-
rem 6.1(ii) and Remark 6.2, this estimate and (7.7) imply that Mu(L) is bounded on Lp(γ ) for
all p in (1,2) and from H 1(γ ) to L1(γ ) with the appropriate bound of |||M|||H 1(γ );L1(γ ).
This concludes the proof of (i).
Now we prove (ii). The Riesz transforms of any order are bounded on L2(γ ).
For each complex number b with nonnegative real part and each multiindex α we consider the
kernel Kα,b , defined off the diagonal by
Kα,b(x, y) = 1
(b)
1∫
0
(− log r)b−1 (−r)
|α|
(1 − r2)(d+|α|)/2 Hα
(
rx − y√
1 − r2
)
e−|rx−y|2/(1−r2) dr
r
. (7.8)
In [11] it has been proved that Kα,b is the Schwartz kernel of the operator DαPb(L) off the
diagonal. In particular, the Schwartz kernel of the Riesz transform of order α agrees off the
diagonal with Kα,|α|/2, which we shall denote by Rα , and the kernel with respect to the Gauss
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2
. Thus, by Theorem 6.1(iii) and Remark 6.2 it suffices to show that there
exists a positive constant C such that
sup
x∈B
∫
(2B)c
∣∣∇xRα(x, y)∣∣dλ(y) C/rB ∀B ∈ B1.
Let a = |α|. Since ∂iRα(x, y) = Kα+ei ,a/2(x, y), (7.8) and Tonelli’s theorem imply that the inte-
gral on the left-hand side is bounded by
C
1∫
0
dr
r
(− log r)(a/2)−1 r
a+1
(1 − r2)(d+a+1)/2
∫
(2B)c
e−ca |rx−y|2/(1−r2) dλ(y).
We denote by I (x,B) this quantity. It is straightforward to check that there exists a positive
constant C such that
(− log r)(a/2)−1 r
a
(1 − r2)(a+1)/2 
C
(1 − r2)3/2 ∀r ∈ (0,1).
Thus,
I (x,B) C
1∫
0
dr
(
1 − r2)−3/2 1
(1 − r2)d/2
∫
(2B)c
e−ca |rx−y|2/(1−r2) dλ(y).
The rest of the proof of the theorem copies almost verbatim the proof of the estimate of the
integral Iε(x,B) in the proof of (i), and is omitted. 
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