Dzyaloshinskii-Moriya interaction (DMI) is investigated in a 2D ferromagnet (FM) with spinorbit interaction of Rashba type at finite temperatures. The FM is described in the continuum limit by an effective s-d model with arbitrary dependence of spin-orbit coupling (SOC) and kinetic energy of itinerant electrons on the absolute value of momentum. In the limit of weak SOC we derive a general expression for the DMI constant D from a microscopic analysis of the electronic grand potential. We compare D with the exchange stiffness A and show that to the leading order in small SOC strength αR the conventional relation D = (4mαR/ )A is an exclusive property of the Bychkov-Rashba model. In this model, however, both A and D vanish at zero temperature in the metal regime (i. e., when two spin sub-bands are partly occupied). For nonparabolic bands or nonlinear Rashba coupling, these coefficients are finite and acquire a nontrivial dependence on the chemical potential that demonstrates the possibility to control the size and chirality of magnetic textures by adjusting a gate voltage. [10] . The source of chiral symmetry breaking, required for the formation of such structures, is the asymmetric exchange interaction that is referred to as Dzyaloshinskii-Moriya interaction (DMI) [2, [11] [12] [13] [14] [15] [16] [17] . DMI originates from spin-orbit coupling (SOC) in magnetic systems with broken inversion symmetry, e. g., in noncentrosymmetric crystals or at surfaces and interfaces of thin magnetic films. The latter, effectively low-dimensional systems, which are of particular interest for applications, are in the focus of our study.
Dzyaloshinskii-Moriya interaction (DMI) is investigated in a 2D ferromagnet (FM) with spinorbit interaction of Rashba type at finite temperatures. The FM is described in the continuum limit by an effective s-d model with arbitrary dependence of spin-orbit coupling (SOC) and kinetic energy of itinerant electrons on the absolute value of momentum. In the limit of weak SOC we derive a general expression for the DMI constant D from a microscopic analysis of the electronic grand potential. We compare D with the exchange stiffness A and show that to the leading order in small SOC strength αR the conventional relation D = (4mαR/ )A is an exclusive property of the Bychkov-Rashba model. In this model, however, both A and D vanish at zero temperature in the metal regime (i. e., when two spin sub-bands are partly occupied). For nonparabolic bands or nonlinear Rashba coupling, these coefficients are finite and acquire a nontrivial dependence on the chemical potential that demonstrates the possibility to control the size and chirality of magnetic textures by adjusting a gate voltage.
Chiral magnetic structures have attracted a great deal of interest in recent years with the observation of novel exotic magnetic phases such as skyrmion lattices [1] , single skyrmions [2] [3] [4] , chiral domain-walls [5] [6] [7] , chiral magnons [7] [8] [9] and helimagnets [10] . The source of chiral symmetry breaking, required for the formation of such structures, is the asymmetric exchange interaction that is referred to as Dzyaloshinskii-Moriya interaction (DMI) [2, [11] [12] [13] [14] [15] [16] [17] . DMI originates from spin-orbit coupling (SOC) in magnetic systems with broken inversion symmetry, e. g., in noncentrosymmetric crystals or at surfaces and interfaces of thin magnetic films. The latter, effectively low-dimensional systems, which are of particular interest for applications, are in the focus of our study.
Recently, both bulk and interfacial DMI have been measured by employing Brillouin light scattering and, indirectly, using spin-polarized electron energy-loss spectroscopy [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . On the other hand, for calculation of DMI in realistic materials there exist effective computational techniques that provide decent agreement with certain experimental data [30] [31] [32] [33] . A comprehensive understanding of the asymmetric exchange in generic systems requires model studies as well.
A widely used strategy for addressing DMI in systems with magnetic order is to utilize an s-d type model approach with non-interacting itinerant electrons mediating magnetic interactions. Within this ideology, the authors of Ref. 34 derived formulas for the asymmetric exchange between two single magnetic ions embedded in a 1D-or 2DEG with Rashba SOC. A decade later their result was generalized by allowing for finite uniform magnetization [35] .
As far as smooth noncollinear magnetic structures are concerned (e. g., domain walls or skyrmions) it is more convenient to describe a magnet in the continuum limit by sending the lattice spacing to zero in the first place. In this paradigm Berry phase type expressions for the asymmetric exchange have been recently derived [36] and the relation between DMI and ground-state spin currents has been pointed out [37, 38] . Surprisingly though, the only 2D FM model for which DMI has so far been calculated in the continuum limit refers to the system of a FM deposited on top of a topological insulator [39] [40] [41] .
In this Letter we focus on a less exotic model that captures the effects of both Rashba SOC and the s-d type exchange interaction between localized FM spins and 2DEG. The following Hamiltonian of one conduction electron is considered:
where ξ(p) and ζ(p) are arbitrary functions of the absolute value of momentum that parameterize free electron dispersion (kinetic energy) and momentum dependent Rashba SOC, respectively. The last term stands for the effective s-d exchange interaction with strength J sd . We assume that the system is deep in the FM phase and the temperature is far below the corresponding Curie temperature, hence the localized spins of the absolute value S can be described by the continuous vector field n(r, t) with the constraint |n| ≡ 1. We also assume the dynamics of itinerant electrons to be much faster than that of FM spins and treat the field n as time-independent. The notation σ refers to a vector of Pauli matrices. In the continuum limit DMI (or the antisymmetric exchange) is recognised as a contribution Ω D [n] to the micromagnetic free energy density that is linear with re-spect to the first spatial derivatives of the vector field n. The symmetric exchange, on the other hand, is associated with a contribution Ω A [n] that is quadratic with respect to the first spatial derivatives of n. The ratio between the two contributions plays a key role in formation of chiral magnetic structures, affecting their stability and size. Relation between Ω D [n] and Ω A [n] for the model of Eq. (1) is interesting for one more, historical, reason. Standard symmetry analysis shows [17] that in an isotropic 2D FM system one has
where A is the exchange stiffness. For a particular choice, ξ(p) = p 2 /2m and ζ(p) ≡ 1 in Eq. (1), which is below referred to as the Bychkov-Rashba model [42] , the authors of Ref. 43 argued that in the limit of weak SOC the form of Eq. (2) necessarily leads to
and, moreover, to D = (4mα R / )A. Unfortunately, the actual calculation of Ω D [n] has been performed neither in Ref. 43 nor, to the best of our knowledge, anywhere else even for the particular case of the Bychkov-Rashba model. Below we undertake an accurate microscopic treatment of the model of Eq. (1) in the leading order with respect to small α R and, under rather general assumptions on ξ(p) and ζ(p) [44, 45] , directly derive Eqs. (2) and (3). Furthermore, we report that the expressions for the exchange stiffness A and the DMI constant D are given by remarkably concise expressions, namely,
where ∆ sd = |J sd |S is half of the exchange splitting, ξ ′ (p) = ∂ξ/∂p, and
with the chemical potential µ and temperature T .
We would like to draw the reader's attention to the fact that the result of Eq. (4) is well-known, though, in a different form (see, e. g., Eq. (70) in Ref. 46) . It is, however, useful to cast A in the form of Eq. (4) in order to compare the symmetric and asymmetric exchange for several particular choices of ξ(p) and ζ(p) as we do later in the text.
We have checked that the DMI constant of Eq. (5) can also be obtained either by evaluation of groundstate spin currents [37, 38] or by using the formalism of Ref. 36 . We have also checked that one may restore both Eqs. (4), (5) by calculation of spin density of conduction electrons s [47] followed by an integration of the relation n × (δΩ/δn) = J sd S n × s, as it was done in Ref. 39 for DMI in Dirac model [48] . It must also be possible to compute A and D from an effective action [41, 49] .
Nevertheless, we believe that the most natural and straightforward way to derive Eqs. (4) and (5) is to extract Ω A [n] and Ω D [n] from the electronic grand potential density Ω. In this approach there is no need to assume a priori the symmetry form of the final result as it is often done in the literature. Using the standard formulation of statistical physics we express the grand potential density at r = r 0 as
where
is the advanced (retarded) Green's function for the model of Eq. (1), Tr stands for the matrix trace, and the notation
is employed. Let us now show how Eq. (7) can be used to obtain the DMI contribution to micromagnetic free energy density. First, one should Taylor expand n(r) around n(r 0 ) and use the result to generate the Dyson series
where G is the Green's function of a homogeneous system with fixed n(r) ≡ n(r 0 ). In Eq. (9) we have disregarded all the gradients of n but the first, which is only accounted for in the linear order. The second term in Eq. (9) is precisely the one that determines the asymmetric exchange. Substituting it into Eq. (7) we switch to momentum representation and symmetrize the result to obtain the general formula
with the DMI tensor defined as
where v = ∂H/∂p is the velocity operator. Note that we have dropped the argument of n(r 0 ) in Eq. (10) and further below.
Evaluation of Eq. (11) for the present model is performed with the help of the momentum-dependent Green's function
where we introduce the spectral branches ε
where ǫ q1q2q3 denotes the 3-dimensional Levi-Civita symbol, while
p dp
where ζ ′ (p) = ∂ζ/∂p and ε ± 0 (p) = ξ(p) ± ∆ sd . From Eqs. (13), (14) it is already evident that, up to the linear order in α R , the asymmetric exchange does indeed has the form of Eq. (3) with the DMI constant D which is totally independent of the direction of magnetization.
To complete the calculation of D one should perform a partial fraction decomposition of the integrand in Eq. (14) and make use of the formula (15) to perform the integration over ε. Replacing the derivatives of g(ε ± 0 (p)) with respect to the argument by the derivatives with respect to ∆ sd we are left with
where g ′ ± = ∂g ± /∂∆ sd and g ± = g(ξ(p) ± ∆ sd ). Eventually, the above two integrals are combined to form a full derivative with respect to ∆ sd . Partial integration concludes the derivation of Eq. (5) once the identity ∂g(ε)/∂ε = −f (ε)/T is used.
The symmetric exchange can be treated similarly. In order to derive Eqs. (2) and (4), one should take α R = 0 and extract all terms proportional to ∇ β n γ ∇ β ′ n γ ′ and Table I. ∇ β ∇ β ′ n γ in Eq. (7). We relegate the details of the calculation to the supplementary material [50] .
In the rest of the Letter we apply the general expressions of Eqs. (4), (5) to three particular cases. All further analytical results are presented in Table I , and the corresponding plots are given in Figs. 1, 2 , and 3.
To begin with, we return to the Bychkov-Rashba (BR) model characterized by ξ(p) = p 2 /2m and ζ(p) ≡ 1. As it can be immediately seen from Eqs. (4) and (5), the relation D BR = (4mα R / )A BR indeed holds, and the prediction of Ref. 43 is validated. Furthermore, in the limit of zero temperature one finds from Eq. (5) that
Thus, if SOC is weak, both A and D are finite in the Bychkov-Rashba model at T = 0 only in the half-metal regime |µ| < ∆ sd . In fact, DMI in this model vanishes identically in the metal regime µ > ∆ sd irrespective of the SOC strength. At larger α R the asymmetric exchange ceases to have the simple symmetry of Eq. (3) in the form of Lifshitz invariants. However, contributions from the two Fermisurfaces still cancel each other within each component of the DMI tensor Ω DMI , no matter what the SOC strength is [51] [52] [53] . A non-perturbative in SOC study of DMI in the model of Eq. (1) will be presented elsewhere.
Next, it is instructive to see how the deviations from parabolic dispersion, a common property of, e. g., narrow gap semiconductors and quantum wells [54] [55] [56] , affect A and D and the relation between them. To model nonparabolicity (NP) we use ξ(p) = (p 2 /2m)(1 + Υ p 2 /2m) and ζ(p) ≡ 1 with the parameter Υ quantifiing the deviation from the parabolic band. We shall assume that ξ(p) is still an increasing function even for negative values of Υ, i. e., our choice of ξ(p) is understood as an Table I. approximation at small values of p. Temperature is set to zero.
We find in this case that the DMI constant and the exchange stiffness remain finite for all values of µ. Moreover, we observe that the NP corrections to D and (4mα R / )A are of different signs, but have equal magnitudes,
independenly of the sign of Υ (see Fig. 2 and Table I ). This leads, in the metal regime, to a particularly unexpected relation
(cf. the relation D BR = (4mα R / )A BR for the BychkovRashba model). For Υ < 0 the exchange stiffness becomes negative in the metal regime, which may eventually make the FM phase unstable. Of course, within our study we do not consider direct contributions to magnetic exchange that may remain sufficiently large to be overcome by negative A NP . Nevertheless, the reduction of the direct exchange in nonparabolic FM layers may have a serious impact on the size of noncollinear magnetic textures. In a particular case of a single skyrmion, a simple estimate of its size is ∝ A/D [57] . We note that for Υ < 0, the DMI constant is enhanced, hence the deviations from parabolicity may reduce the size of magnetic skyrmions leading to miniaturization of skyrmion-based technology. In general, nontrivial dependence of A and D on the chemical potential shown in Fig. 2 clearly demonstrates the possibility to control the size of skyrmions by means of a gate voltage.
Finally, motivated by theoretical [58] , computational [59] , and experimental [60] demonstrations of generally nonlinear (NL) dependence of Rashba SOC on momentum, we model the effect of the latter on the asymmetric exchange at T = 0 by choosing ξ(p) = p 2 /2m and ζ(p) = 1 + η p 2 /2m. This choice leads to a finite DMI constant for µ > ∆ sd with D NL − D BR ∝ η for every value of the chemical potential (see Fig. 3 and Table I ).
Rashba spin splitting is usually reported to either saturate or decrease with increasing p [58] [59] [60] . Such behavior corresponds to η < 0, in which case the DMI constant exhibits a sign change around µ = ∆ sd . This demonstrates that a gate voltage can also be used to manipulate chirality of magnetic order in 2D FM.
Tuning of DMI has so far been realized by different ways of interface engineering [61, 62] . The ambition to manipulate the stability parameter, size, and density of skyrmions was very recently achieved as well, by means of similar methods [63] . Based on our findings, we argue that a gate voltage variation may add yet another important and flexible tool to control chiral magnetic domains, paving the way towards novel material design.
To conclude, we considered the asymmetric exchange in generalized 2D Rashba FM. In the weak SOC limit we established the full form of the corresponding contribution to micromagnetic free energy density and derived a Corresponding analytical expressions can be found in Table I .
η∆ sd 2 + 3
Notations: In order to compute the symmetric exchange contribution to micromagnetic free energy density one has to extract all terms proportional to ∇ β n γ ∇ β ′ n γ ′ and ∇ β ∇ β ′ n γ in the electronic grand potential, Eq. (7). To do that we extend the Dyson series of Eq. (9) as
where the first line has been already analysed in the main text, the second line is a second order correction to the Green's function due to the first spatial derivatives of n, while the third line is a first order correction due to the second spatial derivatives of n. We substitute the last two into Eq. (7), switch to momentum representation, and symmetrize the outcome, arriving at
where the tensors are defined as
and Ω exc-II
The notation of the argument of n(r 0 ) is dropped in Eq. (s2) and further below. The Green's functions entering Eqs. (s3), (s4) are taken in the momentum representation of Eq. (12) of the main text, but with α R = 0. Taking a matrix trace calculation and performing an integration over the angle we obtain Ω exc-I
Ω exc-II
where δ q1q2 is Kronecker delta, while 
and the actual value of I is not relevant for the final result. Combining Eqs. (s2), (s5), and (s6) we find
