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1. INTRODUCTION
The goal of this paper is to determine the minimum polynomial of certain
elements of prime-power order in representations of ﬁnite classical groups.
The main generic assumption is that the element under consideration is
semisimple and of prime-power order, and it belongs to a parabolic sub-
group. The motivation for paying special attention to this conﬁguration is
that the behaviour of the elements in question shows certain irregularities
which are similar to the exceptions in the famous Hall–Higman theorem
(e.g., see Sects. 2 and 3 in [8], Chap. IX). In fact, our Theorem 1.1 can be
viewed as an analogue of the Hall–Higman theorem for certain elements
in quasi-simple classical groups. Other conﬁgurations are considered in [15,
16, 18, 19].
First, let us ﬁx some general notation.
For any group X, we denote by ZXX ′ and X the centre,
the commutator and the Frattini subgroup of X, respectively. We write
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X = A  B for a group X that is the semidirect product of a normal sub-
group A by a subgroup B. For a ﬁeld P , we denote by IrrPX (or simply
Irr X) the set of all irreducible PX-modules or representations of X over
P (up to equivalence). Thus, in order to indicate that φ is an irreducible
P-representation of X, we write φ ∈ IrrPX, or simply φ ∈ Irr X. For a
square matrix M , we denote by deg M the degree of the minimum poly-
nomial of M , and by Spec(M) the spectrum of M , respectively. Similarly
we denote by deg f and Spec(f ) the degree of the minimum polynomial
and the spectrum of a vector space endomorphism f . Note that in this
paper the spectrum is deﬁned as the set of all eigenvalues disregarding
multiplicities.
Now, let V be a non-degenerate orthogonal, symplectic, or unitary space
of dimension m over a ﬁnite ﬁeld F of characteristic p, and let IV  be the
group of the isometries of V . We denote by f the sesquilinear form deﬁning
the relevant structure of V (except when p = 2 and V is an orthogonal space
deﬁned by a quadratic form Q, in which case f denotes the bilinear form
associated with Q), and by τ the involutory automorphism of F associated
with f . We also set F0 = f ∈ F  τf  = f	, the ﬁxed ﬁeld of τ. Our nota-
tion for classical groups is standard; namely GLmq SLmq Spmq,
and Omq denote the general linear group, the special linear group, the
symplectic group, and an orthogonal group over Fq, respectively, whereas
Umq denotes the unitary group over Fq2 . Throughout the paper it is
assumed that the commutator subgroup IV ′ is quasi-simple (which only
excludes a few groups of low rank m < 5. Moreover, in view of well-
known isomorphisms between simple classical groups, it is also assumed that
m > 6 in the orthogonal case. H denotes a ﬁxed subgroup of IV  contain-
ing IV ′, while H˜ denotes a ﬁnite group such that H˜/ZH˜ 
 H/ZH
and H˜/C 
 H, where C is a central subgroup of H˜ with C p = 1. V is
regarded as an FH˜-module via the natural projection H˜ → H. (The main
reason for H˜ is that we wish to include in our treatment the universal cov-
ering of the orthogonal group.)
Finally, throughout the paper, P will always denote an algebraically
closed ﬁeld of characteristic not p.
Our purpose is to prove the following:
Theorem 1.1. Let g ∈ H˜ be a non-central element of prime-power order
s modulo ZH˜, which stabilizes a non-zero totally isotropic (totally singular)
subspace of V , and assume that s is coprime to p. Let h be the image of g
in H, and let θ˜ be an irreducible representation of H˜ over P . Then, either
deg θ˜g = s, or deg θ˜g = s − 1. If the latter case occurs, then for some
z ∈ ZIV  one of the following holds:
(a) H= Spmpm> 2 p is an odd prime, s=p+ 1, and rankh− z
= 2;
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(b) SUmp ⊆ H ⊆ Umpm > 2 p is an odd prime, s = p+ 1,
and rankh− z = 1;
(c) SUmq ⊆ H ⊆ Umqm > 2 q is even, s = q + 1 is a prime,
and rankh− z = 1;
(d) SUm 8 ⊆ H ⊆ Um 8m > 2 s = 9, and rankh− z = 1;
(e) SUm 2 ⊆ H ⊆ Um 2m > 4 s = 9, and rankh− z = 3.
Moreover, in each of the situations a–e there exists a representation θ of
H (hence of H˜) such that deg θh is exactly s − 1.
Remarks. (1) The realization of cases (a)–(e) by a suitable repre-
sentation θ of H follows from Proposition 2.12. The condition on the
rank of h − z in cases (a)–(e) means that the element h is “small,” in
the sense that h is contained (up to conjugacy) in a small subgroup
of H, such as diagIm−2 Sp2 q or diagIm−3U3 q. This can be
exploited in order to determine θ precisely. If charP = 0, this was done
in [13], where it was shown that dimθ = pm ± 1/2 in case (a), and
dimθ = qm − −1m/q + 1 in all remaining cases. A complete list
of the P-representations θ occurring in cases (a)–(e) has recently been
obtained by Guralnick et al. in [3], where it is shown that θ must be a
“Weil representation” (as described in 2.12), except when H = Sp4 3,
in which case an extra (six-dimensional) representation crops up. (2) The
term “singular” is only used for V orthogonal of even characteristic. (3) It
follows from Theorem 1.1 that the minimum polynomial of θ˜g is either
xs − λλ ∈ P, or xs − λ/x− µ, where µ is a root of xs − λ in P .
We also prove an asymptotic version of Theorem 1.1. Namely, if m is
large enough in comparison with s, then g necessarily stabilizes a totally
isotropic (totally singular) subspace of V , and the following holds:
Theorem 1.2. Let g ∈ H˜ be a semisimple element of prime-power order
s modulo ZH˜, let h be the image of g in H, and set G = gG0 = gs.
Assume that θ˜ is an irreducible representation of H˜ over P , and let θ˜G0 =
ν · Id, with ν ∈ IrrPG0. If m > 8s, then θ˜G contains the direct sum of at
least
[F m−6s/2] copies of the induced representation νG, unless there exists
z ∈ ZIV  such that one of the cases (a)–(e) of 1.1 holds. In each of
cases (a)–(e) θ˜G contains the direct sum of at least
[F m−4s/2] copies of the
quotient of νG by a one-dimensional representation.
Note that, in order to prove Theorems 1.1 and 1.2, we may assume that
H contains ZIV . This will come handy for technical reasons. Namely,
let Z = ZIV . Thus Z is cyclic. Let z be a generator of Z and set
t = mink  zk ∈ H	. Let b be any pre-image of zt in H˜. Then b ∈ ZH˜,
and therefore θ˜b is scalar, say θ˜b = ν · Id for some ν ∈ P . Let α ∈ P
minimum polynomials 231
be such that αt = ν. Deﬁne the group X to be the central product of H˜
with a cyclic group A = a subject to the condition at = b. Thus a =
tb H˜ ∩ A = b and A ⊂ ZX by construction. Then the projection
H˜ → H extends to a projection X = AH˜ → ZH by sending a to z. Also,
θ˜ can be extended to a representation θ˜1 of X by sending a to α · Id.
Since θ˜1H˜ = θ˜, it is enough to prove our results for X and θ˜1, dealing
with ZH instead of H. In other words, we may assume in the sequel that
H ⊇ ZIV .
Finally, it is worth mentioning that an essential part of our paper
is devoted to the analysis of irreducible representations of a maximal
parabolic subgroup S of H (more precisely, of the pre-image S˜ of S in H˜)
occurring as constituents of θ˜S˜ .
2. REPRESENTATIONS OF CYCLIC EXTENSIONS OF
EXTRA SPECIAL GROUPS
2.1. A Collection of Known Facts and Auxiliary Lemmas
In this section we collect a number of results on extra-special groups
which play a role in the sequel. Most facts about extra-special groups
quoted without explicit references are to be found in [6, Chap. III] and
[8, Chap. IX].
Recall that an extra-special group is a p-group  such that Z = p
and Z = ′ = . The group  has order p2n+1 for some n ≥ 1.
In order to make the order of  explicit, we will write at times n for 
of order p2n+1. If p is odd, up to isomorphism there are a unique, extra-
special group of order p2n+1 and exponent p, and a unique extra-special
group of order p2n+1 and exponent p2, whereas if p = 2 there are two
non-isomorphic extra-special groups of order 22n+1 and exponent 4. From
now on, in this paper we will always assume that for p odd  has exponent
p. We set W = /Z. Clearly W is an elementary abelian p-group, and
thus can be viewed as a vector space over the ﬁeld Fp. For a b ∈ , set
a¯ = aZ b¯ = bZ. Denoting by a b the commutator aba−1b−1 of a
and b, and identifying Z with the additive group of Fp, the commuta-
tor map deﬁnes a non-degenerate alternating bilinear form on the Fp-space
W , namely the form a¯ b¯ = a b. Thus W has the structure of a sym-
plectic space of dimension 2n over Fp. Let A denote the group of all
automorphisms of  which induce the identity on Z. Obviously, there is
a natural homomorphism 0 A → SpW , whose kernel is Inn. If p is
odd, 0 is surjective, whereas if p = 2 the image of 0 is one of the orthogo-
nal groups O+W  O−W , depending on the isomorphism type of . For
any subset X of A we will denote by X the image of X in SpW  under 0.
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Lemma 2.1. Let π  → W be the natural projection, and let X be a
subgroup of . Then the following conditions are equivalent: a X is extra-
special; b ZX = Z = X; c πX = 0	 is a non-degenerate sub-
space of W . Moreover, two subgroups Y1 Y2 of  commute elementwise if
and only if πY1 πY2 are mutually orthogonal subspaces of W .
Lemma 2.2. (a) Every faithful (equivalently: non-trivial on Zn irre-
ducible P-representation ϕ of n has degree pn.
(b) There is a bijection between such representations ϕ of n and the
non-trivial characters ζ ∈ IrrPZn, given by ϕZn = ζ · Id.
(c) Let k be a subgroup of n and ϕ be as in a. Then ϕk is a direct
sum of pn−k pairwise equivalent faithful irreducible representations of k.
Lemma 2.3. Let B be a ﬁnite group containing an extra-special, nor-
mal subgroup n such that B = bn, for some b ∈ B\n. Assume that
bZn = 1 (equivalently, Zn ⊆ ZB. Then:
(a) every irreducible P-representation ϕ of B non-trivial on Zn has
degree pn, and ϕn is irreducible;
(b) if ψ is an irreducible P-representation of B, such that ϕZn =
ψZn, then ϕ = ψ⊗ η, where η is a one-dimensional representation of B.
Proof. (a) See [8, Chap. IX, Lemma 2.5].
(b) Apply Clifford theory.
Lemma 2.4. Let IV  be the group of isometries of a non-degenerate sym-
plectic, unitary, or orthogonal space V , and let L be a cyclic subgroup of
IV  whose order modulo ZIV  is l. Then V is the direct sum of mutually
orthogonal non-degenerate L-invariant subspaces of dimension ≤ 2l. (This is
true even when l = 1.)
Proof. See [20, Lemma 2].
Lemma 2.5. Let B be a ﬁnite group containing an extra-special, normal
subgroup n, and let b be an element of B centralizing Zn and inducing
an automorphism of order l on n. Then n is the central product of at least
 n
l
 elementwise commuting extra-special subgroups ni , such that ni ≤ l and
bnib
−1 = ni .
Proof. The statement follows from the previous lemma, since b induces
an isometry on the symplectic space W = n/Zn. Indeed, by Lemma 2.1
the pre-image under π of a non-degenerate subspace of W of dimension
2k is an extra-special subgroup k of n.
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It is important for our purposes to have control of the degree of the mini-
mum polynomial of the element b on any faithful irreducible PB-module (B
and b as in Lemma 2.3). The case we are interested in, that is, when b has
prime-power order coprime to p, is dealt with by the following celebrated
result:
Theorem 2.6 (Hall–Higman and Shult [4 12]; cf. [8, Chap. IX,
Theorem 3.2]). Let B = bn with bZn = 1, as in Lemma 2.3. Fur-
thermore assume that b = rα, where r = p is a prime, and brα−1 ∈ CBn.
Let θ be a faithful irreducible P-representation of B. Then, either
(1) deg θb = b; or
(2) b = pt + 1 CW b = p2n−t 0 < t ≤ n, and b acts irreducibly
on W/CW b.
In the latter case deg θb = b − 1.
Lemma 2.7. Under the assumptions of Theorem 2.6, the conditions stated
in (2) are equivalent to the following:
(3) there are elementwise commuting b-invariant subgroups t n−t of
n0 < t ≤ n such that n−t = Cnbn = tn−t t ∩ n−t = Zn,
and b induces a Singer cycle on the symplectic space t/Zt = Sp2t p.
(If t = n, we interpret 0 as Zn.)
Proof. As bZn = 1 and b ∩CBn = 1, b acts faithfully on n
by conjugation, inducing a monomorphism β b → An . Keeping the con-
vention introduced above, let βb denote the image of βb in Sp2np.
Then b = ∣∣βb∣∣ = pt + 1. Set U = CW b = w ∈ W βbw = w	,
and let T be a b-stable complement of U in W . Let UT be the pre-
images in n of U and T , respectively, so that n = TUT ∩ U =
ZnU = U/Zn and T = T /Zn. Since T is irreducible, either
ZT  = Zn or ZT  = T . The latter cannot occur, by [8, Chap. IX,
Theorem 1.10]. Thus T = t is extra-special, and therefore T is non-
degenerate by Lemma 2.1. Now observe that W/U is irreducible under the
action of b if and only if so is T , hence if and only if βb is a Singer
cycle of SpT  = Sp2t p. As for U , note that b centralizes U/Zn,
hence U . Thus U = n−t = Cnb, and U = T⊥. We have proven that
(2) implies (3). The converse is also clear.
2.2. Eigenvalues and Eigenvalue Multiplicities
In this section, we consider a group B satisfying the conditions of
Lemma 2.3, with the further assumption that, modulo ZB, b is an
element of prime-power order coprime to p. We make use of the Hall–
Higman theorem in order to describe the spectrum of b in any faithful
irreducible P-representation of B.
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We start with a deﬁnition and an elementary lemma:
Deﬁnition 2.1. We say that a representation ρ of a cyclic group C is
almost regular if ρ is a quotient of the regular representation of C such that
dimρ = C − 1.
Lemma 2.8. Let C = b be a cyclic group of prime-power order, and θ
be a P-representation of C.
(i) θ contains the regular representation of C if and only if deg θb =
b;
(ii) Suppose that θ does not contain the regular representation of C.
Then θ contains an almost regular representation if and only if deg θb =
b − 1.
Proof. (i) Assume deg θb = b. If b charP = 1, all the bth-
roots of 1 occur as eigenvalues of θb, and therefore θ contains the reg-
ular representation of C. If b is a power of charP , as deg θb is the
least common multiple of the sizes of the Jordan blocks of θb, there is
a Jordan block of size b. This block affords the regular representation of
C. Conversely, it is clear that if θ contains the regular representation of C,
deg θb = b.
(ii) Straightforward along the same lines of (i).
The following two lemmas are needed in order to prove the next
proposition.
Lemma 2.9. Let C be a cyclic group, C0 a subgroup of C ξ ∈ IrrC,
and ρ the regular representation of the quotient group C/C0 viewed as a rep-
resentation of C (i.e., setting ρc = ρC0c ∀c ∈ C). Then ρ ⊗ ξ = ζC ,
whereζ = ξC0 and ζC stands for the induced representation from ζ to C.
Proof. Straightforward, by elementary representation theory.
Lemma 2.10. Suppose that ri = pj + 1, where p r are primes and i j ∈ N.
Then either
(a) r = 2 j = 1 i is a prime; or
(b) p = 2 i = 1 j = 2s for some s ∈ N; or
(c) ri = 9 pj = 8.
Proof. See, for example, [8, Chap. IX, Lemma 2.7].
Proposition 2.11. Let B be as in Lemma 2.3, and set C = b C0 =
C ∩ ZB C1 = C/C0 l = C1. Assume furthermore that l is a prime-power,
and l p = 1. Let θ be a faithful irreducible P-representation of B, and set
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θC0 = ζ · Id, where ζ ∈ IrrPC0. Then either
(i) θC contains ζC with multiplicity at least max1 pn−2l	; or
(ii) l = pt + 1 and n/Cnb = p2n−t for some integer t, where
0 < t ≤ n. Moreover, there exists an almost regular representation ρ1 of C1
(viewed as a representation of C under the canonical homomorphism C →
C1) and ξ ∈ IrrPC such that θC contains ρ1 ⊗ ξ with multiplicity at least
pn−t ≥ max1 pn−l	.
(iii) If (ii) holds, and additionally C0 = 1 b charP = 1 and
det θb = 1, then −1b+1 ∈ Specθb.
(iv) If p is odd, then t = 1. If p = 2, then either l is a prime, or
l = 9 t = 3.
Proof. We ﬁrst show that (i) and (ii) hold if C0 = 1. By Lemma 2.5 n
is the central product of at least  n
l
 elementwise commuting extra-special
subgroups ni , such that bnib
−1 = ni and ni ≤ l = C. As C0 = 1 C acts
faithfully on n by conjugation. Hence, as b has prime-power order, C acts
faithfully on ni for some i, say i = 1.
Suppose ﬁrst that C does not centralize some other subgroup nj .
Assume j = 2, and let ̂ = n1 · n2 
 n1+n2 B̂ = b ̂. As θ is a
faithful irreducible representation of B, θ has degree pn and θn is irre-
ducible by Lemma 2.3(a). Now, let us consider the restriction θB̂ and
let λ1 @ @ @  λk be its irreducible constituents. Again by Lemma 2.3(a), for
each such λ λ̂ is a faithful irreducible representation of ̂ of dimen-
sion pn1+n2 ; hence k = pn−n1−n2 . (It is also clear that λ1̂ @ @ @  λk̂ are
pairwise equivalent representations of ̂). The assumption that C acts
faithfully on ̂ has two further consequences on each irreducible con-
stituent λ. Namely: (1) λ is faithful on B̂ (indeed, b p = 1 forces
Kerλ ⊆ C; hence Kerλ ⊆ C ∩ ZB̂ = 1, as C acts faithfully on ̂);
(2) we may apply Theorem 2.6 to λ. We also notice that, as C acts faith-
fully on n1 and does not centralize n2 C admits at least two nontrivial
irreducible constituents in its action on the space Ŵ = ˆ/Z̂. Hence, by
Theorem 2.6 we are in the “generic” case (1); that is, deg θb = b. By
Lemma 2.8, this means that λC contains the regular representation ρC of
C, and since there are pn−n1−n2 such λ’s, we conclude that ρC is contained
in θC with multiplicity at least pn−n1−n2 . As ni ≤ l for every i, it follows
that this multiplicity is at least max1 pn−2l	, as asserted in (i).
So, let us assume that C centralizes nj for all j > 1. If b is not in
the “exceptional” case (2) of Theorem 2.6, then the above argument
applied to bn1 shows that θC contains ρC with multiplicity at least
pn−n1 ≥ max1 pn−l	, as required. Therefore we may assume that b is as in
Theorem 2.6 (2). By virtue of Lemma 2.7, w.l.o.g., we may choose n1 such
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that b acts ﬁxed-point freely on n1/Zn1. Thus, B is a central product
of B˜ and ˜, where B˜ = bn1 ˜ = nj  j > 1, and B˜ ∩ ˜ = Zn;
moreover, deg θb = b − 1 and b = pn1 + 1. Clearly θ = θ1 ⊗ θ2,
where θ1 and θ2 are irreducible representations of B˜ and ˜, respectively,
which are both faithful as θ is faithful on B. As dimθ2 = pn−n1 and
θb = θ1b ⊗ θ21 θC is a direct sum of pn−n1 copies of θ1C.
Moreover, as b is “exceptional” in θ, it is also “exceptional” in θ1. As
pn−n1 ≥ pn−l, we may set t = n1 (and ξ = 1C) in order to complete the
proof of (i) and (ii) for the case C0 = 1.
Next, suppose that C0 > 1. Let θC0 = ζ · Id, where ζ ∈ IrrPC0. Obvi-
ously, there exists µ ∈ IrrPC such that µx = ζx−1 for x ∈ C0, and such
a µ can be “inﬂated” to a representation of B by setting µbse = µbs
for any element y = bse ∈ B e ∈ n. Set θ1 = θ ⊗ µ and B1 = B/C0.
Since θ1n is faithful, Kerθ1 ⊆ C ∩ ZB = C0. On the other hand, by
construction θ1C0 = Id; hence Kerθ1 = C0. Therefore we can view θ1 as
a faithful irreducible representation of B1, and B1 satisﬁes all the assump-
tions of Theorem 2.6 (in particular, C1 ∩ ZB1 = 1. Thus we can use (i)
and (ii) as proved for the case C0 = 1, in order to obtain (i) and (ii) in
general. Namely θ1C1 contains a representation ρ1, which is either regular
with multiplicity at least max1 pn−2l	, or almost regular with multiplic-
ity at least pn−t ≥ max1 pn−l	. By lifting ρ1 to a representation of C, we
conclude that θC contains ρ1 ⊗ ξ, where ξ is the dual of µ. In particular,
in the former case, by Lemma 2.9 ρ1 ⊗ ξ = ζC . The proof of (i) and (ii) is
now complete.
(iii) As θb = θ1b ⊗ θ21, we have det θb = det θ1bk, where
k = dim θ2 = pn−n1 . In particular, as b p = 1 det θb = 1 if and only
if det θ1b = 1. Since b is “exceptional” in θ1 b = pn1 + 1 and dim θ1 =
b − 1. Thus, all the eigenvalues of θ1b have multiplicity 1; in other words,
the eigenvalues of θ1b run over all the bth-roots of 1, but a single one.
On the other hand, the product of all bth-roots of 1 is equal to −1b−1.
(iii) follows.
(iv) By (ii), l = pt + 1. By Lemma 2.10 if p is odd t = 1. If p = 2, then
either l is a prime, or l = 9 and t = 3.
The following Proposition (which generalizes [17], Proposition 5) will be
needed in order to prove the converse part of Theorem 1.1. (We thank
the referee for suggesting a shorter proof of these results, compared to our
original approach.)
Proposition 2.12. (1) Let H = Un q and let g ∈ H be an element
of order qm + 1 such that rankg − Id = m. Then there exists an irreducible
P-representation θ of H such that deg θg ≤ qm.
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(2) Let H1 = Sp2n q, where n > 1 and q is odd, and let g1 ∈ H1 be
an element of order qm + 1 such that rankg1 − Id = 2m and m is odd. Then
there exists an irreducible P-representation τ of H1 such that deg τg1 ≤ qm.
Proof. Suppose ﬁrst that charP = 0. By [1], there exists a P-
representation φ of H of degree qn (a so-called Weil representation),
whose character χ is as follows. For x ∈ H, set dx = rankx− Id. Then
χx = −1n−qn−dx. Set G = g and observe that, by our assump-
tion on the order of gm has to be odd. It follows that χx = −qn−m
for all x ∈ G. Indeed, V = g − IdV ⊕ Kerg − Id, where V is the natu-
ral H-module. By assumption g acts irreducibly on W = g − IdV ; hence
giW does not have eigenvalue 1, unless gi = Id. It is now easy to com-
pute the inner product χG 1G, which is equal to 0. Therefore, 1G is
not a constituent of χ and 1 is not an eigenvalue of φg. In particular,
degφg < g. The same is trivially true for each irreducible constituent
of φ, as required in (1).
Next, recalling that there is a standard embedding Un q ↪→ Sp2n q
via the trace map on Fq2 , we identify H with a subgroup of H1. If q is odd,
then there exists a representation ψ of H1 such that φ = ψH ⊗ −1H ,
where −1H stands for the non-trivial representation H →±1 ∈ P (see [1,
Theorem 3.3]). It is known, and easy to observe, that g1 must be conjugate
to an element g ∈ H which satisﬁes all the conditions of (1). Thus we may
assume, without loss of generality, that g1 ∈ H, and by the above we obtain
that degψg1 = degφg1 < g1. The same is true for each irreducible
constituent of ψ, as required in (2).
Now, suppose that P has positive characteristic r. By a well-known
theorem of Brauer, φ and ψ can be realized over the ring  of integers
of a ﬁnite extension of r , the ﬁeld of r-adic numbers. Let I denote the
maximal ideal of , and φ¯ ψ¯ denote the natural reductions of φψ mod-
ulo I. It is well known that /I is a ﬁnite ﬁeld of characteristic r. Clearly,
deg φ¯g ≤ degφg, and similarly for ψ¯g1. This implies (1) and (2) for
a ﬁeld P of arbitrary characteristic.
2.3. More Auxiliary Results
The following well-known property of parabolics will be of use in proving
Theorem 1.1:
Lemma 2.13. Let G be a ( ﬁnite) Chevalley group, S a parabolic subgroup
of G, and US the unipotent radical of S. Then CGUS = ZGZUS.
Proof. See [2, 13.2].
Proposition 2.14. Let D = D1⊕ · · · ⊕Dk be a direct sum of vector spaces
over P , and let g ∈ GLD be an element of prime power order permuting
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transitively the D′is. Set G = g and Gk = gk. Then the following hold:
(i) D is the PG-module induced from the PGk-module D1.
(ii) Assume (g charP = 1. If µ is an eigenvalue of gk of multi-
plicity s, every kth-root of µ is an eigenvalue of g of multiplicity s/k. (Observe
that s/k is also the multiplicity of µ on every Di.)
(iii) degg = k · deggk.
Proof. (i) Let B1 be a basis of D1, and M be the matrix of g
k
D1 with
respect to B1. Set B = B1 ∪ gB1 ∪ · · · ∪ gk−1B1. Then B is a basis of D, and
the matrix of g with respect to B is

0 0 · · · 0 M
E 0 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · E 0

 @
But this matrix is indeed the matrix of g acting on the induced module DG1 ,
with D1 regarded as PGk-module (direct computation).
(ii) For a ∈ P , we set Da = λ ∈ Dgkλ = aλ	. Similarly, Dia =
λ ∈ Di  gkλ = aλ	 for every i ∈ 1 @ @ @  k	. Since gkDi = Di for
every i ∈ 1 @ @ @  k	 Da = D1a ⊕ · · · ⊕ Dka. Let gDi = Dj . For any
λ ∈ Dia we have gk · gλ = g · gkλ = gaλ = agλ; i.e., gλ ∈
Dja. Similarly, g−1Dja ⊆ Dia. Hence G acts transitively on the set
Dia	1≤i≤k@ Let d = dimDia, and B be a basis of D1a. Then the set
giB	1≤i≤k is a basis of Da, and it is clear that Da is the direct sum
of the G-submodules Db = gib1≤i≤k, where b runs over B. It is easy
to check that the characteristic equation of gDb is X
k = a, and therefore
the eigenvalues of gDb are the k distinct kth-roots of a in P , each with
multiplicity 1. Thus (ii) follows.
(iii) If g charP = 1, (iii) follows directly from (ii). Suppose
g charP > 1. As gk preserves every Di, we may consider, for every i,
the restriction gkDi . Let di = degg
k
Di and assume (by reordering the Di’s
if necessary) that d1 ≥ di for every i > 1. Let D′1 be an indecomposable
submodule of D1 such that deggkD′1 = d1 B
′
1 a basis of D
′
1 and M
′ the
matrix of gkD′1 with respect to B
′
1. Set B
′ = B′1 ∪ gB′1 ∪ · · · ∪ gk−1B′1. Then
the subspace B′ is G-invariant, and the matrix of gB′ with respect to
B′ is 

0 0 @ @ @ 0 M ′
E 0 @ @ @ 0 0
@ @ @ @ @ @ @ @ @ @ @ @ @ @ @
0 0 @ @ @ E 0

 @
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It is easy to verify that the minimum polynomial of this matrix is X − 1kl,
where l = degM ′ = d1. But clearly degg = deggB′, and deggk =
deggkD′1 = d1. Thus (iii) follows.
3. STRUCTURE OF PARABOLIC SUBGROUPS
In this section we recall and reﬁne some properties of maximal parabolic
subgroups of classical groups, which are needed in order to analyze their
representations. For the notation not explicitly explained in the section, the
reader is referred to the Introduction.
3.1. Preliminary Observations
Let W be a totally isotropic (totally singular) subspace of V , and d =
dimW . We denote by S the stabilizer of W in H, and by U the largest
normal p-subgroup OpS of S, so that U is the unipotent radical of S. (It
is convenient for us to refer to S simply as to a parabolic subgroup of H,
though this differs from the standard use of this term.) Let W ⊥ = v ∈
V  f vW  = 0	. As W is totally isotropic (totally singular), W ⊆ W ⊥. If
W = W ⊥, or equivalently m = 2d, it is well known that U is an elementary
abelian p-group. So, we assume in this and the next subsections that m > 2d.
First of all, we choose a convenient basis of V . To this purpose, we pick
a complement W1 of W in W ⊥. Clearly dimW1 = m− 2d and W1 is non-
degenerate; hence W ⊥1 also is a non-degenerate subspace of V (containing
W ), and dimW ⊥1  = 2d. Fix a basis a1 @ @ @  ad of W . It is well known that
there exists a totally isotropic (totally singular) subspace W2 complementing
W in W ⊥1 , with a basis b1 @ @ @  bd dual to a1 @ @ @  ad, i.e., such that
f ai bj = δij i j = 1 @ @ @ d. In particular, W2 is a complement of W ⊥ in
V as well, so that V = W ⊕W1 ⊕W2. By adding to an arbitrary basis of W1
a pair of dual bases of W and W2, one obtains a basis, say B, of V . Then
the Gram matrix Hf of the form f with respect to B has the shape
Hf =

 0 0 Id0  0
εId 0 0

 
where  is the Gram matrix of the restriction of f to W1, and ε = 1, unless
V is symplectic and p = 2, in which case ε = −1. In particular,  satisﬁes
the condition t = ετ, where t denotes the transpose. If τ = 1 can be
chosen to be Im−2d (we will implicitly assume the latter in the sequel, so
that τ = .
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With respect to the basis B, the elements of S have shape
 S1 X Y0 S2 Z
0 0 S3

 
where S1 ∈ GLd F S2 ∈ IW1 and S3 = S−11 tτ. The subgroup Q = s ∈
S  sWi = Wi i = 1 2	 of all block-diagonal matrices diagS1 S2 S−11 tτ
is called the (standard) Levi subgroup of S. Note that, by our assumptions
on H, Q contains no normal, nontrivial p-subgroups.
3.2. The Structure of U
Since Q has no normal, non-trivial p-subgroup, a matrix u ∈ U has the
shape
u =

 Id Xu Yu0 Im−2d Zu
0 0 Id

 @
Moreover, u satisﬁes the condition utHfuτ = Hf . This equality is equivalent
to the conditions:
Xu = −εZtuτ and εYu + Yτu t + ZτutτZu = 0
where Zu is any m− 2d × d-matrix.
Thus U is completely determined by these conditions as a subgroup of
the upper unitriangular group, unless V is orthogonal and p = 2. (Note
however that Zu runs over all the m − 2d × d-matrices even when V
is orthogonal and p = 2, since preserving the quadratic form Q does not
impose any extra condition on Zu.)
We set L = M ∈ MdF  εM + Mtτ = 0	 and deﬁne L = L unless
p = 2 and V is a symplectic or orthogonal space, in which case L is the
subset of L consisting of the matrices with zero diagonal. Clearly, L and L
are additive groups (sometimes denoted by L+ and L+), and the following
holds:
Lemma 3.1. (i) U ′ = 1, unless dimW  = 1 and either V is an orthog-
onal space (in any characteristic) or V is a symplectic space in characteristic 2.
Suppose that U is not abelian. Then U ′ is a subgroup of ZU, and:
(ii) U ′ = u ∈ U  Xu = Zu = 0 Yu ∈ L	 
 L+.
(iii) ZU = U ′, unless p = 2 and V is a symplectic space. In this
exceptional case, ZU 
 L+.
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Proof. Let us determine the structure of ZU. A direct computation
shows that the block Zc in (2,3)-position of an element c ∈ ZU must
satisfy the condition ∗AZτc = εAZτc τt , where A = Ztu. Set AZτc =
C = cij. Then ∗ becomes C = εCτt . As Zu is arbitrary, A also is arbi-
trary, and therefore, if Zc = 0 and d > 1, we may choose A in such a way
that cij = 0 for some i = j, and cji = 0, contradicting ∗. Thus, if d > 1
ZU consists of matrices u ∈ U such that Xu = Zu = 0 and (consequently)
Yu ∈ L. Now, we are left with the case d = 1. Here C is a scalar, and ∗
is just C = εCτ. Again, if Zc = 0 C may be chosen arbitrarily. This contra-
dicts ∗, unless V is either orthogonal or symplectic in even characteristic.
Therefore, in the latter two cases U is abelian. Otherwise we get for ZU
the same structure as above. So, we have completely proven (i).
In order to prove (ii) and (iii), let a b ∈ U , and compute the commutator
a b = aba−1b−1. We get Xa b = Za b = 0, and Ya b = XaZb −XbZa.
As Xa = −εZtaτ, and similarly Xb = −εZtbτ, we see that Ya b =
εD − Dτt , where D = ZtbτZa. This already proves that U ′ ⊆ ZU.
Observe that, as  is non-degenerate, Za and Zb are arbitrary, and we may
take any product of commutators, when c runs over U ′ Yc runs over all
matrices of shape εD− Dτt , where D is an arbitrary d× d-matrix. Now a
detailed case-by-case analysis shows that U ′ consists exactly of the elements
c ∈ ZU such that Yc runs over L, and ZU = U ′ if H is orthogonal,
whereas ZU 
 L+ if H is symplectic. This proves (ii) and (iii).
Finally, let us state explicitly the following obvious lemma:
Lemma 3.2. If p is odd, U is a group of exponent p. If p = 2, then
either d = 1 and U is elementary abelian, or U is a non-abelian 2-group of
exponent 4.
Proof. Direct computation.
3.3. The Structure of S˜
We keep the notation and the basis of V chosen in the previous subsec-
tion. Let S˜ and Q˜ be the pre-images in H˜ of S and Q, respectively. Note
that the pre-image of U in H˜ contains a (unique) subgroup isomorphic to
U , which for all purposes we may identify with U . Then it is readily seen
that S˜ = U  Q˜ and S = U  Q.
For our purposes, it is also convenient to introduce three more subgroups
related to Q. First, we denote by X the group of all matrices of shape
diagx Im−2d x−1tτ belonging to H. Next, we denote by Y the subgroup
of H consisting of all matrices of shape diagId y Id, so that y ∈ IW1. In
other words: Y = M ∈ Q  MW = Id	. Finally, we set Y1 = Y · ZIV .
Recall that the group H contains ZIV  (cf. Introduction). Therefore
Y1 is precisely the group of all matrices M ∈ Q such that MW ⊥1 is scalar.
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(We observe that Y and Y1 act on U by conjugation centralizing ZU,
unless U is abelian, that is, d = 1 and either V is orthogonal or V is a
symplectic space of even characteristic. In the latter cases, U is a faithful
FY -module, and Y1 ∩ CHU = ZIV .)
3.4. The Group U0 = U/ZU
Set U0 = U/ZU, and assume U0 = 1 (i.e., d > 1, or d = 1 but V
is neither orthogonal nor symplectic of even characteristic). We have
shown above that U0 is abelian. In fact, it is easily seen that the map-
ping u → Zu is a homomorphism from U onto the additive group
Mm−2d dF of all m− 2d × d-matrices over F , with kernel ZU.
Therefore, U0 
 Mm−2d dF is an elementary abelian p-group of order
F m−2dd. The structure of vector space over F carries over to U0 via the
above isomorphism, and we can view U0 in a natural way as an FS-module.
Namely, the conjugation action of S on U induces a module action of S on
U0 (this is sometimes called the internal module for S). With the notation
introduced above, and identifying U0 with Mm−2d dF, the action of S can
be viewed as Zu → S2ZuStτ1 . Restricting to the subgroup Y , we get the
action Zu → yZu. Set Y2 = y  diagId y Id ∈ Y	. Clearly, each column
of Zu corresponds to an FY2-submodule of U0 isomorphic to the natural
module W1. Whence the following lemma, which will be frequently used in
the sequel:
Lemma 3.3. Let Y2 = y  diagId y Id ∈ Y	. The conjugation action
of Y on U turns U0 into an FY2-module isomorphic to the direct sum of d
copies of the natural Y2-module W1.
3.5. The Action of S on ZU
Lemma 3.4. Assume d > 1, and let R = SLd F act on L as follows:
for x ∈ R l ∈ Lx · l = xlxtτ. Then the commutator subgroup R′ ﬁxes no
non-zero element l ∈ L, except when d = 2 τ = 1 ε = 1 (i.e., l is skew-
symmetric), and l has zero diagonal if p = 2.
Proof. It is well known that R′ = SLd F, except when d = 2 and
F  = 2 or 3, in which case R′ = SLd F, but is still irreducible. Suppose
that l = xlxtτ for some non-zero l ∈ L and for all x ∈ R′. Then xl =
lxtτ−1: in other words, l intertwines the irreducible representations x→ x
and x → xtτ−1 of the group R′. By Schur’s lemma, det l = 0. Therefore
xτ = lxt−1l−1, whence Trxτ = Trx−1 for all x ∈ R′ (where Tr stands
for the trace of a matrix). This implies d = 2 and τ = 1. If p is odd,
then l is either symmetric or skew-symmetric. Suppose l is symmetric: then
the matrices x ∈ GL2 F satisfying the condition x = lxt−1l−1 form an
orthogonal group SO2 F, which cannot contain R′, since the matrices
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of O2 F of determinant 1 form an abelian group (note that if F  =
3 R′ is a quaternion group). Thus l must be skew-symmetric. If p = 2, a
direct computation shows that the condition x = lxt−1l−1 (equivalently,
xtlx = l) for x ∈ R′ forces l to have zero diagonal. (Conversely, in these
exceptional cases, l is actually ﬁxed by R′, as SL2 F = Sp2 F.)
Remark. Let X1 be the subgroup of the group X = M ∈ Q  M =
diagx Im−2d x−1tτ	 consisting of the matrices with det x = 1. Since
X1 
 SLd F, and the action of X on U ′ by conjugation can be expressed
as l → xlxtτ, the previous lemma tells us that, apart from the stated excep-
tions, X1 acts ﬁxed-point freely on U ′. We also observe that the lemma
implies that, if d > 1 ZS = ZH under our assumptions on H, unless
d = 2 τ = 1, and ε = 1. If d = 1, then a direct computation shows
that again ZS = ZH, unless (1) H = Um 2 or SUm 2; (2) H =
Spm 2 or Spm 3; (3) H = Om 2 or Mm 2. In these exceptional
instances ZS = ZH×ZU, unless H = Spm 2 Om 2 or Mm 2,
in which case U is abelian and ZS = ZH × F+.
Set J1 = U  Y1. Then J1 (sometimes called the core of S), is normal in
S, and the following holds:
Lemma 3.5. Assume d > 1. Then the group S/J1 
 Q/Y1 acts faithfully
on U ′ by conjugation, except when d = 2 τ = 1 and ε = 1. Moreover, if
d = 2 p = 2, and V is not orthogonal, then S/J1 acts faithfully on ZU.
Proof. We already know that J1 = U  Y1 ⊆ CSU ′. We have to show
that equality holds. Let M ∈ S − J1. Then M cannot act as the same scalar
on W and V/W ⊥. Hence either M1 = MW is not a scalar, or M1 is scalar,
but Mτ1 =M−11 . Since the action of S on U ′ can be expressed as l → S1lStτ1
for l ∈ L, if M acts trivially on U ′, then l = M1lMtτ1 for all l ∈ L. If M1
is scalar, it follows that M1M
τ
1 = Id, a contradiction. Suppose that M1 is
not a scalar (so d > 1. Let ρ GLd F → EndL denote the action of
GLd F on L deﬁned as in Lemma 3.4. Then M1 ∈ ker ρ. However, any
non-scalar normal subgroup of GLd F contains R′. Thus, by Lemma 3.4,
d = 2 and τ = 1. If p is odd, l is skew-symmetric; hence ε = 1. This
automatically holds if p = 2. Finally, the last part of the statement follows
from Lemma 3.4 and Lemma 3.1(iii).
Lemma 3.6. Assume d > 1, and let L and L be deﬁned as above. Set
R = SLd F and deﬁne on L a structure of FR-module by sending, for each
x ∈ R l ∈ L to xlxtτ. Then the following holds:
(1) If τ = 1 and q is even, then L is an irreducible submodule of L,
the quotient L/L is irreducible of dimension d, and L is an indecomposable
FR-module, unless d q = 2 2.
(2) L is an irreducible F0R-module, except when p = 2 and τ = 1.
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Proof. (1) Observe that L is the additive group of all symmetric d ×
d-matrices over F = Fq, and L is the subset of all matrices in L with zero
diagonal. Suppose ﬁrst that d = 2. Set
A =
[
1 1
1 0
]
 B =
[
0 1
1 1
]
 and C =
[
0 1
1 0
]

so that ABC ∈ L ∩ SL2 q. Set x = A. Then xCxt = C xAxt = Id =
A+ B and xBxt = A. Therefore, the F-spaces L = C and L1 = AB
are x-stable, and it follows that L = L⊕ L1 is a direct sum decomposition
of L as x-submodules. As x acts trivially on L and has no ﬁxed points on
L1, this decomposition is unique. Hence, we only need to observe that L1
is not SL2 q-stable. Choosing
x′ =
[
1 a
0 1
]

where a2 = a ∈ F∗, one can check that L1 is not stable under x′. On the
other hand, if q = 2 L/L is a projective SL2 2-module, and therefore L
is decomposable.
Now assume d > 2. Then L is irreducible, being the exterior square of
the natural module for SLd q. If x = xij is a d × d-matrix over F
and D = diaga1 @ @ @  ad, then the ith diagonal entry of xDxt is
∑
x2ijdj .
It follows that L/L is also irreducible, being isomorphic to the natural
module for SLd q twisted by the Frobenius map α → α2 α ∈ F. In
particular, R acts transitively on the non-zero elements of L/L. In order
to prove our statement, we only need to show that, if A ∈ L− L, then the
FR-submodule A generated by A contains L. Clearly, at least one of the
diagonal entries of A is non-zero. Due to the transitivity of R on L/L, we
may assume that a11 = 0 and aii = 0 for i > 1. Suppose ﬁrst that a1i = 0 for
some i > 1. By replacing A with πAπt , where π is a suitable permutation
matrix with (1 1)-entry equal to 1, we may assume that a13 is non-zero.
Set B = Id + e23, where e23 denotes the matrix with (2 3)-entry equal to 1
and zeros elsewhere. Then the matrix BABt +A is non-zero and belongs
to L; hence L ∩ A = 0, which forces L ⊂ A, as L is irreducible. Next,
suppose that a1i = 0 for all i > 1. Assume that A is not diagonal. Then,
as above, by replacing A with πAπt , where π is a suitable permutation
matrix with (1 1)-entry equal to 1, we may assume that a23 is non-zero. Set
C = Id + e12. Then CACt will have a non-zero (1 3)-entry, and zero at all
diagonal positions except (1 1), and we may repeat the argument above.
Finally, suppose that A has zeros everywhere off the (1 1)-position. Let
C = Id + e21. Then A1 = CACt +A has non-zero elements at the (1 2),
(2 2), and (2 1) positions, and zeros elsewhere. Replacing A1 with πAπ,
where π interchanges 1 and 2, we are back to a case examined above. These
considerations complete the proof of (1).
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(2) If L is one-dimensional over F0 (which occurs if either d = 1, or
d = 2 p is odd and H is orthogonal), then our claim is trivial. So, assuming
that L has dimension >1 over F0, let us consider L as an SLd F0-module
and denote by T the natural SLd F0-module. If F = F0L is just either
the symmetric or the exterior square of T . In both cases, L is irreducible,
except when q is even, which is just the situation discussed in (1). If F = F0
and q is odd, then L as an SLd F0-module is the direct sum of the
symmetric and exterior squares of T . As none of them is an SLd F-
module, L has to be irreducible as an SLd F-module. If q is even, then
the set of symmetric matrices over F0 forms a submodule L0 isomorphic to
the symmetric square of T . It is straightforward to check that the quotient
L/L0 is isomorphic to the exterior square of T . Thus, by (1), a composition
series of L has length 3, with composition factors isomorphic to the exterior
square of T (twice) and to T twisted by the Frobenius map on F0. Again,
none of these is an SLd F-module. On the other hand, if L is reducible as
an SLd F-module, then it has either a submodule or a quotient module
which remains irreducible under SLd F0. By the above, this is not the
case.
Lemma 3.7. Let N be a non-central normal subgroup of S. Then N con-
tains U ′, except when H is symplectic, d = 2, and q = 2.
Proof. The case d = 1 is easy, so we assume d > 1. By Lemma 2.13,
CHU = ZH × ZU. Suppose that N ∩ U = 1. Then NU = 1,
whence N ⊆ CSU ⊆ ZH × ZU. It then follows N ⊆ ZH, a con-
tradiction. So N ∩ U = 1, whence N ∩ ZU = 1. Clearly N ∩ ZU is
SLd F-stable. Thus, if N ⊇ U ′L contains an F0SLd F-submodule
not containing L. According to Lemma 3.6, this implies that d = 2 q = 2,
andH is either symplectic or orthogonal. While in the orthogonal case U ′ =
ZU has order 2, the symplectic case provides a genuine expection.
3.6. P-Characters of U ′
Assume that U is non-abelian. Remember that, by Lemma 3.1, we may
identify U ′ = ZU with the additive group L+, unless p = 2 and V is
symplectic (in which case we identify ZU with L+). Moreover, we may
view L in an obvious way as a vector space over F0. As such, we can endow
L with a suitable non-degenerate, symmetric bilinear form. Namely:
Lemma 3.8. (i) Let p = 2, or p = 2 and τ = 1. Then the map deﬁned
by λµ → Trλµ for every λµ ∈ L is a non-degenerate, symmetric bilinear
form on L over F0.
(ii) Let p = 2 and τ = 1, and for any µ ∈ L deﬁne µ¯ to be the matrix
obtained from µ by replacing all the elements below the main diagonal with
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zeros. Then the map deﬁned by λµ → Trλµ¯ for every λµ ∈ L is a
non-degenerate, symmetric bilinear form on L over F0= F@
Proof. (i) Notice that τTrλµ = Trλτµτ = Tr−ελt−εµt =
Trµλt = Trµλ = Trλµ; hence Trλµ ∈ F0. Now, it is easy to check,
via a case-by-case analysis, that the form is non-degenerate.
(ii) L consists of the symmetric d × d-matrices with zero diagonal. It
is then immediate to check (e.g., considering orthogonality with matrices
µ = eij + eji that the radical of the form is trivial.
We will assume from now on that the F0-space L is endowed with the
bilinear trace form deﬁned in Lemma 3.8(ii) if p = 2 and τ = 1, and
in 3.8(i) otherwise. Also, we recall the following:
Lemma 3.9. LetM be a vector space over a ﬁeld E, and χ be a non-trivial
P-character of the additive group of M . Then there exists a unique E-subspace
of M of codimension 1 contained in kerχ.
Proof. Cf. [10, Lemma 2.2].
Set E = F0 and M = L+, and denote by Lχ the F0-subspace obtained
from the above lemma. Thus dimF0 Lχ = dimF0 L− 1. Let Lχ⊥ denote
the F0-subspace of L orthogonal to Lχ with respect to the trace form
deﬁned on L. As the form is non-degenerate, Lχ⊥ is a line of L; i.e.,
dimF0Lχ⊥ = 1. This justiﬁes the following:
Deﬁnition 3.1. For a non-trivial P-character χ of L+, the F0-rank of
χ is deﬁned to be the rank of any non-zero matrix a ∈ Lχ⊥ (that is, the
maximal number of rows of a which are independent over F0).
We shall denote by Zχ the subgroup of U ′ corresponding to the hyper-
plane Lχ. Observe that Zχ is contained, but need not coincide with kerχ.
Lemma 3.10. Assume that U is non-abelian, and let χ be a non-trivial
P-character of ZU. Let S0 be a normal subgroup of S and suppose that χ
is ﬁxed by S0. Then S0 is contained in Y1, except in the following cases:
(a) d = 2 and H is orthogonal;
(b) d = 2 F  = 2, and H is symplectic.
Proof. First of all, we recall that ZU 
 L+, unless H is orthogonal in
even characteristic, in which case ZU 
 L+. So, let us ﬁrst suppose that
H is not orthogonal if p = 2.
A non-trivial character χ is ﬁxed by an element s ∈ S if and only if
χz = χszs−1, or equivalently χs z = 1 for every z ∈ ZU. This
implies s ZU ⊆ kerχZU. As this holds for all s ∈ S0, we obtain
the condition S0 ZU = ZU. The action of S on ZU is realized via
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the action of GLd F on L (deﬁned as in Lemmas 3.4 and 3.5), so that
L can be viewed as an F0GLd F-module.
Let S0 denote the projection of S0 into GLd F. Suppose ﬁrst that S0
consists of scalar matrices, and let x be the image of s ∈ S0 in GLd F.
Then, for each l ∈ L we have xlxtτ = ντνl for some ν ∈ F . If ντν = 1,
then s acts scalarly on W + W2, and therefore s ∈ Y1. Suppose that
ντν = 1. Then the mapping l → ντν − 1l is an automorphism of L.
It follows that s ZU = ZU, which is a contradiction.
Next, suppose that S0 is not scalar (thus, in particular, d > 1). If L
is one-dimensional over F0, then d = 2 p is odd, and H is orthogonal
(cf. Lemma 3.6), which leads to case (a). Otherwise, by Lemma 3.9 there
is a unique F0-subspace of codimension 1 of L which is contained in kerχ.
As S0 ﬁxes χ, this subspace is S0-stable. We proceed to show (assuming
that S0 is not scalar) that this can only happen in case (b). Notice that S0
must contain SLd F, unless possibly when d F  = 2 2 or (2, 3). So,
suppose ﬁrst that S0 contains SLd F. Then, by Lemma 3.6(2), L is irre-
ducible under S0 unless p = 2 and τ = 1. In the latter situation (discussed
in 3.6(1)), L is irreducible under S0, and we are lead to conclude that H is
symplectic and d F  = 2 2. We are now left to examine the case when
S0 is not scalar and does not contain SLd F. If d F  = 2 2, then (b)
holds and there is nothing to prove. If d F  = 2 3, then we are reduced
to examine the case when H is symplectic, dimL = 3, and S0 = 8. The
action of GL2 3 on L is realized by the group PGL2 3 
 S4; henceS0 acts on L as the normal elementary abelian subgroup of order 4 of
PSL2 3. Since, by Lemma 3.6, L is an irreducible SL2 3-module, it fol-
lows that S0 has no non-zero ﬁxed points on L. Hence S0L = 0, which
implies, since S0L is SL2 3-stable, that S0L = L. This cannot be,
by the observation we started with.
Finally, suppose that H is orthogonal in even characteristic. Then the
previous arguments still hold (working with L instead of L), except when
dimL = 1, in which case we fall under (a).
3.7. P-Representations of U
Assume that U is non-abelian, and let λ be any P-representation of U
such that λU ′ is a non-trivial scalar (in particular, this obviously holds for
λ irreducible non-linear). Thus, λU ′ = χ · Id for some 1 = χ ∈ IrrPU ′. As
we often identify U ′ with L+, we regard χ as a character of L+ as well. Set
U1 = U/Zχ and Rχ = U1/ZU1. We wish to describe the group λU in
terms of the rank of χ, by relating λU to U1 and Rχ. Our ﬁrst step is to
take a close look at Rχ.
Lemma 3.11. (i)Rχ has a natural structure of an F0-space, and for a b ∈ U
the commutator map a b → a b induces a non-degenerate, alternating
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F0-bilinear form on Rχ with values in L/Lχ 
 F0. (ii) Let r = rankχ.
Then dimF0Rχ = F  F0rm − 2d. (iii) The action of Y by conjugation
on U induces on Rχ a structure of F0Y -module. As such, Rχ is isomorphic
to a direct sum of r copies of W1 (viewed as F0Y -module).
Proof. (i) It follows from 3.4 that the mapping u0 → Zu (where
u is any representative of u0 in U) sets up an isomorphism of F-,
hence also of F0-spaces, between U0 = U/ZU and Mm−2d dF.
Deﬁne PZuZv = u v u v ∈ U. Then P is a well-deﬁned map-
ping from U0 × U0 to U ′ = L, and in fact P is F0-bilinear. (For
u0 v0 w0 ∈ U0 we have PZu + ZvZw = uvw = vwuuw = (as
U ′ ⊆ ZU uwvw = PZuZw +PZvZw. Similarly for the addi-
tivity on the right. For η ∈ F0, let u0η be the element of U0 corresponding
to ηZu, so that u0η = ηu0, and let uη be a representative of ηu0 in U ,
so that Zuη = ηZu. Then PηZuZv = PZuηZv = uη v = Yuηv =
XuηZv − XvZuη = ηXuZv − XvZu = ηYuv = ηu v = PZuZv.
Similarly on the right.) Moreover, as u u = 1 for every u ∈ UP
is alternating. Now, since U ′/Zχ = L/Lχ has the structure of a one-
dimensional F0-space, the bilinear map P induces an alternating F0-bilinear
form P1 U0 × U0 → U ′/Zχ 
 F0. Namely, P1 is realized by the mapping
ZuZv → u vZχ. The radical of P1 consists of all cosets vZU v ∈ U ,
such that u v ∈ Zχ for all u ∈ U , or equivalently such that vZχ ∈ ZU1.
On the other hand U0 = U/ZU is canonically isomorphic as F0-space
to U1/ZU/Zχ. Under this isomorphism, RadP1 is identiﬁed to
ZU1/ZU/Zχ. Thus P1 induces a non-degenerate alternating F0-
bilinear form on U1/ZU/Zχ/RadP1 
 U1/ZU1 = Rχ with values
in L/Lχ. (In particular, Rχ inherits a structure of F0-space.) This
proves (i).
(ii) As Rχ = U0/RadP1, it is enough to determine the order of
RadP1, or equivalently the order of the group Uχ/ZU, where Uχ =
v ∈ U  U v ∈ Zχ	. This is turn amounts to considering the system of
equations: Yuv ∈ Lχ, where u runs over U .
Suppose ﬁrst that case (i) of Lemma 3.8 holds, and let 0 = χ1 ∈
Lχ⊥. Then the equations above take the shape: Trχ1Yuv = 0,
that is, as Yuv = XuZv − XvZuXu = −εZtuτXv = −εZtvτ:
Trχ1ZtvτZu −χ1ZtuτZv = 0, where Zu runs overMm−2d dF. Fur-
thermore, as χt1τ = −εχ1 and tτ = ε, we can write the above system
as ∗Trχ1ZtuτZv + χτ1ZtuZτv  = 0. Set χ1Ztuτ = δ, and let Q be
the image of Mm−2d dF under the F0-linear map Zu → χ1Ztuτ. Then
∗ translates to ∗∗ TrδZv + δZvτ = 0, where δ runs over Q. We need
to determine dimFR, where R is the F-space of solutions of ∗∗. Note
that Q is not only an F0-, but also an F-space, and dimFQ = rm− 2d.
Assume ﬁrst that τ = 1 (hence p = 2. Then ∗∗ is equivalent to
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TrδZv = 0; i.e.,
∑
ij δijZvji = 0 i = 1 @ @ @  d' j = 1 @ @ @ m − 2d,
where δ runs over Q. This clearly reduces to a homogeneous system of
dm− 2d equations in dm− 2d unknowns, whose rank equals dimFQ.
Thus dimFR = d − rm− 2d. Now assume τ = 1. Here we pick up an
element ν ∈ F such that τν = −ν if p = 2 τν = ν + 1 if p = 2, and we
write δ = δ1 + νδ2 Zv = Z1v + νZ2v δ1 δ2 ∈ Mdm−2dF0'Z1v Z2v ∈
Mm−2d dF0. Suppose ﬁrst p = 2. Then ∗∗ translates to ∗∗∗
Trδ1Z1v + ν2δ2Z2v = 0. Let δ1 2 = δ1  δ2 Z1 2v = Z1v  Z2v . Then
we can write ∗∗∗ as Trδ1 2Z1 2v t = 0, a system whose rank
equals the dimension of the F0-space δ1 2  δ ∈ Q. Observe that
without loss of generality (via conjugation by a suitable element of
S), we may assume χ1 = νD, where D is a diagonal matrix over
F0, so that δ1 = DA1 δ2 = DA2, where A1A2 may be taken to
be arbitrary d × m − 2d-matrices. It follows that dimF0δ1 2  δ ∈
Q = dimF0δ1 + dimF0δ2 = 2rm − 2d. We conclude that
dimF0R = 2d − rm− 2d, and dimFR = d − rm− 2d. Now sup-
pose that p = 2. Then ∗∗ is equivalent to Trδ2Z1v + δ1 + δ2Z2v = 0.
Changing variables from Z1v Z2v to Z1v + Z2v  Z2v, we obtain the equiva-
lent system Trδ2Z1v + δ1Z2v = 0. Setting δ1 2 = δ1  δ2 Z2 1v = Z2v  Z1v
we may write it as Trδ1 2Z2 1v t = 0, and arguing as above we get that
dimFR = d − rm− 2d.
Finally, suppose that case (ii) of Lemma 3.8 holds; i.e., p = 2 τ = 1.
Then the system of equations: Yu v ∈ Lχ is equivalent to Trχ1ZtvZu +
χ1ZtuZv = 0. As χ1 is symmetric, χ1 = χ1 + χt1. Thus Trχ1ZtvZu +
χ1ZtuZv = Trχ1ZtvZu + χt1ZtvZu = Trχ1ZtuZv, and our system
can be written as TrδZv = 0. Arguing as above, we may then conclude that
in all cases dimFR = d − rm− 2d. Hence Uχ/ZU = F d−rm−2d,
and therefore Rχ = U0/Uχ/ZU = F rm−2d, as desired.
(iii) We have seen in (i) that Rχ = U1/ZU1 is an F0-space. More-
over, as Y centralizes Zχ, the action Y and U induces an action on U1,
hence on Rχ. Thus Rχ has a structure of F0Y -module, isomorphic to a
quotient of U0, considered as F0Y -module. We have already observed
(cf. Lemma 3.3) that U0 as an FY -module is isomorphic to the direct sum
of d copies of W1. We also observe that W1 is irreducible as F0Y -submodule;
hence U0 is a homogeneous F0Y -module, and therefore Rχ is a direct sum
of F0Y -submodules isomorphic to W1. As dimF0W1 = F  F0m − 2d,
from (ii) we get (iii).
Remarks. (a) We have shown in Lemma 3.11(i) that the map P1 Zu,
Zv → u vZχ induces on Rχ a non-degenerate alternating F0-bilinear
form P˜1 with values in L/Lχ 
 F0. Namely, for any pair of ele-
ments in U1, say u1 = uZχ, v1 = vZχ with u v ∈ U , let πu1 πv1 be
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their projections in Rχ. Then P˜1πu1 πv1 = u vZχ. In particular,
commutativity of elements in U1 translates into orthogonality of their
projections with respect to P˜1, as u1 v1 = 1 if and only if P˜1πu1
πv1 = 0.
(b) As W1 is an F-space, it follows from Lemma 3.11(iii) that Rχ also
has an obvious structure of (faithful) FY -module, of dimension rm− 2d
over F .
Next, we wish to relate U1 to λU. This is done in the following lemma:
Lemma 3.12. (i) The groupλU is isomorphic to a central quotient ofU1.
(ii) Rχ is isomorphic as an abelian group to λU/ZλU.
Proof. (i) Clearly λU is isomorphic to a quotient of U1, as λU 

U/Kerλ 
 U/Zχ/Kerλ/Zχ = U1/K, where K = Kerλ/Zχ. More-
over, U ′/Zχ ∩ K is a proper subgroup of U ′/Zχ, as by assumption λ is
non-trivial on U ′. Since the form P˜1 is non-degenerate, for every a ∈ U1 −
ZU1 there exists b ∈ U1 such that P˜1aZU1 bZU1 = 0, or in other
words a b is a non-zero element of U ′/Zχ. It follows that, for any arbitrar-
ily ﬁxed z ∈ U ′/Zχ, there exists bz ∈ U1 such that a bz = z. This means
that K is a central subgroup of U1. Indeed, assume a to be a non-central
element of K, and let z ∈ U ′/Zχ−K. Then z = a bz = abza−1b−1z  ∈ K,
which is a contradiction.
(ii) From the argument used in (i) to show that K is a central sub-
group of U1 it also follows that ZU1/K = ZU1/K, whence we obtain
that Rχ = U1/ZU1 = U1/K/ZU1/K = λU/ZλU. Now,
let λ1  U1 → λU be the homomorphism induced by λ on U1, and let
ξ  U1 → λU/ZλU be the composition of λ1 with the canonical pro-
jection π  λU → λU/ZλU. As ZU1 ⊆ Kerξ ξ induces an epi-
morphism ξ¯  Rχ → λU/ZλU. As Rχ and λU/ZλU have the
same order, ξ¯ is an isomorphism.
At this stage, we are able to establish the structure of the group λU:
Lemma 3.13. Let r = rankχ. Then λZU is cyclic of order p,
and λU = ZλU · , where  is an extraspecial p-group of order
p · F rm−2d. Moreover, if y is an automorphism of U of order coprime to p,
then  can be chosen to be y-stable.
Proof. As U has class 2 and λ is non-trivial on U ′ λU has class 2
as well. Moreover, as U/ZU is elementary abelian, λU/λZU also
is elementary abelian. As by assumption λZU is scalar, λZU is a
cyclic group. Since expZU = p, it follows that λZU = p, and hence
λU′ = λZU = λU all have order p. As λU is cyclic, it is
then easy to check that every non-normal subgroup in λU has a normal
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complement. Such p-groups are known (cf. [14]). In particular, groups of
exponent p turn out to be central products of cyclic groups and extra-special
p-groups of order p3. We conclude that λU = ZλU · , where  is
extra-special.
Now observe that ∩ZλU = Z; hence λU/ZλU 
 /Z.
Thus, by the previous lemma, Rχ = U1/ZU1 = λU/ZλU =
/Z. As Rχ = F rm−2d by Lemma 3.11(ii), and Z = p, we
conclude that  = p · F rm−2d, as requested.
As for the last part of the statement, we let y act as an automorphism of
λU setting y ·λu = λyu. Observe that both ZλU and ′ are y-
stable. As y has order coprime to p, it follows that λU/′ is a completely
reducible y-module. The image of ZλU in λU/′ is y-stable, and
therefore by Maschke’s theorem it has a y-stable complement M . The
pre-image of M in λU is a y-stable subgroup isomorphic to , and we
are done.
At this stage, we can endow λU/ZλU with the structure of a sym-
plectic space over Fp and relate it to the structure of Rχ as a symplectic
space over F0. Namely, as λU = ZλU ·, for any pair x1 = z1e1 x2 =
z2e2 with zi ∈ ZλU ei ∈  1 ≤ i ≤ 2, we have x1 x2 = e1 e2.
Thus (cf. 2.1) the commutator map on λU induces on λU/ZλU 

/Z the structure of a symplectic space over the prime ﬁeld Fp, with
respect to the form x1ZλU x2ZλU = e1 e2. If we set F  = pα,
this symplectic space has dimension arm− 2d over Fp.
The symplectic structures on Rχ and λU/ZλU are related
through the group isomorphism ξ¯ Rχ → λU/ZλU established
in Lemma 3.12(ii).
We mention explicitly the following fact:
Let r1 r2 ∈ Rχ be orthogonal with respect to the form P˜1 over F0. As
noted before, this means that their pre-images in U1, say u1 = uZχ u2 =
vZχ, commute. It follows that λu λv = λu v = 1, which clearly
implies that ξ¯r1 and ξ¯r2 are orthogonal with respect to the above-
deﬁned symplectic form over Fp. In particular we have shown that if M is
an isotropic subspace of the symplectic F0-space Rχ, then ξ¯M is an isotropic
subspace of the symplectic Fp-space λU/ZλU.
The map ξ¯ also allows us to translate the action of Y on Rχ (as deﬁned
in Lemma 3.11) into a symplectic action of Y on the space λU/ZλU.
Recall that the map ξ¯ is deﬁned as follows: for every r = uZχZU1 ∈
Rχ= U1/ZU1 ξ¯r = λuZλU. Via ξ¯, the action of Y on Rχ (as
well as the action of Y1, for that matter) is inherited by λU/ZλU.
Namely, the action of y ∈ Y on Rχ, i.e., y · r = yuy−1ZχZU1, is
matched by the action on λU/ZλU y · ξ¯r = y · λuZλU =
λyuy−1ZλU. Observe that, for every y ∈ Y y · λuZλU y ·
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λu1ZλU = λyuy−1ZλU λyu1y−1ZλU = λyuy−1 λ
yu1y−1 = λyuy−1 yu1y−1 = λyu u1y−1 = (as y acts trivially on
ZU λu u1 = λu λu1 = λuZλU λu1ZλU. There-
fore the action of Y is symplectic. As we know, by Lemma 3.11(iii), that
the action of Y on Rχ is faithful, we eventually get (via ξ¯ an embedding
ε Y → Sparm− 2d Fp.
As noticed in remark (b) following Lemma 3.11, we can think of Rχ as a
(faithful) homogeneous FY -module, which is the direct sum of r irreducible
submodules isomorphic to W1.
The following holds:
Lemma 3.14. Let R be an F-subspace of Rχ. Then:
(i) dimFpξ¯R = a dimFR.
(ii) Let y ∈ Y . If R is y-invariant, then ξ¯R is also y-invariant.
In particular, if y has only one non-trivial indecomposable constituent on
λU/ZλU, the same happens for the action of y on Rχ, and this implies
that r = 1 and V is neither an orthogonal space, nor a symplectic space of
even characteristic.
(iii) No element of Y acts on the symplectic Fp-space λU/ZλU
as a transvection, unless p is odd, F = Fp, and IV  = SpmFp.
Proof. (i) is obvious. The ﬁrst assertion of (ii) is also clear. Recall that,
by Lemma 3.11 (iii), Rχ has the structure of a homogeneous Y -module, so
that any indecomposable constituent of y on Rχ appears with multiplicity
at least r and therefore repeats at least r times in ξ¯Rχ. It follows that, if
y has only one non-trivial constituent on λU/ZλU, then necessarily
r = 1. Under these conditions, assume V is either an orthogonal space, or a
symplectic space of even characteristic. Recall that L consists of the skew-
symmetric matrices of size d if p is odd, and of the symmetric matrices of
size d having zero diagonal if p = 2. Observe that, as U is assumed to be
non-abelian, by Lemma 3.1 d > 1; hence rank M > 1 for any non-zero
matrix M ∈ L. As by deﬁnition r = rankχ is the rank of such a matrix,
we get a contradiction.
Next we prove (iii). Let Id = t ∈ Y , and let Rtχ be the subgroup of the
group Rχ consisting of the elements ﬁxed by t. As t is an automorphism
of the F-space Rχ Rχ  Rtχ ≥ F . Whence, as ξ¯ is a group isomorphism,
ξ¯Rχ/ξ¯Rtχ ≥ F . Now assume that ξ¯t is a transvection. Then ξ¯Rtχ
is a hyperplane of the Fp-space λU/ZλU, and this forces F = Fp.
Hence V is not a unitary space. Finally ξ¯t, being a transvection, has only
one non-trivial Jordan block. Thus, by (ii), r = 1 and V is not orthogonal,
nor symplectic of even characteristic. It follows that IV  = SpmFp,
where p is odd.
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4. RESTRICTING A REPRESENTATION θ˜ OF H˜ TO S˜
In this section we will see how extensions of extra-special p-groups natu-
rally arise when restricting representations of H˜ to the parabolic subgroup
S˜ = NH˜W .
As above, we assume that U is non-abelian, so that U is a p-group of
class 2. Recall that S˜ = U  Q˜, andZS˜ = ZH˜ (unless possibly when d = 1,
or d = 2 τ = 1 and ε = 1; cf. the remark after Lemma 3.4 for details).
Furthermore, every non-central normal subgroup of S contains U ′ (except
when d = 2 andH = Spm 2. Finally, remember thatZH = ZIV .
Let θ˜ be an irreducible P-representation of H˜ of dimension >1. Then θ˜S˜
contains an irreducible constituent φ which is non-trivial on U ′. (Indeed,
under our assumptions, H ⊇ IV ′, and IV ′ is quasi-simple with scalar
centre. Hence Kerθ˜/Z is scalar on V , and in particular Kerθ˜ p = 1.
Thus, since U ′ is unipotent, U ′ ⊆ Kerθ˜ forces U ′ = 1, contrary to the
assumption that U is non-abelian.) An essential ingredient of our proof is
the analysis of such a φ and of its restriction to ZU.
Let us denote by T the PS˜-module associated to φ, by K the group
of P-characters of ZU, and consider the restriction of T to ZU. By
Clifford’s theorem, T viewed as ZU-module decomposes into homoge-
neous components, namely, TZU =
⊕
Tκ, where κ ∈ K and Tκ = t ∈
T ut = κut ∀u ∈ ZU	. The action of S˜ on ZU is realized via the
action of S by conjugation on ZU, and induces an action of S on K,
deﬁned by κsu = κus ∀κ ∈ Ku ∈ ZU. Correspondingly, S acts tran-
sitively on the homogeneous components Tκ, the action being deﬁned by
s · Tκ = Tκs . Thus, we conclude that TZU =
⊕
Tκ, where κ runs over an
orbit O of S on K. Moreover, as φU ′ = IdT	, for at least one (hence
for every) component Tκ the character κ is non-trivial.
Now we focus on the core of S˜. Let Y˜ , Y˜1, and J˜1 denote the pre-images
in H˜ of YY1, and J1 respectively. Thus Y˜1 = Y˜ · ZH˜, and J˜1 = U  Y˜1.
Observe that, as J˜1 commutes elementwise with ZU, every Tκ is in fact
a PJ˜1-module. Moreover, by the above arguments, for any irreducible con-
stituent λ of the PJ˜1-module Tκ λU ′ = Id consists of scalars. As we shall
see in Section 5, the bulk of the proof of Theorems 1.1 and 1.2 reduces to
the analysis of such a constituent, which in turn depends on the structure
of λU. This is where the results of the previous section are going to play
a crucial role.
The main result of this section is the following:
Proposition 4.1. Let λ be an irreducible P-representation of J˜1 non-trivial
on U ′ χ be the P-character of U ′ such that λU ′ = χ · Id, and r = rankχ.
Let y˜1 be an element of Y˜1 and denote by y1 the image of y˜1 in H. Set
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N1 = y˜1N0 = N1 ∩ZJ˜1, and assume that l = N1 N0 is a prime-power
coprime to p. Set y1W ⊥1 = ν · Id ν ∈ F, and λN0 = ζ · Id ζ ∈ IrrN0. Then
λN1 contains the direct sum of at least max1 F rm−2d/2−2l	 copies of the
induced representation ζN1 of N1, unless ZλU = λZU r = 1, and
one of the following holds:
(a) H = Spmp, where m > 2 p is an odd prime, l = p+ 1,
dimFy1 − ν · IdV  = 2;
(b) SUmp ⊆ H ⊆ Ump, where m > 2 p is an odd prime, l =
p+ 1 dimFy1 − ν · IdV  = 1;
(c) SUmq ⊆ H ⊆ Umq, where m > 2 q is even, l = q + 1 is a
prime, dimFy1 − ν · IdV  = 1;
(d) SUmq ⊆ H ⊆ Umq, wherem > 2 q = 8 l = 9 dimFy1−
ν · IdV  = 1;
(e) SUmq ⊆ H ⊆ Umq where m > 4 q = 2 l = 9, dimFy1−
ν · IdV  = 3.
In the exceptional cases (a)–(e), λN1 contains at least max1 F m−2d/2−l	
copies of a quotient of ζN1 by a one-dimensional subrepresentation.
Proof. First, observe that ZJ1 = ZHZU (direct computation);
hence ZJ˜1 = ZH˜ZU. Thus, since λZU is scalar and U ′ ⊆
ZU λU ′ is indeed scalar, and χ and r are correctly deﬁned. Set
A = λZUD = ZλU.
Step 1: We consider ﬁrst the case when y˜1 ∈ Y˜ . In order to simplify the
notation and avoid confusion, we set in this case y˜ = y˜1 y = y1 C1 = N1,
and C0 = N0. Thus yl = 1. Note that the group Y˜ acts on U˜ 
 U by
conjugation, and this action coincides with the action of Y on U . Likewise,
Y˜ acts on λU, via the action x˜ · λu = λx˜λuλx˜−1, for x˜ ∈ Y˜ . By
Lemma 3.13, λU = D · , where  is an extra-special group of order
p · F rm−2d, and Z =  ∩ D = λU′. It follows that λy˜ U =
λy˜ λU = λy˜ · D. Moreover,  can be chosen to be y˜-stable,
again by Lemma 3.13.
Recall that U0 = U/ZU can be thought of as an FY -module, isomor-
phic to the direct sum of d copies of the natural FY -module W1. Consider
the quotient λU/A as an FY -module (under the action x · λuA =
λxux−1A, induced by the action λu → λxux−1, for x ∈ Y . (Note
that A is stable under x, as x centralizes ZU@ Let λ1 U0 → λU/A be
the map sending u0 = uZU to λuA. It is readily seen that λ1 is a homo-
morphism of FY -modules; hence λU/A is a quotient of the FY -module
U0, and therefore it is a homogeneous module isomorphic to the direct sum
of, say, t copies of W1. Notice that t > 0, as λU = A would imply that
λU is abelian, whence λU ′ = λU′ = 1, contrary to the assumption
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that λ is non-trivial on U ′. Consequently, Y acts faithfully on λU/A. It
follows that λx˜ is not a scalar for every x˜ ∈ Y˜ − ZY˜  (for, suppose the
contrary. Then x˜ · λuA = λx˜ux˜−1A = λx˜λuλx˜−1A = λuA.
Thus the image x of x˜ in Y acts trivially on λU/A, whence x˜ ∈ ZH˜. In
particular, λy˜ has order l modulo the scalars.
Set Dλ = D/A, and assume ﬁrst that Dλ = 1. Note that Dλ is Y -stable,
as D and A are both stable under λY˜ -conjugation. Thus Dλ is a non-
trivial FY -module, namely, a submodule of a quotient of U0, hence again
a direct sum of copies of the natural FY -module W1. It follows that any
non-central element of Y˜ acts non-trivially on Dλ.
Let D be the PJ˜1-module associated to λ, and consider the restriction
DD. As D is abelian, by Clifford’s theorem DD splits into homogeneous
components: DD =
⊕
µ Dµ, where µ runs over a non-trivial Y˜ -orbit O on
D̂, the group of P-characters of D (the action of Y˜ on D̂ being realized via
Y -conjugation, namely, for µ ∈ D̂ and x˜ ∈ Y˜  µx˜d = µdx. Note that
C0 acts trivially on O.
We claim that C1 has an orbit of length l on O. Letting l = ra r be a
prime, and c˜ ∈ C1 be an element of order r modulo C0, it is enough to
show that c˜ acts non-trivially on O. For, suppose the contrary. Then c˜ ﬁxes
all characters µ in O; that is, µc˜d = µdc = µd for all µ ∈ Od ∈ D.
Setting d = λu, where u ∈ U , it means that λuc = λu; that is, c
centralizes Zλ. Thus c˜ acts trivially on Dλ, contradicting the above.
So, let O˜ be a C1-orbit of length l in O, and set D =
⊕
µ∈O˜ Dµ. Since
C0 acts as ζ · Id on each Dµ, Proposition 2.14, (i) applied to the action
of C1 on D says that DC1 = DµC0C1 . Recall that λU = D · , where
 is extra-special of order p · F rm−2d. Clearly  acts faithfully on
each Dµ. Hence, by Lemma 2.2, dimDµ is a multiple of F rm−2d/2, as
desired.
Next, suppose that Dλ = 1; i.e., D = A. Recall that A = Z, hence
λy˜ U = λy˜. Let β denote an irreducible constituent of λy˜ U,
and set B = βy˜ U. As βZU 
 A, we may apply to β the same argu-
ments used above for λ. In particular, y acts faithfully on βU/βZU,
so that βy˜ has order l mod scalars, and βC1 ∩ ZB = βC0. Note
that βC0 = ζ · Id, and Lemma 2.3 applies to B = βy˜. We are now
in a position to apply Proposition 2.11 to B. Therefore, either λC1 con-
tains at least max1 p arm−2d2 −2l	 copies of ζC1 , or λC1 contains at least
max1 parm−2d2 −l	 copies of a representation of shape ρ1⊗ ξ, where ρ1 is an
almost regular representation of C1/C0, and ξ ∈ IrrPC1 is such that ξC0 =
ζ (thus, by 2.9., ρ1 ⊗ ξ is a quotient of ζC1 by a one-dimensional subrepre-
sentation). Suppose that the latter case occurs. This means (cf. Lemma 2.7)
that  is the product of two element-wise commuting y-stable subgroups
K and L = t , such that y centralizes K and induces an automorphism of
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order pt + 1 on L. This case can be reﬁned further. Namely, let us consider
the embedding ε Y → Sparm− 2d Fp described in Section 3. Accord-
ing to Theorem 2.6 and Lemma 2.7, with respect to a suitable basis the sub-
group εy may be written as diagI ε1y, where ε1y denotes the
restriction of εy to the only non-trivial εy-submodule N of /Z.
Let l = si, where s is a prime. As the εy-module N has the natural
structure of a symplectic space of dimension 2t over Fp, on which ε1y
acts as a Singer cycle, l = si = pt + 1. Now, it follows from Lemma 3.14
(ii), that r = 1; i.e., Rχ 
 W1. Viewing y as acting on Rχ = W1 y can be
written as diagI y ′, where y ′ acts irreducibly on a subspace of dimen-
sion µ = 2t
a
(by Lemma 3.14(i)). Moreover, y ′ preserves the restriction of
 to this subspace, and the restriction is non-degenerate. Thus, again by
Lemma 3.14(ii), either y ′ ∈ Spµ q, with q odd, or y ′ ∈ Uµ q. Assume
H = Spmq q odd. Then, by Lemma 2.10, s = 2 i is a prime, and t = 1.
Thus, from qµ = p2t we get either q = pµ = 2, or µ = 1. But the latter
clearly cannot occur. Hence, since yW ⊥1 = Id, we get (a) for ν = 1. Now
assume H ⊆ Umq (recall that F  = q2!. If q is odd, from qµ = pt we
get q = pµ = 1, whence (b). So assume that q is even. By Lemma 2.10
either (1) p = 2 l = s is a prime, and t = 2b; or (2) l = 9 and pt = 8.
Assume (1) holds. In this case, from qµ = pt = 22b we get µ = 1 or µ
even. However, Uµ q contains an irreducible element if and only if µ is
odd (cf., for example, [7]). Hence we have (c). Finally, let us assume that
(2) holds. Then from qµ = pt we get qµ = 8, whence µ = 1 or 3. If µ = 1,
then q = 8, and we have (d). If µ = 3, then q = 2, and we have (e). Note
that m > 4 in this case, as m− 2d ≥ 3.
Step 2. We now go back to the general case. Recall that we assume
that H contains Z = ZIV , so that Y1 = Y · Z. Hence y1 = yz, where
y ∈ Y z = ν · Id ∈ Z. Clearly, rank y1 − z = ranky − Id and y˜1 = y˜ · a˜,
for some a˜ ∈ ZJ˜1. Thus λy˜1 = λy˜ · λa˜, where λa˜ is a scalar. This
is enough to allow us to transfer to λN1 the properties proved in Step 1
for λC1.
5. PROOFS OF THE MAIN THEOREMS
In this section we provide proofs of Theorems 1.1 and 1.2 stated in the
Introduction.
Let σ denote the projection of H˜ onto H, and g ∈ H˜ be as in
Theorem 1.1. Recall that g has prime-power order s modulo ZH˜, where
s is coprime to p. Set G = g and h = σg. Let S˜ be a subgroup of
H˜ containing G, such that S = σS˜ is a parabolic subgroup of H. Thus,
keeping the notation of Section 3, S˜ stabilizes a non-zero totally isotropic
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(singular) d-dimensional subspace W of V , and S˜ = U  Q˜. Moreover,
since g is a semisimple element of S˜, up to conjugation within S˜ we may
assume G ⊆ Q˜ (or in other words, we may assume that g preserves W ,
W1, and W2). Indeed, consider the group R = UG, and let q ∈ Q˜ be such
that Ug = Uq. Then q ∈ R, and it is readily seen that g = q. By the
Schur–Zassenhaus theorem, g and q are therefore conjugate in R. Finally,
note that clearly W can be chosen such that d ≤ s.
Our key result, of which Theorems 1.1 and 1.2 are rather straightforward
consequences, is the following:
Theorem 5.1. Let g ∈ H˜ be an element of prime-power order s modulo
ZH˜, and assume that s is coprime to p. Further, assume that g lies in
a proper parabolic subgroup S˜ of H˜ such that U˜ = OpS˜ is non-abelian.
Set G = gG0 = gs, and h = σg. Assume that θ˜ is an irreducible
representation of H˜ over P , and let θ˜G0 = ζ · Id, where ζ ∈ IrrPG0. Then
θ˜G contains the direct sum of at least max1 F m−6s/2	 copies of ζG,
unless there exists z ∈ ZIV  such that one of the following holds:
(a) H = Spmpm > 2 p is an odd prime, s = p + 1, and
rankh− z = 2;
(b) SUmp ⊆ H ⊆ Umpm > 2 p is an odd prime, s = p+ 1,
and rankh− z = 1;
(c) SUmq ⊆ H ⊆ Umq, m > 2, q is even, s = q+ 1 is a prime,
and rankh− z = 1;
(d) SUm 8 ⊆ H ⊆ Um 8, m > 2, s = 9, and rankh− z = 1;
(e) SUm 2 ⊆ H ⊆ Um 2, m > 4, s = 9, and rankh− z = 3.
In cases (a) to (e) θ˜G contains the direct sum of at least max1,
F m−4s/2	 copies of a quotient of ζG by a one-dimensional representation.
Some Preparatory Lemmas
Assume that U is not abelian. As in Section 4, we consider an irreducible
P-representation θ˜ of H˜, and take φ to be an irreducible constituent of θ˜S˜
which is non-trivial on U ′. Furthermore, we denote by T the PS˜-module
associated to φ, and by K the group of P-characters of ZU. Recall that
T , viewed as ZU-module, decomposes as TZU = ⊕Tκ, where κ runs
over an orbit O of non-trivial elements of K under the action of S.
We ﬁrst prove a series of auxiliary results, from which we will deduce
Theorem 5.1, as well as Theorems 1.1 and 1.2.
Let L and L be deﬁned as in 3.2, so that we may identify ZU = U ′
with the additive group L+, unless V is symplectic and p = 2 (in which
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case ZU is identiﬁed with L+ (cf. Lemma 3.1)). Let
 S1 X Y0 S2 Z
0 0 S∗1


be any element of S (where S∗1 = S−11 tτ for short). Then the action of this
element on ZU by conjugation is described by the assignment l → S1lStτ1 ,
for l ∈ L (possibly L in the above-mentioned exceptional case).
As in Section 3, let X be the group of all matrices in Q of shape
diagS1 Im−2d S∗1, and X1 
 SLd F be the subgroup of X consisting
of those elements such that det S1 = 1. Moreover, let us say that (∗) holds
if d = 2, and either H is orthogonal, or q = 2 and H is symplectic (i.e., (a)
or (b) of Lemma 3.10 hold).
We keep the notation of Proposition 4.1, which we are going to exploit.
Recall that J˜1 = Y˜1U is a normal subgroup of S˜, and observe that, since
J˜1 commutes elementwise with ZU, every Tκ is a PJ˜1-module. Let k be
the least positive integer such that gk ∈ Y˜1. Set y˜1 = gk, N1 = y˜1, N0 =
N1 ∩ ZH˜, and l = N1/N0. Thus l is equal to the order of y˜1 modulo
the scalars, and s = kl. The same holds for the projections h = σg,
y1 = σy˜1, as s, the order of g modZH˜, equals the order of h modZH.
Lemma 5.2. Theorem 5.1, as well as Theorem 1.1, holds if k = 1.
Proof. As for Theorem 5.1, it sufﬁces to apply Proposition 4.1 to an
irreducible constituent λ of Tκ viewed as a PJ˜1-module. As for Theorem 1.1,
observe that, if the induced representation ζN1 of N1 occurs in λN1 , then
clearly deg θ˜g = s (cf. Lemma 2.8). Likewise, if λN1 contains the quotient
of ζN1 by a one-dimensional subrepresentation, then deg θ˜g = s − 1.
Lemma 5.3. Let k be deﬁned as above. Then O contains a G-orbit of
length k, unless (∗) holds.
Proof. Suppose that (∗) does not hold, and let a be the maximal length
of the orbits of G on O. Then ga stabilizes Tκ for all κ ∈ O. In other
words, ga ∈ S˜0 = s˜ ∈ S˜  s˜Tκ = Tκ, for all κ ∈ O	. Let S0 = σS˜0. Clearly
S0 is a normal subgroup of S. Thus, by Lemma 3.10, S0 ⊆ Y1. In particular,
ga ∈ Y˜1; hence k ≤ a. On the other hand, as Y˜1 ⊆ S˜0 and gk ∈ Y˜1, each
G-orbit in O has length at most k. Thus k = a.
Lemma 5.4. Assume k > 1 and let ζκ ∈ IrrPN0 be such that N0Tκ =
ζk · Id. Then ζκ = ζ, where θ˜ZH˜ = ζ · Id, and N1Tκ contains a direct sum
of at least max1 F m−2d/2−2l	 copies of ζN1 . (If H is orthogonal, the
number of such copies is at least max1 F m−2d−2l	.)
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Proof. As N0 ⊂ ZH˜ ⊂ S˜ and φ is a constituent of θ˜S˜ , the claim that
ζκ = ζ is obvious. Let λ be an irreducible constituent of Tκ, viewed as a PJ˜1-
module. Clearly λ is non-trivial on U ′. Thus it follows from Proposition 4.1
that N1Tκ contains the direct sum of at least max1 F m−2d/2−2l	 copies
of ζN1κ , except possibly in the exceptional cases described there. Observe
that we use the estimate r ≥ 1, but in the orthogonal case we do have
r ≥ 2. We show that the assumption k > 1 rules out those exceptions. Let
y1W ⊥1 = ν · Id, where ν ∈ F , and set W ′ = y1 − ν · IdV , so that W ′ ⊆ W1.
Observe that in all the exceptional cases listed in 4.1 y1W ′ is irreducible and
of maximal order in IW ′ (i.e., it is a Singer cycle in IW ′, of order q+ 1
in cases (a)–(d), of order 9 in case (e)). On the other hand, W ′ is clearly
an h-module, and hW ′ ⊆ IW ′. Hence y1W ′ = hW ′ k, and moreover hW ′
lies in a Singer cycle of IW ′. Obviously this implies that hW ′ and y1W ′
have the same order. But this is impossible if k > 1, since hW ′ has order s,
while y1W ′ has order l modulo the scalars.
Proposition 5.5. Assume that k > 1 and (∗) does not hold. Let ζ ∈
IrrPN0 be such that θ˜N0 = ζ · Id. Then θ˜G contains at least max1,
F m−2d/2−2l	 copies of the induced representation ζG.
Proof. Recall (cf. the remark following Lemma 3.4) that ZS˜ = ZH˜,
unless either d = 2, τ = 1, and ε = 1, or d = 1, and H = Um 2,
SUm 2, Spm 2, Spm 3, Om 2, Mm 2. However, the latter
exceptional cases are ruled out by the current assumptions that U is
non-abelian and k > 1. Moreover, since we are assuming that (∗) does not
hold, by Lemma 3.7 every non-central normal subgroup of S contains U ′.
Therefore, since φ is non-trivial on U ′, kerφ ⊆ ZS˜ = ZH˜ × ZU. It
follows easily that the order of g modulo ZH˜ is the same as the order
of gT modulo ZH˜T , so the latter equals s = kl. By Lemma 5.4, N1Tκ
contains a direct sum of at least max1 F m−2d/2−2l	 copies of ζN1 . By
Lemma 5.3, g has an orbit O′ of length k on the components Tκ. Hence we
may apply Proposition 2.14 (i) to T ′ = ⊕Tκκ ∈ O′, and conclude that GT
contains a direct sum of at least max1 F m−2d/2−2l	 copies of ζG.
Proof of Theorem 5@1. By Lemma 5.2 we may assume that k > 1, and by
Proposition 5.5 we are reduced to consider the case when (∗) holds (note
that G0 = N0). Thus, V is either an orthogonal space, or a symplectic
space over F2. If q = 2, then X 
 GL2 2 = SL2 2, and therefore
either k = 1 (and we are done by Lemma 5.2) or k = 3. So we may assume
that V is either an orthogonal space or a symplectic space with F  = 2 and
k = 3.
Observe that h induces on U/ZU an automorphism of order s. If h
centralizes ZU, this follows from Lemma 2.13. In general, it follows from
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the fact that U/ZU is isomorphic as FG-module to W1 ⊗W . Indeed, let
s = rα, where r is prime, and pick x = hi, where i is such that xr ∈ ZH
but x ∈ ZH. It sufﬁces to show that x acts non-trivially on W1 ⊗ W .
Considering this over the algebraic closure F , we can diagonalize h, so that
the eigenvalues of h are the product of those on W1 and W . It is clear
from this that x has an eigenvalue = 1 on W1 ⊗W , unless x acts scalarly
on W +W1. This is turn implies that x ∈ ZH.
We ﬁrst show that if h stabilizes a component Tκ (which of course holds if
h centralizes ZU, then GTκ contains at least max1 F m−4−s	 copies of
ζG. Set B = GU, and let β be an irreducible constituent of the restric-
tion of B to a component Tκ. Since ZU acts scalarly on Tκ and U ′ acts
non-trivially, βZU = βU ′ is cyclic of order p. Observe that the rank
of the character, say χ, associated to βU ′ is equal to 2 = d. It follows
from Lemma 3.11 that U/ZU is isomorphic to Rχ; hence by Lemma 3.12
(ii) U/ZU 
 βU/ZβU, by dimension reasons. Whence it also fol-
lows that in the present situation ZβU = βZU = Z. Indeed,
this is equivalent to saying that K = KerβU is contained in ZU. In
order to show this, set X = KZU and let X1 denote the pre-image under
β of ZβU, so that X ⊆ X1. Suppose that X > ZU. Then we get
U/X1 < U/X < U/ZU. However, by the above remarks, U/X1 

βU/ZβU 
 U/ZU, a contradiction. We conclude, by Lemma 3.13,
that βB = βG, where  can be chosen as a βG-stable, extra-
special p-group of order p · F 2m−4. We are now in a position to apply
Proposition 2.11 to the group βB. Namely, βG acts with order s on
/′ 
 U/ZU 
 W ⊗W1, and it contains at least max1 F m−4/ps	 ≥
max1 F m−4−s	 copies of ζG (as desired) unless possibly for the case
when U/ZU = R ⊕ R1 (direct sum of FpG-modules), hR1 = IdR1 and
h acts irreducibly on R, with ohR = s = pν + 1 for some ν > 0, and
dimFp R = 2ν is even.
We claim that the latter exceptional case cannot occur. For, suppose
the contrary. Then W1 has to be irreducible as an FG-module, otherwise
U/ZU 
 W ⊗W1 cannot have the stated structure. Indeed, suppose that
W1 = P1 ⊕ P2 is a decomposition of W1 into proper FG-submodules. Then
W ⊗W1 
 W ⊗ P1 ⊕ W ⊗ P2, and, say, hW⊗P2 = Id. This implies that
hW must be scalar. If hW = a · Id, for some a ∈ F , then hW⊗W1 has
shape diaga · hW1 a · hW1. Thus W ⊗ W1 is the direct sum of two iso-
morphic h-submodules on both of which the irreducible constituent hR
should appear. This is clearly impossible. So W1 is irreducible, which in
turn implies that W is also irreducible. Assume ﬁrst ohW  = ohW1.
Then the element x = hi, chosen as above, cannot act non-trivially on both
W and W1. Since the ﬁxed points of x are permuted by h, it follows that
x acts ﬁxed-point freely on one of the subspaces W , W1, and trivially on
the other one. Thus x, and hence h, acts ﬁxed-point freely on W ⊗ W1.
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It follows that R = W ⊗ W1. Now suppose that ohW  = ohW1. Then
dimW = dimW1 = 2, since for a cyclic group X all faithful irreducible
FX-modules have the same dimension. It follows that m = 6, which is
excluded by our assumptions in the orthogonal case (see the Introduction),
and leaves us with the case H = Sp6 2. But this is also excluded, as
dimF2 R = 4 implies s = 5, while k = 3. We conclude that we may assume
m > 6 and R = W ⊗ W1. Therefore 2ν = dimFP R = 2m − 4t, where
t = F  Fp. Then s = rα = pν + 1 = ptm−4 + 1 = qm−4 + 1. As ohW1
divides qm−4/2 + 1 (cf. [7]), and qm−4 + 1 qm−4/2 + 1 = 2 q + 1, it
follows that either ohW1 ≤ 2, or hW12 = −Id. In the former case W1
would be reducible as an h-module, whereas in the latter case hW1 would
leave invariant a two-dimensional subspace, contradicting m > 6.
Next, we show that the theorem is true if H is symplectic, and therefore
q = 2 and k = 3. In this case h centralizes U ′. If h stabilizes a component
Tκ, then we are done by the above. Otherwise, Tκ is moved by h, but stabi-
lized by h3. By the above, G3Tκ contains at least max1 F m−4−s/3	 copies
of ζG
3
, and by Proposition 2.14 GT contains at least max1 F m−4−s/3	
copies of ζG.
We are now left with the case when H is orthogonal. Then by Lemma 3.1
U ′ = ZU and L 
 U ′ is one-dimensional, consisting of the 2 × 2 skew-
symmetric matrices (with zero diagonal if p = 2). It follows that the orbits
of h on the non-zero elements of L all have the same size c, where c is the
order of hW modSL2 F, or in other words c is the least positive integer
such that hc centralizes U ′. But then the same must hold for the orbits of
h on the components Tκ. We conclude by the above that G
c
Tκ contains at
least max1 F m−4−s/c	 copies of ζGc , and therefore by Proposition 2.14
GT contains at least max1 F m−4−s/c	 copies of ζG.
Proof of Theorem 1@1. Let S˜ be a parabolic subgroup of H˜ containing
G = g. Suppose ﬁrst that U = OpS˜ is abelian. Let T be the PH˜-
module afforded by θ˜. Then TU = ⊕Tκ, where κ runs over the group
K of P-characters of U , and Tκ = t ∈ T  ut = κut ∀u ∈ U	. The
action of S˜ on U by conjugation is contragredient to the action of S˜ on
the non-zero subspaces Tκ. Thus the two actions have the same permu-
tation character. Since s is a prime-power coprime to p, and CH˜U ⊆
ZH˜U (cf. Lemma 2.13), it follows that G has an orbit of size s on
U , hence also on the components Tκ (note that U acts scalarly on each
Tκ). Then Theorem 1.1 follows from Proposition 2.14, namely θ˜G con-
tains a submodule isomorphic to ζG, where θ˜G0 = ζ · Id, ζ ∈ IrrPG0.
Next, assume that U is non-abelian. In this case Theorem 1.1 follows from
Theorem 5.1. Finally, the “converse part” of Theorem 1.1 follows from
Proposition 2.12.
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The following result can be found in [5] (see p. 508, assertion (b)) for
the case H = IV ′. However, the proof there works in general.
Lemma 5.6. Let G be a subgroup of H, G/G ∩ ZH = s, and d be
a natural number. If dimV  > 2d + 4s, then V contains a totally isotropic
(singular) G-invariant subspace W of dimension at least d.
Thus, we may always assume that an element g ∈ H˜ stabilizes a totally
isotropic (singular) subspace W , provided m = dimV  is large enough
compared with s. Accordingly, we are in a position to prove Theorem 1.2.
Namely:
Proof of Theorem 1@2. As long as m > 8s and s > 1, by Lemma 5.6 we
may assume that 2 < d ≤ 2s. Thus U is non-abelian, and Theorem 1.2
follows from Theorem 5.1.
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