On Foreman's maximality principle by Golshani, Mohammad & Hayut, Yair
ar
X
iv
:1
50
2.
07
47
0v
2 
 [m
ath
.L
O]
  4
 A
pr
 20
16
ON FOREMAN’S MAXIMALITY PRINCIPLE
MOHAMMAD GOLSHANI AND YAIR HAYUT
Abstract. In this paper we consider Foreman’s maximality principle, which says that
any non-trivial forcing notion either adds a new real or collapses some cardinals. We
prove the consistency of some of its consequences. We observe that it is consistent that
every c.c.c. forcing adds a real and that for every uncountable regular cardinal κ, every
κ-closed forcing of size 2<κ collapses some cardinal.
1. introduction
Foreman’s maximality principle [4] says that any non-trivial forcing notion either adds a
new real or collapses some cardinal. The consistency of this principle was asked by Foreman-
Magidor-Shelah [4], who showed that if 0♯ exists, then any non-trivial constructible forcing
notion adds a new real over V (see also [17], where a generalization of this result is proved).
In this paper we consider the following two consequences of Foreman’s maximality prin-
ciple, and prove some consistency results related to them:
(1) Any non-trivial c.c.c. forcing notion adds a new real.
(2) For every uncountable regular cardinal κ, every κ-closed forcing of size 2<κ collapses
some cardinal.
We show that statement (1) is equivalent to the assertion “there are no Souslin trees”,
and hence by Solovay-Tennenbaum [16], it is consistent that all non-trivial c.c.c. forcing
notion add a new real.
We also consider statement (2), and prove that it is consistent, relative to the existence
of a strong cardinal, that for all uncountable cardinals κ, all κ-closed (and in fact all κ-
strategically closed) forcing notions of size ≤ 2<κ collapse 2<κ. In such a model GCH must
fail everywhere, and hence we need some large cardinals to get the result. In the opposite
direction, we build, assuming some large cardinals, a model in which GCH fails everywhere,
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but for each infinite cardinal κ, there exists a κ+-closed forcing notion of size 2κ which
preserves all cardinals. Our work extends an earlier work of Foreman and Woodin [5] by
reducing their use of a supercompact cardinal to a strong cardinal.
In order to avoid trivialities, in this paper, the phrase “forcing notion” is used only for
separative non-atomic forcing notions.
2. Consistency of any c.c.c. forcing notion adding a new real
In this section we consider statement (1), and prove its consistency.
Theorem 2.1. Souslin hypothesis (SH) holds iff any non-trivial c.c.c. forcing notion adds
a new real.
Proof. One direction is trivial, since a Souslin tree, considered as a forcing notion, is c.c.c.
and adds no new reals.
For the other direction suppose there is a non-trivial c.c.c. forcing notion P which adds no
new reals. Let B = R.O(P) be the boolean completion of P. B is a c.c.c. complete Boolean
algebra which is (ω, ω)-distributive, hence it is in fact (ω,∞)-distributive, thus it is a Souslin
algebra, which implies the existence of a Souslin tree (see [9]). Hence SH fails. 
Remark 2.2. The above theorem is also proved by Shelah [15], by completely different
methods.
As a corollary of the above theorem, and results of Solovay-Tennenbaum [16] (see also
[14]), we have the following.
Corollary 2.3. It is consistent that any non-trivial c.c.c. forcing notion adds a new real.
3. Consistently, for every uncountable κ, every κ-closed forcing of size 2<κ
collapses some cardinal
In this section, we consider statement (2), and prove the following consistency result.
Theorem 3.1. Assuming the existence of an ℵκ++-strong cardinal κ, it is consistent that for
all uncountable cardinals λ, any non-trivial λ-closed forcing notion of size ≤ 2<λ collapses
some cardinal.
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Remark 3.2. The conclusion of the theorem implies GCH fails everywhere, so some very
large cardinals are needed for the theorem.
Proof. To prove the theorem, we need two lemmas, which are of some independent interest.
Lemma 3.3. if 2κ is singular, then every non-trivial κ+-closed forcing of size 2κ collapses
2κ.
Proof. Let P be a non-trivial κ+-closed forcing notion of size 2κ. Then forcing with P adds
a new sequence τ of ordinals of size λ < 2κ (since the minimal such λ must be regular). We
will encode 2κ into τ .
If we choose λ to be minimal, every initial segment of τ is in V . Now, we can define a
function F ∈ V from all possible initial segments of τ onto κ2, such that for every p ∈ P
and every x ∈ κ2 there is q ≤ p and β < λ such that q  τ ↾ β = aˇ and F (a) = x.
Let 〈(pi, xi) : i < 2
κ〉 enumerate P× κ2. For every α < 2κ, we use the κ+-closure of P and
the fact that τ /∈ V in order to find q ≤ pα such that q 6= pi for every i < α, q  τ ↾ β = aˇ
(for some β) and F (a) is not determined yet, and set F (a) = xα.
Let p = pα ∈ P. We start by building a tree of 2
<κ incompatible conditions qs, s ∈
<κ2
such that q∅ = p and for every s ∈
<κ2, qsa(0), qsa(1) ≤ qs, there is βs < λ such that
qsa(i)  τ ↾ βˇs = aˇsa(i) for i ∈ {0, 1}, asa(0) 6= asa(1). This is possible since τ /∈ V but every
initial segment of it is in V .
For every f ∈ κ2, let us pick a condition qf ∈ P such that for all α < κ, qf ≤ qf↾α (this
is possible by the closure of P). Let βf = supα<κ βf↾α. Then ∀f ∈
κ2, qf  τ ↾ βˇf = aˇf ,
where af =
⋃
α<κ af↾α, and for every f 6= f
′, af 6= af ′ . Since we chose already only |α| < 2
κ
values for F , there must be some f ∈ κ2 such that qf 6= pi for every i < α and F (af ) was
not already defined.
At the end of this process, there might be still possible initial segment of τ such that F
is undefined on, so we define F (x) to be arbitrary on those values.
By density arguments, in V [G], {F (τ ↾ β) : β < λ} = (2κ)V . 
We can slightly generalize the lemma, and show that every κ+-strategically closed forcing
of size 2κ collapses a cardinal. The argument is the same, and the only difference is in
4 MOHAMMAD GOLSHANI AND YAIR HAYUT
the construction of the function F . There, in the α-th step, when we build the tree of
extensions of pα, we use the strategy in order to ensure that in limit stages of the tree
we can always find qs, stronger than qs↾α for every α < dom(s). This means that when
picking qsa(ǫ) for ǫ ∈ {0, 1} we first extend qs into two incompatible conditions that force
different information about τ as we did in the former case, and then extend those conditions
to qsa(0), qsa(1) according to the strategy, assuming that the last step was made by the bad
player. The limit stages are completely defined by the strategy, since the good player plays
those steps.
The lemma also holds in a slightly more general setting. For every regular cardinal κ, if
2<κ is singular then any κ-closed forcing of cardinality 2<κ collapses some cardinal. The
proof is essentially the same.
We also need the following.
Lemma 3.4. Assume GCH holds and κ is ℵκ++-strong. Then there is a generic extension
of the universe in which κ remains inaccessible and for all infinite cardinals λ < κ, 2λ is a
singular cardinal.
Proof. We use the extender based Radin forcing as developed in [10], and continued in [6].
Our presentation follows [6]. We assume the reader is familiar with these papers and use
the definitions and results from them without any mention.
Let V ∗ denote the ground model. Let j : V ∗ →M∗ be an elementary embedding witness-
ing the ℵκ++-strongness of κ and let E¯ ∈ V
∗ be an extender sequence system derived from
j, E¯ = 〈E¯α : α ∈ dom(E¯)〉, where dom(E¯) = [κ,ℵκ+) and l(E¯) = κ
+. Then the ultrapower
jE¯ : V
∗ → M∗
E¯
≃ Ult(V ∗, E¯) has critical point κ and M∗
E¯
contains V ∗ℵ
κ+
. Consider the
following elementary embeddings ∀τ ′ < τ < l(E¯)
jτ :V
∗ →M∗τ ≃ Ult(V
∗, E(τ)) = {jτ (f)(E¯α↾τ) | f ∈ V
∗, α ∈ [κ,ℵκ+)},
kτ (jτ (f)(E¯α↾τ)) = j(f)(E¯α↾τ),
iτ ′,τ (jτ ′(f)(E¯α↾τ
′)) = jτ (f)(E¯α↾τ
′),
〈M∗E¯ , iτ,E¯〉 = lim dir〈〈M
∗
τ | τ < l(E¯)〉, 〈iτ ′,τ | τ
′ ≤ τ < l(E¯)〉〉.
We demand that E¯↾τ ∈M∗τ for all τ < l(E¯).
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Thus we get the following commutative diagram.
V ∗
j
//
jE¯
,,❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩
❩❩
jτ
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
jτ′

✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
M∗
M∗
E¯
kE¯
==③③③③③③③③
M∗τ ′
kτ′
GG
iτ′,E¯
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
iτ′,τ
// M∗τ = Ult(V
∗, E(τ))
iτ,E¯
77♣♣♣♣♣♣♣♣♣♣♣♣♣
kτ
NN
Also factor through the normal ultrafilter to get the following commutative diagram
V ∗ M
∗
E¯
N∗ ≃ Ult(V ∗, U) M∗τ
w
jE¯
'
'
'
'
'
')
jτ
u
iU
w
iU,τ
[
[
[
[
[
℄
iU,E¯
u
iτ,E¯
U = Eκ(0),
iU :V
∗ → N∗ ≃ Ult(V ∗, U),
iU,τ (iU (f)(κ)) = jτ (f)(κ),
iU,E¯(iU (f)(κ)) = jE¯(f)(κ).
Force with
R = Add(κ+, (ℵκ++)
M∗
E¯ )×Add(κ++, (ℵκ+3)
M∗
E¯ )× Add(κ+3, (ℵjE¯(κ)+)
M∗
E¯ ).
Let G be R−generic over V . By essentially the same arguments as those given in [6], [10],
we can find filters GE¯ , GU and Gτ , τ < l(E¯), such that GE¯ is jE¯(P)-generic over M
∗
E¯
, GU is
iU (P)-generic over N
∗ and Gτ is jτ (P)-generic overM
∗
τ and such that the following diagram
is commutative:
V = V ∗[G] ME¯ = M
∗
E¯ [GE¯ ]
N = N∗[GU ] Mτ ′ =M
∗
τ ′ [Gτ ′ ] Mτ =M
∗
τ [Gτ ]
w
jE¯
u
iU







jτ′
[
[
[
[
[
[
[
[
[
[
[
[
[
[℄
jτ
w
iU,τ′
A
A
A
A
A
A
C
iτ′,E¯
w
iτ′,τ
u
iτ,E¯
Set
RU =
(
Add(κ+,ℵκ++)×Add(κ
++,ℵκ+3)×Add(κ
+3,ℵiU (κ)+)
)N∗
.
Rτ =
(
Add(κ+,ℵκ++)×Add(κ
++,ℵκ+3)×Add(κ
+3,ℵjτ (κ)+)
)Mτ
.
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RE¯ =
(
Add(κ+,ℵκ++)×Add(κ
++,ℵκ+3)×Add(κ
+3,ℵjE¯(κ)+)
)M∗
E¯
.
Then we can find IU , Iτ and IE¯ in V = V
∗[G] such that:
(1) IU is RU -generic over N
∗[GU ],
(2) Iτ is Rτ -generic over M
∗
τ [Gτ ],
(3) IE¯ is RE¯-generic over M
∗
E¯
[GE¯ ],
(4) The generics are so that we have the following lifting diagram
ME¯[IE¯ ]
N [IU ] Mτ ′[Iτ ′ ] Mτ [Iτ ]w
i∗
U,τ′
[
[
[
[℄
i∗
τ′,E¯
w
i∗
τ′,τ
u
i∗
τ,E¯
Iterate jE¯ and consider the following diagram:
V ME¯ M
2
E¯ M
3
E¯
N Mτ1 N2 M
2
τ2 N
3 M3τ3
w
jE¯=j
0,1
E¯
[
[
[
[℄
jτ1
u
iU
w
j
1,2
E¯
[
[
[
℄
j2τ2
u
i2U
w
j
2,3
E¯
[
[
[
℄
j3τ3
u
i3U
w
w
iU,τ1
A
A
A
A
A
A
A
AC
iU,E¯




iτ1 ,E¯
w
i2U,τ2
A
A
A
A
A
A
A
AC
i2
U,E¯




i2
τ2,E¯
w
i3U,τ3
A
A
A
A
A
A
A
AC
i3
U,E¯




i3
τ3,E¯
where
j0E¯ = id,
jnE¯ = j
0,n
E¯
,
jm,n
E¯
= jn−1,n
E¯
◦ · · · ◦ jm+1,m+2
E¯
◦ jm,m+1
E¯
.
Let R(−,−) be a function such that
i2U (R)(κ, iU (κ)) = RU ,
where i2U is the second iterate of iU . It is also clear that
j2
E¯
(R)(κ, jE¯(κ)) = RE¯ .
As in [10] (see also [6]), in the prepared model V = V ∗[G], we define a new extender
sequence system F¯ = 〈F¯α : α ∈ dom(F¯ )〉 by:
• dom(F¯ ) = dom(E¯),
• l(F¯ ) = l(E¯)
ON FOREMAN’S MAXIMALITY PRINCIPLE 7
• ≤F¯=≤E¯,
• F (0) = E(0),
• I(τ) = Iτ ,
• ∀0 < τ < l(F¯ ), F (τ) = 〈〈Fα(τ) : α ∈ dom(F¯ )〉, 〈πβ,α : β, α ∈ dom(F¯ ), β ≥F¯ α〉〉 is
such that
X ∈ Fα(τ)⇔ 〈α, F (0), I(0), ..., F (τ
′
), I(τ
′
), ... : τ
′
< τ〉 ∈ jE¯(X),
and
πβ,α(〈ξ, d〉) = 〈πβ,α(ξ), d〉,
• ∀α ∈ dom(F¯ ), F¯α = 〈α, F (τ), I(τ) : τ < l(F¯ )〉.
Also let I(F¯ ) be the filter generated by
⋃
τ<l(F¯ ) i
′′
τ,E¯
I(τ). Then I(F¯ ) is RF¯ -generic over MF¯ .
Working in V , let PF¯ be the corresponding extender based Radin forcing, as defined in
[10] (see also [6, Definition 5.1]). Note that the definition of PF¯ depends on the function R,
and this is were the iterability of the extender sequence plays a role. Let H be PF¯ -generic
over V . By reflection, we may assume that each µ¯ which appears in some condition in PF¯
has dom(µ¯) = [κ0(µ¯),ℵκ0(µ¯)+). For α ∈ dom(F¯ ) set
CαH = {maxκ(p
F¯α
0 ) : p ∈ H}.
The following clauses can be proved as in [6], [10].
(1) V [H ] and V have the same cardinals.
(2) κ remains strongly inaccessible in V [H ].
(3) CκH is a club in κ.
(4) Let κ0 = min(C
κ
H), and let K be Add(ω,ℵκ+
0
)V [H]-generic over V [H ]. Then the
following hold in V [H ][K] :
• ∀λ < κ0, 2
λ = ℵκ+
0
.
• If λ < λ∗ are two successive points in C
κ
H , then 2
λ+n = ℵλ+n+1, for n = 0, 1, 2
and 2λ
+3
= ℵλ+∗ .
In particular V [H ][K] |=“κ is strongly inaccessible and for all λ < κ, 2λ is a singular
cardinal”. The lemma follows. 
We are now ready to complete the proof of Theorem 3.1.
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Let V be a model of GCH + κ is ℵκ++ strong. By Lemma 3.4, there exists a cardinal
preserving generic extension V of V ∗ in which κ remains inaccessible, and for all infinite
cardinals λ < κ, 2λ is a singular cardinal. Let κ∗ ≤ κ be the least inaccessible cardinal of
V , and consider the model Vκ∗ . It is a model of ZFC. We show that Vκ∗ is as required.
So let λ < κ∗ be an uncountable cardinal, and let P ∈ Vκ∗ be a non-trivial λ-closed forcing
notion of size 2<λ. As for a singular cardinal λ, being λ-closed implies λ+-closed, we can
assume without loss of generality that λ is a regular cardinal, and hence by our choice of
κ∗, λ = µ
+, for some cardinal µ. So it follows from Lemma 3.3 that forcing with P collapses
2µ. The theorem follows. 
4. consistency strength of statement (2) for forcing notions of arbitrary
size
In this section we discuss the consistency of statement (2) for forcing notions of arbitrary
large size. We show that in this case the problem is much more difficult, and it requires
some very large cardinals. For the sake of simplicity, let’s just consider the case κ = ℵ0.
The following shows that non-triviality of the forcing is essential. Suppose λ > ℵ1 is
regular and let P = λ, as set of ordinals. Order P with the reversed ordinal order separated
at ω1, i.e. p ≤P q iff p ≥ q as ordinals and p, q < ω1 or ω1 ≤ p, q. It is clear that P is
ℵ1-closed (but not ℵ2-closed), and it preserves all cardinals.
Theorem 4.1. Let λ be a regular cardinal such that 2<λ = λ. For every regular cardinal µ <
λ there is a separative forcing notion P which is µ-closed, not µ+-closed and λ-distributive.
Moreover, |P| = λ, so P does not collapse cardinals.
Proof. The forcing P will be the forcing that adds a non-reflecting stationary subset of
Sλ<µ = {α < λ | cf α < µ}, by bounded conditions. Let us describe P precisely:
The conditions in P are functions p : Sλ<µ ∩ α → 2 such that α < λ and p
−1(1) is non-
stationary at every β ≤ α such that cf β ≥ µ.
The order of P is end extension. Let us show that P has the required properties.
First, since 2<λ = λ, there are exactly λ bounded subsets of λ. In particular, |P| ≤ λ.
On the other hand, for every α ∈ Sλ<µ, the function p : S
λ
µ ∩ α → 2 defined by p(β) = 0 for
every β is a condition in P, so |P| = λ.
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Next, P is µ-closed since if 〈pα | α < η〉, η < µ, is a decreasing sequence of conditions,
then p =
⋃
α<η pα is a condition in P. The only thing that we need to verify is that p
−1(1) is
non-stationary, or that cf(dom(p)) < µ, and clearly if the sequence is not eventually constant
the second option occurs.
Let us show that P is not µ+-closed. For each α < µ let pα ∈ P be the condition with
dom(pα) = α and pα(β) = 1 for every β. Then the sequence of all pα, α < µ has no lower
bound, since for any condition q such that q ≤ pα for every α we would have α ⊆ q
−1(1) for
every α < µ and therefore µ ⊆ q−1(1), so q−1(1) is stationary at µ. Similar argument shows
that we can construct such sequences below any condition p ∈ P, so P is nowhere µ+-closed.
The main property of P is its λ-distributiveness. Let us show that P is λ-strategically
closed, and in particular λ-distributive.
Let 〈pα | α < η〉 be the play until step η. If η is a successor ordinal, the strategy
of the good player is to pick some ordinal in Sλ<µ above the supremum of the domain of
pη−1 and extend pη−1 up to this ordinal by appending zeros. If η is limit less than λ and
⋃
α<η pα is a condition (so the good player did not lose already), the strategy will be to set
pη =
⋃
α<η pα ∪ {〈η, 0〉}, if η ∈ S
λ
<µ, and otherwise just pη =
⋃
α<η pα.
Let us prove that this is indeed a winning strategy, namely that at every limit stage of
the play below λ, the union of the conditions until this step is a condition. Let η be a limit
ordinal of cofinality at least µ. Then {supp(pα) : α < η, limit} is a club at supα<η supp(pα)
that witnesses that
⋃
p−1α (1) is non-stationary, as wanted.
Since P is λ-distributive, it doesn’t collapse cardinals ≤ λ. Moreover, since |P| = λ, P is
λ+-c.c. and therefore it does not collapse cardinals above λ, so P does not collapse cardinals
at all. 
Corollary 4.2. Assume there is an uncountable regular cardinal λ such that 2<λ = λ.
Then there is a non-trivial ℵ1-closed (but not ℵ2-closed) forcing notion which preserves all
cardinals.
Corollary 4.3. Suppose there is no inner model with a measurable cardinal κ of Mitchell
order κ++. Then there is a non-trivial ℵ1-closed but not ℵ2-closed forcing notion which
preserves all cardinals.
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Proof. By results of Gitik and Mitchell [11], there is a strong limit singular cardinal κ such
that 2κ = κ+. Applying the previous lemma with µ = ℵ1 we get the desired result. 
It follows that if we want a model in which all non-trivial ℵ1-closed forcing notions collapse
some cardinals, then GCH should fail everywhere in that model.
Let us close this section by showing that there exists a non-trivial ℵ1-closed cardinal
preserving forcing notion in the model V [H ][K] of section 3. We assume that V ∗ (and
hence V = V ∗[G]) has no inner model with a Woodin cardinal. It then follows that the
combinatoric principle µ holds for every singular µ (see [13]).
Let µ = ℵκ+
0
and λ = µ+. Note that V [H ][K] = V [K][H ], and that
V [K] |=“2ℵ0 = µ+µ + SCH holds at µ”.
It follows from [12] that there exists an ℵ1-closed λ-Souslin tree T in V [K]. We show that
T remains an ℵ1-closed λ-Souslin tree in V [K][H ].
To do this, we need a finer analysis of the model V [K][H ]. For inaccessible cardinals
α < β set
P(α, β) = (Add(α+,ℵα++)×Add(α
++,ℵα+3)×Add(α
+3,ℵβ+))
V .
Then it is easily seen that
V [K][H ] = V [K ×H1][H2] = V [K][H1][H2],
where
(1) K × H1 is Add(ℵ0, µ) × P(κ0, κ1)-generic over V, where κ0 < κ1 are the first two
elements of the club CκH .
(2) V
V [K][H]
κ1 = V
V [K][H1]
κ1 .
Now V |=“Add(ℵ0, µ)×P(κ0, κ1) is κ
+4
0 -Knaster”, hence V [K] |=“P(κ0, κ1) is κ
+4
0 -Knaster,
and κ+0 -distributive”. So after forcing with P(κ0, κ1) over V [K], T remains an ℵ1-closed
λ-Souslin tree. So by clause (2) above
V [K][H ] |=“ T is an ℵ1-closed λ-Souslin tree”.
Thus T , considered as a forcing notion, is a non-trivial ℵ1-closed forcing notion of size λ
which preserves all cardinals.
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5. Adding club sets in the absence of GCH
In this section, we continue our study of the last section, and present a different method
for producing cardinal preserving forcing notions in the absence of instances of GCH . Our
forcing notions will be of size of a regular cardinal λ such that λ<λ = λ. Given any regular
cardinal κ with κ+ < λ, note that there is a natural forcing (i.e., Add(λ, 1)) which is κ+-
closed and λ-distributive. However the forcing Add(λ, 1) is also κ++-closed and it preserves
stationary subsets of λ. The next theorem shows that it is consistent that there are κ+-
closed but not κ++-closed forcing notions of size λ which are λ-distributive and destroy a
stationary subset of λ.
The results of this section are joint work with Moti Gitik, and are presented here with
his kind permission.
Theorem 5.1. Assume GCH. Let κ and λ > κ+ be regular cardinals. Then there is a
cofinality preserving generic extension in which the following hold: 2κ = λ and there exists
a non-trivial κ+-closed, but not κ++-closed, forcing notion of size λ which preserves all
cardinals (in fact the forcing is λ-distributive, λ+-c.c.).
Proof. Let P1 = Add(λ, 1) and let G1 be P1-generic over V . Let F =
⋃
G1. Then F : λ→ 2.
Let P2 = Add(κ, λ)
V [G1] and let G2 be P2-generic over V [G1]. In V [G1 ∗ G2], 2
κ = λ. We
show that in V [G1 ∗G2], there is a non-trivial κ
+-closed, but not κ++-closed, forcing notion
of size λ which preserves all cardinals. Let
S = {α < λ : cf(α) ≤ κ or (cf(α) > κ, F (α) = 1)}.
S is easily seen to be a stationary co-stationary subset of λ in models V [G1] and V [G1 ∗G2].
Let R ∈ V [G1 ∗ G2] be the forcing notion for adding a club into S by approximations of
cardinality < λ.
Claim 5.2. (a) R is λ+-c.c.
(b) R is κ+-closed but not κ++-closed.
(c) R is λ-distributive.
Proof. (a) and (b) are trivial, so let’s prove (c). Let K be R-generic over V [G1 ∗ G2], and
let h ∈ V [G1 ∗G2 ∗K], h : µ→ On, where µ < λ is regular. We show that h ∈ V [G1 ∗G2].
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Work in V [G1 ∗ G2]. Let F =
⋃
G1 : λ → 2 be as above and let θ be large enough
regular. By density arguments, we can find a continuous chain 〈Mα : α < µ〉 of elementary
submodels of H(θ) such that:
(1) Every initial segment of 〈Mα : α < µ〉 is in V ,
(2) |Mα| < λ,
(3) α < β ⇒Mα ⊆Mβ,
(4) 〈Mα : α < β〉 ∈Mβ+1,
(5) ∀α < µ,Mα ∩ λ ∈ λ,
(6) ∀α < µ, F (Mα ∩ λ) = 1,
(7) F (M ∩ λ) = 1, where M =
⋃
α<µMα.
We may define the sequence 〈Mα : α < µ〉 in such a way that M contains all the relevant
information. Let δ = M ∩ λ. Using the λ-closure of Add(λ, 1) and the chain condition of
Add(κ, λ), we can easily arrange G1 ↾ δ = G1 ∩ Add(δ, 1)
M is Add(δ, 1)M -generic over M
and {α < δ : F (α) = 1} contains a club C in δ (e.g. C = {Mα ∩ λ | α < δ}). By our
construction we may also assume that all the initial segments of C are in M [G1 ↾ δ]. Let
G2 ↾ δ = G2 ∩ Add(κ, δ)
M [G1↾δ]. Then G2 ↾ δ is Add(κ, δ)
M [G1↾δ]-generic over M [G1 ↾ δ].
Consider the model N = M [G1 ↾ δ ∗ G2 ↾ δ]. Now we can decide values of h inside N
and use C to ensure that the conditions of Q used in the process go up to δ. This will allow
us to extend them finally to a single condition deciding all the values of h. It follows that
every initial segment of h is in N and hence h ∈ V [G1 ∗G2], as required. 
It follows that R preserves all the cardinals, and the theorem follows. 
Although we shoot a club through the fat stationary set S = {α < κ | F (α) = 1}, we can’t
use Abraham-Shelah’s general theorem from [1], since their cardinal arithmetic assumptions
do not hold.
We now present a generalization of the above theorem, whose proof is essentially the
same.
Theorem 5.3. Let κ and λ > κ+ be regular cardinals, and let V [G1 ∗ G2] be a generic
extension of V by Add(λ, 1) ∗ Add
∼
(κ, λ). Suppose Q ∈ V [G1 ∗ G2] is a cardinal preserving
forcing notion of size < λ, and let H be Q-generic over V [G1∗G2]. Let S = {α < λ : cf(α) ≤
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κ or (cf(α) > κ,
⋃
G1(α) = 1)}. Then S is a stationary subset of λ in V [G1 ∗G2 ∗H ], and
if R is the forcing notion for adding a club subset of S, using approximations of size < λ,
then
V [G1 ∗G2 ∗H ] |=“R is a κ
+-closed cardinal preserving forcing notion”.
As an application of the above theorem, let us prove an analogue of Theorem 5.1 for κ
singular.
Theorem 5.4. Suppose κ is a strong cardinal and λ > κ+ is regular. Then there is a forcing
extension in which the following hold: κ is a strong limit singular cardinal, 2κ = λ and there
exists a non-trivial κ+-closed, but not κ++-closed, cardinal preserving forcing notion of size
λ.
Proof. By results of Gitik-Shelah and Woodin [8], we can assume that κ is indestructible
under the following kind of forcing notions:
• Add(κ, δ), for any ordinal δ,
• Any κ+-weakly closed forcing notion which satisfies the Prikry condition.
Fix any regular cardinal δ < κ. Force with Add(λ, 1)∗Add
∼
(κ, λ) and let G1∗G2 be Add(λ, 1)∗
Add
∼
(κ, λ)-generic over V . Then κ remains strong in V [G1 ∗ G2]. Let Q be the Prikry or
Magidor forcing for changing the cofinality of κ into δ and letH be Q-generic over V [G1∗G2].
Then by Theorem 5.3, we can find, in V [G1∗G2∗H ], a κ
+-closed, but not κ++-closed cardinal
preserving forcing notion. 
6. Consistently, for all κ, 2κ > κ+ and there is a κ+-closed cardinal
preserving forcing notion
In this section, we again consider statement (2), and prove a global consistency result,
which is, in some sense, in the opposite direction of Theorem 3.1.
Theorem 6.1. Assuming the existence of a strong cardinal and infinitely many inacces-
sible cardinals above it, it is consistent that GCH fails everywhere, and for each regular
uncountable cardinal κ, there exists a non-trivial κ-closed forcing notion which preserves all
cardinals.
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Proof. To prove the theorem, we need two auxiliary lemmas.
Lemma 6.2. Assume 2κ is weakly inaccessible, and for all κ < λ < 2κ, 2λ = 2κ. Then there
exists a κ+-closed forcing notion which preserves all cardinals.
Proof. By Lemma 4.1. 
The next lemma is a generalization of the main theorem of Foreman-Woodin [5], where
the use of a supercompact cardinal with infinitely many inaccessible cardinals above it,
is replaced by the much weaker assumption of the existence of a strong cardinal with an
inaccessible above it.
Lemma 6.3. Assume GCH holds, κ is a strong cardinal and there exists an inaccessible
cardinal above κ. Then there is a generic extension in which κ remains inaccessible, for all
λ < κ, 2λ is weakly inaccessible and λ < µ < 2λ implies 2µ = 2λ.
Proof. The proof is similar to the proof of Lemma 3.4, so we follow that proof and just
mention the changes which are required. Let V ∗ denote the ground model. Also, for an
ordinal α, let us denote the next inaccessible cardinal above α by inacc(α).
Let j : V ∗ → M∗ be an elementary embedding witnessing the inacc(κ)+-strongness of κ
and let E¯ ∈ V ∗ be an extender sequence system derived from j, E¯ = 〈E¯α : α ∈ dom(E¯)〉,
where dom(E¯) = [κ, inacc(κ)) and l(E¯) = κ+. Then the ultrapower jE¯ : V
∗ → M∗
E¯
≃
Ult(V ∗, E¯) has critical point κ and M∗
E¯
contains V ∗inacc(κ). As before, consider the resulting
elementary embeddings jE¯ , jτ , kτ , iτ ′,τ and iτ,E¯ , where τ
′ < τ < κ+. Also factor through
the normal ultrafilter to get the normal measure U and embeddings iU , iU,τ and iU,E¯ .
Force with
P = Add(inacc(κ), inacc(κ)+3).
Let G be P-generic over V ∗ and let V = V ∗[G]. As before, we can find suitable filters
GE¯ , GU and Gτ , τ < l(E¯), such that GE¯ is jE¯(P)-generic over M
∗
E¯
, GU is iU (P)-generic over
N∗ and Gτ is jτ (P)-generic over M
∗
τ and such that the resulting diagram commutes.
Set PU = Add(inacc(κ), iU (κ))
N∗ , and define the forcing notions Pτ and PE¯ similarly,
where iU , N
∗ are replaced with jτ ,M
∗
τ and jE¯ ,M
∗
E¯
respectively. We show that there are
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IU , Iτ and IE¯ in V = V
∗[G] such that IU is PU -generic over N
∗[GU ], Iτ is Pτ -generic over
M∗τ [Gτ ], IE¯ is PE¯-generic over M
∗
E¯
[GE¯ ], and the generics are so that the corresponding
diagram lifts.
Set IE¯ = G∩ PE¯ . We show that it is PE¯-generic over M
∗
E¯
[GE¯ ]. Using Easton’s lemma, it
suffices to show genericity over M∗
E¯
. Let A ⊆ PE¯ be a maximal antichain in M
∗
E¯
and X =
⋃
{dom(p) : p ∈ A}. Then |X | ≤ inacc(κ), andA is a maximal antichain of Add(inacc(κ), X)M
∗
E¯ .
As Add(inacc(κ), X)M
∗
E¯ = Add(inacc(κ), X)V
∗
, A is a maximal antichain of Add(inacc(κ), X)V
∗
,
hence a maximal antichain of Add(inacc(κ), inacc(κ)+3)V
∗
. Let p ∈ A ∩ G(κ). Then p ∈
A ∩ IE¯ .
Now set
IU = 〈i
−1′′
U,E¯
[IE¯ ]〉, the filter generated by i
−1′′
U,E¯
[IE¯ ]
and
Iτ = 〈i
−1′′
τ,E¯
[IE¯ ]〉, the filter generated by i
−1′′
τ,E¯
[IE¯ ]
It is easily seen that IU and Iτ are respectively PU -generic over N
∗ and Pτ -generic overM
∗
τ .
Now by applying Easton’s lemma, we can conclude the desired result.
Let R(−,−) be a function such that
i2U (κ, iU (κ)) = PU ,
where i2U is the second iterate of iU .Working in V = V
∗[G], define the new extender sequence
system F¯ = 〈F¯α : α ∈ dom(F¯ )〉 as before.
Working in V , let PF¯ be the corresponding extender based Radin forcing, and let H
be PF¯ -generic over V . By reflection, we may assume that each µ¯ which appears in some
condition in PF¯ has dom(µ¯) = [κ
0(µ¯), inacc(κ0(µ¯))). For α ∈ dom(F¯ ) set
CαH = {maxκ(p
F¯α
0 ) : p ∈ H}.
The following clauses can be proved as before:
(1) V [H ] and V have the same cardinals.
(2) κ remains strongly inaccessible in V [H ]
(3) CκH is a club in κ,
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(4) If λ < λ∗ are two successive points in C
κ
H , then 2
λ = inacc(λ) and 2inacc(λ) = λ∗,
(5) Let γ0 = min(C
κ
H). If γ0 ≤ λ < µ < 2
λ < κ, then 2µ = 2λ.
It follows immediately that
V [H ] |=“ If γ0 ≤ λ < κ, then 2
λ is weakly inaccessible and λ < µ < 2λ ⇒ 2µ = 2λ”.
Force over V [H ] with Add(ℵ0, γ0), and let K be Add(ℵ0, γ0)-generic over V [H ]. Then
V [H ][K] |=“If λ < κ, then 2λ is weakly inaccessible and λ < µ < 2λ ⇒ 2µ = 2λ.
The lemma follows. 
We are now ready to complete the proof of Theorem 6.1.
Let V ∗ be a model of GCH+κ is a strong cardinal + there are infinitely many inaccessible
cardinals above κ. By Lemma 6.3 there exists a generic extension V of V ∗ in which κ remains
measurable and for all infinite cardinals λ < κ, 2λ is weakly inaccessible and if λ < µ < 2λ,
then 2µ = 2λ. Let κ∗ ≤ κ be the least inaccessible of V , and consider the ZFC model Vκ∗ .
By Lemma 6.2, Vκ∗ is as required and the theorem follows. 
Remark 6.4. The use of an inaccessible cardinal above the strong cardinal is essentially
to help us in constructing a generic extension in which the power function is such that for
all infinite cardinals κ, 2κ is weakly inaccessible and if κ < λ < 2κ then 2λ = 2κ. It seems
that we need such a behavior of the power function if we want to produce cardinal preserving
forcing notions using Theorem 4.1, as otherwise the corresponding forcing will have a larger
size and we will face some troubles in checking the chain condition.
Note that in the above arguments, we always have κ < λ < 2κ ⇒ 2λ = 2κ, so it is
natural to ask if it is consistent that κ+ < 2κ < 2<2
κ
and there exists a κ+-closed ( but not
κ++-closed) forcing notion which preserves all cardinal. The next lemma gives a positive
answer to this question.
Lemma 6.5. Suppose GCH holds and κ < µ < δ < λ are regular cardinals. Let P =
Add(κ, δ), Q = Add(µ, λ) and let G ×H be P× Q-generic over V . Let R = Add(δ, 1)V [G].
Then the following hold in V [G×H ] :
(a) R is µ-closed but not µ+-closed.
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(b) R is δ-distributive and has size δ.
In particular V [G×H ] |=“ 2κ = δ, 2µ = λ and there exists a µ-closed (but not µ+-closed
) forcing notion of size δ = 2<µ which preserves all cardinals”.
Remark 6.6. In fact our proof shows that it suffices to have:
• P is δ-Knaster and it forces 2<δ = δ,
• Q is µ-closed and δ-c.c.
Proof. Recall that since P is κ+-c.c. and Q is µ-closed, µ ≥ κ+, by Easton’s lemma,
P Q is µ-distributive, and Q P is κ
+-c.c.
Note that V [G] |= R is δ-closed, and in particular µ-closed. Q does not add any sequence of
elements of R of length shorter than µ, so R is still µ-closed in V [G][H ]. Let us show now
that R is δ-distributive in V [G][H ] (and in particular it does not collapse cardinals).
For this end, we first show that Q is δ-c.c. after forcing with P ∗ R∼. Assume otherwise,
and let A ⊆ Q be an antichain of cardinality δ. Since R is δ-closed in V [G], one can decide
the values of A by induction on α < δ and obtain an antichain of cardinality δ in V [G]. Let
〈ai | i < δ〉 enumerates A in V [G] and let pi “ a∼i = qˇi” by some condition pi in P, where
a∼i is a P-name for ai. Since P is δ-Knaster there is I ⊂ δ such that for every i, j ∈ I, pi is
compatible with pj. Therefore, qi ⊥ qj for every i 6= j in I, and this implies that already in
V there is an antichain in Q of cardinality δ, which is a contradiction.
Let K be a V [G][H ]-generic for R and let x be a sequence of ordinals of length < δ in
V [G][H ][K]. Since V [G][H ][K] = V [G][K][H ], and Q is δ-c.c. in V [G][K], there is a set x∼
of cardinality < δ which is a Q-name for x (so x∼ ⊆ Q × On). Since R is δ-distributive in
V [G], x∼ ∈ V [G]. Therefore, x ∈ V [G][H ], as wanted. 
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