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ABSTRACT 
Numerical analysis of various problems involving the hydro-mechanical or thermo-
mechanical coupling of soils remains a challenge in the geotechnical engineering.  An 
important element in a coupled analysis is the constitutive model adopted for soils.  A 
great number of advanced soil constitutive models have been developed based on 
experimental observations of coupled behaviours of soils and plasticity theories (e.g, 
subloading plasticity).  As no analytical solutions for the coupled constitutive 
relations, it is essential to employ numerical techniques, e.g., the Finite Element 
Method (FEM), to analyse practical engineering problems.  For such an approach to 
be possible, advanced soil constitutive models need to be implemented in numerical 
codes. 
This thesis investigates three following aspects when implementing advanced soil 
constitutive models in Finite Element (FE) codes, and solutions developed in this 
research are also provided as follows: 
•  The advanced soil models generally require additional variables (e.g. suction, 
the degree of saturation and temperature) to predict the coupled behaviours of 
soils.  These variables apart from the stress and strain have to be considered in 
the stress integration for the FE analysis.  A general form of constitutive 
equations for the stress integration is proposed in this research with using 
generalised stress and strain vectors.  The suction and temperature are treated 
as strain-like variables, whereas, the degree of saturation is contained in the 
generalised stress vector.  This general form is similar to constitutive 
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equations developed for saturated soil models, which are purely strain driven.  
The formulation is also consistent with the conventional displacement FEM, 
where the displacement, pore pressure, and temperature are found first and 
then strains and then stresses.  The derivation and applications of the general 
form are presented in Technical Paper 1, 2 & 3 in this thesis.  
• Incorrect loading-unloading decisions may happen when the conventional 
loading-unloading decision method is implemented in the stress integration 
scheme for subloading elastoplasticity models.  In the conventional method, 
the decision is mainly made based on the location of the trail stress.  For the 
subloading elastoplasticity, however, the stress point stays on the subloading 
surface unconditionally.  This fact may result in overestimating an elastic part 
within a given increment for the stress integration.  A new loading-unloading 
decision scheme is developed in this research for the subloading 
elastoplasticity.  The decision is mainly dependent on the direction of the 
stress path, and the cosine of the angle between the Outward Normal Vector 
(ONV) to the subloading surface at the current stress point is used to 
determine the stress path directions.  The new loading-unloading scheme 
requires two main procedures including a tentative decision and a rechecking 
procedure, and it can successfully find the transition point from elastic state to 
elastoplastic state within a given increment.  The performance of the new 
proposed scheme including accuracy and efficiency has been studied, and 
results and discussions are given in Technical Paper 1 & 2 in this thesis.  
• The governing equations used in FEM for the coupled analysis have to be 
consistent with the constitutive model including the stress variables and 
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hydraulic behaviours adopted, as this will affect individual terms in the system 
equations.  In this research, an alternative approach of the governing equations 
is proposed for a fully hydro-mechanical coupled constitutive model of 
unsaturated soils.  The net stress increment is adopted in mechanical 
equilibrium, although the constitutive model adopted is developed in the space 
of Bishop’s effective stress and the degree of saturation.  The degree of 
saturation is also considered as a coupled term in the mass conservation, as it 
is affected by both net stress and suction.  The new developed governing and 
system equations have been turned into practical FE code for the coupled 
consolidation analyses of unsaturated soils in this research.  The verifications 
and applications can be found in Technical Paper 3 in this thesis.  
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PREFACE 
This thesis includes a summary of the research work and three technical papers 
completed during the term of candidature.  The thesis summary and each technical 
paper contain independent reference lists. 
In the thesis summary, the Finite Element Method (FEM) for conventional saturated 
soil models is briefly reviewed.  After that, some issues raised from implementing 
advanced soil models into the Finite Element (FE) analysis are addressed.  They 
include existing extra variables in advanced soil models, inaccurate loading-unloading 
decisions from subloading elastoplasticity, and uncoupled terms in coupled governing 
and system equations.  Solutions proposed in this research are also summarised in the 
correspondent sections after each issue is identified. 
Three technical papers are listed as below: 
Technical Paper 1: Zhou, A.N, & Zhang, Y. (2015). Explicit integration scheme for a 
non-isothermal elastoplastic model with convex and nonconvex subloading surfaces. 
Computational Mechanics, 55(5), 943-961. 
Technical Paper 2: Zhang, Y., & Zhou, A.N. (2016). Explicit integration of a 
porosity‐dependent hydro‐mechanical model for unsaturated soils. International 
Journal for Numerical and Analytical Methods in Geomechanics, 40(17), 2353-2382. 
 x 
 
 
Technical Paper 3: Zhang, Y., &. Zhou, A.N. (2017). Numerical implementation of a 
stress-saturation constitutive model for consolidation analyses on unsaturated soils: 
alternative governing equations and applications (under submission).  
In addition to the above journal papers, there are four conference papers published 
during the candidature.  They are not contained in this thesis but listed here as: 
Zhang Y., Zhou A.N. Finite element formulations and algorithms for an unsaturated 
soil model in stress-saturation space: theory and implementation. In the proceedings 
of the 15th International Conference of the International Association for Computer 
Methods and Advances in Geomechanics, Wuhan, 2017, Oct. 19-23. 
Zhang Y., and Zhou, A. N. Explicit integration scheme of a subloading surface 
plasticity model for unsaturated soils, in Japanese Geotechnical Society Special 
Publication (Proceedings of International Mini Symposium CHUBU), Vol. 5, No. 2, 
2017, pp. 62-65. 
 Zhang Y., and Zhou, A. N. Explicit integration scheme for subloading surface 
plasticity soil models, in International Conference on Geo-mechanics, Geo-energy 
and Geo-resources 2016, Monash University, Australia, 2016, pp. 579-585. 
Zhou, A. N. and Zhang Y. Integration scheme for a thermo-elasto-plastic model with 
unconventional yield surfaces, In Deformation Characteristics of Geomaterials (Eds: 
V A Rinaldi et al): Proceedings of the 6th International Symposium on Deformation 
Characteristics of Geomaterials, Buenos Aires, Argentina, 15-18 Nov 2015. IOS Press, 
pp.784-791.
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THESIS SUMMARY 
The thesis summary contains an introduction of research backgrounds and aims, a 
brief literature review of the Finite Element (FE) algorithms applied for conventional 
constitutive models of saturated soils, and a summary of research problems and 
solutions discovered from implementing advanced soil constitutive models in the FE 
algorithms, including additional variables in advanced soil constitutive models, 
incorrect loading-unloading decisions of subloading elastoplasticity and uncoupled 
terms in the governing and system equations for hydro-mechanical coupled analyses. 
In addition to the brief literature review in the thesis summary, the literature review 
related to each research problem is thoroughly discussed in three technical papers 
contained in this thesis. 
BACKGROUNDS AND RESEARCH AIMS 
The coupled analysis of soil problems is a great challenge for geotechnical 
engineering.  The hydro-mechanical coupled analysis is commonly adopted to solve 
problems related to unsaturated soils, such as rainfall-induced landslides (Cho and 
Lee 2001; Hu et al. 2011; Borja et al. 2012), embank dams (Farias and Cordao Neto, 
2010), tunnel constructions (Nagel and Meschke 2010), and soil cover systems for 
landfills and mining tailing disposal (Oldenburg and Pruess, 1993).  Thermal effects 
on the mechanical behaviour of soils have also been widely discussed in a number of 
geotechnical engineering practices involving varying temperatures, such as nuclear 
waste disposal (Gens and Olivella 2001), underground installation of high-voltage 
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cables (Mitchell et al. 1982) and energy foundations (Brandl 2006).  To solve these 
issues, advanced soil models have been proposed to predict soil behaviours under 
coupled conditions, including coupling hydro-mechanical and thermo-mechanical 
effects.  Unconventional elastoplasticity (e.g., subloading surface elastoplasticity) 
may also be employed in the advanced soil models for modelling complex soil 
behaviours. 
Most of the existing constitutive models for unsaturated soils are proposed in the 
space of stress and suction, which is generally referred to as the ‘stress-suction 
approach’.  Some of them are developed in the space of net stress and suction, such as 
the Barcelona Basic Model (Alonso et al. 1990) and the SFG model (Sheng et al. 
2008a).  The others are established in the space of Bishop’s effective stress and 
suction, such as models proposed by Loret and Khalili (2002), Gallipoli et al. (2003), 
Wheeler et al. (2003), Sheng et al. (2004), Pereira et al. (2005), Sun et al. (2007), 
Muraleetharan et al. (2009) and Hu et al. (2014).  In general, the matric suction (s) is 
adopted as a fundamental constitutive variable in the stress-suction approach.  
Although achieving great success in modelling mechanical behaviours of unsaturated 
soils, the stress-suction approach suffers from some limitations.  For example, the 
models by the stress-suction approach generally cannot describe hydro-mechanical 
coupled behaviours well for unsaturated soils (Sheng and Zhou 2011; Zhou et al. 
2012a; Zhou et al. 2012b).  Recently, some researchers (Tamagnini 2004; Romero 
and Jommi 2008; Zhang and Ikariya 2011; Zhou et al. 2012a; Zhou et al. 2012b) 
suggest that hydro-mechanical coupled behaviours of unsaturated soils can be better 
interpreted in the space of Bishop’s effective stress and saturation (either degree of 
saturation or effective degree of saturation), which is referred to as the ‘stress-
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saturation approach’ since saturation replaces suction as the fundamental constitutive 
variable.  
In recent decades, a number of non-isothermal constitutive models were developed to 
simulate soil’s thermo-mechanical behaviour (e.g., Hueckel and Borsetto (1990), Cui 
et al. (2000); Graham et al. (2001); Laloui and François (2009)).  For example, 
Hueckel and Borsetto (1990) developed one of the first temperature-dependent critical 
state models.  Abuel-Naga et al. (2006) proposed an isotropic model based on test 
results of Bangkok clay.  In this model, two yield limits, including the loading yield 
limit and the thermal yield limit were used to capture the volumetric plastic strain, 
which induced either by mechanical or by thermal loading.  This isotropic model had 
been extended to the triaxial stress state by Abuel-Naga et al. (2007).  Laloui and 
François (2009) developed an advanced constitutive model for environmental 
geomechanical thermal effect (ACMEG-T).  Recently, Yao and Zhou (2013) 
proposed a thermo-mechanical constitutive model for clays, with taking into account 
the effects of varying temperatures and temperature histories on the mechanical 
behaviour of normally and over-consolidated soils.  This model is referred to as the 
non-isothermal UH model. 
Compared with constitutive models based on conventional elastoplasticity, models 
based on unconventional elastoplasticity (such as subloading surface elastoplasticity) 
show advantages in describing the soil’s behaviour under complicated conditions, 
such as overconsolidated conditions (Hashiguchi et al. 2002; Yao et al. 2009), non-
isothermal conditions (Yao and Zhou 2013) and rate-dependent conditions (Yao et al. 
2014).  For example, Yao and Zhou (2013) employed the subloading surface 
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elastoplasticity (Hashiguchi 1989) the non-isothermal UH model to predict the 
temperature effect on over-consolidated soils.  Zhou and Sheng (2015) modified a 
stress-saturation model (Zhou et al. 2012a; Zhou et al. 2012b) using the concept of 
subloading surface plasticity to predict the porosity-dependence of hydro-mechanical 
behaviours for unsaturated soils. 
As, in general, there are no analytical solutions for coupled behaviours of soils, the 
advanced soil models have to be implemented in numerical techniques, such as the 
FEM, to analyse practical engineering problems.  The aim of this research is to 
propose new FE formulations and algorithms for implementing advanced soil models 
into FE code.  New FE formulations and algorithms contain: 
• A general form of constitutive equations for the stress integration 
• New loading-unloading decision method and algorithms 
• An alternative approach to deriving fully coupled governing and global system 
equations  
All proposed formulations and algorithms have been turned into practical FE codes, 
and numerical simulation results and discussions are provided in technical papers. 
FEM FOR CONVECTIONAL SOIL MODELS: LITERATURE REVIEW  
The saturated soil models (e.g., Cam-clay model), where only the strain-stress relation 
is involved with the conventional elastoplasticity, are reffered as the conventional soil 
models in this section.  The FEM for conventional saturated soil models has been well 
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studied, and the algorithms are briefly reviewed in this section.  They are commonly 
used to be modified for implementing advanced soil models into FE analyses. 
Stress integration 
To implement a soil constitutive model in FE code, the stresses are required to be 
updated by integrating the constitutive equations with a known strain increment.  The 
methods available for the integration can generally be classiﬁed into two categories by 
using the implicit or explicit method.  In explicit methods, the yield surface, plastic 
gradients, and hardening law are evaluated from known stress states, and generally, 
no integration is required to predict the final stresses.  In implicit integration schemes, 
the yield surface and hardening law are evaluated at unknown stress states and must 
be solved iteratively.  When a Newton scheme is used for the implicit integration, 
second derivatives of the plastic potential are required to be evaluated.  These 
derivatives can lead to tedious algebra equations for complex soil models Schofield 
(1968).  In practice, both implicit and explicit methods have been employed to 
integrate conventional saturated soil models (Potts and Gens 1985; Britto and Gunn 
1987; Borja and Lee 1990; Borja 1991; Sloan et al. 2001). 
Implicit methods are generally accurate, and the predicted stresses automatically 
satisfy the yield criteria to a given tolerance.  The disadvantage is that they are 
difficult to be implemented into complex advanced soil models, as they require 
second derivatives of the plastic potential to be evaluated at a range of stress states, 
and special procedures have to be used when the iteration process fails to converge.  
Two of most widely used implicit integration schemes are the returning map method 
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(Simo and Taylor 1986) and the closet-point projection method (Runesson 1987).  
Compare with the implicit method, the explicit scheme is generally robust but might 
be very inaccurate in their simplest form.  However, their accuracy can be controlled 
by breaking up the strain increment into subincrements (Wissmann and Hauck 1983; 
Sloan et al. 2001).  Therefore, the explicit integration method is more commonly 
adopted for complex soil models.  The procedures and formulations used in the 
explicit integration are briefly reviewed, including Constitutive equations in stress 
integration, Loading-unloading decision for conventional soil models, Error control 
and drift correction. Note that zero states used in equations and conditions of this 
section may need to be replaced by given tolerances due to the requirement of 
numerical methods in practical code. 
Constitutive equations in stress integration 
To integrate the stress-strain relation for stress updating, soil constitutive models have 
to be written into a set of differential and algebraic equations.  During a step or 
iteration of an elastoplastic FE analysis, the forces are applied in increments, and the 
corresponding nodal displacements increments are calculated from the global stiffness 
system equations.  Once these displacements are obtained, the strain increments at 
integration points within each element are found using the strain-displacement 
relations.  Thus, the differential and algebraic equations of constitutive models have to 
be derived as the stresses associated with an imposed strain increment causing plastic 
yielding.  An alternative form of the ordinary constitutive differential equations for 
elastoplastic saturated soil models is given by Sloan et al. (2001) as 
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In the above, 𝐃ep is the elastoplastic stress-strain matrix, 𝐃e is the elastic stress-strain 
matrix, ?̇? is the rate of plastic multiplier, 𝑓 is the yield function, and 𝑔 is the plastic 
potential function. 
For stress integration in the elastic state, no plastic flow involved, and the differential 
equation used is written as 
 
e
σ D ε   (4) 
Loading-unloading decision for conventional soil models 
The loading-unloading decision is usually adopted to decide whether the elastoplastic 
stress-strain matrix (𝐃ep) or the elastic stress-strain matrix (𝐃e ) should be used for 
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the stress integration.  The accuracy of the stress integration depends on the choice of 
the stiffness matrix.  If ‘loading’ is confirmed, the elastoplastic stiffness matrix (𝐃ep) 
will be used; otherwise, the elastic stiffness matrix (𝐃e ) will be used for the stress 
updating.  In conventional plasticity, ‘reloading’ is treated the same as ‘unloading’ 
because both use only the elastic stiffness matrix (𝐃e) for stress updating.  
 
Figure 1 Schematic diagram and decision-making flowchart of the conventional loading-
unloading decision method 
The conventional loading-unloading decision method (Sloan et al. 2001), including 
the schematic diagram and the decision-making flowchart, is shown in Figure 1.  
Decisions can generally be described as four cases.  The loading- unloading decision 
is firstly made by the location of the trail stress (𝛔trial), which is presented as 𝛔1 in 
Figure 1.  The trail stress increment ∆𝛔trial is computed with a given strain increment 
(∆𝛆)  from 
 
trial e
  σ D ε   (5) 
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If the trail stress is inside of the yield surface (𝑓(𝛔trial) ≤ 0) for Case I and Case II, 
the stress paths are computed as elastic.  If the trail stress is outside of the yield 
surface (𝑓(𝛔trial) > 0) as Case III and Case IV, the location of initial stress state (𝛔0) 
has to be checked.  When 𝑓(𝛔0) = 0 as Case III, which means the initial stress in on 
the yield surface, the entire stress path is treated as elastoplastic.  For Case IV, when 
𝑓(𝛔0) < 0, a transition point needs to be found, and the stress path has to be divided 
into an elastic segment and an elastoplastic segment.  The intersection can be found 
by solving an equation as 
  e0 0, 0f k  σ D ε   (6) 
A value of 𝛼 is used to indicate the location of the intersection.  If 𝛼 = 0, ∆𝛆 causes 
elastoplastic deformation, while a value of 𝛼 = 0 indicates purely elastic deformation 
caused by ∆𝛆.  Thus in Case IV as shown in Figure 1, the value of 𝛼 is in a range of 
0 < 𝛼 < 1, and the elastic segment of the stress increment is given by 𝛼∆𝛆.  Sloan et 
al. (2001) use the secant elastic stress-strain matrix (?̅?e ) instead of the tangent elastic 
stress-strain matrix (𝐃e ) in equation (6), and the transition point can be found in a 
given strain increment.  However, for complex soil models, where the secant elastic 
stress-strain matrix cannot be easily found, the transition point has to be found with in 
a subincrement by using the tangent elastic stress-strain matrix ( 𝐃e  ).  The 
subincrements are divided from the given increments and methods are given in Error 
control section. 
Equation (6) can be solved by a variety of numerical methods including the bisection, 
regula-falsi, modified regula-flsi, secant, and Newton-Raphson schemes.  Detailed 
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discussions of these methods can be found in Conte and De Boor (1980).  The first 
three schemes are unconditionally convergent for continuous functions, but 
sometimes slow to convergence.  The secant and Newton-Raphson algorithms have 
fast convergence rates but may diverge in some circumstances, as they do not confine 
the solution with specified bounds.  Sloan et al. (2001) employed the Pegasus scheme 
of Dowell and Jarratt (1972) to solve equation (6).  This method, which is convergent 
unconditionally, requires no derivatives and converges fast within four or five 
iterations. 
Error control 
The explicit method is commonly using the known stress state and tangent modulus 
(e.g., forward Euler method) to solve an unknown stress state.  The accuracy of the 
explicit integration is associated with the input strain increment size.  Generally, the 
accuracy can be accepted when the increment size is small and approaching to zero.  
Thus, the strain increment obtained from displacement in a step or iteration of an 
elastoplastic FE analysis has to be divided into subincrements for the stress 
integration.  Fixed substeping procedures can be adopted.  The given strain increment 
is detached to equal size subincrements.  To meet the accuracy requirement, it 
requires a large number of subincrements with smaller size, so time-consuming is 
expected. 
Sloan (1987) and Sloan et al. (2001) proposed an adaptive substeping explicit 
integration scheme with automatic error control for saturated soil models.  In this 
scheme, the size of each subincrement is determined from the estimated local error, 
 - 11 - 
 
 
and the estimated local error is found by taking the difference between a second order 
accurate modified Euler solution and a first order accurate Euler solution.  The 
advantage is that the adaptive substeping scheme requires fewer substeps than fixed 
substepping scheme to achieve the same level of computational accuracy (Sloan et al. 
2001).  Because of that, the computational time of the numerical analysis is greatly 
reduced. 
Pseudo time (𝑡) is introduced in the adaptive substepping scheme to integrate a given 
step.  When 𝑡 = 0 , it indicates the start of the integration with initial conditions 
(𝛔0, 𝑘0) and a given strain increment (∆𝛆).  The integration is to find the stresses and 
hardening parameter at the end of the increment (where 𝑡 = 1).  The pseudo time 
increment (∆𝑡) is used to automatically subincrement the imposed strain increment. 
For example, at the nth substep, it is written as 
 n nt   ε ε   (7) 
where the pseudo time increment (∆𝑡) is in range of 0 < ∆𝑡 < 1 and the size of it is 
determined from 
 1n nt r t      (8) 
and 
 
err
1
0.9
n
STOL
r
R 
   (9) 
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In above, the STOL is a given tolerance, and 𝑅𝑛−1
err  is the local error.  When 𝑅𝑛−1
err  is 
greater than STOL, the subincrement size is reduced, otherwise, it is enlarged.  The 
local error is normally measured from the difference between the solutions of first 
order and second order integration.  A pair of fourth and fifth order integration 
formulae can also be used, and it is discussed by Sloan and Booker (1986) and Sloan 
et al. (2001).  This algorithm is named as the Runge-Kutta-Dormand-Prince scheme 
with substepping. 
The adaptive substepping scheme can also be implemented to integrate advanced soil 
models.  Sheng et al. (2003) modified the adaptive substeping scheme to integrate a 
stress-suction constitutive model for unsaturated soil FE analyses.  Hong et al. (2012) 
applied the adaptive substepping method to integrate a non-isothermal constitutive 
model developed by Cui et al. (2000). 
Drift correction 
The stress may ‘drift’ from the yield surface after explicit integration at the end of 
each subincrement.  Some researchers (Potts and Gens 1985; Criesfield 1991; Sloan et 
al. 2001) strongly suggest that some form of iterative stress correction has to be 
applied.  If an uncorrected point (𝛔0, 𝑘0)  after stress integration violate the yield 
condition, we have |𝑓(𝛔0, 𝑘0)| > 0.  Ignoring second order terms and above, 𝑓 can be 
expanded in a Taylor series about this stress point as 
 T
00
f
f f k
k
 

  

a σ   (10) 
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where 𝛿𝛔 and 𝛿𝑘 are the small corrections, 𝐚0 and 
𝜕𝑓
𝜕𝑘
 are evaluated at (𝛔0, 𝑘0). 
The small corrections are found from remaining the strain increment ∆𝛆 unchanged, 
since the strain increment has to be consistent with the displacement found from the 
FE  procedure (Potts and Gens 1985; Sloan et al. 2001). A corrected stress state closer 
to the yield surface can be obtained from 
 
0
0k k k


 
 
σ σ σ
  (11) 
The correction procedure has to be repeated until the stress state comes back on the 
yield surface (i.e., |𝑓(𝛔, 𝑘)| = 0). 
Coupled FE systems and solutions  
In general form of coupled analysis, the deformation of soils involves mechanical 
equilibrium, the flow of pore water, heat transfer and even possibly transport of 
chemical components.  A constitutive soil model that considers all these aspects is 
commonly complex and involves a large number of material parameters.  To make the 
coupled analysis more accessible to practising engineers, it is necessary to identify the 
most important processes and approximate the effect of the others.  For example, 
temperature mainly influences the flow of pore fluid phase with the exception of cases 
where thermal stresses are significant (e.g., nuclear waste disposal).  This makes that 
it is possible to treat the temperature as a prescribed parameter, or solve it 
independently from the heat transfer equation rather than coupled processes.  
Therefore, some researchers suggest that the development of hydro-mechanical 
 - 14 - 
 
 
coupled platform can tackle more general problems, including those with thermal and 
chemical effects (Sheng et al. 2003). 
The hydro-mechanical coupled consolidation system for saturated soils have been 
well studied.  Terzaghi (1923) was first to consider the analysis of consolidation and 
provided the analytical solution of one-dimensional consolidation.  The numerical 
analysis of consolidation nowadays is mostly using the theory of Biot (1941), and 
based on which, Sandhu and Wilson (1969) firstly proposed a solution using the FEM.  
After that, many researchers including Christian and Boehmer (1970), Hwang et al. 
(1971), Yokoo et al. (1971) and Borja (1986) have presented the coupled FE 
governing equations for elastic materials.  For nonlinear elastoplastic materials, 
various solutions also have been given by Small et al. (1976), Prevost (1982), and 
Borja (1989). 
The hydro-mechanical coupled global system equations developed from discretising 
the governing equations are generally written into the form as 
 
ext
T
ww
0
       
         
       
UK L 0 0U F
UL 0 HU Q
   (12) 
where 𝐔 is the nodal displacement vector, and 𝐔w is the nodal pore pressure vector.  
𝐊 could either be is the global elastoplastic stiffness matrix (𝐊ep) or the global elastic 
stuffiness matrix (𝐊e), 𝐋 is the coupling matrix, 𝐇 is the flow matrix, and ?̇?
ext and ?̇? 
are the global external force rate and global fluid supply vectors. 
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The FE solution of equation (12) is often based on the well-known 𝜃-method.  The 
stability and accuracy of this method has been investigated by Booker and Small 
(1975) and Vermeer and Verruijt (1981).  Wood (1990) studied various algorithms for 
elastic coupled consolidation problems, and in general, it is necessary to use an 
implicit time integration scheme with the 𝜃-method when 𝜃 ≥ 0.5.  For the special 
case of 𝜃 = 1, the θ-method gives the backward Euler scheme.  It is widely used in 
FE coupled studies, since it is unconditionally stable.  Unconditional stability is an 
essential characteristic for an efficient coupled analysis scheme, since it is often 
necessary to integrate over long time periods adopting large time steps. 
Implicit time integration schemes, such as the Newton-Raphson method family, are 
commonly enhanced with the 𝜃-method to solve the nonlinear system equations.  To 
analyse the elastoplastic soil problems, the application of implicit time integration 
requires the solution of a system of nonlinear equations for each time steps.  Same as 
the stress integration, the accuracy and efficiency of the scheme is influenced by the 
size of each time step.  Higher accuracy will be achieved with smaller time step size, 
but it may lower the efficiency.  The convergence of the scheme is also influenced by 
the size of time steps, and the size of time steps required for an accurate solution is 
highly problem dependent.  Several automatic time stepping algorithms have been 
proposed by researchers.  These schemes use an estimate of the local error to regulate 
the step size.  Zienkiewicz et al. (1984) introduced a scheme for second older systems 
of dynamics equations, but also can be applied to the first order consolidation system, 
where the local error is estimated from a Taylor series expansion.  Another solution of 
the local error is proposed by Thomas and Gladwell (1988) using the difference 
between results from nth and (n+1)th order schemes.  Sloan and Abbo (1999) 
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developed an automatic time stepping for saturated soil consolidation system, by 
using a first order accurate 1-stage method with a second order accurate 2-stage 
method to find the local error.  Based on that, Sheng et al. (2003) proposed a solution 
of the adaptive time-stepping scheme for unsaturated soils. 
To use the 𝜃-method with Newton-Raphson method for the analysis of elastoplastic 
soils under saturated condition, equation can be written as a system of the nonlinear 
equations as the form: 
     ep, 0t   R X X F C X KX   (13) 
where 
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  (14) 
and ?̇? = {?̇?, ?̇?w}
T
 with 𝐗 = {𝐔, 𝐔w}
T .  Due to the non-linearity of elastoplastic 
coupled system, 𝐂ep is time-dependent and dependent on the current state of stress. 
Applying θ-method to equation (13) at nth step, it gives: 
      ep11 0n n     R V F F C X V KX    (15) 
where 
 1n h X X V   (16) 
and 
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 V X   (17) 
The solution to equation (15) can be found using the Newton-Raphson algorithm. 
Letting the superscript i indicate iteration number, this scheme takes the form 
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1
i i i
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n h


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  (18) 
where the iterative update 𝛿𝐕𝑖 is 
    
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and 
𝜕𝐑
𝜕𝐕
(?̃?𝑖−1) is the Jacobain matrix evaluated at ?̃?𝑖−1.  Suitable values for starting 
the iterations can be obtained by 
 
0
1
0
1 1
n
n nh
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  (20) 
Differentiating equation (15) and neglecting second order terms gives the required 
Jacobian matrix 
𝜕𝐑
𝜕𝐕
(?̃?𝑖−1) as 
      ep1 1 1i i ih  

   
 
R
X C X K X
V
   (21) 
The residual 𝐑(𝐕𝑖−1) in equation (19) can be written as 
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where 𝐅𝑛
int and 𝐐𝑛
int can be obtained from using the first order approximations 
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?̇?𝑛
int and ?̇?𝑛
int can be calculated from Equation (12) with 𝐊ep(?̃?𝒏
𝑖−1), 𝐋(?̃?𝒏
𝑖−1), 𝐇(?̃?𝒏
𝑖−1), 
?̇?𝑛
𝑖−1, 𝐔𝑛
𝑖−1 (?̇?w)𝑛
𝑖−1
, and (𝐔w)𝑛
𝑖−1. 
A convenient check for terminating the iteration procedure of the Newton-Raphson 
algorithm is to examine whether the relative change in ?̃? is less than or equal to a 
given tolerance, ITOL. This can be expressed as: 
 /i iθh δ ITOLX X   (24) 
where ?̃?  corresponds to the displacement entries in ?̃? , and ?̇?  corresponds to the 
velocity entries in 𝐕. 
The Newton-Raphson procedure can be summarised as: 
1. Enter with the current displacements and pore pressures 𝐗𝑡, the corresponding 
derivatives ?̇?𝑡, the current time substep size ℎ, the iteration tolerance ITOL. 
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2. Compute estimate of new displacements and pore pressures and the 
corresponding rates using 
?̇?𝑡+ℎ
0 = ?̇?𝑡
?̃?𝑡+ℎ
0 = 𝐗𝑛−1 + ℎ?̇?𝑡
 
3. Set the initial the relative change in ?̃? as: 
𝛼0 = ℎ‖?̇?𝑡‖/‖?̃?𝑡+ℎ
0 ‖ 
4. Repeat steps 5 to 7 until 𝛼𝑖 ≤ 𝐼𝑇𝑂𝐿. 
5. Compute the residual vector 
𝐑𝑖 = [
𝐅𝑡+ℎ
ext − 𝐅𝑡+ℎ
int
ℎ
𝐐𝑡+ℎ
ext − 𝐐𝑡+ℎ
int
] 
And solve for 𝛿?̇?𝑖 using 
𝛿?̇?𝑖 = [𝐂ep + ℎ𝐊]
−1
𝐑𝑖 
where 𝐅𝑡+ℎ
int , 𝐐𝑡+ℎ
int , 𝐂ep and 𝐊 are evaluated at ?̃?𝑡+ℎ
𝑖−1 . 
6. Update the displacements and pore pressures and the corresponding rates to 
?̇?𝑡+ℎ
𝑖 = ?̇?𝑡+ℎ
𝑖−1 + 𝛿?̇?𝑖
?̃?𝑡+ℎ
𝑖 = 𝐗𝑡 + ℎ?̇?𝑡+ℎ
𝑖  
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7. Compute convergence criterion 
𝛼𝑖 = ℎ‖?̇?𝑖‖/‖?̃?𝑡+ℎ
𝑖 ‖ 
If 𝛼𝑖 ≤ 𝐼𝑇𝑂𝐿 then go to step 8. 
8. Exit with displacements and pore pressures, ?̃?𝑡+ℎ = ?̃?𝑡+ℎ
𝑖 , and there rates, 
?̇?𝑡+ℎ = ?̇?𝑡+ℎ
𝑖 , at time ℎ + 𝑡. 
The convergence and the number of iterations required for the Newton-Raphson 
algorithm depend on the size of a typical time substep. If applying the adaptive time-
stepping scheme (Sloan and Abbo 1999), the error control mechanism is to 
automatically choose small time steps in the vicinity of highly non-linear behaviours.  
The size of the time step is determined by the local error in the displacement and pore 
pressure component, and the local error is found by taking the difference between a 
first-order accurate backward Euler solution and a second-order accurate Thomas and 
Gladwell (1988) solution. 
Applying the Thomas and Gladwell solution on the system equation (13), it gives 
      ep 21 1 1 1 1 0n n n n nh h h          R A F C X A X K X X A   (25) 
where 
 1n n
h

X X
A   (26) 
The second-order-accurate update is: 
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The first-order accurate update from equation (15) with 𝜃 = 1 is given as: 
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  (28) 
The local error estimate is given by the differences between the first-order and 
second-older accurate solutions according to: 
  21 1
2
n n n n n
h
h h h     E X A X X X   (29) 
𝐄𝑛 has to be replaced by the dimensionless relative error measure, for the purpose of 
error control as: 
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u w
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  (30) 
where (𝐔, 𝐔w) are the displacement and pore pressure components of 𝐗, and (𝐄𝑛
u, 𝐄𝑛
w) 
are the local errors in (𝐔,𝐔w).  The current time subincrement is accepted if 𝑅𝑛
err is 
less than a given tolerance, DTOL, and rejected otherwise. In either case, the size of 
the next time step ℎ𝑛+1, is determined from: 
 1n nh rh    (31) 
where 
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   (32) 
If 𝑅𝑛
err exceeds DTOL, the equation above gives a prediction of a smaller step size, 
and the stage of solution has to be repeated. The step size may reduce further until a 
successful time substep size is obtained. 
ADDITIONAL VARIABLES OF ADVANCED SOIL MODELS 
While stress integration methods for conventional soil constitutive models have been 
well studied, research on numerical integration algorithms for evaluating advanced 
soil constitutive relations is relatively limited.  The constitutive relations for advanced 
soil constitutive models are very different from those conventional ones for saturated 
soils, as advanced soil models commonly involve more stress state variables.  For 
example, in stress-suction models for unsaturated soils, the suction is defined as a 
stress variable, even though it more like strains in FE simulation that can be obtained 
directly from the displacements obtained from the global equations.  In additional, in 
stress-saturation models of unsaturated soils and non-isothermal models, the degree of 
saturation and temperature, which are neither stress or strain variables, become 
additional variables need to be considered in the stress point integration.  Moreover, 
extra variables employed may also influence the accuracy of the stress integration. 
Thus, they may have also to be considered in the error control procedure.  These facts 
can cause computational difficulties to implement advanced soil constitutive models 
in stress point integration schemes. 
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Several integration schemes have been studied and used for stress-suction models of 
unsaturated soils.  Vaunat et al. (2000) proposed an implicit stress integration scheme 
based on the closet-point projection method (Runesson 1987).  This scheme uses an 
extra strain component speciﬁcally associated with the suction variable, together with 
a mixed control procedure where the constitutive equations are driven partly by the 
strains and partly by the stresses. The strains in the constitutive equations are no 
longer directly related to the displacements due to using the extra component and 
have to be transferred to total strains.  Therefore, it did not converge for certain 
loading patterns (Sheng et al. 2003).  Zhang et al. (2001) extended the implicit return-
mapping algorithm of Simo and Taylor (1986) to integrate the stress-suction 
constitutive model of Bolzon et al. (1996).  In this scheme, the suction rate is ignored 
inconsistency condition so that it is missing from their stress–strain relations.  This 
method results in the stress–strain relations being similar to those for a saturated soil, 
which is not mathematically rigorous for unsaturated soil models.  Sheng et al. (2003) 
proposed an explicit integration scheme for a stress-suction unsaturated soil model 
base on Wissmann and Hauck (1983) and Sloan et al. (2001).  The suction is treated 
as a strain-like variable although it is a stress variable in fact.  The advantage is that 
their stress-suction constitutive equations are purely strain driven, and similar to 
saturated soil models.  Ma et al. (2014) modified the returning-mapping scheme Simo 
and Taylor (1986) to integrate a constitutive of unsaturated soils with fully hydro-
mechanical coupling behaviours. In this model, the change of the degree of saturation 
is associated with the plastic volumetric strain, but the influence of the elastic 
volumetric strain is neglected.  Very recently, Hu et al. (2015) modified the closet-
point projection method (Runesson 1987) to integrate a stress-saturation unsaturated 
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soil model.  A stress-like variable used as the degree of saturation is introduced and it 
is determined from the suction and void ratio.  This method improved the mix control 
problem from Vaunat et al. (2000) since no strain-like variables determined from the 
suction rather than displacements.  However, as mentioned in Hu et al. (2015), due to 
the convergence iteration problem, the hysteresis hydraulic behaviour of unsaturated 
soils cannot be considered in their method.   
To integrate a non-isothermal constitutive model developed by Cui et al. (2000), 
Hong et al. (2012) proposed an integration scheme based on the adaptive substepping 
scheme (Sloan et al. 2001).  This work is perhaps the first trial to deal with the 
numerical integration for a temperature-dependent elastoplastic model.  In this work, 
the temperature was defined as a ‘new’ stress variable, and an extra temperature-
related strain component was used in addition to the conventional strain variables.  
However, the temperature is similar as the suction and more like strains in the FE 
simulation.  Therefore, the ‘mixed control condition’ has also to be applied in this 
scheme. 
To deal with the addition variables of advanced soil models, a general form of 
differential and algebraic equations is proposed in this research work using 
generalised strain (𝛆) and stress (𝛔) vectors written as 
 
 
ep
k B


σ D ε
ε
  (33) 
where 𝐃ep  is the generalised elastoplastic stress-strain matrix, and 𝐵  is the 
generalised hardening matrix. 
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The extra variables including suction (s) and temperature (𝑇) are treated as strain-like 
variables, so they are contained in the generalised strain vectors as ?̇? = {?̇?, ṡ, Ṫ}, 
whereas, the degree of saturation (𝑆r ) is treated as a stress-like variable in the 
generalised stress vector as ?̇? = {?̇?, ?̇?r}.  The deriving process of equation (33) is 
explained in details in Technical paper 1, 2 &3.  The advantage of this general form is 
that the constitutive equations are similar to saturated soil models, which are purely 
strain driven.  Formulations are consistent with the conventional displacement FEM, 
where the displacement and pore pressure and temperature are found first and then 
strains and then stresses. 
As the degree of saturation is treated as a stress variable, it is important to employ it in 
the local error measurement for error control.  The numerical analyses and results 
related to this issue are discussed in Technical paper 2.  In addition, during the drift 
correction procedure, the temperature and suction increments are treated seem as the 
strain increment.  They should be remaining unchanged so that they could be 
consistent with the temperature and suction found from the FE procedure.  Details of 
the drift correction can be found in Technical Paper 1, 2& 3.  The generalise form of a 
stress-saturation constitutive model (Zhou et al. 2012a; Zhou et al. 2012b) has also 
been applied in practical FE code in Technical Paper 2& 3 to analyse consolidation 
and footing problems caused by unsaturated soils. 
PROBLEMS IN LOADING-UNLOADING DECISIONS 
Some features in advanced soil models different from conventional models can also 
cause problems in loading-unloading decisions.  For example, the nonconvex yield 
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surface is commonly employed in unsaturated soil models (e.g., Alonso et al. (1990), 
Sheng et al. (2008a) and Zhou et al. (2012a)) and temperature-dependent soil models 
(e.g., Yao and Zhou (2013)).  Applying conventional loading-unloading decision 
method on nonconvex yield surface may result in overestimating an elastic segment.  
If a stress path with nonconvex yield surfaces has both the starting point and end point 
of the trial vector in the elastic domain but goes through the elastoplastic domain, the 
decision will be made as the whole stress path is elastic.  This problem has been 
pointed out and explained by Pedroso et al. (2008). 
A solution to the problem in loading-unloading decisions related to the nonconvexity 
of yield surfaces has been discussed by Pedroso et al. (2008).  This loading-unloading 
decision method is referred to as the ‘root-finding (RF) method’ here.  The RF 
method requires: (i) finding the intersections of the trial stress path and yield surface 
for every subincrement and (ii) ensuring that the number of roots between the current 
subincrement and the yield surface updated from the last subincrement is less than 
two (otherwise, the current subincrement should be reduced to fulfil the above 
requirement).  Sheng et al. (2008b) applied the RF method into integrating a 
constitutive model for unsaturated soils that involves a nonconvex yield surface. 
The subloading plasticity might also be adopted in advanced soil models to predict 
soil behaviours under complicated conditions, such as overconsolidated conditions 
(Hashiguchi et al. 2002; Yao et al. 2009), non-isothermal conditions (Yao and Zhou 
2013), rate-dependent conditions (Yao et al. 2014), and unsaturated conditions (Zhou 
and Sheng 2015).  The conventional loading-unloading decision method might be 
directly applied to subloading surface models by treating the subloading surface as a 
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conventional yield surface (Zhao et al. 2005).  The conventional loading-unloading 
decision, as explained in FEM for Convectional Soil Models: Literature Review, is 
mainly made through the location of the trial stress (𝛔trial) and the initial yield surface.  
With respect to subloading elastoplasticity models, the stress point stays on the 
subloading surface unconditionally (Hashiguchi et al., 2002).  Thus, applying 
conventional method will give incorrect loading-unloading decisions.  For example, 
as shown in Figure 2a, the trial stress, 𝛔trial, stays inside of the initial subloading 
surface.  Based on the conventional loading-unloading decision scheme, the entire 
increment will be judged as purely elastic.  However, according to the concept of the 
subloading surface elastoplasticity, the above increment should be divided into an 
elastic (unloading) segment and an elastoplastic (loading) segment (see Figure 2a).  
The subloading surface first shrinks to AA', and then expands to BB'.  A similar error 
can also occur towards the nonconvex subloading surface (see Figure 2b).  As shown 
in Figure 1b, the trial stress, 𝛔trial, stays outside of the initial subloading surface, and 
the total increment will be computed as elastoplastic based on the conventional 
loading-unloading decision.  The real situation is that the subloading surface expands 
to AA' first, and then shrinks back to BB'.  Thus, the total increment needs to be 
divided into an elastoplastic (loading) segment and a purely elastic (unloading) 
segment. In general, loading is always treated as elastoplastic, and unloading is 
always elastic in subloading elastoplastic models. 
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Figure 2 Errors of applying the conventional loading-unloading decision scheme to subloading 
surfaces 
The RF method could be modified to deal with the problems associated with 
convex/nonconvex subloading surfaces by (i) treating the subloading surface as a 
conventional yield surface and (ii) updating the subloading surface unconditionally 
according to the updated stress point.  Because the RF method must be repeated for 
each subincrement and each RF process is very time-consuming, applying this scheme 
to constitutive models will significantly lower the efficiency of the explicit integration 
algorithm (Pedroso et al. 2008).  
Aside from the efficiency, the second issue is that the RF method cannot find the 
exact tangent point (see point T in Figure 3) between the yield (or subloading) surface 
(EE') and the stress vector of the subincrement (𝑋𝑌⃗⃗⃗⃗  ⃗).  In other words, the RF method 
cannot determine the tangent yield surface (i.e., surface EE') exactly but can find a 
yield surface very close to surface EE' (such as DD' in Figure 3).  As shown in Figure 
3, let us assume that a given strain increment ( Δ𝛆 ) should be divided into n 
subincrements to ensure the precision of the explicit integration.  For subincrement 
 - 29 - 
 
 
Δ𝛆𝑖, stress vector 𝑋𝑌⃗⃗⃗⃗  ⃗ has only one root with the yield surface updated from the last 
subincrement (i.e., surface CC'), and the final point (Y) is outside of surface CC'.  
Therefore, the elastoplastic stiffness matrix (𝐃ep) should be used for subincrement 
Δ𝛆𝑖, and the yield surface will be updated from CC' to DD'.  Because the response for 
the next subincrement (Δ𝛆𝑖+1) will be judged as elastic, point Y will be confirmed as 
the tangent point (i.e., the division point between elastoplasticity and elasticity), and 
yield surface DD' is the tangent yield surface.  However, as shown in Figure 3, the 
real tangent point is point T, and the real tangent yield surface should be EE'.  The 
error between surface EE' and surface DD' depends on the size of the subincrement 
and the curvature of the yield surface. 
 
Figure 3 Division point determined by the RF method 
A new loading-unloading decision method is proposed in this research for subloading 
elastoplasticity models.  The decision is mainly made by deciding whether the trial 
vector for the subincrement directs towards the ‘inside’ (unloading) or ‘outside’ 
(loading) of the current subloading surface, as the stress point always stays on a 
subloading surface in subloading elastoplasticity models.  The loading-unloading 
decision should be made in each subincrement, as it may require using the tangent 
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stress-strain matrix to find the division point between elastic and elastoplastic domain 
within a stress path. 
The cosine of the angle between the outward normal vector (ONV) to the subloading 
surface at the current stress point is employed to make a tentative decision at the start 
of a given increment.  For example, the angel of the non-isothermal UH model (Yao 
and Zhou 2013) is shown in Figure 4, and the equation at the start of the nth substep is 
given as  
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  (34) 
where 𝐚𝑛−1  and 𝜕𝑓 𝜕𝑇𝑛−1⁄  are computed by the stress (σn-1 ) and the temperature 
(𝑇𝑛−1) given at the start of the nth substep.  In the condition of cos𝜃𝑛−1 ≤ 0, which 
means that angle θ is greater than 90°, the stress path directs towards the inside of the 
initial subloading surface, which leads to the tentative decision of unloading for Δ𝛆𝑛.  
The non-linear elastic stress-strain matrix (𝐃e) will be used in the stress updating 
(∆𝛔𝑛) for the nth substep.  Otherwise (i.e., cos𝜃𝑛−1 > 0), the decision of loading is 
made tentatively, and the increments of stresses (∆𝛔𝑛) are calculated by the non-linear 
elastoplastic strain-stress matrix (𝐃ep). 
Under certain conditions (e.g., stress paths in Figure 5 (a) and (b)), the decision may 
need to be changed within a stress path, so a rechecking procedure is required at the 
end of the subincrement.  The rechecking procedure is applied by calculating the 
cosine of angle 𝜃𝑛 at the end of the stress path.  The equation is given as 
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where 𝐚𝑛 and 𝜕𝑓 𝜕𝑇𝑛⁄  are computed by the updated stress (σn = σn-1 + Δσn) and the 
updated temperature (𝑇𝑛 = 𝑇𝑛−1 + ∆𝑇𝑛). 
 
Figure 4 Angle between trial vector and outward normal vector (ONV) of the non-isothermal UH 
model 
If cos𝜃𝑛 has the same sign as cos𝜃𝑛−1, the tentative loading-unloading decision can 
be confirmed and finally accepted.  Otherwise, a division point (σα, 𝑇α) needs to be 
found to separate the trial vector into a loading part and an unloading part.  The 
division point stays where the angle between the trial vector and ONV is equal to 90° 
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(i.e., 𝜃𝛼 = 90°, see Figure 6).  The following equation can be used for determining 
the division scalar 𝛼: 
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where 𝐚α and 𝜕𝑓 𝜕𝑇α⁄  are evaluated at (σα, 𝑇α).  σα = σn-1 + 𝛼∆σ𝑛, and 𝑇α = 𝑇𝑛−1 +
𝛼∆𝑇𝑛.  𝛼 is a number between 0 and 1, that indicates the location of the division point 
in the current subincrement.  The Pegasus method ((Dowell and Jarratt 1972)) is used 
in this research to determine the value of 𝛼 by replacing zero to a given tolerance. 
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Figure 5 Rechecking scheme for the convex/nonconvex subloading surface and the division point 
of the non-isothermal UH model 
An example of loading-unloading decision scheme for the non-isothermal UH model 
(Yao and Zhou 2013), including a tentative decision and a rechecking procedure, is 
summarised in a flow chart in Figure 6 as 
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Figure 6 Flow chart of the new loading-unloading decision scheme for the non-isothermal UH 
model 
It is important to note that applying the new loading-unloading decision method must 
be based on following conditions:  (1) The stress points must remain on the 
subloading surface at any time.  A scheme to correct the subloading surface drift 
should be adopted after the updated stresses have been accepted.  (2) The new method 
must be applied in every substep.  (3) The new method can be applied to only the ‘C’-
type subloading surface but not the ‘S’-type subloading surface (see Figure 7).  On the 
‘C’-type subloading surface, there are no more than two intersections (including the 
initial stress point) between the trial vector and the subloading surface, whereas the 
‘S’-type subloading surface can be separated into several zones (see Figure 7) that 
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contain only ‘C’-type subloading surfaces in the region of the zone.  The trial vector 
crossing the zone boundary will be trimmed at the boundary.  The ‘S’-type subloading 
surface is very rare in the existing constitutive models for soils.  In this research, we 
take into account only ‘C’-type subloading surfaces. 
 
Figure 7‘C’-type subloading surface and ‘S’-type subloading surface 
To ensure the efficiency and accuracy of the new loading-unloading decision method, 
it is necessary to employ it with the adaptive substepping scheme.  For example, a 
flow chart of the new loading-unloading decision method embedded in the adaptive 
substepping scheme for an unsaturated model is shown in Figure 8.  From the flow 
chart, we can see that the integration scheme is not only controlled by the local error 
but also the new loading-unloading decision method before the stress update is finally 
accepted.  The accuracy and efficiency of the new proposed loading-unloading 
method are studied by numerical simulations in Technical paper 1&2. 
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Figure 8 Flowchart of the adaptive substepping scheme for a modified stress-saturation model 
with new loading-unloading decision method 
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UNCOUPLED TERMS IN COUPLED GOVERNING AND SYSTEM EQUATIONS  
Current methods for FE analysis of coupled unsaturated soil problems use either an 
uncoupled hydrological approach or a coupled hydro-mechanical approach.  With the 
former, continuity equations for ﬂuid ﬂow are ﬁrst solved by assuming a non-
deformable body of soil skeleton.  If the deformation analysis is required, the 
information obtained from the ﬂuid ﬂow is used to solve the mechanical equilibrium 
equations for the displacements (Richards 1992; Li and Cameron 1995).  The 
uncoupled approach is attractive because of its simplicity.  However, the limitation is 
that it can only be used to soils that do not experience signiﬁcant volume changes.  
The reason is that this approach is inconsistent between the continuity equations for a 
non-deformable body and the mechanical equilibrium equations for a deformable 
media. 
The coupled hydro-mechanical approach, on the other hand, is more precise as it is 
based on the continuity equations for deformable media, e.g., Thomas and He (1995), 
Loret and Khalili (2000).  These equations are coupled the mechanical equilibrium 
relations with fluid flow through the relationships of the volumetric strain rate, the 
stresses and pore pressures.  Compared to the uncoupled hydrological approach, the 
concept of this type of formulations is more complete, and this approach becomes the 
mainstream in the FE analysis for unsaturated soils.  A number of diﬀerent 
mathematical formulations for unsaturated soil problems have been presented in the 
literature (Li and Zienkiewicz 1992; Gatmiri et al. 1998; Sheng et al. 2003; Khalili et 
al. 2008; Hu et al. 2015; Tsiampousi et al. 2017).  The effect of temperature can also 
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be included in thermo-hydro-mechanical coupling analyses in unsaturated soils (e.g., 
Thomas and He (1995) and Olivella et al. (1994)). 
It is possible to treat the pore air pressure, which is constant (e.g., as the standard 
atmosphere) in many practical situations as a prescribed function.  Therefore, the 
simplest formulations which capture the key features of unsaturated soil behaviour are 
based on mass conservation of water and mechanical equilibrium of the total soil 
volume.  The equation of mechanical equilibrium is given as  
 
T 0  σ b   (37) 
where 𝛔 is the net stress, ∇̅ is the deifferential operator and 𝐛 is the body force vector. 
Applying the Green-Gauss theorem and Galerkin weighted residual method to (37) 
gives 
 T T T
u u u
0dV dS dV    B σ N t N b   (38) 
where 𝑉 is the volume of interest, 𝑆 is the surface area over tractions applied, ?̇? is the 
external surface traction vector, and 𝐁u  and 𝐍u  are the strain-displacement and 
displacement shape function matrices. 
The net stress increment (?̇?) in equation (38) can be determined from the stress-strain-
suction relation, if the soil constitutive models are established in the space of net 
stress and suction (e.g. the Barcelona Basic Model (Alonso et al. 1990)).  It can be 
written as  
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ep ep w
u σ D ε W   (39) 
 where ?̇? is the strain increment vector and ?̇?w is the pore water pressure (negative 
suction) increment.  𝐃ep  and 𝐖ep  can be derived from specific unsaturated soil 
models. For example, for the Barcelona Basic Model (Alonso et al. 1990), they are 
given by Sołowski and Gallipoli (2010). 
For those unsaturated soil developed in the space of Bishop’s effective stress and 
suction, the net stress increment (?̇?) has to be written in the form of Bishop’s effective 
stress increment (?̇?′) as 
 
 r w
ep ep w
S u
u
 
  
σ σ m
σ D ε W

  (40) 
where 𝑆r is the degree of saturation, 𝜑(𝑆r)is the effective stress parameter in Bishop’s 
effective stress, and m is a column vector (m={1,1,1,0,0,0}).  𝐃ep  and 𝐖ep  are 
determined in terms of Bishop’s effective stress and suction, e.g., Sheng et al. (2003) 
developed them for the SFG model (Sheng et al. 2008a). 
For the mass conservation of water, considering the mass balance of pore fluids leads 
to the continuity equation of flow as: 
    w w Wdiv 0
t

 

v     (41) 
where 𝜌w is the density of pore fluid and ?̇?w ≈ 0, v is the Darcian velocity vector, and 
𝜃w is the volumetric water content.  
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As 𝜃w = 𝑛 ∙ 𝑆r, based on Biot (1941), ?̇?w = ?̇? = 𝜀v̇ (where 𝑛 is the porosity and 𝜀v is 
the volumetric strain) with 𝑆r  remaining to 1 in fully saturated conditions.  That 
means the changes in net stress or pore water pressure causes the change of 
volumetric strain (𝜀v̇), and also the changes on the porosity ( ?̇?) with equal effect.  
Thus, the effective stress (𝛔′ ), where 𝛔′ = 𝛔 − m𝑢w , is used for fully saturated 
conditions to determine the volumetric strain.  However, in unsaturated conditions, 
changes in 𝜃w  result from both changes in the porosity (  ?̇? ) and the degree of 
saturation (?̇?r), where ?̇? = 𝜀v̇.  For the constitutive models applying the net stress and 
suction (e.g. the Barcelona Basic Model (Alonso et al. 1990)), the change of suction 
only influences on the plastic volumetric strain, and the effect on elastic volumetric 
strain is neglected.  In addition, the change of degree of saturation (?̇?r) involved in ?̇?w 
is normally obtained from the soil-water characteristics as 𝑆r = 𝑓(𝑠) (e.g., Sheng et al. 
(2003)).  That leads to the degree of saturation becomes the uncoupled term in this 
situation.  Some researchers (Zhou et al. 2012a; Zhou et al. 2012b; Tsiampousi et al. 
2017) argued that only using the soil-water characteristics to determine the degree of 
saturation may oversimplify the complex behaviour of unsaturated soils.  The change 
of net stress may also cause the change of degree of saturation as some deforming 
voids can result in the water drainage.  For example, form the experiment data (Sun et 
al. 2010) as shown in Figure 9 (b) and (c), we can see that although the suction keeps 
constant at 200 kPa during the triaxial test, the degree of saturation increases with the 
volumetric strain. 
Zhou et al. (2012a) and Zhou et al. (2012b) proposed a fully hydro-mechanical 
coupled constitutive model for unsaturated soils, and it has been implemented into FE 
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code for numerical analysis in this research.  Although this model is developed in the 
space of Bishop’s effective stress and the degree of saturation, the net stress increment 
in the form of equation (39) has to be used in the stress integration (details refer to 
Technical Paper 3), since the net stress is required to integrate the degree of saturation.  
The change of the degree of saturation in this model is determined as 
 r rr w vσ
w vσ
S S
S u
u


 
 
 
  (42) 
In above equation, 𝜀v̇σ is the volumetric strain caused by the change of net stress, 
𝜕𝑆r/𝜕𝜀vσ is given by Zhou et al. (2012a), and 𝜕𝑆r/𝜕uw  is obtained from the soil-
water characteristics considering the scanning behaviour (Zhou et al. 2012b).  The 
slope of the interior scanning curve is determined from the ratio of the pore pressure 
at the current state and the corresponding pore pressure on the main drying/wetting 
curve, and the slope of the main drying/wetting curve at the position of corresponding 
pore pressure.  The corresponding pore pressure is calculated from the effective 
degree of saturation at the current state from the main drying/wetting curve. 
Based on equation (39) and (42), the change of degree of saturation used in the 
governing equation (41) are proposed in this research as 
 T Tr r r
r vσ ep w vσ ep
w vσ vσ
=
S S S
S u
u
     
    
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C ξW C ξD ε
 
  (43) 
where Cvσ𝛏 is the net stress-volumetric strain matrix, and the deriving process of the 
equation (43) can be found in Technical Paper 4. 
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Figure 9 Triaxial test on compacted Peal clay with suction equal to 200kPa ((a) 𝜺𝒂, 𝜺𝒓 𝐯𝐬. 𝝈𝐚/𝝈𝐫, 
(b) 𝜺𝐚𝐯𝐬.  𝜺𝐯  and (c) 𝜺𝐚𝐯𝐬. 𝑺𝐫): Experiment data from Sun et al (2010) and simulation result from 
new proposed method in this research 
After discretised the new proposed governing equations using the FEM, the coupled 
global system equations can be written as: 
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The driving process and explanation of equation (44) and (45) are presented in 
Technical Paper 3.  This unsaturated soil system is significantly different from the 
standard formulation for coupled consolidation analysis of saturated soils (equation 
(12)).  It is characterised as nonlinearity, asymmetry, and ill-conditioning.  The non-
linearity occurs because of the global elastoplastic stiffness (𝐃ep), coupling (𝐋
′ and 𝐋 ) 
and flow (𝐒 and 𝐇) matrices determined by the non-linear elastoplastic response, and 
degree of saturation and permeability dependent on suction and deformation, whereas, 
in the saturated system, only the global elastoplastic stiffness is non-linear.  
Asymmetry arises in the coupling matrices when the soil becomes unsaturated.  
Furthermore, the global elastoplastic stiffness, stiffness and coupling and flow 
matrices are usually not of the same order, which may differ by a factor of 106 or 
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more.  This situation makes the system equations frequently become very ill 
conditioned. 
In Table 1, the contains obtained for 𝐋′, 𝐒 and 𝐋 in equation (44) are compared to 
equivalent expressions in the literature to explore similarities and differences.  In 
general, it is explicitly shown that the governing equations need to be consistent with 
the constitutive model, as this will affect individual terms in the equation.  This points 
out the fact that when extending the capabilities of a numerical tool for the advanced 
soil models, e.g. of a FE code, to model coupled consolidation in unsaturated soils, it 
may not be merely sufficient to implement governing and system equations found in 
the literature, but the equations need to be consistent with the applied constitutive 
model, including the stress variables and hydraulic behaviours adopted. 
The new proposed governing and system equations have been implemented in FE 
code in this research.  An example used to validate the FE code is a compression test 
on compacted Pearl clay under constant mean net stress (𝑝 = 200 kPa).  The adopted 
mechanical and hydraulic parameters of the Pearl clay are shown in Table 2.  The 
mesh for the soil specimen and boundary conditions are shown in Figure 10.  Both 
ends of the specimen are permeable.  The specimen is loaded isotopically to 200 kPa 
mean net stress with 1 kPa per 108 sec, and the initial field of the soil specimen is 
setting up with 150 kPa of suction and 0.61 degree of saturation uniformly.  After the 
initial field established, the top boundary pressure increases from 200 kPa with 1 kPa 
per 108 sec, while the radial pressure decreases with 0.5 kPa per 108 sec to ensure the 
mean net stress remains constant 𝑝 = 200 kPa. 
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Table 1 Comparison of expression for coupling matrices 𝐋′, 𝐒 and 𝐋 proposed here with literature  
Note that the shape functions contained in the coupling matrices are neglected in this table 
 
  𝐋′ 𝐒 𝐋 
Gatmiri et al. (1998) 
𝑆r − 𝑛
𝜕𝑆r
𝜕𝛔
𝐂  
𝐂 being the elasticity matrix 
𝑛
𝜕𝑆r
𝜕𝑢w
− 𝑛
𝜕𝑆r
𝜕𝛔
𝑚1  
𝑚1 being a constant 
 −
𝜕𝑒
𝜕𝑠
1+𝑒0
 
𝑒 being the void ratio  Formulated in terms of net stress 
Sheng et al. (2003) 
𝑆r  
𝑆r = 𝑓(𝑠) in Sheng et al. (2003) 
  𝑛
𝜕𝑆r
𝜕𝑢w
 𝑆r and 𝐖ep 
Formulated in terms of Bishop's 
effective stress 
Khalili et al. (2008) 
 𝑆r − 𝑛
𝜕𝑆r
𝜕𝜀v
 
In fact appears that 𝑆r = 𝑓(𝑠)  
𝑛
𝜕𝑆r
𝜕𝑢w
  𝑆r − 𝑛
𝜕𝑆r
𝜕𝜀v
  
Formulated in terms of Bishop's 
effective stress 
Tsiampousi et al. (2017) 
 −𝑆r − 𝑒
𝜕𝑆r
𝜕𝑣
 
𝑣 being the specific volume 
  𝑛
𝜕𝑆r
𝜕𝑢w
   −
1
𝑣0
𝜕𝑣
𝜕𝑠
3
 
Formulated in terms of net stress 
Current approach 
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏𝐃ep + 𝑆rm
T   
𝜕𝑆r
𝜕𝑢𝑤
+
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏𝐖ep 
𝐖ep 
being 𝑆r and 𝑠 dependent  
Formulated in terms of net stress, 
although the constitutive model 
using Bishop's effective stress 
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Table 2 Parameters for the compression test on Pearl clay 
Mechanical parameters  𝑀 = 1.13, 𝜆0 = 0.13, 𝜅 = 0.03 
Hydraulic parameters  
𝑎d = 150kPa, 𝑎w = 38 kPa,𝑚d = 𝑚w = 2, 
𝑛d = 𝑛w = 0.35, 𝑏 = 3, 𝑆r
0 = 0.88, 𝑘s = 10
−8 ms−1 
Coupling parameters 𝑎2 = 0.1, 𝑎1 = 1.7 
Material properties 𝛾w = 10 kNm
−3 𝑒0 = 1.08 
 
 
Figure 10 Mesh for the compression test on Pearl clay 
The axial strain (𝜀a), radial strain (𝜀r), volumetric strain (𝜀v), and degree of saturation 
(𝑆r) of the soil spaceman are shown in Figure 9.  The simulation results have a 
favourable agreement on the experiment data from (Sun et al. 2010).  The failure 
occurred at about 𝜀a = 0.18, and the ratio of axial net stress and (𝜎a) and radial net 
stress (𝜎r) reached to 5, which is correspond to 𝑀 = 1.13.  The advantage of the 
proposed algorithm is to simulate the change of the degree of saturation under 
constant suction.  As indicated in Figure 9 (b) and (c) respectively, the degree of 
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saturation increases from 0.61 to 0.65 approximately following the increase of the 
volumetric strain, while the suction stays at 200 kPa with loading under fully drained 
condition.  
0 100 200 300 400 500 600 700 800
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Main drying curve for Silty clay
Main wetting curve for Silty clay/ 
Main drying curve for Sand
Main wetting curve for Sand
Suction: kPa
D
eg
re
e 
o
f 
sa
tu
ra
ti
o
n
: 
-
 
Figure 11 Hypothesis soil-water characteristic curves for consolidation analysis 
For applications, the FE code is applied to analyse one-dimensional consolidations 
(mesh shown in Figure 12), and results indicate that soil behaviours are influenced by 
the mechanical and hydraulic loads.  For example, the drying-loading-wetting paths 
have been simulated on unsaturated soils with different soil-water characteristics 
(shown in Figure 11).  As results shown in Figure 13, two types of soil responses 
mainly occur due to wetting including expansion and collapse.  The responses depend 
on both mechanical and hydraulic behaviours of soils.  For example, wetting 
expansion happens in wetting phase (show in Figure 13 (a)) with no top loading 
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pressure (𝑃𝑎 = 0) and 200 kPa drying suction (𝑠𝑎 = 200 kPa) at the start of the 
wetting phase, whereas, Figure 13 (c) shows that with 𝑃𝑎 = 100 kPa  and 𝑠𝑎 =
200 kPa, wetting collapse occurs on Silty clay and Sand.  In addition, with 𝑃𝑎 =
50 𝑘𝑃𝑎 and 𝑠𝑎 = 100kPa, Sand collapses upon wetting, whereas, Silty clay expands 
slightly as shown in Figure 13 (e). 
 
Figure 12 Mesh for one-dimensional consolidation 
The hydraulic behaviours of soils are also shown in the simulation results from Figure 
13.  The changes of the degree of saturation at three layers including top (0 depths), 
middle (1m depth) and bottom (2m depth) layers are shown in Figure 13 (b), (d) and 
(e).  The hysteresis behaviours can be simulated drying and wetting circle.  For 
example, as shown in Figure 13 (b), the wetting phase is not a reverse process of the 
drying phase.  In addition, the shifting behaviour is shown in the loading phase as the 
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degree of saturation increased with soil deformation.  For example, Silty clay has the 
largest increase of the degree of saturation during loading phase (shown in Figure 13 
(d)) in cases shown in Figure 18, as it has the largest displacement (shown in Figure 
18 (c)). 
All details of the validation and application examples can be found in Technical Paper 
4, including parameters, boundary conditions, initial field setting and loading 
processes.  More numerical examples are also provided and discussed in Technical 
Paper 4 
 
Figure 11 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (a) 
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Figure 11 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (b) and (c) 
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(d) Pa=100 kPa; sa=200 kPa
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Figure 11 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (d) and (e) 
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Figure 13 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (f) 
CONCLUSIONS 
Some conclusions can be drawn from the thesis summary as 
1. The stress integration is necessary to implement soil constitutive models to 
FEM.  The explicit integration method can be used for complex soil models 
without experiencing convergent problems.  The constitutive relations for the 
stress integration have to be written into the differential and algebraic form as 
the stresses associated with an imposed strain increment. 
2. Mainly three procedures are involved in the explicit integration, including 
loading-unloading decisions, stress integration using numerical methods (e.g., 
the forward Euler method), and drift correction.  The given increment in the 
integration has to be devided in subincrements, and the subincrement size 
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greatly influences the accuracy and efficiency of the stress integration.  The 
fixed substepping scheme or adaptive substepping scheme can be employed to 
give the subincrement size.  The advantage of the substepping scheme is to 
automatically control the error with fewer substeps. 
3. The governing equations used in FEM for coupled analyses of saturated soils 
are based on Biot (1941).  The time-dependent coupled system equations are 
obtained from discretising the governing equations.  To solve the coupled 
system equations, the well-known 𝜃 -method is commonly adopted with 
Newton-Raphson family of algorithms. 
4. To implement advanced soil constitutive models to the FE analysis, additional 
variables (e.g. suction, the degree of saturation and temperature) apart from 
the stress and strain has to be treated in the stress integration.  A general form 
of constitutive equations is for the stress integration is proposed in this 
research.  The extra variables including the suction and temperature are treated 
as strain-like variables, whereas, the degree of saturation is treated as a stress-
like variable.  The advantage of this general form is that the constitutive 
equations are similar to saturated soil models, which are purely strain driven.  
In addition. Formulations of the general form are consistent with the 
conventional displacement FEM, where the displacement, pore pressure, and 
temperature are found first and then strains and then stresses. 
5. Loading-unloading decisions in the stress integration might be incorrect if 
applying the conventional loading-unloading decision method for the 
advanced soil models employed subloading elastoplasticity.  The main reason 
is that the stress point stays on the subloading surface conditionally in the 
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subloading elastoplasticty.  A new loading-unloading decision scheme is 
developed in this research. The cosine of the angle between the outward 
normal vector (ONV) to the subloading surface at the current stress point is 
introduced to make the decision.  The new loading-unloading scheme requires 
two procedures including a tentative decision and a rechecking procedure. The 
new proposed method can successfully find the transition point from elastic 
state to elastoplastic state within a given increment. 
6. To implement the advanced soil models in to FE code, the governing 
equations need to be consistent with the constitutive model including the stress 
variables and hydraulic behaviours adopted, as this will affect individual terms 
in the equation.  In this research, an alternative approach of deriving the 
governing equations is proposed for a fully hydro-mechanical coupled 
constitutive model of unsaturated soils (Zhou et al. 2012a; Zhou et al. 2012b).  
The net stress increment is used in mechanical equilibruim, although this 
model is developed in the space of Bishop’s effective stress and the degree of 
saturation.  The degree of saturation is also considered as a coupled term in the 
mass conservation, as it is affected by both net stress and suction. 
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ABSTRACT 
An adaptive substepping explicit integration scheme with a novel loading-unloading 
decision method is developed here for the non-isothermal unified hardening (UH) 
model.  The non-isothermal UH model includes a convex subloading surface in the p-
q plane and a nonconvex subloading surface in the p-T plane.  Because of the 
convex/nonconvex subloading surfaces, the conventional loading-unloading decision 
method used in stress integration schemes may lead to incorrect 
elasticity/elastoplasticity judgements.  In addition, the conventional loading-unloading 
decision method is unable to determine the division point that separates the elastic 
segment from the elastoplastic segment.  A simple but robust method, the Double 
Cosine (DC) method, is proposed in this paper to solve loading-unloading decision 
problems.  The proposed DC method is then embedded into an adaptive substepping 
explicit integration scheme to implement the non-isothermal UH model.  The 
accuracy and efficiency of the DC method are discussed by comparing the method 
with the conventional loading-unloading decision method (the CV method) and the 
root-finding loading-unloading decision method (the RF method).  The performance 
of the proposed scheme with the DC method is also discussed. 
KEYWORDS 
Explicit integration, non-isothermal, constitutive model, subloading surface 
elastoplasticity, nonconvex surface, adaptive substepping 
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INTRODUCTION 
Thermal effects on the mechanical behaviour of soils have been widely discussed in a 
number of geotechnical engineering practices involve varying temperatures, such as 
nuclear waste disposal (Gens and Olivella, 2001), underground installation of high-
voltage cables (Mitchell et al., 1982) and energy foundations (Brandl, 2006).  In 
recent decades, a number of non-isothermal constitutive models were developed to 
simulate soil’s thermo-mechanical behaviour (e.g., Hueckel and Borsetto, 1990; Cui 
et al., 2000; Graham et al., 2001; Laloui and Francois, 2009).  Very recently, Yao and 
Zhou (2013) proposed a thermo-mechanical constitutive model for clays based on the 
subloading surface elastoplasticity (Hashiguchi, 1989), which is referred to as the 
non-isothermal UH model.  The non-isothermal UH model requires only 7 parameters 
but is able to take into account the effects of varying temperatures and temperature 
histories on the mechanical behaviour of normally and over-consolidated soils. 
The constitutive relationships developed in the non-isothermal UH model are 
represented by a set of differential and algebraic equations (DAE), which must be 
integrated for applied increments of stresses, strains and temperature.  The adaptive 
substepping method with automatic error control techniques (Sloan, 1987; Abbo and 
Sloan, 1996; Sloan et al., 2001) is widely used as a platform to integrate complex 
constitutive models explicitly, e.g., the bounding surface model (Zhao et al., 2005), 
the subloading/superloading surface model (Zhao et al., 2005) and unsaturated soil 
models (Sheng et al., 2003, Sołowski and Gallipoli, 2010; Cattaneo et al., 2014).  
Hong et al. (2012) applied the adaptive substepping method to integrate a non-
isothermal constitutive model developed by Cui et al. (2000).  This work is perhaps 
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the first trial to deal with the numerical integration for a temperature-dependent 
elastoplastic model.  In this work, the temperature was defined as a ‘new’ stress 
variable, and an extra temperature-related strain component was used in addition to 
the conventional strain variables.  The precision of the integration was controlled by 
strains and the ‘new’ stress variable (i.e., temperature), which was referred to as the 
‘mixed control condition’.  However, the integration method (Hong et al., 2012) does 
not take into account the nonconvex yield surface in the p-T plane, which is inevitable 
in thermo-elastoplastic constitutive models (e.g., Cui et al., 2000; Laloui and Francois, 
2009; Yao and Zhou, 2013).  The nonconvex yield surface may cause incorrect 
loading-unloading decisions (Pedroso et al., 2008).  In addition, the explicit 
integration scheme developed in Hong et al. (2012) is for only thermo-mechanical 
models based on conventional elastoplasticity (i.e., the interior of the yield surface is 
idealised as a purely elastic domain), but cannot be used for advanced thermo-
mechanical models employing unconventional elastoplasticity (such as subloading 
surface elastoplasticity and bounding surface elastoplasticity). 
Compared with constitutive models based on conventional elastoplasticity, models 
based on unconventional elastoplasticity (such as subloading surface elastoplasticity) 
show advantages in describing the soil’s behaviour under complicated conditions, 
such as overconsolidated conditions (Hashiguchi et al., 2002; Yao et al., 2009), non-
isothermal conditions (Yao and Zhou, 2013) and rate-dependent conditions (Yao et al., 
2014).  However, unconventional elastoplastic models may require particular 
numerical skills to be implemented into finite elements, and some very fundamental 
numerical skills for conventional elastoplastic models may no longer be valid for 
them.  With respect to subloading surface models, the loading-unloading decision 
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scheme is used to determine whether the strain increment should be treated as purely 
elastic or elastoplastic.  Loading is always treated as elastoplastic, and unloading is 
always elastic, which are different from the conventional elastoplasticity theory 
because the stress point stays on the subloading surface unconditionally (Hashiguchi 
et al., 2002).  For conventional elastoplastic models, the loading-unloading decision is 
commonly made through the trial stress (𝛔trial ) and the yield surface in explicit 
integration schemes.  The conventional loading-unloading decision method (CV 
method) can be directly applied to subloading surface models by treating the 
subloading surface as a conventional yield surface (Zhao et al., 2005).  Loading 
(elastoplastic) is confirmed if 𝑓sub(𝛔trial) > 0 ; otherwise, unloading (elastic) is 
confirmed when 𝑓sub(𝛔trial) ≤ 0  because the initial state point (σ0) automatically 
stays on the initial subloading surface, i.e., 𝑓sub(𝛔0) = 0.  In practice, zero can be 
replaced by an appropriate small tolerance FTOL.  However, applying the 
conventional loading-unloading decision method directly into unconventional 
elastoplastic models may result in an incorrect estimation of the elastic part and the 
elastoplastic part within a given strain increment.  For example, as shown in Figure 1a, 
the trial stress, 𝛔trial, stays inside of the initial subloading surface.  Based on the 
conventional loading-unloading decision scheme, the entire increment will be judged 
as purely elastic.  However, according to the concept of the subloading surface 
elastoplasticity, the above increment should be divided into an elastic (unloading) 
segment and an elastoplastic (loading) segment (see Figure 1a).  The subloading 
surface first shrinks to AA', and then expands to BB'.  A similar error can also occur 
towards the nonconvex subloading surface (see Figure 1b).  As shown in Figure 1b, 
the trial stress, 𝛔trial , stays outside of the initial subloading surface, and the total 
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increment will be computed as elastoplastic based on the conventional loading-
unloading decision.  The real situation is that the subloading surface expands to AA' 
first, and then shrinks back to BB'.  Thus, the total increment needs to be divided into 
an elastoplastic (loading) segment and a purely elastic (unloading) segment. 
 
Figure 1 Errors of applying the conventional loading-unloading decision scheme to subloading 
surfaces 
The problem in loading-unloading decisions related to the nonconvexity of yield 
surfaces in conventional elastoplastic models has been raised and discussed very 
recently (Pedroso et al., 2008), and is similar to the problem shown in Figure 1b.  
Because of the nonconvexity of yield surfaces, the trial stress vector may penetrate the 
nonconvex yield surface, whereas both the starting point and end point of the trial 
vector are located in the elastic domain.  Based on the adaptive substepping method 
(Sloan et al., 2001), Pedroso et al. (2008) proposed an explicit integration scheme 
with a new loading-unloading decision method, to solve the numerical problems 
related to the nonconvex yield surface for conventional elastoplastic constitutive 
models.  This loading-unloading decision method is referred to as the ‘root-finding 
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(RF) method’ here.  The RF method requires (i) finding the intersections of the trial 
stress path and yield surface for every subincrement and (ii) ensuring that the number 
of roots between the current subincrement and the yield surface updated from the last 
subincrement is less than two (otherwise, the current subincrement should be reduced 
to fulfil the above requirement).  Sheng et al. (2008) applied the RF method into 
integrating a constitutive model for unsaturated soils that involves a nonconvex yield 
surface.  It is worth noting that although the RF method was originally designed for 
conventional elastoplastic models with nonconvex yield surfaces, it can be 
conveniently modified to deal with the problems associated with convex/nonconvex 
subloading surfaces by (i) treating the subloading surface as a conventional yield 
surface and (ii) updating the subloading surface unconditionally according to the 
updated stress point. 
Because the RF method must be repeated for each subincrement and each RF process 
is very time-consuming, applying this scheme to constitutive models will significantly 
lower the efficiency of the explicit integration algorithm (Pedroso et al., 2008).  Aside 
from the efficiency, the second issue is that the RF method cannot find the exact 
tangent point (see point T in Figure 2) between the yield (or subloading) surface (EE') 
and the stress vector of the subincrement (𝑋𝑌⃗⃗⃗⃗  ⃗).  In other words, the RF method cannot 
determine the tangent yield surface (i.e., surface EE') exactly but can find a yield 
surface very close to surface EE' (such as DD' in Figure 2).  As shown in Figure 2, let 
us assume that a given strain increment (Δ𝛆) should be divided into n subincrements 
to ensure the precision of the explicit integration.  For subincrement Δ𝛆i, stress vector 
𝑋𝑌⃗⃗⃗⃗  ⃗ has only one root with the yield surface updated from the last subincrement (i.e., 
surface CC'), and the final point (Y) is outside of surface CC'.  Therefore, the 
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elastoplastic stiffness matrix (𝐃ep) should be used for subincrement Δ𝛆i, and the yield 
surface will be updated from CC' to DD'.  Because the response for the next 
subincrement (Δ𝛆i+1) will be judged as elastic, point Y will be confirmed as the 
tangent point (i.e., the division point between elastoplasticity and elasticity), and yield 
surface DD' is the tangent yield surface.  However, as shown in Figure 2, the real 
tangent point is point T, and the real tangent yield surface should be EE'.  The error 
between surface EE' and surface DD' depends on the size of the subincrement and the 
curvature of the yield surface. 
 
Figure 2 Division point determined by the RF method 
An explicit integration scheme for the non-isothermal UH model (Yao and Zhou, 
2013) is developed in this study.  An efficient loading-unloading decision procedure 
(referred to as the ‘Double Cosine’ method, DC method) is proposed to address the 
numerical problems associated with the unconventional elastoplastic model consisting 
of convex/nonconvex subloading surfaces.  Although this explicit integration scheme 
with the DC method is designed based on the non-isothermal UH model (Yao and 
Zhou, 2013), it can also be applied to other subloading surface models.  This paper is 
organised as follows.  First, the non-isothermal UH model is briefly reviewed, 
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highlighting the features related to the convex/nonconvex subloading surfaces.  
Second, for the purpose of FEM implementation, the constitutive equations are 
rewritten using generalised strain variables.  The temperature is treated as a strain 
variable here.  Then, the DC method is introduced, which consists of two steps, (i) the 
tentative decision and (ii) the rechecking procedure.  If the rechecking fails, it is able 
to find the division point that divides the strain subincrement into a purely elastic part 
(unloading) and an elastoplastic part (loading).  In the fourth section, the DC method 
is integrated into the adaptive substepping method, which was initially proposed for 
conventional elastoplasticity models.  To ensure that the stress point remains on the 
subloading surface during integration, the drift correction is also discussed.  Finally, 
the performance (both accuracy and efficiency) of the proposed integration algorithm 
with the DC method is investigated via several numerical examples and compared 
with the existing loading-unloading decision schemes (the CV method and the RF 
method).  The proposed integration scheme is also used to simulate observed 
experimental results. 
CONSTITUTIVE MODELLING 
A brief review of non-isothermal UH model 
The non-isothermal UH model developed by Yao and Zhou (2013) is capable of 
describing the thermo-elastoplastic behaviour for normally and over-consolidated 
soils with different thermal loads and thermal loading histories (such as 
heating/cooling cycles).  To take into consideration the effect of thermo-mechanical 
loading histories (such as over-consolidation and heating/cooling cycles), both the 
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subloading surface and the reference surface were introduced in the non-isothermal 
UH model.  The subloading surface (f) was employed to represent the current stress 
and temperature state, whereas the reference surface (𝑓)̅ was used to take the stress 
and temperature histories into account.  The subloading surface (f) of the non-
isothermal UH model (see surface OBB1O1 in Figure 3) can be written as: 
  (1) 
where p is the mean effective stress, q is the deviator stress, and e is the void ratio.  
MT is the critical state stress ratio at temperature T and 𝑀T = 3 − 〈3 − (𝑀 −
𝑀H) exp(𝛽𝑇 − 𝛽𝑇0) − 𝑀H〉 , where M is the critical state stress ratio at reference 
temperature T0.  MH is the slope of the Hvorslev envelope, which is independent of 
the temperature, and 〈 〉 are Macaulay’s brackets.  𝛽 = (𝜆T − 𝜅T)(1 + 𝑒)/(𝜆 − 𝜅), 
where 𝜆T and 𝜅T are the thermo-elastoplastic and thermo-elastic compression indexes, 
respectively.  𝜆  and 𝜅  are the elastoplastic and elastic compression indexes, 
respectively.  𝑝x0 is the intersection point of the initial subloading surface and the p-
axis at reference temperature T0.  As shown in Figure 3, the projection of the 
subloading surface in the p-q plane is convex but that in the p-T plane is nonconvex. 
The hardening (expansion) and softening (shrinkage) of the subloading surface is 
governed by the UH parameter, 𝐻T, which can be written as 
  (2) 
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where 𝜂 = 𝑞/𝑝  and 𝜀v
p
 is the plastic volumetric strain.  MfT is the potential peak 
strength at temperature T and 𝑀fT = 3 − 〈3 − (𝑅T − 1)(𝑀T − 𝑀H)/𝑅T − 𝑀T〉.  𝑅T is 
the similarity ratio that is equal to 𝑝/?̅?, where ?̅? is the mean effective stress of the 
mapping point (see point F) on the reference surface (see surface ODD1O1 in Figure 
3).  The reference surface (𝑓)̅ has a similar shape to the subloading surface, but its 
hardening parameter is 𝜀v
p
.  The function of the reference surface can be expressed as 
  (3) 
where ?̅? is the deviator stress of the mapping point and ?̅?x0 is the pre-consolidation 
pressure at reference temperature T0.  The linear mapping rule connecting the current 
state point (point E) and the mapping point (point F) is that 𝜂 = 𝑞/𝑝 = ?̅?/?̅?.  Based 
on equation (3), the linear mapping rule and the definition of similarity ratio 𝑅T can 
be solved as 
  (4) 
In addition, the thermo-elastic behaviour is defined as follows: 
  (5) 
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where 𝜀v
e is the elastic volumetric strain, 𝜀v,M
e  is the elastic volumetric strain related to 
mechanical loads, 𝜀v,T
e  is the elastic volumetric strain related to thermal loads, 𝜀d
e is 
the elastic deviator strain that is independent of temperature, and 𝜈 is Poisson’s ratio. 
 
Figure 3 Conceptual view of subloading surfaces and reference surfaces in the non-isothermal 
UH model 
Constitutive equations for FEM 
In the non-isothermal UH model, temperature T is treated as an additional constitutive 
variable, and the constitutive relationship can generally be expressed as follows 
  (6) 
where σ is the effective stress vector, 𝐃M
e  is the elastic stiffness matrix (tangential) 
related to mechanical loads, 𝛆M
e  is the elastic strain vector related to mechanical loads, 
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ε is the total strain vector, 𝛆p is the plastic strain vector due to thermo-mechanical 
loads, d𝑇 is the temperature increment, 𝛆T
e  is the elastic strain vector related to thermal 
loads, and 𝐃T
e  is the elastic stiffness matrix (tangential) related to thermal loads, 
which is equal to −𝐃M
e d𝛆T
e/d𝑇.  𝐃M
e  and 𝐃T
e  can be determined from equation (5). 
In general, both the plastic potential surface (𝑔) and the subloading surface (𝑓) can 
be defined by the effective stresses (𝛔), temperature (𝑇) and hardening term (𝑘). 
  (7) 
For the non-isothermal UH model, the hardening term of the subloading surface is pxT 
(see equation (1)).  The plastic strain increment vector (d𝛆p) is assumed normal to the 
plastic potential surface, so that 
  (8) 
where d𝜆  is the non-negative plastic multiplier that determines the plastic strain 
increments owing to thermo-mechanical loads.  Particularly, we have d𝜀v
p
=
d𝜆(𝜕𝑔/𝜕𝑝). 
To keep the stress point on the subloading surface (i.e., consistency condition), the 
total differential of the subloading surface can be calculated as 
  (9) 
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where 
  (10) 
where 𝜕𝑓 𝜕𝑇⁄ = (𝜕𝑓 𝜕𝑀T⁄ )(𝜕𝑀T 𝜕𝑇⁄ ) + (𝜕𝑓 𝜕𝑝xT⁄ )(𝜕𝑝xT 𝜕𝑇⁄ ) .  The plastic 
multiplier dλ can be solved by substituting equations (6) and (8) into equation (11): 
  (12) 
where 𝐚 = 𝜕𝑓 𝜕𝛔⁄ , 𝐛 = 𝜕𝑔 𝜕𝛔⁄ , 𝐴 = −(𝜕𝑓 𝜕𝑝xT⁄ )(𝜕𝑝xT 𝜕𝜀𝑣
𝑝⁄ )(𝜕𝑔 𝜕𝑝⁄ )  and 𝐶T =
(𝜕𝑓 𝜕𝑇⁄ ) + 𝐚T𝐃T
e .  Substituting equation (8) and (12) into (6) produces the 
constitutive equations as follows: 
  (13) 
where  
  (14) 
By treating the temperature increment (dT) as an additional ‘strain’ increment, the 
constitutive equations of the non-isothermal UH model can be simplified as 
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  (15) 
where  
  (16) 
EXPLICIT NUMERICAL INTEGRATION 
Loading-unloading decision 
The loading-unloading decision is usually adopted to decide whether the elastoplastic 
stiffness matrix (𝐃ep) or the elastic stiffness matrix (𝐃e) should be used for the stress 
updating.  If ‘loading’ is confirmed, the elastoplastic stiffness matrix (𝐃ep) will be 
used; otherwise, the elastic stiffness matrix (𝐃e) will be used for the stress updating.  
In conventional plasticity, ‘reloading’ is treated the same as ‘unloading’ because both 
use only the elastic stiffness matrix (𝐃e ) for stress updating.  The conventional 
loading-unloading decision method, including the schematic diagram and the 
decision-making flowchart, is shown in Figure 4. 
Different from conventional elastoplasticity (see Figure 4), some key features of 
subloading surface elastoplasticity include that (1) the stress point always stays on the 
subloading surface, and the subloading surface moves together with the stress point 
unconditionally; (2) the elastoplastic response occurs with ‘loading’ (i.e., the 
expansion of the sub-loading surface), whereas ‘unloading’ (i.e., the shrinkage of the 
subloading surface) results in a solely elastic response; and (3) the reference surface 
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in the subloading surface elastoplasticity is not directly involved in the computation.  
These features of the subloading surface elastoplasticity lead to the problem of 
directly employing the conventional loading-unloading decision method, especially 
when the subloading surface includes convex and non-convex parts (such as in the 
non-isothermal UH model, see Figure 3). 
 
Figure 4 Schematic diagram and decision-making flowchart of the conventional loading-
unloading decision method 
Different from conventional elastoplasticity (see Figure 4), some key features of 
subloading surface elastoplasticity include that (1) the stress point always stays on the 
subloading surface, and the subloading surface moves together with the stress point 
unconditionally; (2) the elastoplastic response occurs with ‘loading’ (i.e., the 
expansion of the sub-loading surface), whereas ‘unloading’ (i.e., the shrinkage of the 
subloading surface) results in a solely elastic response; and (3) the reference surface 
in the subloading surface elastoplasticity is not directly involved in the computation.  
These features of the subloading surface elastoplasticity lead to the problem of 
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directly employing the conventional loading-unloading decision method, especially 
when the subloading surface includes convex and non-convex parts (such as in the 
non-isothermal UH model, see Figure 3). 
A new loading-unloading decision method is proposed here for subloading surface 
models, referred to as the ‘Double Cosine’ (DC) method.  Due to the non-linearity of 
constitutive relationships, increment Δ𝛆′  usually needs to be divided into several 
substeps (i.e., Δ𝛆′1 ⋯Δ𝛆′𝑛 ⋯) to ensure the accuracy of the stress integration (see the 
next section, ‘Stress integration with substepping’).  The loading-unloading decision 
should be made in each subincrement (e.g., Δ𝛆𝑛
′ , which is the nth substep to impose 
Δ𝛆′).  In general, the loading-unloading decision can be made by deciding whether the 
trial vector for the subincrement directs towards the ‘inside’ (unloading) or ‘outside’ 
(loading) of the current subloading surface.  The tentative decision on whether the 
trial vector directs outside or inside of the current subloading surface can be made by 
the cosine of the angle 𝜃𝑛−1.  As shown in Figure 5, 𝜃𝑛−1 is the angle between the 
outward normal vector (ONV) to the subloading surface at the current stress point 
(updated from the (n-1)th substep) and the trial vector (∆σn
e, Δ𝑇𝑛) for the subincrement 
(i.e., the nth substep) to be imposed.  The cosine of angle 𝜃𝑛−1 can be calculated by 
  (17) 
where 𝐚𝑛−1 and 𝜕𝑓 𝜕𝑇𝑛−1⁄  are evaluated based on the updated stress and temperature 
from the (n-1)th substep and ∆σ𝑛
e = 𝐃𝑛−1
e ∆ε𝑛
′ .  𝐃𝑛−1
e  is the elastic thermo-mechanical 
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stiffness matrix 𝐃e updated with (𝛔𝑛−1, 𝑇𝑛−1) and 𝐃
e=𝐃M
e  𝐃T
e.  In the condition of 
cos𝜃𝑛−1  ≤ −𝐿𝑇𝑂𝐿 (≃ 0), which means that angle θ is greater than 90°, the trial 
increment directs towards the inside of the initial subloading surface, which leads to 
the tentative decision of unloading for Δ𝛆𝑛
′ .  The non-linear elastic thermo-mechanical 
stiffness matrix (𝐃e) will be used in the stress updating (∆𝛔𝑛) for the n
th substep.  
𝐿𝑇𝑂𝐿 is a suitable tolerance whose value can be set to 10-8~10-11.  Otherwise (i.e., 
cos𝜃𝑛−1 > −𝐿𝑇𝑂𝐿), the decision of loading is made tentatively, and the increments 
of stresses (∆𝛔𝑛) are calculated by the non-linear elastoplastic thermo-mechanical 
stiffness matrix (𝐃ep). 
 
Figure 5 Angle between trial vector and outward normal vector (ONV) 
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However, employing only the cosine of angle 𝜃𝑛−1 is not sufficient to complete the 
loading-unloading decision for the nth substep.  Figure 6a shows a case with a 
tentative ‘unloading’ decision involving a loading process and, Figure 6b shows a 
case with a tentative ‘loading’ decision involving an unloading process.  The 
subloading surface in the p-q plane in Figure 6a is convex, and the subloading surface 
in the p-T plane in Figure 6b is nonconvex.  Therefore, such a decision error can occur 
for both the convex and nonconvex subloading surfaces.  Thus, an additional checking 
procedure after updating the stress and yield surface is necessary to avoid the problem 
shown in Figure 6.  The rechecking procedure can be conducted using the cosine of 
angle 𝜃𝑛 , which is the angle between the ONV of the subloading surface at the 
updated stress point (updated from the nth substep) and the trial vector (Δ𝛔𝑛
e , Δ𝑇𝑛).  
The cosine of angle 𝜃𝑛 can be expressed as 
  (18) 
where 𝐚𝑛 and 𝜕𝑓 𝜕𝑇𝑛⁄  are computed by the updated stress (σn = σn-1 + Δσn) and the 
updated temperature (𝑇𝑛 = 𝑇𝑛−1 + ∆𝑇𝑛). 
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Figure 6 Rechecking scheme for the convex/nonconvex subloading surface and the division point 
If cos𝜃𝑛 has the same sign as cos𝜃𝑛−1, the tentative loading-unloading decision can be 
confirmed and finally accepted.  Otherwise, a division point (σα , 𝑇α) needs to be 
found to separate the trial vector into a loading part and an unloading part.  The 
division point stays where the angle between the trial vector and ONV is equal to 90° 
(i.e., 𝜃𝛼 = 90°, see Figure 6).  The following equation can be used for determining 
the division scalar 𝛼: 
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  (19) 
where 𝐚α and 𝜕𝑓 𝜕𝑇α⁄  are evaluated at (σα, 𝑇α).  σα = σn-1 + 𝛼∆σ𝑛, and 𝑇α = 𝑇𝑛−1 +
𝛼∆𝑇𝑛.  𝛼 is a number between 0 and 1, that indicates the location of the division point 
in the current subincrement.  Once the local division point has been determined, the 
initial subincrement for the nth substep should be reduced to 𝛼Δ𝛆𝑛
′ .  𝛼  can be 
employed to indicate the location of the division point towards the entire increment 
(Δ𝛆′), which can be defined as 𝛼 = (∑ Δ𝛆𝑖
′𝑛−1
𝑖=1 + 𝛼Δ𝛆𝑛
′ )/Δ𝛆′.  Because 𝛼 and 𝛼 are 
one-to-one corresponding to each other, the local division point 𝛼  can also be 
expressed as a function of the entire division point 𝛼 by 𝛼 = (𝛼Δ𝛆′ − ∑ Δ𝛆𝑖
′𝑛−1
𝑖=1 )/Δ𝛆𝑛
′ .  
Therefore, σα = σn-1 + ∆σ𝑛[(𝛼Δ𝛆
′ − ∑ Δ𝛆𝑖
′𝑛−1
𝑖=1 )/Δ𝛆𝑛
′ ] and, 𝑇α = 𝑇𝑛−1 + ∆𝑇𝑛[(𝛼Δ𝛆
′ −
∑ Δ𝛆𝑖
′𝑛−1
𝑖=1 )/Δ𝛆𝑛
′ ].  The Pegasus method (Dowell and Jarratt, 1972) is used in this paper 
to determine the value of 𝛼 as it is unconditionally convergent, does not require the 
computation of derivatives, and typically converges in four or five iterations.  The 
completed Pegasus scheme for finding the division point is given in Appendix A. 
Given that the size of the subincrement (∆ε𝑛
′ ) meets the tolerance for integration 
substepping (see Stress integration with substepping), the DC method can be 
summarised in the following flow chart. 
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Figure 7 Flow chart for DC method 
It is important to note that applying the DC method must be based on following 
conditions: (1) The stress points must remain on the subloading surface at any time.  
A scheme to correct the subloading surface drift (see section ‘Subloading surface drift 
correction’) should be adopted after the updated stresses have been accepted.  (2) The 
DC method must be applied in every substep (see section ‘Stress integration with 
substepping’).  (3) The DC method can be applied to only the ‘C’-type subloading 
surface but not the ‘S’-type subloading surface (see Figure 8).  On the ‘C’-type 
subloading surface, there are no more than two intersections (including the initial 
stress point) between the trial vector and the subloading surface, whereas the ‘S’-type 
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subloading surface can be separated into several zones (see Figure 8) that contain only 
‘C’-type subloading surfaces in the region of the zone.  The trial vector crossing the 
zone boundary will be trimmed at the boundary.  The ‘S’-type subloading surface is 
very rare in the existing constitutive models for soils.  In the paper, we take into 
account only ‘C’-type subloading surfaces. 
 
Figure 8 ‘C’-type subloading surface and ‘S’-type subloading surface 
Numerical integration with adaptive substepping 
A modified Euler scheme with adaptive substepping is used for both the non-linear 
elastic unloading and the elastoplastic loading to conduct the numerical integration for 
the non-isothermal UH model.  Because a loading-unloading decision is required for 
each substep, achieving the required precision with a small number of substeps is key 
to enhancing the efficiency of the numerical integration.  Following the adaptive 
substepping scheme (Sloan et al., 2001), an appropriate size for each substep is 
determined by controlling the local errors of the stresses and the hardening term. 
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A pseudo time t, lying in the range 0 ≤ 𝑡 ≤ 1 , is introduced in the adaptive 
substepping scheme.  At the start of the increment, where 𝑡 = 0, the initial stresses, 
the temperature and the hardening term are known as σ0, 𝑇0 and 𝑘0.  A local error 
measurement is used to automatically divide the imposed strain increment ∆ε′, which 
is found by taking the difference between a second-order modified Euler solution and 
a first-order forward Euler solution.  The specific integration scheme for the non-
isothermal UH model has been described as follows. 
Considering a pseudo time subincrement ∆𝑡𝑛  in the range of 0 < ∆𝑡𝑛 ≤ 1 , the 
subincrements of the generalised strain vector ( ∆𝛆𝑛
′ ), strain vector ( ∆𝛆𝑛 ) and 
temperature (∆𝑇𝑛) are: 
  (20) 
The values of σ, k, and T at the end of a pseudo time step ∆𝑡𝑛 can be found using the 
forward Euler method from: 
  (21) 
where ∆σ1  and Δ𝑘1  are the increment of the stresses and the increment of the 
hardening term according to the forward Euler method, respectively.  The superscript 
‘~’ indicates that its variables are found by the forward Euler method.  To determine 
the stresses and hardening term at the pseudo time 𝑡𝑛 (= 𝑡𝑛−1 + ∆𝑡𝑛), the cosine of 
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angle 𝜃𝑛−1 needs to first be calculated by equation (17).  According to the DC method 
discussed in the section of ‘Loading-unloading decision’, the tentative unloading 
occurs in this pseudo time subincrement if the angle 𝜃𝑛−1  is greater than 90° 
(cos𝜃𝑛−1 ≤ −𝐿𝑇𝑂𝐿).  We then have ∆σ1 = ∆σe
𝑛.  The thermo-mechanical state point 
at the end of the pseudo time 𝑡𝑛  (i.e., ?̃?𝑛, ?̃?𝑛, ?̃?𝑛  ) always stays on the subloading 
surface due to the concept of the subloading surface elastoplasticity.  Therefore, the 
hardening term increment Δ𝑘1 can be calculated by solving the subloading surface 
function (𝑓(?̃?𝑛, ?̃?𝑛, 𝑘𝑛−1 + Δ𝑘1) = 0).  If angle 𝜃𝑛−1  is less than 90°  (cos𝜃𝑛−1 >
−𝐿𝑇𝑂𝐿), the tentative loading happens in the imposed pseudo time interval.  The 
elastoplastic constitutive law needs to be employed to evaluate the values of the 
stresses and the hardening term at the end of interval ∆𝑡𝑛  by the forward Euler 
method, which gives: 
  (22) 
A more accurate estimate of the stresses and the hardening term at the end of the 
pseudo time increment ∆𝑡𝑛 can be computed using the modified Euler procedure.  
  (23) 
where the superscript ‘^’ indicates that its variables are found by the modified Euler 
method.  For the tentative unloading, ∆σ2 = 𝐃
e(?̃?𝑛)∆ε𝑛
′  and the hardening term 
increment Δ𝑘2  can be calculated by solving the subloading surface function 
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(𝑓(σ̂𝑛, ?̂?𝑛, 𝑘𝑛−1 + 0.5Δ𝑘1 + 0.5Δ𝑘2) = 0).  For the tentative loading, ∆σ2  and Δ𝑘2 
can be calculated as follows: 
  (24) 
If 𝑅n
ERR  is not greater than a prescribed tolerance STOL, the current strain 
subincrement could be tentatively accepted.  The increment of the stresses (∆𝛔𝑛) is 
equal to 0.5(∆𝛔1 + ∆𝛔2), the stress vector (𝛔𝑛) is updated to ?̂?𝑛, and the hardening 
term (𝑘𝑛) is tentatively set to ?̂?𝑛.  Then, we have to recheck the tentative loading-
unloading decision by equation (18) (see the flowchart shown in Figure 7).  If the 
rechecking is successful, the tentatively updated stresses, and the tentatively updated 
hardening term are finally accepted and the current substep with a pseudo time (∆𝑡𝑛) 
has been completed.  Otherwise, the tentatively updated stresses and tentatively 
updated hardening term should be rejected.  A division point (𝛼  or 𝛼) should be 
calculated according to equation (19) (see Figure 7), and the pseudo time for the 
current substep should be reduced to ∆𝑡𝑛(= 𝛼∆𝑡𝑛 = 𝛼−𝑡𝑛−1).  The entire substep 
with the reduced pseudo time (∆𝑡𝑛) should be recalculated. 
If 𝑅n
ERR is greater than a fixed tolerance STOL, this substep should be rejected, and 
∆𝑡𝑛 should be reduced to 𝑟∆𝑡𝑛 where 𝑟 = 0.9√𝑆𝑇𝑂𝐿 𝑅nERR⁄ (0.1 ≤ 𝑟 ≤ 1.1) until the 
recalculated 𝑅n
ERR  is not greater than the STOL.  Then, the loading-unloading 
rechecking procedure will be applied until the rechecking is successful.  The next 
pseudo time step ∆𝑡𝑛+1 is set to 𝑟∆𝑡𝑛.  To limit the maximum number of pseudo time 
increments in a given loading increment and prevent the increments from growing 
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immediately after a failed subincrement, minimum and maximum pseudo time 
increments are needed.  To allow for cases where no subincrements are needed, the 
initial pseudo time step is typically set to unity.  The end of the integration procedure 
for this step is reached when all the substeps are complete (∑∆𝑡 = 𝑡 = 1). 
Subloading surface drift correction 
At the end of each subincrement, the drift correction should be imposed to ensure that 
the current stress-temperature state lies on the subloading surface within a prescribed 
tolerance FTOL.  The updated stresses may drift from the subloading surface when 
|𝑓(𝛔, 𝑇, 𝑘)| ≥ FTOL, and a drift correction should be applied, which changes only the 
stresses and the hardening term while leaving the strain and temperature unchanged 
(𝛿𝛆=0 and 𝛿T=0).  Ignoring the second and higher-order terms, the correct subloading 
surface function (𝑓)̿ can be expanded in a Taylor series as follows, 
  (26) 
where aTand 𝜕𝑓 𝜕𝑘⁄  are evaluated at the updated variables of 𝛔, 𝑇 and 𝑘.  𝛿σ is the 
correction for the stress vector, and 𝛿𝑘  is the correction for the hardening term.  
Following the correction equations in Sloan et al. (2001), 𝛿σ = −𝛿𝜆𝐃M
e 𝐛 and 𝛿𝑘 =
𝛿𝜆𝐵 , the multiplier 𝛿𝜆  can be solved from equation (26) by considering 
𝛿𝛆=0 and 𝛿T=0: 
  (27) 
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Thus, the corrected stress vector (?̿?) and the corrected hardening term (?̿?) can be 
calculated via ?̿? = σ + 𝛿σ and ?̿? = 𝑘 + 𝛿𝑘. 
A completed pseudo-program for integrating the non-isothermal UH model is 
presented in Appendix B. 
PERFORMANCE EVALUATION 
Examples of loading-unloading decisions 
The accuracy (error) and efficiency (CUP time) of the DC method are assessed by two 
numerical examples in this section, both of which are designed to including both 
loading and unloading processes within the given increments.  The soil parameters 
used in these examples are shown in Table 1 and are extracted from Yao and Zhou 
(2013). 
Table 1 Material parameters and initial states of a hypothetical soil for numerical studies 
Material parameters and initial states  Hypothetical soil  
Material parameters 
Critical state stress ratio at T0, M  0.87 
Hvorslev slope, MH  0.5 
Elastoplastic compression index, 𝜆  0.12 
Elastic unloading index, 𝜅   0.02 
Thermo-elastoplastic compression index, 
𝜆T  4×10
-4 
Thermo-elastic compression index, 𝜅T  -1×10
-4 
Poisson's ratio, 𝜈  0.3 
Initial states 
Initial void ratio, e0   1.2 
Over consolidation ratio, OCR  4 
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Nonconvex subloading surface with a given stress-temperature increment (fixed 
substeps) 
In the first numerical example, an isotropic thermo-mechanical path is selected to 
check the validity and efficiency of the DC method.  The initial effective stresses 
𝜎1(= 𝜎2 = 𝜎3) = 100kPa , and the initial temperature 𝑇0 = 20℃ .  As shown in 
Figure 9, the thermo-mechanical increment (step) is ∆𝑝 = −55.60kPa  and ∆𝑇 =
63.94℃, which penetrates the initial nonconvex subloading surface and leads to the 
thermo-mechanical loading/unloading.  The LTOL for this numerical example is set to 
10-11.  The forward Euler method with different fixed substeps (100, 1000, and 10000 
substeps) is used for the numerical integration, and three different methods (i.e., the 
CV method, the RF method and the DC method) are employed for the loading-
unloading decision. 
 
Figure 9 Loading-unloading decision with a given stress-temperature increment in the p-T plane 
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In terms of the CV method, the initial subloading surface (AA1) is treated as the 
conventional yield surface, and the loading-unloading decision is made only by the 
total increment.  Because the final thermo-mechanical point (see Point D) stays inside 
of the initial subloading surface, the whole stress path (𝐴𝐷⃗⃗ ⃗⃗  ⃗) is computed as elastic (i.e., 
no division point and 𝜀v
p
= 0, as shown in Table 2).  For the CV method, the loading-
unloading decision is made only once at the step level but not perform at the substep 
level. 
The RF method is able to estimate the location of the division point (see point C) for 
this thermo-mechanical path.  Therefore, 𝐴𝐶⃗⃗⃗⃗  ⃗ is computed as elastoplastic, and 𝐶𝐷⃗⃗⃗⃗  ⃗ is 
treated as purely elastic.  The plastic volumetric strain can also be calculated (see 
Table 2).  The RF method needs to calculate the number of roots for each substep, for 
example, by the Kronecker-Picard (KP) method, which involves a process of 
numerical integration (integration range 0~1).  For the KP numerical integration, we 
use the forward Euler method with 1000 fixed steps.  Because the KP numerical 
integration will be repeated for each substep, applying the RF method will 
significantly increase the computational time (see Table 2).  In addition, as discussed 
in the ‘Introduction’, the estimation error of the loading-unloading division point by 
the RF method depends on the size of the subincrement, which can be confirmed by 
this numerical example.  For the given stress-temperature increment, the division 
point is estimated at 0.38 using the increment with 100 substeps, 0.3770 using the 
increment with 1000 substeps and 0.3768 using the increment with 10000 substeps. 
Compared with the RF method, the DC method is able to find the division point with 
higher precision and a much lower CPU time.  If 10000 substeps are used to complete 
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the total stress-temperature increment, the location of the division point is identical (to 
four-digit precision) using both the RF method and the DC method.  However, the 
CPU time of the RF method is 1.354 seconds (104 times the CPU time of the CV 
method); whereas that of the DC method is only 4.4×10-3 seconds (10 times the CPU 
time of the CV method).  If the total stress-temperature increment is divided into 100 
substeps, the estimation error of the division point by the RF method is 8.5‰, with a 
CPU time of 0.0138 seconds.  Here, the division point estimated with 10000 substeps 
is used as the benchmark.  The DC method still can accurately predict the division 
point (to four-digit precision) with a CPU time of 6.0×10-5 seconds if 100 substeps are 
employed. 
Table 2 Different loading-unloading decision methods for given stress-temperature increments 
Substeps Items CV RF† DC 
100 
Plastic volumetric strain 0 4.725×10-5 4.725×10-5 
Division point§ - 0.3800 0.3768 
CPU time ‡ (seconds) 5.0×10-6 0.0138 6.0×10-5 
1000 
Plastic volumetric strain 0 4.725×10-5 4.725×10-5 
Division point - 0.3770 0.3768 
CPU time (seconds) 2.4×10-5 0.134 5.4×10-4 
10000 
Plastic volumetric strain 0 4.725×10-5 4.725×10-5 
Division point - 0.3768 0.3768 
CPU time (seconds) 2.3×10-4 1.354 4.4×10-3 
†The forward Euler method with 1000 fixed steps is used for KP numerical integration from 0 to 1. 
§The Division point is indicated by the  value. 
‡An Intel® Core™ i7-3770 CPU with a 3.4 GHz processor is used for the numerical study. 
 
Convex subloading surface with a given strain-temperature increment (adaptive 
substeps) 
In the second numerical example, the temperature remains unchanged (∆𝑇 = 0 ) 
during the mechanical loading (drained).  T is set to 60°C, which is higher than the 
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reference temperature (𝑇0 = 20°C ).  The initial stresses at T are 𝜎1 = 𝜎2 = 𝜎3 =
100kPa .  The total given strain increments are Δ𝜀1 = 0.33%  and Δ𝜀2 = Δ𝜀3 =
−0.35%, to ensure that the stress path is initially toward the inside of the initial 
subloading surface on the q-p plane and penetrates the initial subloading surface (see 
Figure 10).  The LTOL for this numerical example is set to 10-11.  To evaluate the 
performance of the proposed loading-unloading decision scheme, three different 
loading-unloading decision methods (i.e., CV method, RF method and DC method) 
are employed in this example.  In this numerical example, all three loading-unloading 
decision methods are integrated into the adaptive substepping scheme with automatic 
error control.  The numerical integration results for different methods and integration 
tolerances (STOLs) are shown in Table 3. 
 
Figure 10 Loading-unloading decision with a given strain-temperature increment in the p-q plane 
In the second numerical example, the temperature remains unchanged (∆𝑇 = 0 ) 
during the mechanical loading (drained).  T is set to 60°C, which is higher than the 
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reference temperature (𝑇0 = 20°C ).  The initial stresses at T are 𝜎1 = 𝜎2 = 𝜎3 =
100kPa .  The total given strain increments are Δ𝜀1 = 0.33%  and Δ𝜀2 = Δ𝜀3 =
−0.35%, to ensure that the stress path is initially toward the inside of the initial 
subloading surface on the q-p plane and penetrates the initial subloading surface (see 
Figure 10).  The LTOL for this numerical example is set to 10-11.  To evaluate the 
performance of the proposed loading-unloading decision scheme, three different 
loading-unloading decision methods (i.e., CV method, RF method and DC method) 
are employed in this example.  In this numerical example, all three loading-unloading 
decision methods are integrated into the adaptive substepping scheme with automatic 
error control.  The numerical integration results for different methods and integration 
tolerances (STOLs) are shown in Table 3. 
The initial subloading surface is treated as the conventional yield surface by the CV 
method, and the loading-unloading decision is made by only the trial stress calculated 
at the beginning of the increment.  Because the trial stress stays outside the initial 
subloading surface, the whole stress path 𝐴𝐷⃗⃗ ⃗⃗  ⃗ is computed as elastoplastic.  For the 
CV method, the loading-unloading decision is made only once at the increment level 
but not at the subincrement level. 
Similar to the previous numerical example, both the root finding method (RF) and the 
proposed method (DC) are able to find division point B.  Therefore, 𝐴𝐵⃗⃗⃗⃗  ⃗ is computed 
as purely elastic, and 𝐵𝐷⃗⃗⃗⃗⃗⃗  is treated as elastoplastic.  The subloading surface shrinks 
before the state point reaches point B and expands after that.  However, the accuracy 
of the RF method for determining the division point depends on the size of the 
substep.  With a small number of substeps, which satisfies a STOL of 10-4, the 
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estimation error of the division point (the RF method) can be 42‰ with a CPU time 
of 0.0306 seconds if the result of the DC method is used as the benchmark.  If we 
reduce the STOL to 10-8, the estimation error of the division point (the RF method) 
can be reduced to 5‰, but the CPU time increases to 1.3788 seconds.  It is noted that 
along with the increase in the number of substeps in the RF method with a huge 
sacrifice of computational efficiency, the predicted location of the division point 
approaches the result of the DC method.  Compared with the RF method, the DC 
method is capable of determining the division point with more accuracy and much 
less CPU time. 
Table 3 Different loading-unloading decision methods for a given strain-temperature increment 
Method Stresses after the total given increment (kPa) 
stress 
ratio  
STOL 
Total 
success 
substeps 
  
Division 
point§ 
 
CPU time 
‡ 
(seconds) 
  
 
σ1 σ2 σ3 p q η (=q/p) 
    
CV 100.6358 47.6282 47.6282 65.2974 53.0076 0.812 10-4 65 - 0.00624 
RF† 
98.2672 46.5576 46.5576 63.7941 51.7096 0.811 10-4 78 0.4309 0.0306 
98.2633 46.5554 46.5554 63.7914 51.7079 0.811 10-6 547 0.4154 0.1479 
98.2632 46.5554 46.5554 63.7913 51.7078 0.811 10-8 5438 0.4138 1.3788 
DC 
98.2628 46.5551 46.5551 63.7910 51.7077 0.811 10-4 56 0.4136 0.00941 
98.2632 46.5554 46.5554 63.7913 51.7078 0.811 10-6 545 0.4136 0.0130 
98.2632 46.5554 46.5554 63.7913 51.7078 0.811 10-8 5439 0.4136 0.0428 
†The forward Euler method with 1000 fixed steps is used for KP numerical integration from 0 to 1 
§The Division point is indicated by the  value. 
‡An Intel® Core™ i7-3770 CPU with a 3.4 GHz processor is used for the numerical study 
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Application of an explicit integration scheme with the DC method 
The proposed explicit numerical integration scheme for subloading surface 
elastoplasticity with the DC method is employed here to implement the non-
isothermal UH model into a finite element analysis of a unit cube.  All the numerical 
results presented in this section are obtained using an Intel® Core™ i7-3770 CPU 
with a 3.4 GHz processor. 
Drained conventional triaxial compression (CTC) tests under non-isothermal 
conditions (22oC and 90oC) as are simulated by the non-isothermal UH model to 
evaluate the performance of the proposed numerical integration algorithm.  The 
laboratory tests were conducted on a remoulded kaolin clay with a variety of OCRs 
(=1, 2, 3, 6) at 22oC and 90oC by Cekerevac and Laloui (2004).  All the model 
parameters were calibrated by the test results at room temperature (22oC) and using 
isotropic heating/cooling tests and are listed in Table 4. 
Table 4 Material parameters and initial states of remoulded kaolin 
Material parameters and initial states  
Remoulded 
kaolin 
Material parameter 
Critical state stress ratio at T0, M  0.87 
Hvorslev slope, MH 
 
0.4 
Elastoplastic compression index, 𝜆 
 
0.18 
Elastic unloading index, 𝜅  
 
0.05 
Thermo-elastoplastic compression index, 
𝜆T 
 
1.8×10-4 
Thermo-elastic compression index, 𝜅T 
 
-0.5×10-4 
Poisson's ratio, 𝜈 
 
0.3 
Initial states 
Void ratio at pre-consolidation stress, e0  
 
0.94 (600 kPa) 
Overconsolidated ratio, OCR 1, 2, 3, 6 
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The proposed explicit integration scheme is employed to impose a target axial strain 
(Δ𝜀1) of 40% at constant temperatures (𝑇 = 22℃ and 𝑇 = 90℃).  The FEM (a unit 
cube element) simulation results versus the experimental data of remoulded kaolin 
with different OCRs at 22oC and 90oC are shown in Figure 11. 
 
Figure 11 CTC test results and FEM simulations on a kaolin clay (data from Cekerevac and 
Laloui, 2004) 
Efficiency evaluation 
FEM simulations with an OCR of 1 (normally consolidated, NC) and 6 
(overconsolidated, OC) at 90oC are used to study the efficiency of the numerical 
integration algorithm proposed in this research.  To assess the accuracy of the scheme, 
a global error function GE is introduced as follows: 
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  (28) 
where m is the number of data points for estimating the global error, 𝛔𝑖
ref  is the 
reference stress matrix of the ith data point, and 𝛔𝑖 is the calculated stress matrix of the 
ith data point.  The number of data points is equal to the number of increments, which 
is set to 20, for the target axial strain (Δ𝜀1 = 0.4).  For each increment (Δ𝜀1 = 0.02), 
either fixed or adaptive substeps can be further applied to enhance the precision of the 
integration.  In this research, the number of data points is set to 20 as well (m = 20). 
The forward Euler method with various numbers of total subincrements (20, 200, 
2000 and 20,000) is used to generate the benchmarks (DC method is integrated).  
Furthermore, the forward Euler method with 20,000 total subincrements is used to 
obtain the reference results (𝛔𝑖
ref) to determine the global error.  The computed results, 
including CPU time and global error, are shown in Table 5.  The results show that the 
global error decreases as the size of the subincrement decreases.  As shown in Table 5, 
the global error and CPU time for the OC soil (OCR = 6) are larger than that of the 
NC soil (OCR = 1) due to the highly non-linear stress-strain relationship with peak 
strength and post-peak softening. 
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Table 5 Global errors and CPU times of applying the forward Euler method to the non-
isothermal UH model 
OCR 
Number of 
increments 
Number of total 
subincrements 
CPU time (s) Total substeps Global error 
1 
20 20 0.000078 20 4.35×10-3 
20 200 0.000610 200 8.85×10-4 
20 2000 0.004665 2000 8.24×10-5 
20 20000 0.040807 20000 - (reference) 
6 
20 20 0.000103 20 1.56×10-2 
20 200 0.000772 200 1.43×10-3 
20 2000 0.005757 2000 1.28×10-4 
20 20000 0.051391 20000 - (reference) 
 
The proposed adaptive substepping explicit integration scheme using the DC method 
is employed to implement the non-isothermal UH model.  The local stress integration 
error tolerance (STOL) is set to four different values (i.e., 10-1, 10-2, 10-3 and 10-4) and 
the number of increments is set to 20.  Global errors and CPU times with different 
STOLs for both OC and NC soil samples are listed in Table 6.  As shown in Table 6, 
for both OC and NC soils, refining the STOL reduces the global error effectively.  
With the same value of STOL, the OC soil requires more substeps than the NC soil.  
This implies that the higher non-linear constitutive behaviours require smaller 
subincrement sizes (which leads to more CPU time) to meet on the local error control 
requirements.  For example, when the STOL is set to 10-4, the total successful substeps 
are 168 and 215 for NC and OC soils, respectively.  Compared with the benchmarks 
obtained from the forward Euler scheme (see Table 5), the proposed explicit scheme 
with adaptive substeps can distinctively reduce the CPU time with the same level of 
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global error (see Table 6).  For example, for OC soil, the forward Euler scheme 
requires 0.005757s CPU time to achieve 1.28× 10-4 global error, whereas the 
proposed scheme requires only 0.000270s CPU time to achieve the same level of 
global error (1.36×10-4).  Because the advanced loading-unloading decision scheme 
(either RF method or DC method) should be repeated for each subincrement, reducing 
the number of successful substeps will markedly enhance the efficiency of the 
integration scheme.  Therefore, the adaptive substepping method seems to be more 
suitable for subloading surface plasticity than the forward Euler method with fixed 
substepping, especially when advanced loading-unloading decision methods are taken 
into account. 
Table 6 Global errors and CPU times of applying the proposed scheme to the non-isothermal UH 
model 
OCR 
Number of 
increments 
STOL CPU time (s) 
Total successful 
substeps 
Global 
error 
1 
20 10-1 0.000092 22 4.30×10-3 
20 10-2 0.000122 29 8.96×10-4 
20 10-3 0.000230 60 1.63×10-4 
20 10-4 0.000527 168 2.51×10-5 
6 
20 10-1 0.000103 23 5.93×10-3 
20 10-2 0.000150 33 8.82×10-4 
20 10-3 0.000270 77 1.36×10-4 
20 10-4 0.000668 215 2.83×10-5 
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Effect of increment size 
In the proposed integration scheme, the number of increments may also affect the 
precision of the integration, especially when the STOL is set to a coarse value and the 
stress-strain relationship is highly non-linear.  Figure 12 shows the effect of the size 
of the increment (∆𝜀1 = 0.02 and 0.0002 or the number of increments = 20 and 2000) 
on the FEM simulation results (90oC) with different STOLs (= 10-1 and 10-5) and 
different OCRs (= 1 and 6).  As shown in Figure 12(b) and (d), the effect of the size 
of the increment can be almost ignored when the STOL is set to 10-5, which means the 
size of increment can be set to a relatively large value if the STOL is set to a small 
value.  When the STOL is set to 10-1, the effect of the size of the increment is tangible 
(see Figure 12(a) and (c)), which indicates that the precision of the explicit integration 
is governed by not only the value of STOL but also the number of increments.  The 
effect of the size of the increment can be more distinctive if the stress-strain 
relationship is more non-linear (such as in Figure 12(c)). 
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Figure 12 Simulated triaxial results with different sizes of increments and STOLs at 90ºC 
Figure 13 shows the global error in terms of 𝜎1 for different values of STOL (10
-1~10-
5) and OCR (= 1 and 6).  For a given STOL, the values of 𝜎1 for twenty data points are 
calculated using two different increments sizes (∆𝜀1 = 0.02 and 0.0002).  According 
to Figure 13, the effect of the increment size decreases along with the tightening of 
the STOL.  For the typical value of STOL (i.e., 10-3~10-4), the global error due to the 
different increment sizes is approximately 10-4 ~10-5. 
 
Figure 13 Influence of increment size on global error for different values of STOL 
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CONCLUSION 
An adaptive substepping explicit integration scheme with a novel loading-unloading 
decision method is developed for the non-isothermal UH model (Yao and Zhou, 2013) 
by treating temperature as an additional strain-like variable.  The non-isothermal UH 
model involves a convex subloading surface in the p-q plane and a nonconvex 
subloading surface in the p-T plane, which may result in an incorrect 
elasticity/elastoplasticity judgement if the conventional loading-unloading decision 
method is employed directly.  In this paper, a simple but robust loading-unloading 
decision method, the Double Cosine (DC) method, is proposed to solve the problems 
associated with convex/nonconvex subloading surface models.  Compared with the 
root-finding (RF) method (Pedroso et al., 2008), the proposed DC method can provide 
a more accurate loading-unloading decision with higher computational efficiency.  By 
taking the non-isothermal UH model as an example, this paper shows that the 
adaptive explicit integration scheme embedded with the DC method is capable of 
integrating complicated constitutive models with high precision and a low 
computational time. 
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APPENDIX A  
The completed Pegasus scheme for finding the division point is detailed as below: 
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Prerequisite: sign(cos𝜃𝑛−1) is opposite to sign(cos𝜃𝑛) 
 
1. Enter subroutine with stresses σn-1, temperature 𝑇n-1, and stress increment Δ𝛔𝑛 based on 
the tentative loading-unloading decision and the initial values of 𝛼0 (=
∑ Δ𝛆𝑖
′𝑛−1
𝑖=1
Δ𝛆′
) and 
𝛼1 (=
∑ Δ𝛆𝑖
′𝑛
𝑖=1
Δ𝛆′
), bounding 𝛼 with cos𝜃α(𝛼1) having an opposite sign of cos𝜃α(𝛼0). 
2. Calculate cos𝜃𝛼(𝛼0) and cos𝜃𝛼 (𝛼1) from equation (19). 
3. Set cos𝜃a = cos𝜃𝛼(𝛼0) and cos𝜃b = cos𝜃𝛼(𝛼1). 
4. Perform steps 5-8 until step 6 is true. 
5. Calculate: 
𝛼 = 𝛼1 − cos𝜃b×(𝛼1 − 𝛼0)/(cos𝜃b − cos𝜃a)  and set cos𝜃x = cos𝜃𝛼(𝛼) 
6. If |cos𝜃x| ≤ 𝐿𝑇𝑂𝐿, go to step 9. 
7. If cos𝜃x has an opposite sign to cos𝜃b, then: 
set 𝛼0 = 𝛼1 and cos𝜃0 = cos𝜃b, 
else set: 
cos𝜃a = cos𝜃bcos𝜃a/(cos𝜃b+cos𝜃x). 
8. Set 𝛼1 = 𝛼 and cos𝜃b = cos𝜃x 
9. Exit subroutine with 𝛼 
APPENDIX B 
All the steps of the explicit numerical integration scheme with the adaptive 
substepping, the DC method and the drift correction are summarised via a pseudo-
program as follow: 
 
1. Enter subroutine with initial stresses σ0, initial temperature 𝑇0, initial hardening term 
𝑘0 , strain increment ∆ε  and temperature increment ∆𝑇  for the current step ( ∆ε
′ ), 
subloading surface tolerance FTOL, direction cosine tolerance LTOL, and local error 
tolerance STOL. 
 
2. Set 𝑡 = 0, ∆𝑡 = 1, σ𝑡 = σ0, k𝑡 = k0 and 𝑇𝑡 = 𝑇0. 
 
3. While 𝑡 < 1, perform steps 4-13. 
 
4. Compute the direction cosine between the ONV for the subloading surface (a𝑡,
𝜕𝑓
𝜕𝑇𝑡
) and 
the trial increment (∆σe, ∆𝑇𝑡): 
∆σe = 𝐃e(σ𝑡) ∙ (∆𝑡∆ε
′), ∆𝑇𝑡 = ∆𝑡∆𝑇 
cos𝜃𝑡 =
(𝐚𝑡 ,
𝜕𝑓
𝜕𝑇𝑡
)
T
(∆σe, ∆𝑇𝑡)
‖𝐚𝑡,
𝜕𝑓
𝜕𝑇𝑡
‖‖∆σe, ∆𝑇𝑡‖
 
where a𝑡 and 
𝜕𝑓
𝜕𝑇𝑡
 are evaluated at σ𝑡 and 𝑇𝑡. 
 
5. Compute ∆σ1 and ∆𝑘1 
    if cos𝜃𝑡 > −𝐿𝑇𝑂𝐿: 
        ∆σ1= 𝐃
ep(σ𝑡 , k𝑡 , 𝑇𝑡) ∙ ∆𝑡∆ε
′ 
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        ∆𝑘1 = 𝐖
ep(σ𝑡 , k𝑡 , 𝑇𝑡) ∙ ∆𝑡∆ε
′ 
    else 
        ∆σ1= 𝐃
e(σ𝑡 , k𝑡 , 𝑇𝑡) ∙ ∆𝑡∆ε
′ 
        ∆𝑘1 can be solved from: 
𝑓(𝛔𝑡 + ∆σ1, 𝑘𝑡 + ∆𝑘1, 𝑇𝑡 + ∆𝑇𝑡  ) = 0 
    End if 
σ̃𝑡 = σ𝑡 + ∆σ1, ?̃?𝑡 = 𝑘𝑡 + ∆𝑘1, and ?̃?𝑡 = 𝑇𝑡 + ∆𝑇𝑡  
 
6. Compute ∆σ2 and ∆𝑘2 
    if cos𝜃𝑡 > −𝐿𝑇𝑂𝐿: 
        ∆σ2=𝐃
ep(σ̃𝑡 , ?̃?𝑡 , ?̃?𝑡) ∙ ∆𝑡∆ε
′ 
        ∆𝑘2 = 𝐖
ep(σ̃𝑡 , ?̃?𝑡 , ?̃?𝑡) ∙ ∆𝑡∆ε
′ 
    else 
        ∆σ2=𝐃
e(σ̃𝑡 , ?̃?𝑡 , ?̃?𝑡) ∙ ∆𝑡∆ε
′ 
    ∆𝑘2 can be solved from:  
𝑓(σt + 0.5∆σ1 + 0.5∆σ2, ?̃?𝑡 , 𝑘𝑡 + 0.5Δ𝑘1 + 0.5Δ𝑘2) = 0 
    End if  
?̂?t = σt +
1
2
(∆σ1 + ∆σ2), ?̂?𝑡 = 𝑘𝑡 +
1
2
(∆𝑘1 + ∆𝑘2), and ?̂?𝑡 = ?̃?𝑡 
 
7. Determine the relative error for the current substep from: 
𝑅n
ERR = 0.5max {
‖∆σ1 − ∆σ2‖
‖?̂?t‖
,
|∆𝑘1 − ∆𝑘2|
|?̂?𝑡|
} 
 
8. If 𝑅n
ERR > 𝑆𝑇𝑂𝐿 , the substep failed, and a smaller time step needs to be found by 
computing: 
𝑟 = max {0.9√𝑆𝑇𝑂𝐿 𝑅nERR⁄ , 0.1}, 
and then set: 
∆𝑡 ← max{𝑟∆𝑡, ∆𝑡}, 
return to step 4. 
 
9. If 𝑅n
ERR ≤ 𝑆𝑇𝑂𝐿, the substep is successful with regard to the local error control. Then, 
recheck the direction cosine between the ONV of the updated subloading surface 
(a𝑡+∆𝑡 ,
𝜕𝑓
𝜕𝑇𝑡+∆𝑡
) and the initial trial increment (∆σe, ∆𝑇𝑡): 
cos𝜃𝑡+∆𝑡 =
(𝐚𝑡+∆𝑡 ,
𝜕𝑓
𝜕𝑇𝑡+∆𝑡
)
T
(∆σe, ∆𝑇𝑡)
‖𝐚𝑡+∆𝑡 ,
𝜕𝑓
𝜕𝑇𝑡+∆𝑡
‖‖∆σe, ∆𝑇𝑡‖
 
where a𝑡+∆𝑡 and 
𝜕𝑓
𝜕𝑇𝑡+∆𝑡
 are evaluated at ?̂?t and ?̂?𝑡. 
 
10. If the sign of cos𝜃𝑡+∆𝑡  is the same as the sign of cos𝜃𝑡 , update the stresses and the 
hardening term according to: 
σ𝑡+∆𝑡 = ?̂?t, 𝑘𝑡+∆𝑡 = ?̂?𝑡, and 𝑇𝑡+∆𝑡 = ?̂?𝑡 
else 
find 𝛼 according to equation (19) and then set: 
∆𝑡 ← 𝛼 − 𝑡, 
return to step 4. 
 
11. If |𝑓(σ𝑡+∆𝑡 , 𝑇𝑡+∆𝑡 , 𝑘𝑡+∆𝑡)| > 𝐹𝑇𝑂𝐿 , then σ𝑡+∆𝑡  and 𝑘𝑡+∆t  need to be corrected to the 
subloading surface according to equation (27). 
 
12. Obtain the size of the next substep by computing: 
𝑟 = max {0.9√𝑆𝑇𝑂𝐿 𝑅nERR⁄ , 1.1}. 
If the previous step failed, limit the step size growth further by enforcing: 
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𝑟 = min{𝑟, 1}. 
Compute new step size, and update pseudo time to 
𝑡 ← 𝑡 + ∆𝑡, 
∆𝑡 ← 𝑟∆𝑡. 
 
13. Ensure that the next step size is not smaller than the minimum, and check the step size 
to avoid the pseudo time of integration exceeding one by setting: 
∆𝑡 ← max{∆𝑡, ∆𝑡min}, 
∆𝑡 ← min{∆𝑡, 1 − 𝑡}. 
 
14. Exit subroutine with stresses σ1, temperature 𝑇1 and hardening term 𝑘1 at the end of the 
increment with 𝑡 = 1. 
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ABSTRACT 
An adaptive substepping explicit integration scheme is developed for a porosity-
dependent hydro-mechanical model for unsaturated soils.  The model is referred to as 
the modified 𝛔 – Θ  model in this paper, which features the employment of the 
subloading surface plasticity and the stress-saturation approach.  On numerical 
aspects, convex/nonconvex subloading surfaces in the 𝛔–Θ  space may result in 
incorrect loading-unloading decisions during the integration.  A new loading-
unloading decision method is developed here to solve the problem and then embedded 
into the explicit integration scheme for the modified 𝛔–Θ model.  In addition, to 
enhance the accuracy of the explicit integration, local errors from both hydraulic and 
mechanical components are included in the error control for each substep.  A drift 
correction method is also developed to ensure the state point lies on the subloading 
surface in the 𝛔–Θ space within a set error level.  The performance of the loading-
unloading decision method for the modified 𝛔 – Θ  model is discussed through 
comparing it with the conventional loading-unloading decision method.  The 
importance of involving the hydraulic component in the error control is also 
demonstrated.  The accuracy and efficiency of the proposed adaptive substepping 
explicit integration scheme for the modified 𝛔–Θ model are also studied via several 
numerical examples. 
KEYWORDS 
Explicit integration, unsaturated soil, constitutive model, subloading surface plasticity, 
error control, adaptive substepping, loading-unloading decision 
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INTRODUCTION 
Most of the existing constitutive models for unsaturated soils are proposed in the 
space of stress and suction, which is referred to as the ‘stress-suction approach’ in 
this paper.  Some of them are developed in the space of net stress (?̅?) and suction (𝑠), 
such as the Barcelona Basic model (Alonso et al. 1990) and the SFG model (Sheng et 
al. 2008a).  The others are established in the space of Bishop’s effective stress (𝛔) and 
suction (𝑠), such as models proposed by Loret and Khalili (2002), Gallipoli et al. 
(2003), Wheeler et al. (2003), Sheng et al. (2004), Pereira et al. (2005), Sun et al. 
(2007), Muraleetharan et al. (2009) and Hu et al. (2014).  In general, the matric 
suction (𝑠) is adopted as a fundamental constitutive variable in the stress-suction 
approach.  Although achieving a great success in modelling mechanical behaviours of 
unsaturated soils, the stress-suction approach suffers from some limitations.  For 
example, the models by the stress-suction approach generally cannot describe hydro-
mechanical coupled behaviours well for unsaturated soils (Sheng and Zhou 2011; 
Zhou et al. 2012).  Recently, some researchers (Romero and Jommi 2008; Tamagnini 
2004; Zhang and Ikariya 2011; Zhou et al. 2012) suggest that hydro-mechanical 
coupled behaviours of unsaturated soils can be better interpreted in the space of 
Bishop’s effective stress and saturation (either degree of saturation or effective degree 
of saturation), which is referred to as the ‘stress-saturation approach’ here since 
saturation replaces suction as the fundamental constitutive variable.  Based on the 
conventional elastoplasticity, Zhou et al. (2012) proposed a hydro-mechanical 
constitutive model for unsaturated soils (the original 𝛔–Θ model) in the space of 
Bishop’s effective stress (𝛔) and effective degree of saturation (Θ).  Zhou and Sheng 
(2015) modified the original 𝛔–Θ model by employing the concept of subloading 
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surface plasticity (SSP) to take into account the porosity-dependence of hydro-
mechanical behaviours for unsaturated soils.  This model is referred to as the modified 
𝛔–Θ model in this paper. 
When considering modelling of unsaturated soils by Finite Element Method (FEM), 
accurate and efficient integration strategies of the constitutive relationship should be 
studied at the stress point level first.  The stress point integration (or termed as stress 
update) is indeed the starting point when implementing complex non-linear 
elastoplastic constitutive models into Finite Element (FE) routines.  The stress state is 
required to be updated at each Gauss point a number of times using the stress 
integration procedure.  The numerical integration of the constitutive relationship is 
therefore performed most frequently within a FE routine and the performance of the 
stress integration algorithm directly influences the stability, efficiency and accuracy 
of computations.  In general, algorithms for the numerical integration are mainly 
divided into two groups: implicit integration algorithms and explicit integration 
algorithms.  A number of explicit integration schemes has been developed for 
different constitutive models, such as for structured soil models (Zhao et al. 2005), 
non-isothermal soil models (Hong et al. 2012; Zhou and Zhang 2015) and unsaturated 
soil models (Cattaneo et al. 2014; Hu et al. 2015; Pedroso et al. 2008; Sheng et al. 
2008b; Sheng et al. 2003; Sołowski and Gallipoli 2010).  Although some attempts 
have been made to develop explicit integration schemes for unsaturated soil models, 
the existing schemes are generally for these models based on the conventional 
elastoplasticity and the stress-suction approach.  The purpose of this paper is to 
develop an explicit integration algorithm for the modified 𝛔–Θ model that is based on 
the unconventional elastoplasticity and the stress-saturation approach, as it can well 
 - 114 - 
 
 
predict hydro-mechanical coupled behaviours of unsaturated soils with different 
densities through employing only 12 material parameters.  Some difficulties in the 
implementation of the modified 𝛔–Θ model arise from the main features provided by 
the model. (i) It is a fully coupled hydromechanical model.  Either strains or effective 
degree of saturation are induced by both stress and suction changes.  The explicit 
scheme to integrate the stress-strain-saturation-suction relationship is much difficult 
than integrate the traditional stress-strain relationship. (ii) It employs the SSP 
framework other than the conventional elastoplasticity framework.  Some widely 
accepted numerical methods, such as loading-unloading decision method, developed 
for the conventional elastoplasticity framework are not valid for the SSP framework. 
This article is organised as follows.  Firstly, the modified 𝛔 -Θ  model is briefly 
reviewed.  Secondly, the explicit integration algorithm for the modified 𝛔-Θ model is 
developed by following steps: (i) constitutive equations are reformed by considering 
the effective degree of saturation as a ‘stress’ variable and the matric suction as a 
‘strain’ variable, (ii) a loading-unloading decision method is developed for subloading 
surfaces involved in the modified 𝛔 - Θ  model, and (iii) the complete explicit 
integration scheme with the error control and drift correction is developed.  Then, the 
performance of the loading-unloading method and the importance of including the 
hydraulic component in the error control are studied through several numerical 
examples.  Finally, the accuracy and efficiency of the proposed explicit integration 
scheme are also investigated by reviewing the global error and computational time, 
respectively. 
A notion table is provided at the end of this paper. 
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A BRIEF REVIEW OF MODIFIED 𝛔-𝚯 MODEL THE 
The modified 𝛔-Θ model was developed based on the subloading surface plasticity 
(SSP) for saturated soils (Hashiguchi 1989; Yao et al. 2009) and the stress-saturation 
approach (Zhou et al. 2012) for unsaturated soils.  It is able to model the porosity-
dependent hydro-mechanical coupled behaviour for unsaturated soils with only 12 
material parameters. 
The modified 𝛔-Θ constitutive model employs Bishop’s effective stress (𝛔) and the 
effective degree of saturation (Θ) as basic constitutive variables.  The Bishop effective 
stress and the effective degree of saturation can be expressed as: 
    ,
res
r r
0 res
r r
Θ and   Θ  
S S
s
S S

  

σ σ δ      (46) 
where ?̅? is the net stress (= 𝛔total − 𝑢a𝛅, 𝛔
total being the total stress and 𝑢a the pore 
air pressure), 𝑠 is the matric suction (= 𝑢a − 𝑢w, 𝑢w being the pore water pressure), 𝛅 
is the Kronecker delta, 𝑆r is the degree of saturation, 𝑆r
res is the residual degree of 
saturation, and 𝑆r
0 is the degree of saturation at zero suction.  The range of 𝑆r should 
be between 𝑆r
res and 𝑆r
0, i.e., 𝑆r
res ≤ 𝑆r ≤ 𝑆r
0. 
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Figure 1 Reference surface and subloading surface of the modified 𝛔-𝚯 model 
As shown in Figure 1, a subloading surface and a paired reference surface are 
employed in the modified 𝛔-Θ  model.  The employment of a subloading surface 
together with a reference surface is able to describe the effect of soil porosity on 
coupled hydro-mechanical behaviours of unsaturated soils.  The subloading surface (f) 
is written as: 
 
( )
exp ,
0
Θ
2
r c c c02
r r 0
1
0     and     d  
λ κ
λ κp q e
f p p p p H
p M pp λ κ

    
       
   
  (47) 
where 𝑝 is the Bishop effective mean stress, 𝑞 is the deviator stress, e is the void ratio, 
𝑝r is the initial effective mean stress for the original state at which the specific volume 
(𝑣) is equal to 𝑁, 𝑀 is the effective stress ratio (𝜂) at the critical state, 𝜆(Θ) is the 
compression index with respect to the effective degree of saturation and can be 
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written as 𝜆0 − (𝜆0 − 𝜆d)(1 − Θ)
𝑎1 (where 𝑎1 is the first hydromechanical interaction 
parameter, and 𝜆d is the compression index of dried soil), 𝑝c is the effective mean 
stress when 𝑞 = 0  and Θ = 1 , 𝑝c0  is the initial value of 𝑝c , 𝜆0  is the elastoplastic 
compression index for the saturated soil, 𝜅  is the elastic swelling index for the 
saturated soil, and 𝐻 is the unified hardening parameter defined as: 
 ,
4 4
pf
v4 4
d  
M η
H ε
M η



 (48) 
where 𝜂 is the effective stress ratio ( 𝜂 = 𝑞/𝑝), 𝜀v
p
 is the plastic volumetric strain, and 
𝑀f is the stress ratio related to the peak strength state.  According to Yao et al. (2012), 
𝑀f = 6 [√
𝑀h
𝑅
(1 +
𝑀h
𝑅
) −
𝑀h
𝑅
] , where 𝑀h is equal to 𝑀/[12(3 − 𝑀)] , and 𝑅  is the 
similarity ratio between the subloading surface and the reference surface (see Figure 
1).  𝑅 is defined as 𝑅 = 𝑝/𝑝∗  = 𝑞/𝑞∗, where 𝑝∗ and 𝑞∗ are the reference mean stress 
and reference deviator stress which can be found from the reference surface with a 
linear mapping rule (𝜂 = 𝑞/𝑝 = 𝑞∗/𝑝∗).  The reference surface (f*) in the modified 𝛔-
Θ model can be written as: 
 
 
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2**
* * * * p
r c c c0 v2
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qp e
f p p p p ε
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
          
    
  (49) 
where 𝑝c0
∗  is the initial value of 𝑝c
∗.  𝑝c0
∗  can be determined by the initial state point 
and the normal compression lines.  The specific equation for 𝑝c0
∗  has been given by 
equation (17) in Zhou and Sheng (2015).  The superscript ‘*’ stands for the variables 
related to the reference surface.  According to equation (4), R can be specified as  
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The update of the reference surface (f*) can be fully represented by updating the 
similarity ratio (R) in the integration.  Since the reference surface (f*) is not directly 
involved in the computation, the integration algorithm of the modified 𝛔-Θ model is 
only based on the subloading surface (f).  Since the associated flow rule is adopted 
here, 𝑔 = 𝑓. 
The elastic behaviour of the modified 𝛔-Θ model is expressed as: 
 
   
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( )
e e
v d
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d d       and d d
1+ 9 1 2 1+
κ ν κ
ε p ε q
p e ν p e
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 
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   , (51) 
where 𝜀v
e is the elastic volumetric strain, 𝜀d
e is the elastic deviator strain, and 𝜈 is the 
Poisson’s ratio. 
The variation of effective degree of saturation in the modified 𝛔-Θ model is governed 
by the suction as well as the volumetric strain due to net stresses (𝜀vσ̅).  The change of 
the effective degree of saturation is written as: 
 vσ
vσ
Θ Θ
dΘ d ds ε
s ε
 
 
 
, (52) 
where 
𝜕Θ
𝜕𝑠
 and 
𝜕Θ
𝜕𝜀vσ̅
 stand for contributions from the suction and the net stress to the 
effective degree of saturation, respectively.  The specific equations for 
𝜕Θ
𝜕𝑠
 and 
𝜕Θ
𝜕𝜀vσ̅
 are 
presented in Appendix A.  d𝜀vσ̅ = 𝐂vσ̅
T {d?̅?, d𝑞}, where ?̅? is the net mean stress.  The 
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derivation of 𝐂vσ̅
T  has been given by Zhou and Sheng (2015), and the derived equation 
for 𝐂vσ̅
T  is also presented in Appendix A.  The superscript ‘T’ is employed to indicate 
row vectors in this paper (e.g., x is defaulted as a column vector and xT is a row 
vector). 
EXPLICIT INTEGRATION 
Constitutive equations for the integration 
Either the effective stress (𝛔) or the net stress (?̅?) can be selected to perform the stress 
update for the unsaturated soil model regardless it is developed based on the ‘stress-
suction approach’ or the ‘stress-saturation approach’.  For example, Sheng et al. 
(2003) developed an explicit integration algorithm for the Barcelona Basic Model 
(BBM) by updating the effective stress.  Whereas, Sołowski and Gallipoli (2010) 
proposed an explicit integration scheme of the BBM, where the increment of the net 
stress instead of the effective stress is computed directly.  Although the modified 𝛔-Θ 
model is built in the space of effective stress (𝛔) and saturation (Θ), the net stress (?̅?) 
and saturation (Θ) will be updated directly in the developed explicit integration 
scheme from given suction (𝑠) and strain (𝛆) increments, because (i) the net stress is 
more fundamental, which is equal to the total stress if the air pressure is equal to the 
atmosphere, (ii) the effective stress can be easily calculated from the net stress with 
the given effective degree of saturation and matric suction, (iii) the net stress is 
independent of suction and saturation, and (iv) most importantly, as shown in 
equation (7), the hydraulic behaviour of unsaturated soils is governed by the suction 
as well as the volumetric strain caused by the net stress. 
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The elastic stress-strain relationship in the modified 𝛔-Θ model is written as: 
 ,
e e
σd d  ε C σ  (53) 
where 𝛆e is the elastic strain, and 𝐂σ
e  is the elastic compliance matrix with respect to 
the effective stress.  𝐂σ
e  can be determined from Hooke’s law as: 
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C  (54) 
where E is the elastic modulus and 𝐸 = 3(1 − 2𝜈)(1 + 𝑒)𝑝/𝜅 .  By substituting 
equations (1) and (7) to equation (8), the elastic strain increment can be written as the 
sum of the elastic strain due to the change of net stress, d𝛆σ̅
e , and the elastic strain 
increment due to the change of suction, d𝛆s
e: 
 ,e e e e es σ s σd d d d d  s   C C σε ε ε   (55) 
where 𝐂s
e is the elastic compliance matrix with respect to the suction and 𝐂σ̅
e  is the 
elastic compliance matrix with respect to the net stress.  𝐂s
e = 𝐂σ
e (
𝜕𝛔
𝜕𝑠
+
𝜕𝛔
𝜕Θ
𝜕Θ
𝜕𝑠
), and 
𝐂σ̅
e = 𝐂σ
e (
𝜕𝛔
𝜕?̅?
+
𝜕𝛔
𝜕Θ
𝜕Θ
𝜕𝜀vσ̅
𝐂vσ̅
T 𝛏), where 𝛏 = {(
𝜕?̅?
𝜕?̅?
)
T
, (
𝜕𝑞
𝜕?̅?
)
T
}. 
The total differential of the subloading surface (𝑓) can be calculated as: 
  (11) 
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Substituting equation (1) to equation (11) gives: 
  (12) 
The net stress increment (d?̅?) in equation (12) can be computed from the elastic strain 
due to the change of net stress (d𝛆σ̅
e ) as shown in equation (13), where d𝛆σ̅
e  is equal to 
the total strain increment (d𝛆) subtracts the sum of the plastic strain increment (d𝛆p) 
and the elastic strain increment due to the change of suction (d𝛆s
e): 
  (13) 
where 𝐃e is the elastic stiffness matrix with respect to the net stress and it is equal to 
the inverse matrix of 𝐂σ̅
e , d𝛆s
e can be calculated by a given suction increment, and d𝛆p 
can be calculated from: 
  (14) 
where Λ is the scalar plastic multiplier, and 𝑔 is the plastic potential function which is 
equal to f if the associated flow rule is adopted.  The increment of 𝑝c in equation (12), 
which is considered as the hardening term in the integration, can be computed from 
the plastic volumetric strain increment, d𝜀v
p
, as: 
  (15) 
Substituting equations (7), (13), (14) and (15) into equation (12), Λ can be solved as: 
.
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  (16) 
where 
  (17) 
Combining equations (7) (14) (13) and (16) together and considering the suction as a 
‘strain’ variable, the increments of the net stress and the effective degree of saturation 
can be written as: 
  (18) 
where Dep = {𝐃ep,  𝐖ep}T , d𝛆 is the increment of the generalised strain that is equal 
to {d𝛆, d𝑠} , and Wep = {
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  (19) 
Similarly, the increment of hardening term can be calculated by substituting equation 
(16) into equation (15): 
  (20) 
where 𝐇ep = {𝐇, 𝑄}T.  𝐇 and 𝑄 are defined as: 
  (21) 
In summary, provided that the effective degree of saturation is treated as a ‘stress’ 
variable and the suction as a ‘strain’ variable, the constitutive equations of modified 
𝛔-Θ model can be presented by the following synthetic form, as shown in Table 1. 
Table 1 Generalized constitutive equations of the modified 𝛔-𝚯 model 
Elastic (Unloading) {
d?̅?
dΘ
} = {
De
We
} d𝛆 
Elastoplastic (Loading) {
d?̅?
dΘ
d𝑝𝑐
} = {
Dep
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}d𝛆 
where De = {𝐃e, 𝐖e}T, We = {
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Loading-unloading decision 
One of the most important numerical features of the modified 𝛔-Θ model is that the 
stress point (𝛔, Θ) always stays on the subloading surface and the subloading surface 
shrinks/expands with the stress point unconditionally.  Therefore, the judgement 
regarding elasticity/elastoplasticity can be done by conducting the loading-unloading 
decision directly.  If the stress path is moving towards the inside of the subloading 
surface, the elastic response (unloading) occurs and elastic equations in Table 1 will 
be used for the stress update.  Otherwise, the elastoplastic response (loading) occurs 
and elastoplastic equations in Table 1 will be employed for the stress update. 
The loading-unloading decision method should be carefully designed for the modified 
𝛔-Θ model since it involves both a convex subloading surface in the p-q plane and a 
nonconvex subloading surface in the p-Θ plane, where p is the Bishop effective mean 
stress and q is the deviator stress.  The loading unloading decision problem related to 
the nonconvex conventional yield surface have been raised and studied (Pedroso et al. 
2008; Sheng et al. 2011; Sheng et al. 2008c) but that related to the convex/nonconvex 
subloading surfaces is rarely discussed in the literature.  In practice, the conventional 
loading-unloading decision method is usually applied directly to the integration of 
SSP models by treating the subloading surface as a conventional yield surface (Zhao 
et al. 2005).  The conventional method makes the loading-unloading decision based 
on the location of the trial stress at the nth step and the subloading surface updated 
from the (n-1)th step.  As shown in Figure 2, the decision based on the conventional 
method may incorrectly estimate the elastic/elastoplastic segments in a given 
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increment due to the subloading surface expanding/shrinking unconditionally with the 
stress path (Zhou and Zhang 2015).  Details are presented as follows. 
 
Figure 2 Increments including both unloading and loading segments: (a) convex subloading 
surface and (b) nonconvex subloading surface 
Due to the non-linearity of constitutive relationships, strain increment ∆𝛆 
(i.e., {∆𝛆, ∆𝑠}) usually needs to be divided into several substeps according to the error 
control purpose (see the next section, ‘Adaptive substepping scheme with the error 
control’).  The sum of subincrements (i.e., ∆𝛆1 ⋯∆𝛆𝑛 ⋯) is equal to increment ∆𝛆.  
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Let us apply the conventional method for the nth substep.  The decision is made by the 
relative location of the trial stress (p
𝑛
, 𝑞𝑛, Θ𝑛)  and the initial subloading surface 
determined by the (n-1)th substep.  In Figure 2(a), the trial stress is inside of the initial 
subloading surface, thus the substep will be computed as elastic.  In Figure 2(b), the 
substep will be computed as elastoplastic because the trial stress is outside of the 
initial subloading surface.  In fact, both stress pathsin Figure 2(a) and 2(b) include 
elastic (unloading) segments and elastoplastic (loading) segments within a given 
subincrement (∆𝛆𝑛).  For the scenario shown in Figure 2(a), the initial subloading 
surface (dot curve) shrinks to the tangential subloading surface (long dash curve) first 
and then expends to the final subloading surface (solid curve).  For the scenario 
shown in Figure 2(b), the initial subloading surface (dot curve) expands to the 
tangential subloading surface (long dash curve) first and then shrinks to the final 
subloading surface (solid curve).  The shrinkage of the subloading surface always 
leads to an unloading process (elastic) and the swelling of the subloading surface 
always results in a loading process (elastoplastic).  In fact, the error can be much 
greater than the situation above mentioned because the conventional loading-
unloading decision is usually conducted at the increment level (Sloan et al. 2001; 
Zhao et al. 2005) rather than at the subincrement level as did above.  In other words, if 
the loading is confirmed for an increment at the beginning of this increment, all the 
subincrments of this increment will employ the elastoplastic equations for the 
integration. 
A new loading-unloading decision method for the modified 𝛔-Θ model developed in 
this research is based on the method proposed by Zhou and Zhang (2015) for a non-
isothermal subloading surface model, which is able to find the division point between 
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the elastic (unloading) segment and elastoplastic (loading) segment for a given 
subincrement if it exists.  The decision can be made by checking the angle (𝜃 ) 
between the trial vector (TV) and the outward normal vector (ONV) of the subloading 
surface.  For example, at the nth substep, the cosine of the angle (cos𝜃) can be 
determined by following equation: 
  (22) 
where {
𝜕𝑓
𝜕𝛔
,
𝜕𝑓
𝜕Θ
} is the ONV of the subloading surface, and {Δ𝛔𝑛
e , ΔΘ𝑛
e } is the TV at the 
nth substep.  Δ𝛔𝑛
e  is calculated from equation (1) as Δ𝛔𝑛
e = ∆?̅?𝑛
e + ∆Θ𝑛
e𝑠𝑛𝛅 + Θ𝑛
e∆𝑠𝑛𝛅, 
∆?̅?𝑛
e  and ΔΘ𝑛
e  being computed from the elastic equations in Table 1 based on the 
given stress state (?̅?𝑛−1, Θ𝑛−1, 𝑠𝑛−1) at the (n-1)
th substep and the imposed strain 
subincrement Δ𝛆𝑛. 
The loading-unloading decision developed in this paper, for each substep, includes (i) 
a tentative decision process and (ii) a re-checking process.  As shown in Figure 2, a 
tentative loading-unloading decision should be made at the start of the integration 
substep.  The value of cos𝜃𝑛−1 is computed by equation (22), where the outward 
normal vector, ONVn-1, is evaluated by the stress state at the (n-1)
th substep.  Namely, 
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} |𝛔=𝛔𝑛−1, Θ=Θ𝑛−1 .  If cos𝜃𝑛−1 < −𝐿𝑇𝑂𝐿 , which means the angle 
𝜃𝑛−1 is greater than 90°, the trial vector is towards the inside of the initial subloading 
surface.  Accordingly, the stress subincrement ({∆?̅?𝑛, ∆Θ𝑛}) at the n
th substep is 
computed from the elastic equations in Table 1 tentatively.  Otherwise, the stress 
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subincrement ({∆?̅?𝑛, ∆Θ𝑛}) is computed from the elastoplastic equations in Table 1 
tentatively.  LTOL is a given tolerance, whose value can be set to 10-8~10-11. 
The tentative loading-unloading decision needs to be re-checked before the stress 
state can be updated finally.  At the end of the nth substep, cos𝜃𝑛 should be calculated 
by equation (22), where the outward normal vector ONVn, is evaluated at the 
tentatively updated stress state (σ𝑛, Θ𝑛).  σ𝑛 = σ̅𝑛 + Θ𝑛𝑠𝑛𝛅, σ̅𝑛 = σ̅𝑛−1 + ∆σ̅𝑛, Θ𝑛 =
Θ𝑛−1 + ∆Θ𝑛 and 𝑠𝑛 = 𝑠𝑛−1 + ∆𝑠𝑛.  Namely, ONV𝑛 = {
𝜕𝑓
𝜕𝛔
,
𝜕𝑓
𝜕Θ
} |𝛔=𝛔𝑛, Θ=Θ𝑛.  If the sign 
of cos𝜃𝑛 is different from that of cos𝜃𝑛−1 (i.e., either cos𝜃𝑛 ≥ −𝐿𝑇𝑂𝐿 if cos𝜃𝑛−1 <
−𝐿𝑇𝑂𝐿  or cos𝜃𝑛 < −𝐿𝑇𝑂𝐿  if cos𝜃𝑛−1 ≥ −𝐿𝑇𝑂𝐿 ), it means both loading and 
unloading processes are involved within the nth substep.  Therefore, a division point is 
required to separate the loading segment from the unloading segment.  The division 
point can be found by setting 𝜃α = 90°, which can be calculated by solving |cos𝜃α| ≤
𝐿𝑇𝑂𝐿.  The equation is given as follows: 
  (23) 
where ONVα is evaluated at the stress point (σ𝛼, Θ𝛼), where σ𝛼 = σ̅𝛼 + Θ𝛼𝑠𝛼𝛅, σ̅𝛼 =
σ̅𝑛−1 + ∆σ̅𝛼 , Θ𝛼 = Θ𝑛−1 + ∆Θ𝛼  and 𝑠𝛼 = 𝑠𝑛−1 + 𝛼∆𝑠𝑛 .  ONV𝛼 =
{
𝜕𝑓
𝜕𝛔
,
𝜕𝑓
𝜕Θ
} |𝛔=𝛔𝛼, Θ=Θ𝛼 .  Parameter 𝛼 is a number between 0 and 1, which is used to 
indicate the location of the division point.  If the tentative decision is unloading, ∆σ̅𝛼 
and ∆Θ𝛼 are computed from the elastic equation in Table 1 based on the known stress 
state (?̅?𝑛−1, Θ𝑛−1, 𝑠𝑛−1)  and the strain subincrement Δ𝛆𝛼 = 𝛼Δ𝛆𝑛 = {𝛼Δ𝛆𝑛, 𝛼∆𝑠𝑛} .  
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Otherwise, ∆σ̅𝛼 and ∆Θ𝛼 are computed by the elastoplastic equation in Table 1 based 
on the known stress state (?̅?𝑛−1, Θ𝑛−1, 𝑠𝑛−1) and the strain subincrement Δ𝛆𝛼.  The 
only unknown parameter (𝛼) in equation (24) can be solved by a variety of existing 
numerical methods.  Following Sloan et al. (2001), the Pegasus procedure from 
Dowell and Jarratt (1972) is employed in this paper. 
The loading-unloading decision method has to be used for each substep where the 
stress increment is assumed to be approximately linear, the size of which is 
determined by the requirement of error control, which is shown in the section 
‘Adaptive substepping scheme with the error control’.  To ensure that the stress point 
always stays on the subloading surface, which is essential for SSP models, a drift 
correction scheme should be employed as well for each substep (see the section ‘Drift 
correction’). 
Adaptive substepping scheme with the error control 
In this section, the integration scheme is demonstrated by assuming strains and 
suction are input variables, and net stresses and degree of saturation are output 
variables. 
The numerical integration scheme with adaptive substepping was initially proposed 
by Sloan (1987), in which the local error estimation in the original substepping 
procedure is calculated from the error of stress (𝑅err(𝛔)).  The accuracy of the 
integration is controlled by comparing the computed error (𝑅err) and the prescribed 
error tolerance (𝑆𝑇𝑂𝐿).  If 𝑅err > 𝑆𝑇𝑂𝐿, the substep is rejected whereas if 𝑅err ≤
𝑆𝑇𝑂𝐿 , the substep is accepted.  The size of the new substep, regardless current 
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substep is rejected or accepted, is estimated through comparing 𝑅err with 𝑆𝑇𝑂𝐿 for the 
current substep.  When applying the adaptive substepping procedure into saturated 
soil models (Sheng et al. 2000; Sloan et al. 2001), such as the Cam-clay model, the 
error of the hardening term (z) is added into the error control by setting 𝑅err =
max [𝑅err(𝛔), 𝑅err(𝑧)]. 
For unsaturated soil models, in addition to the error of mechanical component, the 
error of hydraulic component should also be taken into account, especially when the 
full hydromechanical coupling is highlighted and the net stress (?̅?) is employed in the 
stress update.  Following Sołowski and Gallipoli (2010), the error of mechanical 
component is calculated by 𝑅M
err = max [𝑅err(?̅?), 𝑅err(𝑝c)] .  Besides, the error of 
hydraulic component is also included by calculating the relative error of the effective 
saturation for each substep (i.e., 𝑅H
err = 𝑅err(Θ)) for drained conditions.  Considering 
the errors of both mechanical and hydraulic components, the local error (𝑅err) at the 
end of each substep is given as: 
  (24) 
where 
  (25) 
where {∆?̅?1, ∆Θ1, Δ𝑝c1} are calculated from the forward Euler method, {∆?̅?2, ∆Θ2, 
Δ𝑝c2} are calculated from the modified Euler method, which is a particular case of the 
explicit second order Runge-Kutta method, ?̂̅? = ?̅?0 + (∆?̅?1 + ∆?̅?2)/2 , Θ̂ = Θ0 +
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(∆Θ1 + ∆Θ2)/2, and ?̂?c = 𝑝c0 + (Δ𝑝c1 + Δ𝑝c2)/2.  {?̅?0, Θ0, 𝑝c0} are initial values at 
the start of the substep. 
The calculations based on both the forward and the modified Euler methods are 
shown in an example starting at pseudo time 𝑡 (0 ≤ 𝑡 ≤ 1) .  The pseudo time 
increment (∆𝑡) in the range of 0 < ∆𝑡 ≤ 1  is used to automatically divide strain 
increment ∆𝛆  in to subincrements.  The subincrements of strain, suction and 
generalised strain can be written as: 
 , (26) 
where ∆𝛆, ∆𝑠 and ∆𝛆 are the given increment of strain, suction and generalised strain, 
respectively. 
The tentative loading-unloading decision ( cos𝜃𝑡 ) should be conducted first to 
determine whether elastic or elastoplastic equations will be used for the following 
calculation.  The forward Euler method is adopted to calculate ∆?̅?1, ∆Θ1 and ∆𝑝c1 
according to Table 1: 
 , (27) 
where ?̅?𝑡, Θ𝑡, 𝑠𝑡 and 𝑝c𝑡 are the values of ?̅?, Θ, 𝑠 and 𝑝c at time 𝑡, respectively.  Either 
the generalised elastoplastic moduli (Dep , Wep and Hep ) or the generalised elastic 
moduli (De  and We ) are estimated by the values of related variables at time 𝑡 .  
Because the subloading surface should shrink along with the stress point even if 
,     and  t t tt s t s t           ε ε ε ε
 
 
 
 
 
Elastoplastic :  Elastic :
or
ep e
c
ep e
ep
c1 c
1 1
1 c 1      
,  Θ ,  ,  Θ
Θ Θ
,  Θ ,  
                                             
,  ,  
,  ,  Θ ,        ,  ,  
,  
t t t t t t t
t
t t t t
t t
t t t t t t
t
s p s
p s p
s p s
     
    
  





σ D σ ε σ D σ ε
W ε W
H σ ε
σ σ 
c1
Θ  
0
tt
p f






 
ε
 - 132 - 
 
 
unloading happens, ∆𝑝c1  for unloading (elastic) is obtained from solving: 𝑓(?̅?𝑡 +
∆?̅?1, Θ𝑡 + ∆Θ1, 𝑠𝑡 + ∆𝑡∆𝑠, 𝑝c𝑡 + ∆𝑝c1) = 0 .  The net stress, effective degree of 
saturation, suction and hardening parameter at time 𝑡 + Δ𝑡 from the forward Euler 
method can be calculated as ?̃̅? = ?̅?𝑡 + ∆?̅?1 , Θ̃𝑡 = Θ𝑡 + ∆Θ1 , ?̃?𝑡 = 𝑠𝑡 + ∆𝑡∆𝑠 , and 
𝑝c𝑡 = 𝑝c𝑡 + ∆𝑝c1, respectively. 
Based on the results from the forward Euler method, the modified Euler method is 
used to calculate ∆?̅?2, ∆Θ2 and ∆𝑝c2 according to Table 1: 
 , (28) 
where either the generalised elastoplastic moduli ( Dep , Wep and Hep ) or the 
generalised elastic moduli ( De  and We ) are estimated by the values of related 
variables at time 𝑡 + Δ𝑡 via the results from the forward Euler method.  To ensure the 
subloading surface moves simultaneously with the stress point during unloading, ∆𝑝c2 
for unloading (elastic) is found from solving:   𝑓(?̅?𝑡 + 0.5∆?̅?1 + 0.5∆?̅?2, Θ𝑡 +
0.5∆Θ1 + 0.5∆Θ2, ?̃?𝑡,  𝑝c𝑡 + 0.5∆𝑝c1 + 0.5∆𝑝c2) = 0.  The net stress, effective degree 
of saturation, suction and hardening parameter from the modified Euler method can 
be calculated as: ?̂̅?𝑡 = ?̅?𝑡 +
1
2
(∆?̅?1 + ∆?̅?1) , Θ̂𝑡 = Θ𝑡 +
1
2
(∆Θ1 + ∆Θ2) , ?̂?𝑡 = ?̃?𝑡  and 
 ?̂?c𝑡 =  𝑝c𝑡 +
1
2
(∆𝑝c1 + ∆𝑝c2). 
The local error of the substep (𝑅𝑡
err) is calculated by equation (25).  If 𝑅𝑡
err ≤ 𝑆𝑇𝑂𝐿, 
the substep is acceptable in terms of the error control.  The tentative loading-
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unloading decision has to be rechecked at the end of the substep.  If the sign of 
cos𝜃𝑡+∆𝑡 is different from the sign of cos𝜃𝑡, the substep cannot be accepted even if 
the local error is satisfactory.  The division point (𝛼) needs to be found from equation 
(23) and a new subincrement size is determined by the location of the division point 
(∆𝑡new = 𝛼∆𝑡).  If the tentative loading-unloading decision is confirmed, the net stress, 
effective saturation and hardening parameter can be updated to ?̅?𝑡+∆𝑡 = ?̂̅?𝑡, Θ𝑡+∆𝑡 =
Θ̂𝑡+∆𝑡  and 𝑝ct = ?̂?ct .  If 𝑅𝑡
err > 𝑆𝑇𝑂𝐿 , the substep is rejected, and the stress state, 
saturation state and hardening term remain unchanged to the initial values at the start 
of the substep.  Regardless of whether the current substep is accepted or rejected, a 
new subincrement size is calculated by defining a new pseudo time increment and the 
new pseudo time increment is determined from the local error as: 
  (29) 
where 𝑟 is the pseudo time coefficient, which is smaller than one if the current substep 
is rejected, and greater than one if the current substep is accepted (Sheng et al. 2000; 
Sloan et al. 2001).  The end of the integration of the given increment is reached when 
∑∆𝑡 = 𝑡 = 1.  The flowchart that demonstrates the proposed adaptive substepping 
scheme with the new loading-unloading method for the modified 𝛔 − Θ  model is 
shown in Figure 3. 
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Figure 3 Flowchart of the adaptive substepping scheme for the modified 𝛔 − 𝚯 model with new 
loading-unloading decision method 
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Drift correction 
At the end of each substep, the stress point should lie on the subloading surface given 
by equation (2) within a user-defined tolerance (i.e., |𝑓| ≤ 𝐹𝑇𝑂𝐿).  If the requirement 
cannot be satisfied, a drift correction scheme for the modified σ − Θ model, which is 
extended from the method proposed by Sloan et al. (2001), should be employed.  In 
this paper, corrections of the net stress (𝛿𝛔
(c)
), effective degree of saturation (𝛿Θ(c)) 
and the hardening parameter (𝛿𝑝c
(c)) are calculated with remaining the strain and 
suction subincrements unchanged.  This means that the elastic strain change (𝛿𝛆e
(c)
) 
due to the correction is equal to the negative plastic strain change (𝛿𝛆p
(c)
).  Thus, the 
correction of the net stress is computed as: 
  (30) 
where Λ(c) is the scalar multiplier related to the drift correction.  Subloading surface 
function 𝑓 can be expanded in a Taylor series by ignoring second order terms and 
above: 
  (31) 
where (
𝜕𝑓
𝜕?̅?
)
T
= 𝐚T + 𝐛T.  Substituting equation (15) and (30) into (31) gives: 
  (32) 
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The net stress, effective degree of saturation and hardening parameter can be 
corrected to: 
 . (33) 
where 𝛿?̅?(c) and 𝛿𝑝c
(c)
 can be calculated by substituting (32) into equation (30) and 
(15) respectively.  𝛿Θ(c)  is computed by substituting 𝛿?̅?(c)  into equation (7) by 
keeping the suction unchanged.  Specifically, 𝛿?̅?(c), 𝛿𝑝c
(c)
 and 𝛿Θ(c) can be written as 
. (34) 
The correction scheme needs to be applied repeatedly until the prescribed tolerance is 
satisfied. 
A completed proposed algorithm for integrating the modified 𝛔-Θ model is presented 
in Appendix B (for updating net stress and saturation with given strain and suction 
increments) and Appendix C (for updating strain and saturation with given net stress 
and suction increments). 
NUMERICAL EXAMPLES 
In this section, several numerical examples are employed to investigate: (i) the 
performance of the loading-unloading decision method for the modified 𝛔-Θ model, 
(ii) the importance of including hydraulic components in the error control and (iii) the 
accuracy and efficiency of the proposed integration scheme. 
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Table 2 Twelve parameters of hypothetical soil used in the numerical examples 
Mechanical parameters (6) 
𝜆0 
Elastoplastic compression index of the 
saturated soil 
0.12 
𝜅 
Elastic compression index of the saturated 
soil 
0.02 
𝜆d 
Elastoplastic compression index of the dried 
soil 
0.04 
𝑀 Critical state stress ratio of the saturated soil 1.2 
𝜈 Poisson's ratio  0.3 
𝑁 
Starting point of the normal compression 
line 
3.6 
Hydraulic parameters 
(4) 
𝑎d 
Drying-wetting boundary by van 
Genuchten’s equation (VG equation) 
200 kPa 
𝑎w 100 kPa 
𝑚VG 2.0 
𝑏 Parameter for non-linear scanning  1.0 
Parameters of hydro-
mechanical interaction 
(2) 
𝑎1 
The first hydro-mechanical interaction 
parameter 
2 
𝑎2 
The second hydro-mechanical interaction 
parameter 
0.1 
 
All numerical results in this section are computed using an Intel® Core™ i7-3770 
CPU with a 3.4 GHz processor.  LTOL and FTOL are set to be 10-11 and 10-9, 
respectively.  As shown in Table 2, soil parameters adopted in this section are 
extracted from Zhou and Sheng (2015).  The following error functions are introduced 
to estimate the global errors for both mechanical component (either net stress or strain) 
and hydraulic component (either effective degree of saturation or suction): 
  (35) 
where 𝑚 is the number of data points for calculating the global error, which equals to 
the given increment number in this paper.  ?̅?𝑖 , 𝛆𝑖 , Θ𝑖  and 𝑠𝑖  are the computational 
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results at the ith data point and ?̅?𝑖
ref, 𝛆𝑖
ref, Θ𝑖
ref and 𝑠𝑖
ref  are the ith data point from the 
reference results.  The reference results used in this paper are computed by the 
forward Euler method with 200000 fixed steps unless stated separately. 
Performance of the loading-unloading decision method 
Mechanical loading In the first numerical example, a mechanical loading path under a 
constant suction (one increment: ∆𝜀1 = 0.0032, ∆𝜀2 = ∆𝜀3 = −0.0039, and 𝛥𝑠 = 0) 
is selected to check the validity of the proposed loading-unloading decision method.  
As shown in Figure 4, the initial state is at point A (𝑝A = 547.67 𝑘𝑃𝑎, 𝑞A = 0, 
𝑠A = 400kPa , and ΘA = 0.5 ).  The initial value of R is set to be 1.0.  For this 
numerical example, STOL is set to be 10-5.  To satisfy the error control, 399 
successful substeps are automatically used for the whole stress path, and 118 substeps 
in which requires the drift correction.  The maximum value of the drift is 8.6586×10-6.  
Four times of corrections were used to reduce it to 6.452910-10, which is lower than 
FTOL.  The calculated stress path 𝐴𝐵⃗⃗⃗⃗  ⃗ for the imposed loading increment in the space 
of 𝑝 − 𝑞 − Θ is shown in Figure 4(a).  The projections of stress path 𝐴𝐵⃗⃗⃗⃗  ⃗ in (a) 𝑝 − Θ, 
(b) 𝑝 − 𝑞 and (c) Θ − 𝑞 planes are shown in Figure 4(b), 4(c) and 4(d), respectively.  
The projection of the subloading surface is convex in the 𝑝 − 𝑞 plane.  The division 
point between the loading and the unloading segments, i.e., point C in Figure 4, can 
be found by using the proposed loading-unloading decision method: i.e., 𝑝C =
567.20 𝑘𝑃𝑎,  𝑞C = 266.92 𝑘𝑃𝑎, 𝑠C = 400kPa, and ΘC = 0.4979.  Correspondingly, 
the subloading surface shrinks from the initial to the tangential subloading surface 
first and then expands to the final subloading surface, as shown in Figure 4.  The 
stress path can also be calculated by using the adaptive substepping scheme with the 
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conventional loading-unloading method.  Nevertheless, the conventional loading-
unloading method will treat the entire increment to be elastic incorrectly because 
point B is inside of the initial subloading surface.  The conventional method can 
neither find the division point nor detect the expansion of subloading surface after the 
shrinkage.  The errors of computational results by two different loading-unloading 
decision methods are shown in Table 3.  The error of the updated final deviator stress 
is 8.5%, which is much higher than the value of STOL.  Therefore, for the modified 𝛔-
Θ model, a valid loading-unloading decision method is crucial to the accuracy of the 
stress update. 
Table 3 Updated generalised stress variables by two different loading-unloading decision 
methods 
Loading-unloading decision method ?̅? (kPa) 𝑞 (kPa) 𝑝 (kPa) Θ 𝜂 
Proposed method 249.19 390.75 447.67 0.49625 0.87279 
Conventional method 262.46 424.06 460.73 0.49625 0.92041 
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Figure 4 Mechanical loading path and subloading surfaces: (a) 3-D plot, (b) p vs. q, (c) p vs. Θ 
and (d) Θ vs. 
Hydraulic loading 
A hydraulic loading path under a constant net mean stress ( ∆?̅? = 0 , and ∆𝑠 =
600 kPa ) is employed in the second numerical example to investigate the 
performance of the proposed loading-unloading decision method.  The initial suction 
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is zero and the net mean stress remains at 1 kPa constantly.  The initial value of R is 
set to be 1.0.  The size of suction increment is set to be 50 kPa and the whole drying 
process contains 12 steps, as shown in Figure 5.  The number of subincrements is 
automatically determined by setting STOL to be 10-5.  Because net stresses are 
constant in this example, the error of strains instead of net stresses is used to calculate 
the local error in the integration.  The complete integration scheme, in which the 
strain variables and the effective degree of saturation are updated, is shown in 
Appendix C.  The calculated drying path in the 𝑝 − Θ plane as well as subloading 
surfaces are shown in Figure 5(a).  The drying path for the second increment is 
enlarged and shown in Figure 5(b).  Figure 5(a) and 5(b) indicate that the proposed 
loading-unloading method is able to find the division point for the drying path 
imposed, the location of which is at 𝑝 = 70.51 kPa, Θ = 0.963 and 𝑠 = 72.14 kPa.  
As shown in Figure 5(a), the subloading surface (nonconvex in the 𝑝 − Θ  plane) 
expends from the initial surface (zero suction) to the tangent subloading surface (𝑠 =
72.14 kPa ) and then shrinks from the tangent subloading surface to the final 
subloading surface (𝑠 = 600 kPa). 
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Figure 5 Drying path and subloading surfaces in the 𝒑-Θ plane: (a) entire drying path and (b) 
second increment 
One of the most important advantages of the adaptive substepping integration scheme 
is that it is able to automatically divide an increment into a number of subincrements 
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according to the prescribed requirement of the error control.  Therefore, if the value of 
STOL is reasonable, the size of increment does not distinctly affect the accuracy of the 
entire integration, which provides a great convenience to determine the size of 
increment.  However, for the drying path in this numerical example, the size of 
increment will distinctly affect the final results of substepping integration scheme if 
the conventional method is adopted for loading-unloading decision.  Let us set the 
suction increment size to be 20, 30, 40, 50, 60 and 100 kPa for both the proposed 
loading-unloading method and the conventional method.  For both methods, the 
adaptive substepping scheme is used to ensure the local error is within the prescribed 
tolerance.  Integration results using the conventional loading-unloading method with a 
very small suction increment (0.001 kPa) are used as the benchmark for performance 
evaluation.  When the suction increment is set to be 0.001 kPa, the substepping 
integration results with two different decision methods can be treated to be identical 
(the global error of the calculated plastic volumetric strain is less than 10-10).  The 
calculated results with various suction increments are shown in Table 4.  As shown in 
Table 4, for the imposed drying path, the integration results by substepping scheme 
with conventional loading-unloading method are remarkably dependent on the size of 
the suction increment.  The global error of plastic volumetric strain varies from 10-
3~10-1 when the size of increment is set to be 20~100 kPa.  It is worthwhile to note 
that the global error of 𝜀v
p
 cannot decrease as expected when we decrease the size of 
increment simply.  For example, the global error of 𝜀v
p
 when Δ𝑠 = 100 kPa is lower 
than that when Δ𝑠 = 60 kPa.  As shown in Figure 6, the global error is mainly related 
to the location of the division point between loading and unloading.  As shown in 
Figure 6, the global error is decreasing if the point between two increments is moving 
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closer to the division point between loading and unloading (𝑠 = 72.14 kPa).  When 
the proposed loading-unloading decision method is embedded into the substepping 
scheme, as shown in Table 4, the size of increment almost does not affect the global 
error of 𝜀v
p
.  With the same increment size, the accuracy of calculation can also be 
largely enhanced by using the proposed decision method.  For example, when the size 
of increment is set to be 60 kPa (i.e., 10 equal steps to impose entire hydraulic load), 
the global error of 𝜀v
p
 is 9.78×10-5 by the substepping scheme with the proposed 
loading-unloading decision method, whereas the global error of 𝜀v
p
 is 1.14×10-1 by the 
substepping scheme with the conventional loading-unloading decision method.  The 
CPU time from both two methods are very close (0.038 sec. versus 0.031 sec.). 
 
Figure 6 Relationship between the increment size and incorrect segment for the conventional 
method 
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Table 4 Numerical results from different suction increments 
Loading-
unloading 
decision 
Increment 
size (kPa) 
Elastic 
volumetric 
strain 
 𝜀v
e 
Plastic 
volumetric 
strain  
𝜀v
p
 
*Error of  
𝜀v
p
 
CPU time 
(sec.) 
Proposed method 
20 0.0243 0.1667 9.76×10-5 0.044146 
30 0.0243 0.1667 9.75×10-5 0.049999 
40 0.0243 0.1667 9.80×10-5 0.043397 
50 0.0243 0.1667 9.87×10-5 0.037901 
60 0.0243 0.1667 9.78×10-5 0.037756 
100 0.0243 0.1667 9.85×10-5 0.040578 
0.001 0.0243 0.1667 8.20×10-11 13.646 
Conventional 
method 
20 0.0243 0.1661 3.72×10-3 0.028597 
30 0.0243 0.1637 1.80×10-2 0.029162 
40 0.0243 0.1661 3.72×10-3 0.029598 
50 0.0243 0.1597 4.20×10-2 0.031962 
60 0.0243 0.1477 1.14×10-1 0.031161 
100 0.0243 0.1597 4.20×10-2 0.031853 
0.001 0.0243 0.1667 - 8.1619 
* Error of 𝜀v
p
 is computed from |
(𝜀v
p
)calculated−(𝜀v
p
)benchmarked
(𝜀v
p
)benchmarked
|. 
 
 
Including hydraulic components in the error control 
Error control algorithm should generally involve both mechanical variable (either 
stresses or strains) and hydraulic variable (either suction or effective degree of 
saturation).  For example, when suction is chosen as the input variable, degree of 
saturation should be included in the error control algorithm.  Alternatively, when 
effective degree of saturation is chosen as the input variable, suction should be 
included in the error control algorithm. 
A drying path (the suction increases from 100 kPa to 400 kPa and the net mean stress 
keeps 1 kPa) is employed here to investigate the importance of including the effective 
saturation (Θ) in the error control, if suction (s) is adopted as an input variable.  The 
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initial value of R is set to be 1.0.  The initial value of Θ is 0.922 when 𝑠 = 100 kPa.  
The suction increment (∆𝑠) is set to be 10 kPa.  The proposed loading-unloading 
decision method is employed as well.  The results calculated by the forward Euler 
method with 0.0015 kPa suction increment (i.e., 200000 fixed steps) are used as the 
reference.  Two different values of STOL are employed in this example: i.e., 10-4 and 
10-5.  For the scheme marked by ‘Y’, the effective degree of saturation is included in 
the error control in addition to the volumetric strain.  For the scheme that is marked 
by ‘N’, only the volumetric strain is included in the error control.  The calculated 
results by two schemes with two different STOLs for the drying path are shown in 
Table 5.  As shown in Table 5, with the same value of STOL, the scheme including Θ 
in the local error control can achieve smaller global errors for both εv and Θ.  For 
example, when STOL is set to be 10-4, the global errors of εv and Θ are 1.77×10-5 and 
2.07×10-4, respectively, if  Θ is not included in the local error control.  Whereas, the 
global errors of εv and Θ can be reduced to 5.23×10-6 and 5.89×10-5, respectively, if  Θ 
is included in the local error control.  When the local error of Θ is not controlled, the 
local error of Θ exceeds the value of STOL in 28 substeps out of total 33 substeps if 
STOL = 10-4 and 56 substeps out of total 70 substeps if STOL = 10-5. 
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Table 5 Computational results from the scheme with or without the effective degree of saturation 
in the error control 
Error 
control 
with Θ 
(N/Y) 
STOL Substeps 
Global 
error of εv 
Global 
error of Θ 
Successful substeps 
Max Local 
error of Θ 
Number of Θ 
local error 
exceeding 
STOL 
*N 10-4 33 1.77×10-5 2.07×10-4 6.68×10-4 28 
†Y 10-4 84 5.23×10-6 5.89×10-5 9.08×10-5 0 
N 10-5 70 3.15×10-6 5.09×10-5 6.68×10-4 56 
Y 10-5 244 5.54×10-7 6.31×10-5 9.44×10-6 0 
*N: the compared scheme that does not include Θ in the local error control 
†Y: the proposed scheme that includes Θ in the local error control 
 
A drying/loading path is employed to investigate the importance of including suction 
(s) in the error control, if the effective degree of saturation (Θ) is adopted as an input 
variable.  The initial values of the effective degree of saturation (Θ) and the mean net 
stress are set to be 0.9999 and 1.0000 kPa, respectively.  The initial value of R is set to 
be 1.0.  The input variables include the effective degree of saturation ∆Θ= −0.1 
(drying) and the mean net stress ∆p=5 kPa (loading).  One coarse step is adopted.  
Computational results are demonstrated in Table 6.  The results show that, the local 
error of s exceeds the given tolerance (STOL = 10-4) 67 times within 275 substeps, if 
suction is not included in the error control. When the STOL is refined to 10-5, the local 
error of s exceeds the predefined tolerance 228 times within 835 substeps without 
including suction in the error control.  In addition, including suction in the error 
control reduces the global errors effectively.  For example, when STOL = 10-4 and 
only volumetric strain is included in the error control, the global errors of εv and s are 
2.66×10-3 and 8.61×10-3, respectively.  At the identical tolerance level (STOL = 10-4), 
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the global errors of εv and s can be reduced to 6.41×10-4 and 9.62×10-4, respectively, if 
suction is added into the error control. 
Table 6 Computational results from the scheme with or without the suction in the error control 
Error 
control 
with s 
(N/Y) 
STOL 
Substeps 
Global 
error of εv 
Global 
error of s 
Successful substeps 
Max Local 
error of s 
Number of  local 
error exceeding 
STOL 
*N 10-4 275 2.66×10-3 8.61×10-3 1.75×10-4 67 
†Y 10-4 300 6.41×10-4 9.62×10-4 7.60×10-5 0 
N 10-5 835 3.15×10-5 1.91×10-4 1.91×10-5 228 
Y 10-5 914 1.05×10-5 5.44×10-5 7.93×10-6 0 
*N: the compared scheme that does not include s in the local error control 
†Y: the proposed scheme that includes s in the local error control 
 
The above two examples imply that, the error control of mechanical components 
(such as ?̅? or 𝛆) may not effectively govern the local error of hydraulic components 
(such as Θ or 𝑠).  Including a pair of mechanical component (either stresses or strains) 
and hydraulic component (either suction or effective degree of saturation) in the error 
control effectively reduces the global errors of the explicit integration. 
Efficiency and accuracy of the integration 
Suction-controlled isotropic compression followed by soaking 
A wetting path after suction-controlled loading is employed to evaluate the efficiency 
and accuracy of the proposed adaptive explicit integration scheme.  As shown in 
Figure 7(a), the net mean stress increases from 20 kPa to 392 kPa with a constant 
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suction (= 147 kPa) and then the suction decreases from 147 to 0 kPa while the net 
mean stress ( = 392 kPa ) keeps constant.  The entire hydro-mechanical load is 
imposed by total 20 increments, i.e., ∆𝑝 = 37.2 kPa for the mechanical loading and 
∆𝑠 = −14.7 kPa for the hydraulic loading.  Since the strain variables and effective 
degree of saturation will be calculated, the complete integration scheme shown in 
Appendix C is employed here.  The forward Euler scheme with 200000 fixed steps is 
used to generate the benchmark.  Computational results of the proposed integration 
scheme (STOL = 10-5) and the benchmark results are compared in Figure 7.  Figure 7 
shows that the results obtained from the proposed scheme are dovetailed nicely with 
the benchmark for both mechanical and hydraulic aspects. 
Furthermore, the results obtained by the proposed integration scheme with different 
STOLs and by the forward Euler scheme with different fixed steps are compared 
quantitatively in Table 7.  As shown in Table 7, the proposed scheme can improve 
efficiency (evaluated by the CPU time) significantly with higher accuracy (evaluated 
by global errors).  For example, when STOL=10-5, the proposed scheme requires total 
734 substeps to complete the imposed hydromechanical loading and the CPU time is 
0.040326 sec.  The global errors of εv and Θ are 8.49×10-6 and 1.74×10-6, respectively.  
For the scheme with fixed steps, it requires 20000 steps to reach the global error of εv 
= 1.09×10-5 and Θ = 3.51×10-6, which costs the CUP time of 0.518591 sec. 
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Figure 7 Computational results of the isotropic loading and wetting path: (a) stress-suction path, 
(b) (1+e) vs. p, (c) (1+e)  vs. s, (d) Sr vs. p and (e) Sr vs. s 
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Table 7 Computational times and global errors from the loading and wetting path 
Number of 
increments 
STOL Substeps 
CPU time 
(sec.) 
Global error of εv 
Global error of 
Θ 
20 10-2 36 0.003701 2.88×10-3 6.70×10-4 
20 10-3 86 0.009616 7.10×10-3 1.23×10-4 
20 10-4 245 0.022516 6.98×10-5 1.28×10-5 
20 10-5 734 0.040326 8.49×10-6 1.74×10-6 
      20 - 20 0.001373 1.43×10-2 4.54×10-3 
200 - 200 0.012231 1.23×10-3 3.93×10-4 
2000 - 2000 0.072692 1.20×10-4 3.87×10-5 
20000 - 20000 0.518591 1.09×10-5 3.51×10-6 
200000 - 200000 4.942744 - - 
 
Triaxial tests with a constant suction 
The accuracy and efficiency of the proposed scheme are evaluated by a suction-
controlled triaxial loading path.  Two unsaturated specimens (A and B) are employed 
here and the suction of both is 400kPa.  Their initial void ratios (𝑒0) are set to be 1.5 
and 1.2, respectively, and their initial effective degrees of saturation (Θ0) are 0.391 
(𝑒0 = 1.5) and 0.488 (𝑒0 = 1.2), respectively.  The initial similarity ratios (𝑅0) for 
specimen A (𝑒0 = 1.5) and specimen B (𝑒0 = 1.2) are equal to 0.8190 and 0.0918, 
respectively.  Both specimens are isotropically compressed from the net pressure of 
10 kPa to 400 kPa then triaxially sheared under a constant suction (= 400kPa).  After 
the isotropic compression, the similarity ratios (𝑅i) for specimen A (𝑒0 = 1.5) and 
specimen B (𝑒0 = 1.2) evolve to 0.9768 and 0.2770, respectively.  Only the triaxial 
shearing part is employed for the performance evaluation.  The axial strain (εa) 
increases from 0 to 0.8.  Computations are conducted by the proposed scheme with 
different STOLs (complete algorithm can be found in Appendix B) and the calculated 
results from the forward Euler method with different fixed steps are used for the 
 - 152 - 
 
 
purpose of comparison.  The computational results obtained by two different schemes 
are shown in Table 8 for two specimens with different initial porosities. 
Compared with the forward Euler scheme, the proposed scheme shows distinct 
advantages with respect to the efficiency (including both CPU time and number of 
drift corrections for similar global errors).  For example, as shown in Table 8, for 
specimen A (𝑒0 = 1.5), the proposed scheme requires total 363 substeps (0.024332 
sec.) to reduce the global error of 𝜎a to 4.92×10
-5 and the global error of Θ to 1.12×10-
5.  2428 times drift corrections are involved.  Whereas, the forward Euler method 
requires 2000 steps (0.105742 sec.) to control the global error of 𝜎a to 2.52×10
-4 and 
the global error of Θ to 4.64×10-5, which involves 6450 times drift corrections.  For 
specimen B (𝑒0 = 1.2), the proposed scheme requires total 455 substeps (0.025742 
sec.) to reduce the global error of 𝜎a to 6.29×10
-5 and the global error of Θ to 1.37×10-
5.  2519 times drift corrections are required.  Whereas, the forward Euler method can 
control the global error of 𝜎a to 2.00×10
-4 and the global error of Θ to 2.44×10-5, by 
using 2000 steps (0.108720 sec.).  10488 times drift corrections are required for the 
integration. 
 - 153 - 
 
 
Table 8 Computational times and global errors for two specimens with different initial porosities 
Specimens 
Number of 
increments  
STOL Substeps 
CPU time 
(sec.) 
Global error of ?̅?a Global error of Θ 
Substeps requiring 
drift corrections 
Total number of 
drift corrections  
Specimen A 
(𝑒0 = 1.5) 
20 10-1 34 0.002163 1.12×10-3 5.98×10-5 34 380 
20 10-2 60 0.005247 2.36×10-4 3.70×10-5 57 606 
20 10-3 131 0.009876 1.35×10-4 3.13×10-5 122 1154 
20 10-4 363 0.024332 4.92×10-5 1.12×10-5 354 2428 
20 10-5 1094 0.063764 1.65×10-5 3.49×10-6 1080 5339 
  
      
  
200 - 200 0.020995 1.88×10-3 3.50×10-4 173 1491 
2000 - 2000 0.105742 2.52×10-4 4.64×10-5 1376 6450 
20000 - 20000 0.836953 2.30×10-5 4.21×10-6 9473 40887 
200000 - 200000 8.313984 - - 45818 160363 
Specimen B 
(𝑒0 = 1.2) 
20 10-1 41 0.003456 3.11×10-3 9.61×10-4 41 286 
20 10-2 82 0.005433 6.12×10-4 1.45×10-4 80 654 
20 10-3 174 0.010859 2.32×10-4 5.37×10-5 167 1207 
20 10-4 455 0.025742 6.29×10-5 1.37×10-5 427 2519 
20 10-5 1267 0.068799 2.04×10-5 3.96×10-6 1214 5765 
  
      
  
200 - 200 0.018352 1.17×10-3 2.35×10-4 191 1795 
2000 - 2000 0.10872 2.00×10-4 2.44×10-5 1907 10488 
20000 - 20000 0.951066 1.82×10-5 6.36×10-6 13727 42553 
200000 - 200000 8.354962 - - 50048 165872 
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Compared with specimen B (𝑒0 = 1.2), integrating the constitutive relationship for 
specimen A (𝑒0 = 1.5) requires more substeps to achieve the same level of STOL.  
With the same level of STOL, compared with specimen A (𝑒0 = 1.5), the global error 
of integrating the constitutive relationship for specimen B (𝑒0 = 1.2) is more difficult 
to control.  For example, as shown in Table 8, specimen A (𝑒0 = 1.5) needs 1094 
substeps but specimen B (𝑒0 = 1.2) needs 1267 substeps to ensure 𝑆𝑇𝑂𝐿 = 10
−5.  
Given that 𝑆𝑇𝑂𝐿 = 10−5, the global errors of 𝜎a and Θ for specimen B (𝑒0 = 1.2) are 
24% and 14% higher than those for specimen A ( 𝑒0 = 1.5 ).  The numerical 
observations imply that the non-linearity of stress-strain curves affects the efficiency 
and the global error control for the numerical integration.  Compared with specimen A 
(𝑒0 = 1.5), the stress-strain curve for specimen B (𝑒0 = 1.2) is of higher non-linearity 
owing to peak strength, after-peak softening and turning from shear-contraction to 
shear-dilation.  The non-linearity of stress-strain curves can be compared with each 
other through the value of similarity ratio (𝑅).  The smaller value of 𝑅 indicates the 
stress-strain curve is more non-linear.  For example, for specimen A, 𝑅  before 
shearing is equal to 0.9768, which is much greater than that for the specimen B (𝑅 =
0.2770). 
In general, the adaptive substepping scheme can integrate complicated constitutive 
relationships by very coarse increments because the precision of integration is 
controlled within each substep by STOL.  In other words, the increment size usually 
does not affect the integration results remarkably, which implies the increment size 
can be set with more flexibility.  For example, as shown in Figure 8(a), for specimen 
A (𝑒0 = 1.5), there is no distinct difference when the increment number (i.e., total 
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increment / increment size) is set to be 20, 40, 100 and 200000 when 𝑆𝑇𝑂𝐿 = 10−1.  
However, for specimen B (𝑒0 = 1.2), as shown in Figure 8(b), distinct differences can 
be observed when the increment number is set to be 20, 40, 100 and 20000 with the 
same value of STOL.  This can also be attributed to the highly-linear stress-strain and 
saturation-strain curves of specimen B (𝑒0 = 1.2).  As shown in Figure 8(c), the 
integration difference caused by different increment sizes can be fairly removed by 
narrowing the value of STOL (from 10−1  to 10−2 ).  Therefore, to ensure the 
integration results are not affected by the increment size, the tolerance should be set 
carefully according to the state with the minimum 𝑅  value that the soil may 
experience. 
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 Figure 8 Effects of increment sizes on computational results: (a) specimen A, STOL = 10-1, (b) 
specimen B, STOL = 10-1 and (c) specimen B, STOL = 10-2 
CONCLUSIONS 
An adaptive substepping explicit integration algorithm is proposed for the 
modified 𝛔-Θ model, which is characterised by fully hydro-mechanical coupling and 
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non-conventional elastoplasticity framework.  The constitutive equations used in the 
algorithm are developed by considering the effective degree of saturation as a stress-
like variable and the suction as a strain-like variable.  A new method was developed 
to deal with the problems of loading-unloading decision associated with 
convex/nonconvex subloading surfaces in the modified 𝛔-Θ constitutive model.  The 
errors of both mechanical and hydraulic components are taken into account for the 
local error estimation.  The importance of using new loading-unloading decision 
method has been indicated by numerical examples.  Besides, the interest of including 
both mechanical and hydraulic components in the local error control is also clearly 
shown.  The numerical examples have demonstrated that the proposed adaptive 
substepping explicit integration algorithm for the modified 𝛔-Θ model performs well, 
in terms of both accuracy and efficiency, for hydromechanical loadings. 
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NOTATION 
𝑎1 first hydromechanical interaction parameter 
𝑎2 second hydromechanical interaction parameter 
𝑎d, 𝑎w, 𝑚
VG drying-wetting boundary by van Genuchten’s equation 
𝑏 parameter for non-linear scanning 
e void ratio 
E elastic modulus 
𝑓 subloading surface 
𝑓∗ reference surface 
𝑔 plastic potential function 
𝐻 unified hardening parameter 
𝑀 stress ratio at the critical state 
𝑀f stress ratio related to the peak strength state 
𝑁 starting point of the normal compression line (𝑝 = 𝑝𝑟) 
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𝑝 Bishop’s effective mean stress 
?̅? net mean stress 
𝑝r initial effective mean stress for the original state 
𝑝c effective mean stress of a point on the subloading surface when 𝑞 = 0 and 
Θ = 1 
𝑝c0 initial value of 𝑝c 
𝑞 deviator stress 
𝑠 matric suction 
𝑆r degree of saturation 
𝑆r
res residual degree of saturation 
𝑆r
0 degree of saturation at zero suction 
R similarity ratio between the subloading surface and the reference surface 
𝑟 pseudo time coefficient 
𝑅err local error 
𝑅M
err local error of mechanical components 
𝑅H
err local error of hydraulic components 
𝑡 pseudo time 
 
𝛼 number indicating the location of loading-unloading division point 
𝜀v
p
 plastic volumetric strain 
𝜀v
e elastic volumetric strain 
𝜀d
e elastic deviator strain 
𝜀vσ̅ volumetric strain due to the net stress change 
𝜂 stress ratio in terms of Bishop’s effective stress 
𝜅 elastic compression index for the saturated soil 
𝜆(Θ) compression index with respect to the effective degree of saturation 
𝜆0 elastoplastic compression index for the saturated soil 
Λ scalar plastic multiplier  
𝜈 Poisson’s ratio 
𝜃 angle between the trial vector and the outward normal of the subloading 
surface 
Θ effective degree of saturation 
 
𝐂vσ̅
T  compliance matrix associated to 𝜀vσ̅ 
𝐂σ
e elastic compliance matrix with respect to the effective stress 
𝐂s
e elastic compliance matrix with respect to the suction 
𝐂σ̅
e elastic compliance matrix with respect to the net stress 
𝐃e elastic stiffness matrix with respect to the net stress 
Dep = {𝐃ep,  𝐖ep}T, where 𝐃ep and  𝐖ep can be found in equation (19) 
De = {𝐃e, 𝐖e}T, where 𝐖e = −De𝐝, and 𝐝 can be found in equation (17) 
Hep = {𝐇, 𝑄}T, where 𝐇 and 𝑄 can be found in equation (21) 
We = {
𝜕Θ
𝜕𝜀vσ̅
𝐂vσ̅
T 𝛏De,
𝜕Θ
𝜕𝜀vσ̅
𝐂vσ̅
T 𝛏We +
𝜕Θ
𝜕𝑠
}
T
 
Wep = {
𝜕Θ
𝜕𝜀vσ̅
𝐂vσ̅
T 𝛏Dep,  
𝜕Θ
𝜕𝜀vσ̅
𝐂vσ̅
T 𝛏Wep +
𝜕Θ
𝜕𝑠
}
T
 
𝐮a pore air pressure 
𝐮w pore water pressure 
 
𝛅 Kronecker delta 
∆𝛔e, ∆Θe  trial increments 
∆?̅?1, ∆Θ1, Δ𝑝c1 increments calculated from the forward Euler method 
∆?̅?2, ∆Θ2, ∆𝑝c2 increments calculated from the modified Euler method 
𝛆 strain 
𝛆 generalised strain 
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𝛆e elastic strain 
𝛆p plastic strain 
𝛆σ̅
e  elastic strain due to the change of net stress 
𝛆s
e elastic strain due to the change of suction  
𝛏 transformation matrix, being equal to {(
𝜕?̅?
𝜕?̅?
)
T
, (
𝜕𝑞
𝜕?̅?
)
T
} 
𝛔 Bishop’s effective stress 
?̅? net stress 
𝛔total total stress 
?̅?ref, 𝛆ref, Θref reference results 
 
Tolerances 
FTOL subloading surface tolerance 
LTOL loading-unloading decision tolerance 
STOL stress integration tolerance 
 
Superscripts 
‘*’ variables related to the reference surface 
‘T’ transpose of a column vector 
‘^’ variables found by the modified Euler method 
‘~’ variables found by the forward Euler method 
‘(c)’ variables related to drift corrections 
 
 
APPENDIX A 
Two subequations (i.e., 
𝜕Θ
𝜕𝑠
 and 
𝜕Θ
𝜕𝜀vσ̅
) related to equation (7) are presented here: 
 , (A1) 
where Θd is the main drying boundary, Θw is the wetting boundary, 𝑠d is the mapping 
suction on the main drying boundary and 𝑠w  is the mapping suction on the main 
wetting boundary.  Specifically, Θd = [1 + (
𝑠
𝑎d
)
𝑚VG
]
−1+1/𝑚VG
, Θw = [1 +
(
𝑠
𝑎w
)
𝑚VG
]
−1+1/𝑚VG
, 𝑠d = 𝑎d[Θ
𝑚VG/(1−𝑚VG) − 1]
1/𝑚VG
, and 𝑠w =
𝑎w[Θ
𝑚VG/(1−𝑚VG) − 1]
1/𝑚VG
, where 𝑎d , 𝑎w  and 𝑚
VG  are fitting parameters for the 
van Genuchten water retention model, and 𝑏 is the non-linear scanning parameter. 
 
 
d
w
d
d
w w
Θ
d 0 drying
Θ
Θ
d 0 wetting
b
s s
b
s s
s
s
s s
s s
s
s s


    
    
    
 
     
   
   
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 , (A2) 
where 𝑎2 is the second hydromechanical interaction parameter. 
𝐂vσ̅
T  is the transposed matrix of 𝐂vσ̅, where 
 , (A3) 
where . 
Appendix B  
The adaptive substepping integration scheme for the modified 𝛔-Θ model for given 
strain and suction increments is presented as follows: 
1. Enter subroutine with initial net stresses  ?̅?0 , initial suction  𝑠0 , initial effective degree of 
saturation Θ0, initial hardening parameter 𝑝c0, strain increment ∆𝛆, and suction increment ∆𝑠 
(∆𝛆 = (∆𝛆, ∆𝑠)), subloading surface tolerance FTOL, loading-unloading decision tolerance 
LTOL, and local error tolerance STOL. 
2. Set 𝑡 = 0, ∆𝑡 = 1, ?̅?𝑡 = ?̅?0, 𝑠𝑡 = 𝑠0, Θ𝑡 = Θ0, 𝑝c𝑡 = 𝑝c0, and compute 𝛔𝑡 = ?̅?𝑡 + 𝑠𝑡Θ𝑡. 
3. While 𝑡 < 1, perform steps 4-13. 
4. Compute the direction cosine between the ONV for the subloading surface (
𝜕𝑓
𝜕𝛔𝑡
,
𝜕𝑓
𝜕Θ𝑡
) and 
the trial increment (∆𝛔𝑡
e, ∆Θ𝑡
e): 
Δ𝛔𝑡
e = ∆?̅?𝑡
e + ∆Θ𝑡
e𝑠𝑡𝛅 + Θ𝑡
e∆𝑡∆𝑠𝑡𝛅,  ∆𝛔𝑡
e
=  𝐃e(?̅?𝑡 , 𝑠𝑡 , Θ𝑡)∆𝑡∆𝛆, and ∆Θ𝑡
e =
 𝐖e(?̅?𝑡 , 𝑠𝑡 , Θ𝑡)∆𝑡∆𝛆 
 2
vσ
Θ Θ
(1 Θ) 1a e
ε e

  

 
 
 
vσ vσ
vσ
vσ vσ
1
Θ Θ
1 +
1 Θ Θ Θ
Θ Θ
1 +
1 Θ Θ Θ
κ p f p
J
p e p p p
κ p f λ f p
J
p e ε λ p ε
f
J
q
κ p f λ f p
J
p e ε λ p ε
    
        
             
            
 
 
 
         
              
C
1
4 4
f
c 4 4
c 0
1 M ηf e
J p
p λ κ M η

  
  
   
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cos𝜃𝑡 =
{
𝜕𝑓
𝜕𝛔𝑡
,
𝜕𝑓
𝜕Θ𝑡
}
𝐓
{∆𝛔𝑡
e, ∆Θ𝑡
e}
‖
𝜕𝑓
𝜕𝛔𝑡
,
𝜕𝑓
𝜕Θ𝑡
‖‖∆𝛔𝑡
e, ∆Θ𝑡
e‖
 
where 
𝜕𝑓
𝜕𝛔𝑡
 and 
𝜕𝑓
𝜕Θ𝑡
 are evaluated by Θ𝑡, ?̅?𝑡 and 𝑠𝑡. 
5. Compute ∆?̅?1, ∆Θ1 and ∆𝑝c1 
    if cos𝜃𝑡 > −𝐿𝑇𝑂𝐿: 
        ∆?̅?1 =  𝐃
ep(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)∆𝑡∆𝛆 
         ∆Θ1 =  𝐖
ep(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)∆𝑡∆𝛆 
        ∆𝑝c1 = 𝐇
ep(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)∆𝑡∆𝛆 
    else 
        ∆?̅?1 =  𝐃
e(?̅?𝑡 , 𝑠𝑡 , Θ𝑡)∆𝑡∆𝛆 
         ∆Θ1 =  𝐖
e(?̅?𝑡 , 𝑠𝑡 , Θ𝑡)∆𝑡∆𝛆 
        ∆𝑝c1 can be solved from: 
𝑓(?̅?𝑡 + ∆?̅?1, Θ𝑡 + ∆Θ1, 𝑠𝑡 + ∆𝑡∆𝑠, 𝑝c𝑡 + ∆𝑝c1) = 0 
    End if 
?̃̅? = ?̅?𝑡 + ∆?̅?1, Θ̃𝑡 = Θ𝑡 + ∆Θ1, ?̃?𝑡 = 𝑠𝑡 + ∆𝑡∆𝑠 and 𝑝c𝑡 = 𝑝c𝑡 + ∆𝑝c1 
6. Compute ∆?̅?2, ∆Θ2 and ∆𝑝c2 
    if cos𝜃𝑡 > −𝐿𝑇𝑂𝐿: 
        ∆?̅?2 =  𝐃
ep(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)∆𝑡∆𝛆 
         ∆Θ2 =  𝐖
ep(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)∆𝑡∆𝛆 
        ∆𝑝c2 = 𝐇
ep(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)∆𝑡∆𝛆 
    else 
        ∆?̅?2 =  𝐃
e(?̃̅?𝑡 , ?̃?𝑡 , Θ𝑡)∆𝑡∆𝛆 
         ∆Θ2 =  𝐖
e(?̃̅?𝑡 , ?̃?𝑡 , Θ𝑡)∆𝑡∆𝛆 
    ∆𝑝c2 can be solved from:  
  𝑓(?̅?𝑡 + 0.5∆?̅?1 + 0.5∆?̅?2, Θ𝑡 + 0.5∆Θ1 + 0.5Θ2, ?̃?𝑡 ,  𝑝c𝑡 + 0.5∆𝑝c1 + 0.5∆𝑝c2) = 0 
    End if  
?̂̅?𝑡 = ?̅?𝑡 +
1
2
(∆?̅?1 + ∆?̅?1), Θ̂𝑡 = Θ𝑡 +
1
2
(∆Θ1 + Θ2), ?̂?𝑡 = ?̃?𝑡  and  ?̂?c𝑡 =  𝑝c𝑡 +
1
2
(∆𝑝c1 +
∆𝑝c2) 
7. Determine the relative error for the current substep from: 
𝑅𝑡
err = 0.5max {
‖∆?̅?1 − ∆?̅?2‖
‖?̂̅?𝑡‖
,
|∆Θ1 − ∆Θ2|
|Θ̂𝑡|
,
|∆𝑝c1 − ∆∆𝑝c1|
| ?̂?c𝑡|
} 
8. If 𝑅𝑡
err > 𝑆𝑇𝑂𝐿  , the substep fails, and a smaller time step needs to be found by 
computing: 
𝑟 = max{0.9√𝑆𝑇𝑂𝐿 𝑅𝑡
err⁄ , 0.1}, 
and then set: 
∆𝑡 ← max{𝑟∆𝑡, ∆𝑡}, 
return to step 4. 
9. If 𝑅𝑛
err ≤ 𝑆𝑇𝑂𝐿, the substep is successful with regard to the local error control.  Then, 
recheck the direction cosine between the ONV of the updated subloading surface  
(
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
,
𝜕𝑓
𝜕Θ𝑡+∆𝑡
) and the trial increment (∆𝛔𝑡
e, ∆Θ𝑡
e): 
cos𝜃𝑡+∆𝑡 =
{
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
,
𝜕𝑓
𝜕Θ𝑡+∆𝑡
}
T
{∆𝛔𝑡
e, ∆Θ𝑡
e}
‖
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
,
𝜕𝑓
𝜕Θ𝑡+∆𝑡
‖ ‖∆𝛔𝑡
e, ∆Θ𝑡
e‖
 
where 
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
 and 
𝜕𝑓
𝜕Θ𝑡+∆𝑡
 are evaluated at ?̂?𝑡+∆𝑡 = ?̂̅?𝑡+∆𝑡 + ?̂?𝑡+∆𝑡Θ̂𝑡+∆𝑡 and Θ̂𝑡+∆𝑡. 
10. If the sign of cos𝜃𝑡+∆𝑡  is the same as the sign of cos𝜃𝑡 , update the stresses and the 
hardening term according to: 
?̅?𝑡+∆𝑡 = ?̂̅?𝑡, Θ𝑡+∆𝑡 = Θ̂𝑡, 𝑠𝑡+∆𝑡 = ?̂?𝑡 𝛔𝑡+∆𝑡 = ?̂?𝑡and  𝑝c,𝑡+∆𝑡 =  ?̂?c𝑡 
else 
find 𝛼 by solving |cos𝜃α| ≤ 𝐿𝑇𝑂𝐿 and then set: 
∆𝑡 ← 𝛼∆𝑡, 
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return to step 4. 
11. If |𝑓(?̅?𝑡+∆𝑡 , Θ𝑡+∆𝑡 , 𝑠𝑡+∆𝑡 , 𝑝c,𝑡+∆𝑡)| > 𝐹𝑇𝑂𝐿 , then ?̅?𝑡+∆𝑡 , Θ𝑡+∆𝑡 , and 𝑝c,𝑡+∆𝑡  need to be 
corrected to the subloading surface according to equation (33). 
12. Obtain the size of the next substep by computing: 
𝑟 = max{0.9√𝑆𝑇𝑂𝐿 𝑅𝑡
err⁄ , 1.1}. 
If the previous step failed, limit the step size growth further by enforcing: 
𝑟 = min{𝑟, 1}. 
Compute a new step size, and update the pseudo time to 
𝑡 ← 𝑡 + ∆𝑡, 
∆𝑡 ← 𝑟∆𝑡. 
13. Ensure that the next step size is not smaller than the minimum, and check the step size to 
avoid the pseudo time of integration exceeding one by setting: 
∆𝑡 ← max{∆𝑡, ∆𝑡min}, 
∆𝑡 ← min{∆𝑡, 1 − 𝑡}. 
14. Exit subroutine with net stresses  ?̅?1 , suction  𝑠1 , effective degree of saturation Θ1 , 
hardening parameter 𝑝c1 at the end of the increment with 𝑡 = 1. 
APPENDIX C 
The adaptive substepping integration scheme for the modified 𝛔-Θ model for given 
net stress and suction increments is presented as follows: 
1. Enter subroutine with initial net stresses ?̅?0, initial suction 𝑠0, initial effective degree of 
saturation Θ0, initial strains 𝛆0, initial hardening parameter 𝑝c0, net stress increment ∆?̅? 
and suction increment ∆𝑠  for the current step, subloading surface tolerance FTOL, 
loading-unloading decision tolerance LTOL, and stress integration tolerance STOL. 
2. Set 𝑡 = 0 , ∆𝑡 = 1 , ?̅?𝑡 = ?̅?0 , 𝑠𝑡 = 𝑠0 , Θ𝑡 = Θ0 , 𝛆𝑡 = 𝛆0 , 𝑝c𝑡 = 𝑝c0 , and compute 𝛔𝑡 =
?̅?𝑡 + 𝑠𝑡Θ𝑡 
3. While 𝑡 < 1, perform steps 4-13. 
4. Compute the direction cosine between the ONV for the subloading surface (
𝜕𝑓
𝜕𝛔𝑡
,
𝜕𝑓
𝜕Θ𝑡
) and 
the trial increment (∆𝛔𝑡
e, ∆Θ𝑡
e): 
Δ𝛔𝑡
e = ∆𝑡∆?̅? + ∆Θ𝑡
e𝑠𝑡𝛅 + Θ𝑡
e∆𝑡∆𝑠𝑡𝛅, and ∆Θ𝑡
e =
𝜕Θ
𝜕𝜀vσ̅
∆𝑡∆𝑠 +
𝜕Θ
𝜕𝑠
 ∆𝑡∆?̅? 
cos𝜃𝑡 =
{
𝜕𝑓
𝜕𝛔𝑡
,
𝜕𝑓
𝜕Θ𝑡
}
𝐓
{∆𝛔𝑡
e, ∆Θ𝑡
e}
‖
𝜕𝑓
𝜕𝛔𝑡
,
𝜕𝑓
𝜕Θ𝑡
‖‖∆𝛔𝑡
e, ∆Θ𝑡
e‖
 
where 
𝜕𝑓
𝜕𝛔𝑡
 and 
𝜕𝑓
𝜕Θ𝑡
 are evaluated by 𝛔𝒕 = (?̅?𝑡 + Θ𝑡𝑠𝑡) and Θ𝑡. 
5. Compute ∆𝛆1, ∆Θ1 and ∆𝑝c1 
    if cos𝜃𝑡 > −𝐿𝑇𝑂𝐿: 
        ∆𝛆1 = [𝐃
ep(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)]
−𝟏∆𝑡∆?̅? − [𝐃ep(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)]
−𝟏𝐖ep∆𝑡∆𝑠 
         ∆Θ1 = (
𝜕Θ
𝜕𝑠
)
𝑠=𝑠𝑡
 ∆𝑡∆𝑠 + (
𝜕Θ
𝜕𝜀vσ̅
)
Θ=Θ𝑡
Cvσ̅
T 𝛏∆𝑡∆?̅? 
        ∆𝑝c1 =
𝜕𝑝c𝑡
𝜕𝜀v
p 𝛚T(∆𝜺1 − 𝑪?̅?
e(?̅?𝑡 , 𝑠𝑡 , 𝛩𝑡 , 𝑝c𝑡)∆𝑡∆?̅?) 
          where 𝛚T = {1 1 1 0 0 0}T 
    else 
        ∆𝛆1 = [𝐃
e(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)]
−𝟏∆𝑡∆?̅? − [𝐃e(?̅?𝑡 , 𝑠𝑡 , Θ𝑡 , 𝑝c𝑡)]
−𝟏𝐖e∆𝑡∆𝑠 
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         ∆Θ1 = (
𝜕Θ
𝜕𝑠
)
𝑠=𝑠𝑡
∆𝑡∆𝑠 + (
𝜕Θ
𝜕𝜀vσ̅
)
Θ=Θ𝑡
Cvσ̅
T ∆𝑡∆?̅? 
        ∆𝑝c1 can be solved from: 
𝑓(?̅?𝑡 + ∆𝑡∆?̅?, Θ𝑡 + ∆Θ1, 𝑠𝑡 + ∆𝑡∆𝑠, 𝑝c𝑡 + ∆𝑝c1) = 0 
    End if 
?̃̅?𝑡 = ?̅?𝑡 + ∆𝑡∆?̅?, Θ̃𝑡 = Θ𝑡 + ∆Θ1, ?̃?𝑡 = 𝑠𝑡 + ∆𝑡∆𝑠 and 𝑝c𝑡 = 𝑝c𝑡 + ∆𝑝c1 
6. Compute ∆?̅?2, ∆Θ2 and ∆𝑝c2 
    if cos𝜃𝑡 > −𝐿𝑇𝑂𝐿: 
        ∆𝛆2 = [𝐃
ep(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)]
−𝟏
∆𝑡∆?̅? − [𝐃ep(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)]
−𝟏
𝐖ep∆𝑡∆𝑠 
         ∆Θ2 = (
𝜕Θ
𝜕𝑠
)
𝑠=?̃?𝑡
∆𝑡∆𝑠 + (
𝜕Θ
𝜕𝜀vσ̅
)
Θ=Θ̃𝑡
 Cvσ̅
T 𝛏∆𝑡∆?̅? 
        ∆𝑝c2 =
𝜕𝑝c𝑡
𝜕𝜀v
p 𝛚T(∆𝛆2 − 𝑪?̅?
e(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)∆𝑡∆?̅?) 
    else 
        ∆𝛆2 = [𝐃
e(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)]
−𝟏
∆𝑡∆?̅? − [𝐃e(?̃̅?, ?̃?𝑡 , Θ̃𝑡 , 𝑝c𝑡)]
−𝟏
𝐖e∆𝑡∆𝑠 
         ∆Θ2 = (
𝜕Θ
𝜕𝑠
)
𝑠=?̃?𝑡
∆𝑡∆𝑠 + (
𝜕Θ
𝜕𝜀vσ̅
)
Θ=Θ̃𝑡
 Cvσ̅
T ∆𝑡∆?̅? 
    ∆𝑝c2 can be solved from:  
 𝑓(?̃̅?, Θ𝑡 + 0.5∆Θ1 + 0.5Θ2, ?̃?𝑡 ,  𝑝c𝑡 + 0.5∆𝑝c1 + 0.5∆𝑝c2) = 0 
    End if  
?̂̅?𝑡 = ?̃̅? , Θ̂𝑡 = Θ𝑡 +
1
2
(∆Θ1 + Θ2) , ?̂?𝑡 = ?̃?𝑡  ?̂?𝑡 = 𝛆𝑡 +
1
2
(∆𝛆1 + ∆𝛆2) and  ?̂?c𝑡 =  𝑝c𝑡 +
1
2
(∆𝑝c1 + ∆𝑝c2) 
7. Determine the relative error for the current substep from: 
𝑅𝑡
err = 0.5max {
‖∆𝛆1 − ∆𝛆2‖
‖?̂?𝑡‖
,
|∆Θ1 − ∆Θ2|
|Θ̂𝑡|
,
|∆𝑝c1 − ∆𝑝c2|
| ?̂?c𝑡|
} 
 
8. If 𝑅𝑛
err > 𝑆𝑇𝑂𝐿  , the substep fails, and a smaller time step needs to be found by 
computing: 
𝑟 = max{0.9√𝑆𝑇𝑂𝐿 𝑅𝑡
err⁄ , 0.1}, 
and then set: 
∆𝑡 ← max{𝑟∆𝑡, ∆𝑡}, 
return to step 4. 
9. If 𝑅𝑡
err ≤ 𝑆𝑇𝑂𝐿, the substep is successful with regard to the local error control. Then, 
recheck the direction cosine between the ONV of the updated subloading surface  
(
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
,
𝜕𝑓
𝜕Θ𝑡+∆𝑡
) and the trial increment (∆𝛔𝑡
e, ∆Θ𝑡
e): 
cos𝜃𝑡+∆𝑡 =
{
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
,
𝜕𝑓
𝜕Θ𝑡+∆𝑡
}
T
{∆𝛔𝑡
e, ∆Θ𝑡
e}
‖
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
,
𝜕𝑓
𝜕Θ𝑡+∆𝑡
‖ ‖∆𝛔𝑡
e, ∆Θ𝑡
e‖
 
where 
𝜕𝑓
𝜕𝛔𝑡+∆𝑡
 and 
𝜕𝑓
𝜕Θ𝑡+∆𝑡
 are evaluated by ?̂?𝑡+∆𝑡(= ?̂̅?𝑡+∆𝑡 + ?̂?𝑡+∆𝑡Θ̂𝑡+∆𝑡) and Θ̂𝑡+∆𝑡. 
10. If the sign of cos𝜃𝑡+∆𝑡  is the same as the sign of cos𝜃𝑡 , update the stresses and the 
hardening term according to: 
?̅?𝑡+∆𝑡 = ?̂̅?𝑡, Θ𝑡+∆𝑡 = Θ̂𝑡, 𝑠𝑡+∆𝑡 = ?̂?𝑡 𝛔𝑡+∆𝑡 = ?̂?𝑡 𝛆𝑡+∆𝑡 = ?̂?𝑡 and  𝑝c,𝑡+∆𝑡 =  ?̂?c𝑡 
else 
find 𝛼 by solving |cos𝜃α| ≤ 𝐿𝑇𝑂𝐿 and then set: 
∆𝑡 ← 𝛼∆𝑡, 
return to step 4. 
11. If |𝑓(?̅?𝑡+∆𝑡 , Θ𝑡+∆𝑡 , 𝑠𝑡+∆𝑡 , 𝑝c,𝑡+∆𝑡)| > 𝐹𝑇𝑂𝐿, then  𝑝c,𝑡+∆𝑡 and 𝛆𝑡+∆𝑡 need to be corrected by 
remaining net stress and suction increments unchanged: 
 𝑝c,𝑡+∆𝑡 =  𝑝c,𝑡+∆𝑡 + δ𝑝c  and 𝛆𝑡+∆𝑡 = 𝛆𝑡+∆𝑡 + 𝛿𝜺 , where δ𝑝c =
−𝑓
𝜕𝑓
𝜕 𝑝c,𝑡+∆𝑡
 and 𝛿𝜺 =
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1
3
 δ𝑝c
𝜕 𝑝c,𝑡+∆𝑡
𝜕𝜀v
p
𝛚. 
12. Obtain the size of the next substep by computing: 
𝑟 = max{0.9√𝑆𝑇𝑂𝐿 𝑅𝑡
err⁄ , 1.1}. 
If the previous step failed, limit the step size growth further by enforcing: 
𝑟 = min{𝑟, 1}. 
Compute a new step size, and update the pseudo time to 
𝑡 ← 𝑡 + ∆𝑡, 
∆𝑡 ← 𝑟∆𝑡. 
13. Ensure that the next step size is not smaller than the minimum, and check the step size to 
avoid the pseudo time of integration exceeding one by setting: 
∆𝑡 ← max{∆𝑡, ∆𝑡min}, 
∆𝑡 ← min{∆𝑡, 1 − 𝑡}. 
14. Exit subroutine with net stresses ?̅?1, suction 𝑠1, effective degree of saturation Θ1, strains 
𝛆1, hardening parameter 𝑝c1, at the end of the increment with 𝑡 = 1. 
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ABSTRACT 
A stress-saturation (𝛔′ − 𝑆e) constitutive model of unsaturated soils is implemented 
into Finite Element (FE) algorithms in this paper.  The general form of the 
constitutive equations is derived for the stress integration, where the suction is treated 
as a strain variable whereas the degree of saturation used in this constitutive model is 
treated as a stress variable.  The hysteresis hydraulic behaviour is considered in the 
stress update with boundaries of the main drying and wetting soil-water characteristic 
curves.  An alternative approach of deriving the governing equations is also proposed.  
The net stress is used in mechanical equilibrium, although the stress-saturation model 
is developed in the space of Bishop’s effective stress and the degree of saturation.  In 
the mass conservation, the degree of saturation is considered as a coupled term in, as 
it is affected by both net stress and suction.  The new proposed stress integration and 
governing equations have been implemented into the practical FE code, and the code 
is validated with soil sample simulations, experiment data, and analytical 
consolidation solutions.  Consolidation and footing problems of unsaturated soils are 
simulated with considering mechanical and hydraulic loads.  In the analyses, the 
mechanical behaviour is affected by the hydraulic behaviour of soils, whereas, the 
hydraulic behaviour is also influenced by the mechanical behaviour, as the degree of 
saturation is dependent on the soil deformation caused by loading apart from the 
change of suction. 
KEYWORDS 
Unsaturated soils, finite element method, stress integration, consolidation, footing 
analysis 
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INTRODUCTION 
The coupled analysis of unsaturated soil problems is a challenge for geotechnical 
engineering problems, including rainfall-induced landslides (Cho and Lee 2001; Hu et 
al. 2011; Borja et al. 2012), embank dams (Farias and Cordao Neto 2010), tunnel 
constructions (Nagel and Meschke 2010), and soil cover systems for landfills and 
mining tailing disposal (Oldenburg and Pruess 1993).  Most coupled numerical 
analyses mainly focus on the numerical behaviours to obtain the deformation of soils.  
Some important hydraulic behaviours, including hysteresis and shifting behaviours of 
the soil-water characteristics, are commonly neglected, due to the limitation of 
existing numerical methods and the purpose of simplifying.  For example, the 
difference between main drying and wetting curves and the scanning behaviour are 
less considered in current coupled deformation and fluid flow coupled analyses, and 
some researchers (Hu et al. 2013; Hu et al. 2015) argue that the hydraulic hysteresis 
of soils have no sufficient influence on the soil deformation.  However, due to climate 
change issues and extreme weather rising, the geotechnical problem analyses should 
pay more attention to the hydraulic influences on unsaturated soils, such as landslides 
and wetting collapse induced by unpredictable heavy rainfall, and expansive soil 
problems due to circle climate drying and wetting processes.  Moreover, the design of 
some geotechnical problems should minimise their potential risk to surrounding 
environment, such as the soil cover systems for landfills and disposal, especially the 
nuclear water disposal.  The hydraulic behaviour, which is mainly used to determine 
the water flow in unsaturated soils, becomes more important in the coupled analysis 
of those problems. 
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An essential part of analysing a coupled hydro-mechanical problem is the constitutive 
model adopted for soils.  A great number of constitutive models for unsaturated soils 
have been developed, and they are mostly based on the stress-suction concept, where 
the stress could be either in term of the total stress (net stress) or the effective stress.  
The most well-known model using the total stress and suction is proposed by Alonso 
et al. (1990).  The suction is employed to define the variation of the yield surface 
using a loading-collapse yield surface, and the modiﬁed Cam-clay model (Roscoe and 
Burland 1968) is adopted at the fully saturated state.  Similar constitutive models 
include those of Schrefler and Zhan (1993), Santagiuliana and Schrefler (2006), 
Wheeler and Sivakumar (1995), Kohgo et al. (1993).  Some researchers argue that 
applying the Bishop effective stress in the constitutive models provides a more 
compact and rigorous prediction of unsaturated soil behaviours.  Examples can be 
found in the work of Loret and Khalili (2002), Wheeler et al. (2003), Sheng et al. 
(2004), Sheng et al. (2008), Pereira et al. (2005), Sun et al. (2007b), and 
Muraleetharan et al. (2009).  In most such models the suction is treated as an 
independent variable in the yield function and plastic potential, in addition to the 
effective stresses and the suction-dependent hardening parameter.  This makes their 
model similar to those of Alonso et al. (1990).  More recently, some researchers 
(Tamagnini 2004; Romero and Jommi 2008; Zhang and Ikariya 2011; Zhou et al. 
2012a; Zhou et al. 2012b; Zhou and Sheng 2015) suggest that the degree of saturation 
instead of suction could be used as another fundamental variable for unsaturated soil 
modelling, and this approach could better interpret hydro-mechanical interaction 
behaviours of the unsaturated soil.  Zhou et al. (2012a) proposed a constitutive model 
using two variables including the Bishop effective stress and effective degree of 
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saturation referred as the 𝛔′ − 𝑆e  model.  The loading-collapse yield surface is 
established based on the effective degree of saturation rather than using the suction.  
The hardening parameter is effective degree of saturation dependent.  The change of 
effective degree of saturation is obtained from the change of suction and volumetric 
strain caused from net stress, which means it is not only determined by the soil-water 
characterises as it is in most of unsaturated soil models. 
In order to implement a soil constitutive model in the FE code, the stresses are 
required to be updated by integrating the constitutive equations with a known strain 
increment.  While stress integration methods for saturated constitutive models have 
been well studied, research on numerical algorithms for evaluating unsaturated soil 
constitutive relations is relatively limited.  The constitutive relations for saturated 
soils are very different from those for unsaturated soils as they involve more stress 
state variables, different plastic yielding behaviours, and different hardening laws.  
For example, in stress-suction models for unsaturated soils, the suction is treated as a 
stress variable, even though it is more like strains that can be obtained directly from 
the global equations from the displacements.  For stress-saturation models, the degree 
of saturation, which is neither a stress nor strain variable, becomes another extra 
variable need to be considered in the integration.  This fact may cause computational 
difficulties in stress integration schemes.   
Methods available for the stress integration can generally be classiﬁed into two 
categories by using the implicit or explicit method.  Implicit methods, which solve the 
non-linear constitutive equations by iteration, are generally accurate.  The 
disadvantage is that they are difficult to be implemented into complex unsaturated soil 
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models as they require second derivatives of the plastic potential to be evaluated at a 
range of stress states, and special procedures have to be used when the iteration 
process fails to converge.  Explicit methods, on the other hand, are generally robust 
but might be very inaccurate in their simplest form.  However, their accuracy can be 
controlled by breaking up the strain increment into subincrements (Wissmann and 
Hauck 1983; Sloan et al. 2001).  
Several integration schemes have been studied and used for stress-suction models.  
Vaunat et al. (2000) proposed an implicit stress integration scheme based on the 
closet-point projection method (Runesson 1987).  This scheme uses an extra strain 
component speciﬁcally associated with the suction variable, together with a mixed 
control procedure where the constitutive rate equations are driven partly by the strains 
and partly by the stresses. The strains in the constitutive equations are no longer 
directly related to the displacements due to using the extra component and have to be 
transferred to total strains.  Therefore, it did not converge for certain loading patterns.  
Zhang et al. (2001) extended the implicit return-mapping algorithm of Simo and 
Taylor (1986) to integrate the stress-suction constitutive model of Bolzon et al. (1996).  
The suction rate is ignored inconsistency condition so that it is missing from their 
stress–strain relations.  This method results in the stress–strain relations being similar 
to those for saturated soils, which is not mathematically rigorous for unsaturated soil 
models.  Sheng et al. (2003) proposed an explicit integration scheme for a stress-
suction unsaturated soil model base on Wissmann and Hauck (1983) and Sloan et al. 
(2001).  The suction is treated as a strain-like variable although it is a stress variable 
in fact.  The advantage is that their stress-suction constitutive equations are similar to 
saturated soil models, which are purely strain driven.  Ma et al. (2014) modified the 
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return-mapping scheme to integrate a constitutive of unsaturated soils with fully 
hydro-mechanical coupling behaviours. In this model, the change of the degree of 
saturation is associated with the plastic volumetric strain, but the influence on the 
elastic volumetric strain is neglected.  Very recently, Hu et al. (2015) modified the 
closet-point projection method (Runesson 1987) to integrate a stress-saturation 
unsaturated soil model.  A stress-like variable used as the degree of saturation is 
introduced, and it is determined from the suction and void ratio.  This method 
improved the mix control problem from Vaunat et al. (2000) since no strain-like 
variables are determined from the suction rather than displacements.  However, as 
mentioned in Hu et al. (2015), due to the convergence iteration problem, the 
hysteresis hydraulic behaviour of unsaturated soils cannot be considered in their 
method. 
Current methods for the finite element analysis of coupled unsaturated soil problems 
use either an uncoupled hydrological approach or a coupled hydro-mechanical 
approach.  With the former, continuity equations for ﬂuid ﬂow are ﬁrst solved by 
assuming a non-deformable body of soil skeleton.  If the deformation analysis is 
required, the information obtained from the ﬂuid ﬂow is used to solve the mechanical 
equilibrium equations for the displacements (Richards 1992; Li and Cameron 1995).  
The uncoupled approach is attractive because of its simplicity.  However, the 
limitation is that it can only be used to soils that do not experience signiﬁcant volume 
changes.  The coupled hydro-mechanical approach, on the other hand, is more precise 
as it is based on the continuity equations for deformable media, e.g., Thomas and He 
(1995), Loret and Khalili (2000).  These equations are coupled the mechanical 
equilibrium relations with fluid flow through the relationships of the volumetric strain 
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rate, stresses and pore pressures.  Compared to the uncoupled hydrological approach, 
the concept of this type of formulations is more complete, and this approach becomes 
the mainstream in the FE analysis for unsaturated soils.  A number of diﬀerent 
mathematical formulations for unsaturated soil problems have been presented in the 
literature (Li and Zienkiewicz 1992; Gatmiri et al. 1998; Sheng et al. 2003; Khalili et 
al. 2008; Hu et al. 2015; Tsiampousi et al. 2017).  The effect of temperature can also 
be included in thermo-hydro-mechanical coupling analyses in unsaturated soils (e.g., 
Thomas and He (1995) and Olivella et al. (1994)). 
The formulations for the governing equations of unsaturated soil coupled behaviours 
are commonly based on mass conservation of water and mechanical equilibrium of 
the total soil volume.  The net stress or Bishop’s effective can be adopted in the 
mechanical equilibrium following the requirement of the constitutive models.  For the 
mass conservation, the essential variable is the volumetric water content (𝜃w) and it is 
determined from the porosity ( 𝑛) and the degree of saturation (𝑆r).  As 𝜃w = 𝑛 ∙ 𝑆r, 
based on Biot (1941), ?̇?w = ?̇? = 𝜀v̇ (where 𝑛 is the porosity and 𝜀v is the volumetric 
strain) with 𝑆r remaining to 1 in fully saturated conditions.  That means the changes in 
net stress or pore water pressure causes the change of volumetric strain (𝜀v̇), and also 
the changes on the porosity ( ?̇?) with equal effect.  Thus, the effective stress (𝛔′) is 
used for fully saturated conditions to determine the volumetric strain.  However, in 
unsaturated conditions, changes in 𝜃w result from both changes in the porosity ( ?̇?) 
and the degree of saturation (?̇?r), where ?̇? = 𝜀v̇.  For the constitutive models applying 
the net stress and suction (e.g. the Barcelona Basic Model (Alonso et al. 1990)), the 
change of suction only influences on the plastic volumetric strain, and the effect on 
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elastic volumetric strain is neglected.  In addition, the change of degree of saturation 
(?̇?r) involved in ?̇?w is normally obtained from the soil-water characteristics as 𝑆r =
𝑓(𝑠) (e.g., Sheng et al. (2003)).  That leads to the degree of saturation becomes an 
uncoupled term in this situation.  Some researchers (Zhou et al. 2012a; Zhou et al. 
2012b; Tsiampousi et al. 2017) argued that only using the soil-water characteristics to 
determine the degree of saturation may oversimplify the complex behaviour of 
unsaturated soils.  For example, the change of net stress may also cause the change of 
degree of saturation as some deforming voids can result in the water drainage. 
The 𝛔′ − 𝑆e model is implemented in the FE algorithms for consolidation and footing 
analyses of unsaturated soils.  The general form of the constitutive equations is 
developed, with the suction being treated as a strain variable whereas the degree of 
saturation being treated as a stress variable.  The hysteresis hydraulic behaviour is 
considered in the stress integration with the difference in main drying and wetting 
soil-water characteristic curves.  To integrate the constitutive equations, an explicit 
integration scheme is adopted with four main steps.  A new approach to derive the 
governing equations is also developed, and the governing equations are consistent 
with the 𝛔′ − 𝑆e  model with considering the coupled behaviours in the change of 
degree of saturation.  After the new proposed governing equation discretised, the fully 
coupled global equations are achieved, and the coupled global equations are solved by 
using the Newton-Raphson procedure.  The proposed algorithms have been turned 
into FE codes, and validated with soil sample simulations, experiment data, and the 
analytical solution of one-dimensional consolidation (Terzaghi 1923). A number of 
one dimensional consolidation problems due to mechanical and hydraulic loads are 
simulated with soils having different soil-water characteristics, including wetting and 
 - 177 - 
 
 
drying, fast loading with pore water pressure dissipation, and wetting expansion and 
collapse. The analyses of rigid and flexible footing on unsaturated soils are also 
carried out with the new proposed algorithms. 
CONSTITUTIVE EQUATIONS 
The general form of constitutive equations is derived based on the 𝛔′ − 𝑆e  model 
proposed by Zhou et al. (2012a).  The equations are in the form of stress-strain-pore-
pressure-degree-of-saturation relations, which are different from the stress-strain-pore 
pressure relations used by stress-suction unsaturated soil models.  As the air pressure 
mostly remains atmospheric for geotechnical problems, it is not treated as a variable 
in this research.  Thus, the suction is simply replaced by a negative pore water 
pressure in the constitutive equations.  The degree of saturation and the net stress are 
chosen to be updated at each stress point from integrating the 𝛔′ − 𝑆e model, although 
this model is developed in the space of Bishop’s effective stress (𝛔′) and the effective 
degree of saturation (𝑆e ). 
The signs of the strains, stresses, and pressures follow the convention of continuum 
mechanics, which is opposite to signs commonly used in soil constitutive models.  
Stresses and pressures are positive in tension, and strains are positive in dilation.  In 
addition, all stresses and pressures are measured with respect to atmospheric pressure. 
Effective stresses 
Bishop’s effective stress is employed and defined as 
   (1) e w ' S uσ σ m
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where 𝛔 is the net stress vector or total stress vector, because the air pressure is not a 
variable. 𝛔′  is Bishop’s effective stress vector, m is a column vector 
(m={1,1,1,0,0,0}), 𝑢w  is the pore water pressure, and 𝑆e  is the effective degree of 
saturation given as 
   (2) 
where 𝑆r  is the degree of saturation,  𝑆r
res  is the residual degree of saturation and 
usually equal to zero, and 𝑆r
0 is the degree of saturation at zero suction and usually 
equal to 1. 
Based on equation (1), Bishop’s effective stress increment can be calculated from the 
total stress increments, the degree of saturation increment and pore water press 
increment as 
   (3) 
Yield function and plastic potential  
The yield function is defined in terms of Bishop’s effective stresses, the effective 
degree of saturation and a hardening parameter.  The associate flow law is adopted in 
the 𝛔′ − 𝑆r  model.  Therefore, the plastic potential function 𝑔 = 𝑓 .  The yield 
function is given as  
   (4) 
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where 𝑞 is the deviator stress, 𝑝′ is the effective mean stress, M is the stress ratio 
(𝑞/𝑝′) at the critical state, 𝑝c
′ is the preconsolidation pressure at 𝑆e = 1, and it is taken 
as the hardening parameter, and 
   (5) 
where 𝜆0  is the elastoplastic compression index at the saturated state, 𝜅  is elastic 
compression index, and 𝑎1  is a fitting parameter that defines the variation of 
compression index with the degree of saturation. 
Flow rule 
The plastic strain increments are assumed normal to the plastic potential surface. It 
gives 
   (6) 
where d𝛆p is the plastic strain increment vector and dΛ is the plastic multiplier. 
Strain hardening  
The strain hardening law is given by the evolution of the hardening parameter. It can 
be written as 
   (7) 
where 𝜀v
p
 is the plastic volumetric strain. 
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Coupled hydraulic behaviour 
The change of the degree of saturation is not only caused by the suction and also the 
volumetric strain due to net stress changes.  This coupled hydraulic behaviour is 
different from those in suction-stress constitutive models, where the degree of 
saturation is only determined by suction and commonly from the soil-water retention 
curve.  The coupled behaviour of the degree of saturation can be expressed as follows 
   (8) 
As it is shown in equation (8), the change of the degree of saturation is determined by 
two parts.  The first part (𝜕𝑆r/𝜕uw = (𝜕𝑆r/𝜕𝑆e)(𝜕𝑆e/𝜕uw)) is commonly referred as 
the soil-water retention behaviour and determined by the soil-water characteristic 
curve (SWCC).  In the new proposed algorithm, the soil water retention behaviour can 
be categorised into two groups, including the main wetting/drying curve as SWCC 
and the scanning behaviour.  van Genuchten’s equation (van Genuchten 1980) is 
adopted for both main drying curve, 𝑆ed, and main wetting curve, 𝑆ew.  The relevant 
equations are given as: 
  (9) 
and the differential forms are given as 
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   (10) 
where 𝑎d, 𝑚d and 𝑚dare fitting parameters for the main drying curve, and  𝑎w, 𝑚w 
and 𝑚w are fitting parameters for the main wetting curve.  
The rule of scanning behaviour employed in the algorithm is proposed by Zhou et al. 
(2012b).  The slope of the interior scanning curve is determined from the ratio of the 
pore pressure at current state and the corresponding pore pressure (𝑢wd or 𝑢ww) on the 
main drying/wetting curve, and the slope of the main drying/wetting curve at the 
position of corresponding pore pressure.  The corresponding pore pressure is 
calculated from the effective degree of saturation at the current state from the main 
drying/wetting curve.  Equations of the scanning rule are given as 
   (11) 
where 
   (12) 
where, b is a fitting parameter. 
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The second determinate part of the increment of degree of saturation (𝜕𝑆r/𝜕𝜀vσ =
(𝜕𝑆r/𝜕𝑆e)(𝜕𝑆e/𝜕𝜀vσ)) from equation (8) defines the influence of the effective degree 
of saturation due to the volumetric strain caused by net stress, and 
   (13) 
where 𝑎2 is a fitting parameter that defines the variation of 𝑆e under constant suctions, 
and 𝑒 is the void ratio. 
The volumetric strain due to the net stress change, 𝜀vσ can be determined as 
   (14) 
where 𝛏 = {(
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)
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,
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𝜆0−𝜅
)
−1
.and 𝑞 is the deviator stress. 
To determine the volumetric strain due to the net stress change, the net stress 
increment is required to be calculated.  Therefore, it is essential to replace the 
effective stress component in stress update by the net stress component in the 
 
 ee e
vσ

 

2
1
1
aS eS
S
e
T
vσ vσd d C ξ σ
 - 183 - 
 
 
constitutive equations, even though the yield surface is dependent on the effective 
stress state. 
Consistency condition 
To ensure the stress state remains on a yield surface, the following condition must be 
satisfied 
   (15) 
where the term 𝜕𝑓/(𝜕𝑆r )d𝑆r is commonly replaced by 𝜕𝑓/(𝜕uw )duw for the suction-
stress models. 
Stress-strain relations  
The incremental stress-strain relations can be written as 
   (16) 
where 𝐃e is the elastic stiffness matrix, d𝛆
e is the elastic strain increment, and d𝛆 is 
the total strain increment. 
Plastic multiplier 
Submitting equation (6) to equation (16), and then submitting equation (7) and (16) to 
equation (15), the plastic multiplier dΛ can be solved as 
   (17) 
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where 
a =
𝜕𝑓
𝜕𝛔′
 
𝐴 = −
𝜕𝑓
𝜕𝑝c′
𝜕𝑝c
′
𝜕𝜀v
p
𝜕𝑓
𝜕𝑝′
 
𝐶 =
𝜕𝑓
𝜕𝑆r
 
General constitutive equations 
Solving equation (3), (6), (8), (16) and (17) gives 
   (18) 
where  
𝐃ep = 𝚪
−𝟏 (𝐃e −
𝐃ea(a
T)𝐃e
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Substituting equation (18) to equation (8) gives 
   (19) 
where 
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𝐑ep =
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏𝐃ep 
𝑄ep =
𝜕𝑆r
𝜕uw
+
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏𝐖ep 
Substituting equation (19) and (17) to equation (7) gives: 
   (20) 
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The equation (18) and (19) can be rewritten into matrices form as: 
   (21) 
where {d𝛔, d𝑆r}
T is treated as the generalised stress increment vector and {d𝛆, duw}
T 
is the generalised strain increment vector. 
Hydraulic conductivity 
In addition to the degree of saturation, water permeability 𝑘w of unsaturated soils is 
another important parameter influencing the soil-water coupled behaviours and it can 
be updated at the Gauss point.  The water permeability is dependent on soil gradation 
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and composition, void ratio, fabric and degree of saturation (Lambe and Whitman 
1969).  For a given soil, gradation and composition, and fabric are commonly 
assumed unchanged during hydraulic or mechanical loading process.  Thus, void ratio 
and degree of saturation are the main factors controlling permeability.  In older to 
combine the effects of void ratio and saturation, Lloret and Alonso (1980) proposed a 
model as follows 
   (22) 
The first term of equation (22), 𝑘1(𝑒) represents the influence of void ratio on soil 
water permeability.  It is can be determined by Taylor (1948) as 
   (23) 
where 𝑒0 is the initial (or reference) void ratio. 
The second term of equation (22) explains the dependence of the permeability on the 
degree of saturation, and the expression given by Hillel (1971) is employed in this 
research as 
   (24) 
where 𝑘ws is the saturated soil permeability at 𝑒0 and c is a constant. 
Variation in water permeability of soil with 𝑒0 = 1, 𝑘ws = 10
−8 and 𝑐 = 2 is shown 
in Figure 2.  It shows that water permeability decreases rapidly when saturation 
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decreases, and also decreases with decrease of void ratio with constant degree of 
saturation. 
 
Figure 2 Water permeability of soil with degree of saturation for various void ratios 
EXPLICIT INTEGRATION 
One different feature of the constitutive equations of the 𝛔′ − 𝑆e  model is the 
dependence of the yield surface on the degree of saturation.  For stress-suction models 
of unsaturated soils, only suction is a variable has to be treated in the constitutive 
equation integration in addition to the stress and strain.  Apart from suction in 
integrating the 𝛔′ − 𝑆e  model, the degree of saturation has to be considered as an 
extra variable.  Some of the stress-suction models, such as the one proposed by 
Alonso et al. (1990) , treat the suction as a stress-like variable, and an extra strain 
variable is commonly used to match it in the integration scheme (Vaunat et al. 2000).  
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stress increment, and this may cause problems because the yield function is dependent 
on the suction variable and the final stress state must lie on the known suction plane.  
For example, the strain increment may have to be carried out at a different rate to the 
suction increment for sufficient accuracy to be obtained.  This causes difficulties in 
the integration process, as it commonly requires separating steps to be performed.  To 
solve the problem, the suction variable can be treated as an additional strain variable 
(Sheng et al. 2003). 
In the integration scheme here, the suction is treated as a strain-like variable, whereas 
the degree of saturation is an additional stress variable.  The advantage of this 
approach is that the constitutive equations are similar to saturated soil models and are 
purely strain driven.  This leads to a formulation which is consistent with the 
conventional displacement finite-element method, where the displacement and pore 
pressures are found first and then strains and then stresses.  The constitutive equations 
(21) can be solved by a wide range of explicit methods such as  the explicit scheme 
with automatic subincrement proposed by Sloan (1987) and Sloan et al. (2001).  A 
fixed step forward Euler scheme is used in this paper. 
The explicit scheme applied in the paper finds the final stress state, and the final yield 
surface with a given set of strain increments, an initial stress state and an initial yield 
surface with four steps, including elastic trail stress, intersection with yield surface, 
stress integration and yield surface drift correction.  The given strain increment from 
displacement at are divided subincrements with fixed steps, and the four steps have to 
be repeated within each subincrement. 
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Elastic trial stress and yield surface intersection 
The strain subincrement ∆𝛆 is assumed to be purely elastic to compute a trail stress 
state (𝛔e
′ , 𝑆e
e), and then to determine if the trail stress state is outside the current yield 
surface, i.e. if 𝑓(𝛔e
′ , 𝑆e
e,  𝑝c0
′ ) > 0 and commonly replaced by  𝑓(𝛔e
′ , 𝑆e
e,  𝑝c0
′ ) > FTOL, 
where 𝑝c0
′  is the hardening parameter on the current yield surface and FTOL is a given 
tolerance commonly set from 10-6 to 10-9.  If the trail stress state is inside or on the 
current yield surface, which means no plastic yielding occurs, update stress state with 
the trial stress state. 
The trail effective stress state can be calculated from the trail net stress, and trail 
effective degree of saturation and suction from equation (1), which means the yield 
surface function 𝑓(𝛔e
′ , 𝑆e
e,  𝑝c0
′ )  can be written in the form of 𝑓(𝛔e, 𝑆e
e, 𝑢w,0 +
∆𝑢w,  𝑝c0
′ ) , where ∆𝑢w  is the pore pressure increment.  In addition, according to 
equation (8), the trail net stress increment has to be obtained to determine 𝑆e
e in the 
trail stress state.  Thus, the trail net stress state (𝛔e, 𝑆e
e) is calculated instead of the trail 
effective stress state (𝛔e
′ , 𝑆e
e), and the equation is given as: 
   (25) 
where ∆𝑆e
e = ∆𝑆r
e ,  ∆𝛔e  and ∆𝑆r
e  can be computed from equations derived from 
equation (3) (8) and (16) as 
   (26) 
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where 
𝐃ne = (𝚪e)
−𝟏𝐃e 
𝐖e = −(𝚪e)
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The elastic trail increment vector is also used to check if the stress state has changed 
from elastic to plastic.  Such a change occurs if  
𝑓(𝛔0, 𝑆e0,  𝑢w0, 𝑝c0
′ ) < −FTOL 
𝑓(𝛔0 + ∆𝛔e, 𝑆e0 + ∆𝑆r
e, 𝑢w0 + ∆𝑢w, 𝑝c0
′ ) = 𝑓(𝛔e, 𝑆e
e, 𝑢w,  𝑝c0
′ ) > FTOL 
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Under such condition, the stresses at the yield surface intersection point (𝛔int, 𝑆e
int) has 
to be found, and it is equivalent to find a scalar quantity 𝛼 satisfying the non-linear 
equation 
  (27) 
where 
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  (28) 
A value of 𝛼 = 0 indicates that ∆𝛆 is elastoplastic, while a value of 𝛼 = 1 indicates 
∆𝛆 is purely elastic. Thus, for an elastic to plastic transition, the value of ∆𝛆 is in a 
range of 0 < 𝛼 < 1.  Equation (27) can be solved by variety of numerical methods by 
replacing 𝑓(𝛔int, 𝑆e
int, 𝑢w0 + ∆𝑢w,  𝑝c0
′ ) = 0  to |𝑓(𝛔int, 𝑆e
int, 𝑢w0 + ∆𝑢w,  𝑝c0
′ )| ≤ FTOL .  
The Pegasus algorithm (Dowell and Jarratt 1972) is used to solve this equation in this 
paper. 
Stress integration 
For the given strain and pore pressure subincrements, the constitutive relation used in 
integration is determined by the trail stress stated.  If the trail stress state is inside the 
current yield surface, which is 𝑓(𝛔e, 𝑆e
e, 𝑢w,  𝑝c0
′ ) ≤ FTOL, update the final stress state 
of this step with the trial stress state as 
   (29) 
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where 𝛥𝑆r
e = 𝛥𝑆e
e 
If the current stress state is on the yield surface (|𝑓(𝛔0, 𝑆e0,  𝑢w0, 𝑝c0
′ )| ≤ FTOL), and 
the trail stress state is outside the current yield surface, i.e. 𝑓(𝛔e, 𝑆e
e, 𝑢w,  𝑝c0
′ ) > FTOL, 
plastic yielding occurs and the final stress state is updated to 
   (30) 
where ∆𝛔 and ∆𝑆r are computed from equation (21). 
If the current stress state is inside the yield surface (|𝑓(𝛔0, 𝑆e0,  𝑢w0, 𝑝c0
′ )| < −FTOL), 
and the trail stress state is outside the current yield surface, i.e. 𝑓(𝛔e, 𝑆e
e, 𝑢w,  𝑝c0
′ ) >
FTOL, the stress state changes from elastic to plastic, and the final stress state is 
updated based on the yield surface intersection point (𝛔int, 𝑆e
int) as 
   (31) 
where ∆𝛔1−𝛼  and ∆𝑆r,1−𝛼  are calculated from equation (21) by setting (∆𝛆, ∆𝑢w) to 
(𝛼∆𝛆, 𝛼∆𝑢w). 
Drift corrections 
At the end of each step, the stress point has to lie on the yield surface within the given 
tolerance FTOL (i.e., |𝑓| ≤ FTOL), if the plastic flow occurs.  If the requirement 
cannot be satisfied, a drift correction scheme should be employed, which is extended 
from the method proposed by Sloan et al. (2001).  Corrections of the net stress (𝛿𝛔(c)), 
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effective degree of saturation (𝛿𝑆r
(c)
) and the hardening parameter (𝛿𝑝c
′(c) ) are 
calculated with remaining the strain and suction unchanged.  This means that the 
elastic strain change (𝛿𝛆e
(c)
) due to the correction is equal to the negative plastic strain 
change (𝛿𝛆p
(c)
).  The net stress, effective degree of saturation and hardening parameter 
can be corrected to 
   (32) 
From equation (6) and (16), the correction of effective stress 𝛿𝛔′(c) can be calculated 
as 
   (33) 
where Λ(c) is the scalar multiplier related to the drift correction.  Combining equation 
(3) and (8) with (33) remaining suction unchanged gives 
   (34) 
The yield surface function 𝑓 can be expanded in a Taylor series by ignoring second 
order terms and above 
   (35) 
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where (
𝜕𝑓
𝜕𝛔
)
T
= (
𝜕𝑓
𝜕𝛔′
)
T 𝜕𝛔′
𝜕𝛔
+ [
𝜕𝑓
𝜕𝑆r
+ (
𝜕𝑓
𝜕𝛔′
)
T 𝜕𝛔
𝜕𝑆r
]
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏.  Substituting equation (7) and 
(34) into (35) gives 
   (36) 
𝛿𝛔(c) and 𝛿𝑝c
(c)
 can be calculated by substituting (36) into equation (34) and (7) 
respectively.  𝛿𝑆r
(c)
 is computed by substituting 𝛿𝛔(c) into equation (8) by keeping the 
suction unchanged.  Specifically, 𝛿𝛔(c), 𝛿𝑝c
(c)
 and 𝛿Θ(c) can be written as 
   (37) 
The correction scheme needs to be repeatedly applied until the prescribed tolerance 
FTOL is satisfied. 
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GOVERNING EQUATIONS 
In general form of the coupled analysis, the deformation of soils involves mechanical 
equilibrium, the flow of pore water, heat transfer and even possibly transport of 
chemical components.  A constitutive soil model that considers all these aspects is 
commonly complex and involves a large number of material parameters.  To make the 
coupled analysis more accessible to practicing engineers, it is necessary to identify the 
most important processes and approximate the effect of the others.  For example, 
temperature mainly influences the flow of pore fluid phase with the exception of cases 
where thermal stresses are significant (e.g., nuclear waste disposal).  This makes that 
it is possible to treat the temperature as a prescribed parameter, or solve it 
independently from the heat transfer equation rather than coupled processes.  
Therefore, some researchers suggest that the development of hydro-mechanical 
coupled platform can tackle more general problems, including those with thermal and 
chemical effects (Sheng et al. 2003). 
It is possible to treat the pore air pressure, which is constant (e.g., as the standard 
atmosphere) in many practical situations as a prescribed function.  Therefore, the 
simplest formulations which capture the key features of unsaturated soil behaviour are 
based on mass conservation of water and mechanical equilibrium of the total soil 
volume. 
Mechanical equilibrium 
The equations of equilibrium is given as 
   (38) 
T 0  σ b
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where 𝛔 is the net stress, ∇̅ is the deifferential operator and 𝐛 is the body force vector.  
Applying the Green-Gauss theorem and Galerkin weighted residual method to 
Equation (38) 
   (39) 
where 𝑉 is the volume of the interest, 𝑆 is the surface area over which tractions are 
applied, ?̇? is the external surface traction vector. 
Although the 𝛔′ − 𝑆e model is developed in the space of effective stress, the net stress 
instead of net stress has to be used instead of the effective stress in the FE code, as it 
is presented in in equation (18).  Submitting equation (18) to the equation (39) gives 
   (40) 
where  
 
where 𝐍w is the pore pressure shape function matrix, 𝐍u is a matrix of displacement 
shape functions, 𝐁u is the strain-displacement shape function matrix.  ?̇? is a vector of 
external surface tractions acting over the boundary surface. 
Mass conservation for pore water 
Considering the mass balance of pore fluids leads to the continuity equation of flow 
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   (41) 
where 𝜌w is the density of pore fluid and v is the Darcian velocity vector, and 
 
where bw is the water body force vector, 𝛾𝑤 is the unit weight of water, 𝑛 is the soil 
porosity, and k is a matrix of permeability coefficient of the form  
k = [
𝑘w𝑥 0 0
0 𝑘w𝑦 0
0 0 𝑘w𝑧
] 
The total derivative of the degree of saturation in equation (41) is determined from the 
suction and volume change caused net stress, and from equation (19) it is given as 
   (42) 
Equation (41) can be written into 
   (43) 
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where 𝐍w  is the pore pressure shape function matrix and 𝐁w = ∇𝐍w , 𝑞w  is the 
prescribed fluid flux on the boundary of the domain. 
Coupled system equations 
Equations (40) and (43) can be written in the matrix form as 
   (44) 
This unsaturated soil system is significantly different from the standard formulation 
for coupled consolidation analysis of saturated soils.  It is characterised as 
nonlinearity, asymmetry, and ill-conditioning.  The non-linearity occurs because of 
the global elastoplastic stiffness (𝐃ep ), coupling (𝐋
′ and 𝐋 ) and flow (𝐒 and 𝐇 ) 
matrices determined by the non-linear elastoplastic response, and degree of saturation 
and permeability dependent on suction and deformation, whereas, in the saturated 
system, only the global elastoplastic stiffness is non-linear.  Asymmetry arises in the 
coupling matrices when the soil becomes unsaturated.  Furthermore, the global 
elastoplastic stiffness, stiffness and coupling and flow matrices are usually not of the 
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same order, which may differ by a factor of 106 or more.  This situation makes the 
system equations frequently become very ill conditioned. 
In Table 1, the contains obtained for 𝐋′, 𝐒 and 𝐋 in equation (44) are compared to 
equivalent expressions in the literature to explore similarities and differences.  Khalili 
et al. (2008) and Sheng et al. (2003) using only the suction to determine the degree of 
saturation.  Tsiampousi et al. (2017) and Gatmiri et al. (1998) considered the 
influence of volumetric strain on the degree of saturation.  The proposed equations 
here is more similar to the equivalent expressions in Gatmiri et al. (1998).  However, 
the second term in 𝐒 is not clearly explained by Gatmiri et al. (1998) ((Tsiampousi et 
al. 2017)).  In the current approach, it is required by the employed constitutive model.  
In general, it is explicitly shown that the governing equations need to be consistent 
with the constitutive model, as this will affect individual terms in the equation.  This 
points out the fact that when extending the capabilities of a numerical tool for the 
advanced soil models, e.g. of a FE code, to model coupled consolidation in 
unsaturated soils, it may not be merely sufficient to implement governing and system 
equations found in the literature, but the equations need to be consistent with the 
applied constitutive model, including the stress variables and hydraulic behaviours 
adopted. 
To solve the coupled equations (44), the concepts of internal forces and internal 
volumes are frequently used.  The equations are given by 
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The coupled equations (44) are solved by using the backward Euler method with 
Newton-Raphson iterations in this paper.  The iterations are controlled by a prescribed 
tolerance ITOL.  The Newton-Raphson time-stepping scheme with the backward 
Euler method can be found in Abbo (1997).  An adaptive time-stepping scheme 
proposed by Sheng et al. (2003) could be used to improve the efficiency of the 
scheme for solving the coupled system equations. 
VALIDATION 
The proposed algorithm is validated with soil sample simulations, experiment data 
and analytical consolidation solution from Terzaghi (1923).  The signs of the strains, 
stresses, pressures and displacement shown in results follow the soil mechanics.  
Stresses and pressures are positive in compression, strains are negative in dilation, and 
vertical displacement due to compression is positive.  The suction is a negative pore 
water pressure.  For all simulations in this section, the yield surface tolerance FTOL is 
set to 10-9, and the Newton–Raphson iteration tolerance ITOL to 10-7.  The explicit 
integration at Gauss point is completed with 100 fixed subincrements for each 
iteration step. 
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Table 1 Comparison of expression for coupling matrices 𝐋′, 𝐒 and 𝐋 proposed here with literature 
 
  𝐋′ 𝐒 𝐋 
Gatmiri et al. (1998) 
𝑆r − 𝑛
𝜕𝑆r
𝜕𝛔
𝐂  
𝐂 being the elasticity matrix 
𝑛
𝜕𝑆r
𝜕𝑢w
− 𝑛
𝜕𝑆r
𝜕𝛔
𝑚1  
𝑚1 being a constant 
 −
𝜕𝑒
𝜕𝑠
1+𝑒0
 
𝑒 being the void ratio  Formulated in terms of net stress 
Sheng et al. (2003) 
𝑆r  
𝑆r = 𝑓(𝑠) in Sheng et al. (2003) 
  𝑛
𝜕𝑆r
𝜕𝑢w
 𝑆r and 𝐖ep 
Formulated in terms of Bishop's 
effective stress 
Khalili et al. (2008) 
 𝑆r − 𝑛
𝜕𝑆r
𝜕𝜀v
 
In fact appears that 𝑆r = 𝑓(𝑠)  
𝑛
𝜕𝑆r
𝜕𝑢w
  𝑆r − 𝑛
𝜕𝑆r
𝜕𝜀v
  
Formulated in terms of Bishop's 
effective stress 
Tsiampousi et al. (2017) 
 −𝑆r − 𝑒
𝜕𝑆r
𝜕𝑣
 
𝑣 being the specific volume 
  𝑛
𝜕𝑆r
𝜕𝑢w
   −
1
𝑣0
𝜕𝑣
𝜕𝑠
3
 
Formulated in terms of net stress 
Current approach 
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏𝐃ep + 𝑆rm
T   
𝜕𝑆r
𝜕𝑢𝑤
+
𝜕𝑆r
𝜕𝜀vσ
𝐂vσ
T 𝛏𝐖ep 
𝐖ep 
being 𝑆r and 𝑠 dependent  
Formulated in terms of net stress, 
although the constitutive model 
using Bishop's effective stress 
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Soil sample with drying-wetting path and drying-loading-wetting path 
Hypothesis soil samples with the drying-wetting path and drying-loading-wetting path 
are simulated.  A spaceman with of 2 cm in radius and 8 cm in height is discretised 
into sixteen triangular six-noded axisymmetric elements.  The mesh and boundary 
conditions used for soil sample analyses are shown in Figure 2.  The material 
parameters are assumed in Table 2.  For both drying-wetting path and drying-loading-
wetting path, initially saturated soil sample with zero pore pressure is first 
consolidated to 25 kPa from the top boundary and then unloaded to 20 kPa, which 
gives an over consolidation ratio.  During the drying process, the suction increment is 
slowly applied to the top boundary as 1 kPa per 108 secs, so that the pore pressure is 
uniform and equal to the applied suction. 
Table 2 Parameters used in hypothesis soil sample simulations 
Mechanical parameters  𝑀 = 1.2, 𝜈 = 0.33, 𝜆0 = 0.15, 𝜅 = 0.03, 𝑒0 = 1.3  
Hydraulic parameters  
𝑎d = 200 kPa, 𝑎w = 100 kPa,𝑚d = 𝑚w = 2, 
𝑛d = 𝑛w = 0.5, 𝑏 = 3, 𝑘s = 10
−8 ms−1 
Coupling parameters 𝑎2 = 0.1, 𝑎1 = 2.0 
Material properties 𝛾 = 16 kNm−3, 𝛾w = 10 kNm
−3 
 
The total suction increment is 100 kPa for the drying-wetting path. After drying, the 
spacemen are slowly wetting to the saturated state by reducing the top boundary 
suction with 1 kPa per 108 sec to zero.  Results of the displacement and degree of 
saturation are shown in Figure 3.  Drying is simulated as a loading process between 0 
and 100 kPa suctions as shown in Figure 3(a), due to the increase of the effective 
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stress with suction.  It is elastic loading before suction increased to 5 kPa and turned 
to elastoplastic after.  This turning point is caused by the pre-setting over 
consolidation ratio.  Compression vertical displacement happens, and it increases 
much faster during elastoplastic loading than elastic process.  Soil expands during 
wetting with the elastic response, so that only small amount of vertical displacement 
caused by drying recovered.  The scanning behaviour can be simulated by the 
proposed algorithm as it is shown in Figure 3(b).  The wetting path of the suction-
saturation curve stays inside of the boundaries of drying and main wetting curve. 
 
Figure 2 Mesh of the unsaturated soil sample 
Two total suction increments for the drying-loading-wetting path are studied: 100 and 
200 kPa.  After imposing the suction, spacemen are compressed by 50 kPa, and 200 
kPa applied pressure on the top boundary with pore pressure on the top boundary 
remaining unchanged.  The time used for the load paths is 1 kPa per 108 sec, which 
gives a loading rate slow enough to maintain fully drained conditions.  After loading, 
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the spacemen are slowly wetting to the saturated state by reducing the top boundary 
suction 1 kPa per 108 sec to zero, with the top boundary loading pressure unchanged. 
 
Figure 4 Soil sample with drying-wetting path: (a) Suction vs. Displacement, (b) Suction vs. 
Degree of saturation 
The changes of displacement and degree of saturation with suction and loading 
pressure are shown in Figure 4 for the drying-loading-wetting path.  During the drying 
process, the displacement increased at the first stage from 0 to about 120 kPa suction, 
where the stress path is elastic initially and elastoplastic after 5kPa suction.  When 
suction increased from 120 kPa to 200 kPa, the displacement increased slowly.  This 
result indicates that the stress path turned from elastoplastic to elastic.  The main 
reason is that the constitutive effective stress increases at a slower rate than the yield 
surface size due to the non-convexity of the yield surface on the mean effective stress 
and degree of saturation plane, so the stress paths turn to insides of the yield.  The full 
explanation of the turning point can be found in Zhou et al. (2012a).  Two types of 
soil response to wetting can be simulated by the new proposed algorithm, including 
expanding (elastic) and collapsing (elastoplastic) upon wetting.  Results are shown in 
Figure 4(b) and (c) respectively. 
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Apart from the displacement, the degree of saturation also increases with mechanical 
loading, even if the suction remains unchanged.  The results can be found in Figure 
4(d) and (h), and show that the displacement caused by the loading pressure can also 
influence the hydraulic behaviour of the soil sample.  It happens in the soil sample 
tests in the laboratory, but cannot be simulated by FEM algorithms only considering 
soil-water characteristics without mechanical influences, i.e. the degree of saturation 
is only determined by suction, and so if suction remains same, the degree of saturation 
will stay unchanged.  The effect of hydraulic hysteresis can be seen from Figure 4(c) 
and (g).  The wetting process cannot be simply treated as the inverse process of 
wetting. 
Suction controlled drying-loading-wetting test with experiment data 
Suction controlled isotropic consolidation with wetting tests are simulated, and results 
are validated with experiment data from Sun et al. (2007a).  A soil specimen of 1.8 
cm in radius and 7.2 cm in height is discretised in to 16 triangular axisymmetric 
elements with 45 nodes.  The mesh for the soil specimen and boundary conditions are 
shown in Figure 5.  Both ends of the specimen are permeable.  The initial condition is 
set with uniform suction of 130 kPa, and the soil specimen is isotropically 
consolidated to 30 kPa and then unloaded to 20 kPa with 130 kPa suction remaining 
at the ends of the specimen.  The soil is referred as Pearl clay in Sun et al. (2007a), 
and parameters used for simulations are given in Table 3.  The mechanical parameters 
are adopted from Sun et al. (2007a), and the hydraulic parameters including the 
scanning behaviour can be calibrated from experiment data as shown in Figure 6. 
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Figure 4 Soil samples with drying-loading-wetting path: (a), (b) and (c) drying suction = 100 kPa, 
applying pressure = 50 kPa; (d), (e) and (f) drying suction = 200 kPa, applying pressure = 200 
kPa 
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Table 3 Parameters for Pearl clay tests 
Mechanical parameters  𝑀 = 1.12, 𝜆0 = 0.13, 𝜅 = 0.03 
Hydraulic parameters  
𝑎d = 150kPa, 𝑎w = 38 kPa,𝑚d = 𝑚w = 2, 
𝑛d = 𝑛w = 0.35, 𝑏 = 3, 𝑘s = 10
−8 ms−1 
Coupling parameters 𝑎2 = 0.1, 𝑎1 = 1.7 
Material properties 𝛾 = 16 kNm−3, 𝛾w = 10 kNm
−3 
 
In the first stage, the soil specimen is dried from suction of 130 kPa to 147 kPa with 
20 kPa consolidation pressure remained.  After drying, the isotropic consolidation 
pressure increases from 20 kPa to 196 kPa, and then the applied suction is reduced 
from 147 kPa to zero at the ends of the specimen.  The suction and isotropic 
consolidation pressure increment are applied with 1 kPa per 108 sec to ensure a fully 
drained condition, so that the water pore pressure and stress of the soil specimen stay 
uniform. The new proposed algorithm is capable of simulating drying, loading and 
wetting process of unsaturated soils, as the results and experimental data from Sun et 
al. (2007a) are shown in Figure 7.  The maximum iteration numbers of the Newton-
Rahpson procedure are six times during the entire process, whereas the maximum 
permitted iteration number is typically set to around fifteen. Therefore, the 
convergence of the proposed algorithm is acceptable.  
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Figure 5 Mesh for Pearl clay tests 
 
Figure 6 Soil-water characteristic curves for hydraulic parameter calibration 
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Figure 7 Simulation results with experiment data on Pearl clay (data after Sun et al. (2007a)): (a) 
Mean net stress vs. Void ratio, (b) Mean net stress vs. Degree of saturation, (c) Suction vs. Void 
ratio and (d) Mean net stress vs. Degree of saturation 
Drainage of a column of sand 
A drainage process of a sand column is simulated, and the results of suction 
distributions and water outflow rate at the bottom of the column are validated with 
Liakopoulos (1965).  The height of the column is 1 meter.  The adopted parameters 
are shown in Table 3.  The hydraulic parameters are calibrated from experiment data 
from Liakopoulos (1965) as illustrated in Figure 8.  Due to lack of relevant 
information, mechanical parameters are assumed for the simulation.  
Table 4 Parameters for the sand column 
Mechanical parameters  𝑀 = 1.12, 𝜆0 = 0.13, 𝜅 = 0.02, 𝜈 = 0.45 
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Hydraulic parameters  
𝑎d = 13.3kPa,  𝑚d = 4.9, 𝑛d = 0.999, 
 𝑘s = 4.5×10
−6 ms−1  
Coupling parameters 𝑎2 = 0.1, 𝑎1 = 1.7 
Material properties 𝛾 = 16 kNm−3, 𝛾w = 10 kNm
−3 
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Figure 8 Calibration of hydraulic parameters for the sand column: test data from Liakopoulos 
(1965) 
The initial stresses in the soil layer are generated using the body force which 
corresponds to the total soil unit weight.  The sand is assumed as a non-linear elastic 
and fully saturated soil layer with the water table at the top.  Two stages are involved 
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in the drainage process. The hydraulic boundary conditions of these two stages are 
shown in Figure 9.  The mechanical boundary is bottom fixed and horizontal support 
on both left and right sides.  The purpose of the first stage is to establish a steady 
water flow through the sand column.  The applied suction at the bottom is imposed 
with 10 increments in 1000 sec.  At the 11th increment, the top boundary conditions 
are changed from zero prescribed suction to zero water flow, and then remain a father 
7200 sec.  The results of suction distribution and water drainage rate with time are 
shown in Figure 10 and validated with the experiments results from Liakopoulos 
(1965). 
 
Figure 9 Hydraulic boundary conditions for the sand column 
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Figure 10 Results of suction distribution and water drainage rate with time for the sand column: 
test data from Liakopoulos (1965) 
Elastic consolidation with saturated soil 
One-dimensional consolidation of a finite elastic layer is simulated in this section, and 
results are verified with the analytical solution from Terzaghi (1923).  The soil layer 
is set to be elastic and saturated.  Thus, the properties of soil are completed defined by 
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its drained Youngs modulus, 𝐸’, drained Poisson’s ratio,𝜈 , and permeability 𝑘s.  The 
mesh and boundary conditions for this problem are shown in Figure 11.  The soil 
layer is assumed to be of thickness H and loaded by a uniform surface pressure.  The 
load is imposed over the dimensionless time period 𝑇v = 0.0001, where 
   (47) 
and 𝑐v is the one-dimensional coefficient of consolidation, is given by 
   (48) 
Figure 12 compares the numerical consolidation curve, obtained by the FE scheme, 
with the solution given by Terzaghi (1923).  The predictions are in agreement with the 
exact analytical results. 
  
Figure 11 Mesh for one-dimensional consolidation of finite layer 
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Figure 12 One-dimensional elastic consolidation with a saturated soil layer 
APPLICATIONS 
Consolidations of soils and footing behaviours due to mechanical and hydraulic loads 
are simulated in this section.  For the consolidation analyses, uniform one-dimension 
consolidation mesh and boundary conditions are adopted as shown in Figure 11.  The 
soil depth is set to 2 m and width to 0.2 m.  Parameters used are shown in Table 5.  To 
analyse the hydraulic behaviour of different types of soils and it influences on 
mechanical behaviour, three group of parameters for soil-water characteristics are 
employed and shown in Table 6.  They are common values adopted for sand, silty 
clay and clay respectively.  In the analyses, the yield surface tolerance FTOL is set to 
10-9, and the Newton–Raphson iteration tolerance ITOL to 10-7.  This set of values is 
typical of those used in practical analyses.  The explicit integration at Gauss point is 
completed with 100 fixed steps for each iteration step.  The signs of the pore water 
pressures (suction) and displacement shown in results following the soil mechanics. 
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Table 5 Parameters used in consolidation analyses 
Mechanical parameters  𝑀 = 1.2, 𝜈 = 0.33, 𝜆0 = 0.13, 𝜅 = 0.02, 𝑒0 = 1.3  
Hydraulic parameters  𝑚d = 𝑚w = 2, 𝑛d = 𝑛w = 0.5, 𝑑 = 3, 𝑘s = 10
−8 ms−1 
Coupling parameters 𝑎2 = 0.1, 𝑎1 = 2.0 
Material properties 𝛾 = 16 kNm−3, 𝛾w = 10 kNm
−3 
 
Table 6 aw and ad values for simulations 
Soil type ad (kPa) aw (kPa) 
Clay 400 100 
Silty clay 200 50 
Sand 50 25 
 
Initial conditions are set up before the analyses.  The initial stresses in the soil layer 
are generated using the body force which corresponds to the total soil unit weight.  In 
this stage, the material is assumed as a non-linear elastic and fully saturated soil layer, 
with the water table at the ground surface.  After that, the initial yield surface 
locations for the fully saturated condition are determined by considering the 
overconsolidation pressure at the ground surface is 20 kPa.  The nodal displacements 
are initialised to zero after the initial condition set. 
Rigid and flexible footing examples are also discussed in this section.  The initial 
conditions, mesh and boundary conditions and parameters are given separately in 
footing sections.  The signs of results are explained in the correspondent sections 
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Evaporation and infiltration  
Evaporation and infiltration processes are analysed with two different hydraulic 
corresponding to different practical situations.  The loading paths are as follows 
Path I – Slow drying-wetting circle: 400 kPa total suction increment applied on the 
top boundary with 1kPa per 1010 secs (total 400 steps).  After drying process, the 
suction on the top boundary reduced with 1kPa per 1010 sec (total 400 steps) to 
zero as a wetting path.  The suction increments applied slowly enough on the top 
boundary to ensure fully drained condition remains with pore pressure change at 
each point of the soil equal to suction increment. 
Path II – Fast drying/wetting with pore water pressure dissipation: In the drying 
process, 100 kPa suction increments applied on the top soil boundary within 105 
sec (1 kPa per 1000 sec).  After total suction is applied, time used for the 
simulation reset to zero, and then the total suction remained to 200 hours with 720 
sec per step.  For the wetting analysis, the initial condition set up with 100 kPa top 
boundary suction (1kPa per 1010 sec) in fully drained condition, and each nodal 
displacement was set to zero after drying.  After the dried field setting up, the top 
boundary reduced from 100 kPa to 0 with 1 kPa per 1000 sec (total 105 secs), and 
then total time reset to zero.  After that, the top boundary suction remained at 0 for 
200 hours with 720 sec per step. 
For Path I, changes of vertical displacement and the degree of saturation on the top 
layer of soil with applied suction increment are given in Figure 13.  The effect of soil-
water characteristics on soil mechanical behaviours can be simulated as shown in 
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Figure 13(a) because the yield surface is dependent on the effective degree of 
saturation.  The stress paths of Clay, Silty clay and Sand turn into elastoplastic from 
elastic after 20 kPa applied suction due to the overconsolidation ratio.  The 
displacement with elastoplastic behaviour increases faster than purely elastic response.  
After the elastoplastic increment, the displacement increased slowly as the stress path 
turn back into the elastic domain.  The turning point is significantly different due to 
the influence of soil-water characteristics.  The elastoplastic path is very short for 
Sand, and the turning point occurred before 40 kPa suction, whereas, the elastic 
turning point for Silty clay and Clay happened after 100 and 200 kPa applied suction 
respectively.  The difference is caused by the non-convex yield surface related to the 
degree of saturation.  The non-convexity becomes stronger with the degree of 
saturation decreased, so that the increase of the effective stress could not catch up 
with the speed of the yield surface enlarging.  Sand has a much lower degree of 
saturation at same applied suction level compared with Clay and Silty clay shown in 
Figure 13(b).  Therefore, the elastic turning point of Sand appeared with much less 
applied suction than those of Clay and Silty clay.  The scanning behaviours of soil-
water characteristics are shown in Figure 13(b). 
 
Figure 13 Results of wetting-drying path ((a) Applied suction vs. Displacement; (b) Applied 
suction vs. Degree of saturation) 
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The Path II is used to simulate the distribution of vertical displacement, pore pressure 
(suction) and degree of saturation along the depth of soil with applied suction 
remaining time.  Results from drying process are shown in Figure 14 with 0.2, 2, 20, 
80 and 200 hours suction remaining time.  The suction and degree of saturation 
decreases dependent on the depth and time, and the distributions are shown in Figure 
14(a), (d), (g) and (b), (e), (h) respectively, and the vertical displacement increased as 
shown in Figure 14(c), (f), (i).  The change rate of suction and degree of saturation is 
dependent on the drainage rate, which is influenced by the hydraulic conductivity, and 
the hydraulic conductivity is determined from the degree of saturation and the void 
ratio.  During the drying process, the degree of saturation is the dominant factor, so 
that Sand has the slowest pore water pressure dissipation rate with the lowest degree 
of saturation.  The vertical displacement is not only determined by the water drainage, 
but also the mechanical behaviours related to the yield surface.  The increase rate of 
vertical displacement is related to the rate of pore water pressure dissipation, as the 
vertical displacement is caused by the change of effective stress due to the increase of 
suction.  Thus, Clay has the fastest displacement change rate due to the highest degree 
of saturation.  In addition, the total vertical displacement is affected by the coupled 
behaviour dependent on the yield surface.  As it is explained in the Path II, Sand has 
the shortest elastoplastic stress path, so it has much smaller total vertical displacement. 
Results from the wetting process in Path II are shown in Figure 15 with 0.2, 2, 20, 80 
and 200 hours suction remaining time.  Due to hydraulic hysteresis behaviour of the 
soil-water characteristic and the hydra-mechanical coupled behaviour, the wetting 
process cannot be simply treated as the inverse process of drying.  The common 
wetting behaviour with drying is that the change rate of suction and degree of 
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saturation is dependent on the drainage rate, and Sand has the smallest rate with the 
lowest degree of saturation.  The difference of the vertical displacement between 
wetting and drying is mainly determined by the pore water pressure dissipation and 
mechanical behaviour, as Clay, Silty clay and Sand all stayed in the elastic domain 
with wetting, and it is different from what occurs in the drying phase. 
Fast loading with pore water pressure dissipation 
One-dimensional consolidations of an elastoplastic finite layer with fast loading are 
simulated in this section.  After setting up the initial condition with body forces and 
water table, the drying phase is set by applying 0, 50, 100, 200 kPa suction on the top 
boundary with 1 kPa per 1010 sec, where zero suction is correspondent to the saturated 
condition.  After drying, total 100 kPa pressure increment applied on the top boundary 
with 1 kPa per 1000 sec.  Then, applied load with top boundary suction remained to 
107 sec.  The degree of pore water dissipation DP, is employed to describe the process 
of pore water dissipation with water drainage, and it is defined as 
   (49) 
where 𝑢w
L  is the pore water pressure after total loading pressure applied on top 
boundary of soil, 𝑢w, t is the pore water pressure at time 𝑡, and 𝑢w0 is the initial pore 
water pressure. DP is a value between 0 and 1.  The pore water pressure dissipation 
starts from DP equal to 0 after loading and finishes at DP equal to 1. 
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Figure 14 Distribution results along soil depth with suction remaining time from drying ((a), (d) 
and (g): Depth vs. suction; (b) (e) and (h) Depth vs. Degree of pore water dissipation; (c), (f) and 
(i): Depth vs. vertical displacement) 
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Figure 15 Distribution results along soil depth with suction remaining time from wetting ((a), (d) 
and (g): Depth vs. suction; (b) (e) and (h) Depth vs. Degree of pore water dissipation; (c), (f) and 
(i): Depth vs. vertical displacement) 
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The vertical displacement and degree of pore pressure dissipation with time are shown 
in Figure 16.  The pore water increased, i.e. suction reduced, after fast loading (e.g. 
shown in Figure 17(a)), and then the pore water pressure dissipated with remaining 
time.  For the saturated or high degree of saturation soils, such as Clay and Silty clay 
with 50 kPa applied suction, the vertical displacement is mainly determined by the 
pore water pressure dissipation.  The corresponding degree of saturation at the top 
layer before loading can be found from Figure 13(b), and the degree of saturation is 
over 0.97 for Clay and Silty clay with 50 kPa applied suction.  With lower degree of 
saturation, the majority of vertical displacement happens during loading period for 
soils.  For example, Silty clay with 100 kPa applied suction has about the degree of 
saturation of 0.94 at the top layer before loading, and the displacement after loading at 
105 sec is approximately 67% of total displacement at 107 sec.  The pore water 
dissipation has a rare influence on vertical displacement of unsaturated soils with low 
degree of saturation (lower than 0.4 shown in Figure 13(b)) such as Sand with 100 
and 200 kPa.  There are two reasons to explain this situation.  Firstly, the pore 
pressure increased slightly after loading, which is much less than the increase of soils 
with high degree of saturation.  Secondly, the pore pressure dissipation after loading 
can be treated as drying process, so that the stress path may turn into elastic with low 
degree of saturation as it has been explained in the Drying and wetting section.  The 
saturated soil has the largest displacement overall because the stiffness of soils in the 
𝛔′ − 𝑆e model is related to the effective stress, and the saturated soil with no suction 
has smaller stiffness than unsaturated soils.  The rate of pore water pressure 
dissipation shown in Figure 16 is mainly dependent on the hydraulic conductivity, and 
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the water permeability is mainly influenced by the degree of saturation during pore 
water pressure dissipation. 
 
Figure 16 One-dimensional consolidation due to fast loading ((a), (c) and (e): Time vs. Vertical 
displacement; (b) (d) and (e) Time vs Degree of pore water dissipation) 
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decreased, and the degree of saturation increased after fast loading period completed 
at 104 sec. The decreased amount of suction is related to the degree of saturation. For 
example, Clay has the largest suction increment as it has the highest degree of 
saturation, which is over 0.9 as shown in Figure 17(a). With remaining the top 
boundary suction and load, the suction increased with pore water dissipation until the 
end of consolidation at 107 sec, and the suction distribution returned to the initial stage 
before loading.  On the other hand, the degree of saturation decreases until 107 sec, 
but the degree of saturation will not return to the initial stage due to the volume 
change of soil (vertical displacement).  The increment of the degree of saturation 
between the initial state at 0 sec and final stage 107 sec is determined by the 
displacement of soil. For instants, as it is indicated in Figure 16, Clay has the largest 
vertical displacement with 200 kPa top boundary suction among the situations shown 
in Figure 17, so it has the largest increment of the degree of saturation shown in 
Figure 17(b). 
Wetting after loading 
Two types of soil responses mainly occur due to wetting including expansion and 
collapse.  The responses are affected by the applied load and hydraulic behaviours.  
Examples of wetting responses after loading on soils are simulated with Silty clay and 
Sand as shown in Table 6.  The initial conditions before wetting procedure are set up 
with fully drained conditions.  Suction increments with 100 and 200 kPa were applied 
on the top boundary of saturated soils with 1 kPa per 108 sec, and then the loading 
pressures on the top boundary were imposed with 1kPa per 108 sec, where the applied 
suction remains.  The wetting phase is simulated by reducing the top boundary suction 
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to zero with 1 kPa per 108 sec.  50 kPa and 100 kPa loading pressures were studied 
with remaining suction equal to 100 and 200 kPa respectively.  
 
Figure 17 Distribution results of suction and degree of saturation with 200 kPa applied suction 
((a), (c) and (e): Suction distribution vs. Depth; (b), (d) and (f): Degree of saturation distribution 
vs. Depth) 
The vertical displacements with suction on the top boundary for drying-loading-
wetting phases are shown in Figure 18.  As it is indicated in the wetting phase of 
Figure 18 (a), wetting expansion happens in wetting phase with no top loading 
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pressure (𝑃𝑎 = 0) and 200 kPa drying suction (𝑠𝑎 = 200 kPa).  The wetting phase in 
Figure 18(c) shows that with 𝑃𝑎 = 100 𝑘𝑃𝑎  and 𝑠𝑎 = 200 kPa , wetting collapse 
occurs on Silty clay and Sand.  As a result, the soil responses after wetting are 
dependent on the loading pressure.  Apart from loading conditions, the hydraulic 
behaviour also has influences on the wetting responses of soils.  For example, with 
𝑃𝑎 = 50 kPa  and 𝑠𝑎 = 100kPa , Sand collapses upon wetting, whereas, Silty clay 
expands slightly as shown in Figure 18 (e). 
The hydraulic behaviours of soils are also shown in the simulation results from Figure 
18.  The changes of the degree of saturation at three layers including top (0 depths), 
middle (1 m depth) and bottom (2 m depth) layers are shown in Figure 18(b), (d) and 
(e).  The hysteresis behaviours can be simulated drying and wetting circle.  For 
example, as shown in Figure 18(b), the wetting phase is not a reverse process of the 
drying phase.  In addition, the shifting behaviour is shown in the loading phase as the 
degree of saturation increased with soil deformation.  For example, Silty clay has the 
largest increase of the degree of saturation during loading phase (shown in Figure 18 
(d)) in cases shown in Figure 18, as it has the largest displacement (shown in Figure 
18 (c)). 
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Figure 18 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (a) and (b) 
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Figure 18 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (c) and (d) 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0
100
200
Drying phase Wetting phaseLoading phase
Silty clay displacement
Sand displacement
Applied suction
(c) Pa=100 kPa; sa=200 kPa
D
is
p
la
ce
m
en
t:
 m
Time: × 1010 sec
S
u
ctio
n
: k
P
a
 - 229 - 
 
 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0
100
200
Drying phase Wetting phaseLoading phase
Silty clay displacement
Sand displacement
Applied suction
(c) Pa=100 kPa; sa=200 kPa
D
is
p
la
ce
m
en
t:
 m
Time: × 1010 sec
S
u
ctio
n
: k
P
a
 
0 0.5 1 1.5 2 2.5
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
20
40
60
80
100
(f) Pa=50 kPa; sa=100 kPa
Drying phase Loading phase Wetting phase
S
u
ctio
n
: k
P
a
D
eg
re
e 
o
f 
sa
tu
ra
ti
o
n
: 
-
Time: × 1010 sec
Silty clay 
Sand
Applied suction
 
Figure 18 Vertical displacements and degree of saturation with slow drying-loading-wetting 
phases: (e) and (f) 
Loading speed may become another influencing factor on the wetting responses. The 
reason has been discussed in Fast loading with pore water pressure dissipation as fast 
loading decreases suction and increases the degree of saturation of soils.  An example 
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of wetting on Silty clay after fast loading is simulated.  Wetting and drying phases are 
simulated under fully drained conditions, where the top boundary suction increments 
(𝑠𝑎 = 200 kPa) applied with 1kPa per 10
8 sec.  The fast loading period is simulated 
by imposing top loading pressure (𝑃𝑎 = 100 kPa ) with 1 kPa per 10
2 sec.  The 
displacement results compared to them from the slow loading case are shown in 
Figure 19.  In the fast loading case, the soil has less wetting collapse than it is in the 
slow loading case. 
 
Figure 19 Influences of loading speed on displacement of Silty clay 
Rigid footing under different suctions 
The problem of a smooth rigid strip footing of width B is considered in this section 
with an elastoplastic soil layer.  The mesh and boundary conditions for the analyses 
are shown in Figure 20.  To simulate the behaviour of a rigid foundation, the footing 
is subjected to a set of uniform vertical displacements and an equivalent pressure is 
computed by summing the appropriate vertical nodal reactions.  Before applying the 
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displacements, the nodes at the top boundary are dried to different suction values.  
The parameters adopted for the soil layer are given in Table 7. 
Table 7 Parameters adopted for rigid footing analyses 
Mechanical parameters  𝑀 = 0.85, 𝜈 = 0.33, 𝜆0 = 0.13, 𝜅 = 0.02,𝑁 = 2.8  
Hydraulic parameters  
𝑎d = 60kPa, 𝑎w = 5kPa 𝑚d = 𝑚w = 2, 𝑛d = 𝑛w = 0.5, 
𝑑 = 3, 𝑘s = 10
−8 ms−1 
Coupling parameters 𝑎2 = 0.1, 𝑎1 = 2.0 
Material properties 𝛾 = 16 kNm−3, 𝛾w = 10 kNm
−3 
 
For all analyses, the initial stresses in the soil layer are generated using the body loads 
which correspond to the total soil unit weight.  During this stage, the soil layer is 
assumed to be non-linear elastic and fully saturated with the water table at the ground 
surface, and the overconsolidation pressure at the ground surface is 100 kPa.  The 
nodal displacements are initialised to zero after that.  A uniform suction is then 
applied to the nodes on the top boundary in 100 equal increments over a time period 
of 1010 sec.  The suction values considered here are 0, 100 and 200 kPa; with the first 
value corresponding to a fully saturated condition. The footing settlement during 
drying period is given in Figure 21.  After the drying phase, the footing is loaded to a 
total displacement of 0.15B: This displacement is applied in 100 equal increments 
over a time period of 1010 sec; so that the rate of loading is slow enough to ensure 
fully drained conditions. 
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Figure 20 Footing mesh (625 nodes, 288 elements) 
The load–displacement curves under the three different surface suction values are 
shown in Figure 22.  For the zero suction case, the predicted footing load increases 
rapidly to around 60 kPa at a displacement of 0.12B; and then gently increases to 
about 85 kPa at the largest displacement.  When the surface is dried to a suction of 
100 kPa, the predicted footing load is larger than that for the fully saturated case.  The 
predicted footing load for the surface suction of 200 kPa is the largest and does not 
approach to the gentle increase period.  The explanation of no gentle increase period 
can be found in Figure 23.  Due to the non-convexity of the yield surface, the 
overconsolidation ratio could have been enlarged greatly after drying.  Therefore, the 
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footing response is still in the elastic domain for the 200 kPa suction case, and the 
slow increasing period caused from plasticity of the soil lay is not reached within the 
loading period. 
 
Figure 21 Settlement due to drying 
 
Figure 22 Loading-displacement response of rigid footing with different top surface suctions 
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Figure 23 Drying path with yield surfaces 
Drying, loading and wetting of flexible footing with expanding upon wetting 
A flexible footing is considered with using the mesh in Figure 20, and the parameters 
adopted for the analysis are given in Table 8. This problem involves a loading path 
and also simulates the seasonal drying and wetting that causes deformation on 
unsaturated soils.  As the footing is loaded by a uniform of vertical pressure, it is 
taken to be flexible footing.  The initial stresses are generated using the body loads 
which correspond to the soil unit weight, the yield surfaces are set with 100 kPa 
overconsolidation pressure at the ground surface.  After the initial condition is 
established, the uniform suction of 100 kPa is applied to the top boundary in 100 
equal increments with 108 sec per step.   After the drying phase, the footing is loaded 
to a pressure of 50 kPa in increments of 1 kPa with 108 sec per step.  Once the footing 
is loaded, the ground surface outside the footing is wetted until the pore pressure is 0 
kPa, while the pore pressures at the nodes under the footing are unrestrained with a 
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no-flow boundary condition. The wetting phase is also carried out in 100 equal coarse 
time steps with a time of 108 sec per increment. 
Table 8 Parameters adopted for the flexible footing with expanding upon wetting 
Mechanical parameters  𝑀 = 0.985, 𝜈 = 0.33, 𝜆0 = 0.2, 𝜅 = 0.02,𝑁 = 3  
Hydraulic parameters  
𝑎d = 200kPa, 𝑎w = 100kPa,  
𝑚w = 𝑚w = 2.5, 𝑛d = 𝑛w = 0.6, 
𝑑 = 3, 𝑘s = 10
−8 ms−1 
Coupling parameters 𝑎2 = 0.6, 𝑎1 = 2.0 
Material properties 𝛾 = 16 kNm−3, 𝛾w = 10 kNm
−3 
 
The predicted displacements at different positions on the ground surface at various 
times are shown in Figure 23.  During the drying phase, the uniform ground surface 
settlement is 0.023 m.  Since the footing is flexible, loading on it causes differential 
movement with a settlement of 0.014 m at its centre, 0.007 m at its edge, 0.002 m at 
0:5B; and almost zero at 5B away from its centre.  During the wetting phase, 
differential heave along the ground surface is predicted, with a heave of 0.0016 m at 
the centre of the footing, 0.0018 cm at the edge of the footing, and 0.0023 m at 5B 
away from the centre of the footing.  
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Figure 23 Predicted settlements at the ground surface 
Figures 24(a) and 24(b) show, respectively, contour plots of the total vertical 
displacements at the end of the loading phase and the vertical displacements caused 
by the wetting phase.  Note that the width of the footing B was set to 1 m in the 
analysis so that the domain shown in Figure 24 covers an area of 5 × 5 m2.  In Figure 
24(a), the displacements are all negative (indicating settlement) and the maximum 
movement occurs at the centre of the footing.  At a distance of 5B away from the 
footing centre, the displacement at the ground surface is about 0.023 m, which is close 
to the settlement predicted at the end of the drying phase.  In Figure 24(b), the 
incremental displacements caused by wetting are all positive (indicating heave) and 
the maximum movement happens at the ground surface at a distance of 5B away from 
the centre of the footing.  The heave underneath the footing varies between 0.016 and 
0.018 cm. 
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Figure 24 Displacement contours: (a) Vertical displacements after loading; (b) Vertical 
displacement caused by wetting 
Drying, loading, and wetting of flexible footing with collapsing upon wetting 
The previous example considered a footing on a soil which expands upon wetting. In 
this example, we simulate a soil that collapses upon wetting. The adopted values of 
(a) Vertical displacements after loading 
(b) Vertical displacements caused by wetting 
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parameters are identical to those used in the previous example, except that hydraulic 
parameters for van Genuchten’s equation where 𝑎d = 100kPa, 𝑎w = 50kPa.  The initial 
stresses is set in the same way as in the previous example.  After the initial conditions 
are established, the yield surface locations for the fully saturated condition are 
adjusted as the overconsolidation pressure at the ground surface is 50 kPa.  A uniform 
suction of 100 kPa is then applied on the top boundary in 100 equal increments with 
108 time units (sec) per increment.  After the drying phase, the footing is loaded to a 
pressure of 100 kPa using 1 kPa increments over 108 sec.  Once the footing is fully 
loaded, the ground surface is wetted to zero pore pressure in steps of 1 kPa with 108 
sec per step, while the pore pressures at the nodes under the footing are unrestrained 
with a no-flow boundary condition. 
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Figure 25 Predicted settlements at the ground surface 
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The predicted displacements at different positions on the ground surface are shown in 
Figure 25.  In the drying phase, the ground surface settles uniformly by 0.025 m.  As 
the drying phase can be considered as loading and the overconsolidation pressure is 
set to 50 kPa, at about 0.5×1010 sec, the drying path starts to turn into elastoplastic 
state.  After about 0.7×1010 sec in the drying phase, the stress path turns into elastic 
state due to the nonconvexity of the yield surface as explained in the 1D drying 
examples.  During the loading phase, as expected, the footing settlement is non-
uniform, with a movement of 0.032 m at its centre and 0.014 m at its edge. At a 
distance of 5B from the footing centre, there is a surface heave of 0.002 m. During the 
wetting phase, the ground surface rises or continues to settle depending on the 
location.  The footing centre rises at first, and then settles by 0.015 m from about 
2.5×1010  sec. Until the degree of saturation of the soil reaches to one at about 
2.75×1010 sec, the footing centre again starts to rise, and the total raise at the end of 
the wetting phase is 0.004 m.  The deformation of the soil at the footing edge follows 
the same trend as it is at the footing centre.  However, at distances of 0.875B and 5B 
away from the footing centre, the ground surface rises by 0.015 and 0.018 cm; 
respectively. These different responses occur because of the stress states at the start of 
wetting.   For the soil underneath the footing, the mechanical loading causes plastic 
yielding and the stress states are therefore on the yield surface.  Wetting under this 
stress condition causes plastic deformation, and the soil experiences a decrease in 
volumetric strain.  
Figures 24(a) and 24(b) show, respectively, contours of the vertical displacements 
after loading and the incremental vertical displacements caused by the wetting phase.  
In Figure 24(a), displacements are all negative (indicating settlement) and the 
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maximum deformation happens at the centre of the footing.  At a distance of 5B away 
from the centre, the displacement at the ground surface remains unchanged at 0.018 m, 
and it is equal to the settlement at the end of the drying phase.  This shows that the 
mechanical loading has not caused any vertical displacement at a distance of 5B away 
from the centre.  In Figure 24(b), the incremental vertical displacements caused by 
wetting vary from 0.019 cm of heave to 0.004 m of settlement. The maximum 
settlement occurs just underneath the footing to a distance of 0.375B from the centre 
and underneath the edge of the footing, the vertical displacement changes rapidly 
from settlement to heave.  The pore water pressure and degree of saturation contours 
at the end of the loading phases, shown in Figures 25(a) and 25(b), respectively, 
indicate the hydraulic behaviour is influenced by the mechanical loading.  At the end 
of the drained loading phase, the pore pressure distribution is close to hydrostatic and 
same as the distribution after drying.  However, the degree of saturation of the soil 
underneath the footing is increased due to the volumetric strain caused by the footing 
load. 
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Figure 24 Displacement contours: (a) Vertical displacements after loading; (b) Vertical 
displacement caused by wetting 
(a) Vertical displacements after loading 
(b) Vertical displacements caused by wetting 
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Figure 25 Pore water pressure and the degree of saturation contours: (a) Pore water pressure 
after loading; (b) Degree of saturation after loading 
CONCLUSIONS 
The 𝛔′ − 𝑺𝐞 model is implemented into the FE algorithms by treating the degree of 
saturation as a stress variable and suction as a strain variable, and the scanning 
behaviour of soil-water characteristics is considered.  The integration of the 
(a) Pore water pressure after loading 
(b) Degree of saturation after loading 
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constitutive model is computed with four main steps including elastic trail stress 
calculation, finding the intersection with yield surface, stress integration and yield 
surface drift correction.  Alternative governing equations in consistent with the 
constitutive model are also proposed in this paper, considering the influence of 
volumetric strain caused by the net stress on the degree of saturation. 
The FE code with proposed algorithms is validated with soil sample simulations, 
experiment data, and Terzaghi consolidation solution, and consolidation and footing 
problems due to mechanical and hydraulic loads are simulated as applications.  The 
results show that the new proposed algorithms have advantages in predicting the 
degree of saturation changes caused by deformation, and the hydraulic hysteresis 
behaviour of soils.  The algorithm can also be used to simulate the soil collapse and 
expansion due to wetting.  In these analyses, the mechanical behaviour is affected by 
the hydraulic behaviour of soils as most existing coupled finite element analyses for 
unsaturated soils.  In addition, the hydraulic behaviour is also influenced by the 
mechanical behaviour as the degree of suction is not only dependent on suction but 
also the soil deformation caused by loading.  Therefore, these analyses are fully 
coupled with the mechanical and hydraulic behaviours of unsaturated soils. 
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