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Let x1n and x2n be recessive and dominant solutions of the nonoscillatory
difference equation rn−1xn−1 + pnxn = 0. It is shown that if
∑∞ fnx1nx2n con-
verges (perhaps conditionally) and satisﬁes a second condition on its order of cover-
gence, then the difference equation rn−1yn−1+pnyn = fnyn is also nonoscillatory
and has recessive and dominant solutions y1n and y2n that behave asymptotically
like x1n and x2n. © 2001 Academic Press
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1. INTRODUCTION
We consider the difference equation
rn−1yn−1 + pnyn = fnyn (1)
as a perturbation of
rn−1xn−1 + pnxn = 0 (2)
under the standing assumption that rn and pn are real, with rn > 0	
and 2 is nonoscillatory; fn may be complex-valued.
Since (2) is nonoscillatory there is an integer n0 such that (2) has positive
solutions x1 = x1n∞n=n0 and x2 = x2n∞n=n0 that satisfy the conditions [5]
rnx1nx2	 n+1 − x1	 n+1x2n = 1	 n ≥ n0	 (3)
lim
n→∞
x2n
x1n
= ∞
 (4)
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The solutions x1 and x2 are said to be recessive (or principal) and dominant
(or nonprincipal), respectively. It is known that x1 is unique up to a positive
constant.
Henceforth n ≥ n0. It is convenient to deﬁne
ρn =
x2n
x1n

 (5)
From (3) and (4),
ρn =
1
rnx1nx1	 n+1
> 0 and lim
n→∞ρn = ∞
 (6)
We will show that if
∑∞ fnx1nx2n converges sufﬁciently rapidly (but per-
haps conditionally), then (1) has solutions y1 = y1n and y2 = y2n that
behave asymptotically like x1n and x2n; moreover, after we ﬁnd y1 and
y2, it will be routine to verify that
rny1ny2	 n+1 − y1	 n+1y2n = 1

Our results are analogous to results obtained in [7] and extended in [6]
(see also [1]) for linear perturbations of a nonoscillatory second order dif-
ferential equations. (The results in these papers must be considered as
extensions of a theorem of Hartman and Wintner [4, p. 379]; for further
extensions see 2	 3.) The results obtained here generalize results in [8] for
the difference equation
2yn−1 = fnyn

2. RESULTS
We use the Landau symbol “O” in the standard way to denote behavior
as n→∞.
The following theorem is our main result.
Theorem 2.1. Suppose that
∑∞ fnx1nx2n converges, let
ψn =
∞∑
m=n
fmx1mx2m	 (7)
and suppose that
sup
k≥n
ψk ≤ φn	
where φn → 0 monotonically as n→∞. Let
φˆn =
1
ρn
n−1∑
m=n0
φm+1ρm (8)
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and
Gn =
∞∑
m=n
fmx
2
1m	 (9)
and suppose that
∞∑ Gnφnρn−1 <∞ (10)
and
lim sup
n→∞
1
φn
∞∑
m=n+1
Gmφmρm−1 = µ <
1
2

 (11)
Then 1 has solutions y1 = y1n∞n=n0 and y2 = y2n∞n=n0 such that
y1n
x1n
= 1+Oφn+1	 (12)
y2n
x2n
= 1+Oφˆn	 (13)

(
y1n
x1n
)
= O
(
φn+1ρn
ρn+1
)
	 (14)
and

(
y2n
x2n
)
= O
(
φˆnρn
ρn+1
)

 (15)
Before proving the theorem, we note that limn→∞ φˆn = 0 and φn =
Oφˆn. Also, Gn is well deﬁned and satisﬁes the inequality
Gn ≤
2φn
ρn

 (16)
To prove this, we note from (7) and summation by parts that
Gn =
∞∑
m=n
fmx1mx2m
ρm
= −
∞∑
m=n
ψm
ρm
= ψn
ρn
+
∞∑
m=n+1
ψm
(
1
ρm−1
)

 (17)
Since ρn is increasing, φn is nonincreasing, and ψn ≤ φn,
∞∑
m=n+1
∣∣∣∣ψm( 1ρm−1
)∣∣∣∣ ≤ φn+1ρn 	 (18)
so Gn is well deﬁned and satisﬁes (16).
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Proof of Theorem 2
1. We use the contraction mapping theorem to
establish the existence of y1. If
y1n = x1n +
∞∑
m=n+1
x2mx1n − x1mx2nfmy1m	 n ≥ n0	 (19)
then y1 satisﬁes 1. Although this suggests a transformation to work with,
it is better to use a transformation with the ﬁxed point ζ = ζn∞n=n0 , where
ζn =
y1n − x1n
x1n


Rewriting (19) in terms of ζ yields
ζn =
∞∑
m=n+1
x2m − x1mρnfmx1m +
∞∑
m=n+1
x2m − x1mρnfmx1mζm

Henceforth n1 ≥ n0 and z = zn∞n=n1 . We use the transformation  z =
u+z, where u = un∞n=n1 , with
un =
∞∑
m=n+1
x2m − x1mρnfmx1m	
and z = zn∞n=n1 , with
zn =
∞∑
m=n+1
x2m − x1mρnfmx1mzm

From (7), (9), and (17),
un = ψn − ρnGn = −ρn
∞∑
m=n+1
ψm
(
1
ρm−1
)
	
so un ≤ φn+1, from (18). Moreover,
un = ψn − ρnGn −Gn+1ρn = −Gn+1ρn	
so
un ≤
2φn+1ρn
ρn+1
	
from (16). Therefore we let  act on the Banach space  of sequences
z = zn∞n=n1 such that
zn = Oφn+1 and zn = O
(
φn+1ρn
ρn+1
)
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with norm
z = sup
n≥n1
{
max
{ zn
φn+1
	
ρn+1
φn+1ρn
zn
}}

 (20)
We will show that  maps  into , and is a contraction if n1 is sufﬁciently
large. Since u ∈ , it sufﬁces to show that  is a contraction of  if n1 is
sufﬁciently large. To this end, suppose z ∈  and n1 ≤ n < N , and consider
the ﬁnite sum
wnzN =
N∑
m=n+1
x2m − x1mρnfmx1mzm

From (5) and (9),
wnzN = −
N∑
m=n+1
ρm − ρnzmGm	
so summation by parts yields
wnzN = −ρN − ρnzNGN+1 +
N∑
m=n+1
ρm − ρnGmzm−1
+
N∑
m=n+1
zm−1Gmρm−1
 (21)
From (16) and (20),
ρN − ρnzNGN+1 ≤ 2zφ2N+1 → 0 as N →∞	
ρm − ρnGmzm−1 ≤ zGmφmρm−1	 m ≥ n	
and
zm−1Gmρm−1 ≤ zGmφmρm−1

Therefore we can let N →∞ in (21) and conclude that
zn = −
∞∑
m=n+1
ρm − ρnzmGm (22)
exists and satisﬁes the inequality
zn ≤ 2z
∞∑
m=n+1
Gmφmρm−1	 (23)
where the right side is ﬁnite, by assumption (10). From (22),
zn = ρn
∞∑
m=n+1
zmGm	
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and summation by parts yields
zn = −ρn
(
zn+1Gn+1 +
∞∑
m=n+2
Gmzm−1
)


Therefore, from (16), (20), and the monotonicity of ρn,
zn ≤ zρn
(
2φn+1φn+2
ρn+1
+
∞∑
m=n+2
Gmφmρm−1
ρm
)
≤ zρn
ρn+1
(
2φn+1φn+2 +
∞∑
m=n+2
Gmφmρm−1
)

 (24)
Now (23) and (24) imply that z ∈  and
z ≤ 2z sup
n≥n1
(
φn+2 +
1
φn+1
∞∑
m=n+1
Gmφmρm−1
)


Since limn→∞φn = 0, (11) implies that if 2µ < θ < 1 we can choose n1 so
that z ≤ θz. Now  is a contraction of , and so is  . Therefore
there is a (unique) ζ ∈  such that  ζ = ζ, and the sequence y1n deﬁned
by y1n = 1+ ζnx1n (n ≥ n1) is a solution of (1) that satisﬁes (12) and (14).
We can extend the deﬁnition of y1n back to n = n0 by computing from (1).
Now we will ﬁnd a solution y2 of (1) that satisﬁes (13) and (15). Because
of (12) there is an integer N ≥ n0 such that y1n = 0 if n ≥ N . By reduction
of order,
x2n = x1n
(
c +
n−1∑
m=N
1
rmx1mx1	m+1
)
	 n > N	
where c is a constant. Deﬁne
y2n = y1n
(
c +
n−1∑
m=N
1
rmy1my1	m+1
)
	 n > N

Then y2 satisﬁes (1). Moreover,
y2n
x2n
= y1n
x1n
1+ γn	 (25)
where
γn =
1
ρn
n−1∑
m=N
1
rm
(
1
y1my1	m+1
− 1
x1mx1	m+1
)
= − 1
ρn
n−1∑
m=N
(
1− x1m
y1m
x1	m+1
y1	m+1
)
ρm	
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from (6). However, from (12),
1− x1m
y1m
x1	m+1
y1	m+1
= Oφm+1	 (26)
so γn = Oφˆn (see (8)); therefore, since φn+1 = Oφˆn, (12) and (25)
imply (13).
From (25),

(
y2n
x2n
)
= 1+ γn+1
(
y1n
x1n
)
+
(
y1n
x1n
)
γn
= O
(
φn+1ρn
ρn+1
)
+ (1+Oφn+1)γn	
from (12) and (14). But
γn = −
ρn
ρn+1
[
γn +
(
1− x1n
y1n
x1	 n+1
y1	 n+1
)]


Since γn = Oφˆn and φn+1 = Oφˆn, this and (26) imply (15).
Although y2n is so far deﬁned only for n ≥ N , we can extend its def-
inition back to n = n0 by computing recursively from (1). This completes
the proof of Theorem 2.1.
Corollary 2.1. The conclusions of Theorem 2
1 hold if
∞∑ fnx1nx2n <∞

Proof. It sufﬁces to show that
∞∑ Gnρn−1 <∞	 (27)
which implies (11) with µ = 0. Deﬁne
F̂n =
∞∑
m=n
fmx1mx2m and Ĝn =
∞∑
m=n
fmx21m
then
Gn ≤ Ĝn ≤
F̂n
ρn

 (28)
If N > n then
N∑
m=n
fmx1mx2m =
N∑
m=n
fmx21mρm = −
N∑
m=n
ρmĜm	 (29)
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so summation by parts yields
N∑
m=n
fmx1mx2m = ρnĜn − ρNĜN+1 +
N∑
m=n+1
Ĝmρm−1

From the second inequality in (28)
ρNĜN+1 <
ρNF̂N+1
ρN+1
→ 0 as N →∞

Since the left side of (29) converges as N → ∞, it now follows that∑∞ Ĝmρm−1 <∞. This and the ﬁrst inequality in (28) imply (27).
Corollary 2.2. Let φn be the sequence deﬁned in Theorem 2
1. If
lim sup
n→∞
1
φn
∞∑
m=n+1
φ2mρm−1
ρm
= ν < 1
4
(30)
then the conclusions of Theorem 2
1 hold.
Proof. From (16),
Gmφmρm−1 <
2φ2mρm−1
ρm
	
so (30) implies (11).
Corollary 2.3. Let αn∞n=n0 be a sequence of positive numbers tending
monotonically to ∞ and deﬁne
σn =
n∑
m=n0
αmfmy1my2m	 n ≥ n0

If σn ≤ A <∞, n ≥ n0, and
lim sup
n→∞
αn
∞∑
m=n+1
ρm−1
α2mρm
= ω < 1
4A
	 (31)
then 1 has solutions y1 and y2 satisfying 12–15 with φn = 1/αn and
φˆn =
1
ρn
n−1∑
m=n0
ρm−1
αm


Proof. Now we can write (7) and (9) as
ψn =
∞∑
m=n
σm−1
αm
and Gn =
∞∑
m=n
σm−1
αmρm


Summation by parts shows that both series converge and that
ψn ≤
2A
αn
and Gn ≤
2A
αnρn


Therefore (31) implies (11) with φn = 2A/αn, which completes the
proof.
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