Abstract-This paper presents and illustrates a reliability analysis method developed with a focus on Controller-Area-Network-based automotive systems. The method considers the effect of faults on schedulability analysis and its impact on the reliability estimation of the system, and attempts to integrate both to aid system developers. We illustrate the method by modeling a simple distributed antilock braking system, and showing that even in cases where the worst case analysis deems the system unschedulable, it may be proven to satisfy its timing requirements with a sufficiently high probability. From a reliability and cost perspective, this paper underlines the tradeoffs between timing guarantees, the level of hardware and software faults, and per-unit cost.
I. INTRODUCTION
T HIS PAPER extends and improves preliminary results presented in [1] and [2] , by refining the fault model and providing a more rigorous treatment. During the last decade or so, real-time researchers have extended schedulability analysis to a mature technique which for nontrivial systems can be used to determine whether a set of tasks executing on a single CPU or in a distributed system will meet their deadlines or not [3] - [5] . The main focus of the real-time research community is on hard real-time systems, and the essence of analyzing such systems is to investigate if deadlines are met in a worst case scenario. Whether this worst case actually will occur during execution, or if it is likely to occur, is not normally considered.
Reliability modeling, on the other hand, involves study of fault models, characterization of distribution functions of faults and development of methods and tools for composing these distributions and models in estimating an overall reliability figure for the system. In [6] , we presented a model for calculating worst case latencies of messages under error assumptions for the Controller Area Network (CAN). In many situations, this analysis might infer that a given message set is not feasible under worst case fault interference. Such a result, though correct, is of limited help to the system designers except to prompt them to overdesign the system and waste resources to tackle a situation, which might never happen during the life time of the system.
When performing schedulability analysis (or any other type of formal analysis) it is important to keep in mind that the analysis is only valid under some specific model assumptions, typically under some assumed "normal condition," e.g., no hardware failures and a "friendly" environment. The "abnormal" situations are typically catered for in the reliability analysis, where probabilities for failing hardware and environmental interference are combined into a system reliability measure. This separation of deterministic (0/1) schedulability analysis and stochastic reliability analysis is a natural simplification of the total analysis, which unfortunately is quite pessimistic, since it assumes that the "abnormal" is equivalent to failure; in particular, for transient errors/failures, this may not at all be the case.
Consider, for instance, occasional external interference on a communication link. The interference will lead to transmission errors and subsequent retransmission of messages. The effect will be increased message latencies which may lead to missed deadlines, especially if the interference coincides with the worst case message transmission scenario considered when performing schedulability analysis. In other scenarios, the interference will not increase the worst case message latency, as illustrated in Fig. 1 . The figure shows a system with three periodic messages, , , and , with the parameters shown in Table I . Assuming an overhead, for error signaling and recovery (but not including retransmission of the corrupted message), we have shown the effects of three different scenarios, corresponding to an external interference hitting the system at different points in time. In the first case, the error caused by the interference results in a retransmission of , causing and to miss their deadlines. In the second case, though a retransmission is necessitated, still the message set meets its deadlines, whereas in the third scenario, the error has no effect at all since it falls in a period of inactivity of bus.
This simple example shows that there are situations (scenarios) when system requirements (e.g., deadlines) are not violated by the "abnormal." Hence, there is a potential for obtaining a more accurate and tight reliability analysis by considering the likelihood of the "abnormal" actually causing a deadline vio- lation. The basic argument of our work, is that for any system (even the most safety critical one) the analysis is only valid as long as the underlying assumptions hold. A system can only be guaranteed up to some level, after which we must resort to reliability analysis. The main contribution of this paper is in providing a methodology to calculate such an estimate by way of integrating schedulability and reliability analysis.
Although we use automotive examples throughout the paper, it should be pointed out that our results have substantially wider applicability, both in the sense that CAN is used in other application domains, such as factory automation, and that the general approach is applicable also to other communication systems. Furthermore, our type of reasoning is especially pertinent considering the growing trend of using wireless networks in factory automation and elsewhere. The error behavior of such systems will most likely require reliability to be incorporated into the analysis of timing guarantees.
The outline of the paper is as follows. Section II presents general reliability modeling for distributed real-time systems and introduces our approach. Section III specifically discusses the scheduling of message sets in CANs under a general fault model, presents schedulability analysis for the model, and introduces a simulation-based approach for analysis of arbitrary samples of phasings and interference. Section IV illustrates our results, with a sample message set used in a distributed computer network inside passenger cars. Section V discusses possible extensions and presents some conclusions.
II. RELIABILITY MODELING
Reliability is defined as the probability that a system can perform its intended function, under given conditions, for a given time interval. In the context of an automobile its intended function is to provide reliable and cost-effective transport of men and material. At a subsystem level, such as for an Antilock Braking System (ABS) for automobiles, this boils down to performing the tasks (mainly input_sensors, compute_control, and output_actuators, etc.,) as per the specifications. Being part of a real-time system, the specifications for ABS imply the necessity for the results to be both functionally correct and within timing specifications.
A major issue here is how to compose hardware reliability, software reliability, environment model, and timing correctness to arrive at reasonable estimates of overall system reliability ( Fig. 2) .
Let us define
Probability Hardware failure at Probability Software failure at Probability Communication failure at
The reliability of the system is the probability that the system performs all its intended functions correctly for a period . This is given by the product of cumulative probabilities that there are no failures in hardware, software, and communication subsystem during the period . That is,
In this paper, we concentrate only on the final term in (1), i.e., the probability that no errors occur in the communication subsystem. Please note that, when we talk about communication subsystem, we are not concentrating on the faults in the hardware (as in [7] ) or in the software of such a system. Instead, we look at it from a system level and treat its correctness as the probability of correct and timely delivery of message sets. Since the main cause for an incorrect (corrupted, missing, or delayed) message delivery is environmental interference, an appropriate modeling of such factors in the context of the environment in which the system will operate is essential for performing reliability analysis. A completely accurate modeling of the probability of timely delivery of messages is far from being trivial and hence we have made certain simplifying assumptions in order to divide the problem into manageable proportions.
A. Problem Statement
The premises of our problem (from a designer's perspective) are as follows.
• We are given the overall reliability requirements of the system (for example, a vehicle), from which we derive the reliability requirement of a particular subsystem (for example, the computer system controlling pedal brake and ABS), which in turn defines a requirement on the reliability of its communication subsystem.
• The given requirements of the subsystem, after a series of design steps, get converted to a set of relevant tasks along with their timing properties. In our example of cars, the overall vehicle level safety and performance requirements, in conjunction with the vehicle dynamics and properties of subsystems allow us to have separation of concerns between hydraulic/mechanical systems and the electrical system. In the next step, we convert these requirements and constraints into the timing specifications for the individual tasks and messages.
• We have an environment model and know how to perform response time analysis of CAN messages under normal and error conditions [6] .
• The problem analyzed is, given the above information, how to find a suitable way of predicting the reliability of the communication subsystem. The simple approach will be to give a 0/1 weight to the schedulability aspect in evaluating the system "correctness" and calculate the reliability. However, the environment model provides worst case scenarios, which may not occur in practice and its impact may depend on the actual phasing of messages and the way in which they interact with the environment/fault model. Therefore, the major issues are as follows.
• Can we partition the schedulability analysis under faults by considering a set of scenarios corresponding to different message and fault model phasings? (as illustrated in Fig. 1 , and where the worst case considered in our previous analysis [6] is only one of several scenarios.) • How can we use such an analysis to obtain a more accurate reliability estimate?
B. Reliability Estimation
By definition, reliability is specified over a mission time. Normally, we can assume a repetitive pattern of messages (over the least common multiple (LCM) of the individual message periods). Each LCM is typically a very small fraction of the mission time.
We will now outline a methodology for estimating communication failures due to external interference in a CAN bus. It should be noted that, the methodology presented in this section can easily be applied to other communication models as well.
Let represent an arbitrary time point when the external interference hits the bus and causes an error. If we can assume zero error latency and instantaneous error detection then becomes the time point of detection of an error in the bus due to external interference.
We now define the following probabilities:
Probability Interference at Probability Msg corruption Interference at Probability Deadline miss Interference at By relying on the extensive error detection and handling features available in the CAN, we can safely assume that an error in message corruption is either detected and corrected by retransmission or will ultimately result in a timing error. This allows us to ignore and define in our context, the probability of communication failure due to an interference starting at as (2) In the environment model in [6] , we have assumed the possibility of an interference , having a certain pattern hitting the message transmission. Let be the probability of such an event occurring at time . We also assume that another interference , having a different pattern, can hit the system at time with a probability, for example, . In [6] , we assumed that both cases of interference hit the message transmission in a worst case manner and looked at their impact on the schedulability. In this article, we will increase the realism by relaxing the requirement on the worst case phasing between schedule and interference. It should be noted that there is an implicit assumption that these cases of interference are independent.
C. Failure Semantics
In the above presentation, we assume that a single deadline miss causes a failure. This may be true for many systems, but in general, the failure semantics does not have to be restricted to this simple case. For instance, most control engineers would require the system to be more robust, i.e., the system should not loose stability if single deadlines, or even multiple deadlines, are missed. A tolerable failure semantics for such a system [8] could for instance be "three consecutive deadlines missed or five out of 50 deadlines missed." Such a definition of failure is more realistic and also leads to a substantial increase in reliability estimates, as compared to the single deadline miss case. To simplify the presentation we will, however, stick to the simple "single missed deadline" failure semantics for the time being, but return to this issue in the reliability analysis in Section IV-C.
D. Calculating Failure Probabilities
To calculate the subsystem reliability, first we need to calculate the failure probability (in our case of the communication subsystem subject to possible external interference), i.e., the probability of at least one failure (defined as a missed deadline) during the mission time. In doing this we assume that the interference free system is schedulable, i.e., that it meets all deadlines with probability 1. This can for a CAN bus be verified by using the analysis presented in Section III-A. Furthermore, due to the bit-wise behavior of the CAN bus, we can with respect to the external interference make a discretization of the time scale, with the time unit corresponding to a single bit time
(1 s for a 1-Mb/s bus), i.e., we make no distinction between an interference hitting the entire bit or only a fraction of it. In either case, the corruption will both occur and be detected.
We will distinguish between two types of interference sources.
• Intermittent sources, which are bursty sources that interfere during the entire mission time , and are for an interference source characterized by a period and a burst length (where ), as illustrated in Fig. 3 .
• Transient sources, which are bursty sources of limited duration. These occur at most once during a mission time , and are for an interference source characterized by a period , a burst length , and a number of bursts (where and ), as illustrated in Fig. 4 . For a single intermittent source we define the probability of a communication failure during the mission time as follows: (3) where denotes the conditional probability of a communication failure, given that the system was hit by interference from source at time , denoted by . It follows, since interference and bus communication are independent, that . To calculate we will use simulation, i.e., we will simulate the bus traffic during a mission, including the effects of interference, to determine if any communication failure (deadline violation) occurs. This will for each result in either 0, if no deadline is missed, or 1, if a deadline miss is detected.
For a single transient source we define the probability of a communication failure during the mission time as follows: (4) where denotes the probability that the first transient interference hits the system at time , and denotes the conditional probability of a communication failure during due to interference from , given that the interference starts at time . In the above summation all possible full or partial interference from the transient source during mission time are considered. The interval specifically captures initial partial interference, starting before mission time, but ending during mission. It follows, since interference and bus communication are independent, that . To calculate we will use simulation, just as above. The number of scenarios to simulate here is potentially much larger than for an intermittent source, since typically . However, the number of simulations can be reduced, since the probability of failure is independent of the LCM, in which the interference hits the system. We can prove that (5) It should be noted that we introduce a slight pessimism (which is the reason for the ) since the probability for failure in is lower toward the end, when the interference bursts are extending past the end of . However, since we assume , the introduced pessimism can be considered negligible.
Also, note that in (5) the effects of the interference starting before the LCM is covered by the interference on the subsequent LCM, which is the reason for starting the summation with [rather than as in (4)]. Finally, note that by not counting the interference starting outside the very first LCM (at the beginning of the mission time), we introduce some optimism, but since the assumption of this optimism is insignificant. To be more precise, a fraction of (4), , could be added to (5) in order to cover for the pre-mission time-triggered transient faults.
We now extend the above basic analysis to the analysis of multiple sources of interference. First, we consider the case of two independent sources of interference. There are three cases to consider. 1) Two intermittent sources and (6) 2) Two transient sources and (7) 3) One intermittent and one transient source
The number of scenarios to simulate for the above three cases are in the order of , , and , respectively. This may be rather large, especially for the two latter cases. By observing symmetries in the formulas we can however reduce the number of scenarios. For case 3), consider the following two mutually exclusive situations: 1) , which leads to the following reduced formula: (9) and 2) , which leads to the following reduced formula: (10) The above two equations can be combined into (11) and, thus, we have reduced the number of scenarios from the order of to the order of .
Finally, we present the general formula for an arbitrary number of interference sources of either type ( intermittent and transient sources of interference) (12)
E. Approach to Analysis
The above equations define the probability of communication failure given a set of sources interfering with the communication according to specified patterns. In our modeling, we will additionally specify the probability that an interference source actually is active during the mission. This gives us the following.
• We have a set of external sources of interference , where is a set of intermittent sources of interference and is a set of transient sources, as defined above.
• Each interference source is either active or inactive during a mission. The probability for the source to be active is , and the probability for inactivity is consequently . For a scenario with a single intermittent interference source and a single transient interference source , we can now (with a slight generalization of the notation) define the probability of a communication failure in a mission as follows: (13) which for an arbitrary set of intermittent sources and an arbitrary set of transient interference sources can be generalized to (14) where . Intuitively, (14) defines the failure probability for a system that is potentially subjected to interference from a set of interference sources as the sum of weighted probabilities that a failure occurs in each of the possible combination of sources.
The value of is, as mentioned above, obtained by simulation. This amounts to the following.
• For each intermittent interference source make a selection from the set of discrete time points . Each picked sample indicates the phasing of the corresponding source at time 0. The selected phasing will give a scenario with interference from source starting at , , , where .
• For each transient interference source we make a selection from the set of discrete time points
. Each picked sample indicates the time when the interference from the corresponding source hits the system.
• Perform the simulation (as detailed in Section III) to obtain ( selected phasings of interference). The result will be either 1 or 0, corresponding to no communication failures or communication failure detected, respectively. We can then calculate using (14). For most realistic systems with multiple sources of interference, complete analysis involving simulation of all combinations of phasings and interference sources will not be computationally feasible. An alternative approach can then be to use a statistical-sampling-based method in which only a restricted set of phasings is simulated. That approach is further elaborated upon in Section III-C.
III. SCHEDULABILITY ANALYSIS OF CAN MESSAGES
The CAN is a broadcast bus designed to operate at speeds of up to 1 Mb/s. Data are transmitted in messages containing between 0-8 B of data. An 11-bit identifier is associated with each message. The identifier is required to be unique, in the sense that two simultaneously active messages originating from different sources must have distinct identifiers. The identifier serves two purposes: 1) assigning a priority to the message, and 2) enabling receivers to filter messages.
The CAN is a collision-detect broadcast bus, which uses deterministic collision resolution to control access to the bus. The basis for the access mechanism is the electrical characteristics of a CAN bus: if multiple stations are transmitting concurrently and one station transmits a "0," then all stations monitoring the bus will see a "0." Conversely, only if all stations transmit a "1" will all processors monitoring the bus see a "1." During arbitration, competing stations are simultaneously putting their identifiers, one bit at the time, on the bus. By monitoring the resulting bus value, a station detects if there is a competing higher priority message and stops transmission if this is the case. Because identifiers are unique within the system, a station transmitting the last bit of the identifier without detecting a higher priority message must be transmitting the highest priority queued message and, hence, can start transmitting the body of the message.
A. Classical CAN Bus Analysis
Tindell et al. [9] , [10] present an analysis to calculate the worst case latencies of CAN messages. This analysis is based on the standard fixed-priority response time analysis for CPU scheduling [3] .
Calculating the response times requires a bounded worst case queuing pattern of messages. The standard way of expressing this is to assume a set of traffic streams (corresponding to CPU tasks), each generating messages with a fixed priority. The worst case behavior of each stream is to periodically queue messages. Each is a triple , where is the priority (defined by the message identifier), is the period and the worst case transmission time of messages sent on stream . The worst case latency of a CAN message sent on stream is defined by (15) where is the queuing jitter of the message, i.e., the maximum variation in queuing time relative , inherited from the sender task which queues the message, and represents the effective queuing time, given by (16) where the term is the worst case blocking time of messages sent on , is the set of streams with priority higher than , (the bit time) caters for the difference in arbitration start times at the different nodes due to propagation delays and protocol tolerances, and is an error term denoting the time required for error signaling and recovery. The reason for the blocking factor is that transmissions are nonpreemptive, i.e., after a bus arbitration has started the message with the highest priority among competing messages will be transmitted until completion, even if a message with higher priority gets queued before the transmission is completed. However, in case of errors, a message can be interrupted/preempted during transmission, requiring a complete retransmission of the entire message. The extra cost for this is catered for in the error term above.
B. Our Previous Generalization
In [6] , we presented a generalization of the relatively simplistic error model by Tindell and Burns [9] . Our error model specifically addresses the following.
• Multiple sources of errors: Handling of each source separately is not sufficient; instead, they have to be composed into a worst case interference with respect to the latency on the bus.
• Signaling pattern of individual sources: Each source can typically be characterized by a pattern of shorter or longer bursts, during which the bus is unavailable, i.e., no signaling will be possible on the bus. The above model is, just as Tindell and Burns' model, deterministic in that it models specific fixed patterns of interference. An alternative is to use a stochastic model with interference distributions. Such a model is proposed by Navet et al. [11] , who use a Generalized Poisson Process to model the frequency of interference, as well as their duration (single errors and error bursts).
In this paper, we will use the following deterministic error model, which is a simplified version of the model introduced in [6] .
• There is a set of sources of interference, with each source contributing an error term . Their combined effect can be defined as,
where denotes composition of error terms.
• Each source interferes by inducing an undefined bus value during a characteristic time period . Each such interference will (if it coincides with a transmission) lead to a transmission error. If is larger than , then the error recovery will be delayed accordingly.
• Patterns of interference for each source can independently be specified as a sequence of bursts of length with period . Using such a model we can see that (18) where the number of interference until , , is given by (19) Note that, defines the length of exceeding , whereas is the number of initiated bursts until . We assume that the overhead is given by (20) where is the time required for error signaling in CAN and the term denotes the worst case retransmission time as the largest transmission time of any message of higher priority ( ) or the considered message ( ). Retransmissions of corrupted messages with lower priority will not interfere, since the considered message will, due to the priority-based arbitration, be transmitted before any such message.
C. Analysis With Random Phasings of Interference
The analysis in Section III-B above assumes worst case phasings of queuings and interference. In combining timing and reliability modeling, we will use a relaxed model which considers the probability of different interference scenarios, not only the extreme worst case. Our relaxed model will be based on the following. as an offset from the beginning of the mission time to when the first interference hits. For each interference source that hits, such an offset should be "sampled" (as outlined in Section II-E). This can be expressed as an offset from the beginning of the mission time to when the first interference hits. For each interference source that hits, such an offset should be "sampled" (as outlined in Section II-E). To calculate the probability of a deadline miss, we perform a simulation of the message transfer and interference during the mission time , as described in Section II-E.
The analysis we make is based on either exhaustive simulation or by sampling. If the LCM is small and the number of combined interference sources to be analyzed are few, then exhaustive simulation is recommended. Algorithms for both exhaustive and sampling-based simulation are presented in the Appendix.
In calculating the final failure probability (14) we can use either of the algorithms in the Appendix which can be used to calculate . In general, the total number of required simulations in the exhaustive case is rather large, since there are combinations of interference sources to consider, and for each combination , there are if if phasings to consider. The actual situation is however not as bad as this may indicate, since the algorithms can be optimized for special cases (e.g., using (11) instead of (12)) and using rather than . Due to the regular pattern of many scenarios and that we immediately can conclude "communication failure" if a single failure is detected, the time to perform simulations can be substantially reduced as well. The details of this are, however, outside the scope of this paper.
We have implemented the analysis using a simulator developed by Lindgren et al. [12] .
IV. EXAMPLE: A DISTRIBUTED BRAKING SYSTEM
We now present a case study of a simplified intelligent ABS, where each separate brake is controlled by a computer. Furthermore, there is one computer that controls the brake pedal. All nodes are connected by a CAN bus (see Fig. 5 ). The application is a distributed control algorithm, which calculates the brake force for each wheel depending on the brake pressure achieved from the driver. Therefore, each wheel computer has to receive information about the state of the other wheels, to be able to make correct calculation and actuation. Thus each wheel is equipped with a sensor that monitors the rotation of the wheel. Each node sends the monitored values periodically. Our task is to implement a "reliable" ABS for vehicles. Since this is a subsystem of the entire vehicle system, we assume an appropriate reliability figure (for example, less than 10 faults/hour) to be attained by the ABS. This figure is, in fact, mandated by an assumed overall system reliability requirement of less than 10 faults/hour. Table II specifies a typical subset of messages sent in this simplified ABS and the timing details (in milliseconds) of these messages sent via a CAN in a car. The timing parameters are typically requirements derived from the vehicle dynamics by a control engineer. Priority 1 is assumed to be the highest and 6 is the lowest. We assume a maximum blocking time of due to background message traffic. We also assume that the CAN bus operates at 250 kb/s. Please note that the task set above is a quite simplified one from those used in practice. Our aim here is, however, not to present an accurate model of an ABS system, but to illustrate our methodology and indicate its usefulness.
A. Interference Characteristics
In our example, we will consider two sources of interference, viz., a mobile phone lying inside the vehicle and radar transmissions from ships while the vehicle crosses bridges. These are considered to represent typical sources of interference. We characterize them in the following manner.
Mobile phones typically operate at 900-1800 MHz frequencies. The carrier when a call is active or being activated is for a period of about 500 s duration out of a 4-ms cycle (since each frequency can be shared by up to eight phones). When inactive, the mobile phone will send signals to the base station once in every half-hour. In addition, on a moving vehicle extra signals are sent when the phone switches between base stations. It should be noted that these cases of interference may have impact only when the mobile phone is lying close to the network cables. We assume a typical interval between bursts to be 30 s, i.e., s and s. For our second interference source, viz., radar transmissions from a ship, we assume the duration of an interference burst to be 1 ms with a single burst in each interference, i.e., ms and .
B. Experiments
To illustrate our method, we will provide the following analysis of our simple ABS system:
• classical worst-case analysis, without considering any faults, using the analysis of Section III-A; • worst case analysis under worst case fault phasings, using the analysis of Section III-B; • worst-case analysis under arbitrary fault phasings, using the analysis of Section III-C. Since we are considering two independent sources of interference, three cases will be considered: 1) interference from the mobile phone only; 2) interference from the radar only; and 3) interference from both the sources.
In combining the obtained results to an overall reliability estimate for the considered mission time of 8 h, we will make the following assumptions.
• If a mobile phone is lying too close to a network cable, it will remain there for the entire mission.
• The probability that a mobile phone is lying too close to a network cable is 10 .
• The probability of passing a bridge (under which a ship equipped with a powerful radar may pass) is for each mission 0.5.
• The probability that a ship equipped with a powerful radar is passing under a bridge when a specific car (which is known to pass such a bridge during its current mission) is passing is 10 .
• The probability of a ship having activated its radar while passing a bridge is 0.7. From the above information, we derive: and . Note that we have no strong basis for the assumed values above. They merely represent intelligent guesses indicating the type of parameters that need to be identified.
C. Reliability Analysis Results
We have performed a reliability analysis on our example message set. First, we calculated the response time without interference using (15) in Section III-A. The resulting values (in milliseconds) in column in Table III show that the message set is schedulable under interference-free conditions.
Next, we analyzed the system under worst case interference phasings using the analysis from Section III-B. The results, presented in columns (1)- (3) According to the analysis under worst case assumptions, we can see that one out of six and two out of six messages miss their deadlines considering individual interference from phone only and radar only, respectively, while five out of six messages miss their deadlines under combined interference from both the sources.
We finally conducted simulation runs by varying the points of start of interference according to Algorithm 2 in the Appendix. The results are shown in Table IV . Combining the obtained failure probabilities, using the probabilities for the different interference scenarios derived from the assumptions in the previous section, we get the following failure probability formula [derived from (14)]:
(21) which evaluates to 5.36 10 .
Unfortunately, this is an unacceptable high failure probability compared to the admissible failure probability of 10 . However, returning to the discussion on failure semantics at the end of Section II-C, we note that systems that fail due to a single deadline miss should be avoided, since they are extremely sensitive. In particular, for critical systems, the designer has an obligation to make the system more robust. For instance, for our simple system a more reasonable failure semantics would be: "a failure occurs if more than two out of ten deadlines are missed." It should be noted that changing failure semantics may have implications for the design, since we have to make sure that the system appropriately can handle the new situation, e.g., in our case that a few deadline misses can be tolerated. Table V reports the results from a simulation of exactly the same system as above, except that we now use the new failure semantics. Recalculating the overall mission failure probability using the failure probabilities from Table V gives , which is quite negligible in relation to the required failure probability of 10 . This means that the system has sufficiently high reliability to be acceptable. Hence, our analysis has relieved the designer from the costly redesign process which would have been chosen if only the analysis with worst case phasing was considered.
V. CONCLUSIONS
We have presented a method that allows controlled relaxation of the timing requirements of safety-critical hard real-time systems. The underlying rational is that no real system is (or can ever be) hard real time, since the behavior of neither the design nor the hardware components can be completely guaranteed. By integrating hard real-time schedulability with the reliability analysis normally used to estimate the imperfection of reality, we obtain a more accurate reliability analysis framework with high potential for providing solid arguments for making design tradeoffs, e.g., that allow a designer to choose a slower (and less expensive) bus or CPU, even though the timing requirements are violated in some rare worst case scenario.
Using traditional schedulability analysis techniques, the designer will in many cases have no other choice than to redesign the system (in hardware, software or both). However, by resorting to our new analysis, we may see that the probability of an extreme error situation arising is very low and thus the designer may not need to perform a costly redesign.
It is well known [8] that a control system that fails due to a single deadline miss is not robust enough to be of much practical use. Rather, the system should tolerate single deadline misses, or even multiple deadline misses or more complex requirements on the acceptable pattern of deadline misses. These requirements should of course be derived from the requirements on stability in the control of the external process. The possibility to handle such requirements in the analysis can makes the use of the resources even more efficient, i.e., we achieve a tradeoff situation between algorithmic fault tolerance and resource usage. By considering each message separately in our example we could increase the reliability by incorporating algorithmic fault tolerance for functions which are dependent on a message that has the lowest reliability.
The presented method is tailored for analysis of the effects of external interference on CAN bus communication. The method could be extended in various directions, such as including stochastic modeling of external interference, distributions of transmission times due to bit stuffing, distributions of actual queuing times, distributions of queuing jitter, as well as applying the framework to CPU scheduling, including variations in execution times of tasks, jitter, periods for sporadic tasks, etc. Some of these extensions require dependency issues to be carefully considered. For instance, message queuing jitter may for all messages on the same node be dependent on interrupt frequencies. Assuming independence in such a situation may lead to highly inaccurate results. Another critical issue which should be given further attention is the sensitivity of the analysis to variations in model parameters and assumptions, such as the assumed probabilities for the interference sources to be active in our example.
We are convinced that a successful development of a holistic analysis framework, taking both reliability and schedulability (as well as other pertinent issues) into account, will be of immense value for the development of resource constrained safetycritical real-time systems. The method presented here is an important step in that direction.
APPENDIX SIMULATION ALGORITHMS
The following are high-level pseudocode descriptions of the algorithms for the simulation based analysis in Section III-C.
Algorithm 1 (Exhaustive Simulation)
The algorithm takes as input a list of interference sources and returns the probability that an interference scenario causes a communication failure.
Algorithm Ex_sim( : "list of interference sources"): probability sample: array [ 
