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Summary
Background COVID-19 is an ongoing pandemic with over 400, 000 confirmed cases and large variability in its reported case
fatality rate (CFR). CFR is an epidemiological measure of severity which can affect policymaking and public health responses to
the disease. As we are in the middle of an active outbreak, estimating this measure will necessarily involve correcting for time-
and severity- dependent reporting of cases, and time-lags in observed patient outcomes.
Methods We carry out a theoretical analysis of current estimators of the CFR. We adapt a standard statstical technique, expectation
maximization (EM), in a form previously developed for pandemic influenzas to correct for time- and severity- dependent reporting
in the estimated CFR of COVID-19. Code is available at this GitHub link.
Findings We find that the naı¨ve estimator of CFR is asymptotically biased for the true CFR. To compensate for both of these
variables we apply an expectation maximization strategy previously developed for emerging pathogens such as pandemic influenza.
We obtain a CFR estimate of 2.4% for COVID-19. We also show results of our method for relative CFR by nation. Finally, we
release our code on GitHub so it can be used as more data becomes available globally.
Interpretation The current strategy of estimating the CFR by dividing the number of deaths by the number of cases should not
be used anymore as it is unreliable. Moving forward we suggest instead the use of maximum likelihood models which correct for
time-dependent bias. This may allow public health organizations and local, state, and national governments to more accurately
direct resources (e.g. test kits and vaccines) to places that would be most in need by compensating for the time delay inherent in
this urgent ongoing pandemic.
Funding National Science Foundation Graduate Research Fellowship Program and the University of California, Berkeley ARCS
Fellowship.
1. Introduction
The 2019 novel Coronavirus (SARS-COV-2) out-
break in China has claimed at least 18, 915 lives out of
422, 915 confirmed cases worldwide, of which 108, 573
have recovered (March 23).1 Because the basic repro-
duction number R0 of the virus is high (est. 2 to 3),2
public health organizations and local, state, and na-
tional governments may need to prepare to allocate re-
sources to populations especially susceptible to death
during this pandemic. Therefore it is critical to know
the absolute case fatality ratio (CFR) of COVID-19
and the relative CFRs between different populations.
∗angelopoulos@berkeley.edu
However, as researchers have recently pointed out, the
naı¨ve estimate, 4.4%, is obtained from a biased esti-
mator.3,4 Despite this bias, the estimate continues to be
used, reported, and cited in major publications.5,6 This
manuscript proposes a bias-corrected estimate based on
approximate maximum likelihood estimation, first in-
troduced in Reich et al.7 To our knowledge, this method
has not yet been applied to COVID-19 data1 that has
been made publicly available.1 This method permits us
to estimate bias-corrected CFR over time, and also al-
lows estimation of relative CFR based on covariates
such as geography and age.
1We collect data through March 23, 2020 for the computational
studies carried out in this paper.
Preprint submitted to ArXiv March 27, 2020
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Figure 1: Left. Plot of time series of recoveries, Rt , deaths Dt , and cases Ct , plotted against time index t, on a logarithmic scale. We additionally
plot the number of total diagnoses, Rt + Dt . Right. A plot of Enaive and Eobs as time series.
2. Notation
We access publically available data courtesy of Johns
Hopkins University, consisting of time-series data of re-
coveries, deaths, and confirmed cases stratified across
several dozen groups (in this case, geographic loca-
tions).1 We denote cohorts or groups of cases by indices
g, belonging to a setG. For time points t = 1, 2, . . . ,T =
41, we collect daily data that we describe presently: for
each group g ∈ G we collect Rgt , Dgt , and Cgt , which cor-
respond to the number of recoveries, deaths, and cases
reported on day t within group g. We drop the group
superscript g for population quantities:
Rt :=
∑
g∈G
Rgt , Dt :=
∑
g∈G
Dgt , Ct :=
∑
g∈G
Cgt .
3. The naı¨ve estimator
In early March 2020, the WHO estimate of the CFR,
3.4% was widely reported.8,9 This estimate is obtained
from a naı¨ve estimator2, specificially, the raw propor-
tion of deaths among confirmed cases. Formally, as of
March 6, 2020,
Enaive =
∑
t Dt∑
t Ct
≈ 3.4%,
As of March 23, 2020, Enaive is 4.4%. Unfortunately,
as we establish in Appendix A, the CFR is biased for
2To be clear, it is not made explicit in the WHO report what the
exact form of their case fatality rate estimates are.
Research in context
Evidence before this study After the wake of the last
two fatal coronavirus infections, severe acute respiratory syn-
drome coronavirus (SARS), and the Middle East respiratory
syndrome coronavirus (MERS), epidemiologists developed
strategies for correcting bias in the estimates of case fatality
rate (CFR). We searched PubMed and Google Scholar for
articles published up to March 10, 2020, using keywords such
as “COVID-19,” “case fatality rate,” and “biased estimator.”
No estimator which properly compensated for time-dependent
reporting of COVID-19 cases was found. In contrast, even
highly-cited articles continually report a CFR which uses a
biased estimation strategy. We posted this paper on March
13, 2020, but have updated our estimates as the epidemic has
grown.
Added value of this study We report results from a likeli-
hood model validated on data from past pandemic influenzas
which accounts for the bias introduced by time- and severity-
dependent reporting rates during the ongoing COVID-19
pandemic. Using our estimator, the CFR, as of March 23,
2020, is 2.4%. We report relative CFR estimates which
correct for these factor by nation. We provide a codebase and
methodology which will allow the public health community
to easily apply our estimation strategy to the absolute and
relative CFR of COVID-19 as more data becomes available.
Implications of all the available evidence We prove in Ap-
pendix A and Appendix B that the simple estimators being
reported today are misleading. A likelihood model such as
the one we use should either support or supplant the intuitive
but incorrect strategy of dividing the number of deaths by the
number of cases.
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the unconditional fatality rate of the disease unless the
covariance between being diagnosed and dying is ex-
actly equal to the probability of being diagnosed. Even
asymptotically, the performance of this estimator be-
comes unboundedly bad as the CFR goes to zero. Fur-
thermore, the naı¨ve estimator of CFR is also biased for
the CFR itself. The bias comes from two flawed as-
sumptions. First, at the time of estimation, we have
observed all deaths that will happen among diagnosed
cases. Second, the reporting rates of cases is the same
at all times regardless of severity. We make formal-
ize this argument mathematically in Appendix A. The
naı¨ve estimator ignores time-dependent reporting: the
denominator of the fraction is growing much faster than
the numerator during an active outbreak, as more peo-
ple become infected (or aware that they are). It is there-
fore a challenge to disentangle which recoveries should
“count” at which time point t. The efficiency of the esti-
mator is also questionable, as it never takes into account
the quantity Rt (the time series of recovered cases). The
naı¨ve estimator is a simplistic estimator: it requires no
complex modeling or tuning parameters and is easy to
interpret. Furthermore, as we will see, there is no uni-
formly best method of measuring the CFR. The naı¨ve
estimator should be viewed as one in a constellation of
estimators which give a heuristic idea of the true CFR.
In this work, we suggest applying a correction for time-
dependent reporting rates which alleviates each of the
above problems.
4. Estimation using only observed outcomes
One can view the problems listed in Section 3 as a
consequence of “censoring” the data. Methods for han-
dling censored data have been studied for almost 40
years in statistical literature; in particular, in the con-
text of Efron’s bootstrap.10 Several works have already
applied the bootstrap to COVID-19 data to find con-
fidence intervals for other epidemiological parameters
such as R0.11,12 This should also be done for the CFR
for COVID-19, as Jewell et al. did for SARS.13 There is
also a very simple estimator which only uses observed
data, namely
Eobs =
∑T
t=1 Dt∑T
t=1 Dt +
∑T
t=1 Rt
≈ 13.0%.
This estimator accounts for the inflation of the denom-
inator in the naı¨ve estimator, but does not take advan-
tage of any information in C{1,...,T }. Furthermore, this
estimator makes the further assumption that we observe
the same fraction of recovered cases and fatal cases at
the time of estimation. We formalize this assertion in
Appendix B. Note that in all cases, Eobs ≥ Enaive. Gen-
erally it cannot be said that either estimator is an up-
per or lower bound on the true CFR due to time de-
lay. The closest work to ours attempts to correct for the
time-dependent reporting by picking an single day in
the past, and using the denominator of Enaive from that
day.14 However, such methods are misleading because
they do not compensate for time- and severity- depen-
dent reporting. For example, in the simple case that peo-
ple do not report the disease until it is in an advanced
stage, such a method would break. Instead, we must
parameterize a likelihood model which can account for
these factors explicitly.
5. Likelihood models
In this section, we explain how, under mild assump-
tions, the parametric model in Reich et al. can estimate
the time-dependent CFR of COVID-19.7 Specifically,
we may outperform Enaive and Eobs by fitting a model.
Indeed, several papers have used maximum likelihood
methods to fit parametric models of time-dependent epi-
demiological quantities using data from past influen-
zas such as H1N1 and the Spanish flu.15,7,16 A para-
metric model allows us to “bake in” assumptions about
COVID-19 to improve the estimator. For example, us-
ing our model, the (unknown) probability that a person
who died from COVID-19 was diagnosed is ψ. ψ will
vary depending on the day of symptom onset ton and
group g (e.g., due to awareness or availability of test-
ing), so we can index it as ψton,g. Similarly, the time-
and group- varying probability that a person who recov-
ered from COVID-19 was diagnosed is φton,g. We can
also denote the true CFR as pton,g. Then, for each person
A in group g and onset ton, there are three possibilities:
• Scenario 1: A recovered and was diagnosed, with
probability φton,g(1 − pton,g);
• Scenario 2: A died and was diagnosed, with prob-
ability ψton,gpton,g;
• Scenario 3: A undiagnosed, with probability
(1 − φton,g)(1 − pton,g) + (1 − φton,g)pton,g.
Define N∗ton,g as the (unknown) number of total cases
infected at time ton and in group g. Then the three sce-
narios define a multinomial model with three categories.
If we had ton and the time of death/recovery for each
COVID-19 patient, the model could be fit analytically.
But we do not, so we need an extra assumption: that we
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µ 1 2 3 4 5 6 7 8 9 10 11 12 13 14
CFR (%) 3.6 2.9 2.0 1.7 1.8 2.1 2.3 2.3 2.3 2.6 2.6 2.5 2.8 2.4
Table 1: Using our likelihood model, the CFR decreases to 2.4 as the mean time to death approaches the true mean of 14. Above, if µ = i, it implies
that the experiment was carried out sampling X ∼ N(i, 1), as described in section 6.1.
know, conditioned on the death of a patient, the proba-
bility that they die on any day td ≥ ton. This quantity is
defined as:
η j ..= P[death occurred at time ton+ j | death occurred].
The other key assumptions that makes the fitting of this
model possible are that p is not time-dependent (i.e., the
CFR is constant over time) and a Poisson assumption.
An extensive mathematical treatment and evaluation of
this model is in Reich et al.7 They show that as long as
pg stays below 0.05, the estimated CFR is off by less
than 10% of its true value. Similarly, it is not very sen-
sitive to misspecification of the distribution of deaths.
We will now apply this model to the COVID-19 data.1
6. Results
Using the crudeDataTools package in RStudio,
we applied the above model on the open-sourced
COVID-19 data.7 The code is included for reproducibil-
ity.
6.1. Choosing η
Fourteen vectors of length L, η141 , were chosen to
illustrate the estimator’s performance as our assump-
tion about the true distribution of deaths changes. We
stopped at 14 because that is the current best estimate
for the mean time to death.17 The η(i) were chosen as L
evenly spaced points along the domain of the Gaussian
probability distribution function, with mean i and unit
standard deviation:
η(i)[l] =
1√
2pi
exp(−1
2
(l − i)2).
6.2. Bias-Corrected CFR
We found that the bias-corrected CFR was between
1.7% and 3.6% depending on the chosen η. Table 1
summarizes our results for all values of η. Our results
indicate a downward correction of the naı¨ve estimate of
4.4% to 2.4%. More importantly, as more data becomes
available, our time-series based methodology will in-
crease in accuracy. It will also be possible to model
longer-tailed death distributions as more data points be-
come available.
Iran Italy South Korea
Enaive 1.94 2.45 0.34
Eobs 4.16 10.51 0.76
Ours 3.29 6.97 0.14
Table 2: The relative CFR for different nations using the three differ-
ent estimators. CFRs are calculated relative to our estimate of China’s
CFR, which is 2.1%
6.3. Relative CFRs
It is also important during an ongoing outbreak to es-
timate the relative CFR. However, as Table 2 indicates,
none of the estimators are reliable, and no one estimator
is uniformly better than any other. We suggest applying
these estimators after more testing has been performed
outside China, and we provide code to apply the estima-
tor to the JHU CSSE dataset.1
It may be therefore best to rely on relative CFRs taken
from SARS data and apply them to COVID-19 for the
near future, until more data is available.
7. Discussion
Our result indicates that after correction for time-
dependent reporting rates, the WHO estimate of 3.4%
(now 4.4%) is likely an overestimate of the true CFR.
This fact motivates the methodology that we use. We
note that the motivation will only strengthen as the
reporting-rate adjusted estimators for relative CFR be-
gin to converge with more testing in Italy, South Korea,
Iran, and the United States. We also show that the epi-
demiological community should be highly skeptical of
both Enaive and Eobs; they are biased even in generous
infinite-data conditions. Our code, released on GitHub
with this submission, includes a script which will run
the estimator on new COVID-19 data worldwide as it is
published.
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Appendix A. Proof that the naı¨ve estimator of CFR is biased
The naive estimator has two major limitations: 1) It does not compensate for the fact that people who become
confirmed cases are biased to become more severely ill. 2) It does not compensate for censoring. The first proof deals
with 1), and the second deals with 2).
Index the infected population with the integers {1, · · · ,N}. Let Zi ∼ Bern(p) be a Bernoulli random variable
representing whether or not i died, and let Di ∼ Bern(q) be a Bernoulli random variable representing whether or not
i was diagnosed with the virus. Also define q1 = P [Di = 1 | Zi = 1] = (Cov(Zi,Di) + pq)/p. We want to estimate
p. But we only have
∑N
i=1 Ci =
∑N
i=1 ZiDi. Applying the tower property of conditional expectation and using the
independence of the Zi and Di, we have:
E
 ∑Ni=1 Ci∑N
j=1 Di
 = N∑
i=1
E
 C1∑N
j=1 D j
 = NE Z1E D1 1D1 + ∑Nl=1 Dl
∣∣∣∣∣∣ Z1
 .
Since D1 is independent of D2,...,N , we can express the sum in the denominator as a binomial random variable, B ∼
Bino(N − 1, q). Note the fact that E
[
1
1+B
]
= ((1 − (1 − q)N))/Nq. Then, evaluating the innermost expectation first:
NE
[
Z1E
[
D1
1
D1 + B
∣∣∣∣∣ Z1]] = NE [Z1q1E [ 11 + B
] ∣∣∣∣∣∣ Z1
]
= p
q1
q
(1 − (1 − q)N).
Finally, substituting for q1, we obtain the final form:
E [Enaive] =
Cov(Di,Zi) + pq
q
(1 − (1 − q)N).
Recall that q is the probability of reporting given an infection, and p is the probability of death given an infection.
Therefore Enaive is biased for p unless both q = 1 and Cov(Zi,Di) = 0, which is clearly false for any real disease. Inter-
estingly this empirical CFR is not constrained to be an underestimate, and can overestimate p if p ≥ Cov(D1,Z1)(1−(1−q)N )q(1−q)N .
Also, if there exists some small probability  of dying independent of the disease and the covariance between Z and
D is otherwise nonnegative, the (asymptotic) overestimate can get as bad as:
lim
q→0
Cov(Zi,Di) + pq
q
≥ lim
q→0
 + pq
q
= ∞.
In other words, as the rate of reporting (q) decreases or the covariance between death and reporting increases, the CFR
gets worse, ultimately becoming infinitely bad.
Part 2), that the naı¨ve estimator of the CFR is biased for the true CFR, can be found in Reich et al. Appendix A.7
Appendix B. Proof that the observation-only estimator of CFR is biased
In the same setting as Appendix A Part 2, define: dt,g ..= E[Dt,g | N∗t,g] = N∗t,gpgψt and rt,g ..= E[Rt,g | N∗t,g] =
N∗t,g(1 − pg)φt. Also, introduce two functions, Fd(t) → [0, 1] and Fr(t) → [0, 1], where Fd represents the fraction of
confirmed cases who have died by time t, conditioned on their eventual death. Similarly Fr represents the fraction of
confirmed cases who have recovered by time t, conditioned on their eventual recovery. During an active outbreak, we
have Fd < 1 and Fr < 1. Finally, define T as the current time; all sums over time below have an upper limit of T
unless otherwise specified. We seek the asymptotic convergence target of:
Eobs =
Fd(T )Σt2Dt2,g
(Fd(T )Σt1Dt1,g) + (Fr(T )Σt1Rt1,g)
By the weak law of large numbers we have:
dt,g
N∗t,g
→ pgψt,
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and similarly,
rt,g
N∗t,g
→ (1 − pg)φt.
Now we focus on the denominator. We have to introduce a “smoothness” assumption: the number of infected
people at each timestep N∗t1,g has a constant ratio with the number of infected people at each other timestep N
∗
t2,g. This
is a conservative assumption in any real-world scenario. In particular, as N∗t1,g → ∞ and N∗t2,g → ∞,
N∗t1,g
N∗t2,g
→ λt1,t2,g
Therefore, we also have by Slutsky’s theorem that:
dt1,g + rt1,g
N∗t2,g
→ λt1,t2,g(pgψt + (1 − pg)φt).
Now, applying the weak law of large numbers and our assumption:
dt2,g + rt2,g
N∗t1,g
=
N∗t1,g
N∗t2,g
(
dt2,g
N∗t2,g
+
rt2,g
N∗t2,g
)→ λt2,t1,g(pgψt + (1 − pg)φt).
Then, by Slutsky’s theorem,
dt2,g
Σt1dt1,g + rt1,g
=
dt2,g/N
∗
t2,g
Σt1 (dt1,g + rt1,g)/N
∗
t2,g
→ pgψt
Σt1 (λt1,t2,g(pgψt + (1 − pg)φt))
.
Finally, applying the above results to our estimator (and with one final application of Slutsky’s theorem to Fd and
Fr),
Eobs = Σt2
Fd(T )pgψt
Fd(T )(Σt1λt1,t2,gpgψt) + Fr(T )(Σt1λt1,t2,g(1 − pg)φt)
.
This is clearly a biased estimator of pg.
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