The advent of network innovations in optical networks has a significant influence on computational infrastructures in research projects. Grid applications and middleware, not yet aware of underlying network and its services, have been recently equipped with powerful tools and plug-ins to control and manage not only the computational, but also network infrastructures. However, at this point of time, Grid middleware, even if aware of network services, is not capable of seamless control and management of both, Grid and network resources. The goal of this paper is to introduce a novel approach to dynamic and on-demand management of Grid and network resources in the PHOSPHORUS project.
I. INTRODUCTION
Progress in the field of distributed computing and development of advanced Grid services has a significant influence on the concrete results of cooperation between distributed computing centers in various parts of the world. Advanced applications using remote access to distributed computing resources, data repositories and laboratories impose strong requirements on data networks. Very often these requirements can be met only by technologically advanced optical networks. Guaranteed availability of bandwidth for data transfer between computing nodes, low and stable over time and the minimum packet loss are just some of the parameters that are important for the new generation networks. Moreover, the problem of scalability, particularly in the context of an increase of the size of Grid systems with high requirements to the network, significantly affects the complexity of infrastructure management systems, mainly due to the heterogeneity of the environment and the potential administrative divisions.
In order to increase processing efficiency of distributed computing, it is necessary to automate processes related to the management of infrastructure components. This is particularly important in the context of Grid environments connected via optical networks. Depending on the type of computing application, it is a network layer which is responsible for allocating inter-connections between computing sites with particular requirements on duration and the requested bandwidth. The possibility of a dynamic allocation of connections between computing sites is an essential element which allows for the efficient and effective use of optical networks in complex computational processes.
The PHOSPHORUS project addresses the issue of delivering advanced network services to Grid users and applications interconnected by high speed optical network infrastructure. The goal of the project is to make the Grid applications aware of the underlying network and to make the network infrastructure aware of available Grid resources. The project also enhances solutions already available in some networks by integrating existing Network Resource Provisioning Systems (NRPS) via scalable and open HARMONY component [30] . New approach towards the seamless application-to-network integration has been taken by extending the GMPLS protocol stack with the Grid-related attributes to make the network control plane aware of capabilities of Grid-resources available in the network. This paper focuses on the PHOSPHORUS approach to seamless management of the network and computational resources. The paper is organized as follows: Chapter II gives an overview of the related work in other research projects, Chapters III and IV describe the proposed PHOSPHORUS architectural model, with particular focus on the network/Grid management components, respectively. Chapter V discusses in detail the two integral parts of the PHOSPHORUS architecture, the G 2 MPLS protocol stack and HARMONY, the multi-domain provisioning system.
II. RELATED WORK
Over the last few years, a number of projects have addressed the issue of resource management in next generation networks [28] . Most of them, however, have narrowed down to the management of network infrastructure only. On the other hand, there is a great choice of Grid management platforms to coordinate the allocation of computational resources. In consequence, at this point of time there is a great number of available solutions dealing with management of the network resources, while there is almost nothing on the market to provide seamless management of both, network and Grid resources.
This chapter will take a deeper look at the solutions available as a result of research projects in Europe, the United States and Japan. The first sub-section considers possible solutions to control and manage the networking infrastructure and offering it as a service to Grid applications and middleware. The second sub-section goes into details of the existing Grid middleware solutions and computational applications.
II.1. Network Control and Management Planes
The following section describes the existing solutions for the management of the networking infrastructures. All solutions presented in subsequent sections expose the infrastructure and its services for use by advanced scientific applications, Grid brokers and schedulers. The project has defined the DRAGON architecture, which aims to leverage the emergence and maturing of optical network technologies to develop and demonstrate the power and flexibility of a "hybrid" packet and circuit switched network infrastructure.
DRAGON has been based on the Open Source GMPLS software to enable multi-domain, multi-layer, multi-service provisioning with robust levels of authentication, authorization, and accounting.
II.1.4. G-Lambda
The goal of G-Lambda is to establish a standard web services interface to network resource manager provided by network operators (Telecom operators) [11] . This interface may be used by application service providers (Grid resource managers/Grid brokers) or by end users to make the most of the available network operators service. The signaling is based on GMPLS, but the software does not support advance reservations.
The software has already been integrated with Grid facilities. For seamless integration of Grid and network management platforms the Grid Resource Scheduler (GRS) Web Service module has been implemented using Globus Toolkit 4 Java WS Core.
II.1.5. AutoBAHN
The AutoBAHN system aims at implementing an automatic bandwidth provisioning system for heterogeneous multi-domain NREN environments. Its objectives involve possible deployment of the Bandwidth on Demand (BoD) service over various network technologies, depending on NRENs requirements. The main focus of the research in AutoBAHN was focused on the most common technologies in European NRENs, in particular Ethernet and SDH. Network equipment can be managed directly by AutoBAHN, indirectly through vendor's NMS, or even with applications developed internally for particular NREN's needs.
The system has been developed as a pilot within the GN2 project co-funded by the European Commission as part of the Sixth Research and Development Framework Programme (FP6) [12] .
II.2. Grid management tools
The following chapter presents the state-of-the-art in the area of Grid resource management and scheduling. Because the subject is wide and deeply investigated, only a few examples are considered, mainly these coming from the PHOSPHORUS project.
II.2.1. UNICORE
UNICORE (UNiform Interface to COmputing REsources) is a Grid computing technology that provides seamless, secure, and intuitive access to distributed Grid resources such as supercomputers or cluster systems and information stored in databases. UNICORE was developed in two projects funded by the German ministry for education and research (BMBF). In various European-funded projects, UNICORE has evolved to a full-grown and well-tested Grid middleware system over the years. UNICORE is used in daily production at several supercomputer centers worldwide. Beyond this production usage, UNICORE serves as a solid basis in many European and international research projects. The UNICORE technology is open source under the BSD licence and available at SourceForge, where new releases are published on a regular basis [13].
II.2.2. GLOBUS Toolkit
The GLOBUS Toolkit is an open source software toolkit used for building Grid systems and applications. The toolkit includes software for security, information infrastructure, resource management, data management, communication, fault detection, and portability. It is packaged as a set of components that can be used either independently or together to develop applications. The GLOBUS Toolkit was conceived to remove obstacles that prevent seamless collaboration. Its core services, interfaces and protocols allow users to access remote resources as if they were located within their own machine room while simultaneously preserving local control over who can use resources and when [14] .
II.2.3. GRIDGE
The GRIDGE Toolkit is an open source software initiative aimed to help users to deploy ready-to-use Grid middleware services and create productive Grid infrastructures. All Gridge Toolkit software components have been integrated together and form a consistent distributed system following the same interface specification rules, license, quality assurance, and testing. Hence, Gridge is the Grid-In-The-Box solution that can be easily deployed on your infrastructure.
GRIDGE tools and services enable applications to take advantage of the dynamically changing Grid environment. These tools can deliver dynamic or utility computing to application users, developers and resource owners. Through supporting the shared, pooled and dynamically allocated resources and services managed by automated, policy-based Grid Resource Management System (GRMS), the GRIDGE offers the state-of-the-art dynamic Grid features to applications. The GRIDGE technology can be used by various kinds of businesses, including vendors, but also financial companies, service organizations, etc.
[15].
III. THE PHOSPHORUS ARCHITECTURE
All abovementioned network and Grid solutions may easily address even the most demanding users' needs but mainly focus on solving specific Grid or networking problems separately and do not address the concept of seamless management of network and computational resources. The lack of a common management platform to orchestrate services provided independently by loosely coupled systems makes the overall management of technologically advanced Grid infrastructures difficult, if not possible at all. Trying to overcome the current limitations, the PHOSPHORUS project proposes a new architecture, where seamless provisioning of both Grid and network resources is the fundamental element of the architecture. Such integration enables scientific applications to use the infrastructure efficiently, simplifies access to resources, and shortens the time needed to setup scientific environments.
PHOSPHORUS proposes an innovative architecture which improves the performance of e-Science applications by ensuring single step straightforward procedures. These procedures can replace lengthy multiple steps of application setup, usually involving separate setup of network and Grid resources. To allow combined provisioning of both network and computational resources bridging elements have been identified and developed in the PHOSPHORUS project. The overall architecture of the proposed solution is presented in Fig. 1 .
The overall architecture can be divided into five main parts. In the highest layer there are advanced e-Science applications which dynamically make use of different computational resources located in different sites, usually scattered geographically. The lowest layer contains all resources which are needed by the applications (e.g. computing power and storage) connected through a high speed optical network. Middle layers provide resource awareness to e-Science layer, and provide mechanisms for coordinated reservation of different resources from resources layer. To achieve this goal two approaches were implemented: extension of standard GMPLS control plane towards Grid Enabled GMPLS (G 2 MPLS) and integration of different Network Resource Provisioning Systems (NRPS) to allow flexible reservations of the network in a multi-domain environment. In the first case, a standard GMPLS stack was extended to support the provisioning of network and Grid resources in a single step through a set of seamlessly integrated procedures. In the latter case, the development of the Network Service Plane (NSP) allowing interoperation of three NRPSes, namely User Controlled Lightpath (UCLP/ARGIA), Dynamic Resource Allocation Controller (DRAC) and Allocation and Reservation in Gridenabled Optical Networks (ARGON) was provided by the development of HARMONY -a multi-domain path provisioning system where users and Grid applications can book end-to-end paths and network resources. Interoperability of both solutions was provided to allow flexible use of these technologies in different parts of the network. The middleware layer, also located between applications and resources, is responsible for orchestrating all kinds of Grid resources, including the network resources through negotiation with local resource management systems. This kind of integrated architecture for Grid computing allows an application to request for resources in an automated manner. It brings several major advantages over a typical solution in which resources are not provisioned in an automated way, especially in the context of connectivity which is usually based on pre-established network connections between sites. 
IV. A SEAMLESS MANAGEMENT OF NETWORK AND COMPUTATIONAL RESOURCES
As stated earlier, the PHOSPHORUS automated management of both Grid and network resources enhances the efficiency of the network and Grid applications. It allows on-demand dynamic configuration of resources which results in optimized use of those resources (e.g. reduces oversubscription), significantly simplifies management and allows work in a heterogeneous, multi-domain environment. 
IV.1. Enhancements to the GMPLS Control Plane
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The G 2 MPLS network control plane manages Grid jobs but Grid scheduler functionality still needs to be provided by the Grid layer in order to coordinate workflow services. The two schemas that can be used for the Grid-extension of the G 2 MPLS Control Plane are: Job Submission Description Language (JSDL) [22] , for the job submission and description and Grid Laboratory Uniform Environment (GLUE) schema [23] for the resources description. Additionally, special extensions to OSPF have been made in order to advertise Grid and additional network information through the network. For Grid related extensions new opaque LSA (Grid LSA) has been defined, and for network related extensions information is added to TE LSA. To provide the required functionality, five reference points (similar to points from ASON/GMPLS architecture) have been identified [5] . These points are illustrated in Fig. 4 .
• G.OUNI, i.e. the Grid Optical User-Network Interface that supports Grid and network signalling and discovery between the Grid site and the G2MPLS domain.
• G.I-NNI, i.e. the Grid Internal Node-Node Interface (G.I-NNI) that supports the routing and signaling procedures between adjacent nodes. • G.E-NNI, i.e. the Grid External Network-Network
Interface that propagates Grid and network topology information across different Control Plane domains and supports the inter-domain signaling mechanisms.
• SBI, i.e. the Southbound Interface that retrieves the resource status from the specific Transport Plane and translates Control Plane actions into appropriate configurations of those resources.
• NBI, i.e. the Northbound Interface that groups two interfaces towards upper layers: one towards the Grid layer (G.NBI) and one towards the Network Service Plane (including NRPS, N.NBI).
mated advanced network services for Grid sites. The overall architecture of the HARMONY system is given in Fig. 5 .
The most important part of the HARMONY system is the HARMONY Network Service Plane. The NSP is composed of a number of independent Inter Domain Brokers (IDBs) which control their own domains and perform topology information exchange with other IDBs. IDBs can work in different configurations allowing centralized, hierarchical and distributed model of NSP operation [2, 3] • Reservation-WS which enables a middleware component to query resource availability, create and cancel reservations as well as query reservation status, • Topology-WS which is used for adding, deletion and editing of domains and interdomain links as well as topology exchange between different IDBs, • Notification-WS which is responsible for event notification management in order to implement fast responses to error situations.
Network Resource Provisioning Systems, located in the HARMONY NRPS Layer are controlled by IDBs through HARMONY NRPS Adapters (HNA) adapters to map the NRPS specific interface into a common HARMONY interface. HARMONY provides advanced network services to Grid middleware and end users by offering three kinds of network reservations [1] :
• Fixed reservations -in this type of reservation the user must specify start/end time of reservation and required bandwidth, • Deferrable reservations -the user must specify the earliest start time, duration, deadline and required bandwidth, • Malleable reservation -this type of reservation allows users to specify time frames of reservation (i.e. the earliest time when reservation could start and the latest time when the reservation could end) and minimum and maximum allowed bandwidth. A suitable slot for reservation will be found according to users' needs. This kind of reservations offers much more flexibility to the users, as the suitable time and bandwidth are proposed by HARMONY.
The following figure depicts differences between the three types of network reservations in HARMONY: HARMONY also supports the Authentication and Authorization Infrastructure based on the GAAA Toolkit.
V. SUMMARY AND FURTHER WORK
PHOSPHORUS developments successfully enabled seamless integration of optical networks and Grids. Interoperability between G 2 MPLS and HARMONY, as well as the compliance with Internet2 IDC and GN2 AutoBAHN have been achieved through development of proper interfaces. This enables seamless interoperation of multiple heterogeneous network domains, possibly managed by different management platforms, while cooperation with Grid middleware and applications increases efficiency of high performance computing applications. Figure 7 depicts improvements introduced by the PHOSPHORUS project to allow seamless integration of Grid and networking technologies. Grid applications (Kodavis, Wisdom, TOPS, DDSS) using PHOSPHORUS enhancements (represented by dotted lines in Fig. 7) through Grid middleware can dynamically use optical network resources to transport data between different sites.
All PHOSPHORUS developments were tested and validated in a large scale test-bed which consisted of resources scattered across Europe, North America and Korea, connected with a high speed optical network.
Fig. 7. PHOSPHORUS developments
The Open Source software developed in PHOSPHORUS (freely available at the PHOSPHORUS website [30]) allows further development of protocols and extensions of the network control plane. As a result, a brand new control plane, capable of carrying information not only about Grid resources, but also about any other IT resources may be potentially developed. The PHOSPHORUS ideas and vision evolved into another EU project, GEYSERS, where one of the main concepts assumes that high-end IT resources at users' premises are fully integrated with the network services procedures, both at the infrastructureplanning and connection-provisioning phases. Following this vision, GEYSERS will specify and implement a novel optical-network architecture able to support "Optical Network + Any-IT" resource provisioning seamlessly and efficiently. Energy-consumption metrics for the end-to-end service routing are part of this efficiency. These achievements will enable infrastructure providers, network operators and application providers to participate in new business scenarios where complex services with complex attributes and strict bandwidth requirements can be offered economically and efficiently to users and applications. GEYSERS's outcomes will be validated in an EU-wide optical network test-bed [31] . 
