The optimal linear estimation problems are investigated in this paper for a class of discrete time-varying linear systems with fading measurement. Firstly, the fading measurement occurs in a random way where the fading probabilities are regulated by probability mass functions in a given interval. Furthermore, time-delay exits in the system state and observation simultaneously. Additionally, the multiplicative noises are considered to describe the uncertainty of state. Based on the projection theory, the linear minimum variance optimal linear estimators, including filter, predictor and smoother are finally presented in the paper. A simulation example is provided to illustrate the effectiveness of the proposed algorithm.
INTRODUCTION
In recent years, research on the networked control systems (NCSs) has attracted considerable attention due to their wide application domains such as space exploration, target tracking and chemical technology, industrial monitoring, communication and other areas [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . In NCSs, transmission time-delay, fading measurements (or packet dropouts) and other stochastic phenomena are common in data transmission of practical networked systems. Thus the data received by the estimator may not be real time ones, which lead to the traditional estimation algorithms being no longer applicable. Therefore, it is significant to investigate new estimation algorithm for networked systems with imperfect measurements. 1 So far, a variety of filtering approaches have been developed for the systems with fading measurement [14] [15] [16] [17] [18] . The stochastic uncertainties induced by networks can be described by a discrete random variable, which can be regulated by probability mass functions in a given interval [14] . [15] considers a sensor network where single or multiple sensors amplify and forward their measurements of a common linear dynamical system to a remote fusion center via noisy fading wireless channels. In [16] , stochastic uncertainties of parameter matrices are depicted by correlated multiplicative noises. The process and measurement noises are finite-step auto-and/or cross-correlated with each other. More recently, stochastic stability of a modified unscented Kalman filter is investigated for a class of nonlinear systems with stochastic nonlinearities and multiple fading measurements [17] . However, the state delay and observation delay are not considered in [14] [15] [16] [17] . Moreover, the optimal robust estimation problems for linear uncertain systems with single delayed measurement have not taken fading measurements into account [18] [19] [20] [21] .
Motivated by the above discussion, in this paper, we aim to solve the problem of optimal linear estimators for a class of state delay and observation delay systems with fading measurement. In this paper, the aforementioned problems are considered fully. The probability mass functions in a giving interval are used to describe a discrete random variable, the mean and covariance of the variable depend on the distribution law of each probability mass function. Based on the minimum mean square error (MMSE) estimation principle, we present the optimal linear state estimators, including filter, predictor and smoother by using the projection theory. Compared with conventional state augmentation, the new algorithm is finite-dimensionally computable and does not increase computational and storage load with time. Hence, the proposed algorithm is feasible for online applications.
Notation: Standard notations are used throughout the paper. Superscript T denotes the transpose. E denotes the mathematical expectation. n I is an n by n identity matrix. ⊥ denotes orthogonality. The remainder of the paper is organized as follows. In Section 2, the optimal linear estimation problems are formulated for a class of discrete time-varying linear systems with fading measurement. Then, the preliminary lemmas of this paper are derived in Section 3. In Section 4, the optimal linear estimators include filter, predictor and smoother are designed. Finally, a numerical example is given in Section 5, which is followed by some conclusions in Section 6.
Consider the following state delay and observation delay systems with fading measurements: 
γ ∈ is the random fading variable, the fading probabilities are regulated by the probability mass functions in a given interval [ , ] α β , 0
is independent of other noise signals.
Assumption 4. The initial state (0)
x is independent of ( ), ( ), ( ),
Our aim is to find the optimal linear state estimators ˆ( | ) x j t based on the measurements ( ( ), ( 1) 
PRELIMINARY LEMMAS
For national simplicity, let
The variance of ( ) t Ω can be computed by
The estimation error covariance matrix at different times is given by
where ˆ( | ) x i t denotes the optimal estimation of state ( ) x i based on the measurements ( (1), (2), , ( )) y y y t . 
where the innovation ( ) ( ) ( | 1) t y t y t t ε = − − and its
Proof. Please see Appendix. Lemma 2. For the systems (3)- (4) under the precondition of Lemma 1, the estimation error covariance matrix 
Proof. Please see Appendix.
OPTIMAL LINEAR ESTIMATORS
In this section, we obtain the main results on optimal filter, predictor, smoother and corresponding estimation error covariance matrices for the system under consideration in the sense of linear MMSE. At the end of this section, the realization steps of the proposed algorithm are explained.
Optimal Linear Filter
Theorem 1. For the systems (3)-(4) under Assumptions 1-4, the optimal linear filter is given by
where the gain matrix ( 1) K t + and the covariance
The covariance matrix ( 1| 1) P t t + + of the state filter and (
is calculated respectively by 
Optimal Linear Predictor Theorem 2. For the systems (3)-(4) under Assumptions 1-4, the optimal linear predictor is given by ˆ( 1| ) [ ( | 1) ( | ) x t t A x t d t K t d t
+ = − − + − ( ( ) (
)] A x t d t K t d t y t t Hx t d t
γ = − − + − − − − (34) ( 1| ) ( | ) ( ) P t t AP t d t A t Τ + = − +Σ [ ( | 1) ( ) ( | ) ( | 1
)] A P t d t t K t d t HP t d t A
γ Τ = − − − − − − ( ) t +Σ(35)
Optimal Linear Smoother
Theorem 3. For the systems (3)- (4) under Assumptions 1-4, the optimal linear smoother is given by
where the gain matrix (
i K t d t i t t H t H t d i
γ σ Τ Τ − + − + Ψ Λ − − + 2 1 ( ) ( ) ( 1| ) ] v
H Q t t HP t d i t i H
The estimation error covariance matrix ( 1| ) P t d t − + of the state predictor is calculated by ( 1| ) ( 1| 1 )
where
Proof. According to the projection theorem, we obtain ˆ( 
K t d t i y t i
From the definition of the covariance matrix and the gain matrix, we obtain (38) and (37), respectively. From Lemma 2, we have the covariance matrixes as follows:
), 0 t i t K t d i t i H t d i t d j
(42) According to the iteration, we have
Substituting (15) into (43), we have (39). Based on the above discussion, we propose a new algorithm for the system under consideration in a recursive form. Starting with the initial estimates (1), (2), , ( ), ( | ), ( | ), ( ), ( ), 1,
d + , the proposed algorithm is given by the following steps:
Step 1. Computing
Step 2. Substituting the results of Step 1 into (37), 
NUMERICAL EXAMPLE
Consider the systems (1)- (2), let 1 i = , the time delay 
can be calculated using Theorem 1, 2 and 3, respectively. To demonstrate the effectiveness of our proposed estimation algorithm, the tracking curves of the filter is shown in Fig. 1 . It is obvious that the filter has the good tracking performance. From the probability mass function of ( ) t γ , it's obvious that the fading value ( ) 1 t γ = plays a bigger role than others because it has the greatest probability. In order to study the effect of the state filter further, we present the comparison of ( ) t γ and filter error variances when ( ( ) ) 0.8, 0.7, 0.8, 0.9,1 P tγ = = = in Table. 1 and Fig. 2 , respectively. From Fig. 2 , we can see the filter has the highest estimation accuracy when 1 q = . Fig. 3 shows the simulation results under the 100 Monte Carlo experiments. From the comparisons of mean square error (MSE) curves of filter with the filter in [20] in Fig. 3 , we can see the MSE curve of filter in [20] sits on the top because [20] hasn't considered fading measurement. It indicates the estimation accuracy in this paper is better than which in [20] . These simulation results show that the estimation algorithms proposed in this paper can provide satisfactory performance. 
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Amplitude 2 ( ) x t 2 ( | ) x t t 1 ( ) x t 1 ( | ) x t t
CONCLUSION
In this paper, we present a recursive state estimation algorithm for a class of discrete time-varying linear systems with fading measurement. The time-delay exits both in the system state and observation. The fading probabilities are defined by the mean and covariance of the variable which depend on the distribution law of each probability mass function. Based on the projection theory, the linear minimum variance optimal linear estimators, including filter, predictor and smoother have been proposed. Finally, a simulation example is given to illustrate the effectiveness of the proposed algorithm. It should be noted that the time-delay system discussed in this paper defines state and observation delay are the same constant, but in practical applications the time-delay may be stochastic. Therefore, one of the future research topics is to develop more efficient algorithms for the complex or general nonlinear systems subject to network-induced phenomena.
APPENDIX
Proof of Lemma 1. According to the projection theory, we can easily get (9) . 
