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1. Introduction
Quasi-cyclic codes are a remarkable generalization of cyclic codes; they are deﬁned by stability
under a power T l of the shift T . The integer l is called the index of the quasi-cyclic code. Cyclic codes
are the case of l = 1.
We ﬁnd in the literature diverse algebraic descriptions of quasi-cyclic codes. In [8], P. Solé and
S. Ling regard the quasi-cyclic codes of length lm and of index l over Fq when m and q are coprime,
as linear codes over the polynomial ring Fq[Y ]/(Ym−1) . This construction uses the decomposition of
the ring R = Fq[Y ]/(Ym−1) as a direct sum of ﬁnite ﬁelds. Thus, any quasi-cyclic code of length lm
* Corresponding author at: Telecom ParisTech, 46 rue Barrault, 75634 Paris Cedex 13, France.
E-mail addresses: sole@enst.fr (P. Solé), olfa_yemen@yahoo.fr (O. Yemen).1071-5797/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2012.02.002
686 P. Solé, O. Yemen / Finite Fields and Their Applications 18 (2012) 685–699and of index l over Fq , with m and q coprime, decomposes, roughly speaking, into a direct product of
shorter codes over larger ﬁelds.
In [6] K. Lally gave another description of the algebraic structure of quasi-cyclic codes by identify-
ing them to Fq[X]-modules of Flq[X]/(Xm−1) . Recently, P.-L. Cayrel, C. Chabot and A. Necer presented
in [2,3] a new approach, closer to the former than to the latter. By working on the linear recurring
sequences with matrix coeﬃcients, the authors regarded quasi-cyclic codes of length lm and of index l
as cyclic codes over Ml(Fq). They indeed showed that for any reversible polynomial f of Ml(Fq), the
set
Ω( f ) = {u ∈ (Flq)N ∣∣ f .u = 0} (1)
is a quasi-cyclic code of length lm and of index l over Fq , where m is the period of the polynomial f .
However, the diﬃculties met by the authors in this work are computational. Indeed, it is diﬃcult
to factorize a polynomial of Ml(Fq)[X]. To by-pass the problem, the authors tested exhaustively any
polynomial of Ml(Fq)[X] to know if it is a divisor of Xm − 1.
In this work, we try to ﬁx this problem by presenting a structural study of the polynomials of
M2(F2)[X], based on the skew polynomial ring structure of the ring M2(F2), as ﬁrst observed in
another context in [4, §6.2]. Indeed, by using skew polynomial rings [10], we derive theorems and we
elaborate algorithms allowing to give all the divisors of Xm − 1 in M2(F2)[X] and, conversely, to de-
termine the period of any reversible polynomial of this polynomial ring. Furthermore, we give a new
proof (different from that of [2]) to show the existence of the period of a reversible polynomial with
matrix coeﬃcients. The algorithms noted above are going to allow us to facilitate the construction of
the codes Ω(P ) introduced in [2]. Finally we improve in this work the construction of the quasi-cyclic
self dual codes of index 2 over F2 introduced in [2]. Indeed, we introduce a new construction of the
binary quasi-cyclic self dual codes Ω(P ) via the resolution of a polynomial system of number of vari-
ables <m and a number of equations < 2m (instead of a system of 2m variables and 4m equations
in [2]).
This article is organized as follows: in Section 2 we expose some preliminaries concerning the
linear recurring sequences with matrix coeﬃcients and the skew polynomial ring. The third section
is dedicated to present some properties of polynomials of F2[X]. The results presented in this section
are going to allow us to characterize later the divisors of Xm − 1 in M2(F2)[X]. Sections 4 and 5
are dedicated to present results allowing to ﬁnd all the factorizations of Xm − 1 in F4[Y , θ]/(Y 2+1)[X]
(here θ is the Frobenius automorphism) and in M2(F2)[X]. Finally, in Sections 6 and 7 we present
new constructions of the codes Ω( f ) and of the self duals codes Ω( f ) over F2.
2. Preliminary
We denote by Fq the Galois ﬁeld with q elements and of characteristic p. Let l be an integer  1.
We denote by A = Flq , by AN the set of sequences of A, and by Ml(Fq) the ring of l × l matrices with
coeﬃcients in Fq .
We deﬁne with the following map a structure of Ml(Fq)[X]-left module over AN:
Ml(Fq)[X] × AN → AN,
(
P (X), V
) → P ∗ V =
( deg P∑
i=0
pi vn+i
)
n
where P (X) =∑deg Pi=0 pi Xi .
A sequence (un)n∈N of AN is said to be linear recurring with matrix coeﬃcients if there exist
A1, A2, . . . , Ah in Ml(Fq) such that:
un+h = A1un+h−1 + A2un+h−2 + · · · + Ahun ∀n 0.
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Ml(Fq)[X] × Am → Am,
(
P (X), c
) → P ∗ c =
( deg P∑
i=0
picn+i
)
n=0,1,...,m−1
where P (X) =∑deg Pi=0 pi Xi and c = (c0, c1, . . . , cm−1) and indices of c are computed modulo n.
Let E ⊂ Am and P ∈ Ml(Fq)[X]. We denote the annihilator of E by
Ann(E) = {P ∈ Ml(Fq)[X] ∣∣ ∀u ∈ E; P ∗ u = 0}; (2)
and the code attached to P by
Ω(P ) = {u ∈ Am ∣∣ P ∗ u = 0}. (3)
A polynomial P of Ml(Fq)[X] is called reversible if its leading and constant coeﬃcients are invert-
ible matrices. We consider an automorphism θ of Fq . We call Ore ring or the skew polynomial ring
and we denote by Fq[X, θ] the polynomial ring with coeﬃcients in Fq where the addition is deﬁned
to be the usual addition of polynomials and the multiplication is deﬁned by the basic rule
Xa = θ(a)X,
and extended to all elements of Fq[X, θ] by associativity and distributivity.
The ring Fq[X, θ] is a left and right Euclidean ring. Here left division means that for P1, P2 of
Fq[X, θ] which are nonzero, there exist unique polynomials Q , R ∈ Fq[X, θ] such that
P1 = P2.Q + R.
If R = 0 then P2 is a left divisor of P1 in Fq[X, θ]. The deﬁnition of right divisor in Fq[X, θ] is similar
using the right Euclidean division. In the ring Fq[X, θ] left and right gcd and lcm exist and can be
computed using the left and right Euclidean algorithm.
In the following, by divisor we shall mean a left divisor of P and by gcd a left gcd and we shall
denote by P1 ∧ P2 the quantity gcd(P1, P2).
We can ﬁnd a complete documentation on these rings in [7] and [10] and on their applications in
the construction of error correcting codes in [1].
3. Some properties of polynomials of F2[X]
In this section we consider F4 the Galois ﬁeld with 4 elements and θ the Frobenius automorphism
of F4.
Lemma 3.1. If we deﬁne in F4[X] the map
Θ :F4[X] → F4[X],
P =
n∑
i=0
ai X
i →
n∑
i=0
θ(ai)X
i = P ,
then Θ is a ring automorphism such that Θ = Θ−1 . Note that:
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Θ
(
P
Q
)
= Θ(P )
Θ(Q )
.
2. The polynomial P P has all its coeﬃcients in F2 .
Proof. Θ is bijective since θ is bijective.
Let P , Q ∈ F4[X] with P =∑ni=0 ai Xi , Q =∑pj=0 b j X j , we have
Θ(P Q ) =
n+p∑
k=0
θ
(
k∑
i=0
aibk−i
)
Xk =
n+p∑
k=0
(
k∑
i=0
θ(ai)θ(bk−i)
)
Xk = Θ(P )Θ(Q ).
The last two equalities are immediate. 
In the following we study polynomial P of F2[X] verifying the following property
P = Q Q , Q ∈ F4[X]. (4)
Indeed, we show that any irreducible polynomial P of even degree in F2[X] satisﬁes the prop-
erty (4).
Furthermore we give a characterization of the other polynomials of F2[X] verifying this property.
Those results will allow us later to give a characterization of the divisors of Xm − 1 in M2(F2)(X).
In [5] Huffman derived the following result.
Lemma 3.2. Let C2i and C
4
i be, respectively, the 2- and 4-cyclotomic cosets containing i modulo n, and denote
by |Cki | the cardinality of Cki for k = 2,4. We claim that:
1. if |C2i | is odd
C2i = C4i , (5)
2. if |C2i | is even
C2i = C4i ∪ C42i . (6)
We can supplement this lemma by the following result.
Lemma 3.3. Let C4i be the 4-cyclotomic coset containing i and C
4
2i the 4-cyclotomic coset containing 2i mod-
ulo n. The two cyclotomic cosets correspond to two pairwise conjugate irreducible polynomials of F4[X].
Proof. We have
C4i =
{
i4k; 0 k n − 1},
and
C42i =
{
2i4k; 0 k n − 1}.
Let f and g be the polynomials that correspond to C4i and C
4
2i and let w be a primitive nth root of
unity in the algebraic closure of F4. Hence
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n−1∏
k=0
(
X − wi4k),
and
g =
n−1∏
k=0
(
X − (wi4k)2)= f .
The result follows. 
Theorem 3.4. Let P be an irreducible polynomial in F2[X].
1. If the degree of P is odd then P is irreducible in F4[X].
2. If the degree of P is even then there exists an irreducible polynomial P1 in F4[X] such that
P = P1P1. (7)
Proof. We can check easily the result from the previous two lemmas. 
Theorem 3.5. Let h ∈ F2[X]. There exists an f ∈ F4[X] such that h = f f if and only if all irreducible factors
of odd degree of h over F2[X] have an even multiplicity.
Proof. Suppose that h = f f and let P be an irreducible factor of h in F2[X]. Thus P divides h = f f .
Since P is irreducible then P divides f or f . Therefore, if P divides f with multiplicity m then
P = P divides f with multiplicity m and, consequently P divides h with multiplicity 2m.
Conversely, suppose that all irreducible factors of odd degree of h in F2[X] have an even multi-
plicity. Then the factorization of h as a product of irreducible polynomials in F2[X] is
h =
∏
P irreducible over F2[X]
deg P odd
Pαp
∏
Q irreducible over F2[X]
deg Q even
Q βq
=
∏
P irreducible over F4[X]
deg P odd
Pαp
∏
Q irreducible over F2[X]
deg Q even
Q βq
where we have used Theorem 3.4.
Thus, (7) and the fact that αp = 2mp implies
h =
( ∏
P irreducible over F4[X]
deg P odd
Pmp
∏
Q 1 irreducible over F4[X]
Q
βq
1
)
·
( ∏
P irreducible over F4[X]
deg P odd
Pmp
∏
Q 1 irreducible over F4[X]
Q 1
βq
)
= f f
where we have used the fact that for all P ∈ F2[X], P = P . 
Remark 3.6. We note that the results of this section remain valid for the polynomials of Fp[X] and
verifying the property (4) in a particular extension Fq[X] of Fp[X] such that q = p2z for all z 1.
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The aim of this section is to derive the following result.
Theorem 4.1. Let f1, f2 ∈ F4[X] that are nonzero and such that deg( f1) 
= deg( f2) and gcd( f1, f2) = 1. We
have
f1 + f2Y |Xm − 1 in F4[Y , θ]/(Y 2+1)[X] (8)
if and only if
f1 f1 + f2 f2|Xm − 1 in F2[X]. (9)
Theorem 4.2 below is a detailed version of the preceding theorem.
Theorem 4.2. Let f ′1, f ′2 ∈ F4[X] which are nonzero and such that deg( f ′1) 
= deg( f ′2) and let g1, g2 ∈ F4[X].
If
Xm − 1 = ( f ′1 + f ′2Y )(g1 + g2Y ) in F4[Y , θ]/(Y 2+1)[X] (10)
then Xm − 1 = f g in F2[X] where
f = f1 f1 + f2 f2,
g = AB
such that
A = f ′1 ∧ f ′2 (11)
in F4[X], f ′1 = A f1 , f ′2 = A f2 and B = g2f2 =
g1
f1
. Conversely, let f be a divisor of Xm − 1. For all f1 ∈ F4[X],
we have:
If there exists f2 ∈ F4[X] such that
f + f1 f1 = f2 f2 (12)
then for all divisors B of X
m−1
f we write
g1 = f1B (13)
and
g2 = f2B (14)
and we have
Xm − 1 = (A f1 + A f2Y )(g1 + g2Y ) in F4[Y , θ]/(Y 2+1)[X] (15)
where
A = X
m − 1
f B
. (16)
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Xm − 1 = A f1g1 + A f2g2 + (A f1g2 + A f2g1)Y .
Then Xm − 1 = A( f1g1 + f2g2) and 0 = f1g2 + f2g1 and consequently f1g2 = f2g1.
Hence, (11) implies
f1 | g1, f2 | g2,
and
g1 = f1g2
f2
.
We can now write
B = g2
f2
= g1
f1
.
Since g1 = ( f1 g2f2 ) =
f1g2
f2
= g1, then
Xm − 1 = AB( f1 f1 + f2 f2) = f g.
Conversely, let us compute (A f1 + A f2Y )(g1 + g2Y ). We have
(A f1 + A f2Y )(g1 + g2Y ) = A
(
f1g1 + f2g2 + ( f1g2 + f2g1)Y
)
.
We have from (12), (13), (14) and (16) that
A( f1g1 + f2g2) = AB.( f1 f1 + f2 f2) = A = X
m − 1
f B
. f .B = Xm − 1
and
f1g2 + f2g1 = f1 f2B + f1 f2B = 0,
as it should. 
5. Factorization in M2(F2)[X]
Theorem 5.1. There exists a ring-isomorphism and an F2-isomorphism of vector spaces
Φ :M2(F2) → F4[Y , θ]/(Y 2+1). (17)
Proof. Consider the two special elements in M2(F2): J =
( 0 1
1 0
)
and W = ( 0 1
1 1
)
.
We denote by I the identity matrix of M2(F2), we have that B = (I,W , J ,W J ) is a basis of M2(F2)
and B ′ = (1,w, Y ,wY ) is a basis of F4[Y , θ]/(Y 2+1) as F2-vector spaces.
Let the linear map Φ which transforms the basis B on the basis B ′ . It is clear that Φ is an
F2-isomorphism of vector spaces.
Furthermore, as Y w = w2Y and JW = W 2 J , we show easily that Φ is a ring-isomorphism. 
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Ψ :M2(F2)[X] → F4[Y , θ]/(Y 2+1)[X],
P =
n∑
i=0
Pi X
i →
n∑
i=0
Φ(Pi)X
i .
Theorem 5.2. The map Ψ is a ring-isomorphism and an F2-isomorphism of vector spaces.
Proof. It is clear that Ψ is bijective. Let P , Q ∈ M2(F2)[X] where P =∑ni=0 Pi Xi , Q =∑pj=0 Q j X j ,
we have since Φ is a ring-isomorphism
Ψ (P Q ) =
n+p∑
k=0
Φ
(
k∑
i=0
Pi Qk−i
)
Xk
=
n+p∑
k=0
(
k∑
i=0
Φ(Pi)Φ(Qk−i)
)
Xk = Ψ (P )Ψ (Q ).
Similarly, we can prove that Ψ is an F2-isomorphism of vector spaces. 
Lemma 5.3. Let P ∈ M2(F2)[X], where Ψ (P ) = f1 + f2Y . The polynomial P is reversible in M2(F2)[X] if
and only if deg( f1) 
= deg( f2) and one only of the two constant coeﬃcients of f1 or f2 is equal to zero.
Proof.
f1 + f2Y =
n∑
i=0
(ai + biY )Xi .
It follows by the deﬁnition of Ψ that
Ψ −1( f1 + f2Y ) =
n∑
i=0
Φ−1(ai + biY )Xi .
We can verify easily that for a,b ∈ F4, the quantity Φ−1(a+ bY ) is an invertible matrix if and only if
one only of a or b is equal to zero. 
Remark 5.4. Let P ∈ M2(F2)[X], where Ψ (P ) = f1 + f2Y . It is clear by the previous lemma that P is
unitary if and only if deg( f1) 
= deg( f2).
We have the following result.
Theorem 5.5. Let P be a polynomial in M2(F2)[X]. The following properties are equivalent:
(i) P |Xm − 1 in M2(F2)[X],
(ii) f1 + f2Y |Xm − 1 in F4[Y , θ]/(Y 2+1)[X],
(iii) f ′1 f ′1 + f ′2 f ′2|Xm − 1 in F2[X].
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Ψ (P ) = f1 + f2Y
and f ′1 and f ′2 are the two coprime polynomials obtained by the respective Euclidean division of both polyno-
mials f1 and f2 by f1 ∧ f2 .
Proof. The equivalence (ii) ⇔ (iii) is immediate from Theorem 4.2. We thus have only to derive the
equivalence (i) ⇔ (ii). We have
P |Xm − 1 in M2(F2)[X] ⇔ Xm − 1 = P .Q in M2(F2)[X]
⇔ Ψ (Xm − 1)= Ψ (P ).Ψ (Q )
⇔ Φ(I)Xm + Φ(I) = Xm − 1 = ( f1 + f2Y ).Ψ (Q )
⇔ f1 + f2Y |Xm − 1 in F4[Y , θ]/(Y 2+1)[X].
Here we used the fact that Ψ is a morphism of rings. 
In the next result, we present a different proof from that of Cayrel et al. to show the existence of
the period of a polynomial of M2(F2)[X].
Theorem 5.6. If P is a reversible polynomial of M2(F2)[X] of degree  1, then there exists an integer m  1
such that P |Xm − 1 in M2(F2)[X].
Proof. We have
Ψ (P ) = f1 + f2Y .
Let
h = f ′1 f ′1 + f ′2 f ′2
where f ′1 and f ′2 are the two coprime polynomials obtained by the division of both polynomials f1
and f2 by f1 ∧ f2.
As P is reversible, it follows by Lemma 5.3 that deg(P ) = sup(deg( f1),deg( f2)) 1.
We have consequently deg(h) 1 and the constant coeﬃcient of h is nonzero.
So, there is an integer m1 such that
h|Xm − 1
in F2[X]. Therefore, it follows by Theorem 5.5 that
P |Xm − 1
in M2(F2)[X]. 
The following result is thus an immediate consequence.
Corollary 5.7. Let P be a reversible polynomial of M2(F2)[X] of degree  1 where Ψ (P ) = f1 + f2Y . The
period of P is equal to the period of the polynomial
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of F2[X] where f ′1 and f ′2 are the two coprime polynomials obtained by the respective division of both poly-
nomials f1 and f2 by f1 ∧ f2 .
Example 5.8. In what follows we present some polynomials with matrix coeﬃcients and their peri-
ods.
(i)
(
0 1
1 1
)
x5 +
(
0 1
0 1
)
x4 +
(
1 1
0 1
)
x3 +
(
0 0
1 0
)
x2 +
(
0 1
0 1
)
x
+
(
1 1
0 1
)
of period 868.
(ii) x5 +
(
1 0
1 0
)
x4 +
(
1 1
1 0
)
x3 +
(
1 1
0 0
)
x2 +
(
1 0
0 0
)
x+
(
1 0
1 1
)
of period 1022.
(iii) x4 +
(
0 1
1 1
)
x3 +
(
1 0
1 1
)
x2 +
(
0 1
0 1
)
x+
(
1 1
1 0
)
of period 510.
(iv) x4 +
(
0 1
1 1
)
x3 +
(
1 1
0 1
)
x2 +
(
1 1
0 1
)
of period 30.
(v)
(
1 1
1 0
)
x4 +
(
1 1
1 0
)
x3 +
(
0 0
1 1
)
x2 +
(
1 1
1 1
)
x+
(
1 0
1 1
)
of period 510.
(vi) x6 +
(
0 0
1 0
)
x5 +
(
1 0
1 0
)
x4 +
(
1 0
0 0
)
x3 +
(
1 1
1 1
)
x2 +
(
1 0
1 1
)
x
+
(
0 1
1 0
)
of period 60.
(vii)
(
1 1
1 0
)
x7 +
(
0 1
1 1
)
x6 +
(
1 1
1 0
)
x5 +
(
0 1
0 0
)
x4 +
(
1 1
0 1
)
x3 +
(
1 0
1 1
)
x2
+
(
1 1
1 0
)
x+
(
1 0
0 1
)
of period 16380.
(viii) x7 +
(
1 1
1 0
)
x6 +
(
1 1
0 1
)
x4 +
(
0 1
1 1
)
x3 +
(
0 1
1 0
)
x2 +
(
0 0
1 1
)
x
+
(
1 0
0 1
)
of period 3556.
(ix)
(
1 1
1 0
)
x8 + x7 +
(
0 1
1 1
)
x6 +
(
0 1
1 0
)
x5 +
(
1 1
0 0
)
x4 +
(
0 1
1 0
)
x3 +
(
0 1
0 0
)
x2
+
(
1 0
1 0
)
x+
(
1 1
1 0
)
of period 3720.
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Theorem 6.1. (See [1].) Let P and Q be two polynomials of M2(F2)[X] such that Xm − 1 = P Q and Ω(P ) is
the set deﬁned by (1), we have: Ω(P ) is a binary quasi-cyclic code of length 2m and of index 2.
For more knowledge about the codes Ω(P ) see [2].
Theorem 6.2. Let f be a divisor of Xm − 1 in F2[X] of even degree, and let f1 ∈ F4[X] of degree m. If all
irreducible factors of odd degree in F2[X] of the polynomial h = f + f1 f1 have an even multiplicity, then there
exists an f2 in F4[X] such that
f1 + f2Y |Xm − 1 in F4[Y , θ]/(Y 2+1)[X].
Proof. It follows by Theorem 3.5 the fact that any irreducible factor of h of odd degree has an even
multiplicity is a necessary and suﬃcient condition so that h = f2 f2.
Therefore the polynomial f1 f1 + f2 f2 is a divisor of Xm − 1 in F2[X]. The result is immediate
considering Theorem 4.2. 
In the following we present two algorithms allowing to do the ﬁrst stage of the construction of
a code Ω( f ).
The ﬁrst algorithm will allow the construction of a code of a known length m and more precisely
the determination of a factorization of Xm − 1 in M2(F2)[X].
As for the second algorithm, it will allow the construction of a code of known dimension and thus
it will determine the period of a polynomial f of M2(F2)[X].
Algorithm 6.3.
(i) We factorize Xm − 1 in F2[X].
(ii) For all divisor of even degree f of Xm − 1 in F2[X], we do:
• For all f1 ∈ F4[X] such that deg f1 m, we compute
h = f + f1 f1.
• We factorize h in F4[X].
• For all divisors l of h of degree degh2 , if h = ll¯, deg( f1) 
= deg( f2) and one only of the
two constant coeﬃcients of f1 or f2 is equal to zero then we take l = f2, otherwise, we
stop.
Thus, we have that P =∑ni=0 Pi Xi = f1 + f2.Y is a divisor of Xm − 1 in F4[Y , θ]/(Y 2+1)[X].
(iii) By applying the map Ψ −1 we obtain the polynomial Ψ −1(P ) =∑ni=0 Ai Xi with matrix coeﬃ-
cients which divide Xm − 1 in M2(F2)[X].
Remark 6.4. In order to obtain a factorization into irreducible factors of Xm − 1 in F4[Y , θ]/(Y 2+1)[X],
we can continue this algorithm like this: For all divisor B of X
m−1
f in F4[X]:
• we consider
g1 = f1B,
g2 = f2B,
• we compute A = Xm−1f B ,
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Polynomials P and codes Ω(P ).
f1 f2 P code
x4 + x2 x3 + x2 + x+ 1
(
0 1
1 0
)
x3 +
(
1 1
1 1
)
x2 +
(
0 1
1 0
)
x+
(
0 1
1 0
)
(12,8,3)
x3 + x2 x2 + 1 x3 +
(
1 1
1 1
)
x2 +
(
0 1
1 0
)
(12,6,4)
x2 + x+ w2 x x2 +
(
1 1
1 1
)
x+
(
1 1
1 0
)
(14,4,7)
w2.x2 + x+ 1 x
(
1 1
1 0
)
x2 +
(
1 1
1 1
)
x+
(
1 0
0 1
)
(14,4,7)
w2.x5 + w2.x4 + x3 + x+ w x4 + x2 + x
(
1 1
1 0
)
x5 +
(
1 0
0 0
)
x4 + x3 +
(
0 1
1 0
)
x2 (14,10,3)
+
(
1 1
1 1
)
x+
(
0 1
1 1
)
w.x5 + x4 + x2 + w2.x+ w2 x4 + x3 + x
(
0 1
1 1
)
x5 +
(
1 1
1 1
)
x4 +
(
0 1
1 0
)
x3 + x2 +
(
1 0
0 0
)
x (14,10,3)
+
(
1 1
1 0
)
w.x3 x2 + w
(
0 1
1 1
)
x3 +
(
0 1
1 0
)
x2 +
(
1 0
1 1
)
(16,6,6)
• we obtain
Xm − 1 = (A f1 + A f2Y )(g1 + g2Y ).
We present Table 1 of the best codes Ω(P ) obtained by this algorithm.
The following algorithm allows the construction of a code Ω(P ) of given dimension k.
Algorithm 6.5. Let f1 ∈ F4[X] of degree k.
(i) For all f2 ∈ F4[X] of degree < k such that one only of the two constant coeﬃcients of f1 or f2
is equal to zero, let
f = f1 f1 + f2 f2.
(ii) Compute the period m of f .
(iii) Output P =∑ni=0 Pi Xi = f1 + f2.Y a divisor of Xm − 1 in F4[Y , θ]/(Y 2+1)[X].
(iv) By applying the map Ψ −1 we obtain the polynomial Ψ −1(P ) =∑ni=0 Ai Xi with matrix coeﬃ-
cients which divides Xm − 1 in M2(F2)[X].
7. Construction of the self dual codes Ω(P )
We shall require the following results.
Theorem 7.1. (See [2].) If Xm − 1 = P .Q in M2(Fq)[X] then
Ω(P )⊥ = Ω(t Q ∗). (18)
Lemma 7.2. Let A ∈ M2(F2). If
Φ(A) = α + βY
P. Solé, O. Yemen / Finite Fields and Their Applications 18 (2012) 685–699 697then
Φ
(t A)= α + βY .
Proof. With the notations given in Theorem 5.1, we have (I,W , J ,W J ) is a basis of M2(F2). Thus,
for all A in M2(F2), there exist a, b, c and d in F2 such that
A = aI + bW + c J + dW J .
It results from the fact that Φ is an F2-isomorphism of vector spaces and an isomorphism of rings
that
Φ(A) = a + bw + (c + dw)Y = α + βY
where α and β are in F4.
We have thus,
Φ
(t A)= aΦ(t I)+ bΦ(tW )+ cΦ(t J)+ dΦ(t(W J ))
= aΦ(I) + bΦ(W ) + cΦ( J ) + dΦ(t J tW )
= aΦ(I) + bΦ(W ) + cΦ( J ) + dΦ( J )Φ(W )
= a + bw + cY + dY w = a + bw + (c + dw2)Y = α + βY .
Here we used the fact that Y w = w2Y in F4[Y , θ]/(Y 2+1) . 
In the following, we denote for P =∑ni=0 Ai Xi ∈ M2(F2)[X], by P∗ the “reciprocal polynomial”
P∗ =∑ni=0 An−i X i , and by t P the transposed polynomial t P =∑ni=0 t Ai X i .
Theorem 7.3. Let P be a polynomial of degree  1 of M2(F2)[X].
Xm − 1 = P . t P∗ in M2(F2)[X] (19)
if and only if
Xm − 1 = ( f1 + f2Y )
(
f ∗1 + f ∗2 Y
)
in F4[Y , θ]/(Y 2+1)[X] (20)
where f1 and f2 are deﬁned by the relation
Ψ (P ) = f1 + f2Y .
Proof. To show this result means showing that
Ψ
(t P∗)= f ∗1 + f ∗2 Y .
We denote P =∑ni=0 Ai Xi , thus P∗ =∑ni=0 An−i X i .
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Ψ
(t P∗)= n∑
i=0
Φ
(t An−i)Xi
=
n∑
i=0
(an−i + bn−iY )Xi
=
n∑
i=0
an−i X i +
(
n∑
i=0
bn−i X i
)
Y
= f ∗1 + f ∗2 Y .
Here we have noted f1 =∑ni=0 ai Xi and f2 =∑ni=0 bi Xi . 
So, determining a self dual code Ω(P ) means to determine a reversible polynomial P of
M2(F2)[X], of degree p = m2 and verifying Xm − 1 = P t P∗ .
By using the isomorphism Ψ , we have thus
Ψ
(
Xm − 1)= Xm − 1 = ( f1 + f2Y )( f ∗1 + f ∗2 Y )
where f1 and f2 are given by
Ψ (P ) = f1 + f2Y .
Therefore
f1 f
∗
1 + f2 f ∗2 = Xm − 1,
f1 f ∗2 + f2 f ∗1 = 0.
As P is reversible, we can suppose that deg( f1) = p > deg( f2) = q, and by letting
f1 =
p∑
i=0
ai X
i, f2 =
q∑
i=0
bi X
i,
we have the following polynomial system
a0ap + b0bq = 1,
m∑
i=0
(aiap−k+i + bibq−k+i) = 1,
k∑
i=0
(aiap−k+i + bibq−k+i) = 0, 1 km − 1,
k∑(
aib
2
q−k+i + bia2p−k+i
)= 0, 0 k p + q.
i=0
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resolution of a system of equations of a number of variables equal to p + q <m and of a number of
equations equal to p + q +m + 1 2m, by using Groebner bases.
Example 7.4. For m = 4,12 we obtained codes equivalent to the extended quadratic residue codes of
parameters [8,4,4] and [24,12,8] as expected from [9, Ch. 16, §6].
Example 7.5. Let m = 6,8,10. There are no cyclic self dual codes of these lengths by [11, p. 366, top
of left column]. We obtained 2-QC self dual codes of distance 4. The code in length 12 is unique up to
equivalence. There are at least two non-equivalent [16,8,4] with, respectively, 12 and 28 codewords
of weight 4.
Example 7.6. Taking m = 14, p = 7, q = 5, one gets several self dual binary cyclic codes of length 28,
the two of distance 4 found in [11], and four of distance 2.
8. Conclusion and open problems
In this paper, we have used the isomorphism between the skew polynomial ring quotient
F4[Y , θ]/(Y 2+1)[X] and the polynomial ring with matrix coeﬃcients M2(F2)[X] to present algorithms
which factorize Xm − 1 in the latter ring and which give a construction of a binary codes of the
form Ω( f ).
Assuming the existence of an isomorphism between Fq2 [Y , θ]/(Y 2+1) and M2(Fq), an open problem
would be to generalize these results to give a new construction of the codes Ω( f ) over Fq .
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