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ABSTRACT
The study of collective behaviour in many-body systems often ex-
plores fundamentally new ideas absent from the mere constituents of
such a system. A paradigmatic model for these studies is the spin-1/2
XXZ chain and its fermionic equivalent. This thesis can be broadly di-
vided into the study of two fundamental aspects of this model. Firstly,
we discuss localisation phenomena in one dimensional lattices as of-
ten experimentally realised in cold atom systems. Secondly, we invest-
igate how disorder and symmetry influence heat transport in spin
chains.
More specifically, in the first part we consider a system of non-
interacting fermions in one dimension subject to a single-particle po-
tential consisting of a strong optical lattice, a harmonic trap, and un-
correlated on-site disorder. We investigate a global inhomogeneous
quantum quench and present numerical and analytical results for
static and dynamical properties. We show that the approach to the
non-thermal equilibrium state is extremely slow and that it implies
a sensitivity to disorder parametrically stronger than that expected
from Anderson localisation.
We also consider the above system in a strong non-uniform electric
field. In the non-interacting case, due to Wannier-Stark localisation,
the single-particle wave functions are exponentially localised without
quenched disorder. We show that this system remains localised in
the presence of nearest-neighbour interactions and exhibits physics
analogous to models of conventional many-body localisation.
The second part explores the hydrodynamics of the disordered
XYZ spin chain. Using time-evolving block decimation on open chains
of up to 400 spins attached to thermal baths, we probe the energy
transport of this system. Our principal findings are as follows. For
weak disorder there is a stable diffusive region that persists up to a
critical disorder strength that depends on the XY anisotropy. Then, for
disorder strengths above this critical value energy transport becomes
increasingly subdiffusive.
v
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Part I
INTRODUCT ION & BACKGROUND

1
INTRODUCT ION
Much of human expectation about their surroundings is in fact based
on some natural intuition about equilibrium thermodynamics. If for in-
stance our morning tea is too hot, we can be sure that if we wait long
enough, it will reach the correct temperature. If we wait too long, it
might cool to room temperature and no longer be appetising to us. At
the same time we know that it will not continue to cool and eventually
turn into a block of ice! Had we prepared a frozen tea in the freezer
(for scientific reasons only, of course!), we know that it would also
eventually reach room temperature, even more interestingly change
its constitution from a solid to a liquid. It seems that time very natur-
ally flows in one direction, and the final state of systems (such as our
cup of tea) is only dependent (in this example) on one variable; the
all-important room temperature.
The physicist’s task begins when trying to understand the work-
ings of this phenomenon. The main challenge of any attempt to study
the thermodynamics of a macroscopic object such as our cup of tea
lies in the difficulty of dealing with an enormously large number of
constituent particles (⇠1023). Following each of them around is cer-
tainly impossible, so we resort to statistics instead of tracking traject-
ories of every particle. We shall focus on very few average quantit-
ies which we believe characterise the equilibrium properties of the
system. Formally we take a substance, subject to a number of con-
straints (e. g. volume V) with some conserved quantities (e. g. num-
ber of particles N, internal energy U) and let it evolve in time. The
assumption is that the system will seek to maximise its entropy S, a
concept originally introduced by Rudolf Clausius in his analysis of
the Carnot cycle1, in order to reach its thermodynamic equilibrium.
In this case the system, said to be in a certain macrostate, can indeed
be described by very few thermodynamic quantities. The study of the
phenomenological relations between those, e. g. that dU = PdV TdS
(here P denotes pressure and T stands for temperature), defines the
field of equilibrium thermodynamics and is the knowledge of the late
19th century. The limit to this theory is the macroscopic world, yet the
power of these discoveries helped to reshape the face of the Earth in
a way never seen before. The invention of the steam engine and the
beginning of the industrial revolution are deeply linked to the un-
1 The Carnot cycle is a thermodynamic cycle introduced by Sadi Carnot in 1824 which
puts an upper bound on the efficiency of any classical engine that converts heat into
mechanical work. Clausius set out to reconcile some inconsistencies of this work in
1850.
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derlying theory, and to this day thermodynamics remains one of the
most successful and complete physical theories.
The next step taken was to connect and derive these thermody-
namic quantities from microscopic descriptions of the system, a field
that is known as statistical mechanics. But as already mentioned, it is
not practical nor even theoretically possible to know at a microscopic
level the simultaneous position and velocities of the ⇠1023 particles
involved. For this reason, one introduces the concept of a statistical en-
semble, a large collection of virtual independent copies of the system
in various states. It is thus a probability distribution over all states
of the system. Statistical equilibrium denotes the point not at which
the particles have stopped moving, but at which the ensembles do not
change any longer. For an isolated system, there are three equilibrium
ensembles which are usually considered. The simplest is called themi-
crocanonical ensemble and it describes a system with a precisely fixed
energy and particle number. It is motivated by the equal a priori prob-
ability postulate, which states that in the microcanonical ensemble, the
probability for every possible microscopic configuration, often called
a microstate, is the same. It takes the value of pi = 1/W, where W
is the total number of available microstates. The famous Boltzmann
equation, S = kB logW, carved on Boltzmann’s gravestone in Vienna,
relates the thermodynamic property entropy with the microscopic de-
scription of the system. The logarithm naturally arises, as for two
combined systems, the number of possible microstates should mul-
tiply, while the entropy as an extensive quantity should be additive,
S = kB log W1W2 = S1 + S2.
Relaxing the strict constraint of fixed energy, one could imagine the
system to be in thermal equilibrium (constant, but no net flow of en-
ergy) with a much larger heat bath at a precise temperature T. In this
case, the system is best described by the canonical ensemble. It contains
microstates with different total energy (as it can exchange energy
with the bath) whose probability to occur is weighted by the temper-
ature of the bath. It can be derived to take the form pi = 1Z exp(  eikBT ),
where the normalisation factor Z = Âi exp(  eikBT ) is called the parti-
tion function. The ei describe the energy of an individual microstate
and it is very common to take 1kBT ⌘ b. The probability distribution
is used to again connect to macroscopic quantities. The average in-
ternal energy U for example may be written as U = hEi =   ∂∂b ln Z,
where the angle brackets denote an ensemble average. Finally, the
grand canonical ensemble describes a system in thermal and chemical
(exchanging particles) equilibrium with a thermodynamic reservoir.
In the case of many particles, the thermodynamic limit, all ensembles
tend to give identical answers, proven in the theorem of equivalence
of ensembles. It is then a mathematical convenience which ensemble
is used.
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Closely linked to the postulate of equal a priori probabilities and
often invoked to bridge the gap between the irreversibility of ther-
modynamics and the reversibility of the underlying microscopics is
the so-called ergodic hypothesis formulated by Boltzmann. An ergodic
system is a system that evolves over time to explore all accessible
microstates with the same particle number and total energy. Accord-
ing to the ergodic hypothesis, typical systems studied in statistical
mechanics are ergodic in this sense. An ensemble average and a time
average, defined by Q ⌘ 1t
R t
0 dtQ(t), should be equal if t ! •,
hQi = Q for t ! •. (1.1)
Here Q denotes some macroscopic quantity we are interested in. Sys-
tems violating the ergodic hypothesis are quickly found; masses con-
nected by springs (with linear spring constant) would be one, for
instance. If we excite a single mode of motion, then this mode will
not equipartition its initial energy between all available modes, even
after very long times. In this case, the natural arrow of time seems
to be absent as we can easily track the system back to its initial state,
as opposed to the example of the cup of tea. These systems, whose
equations of motion we can integrate and hence exactly solve were
for a long time believed to be isolated points in parameter space, such
that a small non-linear perturbation to their Hamiltonian would make
them ergodic. However, in one of the first numerical simulations in
physics, the now celebrated Fermi-Pasta-Ulam problem [62], on one
of the first ever computers in Los Alamos, this assumption was shown
not to be true. Anharmonic perturbations to the spring constants did
not make the system ergodic. This prompted intense research on the
roots of classical thermalisation, culminating in many important dis-
coveries such as the KAM theorem, solitons and chaos at the root of
thermalisation (see [147]). It was later shown that there is an energy
threshold below which chaotic behaviour is not produced and there-
fore the system cannot be described by the usual statistical physics.
The simulation of Fermi, Pasta and Ulam (by chance) happened to be
below this threshold.
In that sense we have concluded our journey through classical ther-
modynamics and statistical physics. The knowledge presented suf-
fices to predict and explain almost all of the known physical phe-
nomena at the time. In fact, a well known historical fact is that Max
Planck was advised by a physics professor from Munich not to con-
tinue with physics as all fundamental laws had been discovered [111].
One of the major remaining challenges was to explain the spectrum
of black-body radiation: thermal electromagnetic radiation within or
surrounding a body in thermodynamic equilibrium with its environ-
ment, or emitted by a black body (an opaque and non-reflective body).
Its spectrum and intensity only depends on the body’s temperature.
Luckily Max Planck ignored his professor’s advice and solved the
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above problem in 1901 in the formalism now known as Planck’s law
of black-body radiation. Planck had to assume that energy was actu-
ally quantised in units of h¯w, an idea Albert Einstein later built on to
explain the photoelectric effect, thus establishing the field of quantum
mechanics. These important theoretical advances eventually resulted
in the superseding of classical electromagnetism by quantum elec-
trodynamics. In relation to the previous discussion, it led to the de-
velopment of quantum probability distributions, called Fermi-Dirac
statistics and Bose-Einstein statistics, each applicable to a different
class of particles, fermions and bosons.
It is at this point that this thesis aims to explain the necessary back-
ground theory in more detail. Ch. 2 gives a basic introduction to the
necessary tools in quantum mechanics, while Ch. 3 uses these ideas
to revisit the question of thermalisation in a quantum mechanics con-
text. The final chapter of this introductory part (Ch. 4) introduces
the necessary numerical tools needed to investigate ideas around
quantum thermalisation (or failures thereof): in a way, the modern
kind of Fermi-Pasta-Ulam research.
The second part of this thesis investigates quantum quenches in
cold atom systems. Cold atom systems constitute one of the most
suitable candidates to experimentally verify quantummechanical pre-
dictions and quenches are a convenient tool to bring systems out of
equilibrium. In Ch. 5, we investigate a particular instance of inhomo-
geneous quantum quench in a non-interacting system. Following that,
in Ch. 6 we build on some of the insights gained to show quantum
non-ergodicity in a disorder-free idealised interacting system. We con-
clude this part by bringing ideas from the previous two chapters to-
gether giving an overview of some unpublished results in Ch. 7.
The last part is concerned with the investigation of special notions
of quantum ergodicity, hydrodynamics and the role of underlying
symmetries. We show in Ch. 8 that energy transport in quantum sys-
tems can be anomalous in the ergodic phase and show the influence
of symmetry breaking therein.
2
QUANTUM THEORY
2.1 basic quantum theory
Max Planck’s work on black-body radiation started a veritable re-
volution in theoretical physics. In the decades that followed, many
well established concepts of classical mechanics had to be rejected. A
few of the most important and intuitive to human experience of the
macroscopic world are that particles and fields possess well defined
dynamic variables (position and momentum) at all times and in the
case of point-like particles follow predictable trajectories. Luckily not
everything had to be rejected, as for example symmetries and result-
ing conservation laws remain valid concepts. And similar to classical
mechanics, quantum mechanics too can be formulated in many dif-
ferent ways. Whether one chooses a wave-description (Schrödinger)
based on the Hamilton formalism, or a path integral approach based
on the Lagrangian formalism, or the matrix mechanics approach (Hei-
senberg) to describe nature and more specifically a quantum system
does not matter. They are all formally equivalent [128].
2.1.1 Quantum states
In quantum mechanics, the state of a closed system can be described
by a state vector |yi in a complex vector space called Hilbert space
H of dimension D. It can be represented by a D ⇥ 1-matrix. Nor-
malisation ensures that the inner product gives hy|yi = 1, where
hy| = (|yi)† is the Hermitian conjugate of the state. With n particles
each having d > 1 internal states (local Hilbert space dimension), the
dimension D = dn of the whole Hilbert space can be enormous if
again n ⇠ 1023. It is a truly colossal number. We will discuss the
implications of this later (see Ch. 4).
In order to cope with it, we may again introduce statistics using the
concept of a density matrix or density operator rˆ. The density matrix is
an extension to the state vector |yi, because similar to classical statist-
ical mechanics, it represents an ensemble of possible pure quantum
states. We denote the set of possible pure states by {|yii} and the
associated probabilities in the ensemble as pi. The density matrix is
then given by the outer product
rˆ =Â
i
pi |yii hyi| , (2.1)
and can be represented by a D ⇥D matrix. Operators (matrices) that
can act on states (vectors) are conventionally denoted by a hat, but
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for the rest of this thesis, we will omit this notation, unless explicitly
useful in distinguishing them from other quantities. The probabilistic
description of the ensemble follows the usual statistical rules. The
probabilities have to sum up to one, Âi pi = 1. Importantly, they have
nothing to do with the quantum mechanical uncertainty of measure-
ment prediction. This statistical element is the reason why density
matrices that have a non-zero probability pi for more than one pure
state |yii are called a statistical mixture (of pure states). For a spin-12
system, where the only possible states are |"i and |#i, the pure-state
density matrix for |y1i = |"i would be,
r =
 
1 0
0 0
!
, (2.2)
while a completely mixed state could be represented via the matrix,
r =
1
2
 
1 0
0 1
!
. (2.3)
Some useful properties of the density matrix are positivity, hf| r |fi  
0 8 |fi 2 H, hermiticity, r† = r, and a unit trace, Tr (r) = 1.
2.1.2 Time evolution and observables
If we can describe our system by a state vector, then we can time-
evolve this quantum state in the Schrödinger picture by integrating
the well known Schrödinger equation,
ih¯
∂
∂t
|yi = H |yi , (2.4)
where i is the imaginary unit, h¯ the reduced Planck constant and H
an operator acting on H, representing the total energy of the system.
It is commonly referred to as the Hamiltionian of the system. This
yields the solution,
|y(t)i = U(t, t0) |y(t0)i , (2.5)
where the evolution is determined by the time-evolution operator,
U(t, t0) = e 
i
h¯ H(t t0). (2.6)
In the density formalism, the Schrödinger equation takes the form of
the von Neumann equation, which is the corresponding equation for
density matrices,
∂r
∂t
=   i
h¯
[H, r] . (2.7)
Here [., .] denotes the commutator. It is a key concept in physics, and in
quantum mechanics defined as [A, B] ⌘ AB  BA. If [A, B] = 0, then
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A and B are said to commute. Commuting operators share a common
set of eigenfunctions and as such, observables represented by such
operators can have definite values at the same time. As mentioned
above, one of the striking differences between classical and quantum
mechanics is that the dynamical variables position and momentum
indeed cannot do that. As a consequence, the commutator of the po-
sition operator xˆ and momentum operator pˆ is nonzero, [xˆ, pˆ] = ih¯
(see [128] for details). In this way, one may regard classical mechanics
as a limit of quantum mechanics where h¯! 0.
2.1.3 Expectation values
It is now evident that quantum theory is inherently probabilistic. Im-
portantly, this has nothing to do with a lack of knowledge, but is
the most common interpretation of the quantum mechanical state
or wave function as a probability wave. This interpretation, com-
monly known as the Copenhagen interpretation of quantum mech-
anics, states in essence that quantum systems do not have definite
properties prior to measurement. Quantum mechanics can only pre-
dict the probabilities that a measurement will give a certain result.
The act of measurement will affect the system and reduce the state
of the system to one of the eigenstates of the operator representing
the measurement; the probability of this state then becomes one. In
this interpretation, it is clear that commuting operators can take defin-
ite values in the same measurement, while non-commuting operators
cannot. In this sense, the quantum mechanical wave function is not
a physical object, but a mere mathematical construction. Physical ob-
servables are calculated as expectation values, the weighted average
of all the possible outcomes of a measurement. In the case of a pure
state |yi, the expectation value of an observable Q is denoted by
hQi = hy|Q|yi . (2.8)
The angle brackets are reminiscent of the ensemble average intro-
duced above, but for pure states this is not the case. Even in the full
knowledge of the state, we can only calculate an expectation value.
This changes when we use the density matrix formalism, in which
case the expectation value of an observable is defined as
hQi = Tr (Qr) . (2.9)
Lastly, one may also use this tool in order to evaluate how a certain
property of a system is correlated either in space or in time within
the system. If for example we are interested in the correlation of Q at
the spatial points x = 0 and x = i, then we evaluate the expression
C(0, i) = hy|QiQ0|yi   hy|Qi|yi hy|Q0|yi . (2.10)
It is often called the two-point correlation function and may equally
be used for correlations in time.
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2.1.4 Composite and open quantum systems
In addition to the study of statistical mixtures of pure states, one may
also be interested in composite and consequently even open systems.
In the former case, this means that the Hilbert space of the combined
system may be partitioned such that degrees of freedom in the basis
of choice only have support in one respective partition. In the latter
case, part of the system takes the role of a bath, and thus the dynam-
ics of the system as a whole is no longer unitary and information
preserving.
The connection of respective Hilbert spaces HA and HB is given
by a basic postulate of quantum mechanics [128]. It states that the
composite Hilbert space of the combined system is given by the tensor
product of the Hilbert spaces of the single quantum systems, i. e. by
HAB = HA ⌦ HB. From this follows that if we join two quantum
systems A and B with respective bases {|iiA} and {|jiB}, then every
possible state |yiAB of the composite system can be represented as,
|yiAB =Â
i,j
dij |iiA ⌦ |jiB , (2.11)
where dij are complex expansion coefficients in HAB. We may extend
this to N composite systems in a straightforward manner by adding
any additional subsystem via another tensor product. Similarly one
can obtain the same result for density matrices where the composite
density matrix for a N-body quantum system would take the form
(here assuming d = 2, and that si are Pauli matrices - see (2.17))
r = Â
{i1,i2,...,iN}
ci1,i2,...,iN
NO
j=1
sij . (2.12)
A key theoretical tool to describe specific parts of the full system is
the partial trace. For a quantum system that consists of two smaller
subsystems A and B, the density matrix for e. g. subsystem B can be
extracted by tracing out subsystem A from the full density matrix rAB
via,
rB = TrA(rAB). (2.13)
So far we have only been concerned with closed systems. However,
in open/dissipative systems, the time-evolution (2.7) is no longer
valid. To include e. g. pumping from or losses to an environment,
we require non-unitary time evolution. In the case of Markovian dy-
namics (i. e. the bath has no memory, which is a highly non-trivial
assumption in many cases), then the most general dynamics is given
by the Lindblad equation,
dr
dt
=  i[H, r] +Â
µ
✓
LµrL†µ   12LµL
†
µr  12rLµL
†
µ
◆
⌘ L [r] , (2.14)
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where the first term on the right-hand side is the usual unitary Hamil-
tonian time-evolution (2.7) and the second term contains the inform-
ation regarding the bath. L is often called the Liouville operator or
Liouvillian. The Lµ denote the relevant pumping/dissipation operat-
ors, sometimes called Lindblad or jump operators.
2.2 effective models for strongly correlated systems
In the area of condensed matter physics, one is ultimately interested
in real materials. The Hamiltonians of such systems are far too com-
plicated to ever solve or in many cases even to write down. As such,
theorists have to resort to effective models for strongly correlated ma-
terials in order to capture the essential relevant physical phenomena.
In this section, we briefly introduce three of the most well known
effective models in condensed matter physics.
2.2.1 Hubbard model
The Hubbard model is considered the paradigm for strongly correl-
ated electron systems. It allows us to describe a variety of strongly
correlated phenomena. For instance, in two dimensions it represents
the simplest model that captures the transition from a metallic to a
Mott-insulating ground state at half filling [161]. In addition, it is also
believed to contain important aspects of high-Tc superconductors in
the presence of hole doping. ‘Solving’ the Hubbard model in more
than one dimension is sometimes considered the holy grail of con-
densed matter physics. The Hamiltonian of the one-band Hubbard
model takes the form
H =  t Â
hi,ji,s
⇣
c†iscjs + c
†
jscis
⌘
+UÂ
i
c†i"ci"c
†
i#ci#, (2.15)
where t denotes the strength of the nearest-neighbour hopping and
U the on-site Coulomb repulsion. The operators c†is and cis create
or annihilate fermions (obeying Fermi-Dirac statistics as mentioned
above) with spin (a quantum mechanical magnetic property that in
the simplest case, spin-1/2, can take two values) s 2 {", #} respect-
ively on site i. They obey the fermionic anti-commutation relations
{c†is, c†js0} = 0, {cis, cjs0} = 0, and {cis, c†js} = dijdss0 , where {A, B} ⌘
AB+ BA denotes the anti-commutator, as opposed to the commutator
introduced in Sec. 2.1.2. The angle brackets denote the summation
over all possible nearest-neighbour pairs. For small U, the system
shows metallic behaviour as the electrons are relatively free to move
around. With increasing interaction strength U/t, less electrons are
able to doubly occupy a lattice site and thus their mobility is sup-
pressed. At half filling, i. e. exactly one electron per site, the system
transitions into a Mott-insulating state for U > Uc, where each site
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contains a single localised electron. One may observe d-wave super-
conductivity at finite hole doping [162].
2.2.2 Heisenberg model
The Heisenberg model is another very famous example of an effective
model for strongly correlated systems. It is often used to describe the
magnetic properties of materials [84]. In fact it can be derived from
the Hubbard model in the limit of very large U at half filling. In
this case, we may describe the low energy physics of the Hubbard
model by replacing the fermionic fields with a dynamic spin degree
of freedom (local Hilbert space dimension of d = 2) on every site.
The Heisenberg Hamiltonian is then obtained by expanding (2.15) in
powers of t/U and keeping only the leading term,
H = JÂ
hi,ji
Si • Sj, (2.16)
where Si represents a vector of spin-1/2 operators on site i and J ⇠
t2/U. The components of Si are {Sx, Sy, Sz}, where Sa = h¯2sa and
a 2 {x, y, z}. In the case in which the prefactors of the individual
components {Jx, Jy, Jz} vary, i. e. J 6= Jx 6= Jy 6= Jz, (2.16) is referred
to as the XYZ model (or XXZ in the case of Jx = Jy). The s’s denote
2⇥ 2 Hermitian matrices that go under the name of Pauli matrices
and take the form,
sx =
 
0 1
1 0
!
, sy =
 
0  i
i 0
!
, sz =
 
1 0
0  1
!
. (2.17)
In fact, together with the identity, for convenience denoted by s0 = 1,
they are an orthonormal basis of operators spanning the vector space
of 2⇥ 2 Hermitian matrices. Quantummechanical 2-level systems live
in this vector space. Indeed the eigenvalues of sz are {+1, 1} and
are associated with the magnetic spin pointing either up or down
along the z-axis, i. e. {", #}. In the case of J > 0, the ground state
of this seemingly simple model favours anti-parallel spin order on
neighbouring sites, which we call anti-ferromagnetic order. This is
easily pictured as we would, in order to minimise (2.16), try to max-
imise the anti-alignment of the S vectors. Yet, the model can also
exhibit a variety of different phases depending on the underlying lat-
tice geometry. For example, some lattices induce frustration which
strongly suppresses magnetic order, leading to exotic phases of mat-
ter such as spin liquids [16]. Furthermore the Heisenberg model is
an extremely important toy model for theoretical concepts such as
topology [75, 76], quantum magnetism [16, 151] and many-body loc-
alisation [127]. It is also under much better numerical control than its
fermionic counterparts (see Ch. 4).
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2.2.3 Transverse field Ising model
An even simpler spin model can be formulated: the transverse field
Ising model. Its Hamiltonian reads:
H =  Â
i
szi s
z
i+1 + gs
x
i , (2.18)
where sz and sx are the Pauli matrices introduced above and g >
0. This simple model has a quantum phase transition (the quantum
counterpart of the transition from ice to water in the example given
in the introduction) at g = gc = 1. It has two very simple limits. For
g = 0, the ground state is a simple ferromagnet in which all the spins
are aligned. This state is actually two-fold degenerate, as all the spins
could point up or down. On the other hand, at g ! • the ground
state is a state in which all spins are polarised by the transverse field
in the x-direction. For intermediate values of g, the ground states are
more complicated, however a special property introduced later makes
them numerically very tractable (except at g = gc). We introduce this
model at this point, as it serves very well to introduce concepts of
entanglement and symmetry. It also remains to this day the only one
in which many-body localisation is rigorously proven (see Ch. 3).
2.2.4 Local Hamiltonians
In the above examples, we presented some of the most widely used
effective models in condensed matter physics. They all share the prop-
erty of being local Hamiltonians. This means that their Hamiltonian,
defined on a lattice L, can be decomposed as
H = Â
i2L
hi, (2.19)
where hi are few-body operators that only include terms that are from
a local subcluster of sites around i. While not attempting to present
a mathematically rigid definition of locality, one may typically take
hi to consist consist of operators located on nearest- or next-nearest-
neighbour sites on L. Often we are interested in the ground-state (cor-
responding to the lowest eigenvalue of the Hamiltonian H) and low-
energy physics of Hamiltonians such as (2.15) and (2.16), so one may
wonder how the locality of the Hamiltonian is reflected in the ground-
state properties of such a system. A straightforward measure for local-
ity was introduced above. Two-point correlation functions are expec-
ted to decay with increasing lattice distance due to the local nature
of the interaction terms. This can indeed be observed in the corres-
ponding ground-state wave functions. In gapped models, which are
characterised by a finite energy gap separating the ground state and
the first excited state in the thermodynamic limit, these correlation
functions show a so-called ‘clustering of correlations’. This means
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Figure 1: (a): Bipartition of a 1D system into two half chains. (b): Significant quantum
fluctuations in gapped ground states occur only on short length scales. (c): 1D area law
states make up a very small fraction of the many-body Hilbert space but contain all gapped
ground states. (d): Comparison of the largest Schmidt values of the ground state of the
transverse field Ising model (g = 1.5) and a random state for a system consisting of N = 16
spins. The index   labels di erent Schmidt values.
Schmidt values   ,
S ⌘  Tr   R log( R)  =   
 
 2  log 
2
 . (3)
If there is no entanglement between the two subsystems, S = 0, the Schmidt decompositions
consists only of a single term with  1 = 1. The entanglement spectrum {  } [48] is defined in
terms of the spectrum { 2 } of the reduced density matrix by  2  = exp(   ) for each  .
2.1 Area law
A “typical” state in the Hilbert space shows a volume law, i.e., the entanglement entropy
grows proportionally with the volume of the partitions. In particular, it has been shown in
Ref. [49] that in a system of N sites with on-site Hilbert space dimension d, a randomly drawn
state | randomi has an entanglement entropy of S ⇡ N/2 log d  1/2 for a bipartition into two
parts of N/2 sites.
In contrast, ground states | 0i of gapped and local Hamiltonians follow instead an area
law, i.e., the entanglement entropy grows proportionally with the area of the cut [50]. For
a cut of an N-site chain as shown in Fig. 1(a) this implies that S(N) is constant for N &  
(with   being the correlation length). This can be intuitively understood from the fact that
a gapped ground state contains only fluctuations within the correlation length   and thus
only degrees of freedom near the cut are entangled, as schematically indicated in Fig. 1(b).
A rigorous proof of the area law in 1D is given in Ref. [10]. In this respect, ground states
are very special states and can be found within a very small corner of the Hilbert space, as
illustrated in Fig. 1(c).
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Figure 2.1: a) We split a system of N sites into two parts, namely L and R. b)
In one-dimensional, local and gapped systems, it is known that
correlations decrease xponentially. Significant q antum fluctu-
ations should therefore occur only on short length scales. c) Area
law states occupy a very small fraction of the entire Hilbert space.
d) We compare the largest Schmidt values of the ground state of
the transverse field Ising model (g = 1.5) and a state selected
from a random position in the spectrum for a system consisting
f N = 16 spins. T e index a labels diff rent Schmidt values.
Adapted from [82].
that correlations decay exponentially with increasing lattice distance.
As usual with exponential d cay, one can define a length-scale x, on
which correlations effectively drop to zero [81], often called the cor-
relation length. In contrast, correlations behave differently in models
without an energy gap (so-called gapless or critical models). These
models still exhibit a decay of correlation functions with increasing
lattice distance, however, t is is no longer an exponential but rather
an algebraic decay [58].
2.3 enta glement
Entanglement is a fundamental property only found in quantum sys-
tems. There is no classical analogue. It implies that different degrees
of freedom of the system in question cannot be described independ-
ently. Its roots date back to Schrödinger [170, 171] and the famous
‘Gedankenexperiment’ by Einstein, Podolski and Rosen [57]. In the
following we review some important implications of this peculiar
quantum property, mostly following the reviews [58, 59].
Hand in hand with the notion of entanglement comes the concept
of entanglement entropy. The most often used entropy is the so-called
von Neumann entropy. It measures the degree to which a subsection
or part of a system is entangled with the remainder. Given a pure
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state (|rBCi = |yi hy|), the von Neumann entropy of subsystem C is
defined as
S(rC) =  Tr
⇣
rC log
⇣
rC
⌘⌘
, (2.20)
where rC is the reduced density matrix of subsystem C obtained by
tracing out its complement B. Thus if there is entanglement between
the regions C and B, then the entropy S(rC) is nonzero and posit-
ive. It is an interesting feature of this quantum entropy that it does
not signify an objective lack of information about the system as a
whole. In classical concepts of entropy this is not the case. In classical
statistical mechanics, entropy is representative of the amount of in-
formation lacking to identify the microstate of a system compatible
with its macrostate. We simply cannot know the exact state of all wa-
ter molecules in a cup of tea (see example in the introduction, Ch. 1)
that are compatible with the macrostate, namely room temperature.
In quantum mechanics however non-zero entropies may arise even
without an objective lack of knowledge. Let us envisage some lat-
tice system L. At zero temperature, when the system is in its non-
degenerate (pure) ground state |y0i, it has a vanishing von Neumann
entropy as a whole (S(r) = 0), but a subregion within it generally
does not. If for simplicity we take L to be one-dimensional, then
a useful subregion could be a bipartition of L into two halves (see
Fig. 2.1a). The reduced density matrix for the left part, rL (rR for the
right part), is mixed, which leads to S(rL) > 0 (and S(rR) > 0). Thus,
even at zero temperature, when the system is in its (non-degenerate)
ground state alone, we may encounter non-zero entropy (for a sub-
system). It does not originate from ignorance about the microstate of
the whole system, but rather from entanglement; the fact that parts
of the systems are not independent from each other. If they are, the
two parts are said to form a product state.
Let the Hilbert space of our system L be split into two parts accord-
ing to our chosen bipartition, i. e. H = HL ⌦HR. Can we bring any
wave function of a (pure) state |yi 2 H into a form which displays
this intricate coupling? The answer is yes, and the method for that is
the so-called Schmidt decomposition. For any pure |yi 2 H it works as
follows. Let us write |yi as
|yi = Â
m,n
Am,n |yLmi ⌦ |yRn i , (2.21)
where the {|yLmi} and {|yRn i} are orthonormal bases in the two Hil-
bert spaces HL and HR. In practice, we have reshaped the state vector
|yi with the number of entries equal to the size of the whole Hilbert
space into a matrix with the same number of entries. The rectangu-
lar (DL ⇥DR) matrix A (as the sizes of HL and HR may differ) can
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be brought into diagonal form using a singular value decomposition
(SVD):
Am,n =Â
a
Um,aSa,aV†a,n, (2.22)
where the matrix U has orthonormal columns and dimension (DL ⇥
min (DL,DR)), the matrix S is diagonal and has a respective dimen-
sion (min (DL,DR))⇥min (DL,DR)) with non-zero entries La along
the diagonal and V† has orthonormal rows and consequently a di-
mension of (min (DL,DR)) ⇥ DR). This gives, combining U and V†
with the respective basis,
|yi =Â
a
La |FLai ⌦ |FRa i , (2.23)
where La = Sa,a are called the Schmidt values. This form features
a single sum that is limited by the smaller of the two Hilbert spaces
and new orthonormal sets in both parts. If |yi is normalised, then
Âa L2a = 1. A simple calculation shows that the Schmidt states |Fai
are the eigenfunctions of the reduced density matrix of the respective
bipartition. The Schmidt values are the square roots of the corres-
ponding eigenvalues, i. e. rL = Âa L2a |FLai hFLa | and similar for rR.
This actually means that rL and rR have the same non-zero eigenval-
ues. We can thus express the entanglement entropy (2.20) in terms of
the Schmidt values La:
S(rL) =  Tr
⇣
rL log(rL)
⌘
=  Â
a
L2a log
 
L2a
 
= S(rR). (2.24)
In the form of (2.24), entanglement is much easier to understand. If
there is only one single nonzero Schmidt value L = 1, then there is no
entanglement between the two parts and S = 0, i. e. a product state.
On the contrary, if all Schmidt values have equal weight, then the
subsystem is maximally entangled with its complement. It becomes
thus clear that abstractly speaking the fewer Schmidt values we have,
the less information we need to aptly describe the quantum state in
question.
2.3.1 Area law
An interesting question that follows therefore is how entanglement
scales with the size |C| of some subregion C. This will in fact be crucial
with regards to the applicability of tensor networks introduced in
Ch. 4. Naively, one would expect that the entanglement entropy is an
extensive quantity that grows with the volume of C, i. e.
S(rC) = O(|C|), (2.25)
and this is indeed true for most states of the Hilbert space. In this case,
we speak of a volume law scaling of the entanglement. In fact it has
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been shown that a state selected from a random position in the spec-
trum |yrandomi has an entanglement entropy close to the maximum
value of S ⇡ |C| log(d) [58]. This maximum is quite intuitive as the
smallest possible subsystem clearly must have a maximum entangle-
ment entropy of S = log(d). In one spatial dimension, this means that
the entanglement entropy grows linearly as a function of the position
of the bipartition (except for some boundary effects).
This intuition is however not correct for a small subset of states in
the low-energy sector of gapped, local Hamiltonians (see Sec. 2.2.4),
in particular the ground state itself. They instead follow a so-called
area law, which indicates that the entanglement instead scales with
the area of the subsystem’s boundary
S(rC) = O(∂|C|). (2.26)
This has been rigorously proved for gapped systems with a unique
ground state in one spatial dimension [80]. There is further a lot of
evidence that the area law also holds for higher dimensional gapped
systems [42, 59, 144].
In one spatial dimension for an N-site subsystem this has the con-
sequence that S(N) is approximately constant for N > x, where x
is the correlation length of the system (see Sec. 2.2.4). Intuitively a
gapped ground state should only contain fluctuations within the cor-
relation length x and hence only degrees of freedom near the bipar-
tition can become entangled (see Fig. 2.1b). Ground states are in this
respect special and can be found in a very small corner of the entire
Hilbert space (see Fig. 2.1c). As shown in Fig. 2.1d, an only slightly en-
tangled state can be extremely useful in compressing quantum states,
as most of the information is contained in very few Schmidt states.
In that case, we show a comparison of the ground state and state se-
lected from a random position in the spectrum of the transverse field
Ising model (2.18). For e > 0 we can define some finite cmax, which
for area law states is independent of system size such that     |yi   cmaxÂ
a=1
La |FLai ⌦ |FRa i
      < e, (2.27)
where Âcmaxa=1 La |FLai ⌦ |FRa i = |ytruncatedi. This particular property
makes area law states ideally suited to a matrix-product state repres-
entation which will be introduced in Sec. 4.2.
2.4 symmetry
As opposed to the entanglement studied in the previous section, an
intrinsically quantum mechanical object, symmetry is already a cent-
ral concept in classical physics. In broad terms, a symmetry is a trans-
formation of a physical system under which the action of that system
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remains unchanged. One of the most beautiful theorems of math-
ematical physics was proven by Emmy Noether in 1915 and often
goes simply by the name of Noether’s theorem [129]. Technical points
aside, it states that if a system has a continuous symmetry property,
then there are corresponding quantities whose values are conserved
in time, or in other words, unchanged. This is one of the most funda-
mental insights into nature. A continuous symmetry that is obviously
present in the Hamiltonians presented above is time-translational in-
variance. This is easy to see as they do not depend on time at all,
hence H(t) = H(t0) = H. The resulting conserved quantity is a
single scalar that usually goes by the name energy. Many Hamilto-
nians in condensed matter physics are time-translation invariant and
as such energy conservation is one of the most important features of
them. There is an interesting class of systems, called Floquet systems,
whose Hamiltonians are only periodic in time, i. e. H(t+ T) = H(t),
which have recently received much attention in the condensed matter
community due to their possibility of forming ‘time crystals’ [206],
where energy is merely conserved modulo 2p/T, but this discussion
would certainly be beyond the scope of this thesis.
Beyond their fascinating insight into the fundamental working of
nature, symmetries and their associated conserved quantities also
provide a huge technical advantage in the study of systems. The
reason for this is that conserved quantities vastly limit the amount
of accessible phase space (space of dynamic variable such as position
and momentum), or in the case of quantum mechanics, Hilbert space.
An example is the XXZ Hamiltonian, a special case of (2.16), which is
U(1) symmetric. The group U(1), sometimes referred to as the circle
group, may be represented by all complex numbers with absolute
value 1, or in other words the unit circle in the complex plane. We
can parametrise the circle group by the angle q, such that all group
members can be written as z = eiq = cos(q) + i sin(q). For the model
in question, we note that the Hamiltonian in fact remains unchanged
if we rotate all the spins by some angle q around a common axis
(z-axis in the case of the XXZ model). The corresponding conserved
quantity is the total magnetisation, M = Âi Szi . Conservation entails
that H and M must share a common set of eigenfunctions and thus
commute. Indeed, one can easily show that [M,H] = 0. This in turn
means that the Hamiltonian cannot have matrix elements between
states that correspond to different values of M, in other words that
differ by the quantum number M. This splits the Hamiltonian matrix
into a number of smaller blocks corresponding to a distinct quantum
number. One can then diagonalise the often much smaller block in
order to obtain the eigenstates and eigenvalues of the Hamiltonian
and thus the solution to the problem. In Ch. 4 we will further discuss
why this may still be a very challenging task.
3
QUANTUM THERMAL I SAT ION AND ITS FA ILURES
As described in the introduction (Ch. 1), the question of thermalisa-
tion is one of the most profound mysteries of nature. Not only is
thermalisation a striking display of simplicity in physical systems,
but it allows us to determine the fate of almost every such system at
long times. Perhaps even the universe will ultimately be thermal, al-
though this is a philosophical rather than scientific question. With the
establishment of dynamical chaos at the root of classical thermalisa-
tion, the question of its quantum counterpart naturally arises. After
all, at the smallest of lengthscales, all systems are quantum. Dynam-
ical chaos cannot occur in an isolated system in which the govern-
ing equation of motion is linear, such as the Schrödinger equation
(2.4), and the spectrum discrete [155]. Up until the beginning of the
past decade, answering this question was a purely mathematical ef-
fort. However, in recent years there has been a significant increase
in the level of theoretical activity on questions of thermalisation, es-
pecially for isolated quantum systems [23, 60, 70, 90, 127, 146, 155].
There are several reasons for this. One is the growing availability of
experimental realisations, for example in cold-atom systems [29, 100,
103, 156, 167] and in the nuclear spins of solid-state dopants [40].
Another is the growing theoretical understanding of how quantum-
mechanical systems approach thermal equilibrium. In this chapter we
will discuss the mechanism behind quantum thermalisation as well
as the possible ways in which this process can fail.
We begin (see Sec. 3.1) by defining the concept of quantum thermal-
isation. We then review the currently understood generic mechanism
for quantum thermalisation, namely the eigenstate thermalisation hypo-
thesis (ETH) in Sec. 3.1.1. There are however examples in which this
hypothesis does not hold. One class of these occurs in integrable sys-
tems, where the large number of conserved quantities prevents therm-
alisation and the long-time state is described by the so-called general-
ised Gibbs ensemble (GGE) (see Sec. 3.2). A second class occurs in dis-
ordered systems via localisation. In the non-interacting case (which
cannot thermalise by definition), where the single-particle eigenfunc-
tions are localised, this goes by the name of Anderson localisation (AL).
It has been discovered more recently that the concept of localisation
extends to the case of interacting particles, where it goes by the name
of many-body localisation (MBL). We look at these failures of thermal-
isation in Sec. 3.3 and Sec. 3.4. We finish this chapter by reviewing
some of the recent results in the ergodic region preceding MBL (see
Sec. 3.5).
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3.1 quantum thermalisation
We consider a strongly interacting isolated (closed) quantum many-
body system of some volume V. By isolated we mean that the system
is not coupled to some external bath with which it can exchange en-
ergy or particles. The system is described by a local Hamiltonian H
(see Sec. 2.2.4 for examples), and we are generally concerned with
its highly excited eigenstates, not just the ground state and some
low-lying excitations. Let the system be in some initial pure state
described by the density matrix r0 = |y0i hy0|. We then evolve it in
time according to (2.7), such that we obtain
r(t) = U(t)r0U†(t), (3.1)
which importantly is also a pure state, as it is a single quantum state
under unitary time-evolution.
If the system were to thermalise, then the memory of the initial
state will be lost. In that case, the long-time dynamics of the sys-
tem will be described by an equilibrium statistical density matrix
rth which only depends on a few thermodynamic parameters like
the temperature T or the chemical potential µ. Hence, thermalisation
means that
lim
t!• limV!•
1
t
Z t
0
dtr(t)! rth, (3.2)
where rth takes the following form in the canonical ensemble (see
Introduction for a discussion of ensembles):
rth =
1
Z
e bH. (3.3)
Here, Z denotes the partition function Z = Tr(e bH) and b = 1/T
(we have set the Boltzmann factor kB to 1). Importantly, the two limits
need to be taken simultaneously (i. e. V/t = constant), because at fi-
nite V, r(t) would be quasi-periodic and thus have no limit as t ! •,
while at finite t, due to the locality of H, conserved quantities can
only be transported a finite distance, and hence infinite systems can-
not thermalise. We note that the temperature T is not a well defined
concept in a finite closed system out-of-equilibrium with a discrete
energy spectrum as there is no external bath and the concept of en-
tropy does not translate straightforwardly (as in (3.50)) such that we
could write 1T =
dS
dE . In this case we refer to T as the parameter that
controls the energy density.
We note however that a pure state can in fact never thermalise. In-
deed, even at infinite times (3.1) is still a pure state and a rank-one
operator cannot converge to an equilibrium density operator, which
has rank larger than one [17]. This might come as a surprise after hav-
ing defined thermalisation in great detail above, but we have already
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seen in Sec. 2.3 that pure states have zero von Neumann entropy at
all times (S(r(t)) = 0). We resolve this apparent paradox of ‘losing’
information of initial conditions under thermalisation and the preser-
vation of information under unitary evolution as follows. A closed
system is meant to thermalise if ‘it acts as its own bath’ [43, 127]. This
means that a subsystem will thermalise locally, and so (local) inform-
ation is not erased, but just hidden. At long times, the subsystem will
get heavily entangled with the whole system such that initial local
information becomes inaccessible. In that sense, we let C be a finite
portion or subsystem of the system in question. Following (2.13) we
obtain the reduced density matrix by tracing out its complement D.
In general rC is not a pure state. Thus, a closed system thermalises if
lim
t!• limD!•
1
t
Z t
0
dtrC(t)! rCth. (3.4)
Now let {|ni} be the eigenstates of H with eigenenergies {En}; then
any time-evolved initial state |y0i can be written as
|y(t)i =Â
n
Cne iEnt |ni . (3.5)
The coefficients {Cn} result from the overlap with the initial state
and are given by {hn|y0i}. Thus all the information about the initial
condition is encoded in the {Cn}. The time evolution of the quantum-
mechanical mean of any observable A can be written as
A(t) = hy(t)|A|y(t)i =Â
n
|Cn|2An,n
+ Â
n,µ 6=n
C⇤µCne i(En Eµ)tAµ,n,
(3.6)
where the matrix element Aµ,n = hµ|A|ni. Now if there is no special
symmetry or energy degeneracy (we discuss in Sec. 3.4.2 why we do
not expect levels to cross in general), then
lim
t!•
1
t
Z t
0
dtA(t) =Â
n
|Cn|2An,n. (3.7)
If the system relaxes at all, it must be to this value. Equation (3.7)
is often said to predict a ‘diagonal ensemble’, where the coefficients
|Cn|2 correspond to the weight that |ni has in this ensemble [155].
3.1.1 Eigenstate thermalisation hypothesis
As mentioned above, by thermalisation we understand the settling of
macroscopic observables to an appropriate statistical ensemble. We
should therefore demand that the diagonal ensemble (3.7) and the
microcanonical ensemble give the same predictions for the relaxed
value of AˆC , such that
Â
n
|Cn|2An,n = hAimicrocan (E0) ⌘
1
NE0,DE Â|E0 En|<DE
An,n. (3.8)
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Figure 3.1: The fundamental difference between thermalisation in classical
systems and quantum systems is illustrated here. a) In classical
mechanics, the eventual thermal state is constructed from an ini-
tial state through dynamical chaos which results from non-linear
equations evolved in time. b) On the contrary, in quantum sys-
tems following the ETH, the initial state, which is a superposition
of energy eigenstates, already implicitly contains a thermal state
in every eigenstate. It is phase-coherence which initially hides
the thermal nature, but dephasing though time-evolution even-
tually reveals it. Adapted from [155].
In the above equation, E0 is the mean energy of the initial state. DE
is the width of an appropriately (see [155]) chosen energy window
(such that it contains at least a few eigenstates, but that the actual
width does not become relevant) which is centred at E0. NE0,DE is the
normalisation factor counting the number of energy eigenstates with
energies in the window
⇥
E0   DE2 , E0 + DE2
⇤
. Equation (3.8) clearly ex-
hibits the thermodynamic universality we are looking for. The left
hand side remembers the initial conditions via the {Cn} while the
right hand side only depends on the total energy, which is the same
for many different initial states.
The eigenstate thermalisation hypothesis (ETH) provides a mathemat-
ical route through which this is made possible. It was independently
proposed by Deutsch [53] and Srednicki [179]. The ansatz is that the
matrix elements of AˆC have the following statistical properties:
hµ|AˆC |ni = A(E)dµn + e S(E)/2 fA(E,w)Rµ,n, (3.9)
where E = 12
 
Eµ + En
 
, w =
 
Eµ   En
 
, S(E) is the entropy of the
system which scales with the volume (S ⇠ V) and Rµ,n are random
variables with zero mean and unit variance. Furthermore, A and fA
are smooth functions of their argument and importantly, A(E) = ACth,
where ACth is the expectation value of Aˆ
C at equilibrium, calculated
with the appropriate ensemble. In (3.8) we have chosen the microca-
3.1 quantum thermalisation 23
nonical ensemble. It follows then indeed that (3.7) and (3.9) imply
that any initial state, constructed from eigenstates within an energy
window of DE around some E0, will give expectation values as pre-
dicted by the microcanonical ensemble. This holds for local few-body
operators Aˆ. Further, in the limiting case of DE only containing a
single eigenstate, we see the remarkable property of the ETH. As
the name suggests, we do not need an ensemble anymore: any eigen-
state already possesses the thermal properties of any other traditional
statistical mechanics ensemble. With the ETH, we can thus view the
process of quantum thermalisation as ‘dephasing’ the phase-coherent
initial state and hence exposing the thermal nature of the underlying
eigenstates. Classical and quantum systems thermalise therefore in
fundamentally different ways as illustrated in Fig. 3.1.
There are a few important things to note. First, in order for the
time-average (3.7) leading to the diagonal ensemble to be meaning-
ful (i. e. that the value actually stays close to the average), we require
that the time-averaged fluctuations of hAi vanish in the thermody-
namic limit. Second, we note that formally the time for equilibra-
tion t will scale exponentially with the volume tth ⇠ eV since one
needs to resolve the smallest difference between two eigenenergies
(minµ,n|En   Eµ| ⇠ e cV). Both issues turn out to be resolved using
the property of (3.9) that the off-diagonal terms are exponentially
small in volume compared to the diagonal elements. The fluctuations
are directly linked to the off-diagonal elements because the diagonal
terms (µ = n) cancel in the subtraction,
s2A ⌘ limt!•
1
t
Z t
0
dt (hA(t)i   hAithermal)2  e S(E), (3.10)
and thus indeed vanish in the thermodynamic limit.
3.1.2 Failure of thermalisation
While the ETH provides a widely accepted mechanism for quantum
thermalisation in generic systems, it is equally well known that cer-
tain systems simply do not thermalise [100, 127, 167]. Formally this
means that
lim
t!•
1
t
Z t
0
dtAC(t) 6= hAithermal . (3.11)
While thermalising systems can be described using only a temperat-
ure and a chemical potential, non-thermalising systems need more
information, as they somehow store knowledge about the initial con-
dition. The two main concepts linked to the failure of thermalisation
are integrability and localisation, both of which we will discuss in the
following sections.
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3.2 integrability and the generalised gibbs ensemble
In classical physics the notion of integrability is well defined. An in-
tegrable system with n degrees of freedom will possess n independ-
ent first integrals of motion that are Poisson-commuting and can thus
be called ‘integrable’. The terminology follows from the fact that it is
then possible to integrate the resulting differential equations describ-
ing the time evolution and the solutions will display periodic motion
on tori in phase space where ergodicity is absent. This clear definition
is not possible in quantum mechanics where already the definition of
degrees of freedom is very different. In fact it was shown by Caux
and Mossel [36] that we currently do not possess a commonly accep-
ted and self-consistent definition of quantum integrability. It is how-
ever possible to define integrability in a practical sense. We therefore
call a quantum system integrable if it is Bethe Ansatz solvable [61]
or non-interacting (its Hamiltonian is quadratic in the fermionic (bo-
sonic) creation and annihilation operators). Strictly speaking, the lat-
ter already entails the former. Usually integrable systems constitute
isolated points in parameter space meaning that when we add weak
perturbations, they become generic. They further contain a large num-
ber (extensively many) of conserved quantities. Lastly we note that in-
tegrability in quantum systems is linked to Poisson level statistics [36],
something we discuss further in Sec. 3.4.2.
Directly linked to integrability is the concept of the generalised Gibbs
ensemble (GGE). The GGE is a natural extension of the canonical
ensemble1 to the many conserved quantities expected in integrable
systems. It is conjectured that integrable systems ‘thermalise’ to the
GGE [154]. While technically this is a generalisation of thermalisation,
it does not really carry the same spirit any more. In generic systems,
where one thermalises to a standard ensemble, one only requires
very few variables (O(1)) to describe the thermal state. The GGE can
be obtained in the standard procedure of maximising the entropy
with constraints. Let us suppose we write the density operator as
r = Ân pn |ni hn| and seek to maximise the entropy S =  Ân pnlog pn
with respect to a large number of constraints. This is best done by em-
ploying the method of Lagrange multipliers. Here we seek to maxim-
ise a Lagrangian function L({pn}, {li}) = S({pn})  Âi li gi({pn}),
where the function gi({pn}) = Ân pn Iin   Gi is the expectation value
of some conserved quantity Ii, an integral of motion, subject to a con-
strained value Gi. li is the corresponding Lagrange multiplier and
conjugate variable to that conserved quantity. We note that we always
require normalisation, that the probabilities sum to unity, Ân pn = 1.
1 Historically, the canonical ensemble was first introduced by Boltzmann, but later
revisited and further investigated by Josiah Willard Gibbs.
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For time-independent Hamiltonians and thus energy conservation,
we also have that Ân pnEn = E. We therefore obtain that
∂L
∂pn
=   (log pn + 1) + bEn +Â
i
li Iin
!
= 0, (3.12)
where we have relabelled the Lagrange multiplier of the energy as
b ⌘ 1/T. Solving for pn, we find that
pn = Ce bEn Âi li I
i
n , (3.13)
where C is some constant. We can now write an equilibrium density
matrix in the GGE as follows
rth =
1
Z
e bH Âi li Ii . (3.14)
Here the normalisation factor is the usual partition function Z =
Tr
⇥
exp
  bH  Âi li Ii ⇤, and {Ii} is the full set of integrals of mo-
tion. There are still many open questions remaining after the formu-
lation of the GGE. Far from integrability (in terms of parameters),
systems should thermalise according to the ETH, while approaching
integrability and certainly at the integrable point, they are suspected
to relax to a state described by the GGE (3.14). It is however not al-
ways clear what conserved quantities to use [36], and whether the
GGE only holds for local observables. A good overview can be found
in [146].
3.3 anderson localisation
Another way to prevent thermalisation is when localisation occurs. In-
deed if particles cannot even explore all of real space or momentum
space, they must clearly violate the ETH. We begin reviewing localisa-
tion starting with the non-interacting case, now known as Anderson
localisation. A non-interacting system trivially cannot thermalise as
every single-particle occupation is a non-trivial constant of motion;
the system has no means of changing that occupation. It is however
at the root of localisation in interacting systems, which we will dis-
cuss in the following.
Anderson localisation is a wave phenomenon in which transport
in a non-interacting system can be suppressed due to the presence of
an uncorrelated quenched disorder potential [10, 189]. Its realisation
for particles is intimately connected to the particle-wave duality in
quantummechanics [128]. Let us consider a classical particle first. It is
subjected to some random potential U(x), and it will have a different
velocity depending on its kinetic energy K(x). If the particle’s total
energy E = U(x) + K(x) is larger than U(x) everywhere, the particle
will propagate through the system. If, on the contrary, the total energy
is smaller than U(x) at any position, the particle will only be able
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to visit a bounded portion of the system and it will oscillate back
and forth in this allowed region. The particle is said to be classically
localised.
Quantum mechanics drastically changes this picture. A simple cal-
culation using (2.4) shows that the probability density of a quantum
particle does not become strictly zero in potential regions larger than
its total energy (U(x) > E) and as such it will be able to tunnel
through potential barriers. At the same time, a part of it will also be
reflected at potential barriers smaller than the total energy E. Reflec-
ted and transmitted parts can interfere constructively or destructively.
At first approximation, this phenomenon will take place randomly
and as such the motion may be approximated by a random walker
where the particle diffuses through the system. As usual with great
discoveries in physics, this intuition turns out to be incorrect in the
presence of strong disorder (or even any disorder in one and two
dimensions), where destructive interference may dominate and trans-
port will be suppressed even in regions where (E > U(x)). This phe-
nomenon, now termed Anderson localisation, was first discovered
by P.W. Anderson in this seminal work [10]. The following review is
based on [163].
The model he considered is now known as the Anderson model (of
localisation), and its Hamiltonian reads
H =  JÂ
hiji
c†i cj +Â
i
eic†i ci, (3.15)
where the operators c†i and ci denote the fermionic creation and an-
nihilation operators at site i 2 Zd and d denotes the dimension of
the chosen lattice geometry. Further, J   0 denotes the hopping amp-
litude which applies only to nearest-neighbours as denoted by the
angle brackets. The on-site energies ei are uncorrelated random vari-
ables that are uniformly drawn from a box distribution [ W,W],
so that we call W the disorder strength. Since H commutes with
N = Âi c†i ci, it conserves, as shown in Sec. 2.4, the number of fermions.
Since it is quadratic in the fermionic operators, it is a non-interacting
model and we can thus restrict the analysis to the one-fermion sub-
space H1. A simple version of (3.15) can thus be written as
H|H1 =  JÂ
hiji
|ii hj|+Â
i
ei |ii hi| , (3.16)
where |ii denotes the particle located on site i. For any state |yi 2 H1
we can introduce the wave function y(i) = hi|yi.
Anderson was initially not concerned with complete localisation of
single particle states. He presented a simple model for conduction in
the ‘impurity band’, which describes diffusion in a lattice that is in
some sense random. After choosing a suitable geometry for (3.16), the
only free parameter in the model becomes the dimensionless degree
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Figure 1: The Anderson model and the localization transition: the di usion coe cient of
a quantum particle in a random potential vanishes with probability 1 at a finite disorder
strength.
subspace H1, where for n 2 N we denote Hn := Vect
⇣
⌦i Zd | iii ,  j 2 {0, 1},
 
j  j = n
⌘
.
Using |ii as a shorthand for ⌦j  =i |0ij ⌦ |1ii, the Anderson Hamiltonian restricted to H1 may
be rewritten
H|H1 =  g
0@ 
 ij 
|ji hi|+ |ii hj|
1A+ 
i
 i |ii hi| . (3)
And for any state | i 2 H1 we may introduce the wave-function  (i) := hi| i. The action of
H on the wave-function is thus
(H|H1 )(i) =  g
 
 ij 
 (j) +  i (i) . (4)
This also identifies H1 with square summable functions: H1 '  2( ,C). Finally, the problem
initially considered by Anderson is to compute the return probability p(t) for a particle initially
localized around the origin:
p(t) = | (t, 0)|2 , i t (t, i) = (H (t, .))(i) ,  (t = 0, i) =  i,0 . (5)
The model can be straightforwardly generalized to other lattices and other distributions. In
particular it will often be convenient to consider a regularized version of the model on the
lattice  L := Zd   [0, L]d, with periodic boundary conditions being assumed. This is because
H1 is then a finite dimensional Hilbert space of dimension dH1 = Ld, and thus H|H1 admits
a complete set of eigenfunctions/eigenvectors. The situation for L = +  is more subtle.
We begin by treating carefully the two trivial extreme cases: the free case W = 0 and the
infinite disorder case g = 0. We take care of first considering the model on the finite lattice
 L to highlight the di erences between the two cases that appear in the thermodynamic limit
L! .
2.1.1 Disorder Free case
On a finite lattice In the absence of disorderW = 0 and on the lattice  L, the Hamiltonian
is translationally invariant and its eigenstates/eigenfunctions defined by H k = Ek k are the
4
Figure 3.2: Left panel: A sketch of the sys em n qu st on. We ask if a
quantum particle starting somewhere on a d-dimensional lattice
(here d = 2) can in fact become localised as opposed to simply
be diffusing away (here g = J). Right panel: Semi-classical con-
siderations suggest that diffusion is expected, with the diffusion
coefficient D being proportional to the square inverse of the dis-
order strength. It was Anderson who first proposed that D might
in fact become zero for some Wc < •. It was later shown that
Wc = 0 for the case of d = 2 in the left panel. Adapted from [163]
of disorder W/J. We will start by carefully analysing the two trivial
extreme cases of no disorder (W = 0) and infinite disorder (J = 0).
Regarding the localisation of this model, we will ask for two main
observables: the return probability
p(t) ⌘ |y(t, |2, (3.17)
if y( = 0, i) = di,0, i other wor s the chanc that a particle ini-
tially localised around the origin will revisit that place, and the mean-
square displacement
Dx2(t) ⌘ hy(t, j)|X2|y(t, j)i = Â
j2Zd
j2|y(t, j)|2, (3.18)
where X denotes the position operator. The latter in particular lets us
assess transport properties of the Anderson model.
3.3.1 Zero disorder, infinite disorder and the case in between
For a clean system (W = 0) and on a finite (hypercubic) d-dimensional
lattice of linear size Lwith periodic boundary conditions, the Hamilto-
nian (3.16) is invariant under discrete translations and therefore con-
serves crystal momentum [129]. Its eigenstates are the usual Bloch-
type plane waves of the form
yk(j) ⌘ 1p
Ld
eikj , Ek =  2J
d
Â
n=1
cos(kn), (3.19)
where the quasi-momentum components obey the condition knL =
2pmn with mn 2 {0, 1, . . . , L   1}. Attaching the time-evolution to
an eigenstate in the usual way, we write the solution to (3.16) with
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y(t = 0, i) = di,0 in the clean case as a superposition of all plane wave
eigenstates
y(t, j) =
1
Ld Âk
eikj+2itJÂ
d
n=1 cos(kn). (3.20)
In the thermodynamic limit, taking L ! •, we can show that the
wave function converges to a Bessel function of the first kind
y(t, j) =
Z
k2[0,2p]d
ddk
(2p)d
eikj+2itJÂ
d
n=1 cos(kn) = id
d
’
n=1
Jjn(2tJ), (3.21)
where we have transformed the sum over discrete k states into an
integral over the first Brillouin zone. A simple shift of variables yields
the integral definition of the Bessel function of the first kind Ja(x). It
is then easy to obtain the return probability for the clean case,
p(t) = |y(t, 0)|2 ⇠ 1
td/2
, (3.22)
where we used the fact that J0(t) ⇠ t 1/2 when x ! •. While the
centre of the wave packet, x(t) ⌘ Âj2Zd j|y(t, j)|2, will remain at the
origin, x(t) = 0, the mean-square displacement diverges ballistically
as
Dx2(t) ⌘ Â
j2Zd
j2|y(t, j)|2 = 2dJ2t2. (3.23)
To show (3.23), we note first that we can reduce the calculation for any
dimension d to a product of d = 1 terms, Dx2(t, d) = dDx2(t, d = 1).
Making use of the Schrödinger equation (2.4), we also note that
∂tDx2(t) = i hy(t, j)|
⇥
H,X2
⇤ |y(t, j)i . (3.24)
Further we then obtain ∂2tDx2(t) =   hy(t, j)|
⇥
H,
⇥
H,X2
⇤⇤ |y(t, j)i as
well as ∂3tDx2(t) =  i hy(t, j)|
⇥
H,
⇥
H,
⇥
H,X2
⇤⇤⇤ |y(t, j)i. Calculating
these terms explicitly shows that⇥
H,X2
⇤
f(j) =  Hf(j) + 2jJ (f(j+ 1)  f(j  1))⇥
H,
⇥
H,X2
⇤⇤
f(j) =  2H2f(j), (3.25)
from which immediately follows that ∂3tDx2(t) = 0. We are now in
a position to perform a Taylor expansion of Dx2(t) around t = 0
in which all but the third term are zero, such that we obtain (3.23).
The reason for this ballistic transport is that the initial wave packet is
made of plane waves that propagate themselves ballistically in every
direction and is a consequence of the translational invariance of the
system [163]. We note that ballistic transport has also been linked to
integrability of the underlying model [120].
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The opposite case of infinite disorder/zero hopping is described
by the limit in which J/W = 0. In this limit, the position basis is the
eigenbasis of the system, such that
H |ii = ei |ii , (3.26)
and the Hamiltonian thus generates no dynamics: |y(t, j)i = e ie0t |0i.
It follows then that the return probability remains unity p(t) = 1 and
that the wave-packet does not spread as Dx2(t) = 0. As opposed to
the ballistic transport seen before, we now speak of localisation and
the absence of transport.
The key question is now what happens in between, in the case
of finite hopping and finite disorder. It is intuitively clear that we
have a form of competition between the delocalising influence of the
hopping and the localising effect of the disorder. If we imagine the
time evolution of a quantum particle from a classical perspective,
we would expect the motion to consist of a succession of ballistic
propagation in between elastic scattering against some random im-
purities. This picture is immediately reminiscent of a random walk,
which results in diffusive motion.
In order to show this let us first define the parameters for a ran-
dom walk in one dimension. Let l be the step-length of some clas-
sical particle (the walker) propagating, and t be the time for a single
step. Further we define the probability to find the walker at position
x = ml at time t = Nt, where m and N are integers, as PN(m). Then
in the case of equal probability of traveling to the left and right, we
can write
PN+1(m) =
1
2
(PN(m  1) + PN(m+ 1)) . (3.27)
Subtracting PN(m) and taking the case of infinitesimal l and t, we
obtain the diffusion equation
∂P
∂t
=
1
2
l2
t|{z}
⌘D
∂2P
∂x2
, (3.28)
where D = 12
l2
t =
1
2v
2t, for velocity v ⌘ l/t. A solution to (3.28) can
be written as
P(t, x) =
1p
2ps2
exp
✓
  x
2
2s2
◆
, (3.29)
with s2 = 2Dt. It follows immediately that the return probability goes
as P(t, 0) ⇠ (Dt) 1/2 and the mean-square displacement ⌦x2(t)↵ =
2Dt.
Returning to the quantum case, in the random walk picture, we
would therefore obtain
Dx2(t) ' Dt for t  t, (3.30)
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with a diffusion coefficient D = v2t. Here v is the typical velocity of
the quantum particle in between scattering events and t the typical
time between those events. The return probability would then take
the form
p(t) =
1
(Dt)d/2
. (3.31)
Clearly the diffusion coefficient D must depend on the disorder str-
ength W, which is responsible for the scattering. It can be obtained
calculating the scattering rate by perturbatively adding disorder to
the clean, plane wave case. In this semi-classical analysis, the particle
may have a definite momentum k such that we can obtain the scatter-
ing rate Gk using a Fermi golden rule calculation
1
t
= Gk =
2p
h¯ Âk0
| hk|V|k0i |2d(Ek   Ek0), (3.32)
where V = Âi ei |ii hi| denotes the potential. Splitting the sum into
diagonal and off-diagonal terms, we obtain
Gk =
2p
h¯ Âk0
 
Â
j
e2j
1
L2d
+ Â
j 6=j0
ejej0
ei(k k0)(j j0)
L2d
!
d (Ek   Ek0) . (3.33)
Taking the disorder average, the terms for which j 6= j0 drop out and
we are left with
Gk =
2p
h¯ Âk0
W2
3Ld
d (Ek   Ek0)
=
2p
h¯
Z ddk0
(2p)d
W2
3
d (Ek   Ek0)
=
2p
h¯
Z
dE0r(E0)W
2
3
d (Ek   Ek0) ⇠W2r(Ek).
(3.34)
Here r denotes the density of states, and we have used the fact that
the variance of a box distribution of width 2W equals W2/3. Taking
as v the group velocity v = ∂kEk ⇠ g, we obtain a diffusion coefficient
D ⇠ g
3
W2
. (3.35)
The diffusion coefficient thus turns out to be inversely proportional
to the disorder strength, but never zero.
Remarkably, Anderson predicted in 1958 that contrary to (3.35), D
can become strictly zero for sufficiently strong (but finite) W >Wc in
his seminal paper [10] and as such the return probability p(t) would
not decay to zero.
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which extends 4mm along the z direction. The three-dimensional
autocorrelation of the disordered potential—that is, of the light
intensity—is determined by diffraction from the diffusive plate onto
the atoms’ location22.
Transversely, the correlation function (an ellipse with semi-axis
lengths of 97 mm and 10 mm) is much wider than the atomic matter
wave, and we can therefore consider the disorder as being
one-dimensional for the BEC expanding along the z direction.
Along this direction, the correlation function of the disordered
potential is V 2R(sin(z/sR)/(z/sR))
2, where the correlation length
sR5 0.266 0.03 mm (61 s.e.m.) is calculated knowing the numer-
ical aperture of the optics, and VR is the amplitude of the disorder.
The corresponding speckle grain size is psR5 0.82 mm. The power
spectrum of this speckle potential is non-zero only for k-vectors
lower in magnitude than a cutoff of 2/sR. The amplitude of the
disorder is directly proportional to the laser intensity22. The cal-
ibration factor is calculated knowing the geometry of the optical
system and the properties of the rubidium-87 atoms.
When we switch off the longitudinal trapping in the presence of
weak disorder, the BEC starts expanding, but the expansion rapidly
stops, in stark contrast with the free expansion case (Fig. 1d inset,
showing the evolution of the root-mean-square width of the
observed profiles). Plots of the density profile in linear (Fig. 1c)
and semi-log (Fig. 1d) coordinates then show clear exponential
wings, a signature of Anderson localization. Our observations are
made in a regime allowing Anderson localization, unlike in the
experiments in refs 19 and 20. First, the disorder is weak enough
(VR/min5 0.12) that the initial interaction energy per atom is rapidly
converted into a kinetic energy of the order of min for atoms in the
wings. This value is much greater than the amplitude of the disor-
dered potential, so there is no possibility of a classical reflection from
a potential barrier. Second, the atomic density in the wings is low
enough (two orders ofmagnitude less than in the initial BEC) that the
interaction energy is negligible in comparison with the atom kinetic
energy. Last, we fulfil the criterion, emphasized in ref. 13, that the
atomic matter wave k-vector distribution be bounded, with a max-
imum magnitude kmax of less than half the cutoff in the power spec-
trum of the speckle disordered potential used here, that is,
kmaxsR, 1. The value of kmax is measured directly by observing the
free expansion of the BEC in the waveguide in the absence of disorder
(seeMethods). For the runs corresponding to Figs 1c, 1d, 2, and 3, we
have kmaxsR5 0.656 0.09 (62 s.e.m.).
An exponential fit to the wings of the density profiles yields the
localization length Lloc, which we can compare to the theoretical
value13
Lloc~
2B4k2max
pm2V 2RsR (1{kmaxsR)
ð1Þ
valid only for kmaxsR, 1 (m is the atomic mass). To ensure that the
comparison is meaningful, we first check that we have reached a
stationary situation, in which the fitted value of Lloc no longer
evolves, as shown in Fig. 2. In Fig. 3, we plot the variation of Lloc
with the disorder amplitude VR, for the same number of atoms, that
is, the same kmax. The dash–dot line is a plot of equation (1) for the
values of kmax and sR determined as explained above. It shows quite a
good agreement between our measurements and the theoretical pre-
dictions: with no adjustable parameters we obtain the correct mag-
nitude and general shape. The shaded area reflects the envelope of the
dash–dot line when we take into account the uncertainties in sR and
kmax. The uncertainty in the calibration of VR does not appear in
Fig. 3. We estimate it to be no greater than 30%, which does not
affect the agreement between theory and experiment.
An intriguing result of ref. 13 is the prediction of density profiles
with algebraic wings when kmaxsR. 1, that is, when the initial inter-
action energy is great enough that a fraction of the atoms have a
k-vector greater in magnitude than 1/sR, which plays the role of an
effective mobility edge. We investigate this regime by repeating the
experiment with a BEC containingmore atoms (1.73 105 atoms, min/
h5 519Hz), for VR/min5 0.15. Figure 4a shows the observed density
profile in such a situation (kmaxsR5 1.166 0.14 (62 s.e.m.)), and a
log–log plot suggests a power-law decrease in the wings, with an
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Figure 1 | Observation of exponential localization. a, A small BEC
(1.73 104 atoms) is formed in a hybrid trap that is the combination of a
horizontal optical waveguide, ensuring a strong transverse confinement, and
a loose magnetic longitudinal trap. A weak disordered optical potential,
transversely invariant over the atomic cloud, is superimposed (disorder
amplitudeVR low in comparisonwith the chemical potential min of the initial
BEC). b, When the longitudinal trap is switched off, the BEC starts
expanding and then localizes, as observed by direct imaging of the
fluorescence of the atoms irradiated by a resonant probe. In a and b, false-
colour images and sketched profiles are for illustration purposes; they are
not exactly to scale. c, d, Density profiles (red) of the localized BEC one
second after release, in linear (c) and semi-log (d) coordinates. In the inset in
d we display the root-mean-square (rms) width of the profile versus time t,
with (VR? 0) and without (VR5 0) disordered potential. This shows that
the stationary regime is reached after 0.5 s. The diamond at t5 1 s
corresponds to the data shown in c and themain panel of d.Blue lines in c are
exponential fits to the wings, and correspond to the straight blue lines in
d. The narrow central profiles (pink) represent the trapped condensate
before release (t5 0 s).
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Figure 3.3: Experimental realisation of Anderson localisation for matter
waves. In a) a small Bose-Einstein condensate (BEC) of 1.7⇥ 104
atoms is formed in a combination of a horizontal optical wave-
guide, ensuring a strong confinement in the transverse direction,
and a loose magnetic trap in the longitudinal direction that pre-
vents the BEC from expanding in the z-direction. b) At time t = 0
the magnetic trap is removed and the BEC starts expanding, but
quickly localises due to the weak disorder potential that is super-
imposed via laser speckle. We note that a) and b) are not exactly
to scale for illustration purposes. Adapted from [29].
3.3.2 Absence of diffusion and transport
Anderson, who was initially not concerned with complete localisa-
tion of single states, noticed this absence of diffusion for his proposed
model (3.15) on a cubic lattice. The original calculation is fairly elab-
orate (see reviews [65, 125]) and involves a number of assumptions,
some of which are not easy to motivate [2] or turned out to be math-
ematically incorrect [184]. At its core however lies the remarkable
realisation that for strong enough disorder, the quantum amplitudes
associated with the tunnelling paths through the disordered system
cancel each other, resulting in a localised wave function. Equivalently,
an incoming wave may be scattered from disorder potentials and at
high enough disorder, the scattered wavelets interfere destructively in
the forward direction, causing t e wave to decay exponentially [11]. A
great deal has been discovered since the original proposal, especially
that the dimensionality of the lattice is crucial. It therefore makes
sense to group the k own results by di ensio d a d not chronolo-
gically.
localisation at strong disorder in any d is known rigor-
ously [89]. This means that in any dimensi n d there exists Wc < •
beyond hich the system is localised. While localisation has been
proven for sufficiently strong disorder, the absence of it has not b en
32 quantum thermalisation and its failures
proven even for cases where delocalisation appears to be present on
numerical grounds.
localisation in d = 1 is rigorously known, while localisation in
d = 2 is strongly expected and supported by many numerical studies
for any amount of uncorrelated disorder. In one dimension it was first
conjectured by N.F. Mott and W.D. Twose [124] following the work of
Anderson. This statement was later given a rigorous mathematical
proof by M. Goldshtein et al. [68]. The argument uses the fact that we
can rewrite the Schrödinger equation for the tight-binding model as
(setting J = 1)
 yi 1   yi+1 + eiyi = Eyi. (3.36)
This may be rewritten using so called transfer-matrices Ti as 
yi+1
yi
!
=
L
’
i0=1
Ti0
 
y1
y0
!
, Ti0 =
 
ei0   E  1
1 0
!
, (3.37)
where
 
y1
y0
!
is the boundary condition of the Schrödinger equa-
tion. Using the Oseledec-Ruelle Theorem (multiplicative ergodic The-
orem) [150] and Fürstenberg’s Theorem for products of randommatri-
ces [66] one can prove rigorously that for L! • the overall shape of
the wave function is yi ⇠ exp( i/x). Here, x is the localisation length
in units of the lattice constant. Formally it is known as the Lyapunov
exponent of the product of matrices Ti. As a consequence, all eigen-
states are not extended over the entire lattice, but are exponentially
confined to certain areas of the lattice, hence localised. We stress again
that remarkably any amount of uncorrelated disorder suffices for this
to happen. This implies that any 1D material will lose its diffusion or
conduction capabilities if the system size is L   x. Numerically one
can show that the disorder dependence of the localisation length x is
well described by the power law x µW 2 for weak disorder [104].
The same result is in fact expected in two dimensions. Although
a completely rigorous solution is missing, the claim was first based
on the scaling theory of localisation [3] after the concept of renor-
malisation group was introduced [207]. The main idea is that close
to the transition between localised and extended states, there is only
one relevant scaling variable. This variable should be sufficient to de-
scribe the conductance on the metallic side of the transition and the
localisation length on the insulating side [104].
localisation and delocalisation are possible in d = 2+ e
for e > 0, where the phenomenology becomes much richer. We expect
a true phase transition at a finite value of the disorder strengthWc > 0
above which the entire spectrum becomes localised. Furthermore, it
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turns out that for smaller disorder strengths there may be a value
W 0c which depends on the energy E of the eigenstates at which parts
of the spectrum might be localised (usually the tails of the spectrum,
often called ‘Lifshitz tails’ [104]), while other parts remain delocalised.
In other words, we obtain W 0c = W 0c(E). This defines the concept of
‘mobility edges’, a concept first introduced by Mott [123]. The fact
that both localised and delocalised eigenfunctions at the same energy
are forbidden is known as Mott’s argument. Any delocalised state
with the same energy will hybridise with the localised states at that
energy making them in turn delocalised.
experiments that show Anderson localisation are sparse and of-
ten disputed. Among other attempts, a recent highlight has been
achieved by the group of Bouyer & Aspect [29]. This experiment
is an impressive manifestations of Anderson localisation for matter
waves, something not previously observed, unlike in other media [47,
205]. In Fig. 3.3, we show the results of [29], where a Bose-Einstein
condensate (BEC) is released for expansion in an entirely uncorrel-
ated disordered landscape achieved by laser speckle. As predicted,
the particles or matter waves making up the BEC are exponentially
localised.
To summarise, we note that in the now decades-long history of An-
derson localisation many aspects of the problem have been discussed
and are now clear. In addition to the original proposal, that the return
probability of a particle starting at a fixed position may not decay, it
was shown that in one and two dimensions, we further find exponen-
tially localised wave functions in the entire spectrum which results in
the absence of diffusion and transport. In higher dimensions there can
be localisation for strong enough disorder, but depending on the en-
ergy, parts of the spectrum may still be delocalised. This separation is
called a ‘mobility edge’. Further diagnostics of Anderson localisation
include the characterisation of the spectral properties of the system,
something which we will inspect more closely in the following sec-
tion.
3.4 many-body localisation
Many-body localisation (MBL) is in many ways even more surpris-
ing than Anderson localisation, a phenomenon physicists today have,
in general, become very accustomed to. MBL is currently a subject
of intense research [127], for both practical reasons (such as possible
advances in the technology of quantum computing [9, 15, 109]), as
well as in the context of fundamental questions in physics (such as
the thermalisation of quantum systems [127] or phase transitions at
finite temperature [130]). In the most simple terms, MBL is the stabil-
ity of Anderson localisation to the addition of interactions between
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Figure 2.3: The Hamiltonian Hˆ (Eq. 2.48) can be mapped to an Anderson localization
problem in Fock space. The Figure shows a graphical representation of the Fock space
graph with L = 4 in which Hˆ can be mapped. Any point in this hypercube represents
a product state in the  z-basis.
mapped onto an Anderson localization problem on a hypercube. Without loss of gen-
erality, let’s consider the system defined by the Hamiltoninian Hˆ (Eq. 2.48). In the
limit   ! 0, Hˆ is simply given by the sum of { ˆz} operators, and its eigenstates are
product states in the  z-basis. Thus we can think of the  z-basis to be the sites of a
hypercube. Turning on the perturbation (Hˆ(1)) an e ective hopping is introduced in
the hypercube. This is illustrated in Fig. 2.3, which shows the system with L = 4, the
number of sites is given by the dimension of the Hilbert space (D = 2L) and a point in
the hypercube represents a state in the Fock space in the  z-basis. The term
 
j  j  ˆ
x
j
produces a hopping between di erent sites which di ers by only one spin flip operation.
The connectivity of this graph scales as L and the on-site energies in the graph are
simply given by
 
i hiai+
 
i Jiaiai+1, with aj 2 { 1, 1}. Thus, Hˆ can be mapped onto
an “Anderson   model on a graph, in which the connectivity grows with L and in which
the on-site energies are correlated random variables with typical fluctuations of order
O(pL). However, the di erence between the on-site energies that are directly linked in
the graph does not scale with L (⇠ O(1)).
One could ask if the system is localized in the sense of Anderson localization (Chapter 1)
on the graph constructed in the Fock space. D.M. Basko, I.L. Aleiner and B.L. Altshuler
Figure 3.4: Graphical representation of the Fock space graph of an L = 4 lat-
t ce onto which (3.40) may be mapped. Every corner represents
an eigenstate of the non-interacting Hamiltonian (3.38), which is
a product state in the sz basis. The vertices denote the effective
hopping introduced by (3.39).
the particles. In this section we review some of the known results,
especially in the context of work presented later in this thesis.
3.4.1 Localisation in Fock space and Imbrie’s proof
It was widely believed that interactions between particles would des-
troy the Anderson insulator making the system a metal, albeit a ‘bad
one’ [115]. In order to show why one would assume this, we con-
sider the following example. Take the following Hamiltonian in one
dimension
H(0) =
L
Â
i=1
hiszi +
L 1
Â
i=1
Jiszi s
z
i+1, (3.38)
where sz denotes the usual Pauli matrix (2.17), the {hi} and {Ji} are
independent and identically distributed random variables, and L is
the length of the chain. This model is integrable in the sense intro-
duced in Sec. 3.2, and can be easily diagonalised. Its eigenstates are
simply product states in the sz-basis and therefore equivalent to the
basis states of Fock space. This model is therefore trivially localised in
space. Localisation in the spin context is harder to picture as naively
nothing moves. We may however visualise the eigenstates of this sys-
tem as sites of a hypercube on a Fock space graph as shown in Fig. 3.4
(for L = 4). The number of sites is equal to the dimension D of the
Hilbert space (D = 2L = 16). The localisation in Fock space is evid-
ent as there are no matrix elements in this Hamiltonian that would
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connect the points. We now weakly perturb H(0) with the following
Hamiltonian
H(1) =
L
Â
i=1
gis
x
i , (3.39)
where again {gi} are independent identically distributed random
variables. We thus define the complete perturbed Hamiltonian as
H = H(0) + dH(1), (3.40)
where d > 0 is the strength of the perturbation. When turning on
the perturbation, we create an effective hopping on the hypercube in
Fig. 3.4 produced by the term Âj gjsxj . This hopping occurs on the
hypercube between sites that only differ by one spin flip operation
and is denoted by edges connecting the sites. The on-site energies on
this graph are given by Âi hiai +Âi Jiaiai+1 with ai 2 { 1, 1}. Thus H
can be mapped onto an Anderson model on a complicated graph with
very high connectivity, i. e. that sites are connected to many other sites
(usually of O(L)). The question of MBL can in one sense be defined
as the question of Anderson localisation in Fock space. Intuitively one
would expect the system not to localise, because the on-site energies
are correlated random variables and also, perhaps, because the co-
ordination number is so high. This is easily seen as we use 2L random
variables (hi, Ji) to create 2L on-site energies on the graph.
It was D.M. Basko, I.L. Aleiner and B.L. Altshuler (BAA) who first
proposed in their seminal work [23] that localisation in the Ander-
son sense on a graph constructed by the non-interacting eigenstates
is possible. In their paper they demonstrate for a model of weakly-
interacting disordered fermions that the system is localised in the
sense of Anderson localisation on a graph constructed taking the ei-
genstates of the non-interacting problem as in Fig. 3.4. Remarkably,
they also showed that a delocalisation-localisation happens as a func-
tion of disorder strength and energy density. This transition, often
called the MBL transition, is a novel type of phase transition that
may occur at finite temperature T, something previously thought im-
possible for a one-dimensional system (although the work of BAA
was concerned with d = 3) [116]. It distinguishes an ergodic phase
where the eigenstates are delocalised on this Fock space graph and
are thermal and a MBL phase in which the system is localised. We
note there are several works that claim a genuine localisation in Fock
space is not possible [24, 48, 116].
In 2016, J.Z. Imbrie was able to show under minimal assumptions
on the energy level statistics of H, that for small d(d ⌧ 1) the sys-
tem (3.40) is still localised in space [92]. In his proof, he defines a
map between the eigenstates of H(0) and the eigenstates of H by con-
structing a unitary operator W given by the product of local unitary
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operators such that the Hamiltonian can be rewritten in terms of a
set of local integrals of motions (LIOMs) tzi
H˜ = W†HW =Â
a
E˜atza + Â
a<b
Ja,btzat
z
b + Â
a<b<g
Ja,b,gtzat
z
bt
z
g + . . . .
(3.41)
These LIOMs, often also referred to as ‘l-bits’, obey several properties.
They are constructed from the original (diagonal) spin operators as
tzi = Ws
z
i W
†. They are functionally independent and commute with
one another
⇣h
tzi , t
z
j
i
= 0
⌘
and with the Hamiltonian
 ⇥
H˜, tzi
⇤
= 0
 
.
Further, they are quasi-local operators, such that we can associate a
localisation centre with them, tzi = Zis
z
i +Âr 6=i Ci+rs
z
r , where Zi < 1
and the norm of the correction C decays exponentially in space as
||C||i+r  e |r|/xop for some localisation length xop. The interaction
terms Ja,b (and higher order terms) between the LIOMs also decay ex-
ponentially with the distance between the localisation centres, Ja,b 
e |a b|/xint , with some possibly different localisation length xint. One
can think of them as dressed versions of the non-interacting szi oper-
ator, with corrections vanishing as d! 0 [38, 92, 139, 149, 157].
The existence of a set of LIOMs implies further properties of the
MBL phase which we will non-exhaustively discuss in the next sec-
tion [163]. Regarding entanglement, it has been shown that the ex-
istence of LIOMs is related to the area-law nature of eigenstates,
something previously only found in or near ground states. Also, the
growth of entanglement after a quench has been shown to be unboun-
ded although logarithmic in time. The proximity of the true eigen-
states to product states (the non-interacting eigenstates) also implies
a breaking of the ETH and hence an absence of thermalisation. In ad-
dition, one can relate the existence of LIOMs to Poisson spectral stat-
istics and the absence of transport. Lastly we note that while most of
the work on MBL has been done on one-dimensional systems, MBL is
generally expected also in higher dimensions [23]. Beyond the analyt-
ical work sketched out above, most of the above mentioned evidence
for the existence of two phases, a localised and a delocalised one, is
numerical. In the remainder of the chapter we will discuss the results
most relevant to this thesis. For other reviews, we refer to [1, 6, 127].
3.4.2 Numerical evidence
Due to the exponential growth of the Hilbert space, something that
we will discuss in more detail in Sec. 4.1, most of the numerical
work focuses on one-dimensional systems. Arguably the most stud-
ied model with an MBL transition is the spin-1/2 Heisenberg chain
[38, 116, 127, 138, 177], which has the Hamiltonian (see (2.16)):
H =
L
Â
i
hiSzi +
L 1
Â
i
JSi • Si+1, (3.42)
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where Si = {Sxi , Syi , Szi }, with Sai = 12sai . Here sai are the Pauli matrices
(2.17). The fields {hi} are independent random numbers equally dis-
tributed between [ W,W] and L denotes the length of the chain. In
this model, the total magnetisation Sztot = Â
L
i Szi is conserved (we
recall that then [H, Sztot] = 0), which implies the conservation of mag-
netisation in the z-direction. So far the parameters of all the spin
components took the same value J, but it is common to vary them
(Jx, Jy, Jz), in which case we may speak of the spin-1/2 XYZ chain.
As long as Jx = Jy, the model will still conserve Sztot. This model can
be mapped to a system of spinless fermions using the Jordan-Wigner
transformation:
s+j = e
 ipÂj 1k c†k ck c†j ,
s j = e
+ipÂj 1k c
†
k ck cj,
szj = 2nj   1,
(3.43)
where c†j and cj are the usual fermionic creation and annihilation
operators, and nj = c†j cj. Using (3.43), we obtain
H =  J?
2
L
Â
i=1
c†i ci+1 + h.c.+
L
Â
i=1
hi
✓
ni   12
◆
+ Jz
L 1
Â
i=1
✓
ni   12
◆✓
ni+1   12
◆
,
(3.44)
where Jx = Jy = J?. This Hamiltonian describes spinless fermions
hopping on a lattice, while experiencing nearest-neighbour interac-
tions Jz.
3.4.2.1 Level statistics
So far we have mostly associated MBL with localisation in space,
but this is of course only one basis. A powerful, basis independent
method to distinguish an ergodic phase from a localised one lies in
the statistical properties of the energy spectrum of the Hamiltonian.
This approach to studying the properties of a system has its root in
nuclear physics and the consequently developed random matrix the-
ory. The basic idea that Eugene Wigner introduced was that the spec-
trum of a heavy atom nucleus (whose Hamiltonian would be too com-
plicated to ever write down) should resemble the spacings between
the eigenvalues of a random matrix, and should only depend on the
symmetry properties of the underlying evolution. More recently it
has become also a key diagnostic of MBL systems [5, 20, 101, 108, 116,
138, 175, 178, 180] and has further been linked to integrability [36].
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a random magnetic field, governed by the Hamiltonian
H =
∑
i∈[1,L]
Si · Si+1 − hiSzi , (1)
with hi drawn from a uniform distribution [−h,h] (to-
tal magnetization Sz is conserved). Model (1) has been
used [21,28,33,41] as a prototype for the MBL transition
in the “infinite-temperature” limit, where the full many-body
spectrum (or a large fraction thereof) is considered for systems
of maximum size L ≈ 16. In this work, we instead use a
shift-inverse ED approach and are able to reach eigenstates
at arbitrary energy density for systems up to L = 22 with
very large Hilbert spaces (dimHL=22 = 705 432 in the Sz = 0
sector). Our simulations unambiguously reveal the existence of
an extensive many-body localization edge: The resulting phase
diagram (disorder strengthh vs energy density ϵ; Fig. 1) is built
on a careful finite-size scaling analysis of numerous energy-
resolved estimates. In particular, the transition is captured
using, e.g., spectral statistical correlations between nearby
eigenstates, volume vs. area law of entanglement entropies
and bipartite fluctuations, spin relaxation, and localization
properties in the Hilbert space, which all roughly agree within
error bars. We also perform a scaling analysis close to the
MBL transition.
Characterization of ergodic and localized regimes. Before
presenting our numerics, we summarize the main differences
between ergodic and localized phases, and the observables
used to quantify them.
(a) Level statistics and eigenvectors similarity. A popular
way to differentiate extended and localized regimes relies
on studying spectral statistics using tools from random
matrix theory [44]. In the ergodic regime, the statistical
distribution of level spacings follows Wigner’s surmise of the
Gaussian orthogonal ensemble (GOE), while a Poisson distri-
bution is expected for localized states. It is convenient [27]
to consider the ratio of consecutive level spacings r (n) =
min(δ(n),δ(n+1))/max(δ(n),δ(n+1)) with δ(n) = En − En−1 at a
given eigenenergy En to discriminate between the two phases,
as its disorder average changes from rGOE = 0.5307(1) [45] to
rPoisson = 2 ln 2 − 1 ≃ 0.3863. This has been used in several
works [21,27,28,31,36,39], averaging over a large part of the
spectrum. Here, we compute r in an energy-resolved way in
order to locate the MBL edge (Fig. 2).
Quite interestingly, the GOE-Poisson transition can also
be captured by correlations between nearby eigenstates.
We expect eigenfunctions to be “similar” (“different”) in
the ergodic (localized) regime. We quantify the degree of
correlation by the Kullback-Leibler divergence (KLd) [46],
defined by KL =∑dimHi=1 pi ln(pi/qi), wherepi = |⟨i|n⟩|2 and
qi = |⟨i|n′⟩|2 are the moduli squared of the wave function
coefficients of two nearby eigenstates |n⟩,|n′⟩ expressed in
the computational basis {|i⟩} (here {Sz}). The KLd displays
different behavior in the two phases (Fig. 2): We find KLGOE =
2 [47], and KLPoisson ∼ ln(dimH).
(b) Entanglement entropy (EE). Beyond level statistics, EE
provides a quantitative tool to characterize how information is
spread from one part of the system to another [8]. In the ergodic
regime satisfying the ETH, the reduced density matrix ρA of a
typical eigenstate is expected to be thermal, yielding a volume-
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FIG. 2. (Color online) Adjacent gap ratio (top) and Kullback
Leibler divergence (bottom) as a function of disorder strength in the
spectrum center ϵ = 0.5. Insets: (top) data collapse used to extract the
critical disorder strength hc and exponent ν. The h axis is transformed
by (h− hc)L1/ν ; (bottom) distribution of KLd in both phases.
law scaling (with the subsystem A size) for the entanglement
entropy SE = −TrρA ln ρA. Conversely, localized eigenstates
display a much smaller entanglement, expected to cross over
towards an area-law scaling [8,21] when the subsystem size
exceeds the localization length. These different scalings of
SE allow one to distinguish both regimes (Fig. 3). In the same
spirit, we expect bipartite fluctuations of the subsystem magne-
tization SzA [48]F = ⟨(SzA)2⟩ − ⟨SzA⟩2 to exhibit similar scaling
(Fig. 4).
(c) Hilbert-space localization. Another characterization of
MBL relies on inverse participation ratios and associated
participation entropies (PE), traditionally used in the context
of single particle localization [49–51] and recently for many-
body physics [52,53]. Here the localization is studied in the
Hilbert space (of dimension dimH) of spin configurations
via the disorder average PEs SPq, defined for any eigenstate
|n⟩ represented in the {Sz} basis by SPq(|n⟩) = 11−q ln
∑
i p
q
i
[SP1 (|n⟩) = −
∑
i pi lnpi]. We generically find eigenstates to
be delocalized in both regimes with qualitatively different
features. In the ergodic regime, we obtain a leading scaling
SPq = aq ln(dimH) with aq ≈ 1∀q (see color coding of a1 in
Fig. 1). In the localized phase, PE also grows with system size
(Fig. 5), but much slower with aq ≪ 1, or aq = 0 within error
bars and a slow log divergenceSPq = lq ln(ln dimH), indicating
a nontrivial multifractal behavior.
Numerical method. The complete diagonalization of the not
translation invariant Hamiltonian equation (1) is out of reach
for system sizes L & 18 spins. Therefore, we use an approach
successful for the Anderson localization problem (see, e.g.,
Ref. [51]) and restrict ourselves to certain energy slices in
the spectrum by using a shift-invert spectral transformation
(H − E1)−1. In the transformed problem, it is easy to apply
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a random magnetic field, governed by the Hamiltonian
H =
∑
i∈[1,L]
Si · Si+1 − hiSzi , (1)
with hi drawn from a uniform distribution [−h,h] (to-
tal magnetization Sz is conserved). Model (1) has been
used [21,28,33,41] as a prototype for the MBL transition
in the “infinite-temperature” limit, where the full many-body
spectrum (or a large fraction thereof) is considered for systems
of maximum size L ≈ 16. In this work, we instead use a
shift-inverse ED approach and are able to reach eigenstates
at arbitrary energy density for systems up to L = 22 with
very large Hilbert spaces (dimHL=22 = 705 432 in the Sz = 0
sector). Our simulations unambiguously reveal the existence of
an extensive many-body localization edge: The resulting phase
diagram (disorder strengthh vs energy density ϵ; Fig. 1) is built
on a careful finite-size scaling analysis of numerous energy-
resolved estimates. In particular, the transition is captured
using, e.g., spectral statistical correlations between nearby
eigenstates, volume vs. area law of entanglement entropies
and bipartite fluctuations, spin relaxation, and locali ation
properties in the Hilbert space, which all roughly agree within
error bars. We also perform a scaling analysis close to the
MBL transition.
Characterization of ergodic and localized regimes. Before
presenting our numerics, we summarize the main differences
between ergodic and localized phases, and the observables
used to quantify them.
(a) Level statistics and eigenvectors similarity. A popular
way to differentiate extended and localized regimes relies
on studying spectral statistics using tools from random
matrix theory [44]. In the ergodic regime, the statistical
distribution of level spacings follows Wigner’s surmise of the
Gaussian orthogonal ensemble (GOE), while a Poisson distri-
bution is expected for localized states. It is convenient [27]
to consider the ratio of consecutive level spacings r (n) =
min(δ(n),δ(n+1))/max(δ(n),δ(n+1)) with δ(n) = En − En−1 at a
given eigenenergy En to discriminate between the two phases,
as its disorder average changes from rGOE = 0.5307(1) [45] to
rPoisson = 2 ln 2 − 1 ≃ 0.3863. This has been used in several
works [21,27,28,31,36,39], averaging over a large part of the
spectrum. Here, we compute r in an energy-resolved way in
order to locate the MBL edge (Fig. 2).
Quite interestingly, the GOE-Poisson transitio can also
be captured by correlations between nearby eigenstates.
We expect eigenfunctions to be “similar” (“different”) in
the erg dic (localiz d) re ime. We quantify the degree of
correlation by the Kullback-Leibler divergence (KLd) [46],
defined by KL =∑dimHi=1 pi ln(pi/qi), wherepi = |⟨i|n⟩|2 and
qi = |⟨i|n′⟩|2 are the oduli squ red of the wa functio
co fficients of two nearby eigenstates |n⟩,|n′⟩ expressed in
the compu ational basis {|i⟩} (here {Sz}). The KLd displays
different behavior in the two phases (Fig. 2): We find KLGOE =
2 [47], and KLPoisson ∼ l (dimH).
(b) Entanglement ent opy (EE). Beyond level statistics, EE
provides a quantitative tool to characterize how information is
sprea from one part of the system to another [8]. In the ergodic
regime satisfying ETH, the reduced density matrix ρA of a
typical eigenstate is expected to be hermal, yielding a volume-
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FIG. 2. (Color online) Adjacent gap ratio (top) and Kullback
Leibler divergence (bottom) as a function of disorder strength in the
spectrum center ϵ = 0.5. Insets: (top) data collapse used to extract the
critical disorder strength hc and exponent ν. The h axis is transformed
by (h− hc)L1/ν ; (bottom) distribution of KLd in both phases.
law scaling (with the subsystem A size) for the entanglement
entropy SE = −TrρA ln ρA. Conversely, localized eigenstates
display a much smaller entanglement, expected to cross over
towards an a ea-law scaling [8,21] when t e subsystem size
exceeds the localization length. These d fferent scalings of
SE allow one to distinguish both regimes (Fig. 3). In the same
spirit, we expect bipartite fluctuations of the subsystem magne-
tization SzA [48]F = ⟨(SzA)2⟩ − ⟨SzA⟩2 to exhibit similar scaling
(Fig. 4).
(c) Hilbert-space localization. Another characterization of
MBL relies on inverse participation ratios and associated
participation entropies (PE), traditionally used in the context
of single particle localization [49–51] and recently for many-
body physics [52,53]. Here the localization is studied in the
Hilbert space (of dimension dimH) of spin configurations
via the disorder average PEs SPq, defined for any eigenstate
|n⟩ represented in the {Sz} basis by SPq(|n⟩) = 11−q ln
∑
i p
q
i
[SP1 (|n⟩) = −
∑
i pi lnpi]. We generically find eigenstates to
be delocalized in both regimes with qualitatively different
features. In the ergodic regime, we obtain a leading scaling
SPq = aq ln(dimH) with aq ≈ 1∀q (see color coding of a1 in
Fig. 1). In the localized phase, PE also grows with system size
(Fig. 5), but much slower with aq ≪ 1, or aq = 0 within error
bars and a slow log divergenceSPq = lq ln(ln dimH), indicating
a nontrivial multifractal behavior.
Numerical method. The complet di gonalization of th not
translation invariant Hamiltonian equation (1) s out of r ach
for system siz s L & 18 spins. Therefore, we use an approach
successful for the Anderson localization problem (see, e.g.,
Ref. [51]) and restrict our lves to ce tain energy slice in
the spectr m by using a shift-invert spectral transformation
(H − E1)−1. In the transformed prob em, it is easy to apply
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Figure 3.5: The average gap-ratio parameter r as a function of the disorder
strength W (here h ⌘ W) for different system sizes L (here de-
noted by different colours). For weak disorder, we clearly see
that the level stati tic follow those of random matrices in the
Gaussian orthogonal ensemble, while at strong disorder there
is a transition to Poisson statistics. The inset shows the scaled
curves with an approximate transition point (here labelled hc).
Adapted from [116].
The main quantity of interest is the gap between adjacent energy
levels dn and the more recently introduced gap-ratio parameter rn
[130]. They are defined as
dn = En+1   En
rn = min (dn, dn+1) /max (dn, dn+1) .
(3.45)
The latter conveniently removes the dependence on the density of
states. The statistics of level spacings of an ergodic system is expec-
ted to be the same as that of a random matrix belonging to the same
symmetry class [74], which is, in the case of real Hamiltonians, the so
called Gaussian Or ogonal Ens ble (GOE). Its associated probab-
ility distri ution for the level spaci gs is the Wigne -Dyson distribu-
tion [13] of the form
PGOE(d) = bd exp( gd2), (3.46)
where b and g are appropriately chosen constants.
In general, we may derive the probability distribution P(r), where
r ⌘ d1/d2, the ratio of two values, by considering the joint probability
distribution for values P(d1, d2). This can be expressed as
P(r) =
Z
P(d1, d2)d(r  d1d2 )dd1dd2 =
Z
P(rd2, d2)d2dd2. (3.47)
In the case that d1 and d2 are independent, P(d1, d2) = P(d1)P(d2), and
P(r) can be easily found by evaluating (3.47). If this is not the case,
one must find the joint probability distribution, which can be highly
non-trivial [13].
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For the gap-ratio parameter in the GOE, where neighbouring level
spacings dn and dn+1 are correlated, it can be shown that the prob-
ability distribution of r is well described by the following, with only
small residual corrections to numerical data [13]:
PGOE(r) =
27
4
r+ r2
(1+ r+ r2)5/2
. (3.48)
This can be condensed into a single number by taking the average
such that one obtains rGOE ⇡ 0.5307. In the case of Wigner-Dyson
statistics, it is commonly said that the system exhibits ‘level repulsion’
because the probability for two levels to be degenerate, i. e. to have
precisely the same energy (d = 0), is zero. Physically one can gain
some intuition by considering an eigenfunction in the ergodic phase,
hence by definition an extended state. If another extended state hap-
pens to have the same energy, the two states will hybridise and their
energies be shifted apart. It is the general belief that this is true for
generic (non-integrable) systems. As a cautionary note, it has to be
mentioned that special care needs to be taken in the presence of sym-
metries. The eigenstates in each symmetry sector are not influenced
by those in other sectors, so their eigenenergies will not be correlated,
and the distribution of level spacings can have significant weight near
zero.
This directly leads us to a prominent counter example, in which
Wigner-Dyson statistics are absent in the spectrum. In the case of in-
tegrability (see Sec. 3.2), the presence of a large, extensive number
of integrals of motion that cannot be divided into symmetry sectors
allows energy levels to cross each other, i. e. d to be zero. It has also
been discovered that the LIOMs in the context of MBL equally cause
this level-crossing [130]. As such, the level statistics in this case may
be an indicator of integrability [36] or localisation. Due to the ab-
sence of level repulsion, the eigenenergies in this case are effectively
independent random numbers, and are thus described by a Poisson
distribution:
PP(d) =
1
D
exp
✓
  d
D
◆
and PP(r) =
2
(1+ r)2
, (3.49)
where D denotes the average level spacing. Again condensing this
into a single number gives us rP = 2 log 2  1 ⇡ 0.3863 [130].
Fig. 3.5 (where h ⌘ W) shows the average gap-ratio parameter r
of (3.42) as a function of the disorder strength W for several sys-
tem sizes L. r has been obtained by averaging over disorder and
over eigenstates at a fixed energy density e, which can be defined
as e = (E   Emin)/(Emax   Emin). It is indeed found that for weak
disorder r ⇡ rGOE, indicating that the system is ergodic. When W is
increased, the value of r drops monotonically to rP. The curves for
different L cross each other at a value aroundWc ⇡ 3.7, giving strong
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Fig. 2. Exact diagonalization results for the disorder-average entanglement entropy computed at half-chains L/2 for the random field Heisenberg chain 
model Eq. (1) at a fixed energy density in the middle of the many-body spectrum (ϵ = 0.5) with L = 12, . . . , 22. One sees a qualitative change from 
volume-law at small disorder h to an area law at h > hc ≃ 3.8. Figure adapted with permission from D.J. Luitz, N. Laflorencie, F. Alet, Phys. Rev. B 91 (2015) 
081103 [4 ]. © 2015 American Physical Society.
pure state |n⟩: we consider a bipartition of the physical system A ∪ B into two parts A and B (say LA and LB sites of a 
spin chain of total size L = LA + LB ) and first trace over the degrees of freedom of B to obtain the reduced density matrix 
ρˆA = TrB |n⟩⟨n|. The eigenvalues of ρˆA define the entanglement spectrum {λi}, and the von Neumann EE for this bipartition 
is defined as S(|n⟩) =−Tr (ρˆA ln ρˆA).
As already mentioned, ρˆA of a highly excited eigenstate in the ETH phase can be viewed as a thermal density matrix 
at finite temperature. Therefore, the corresponding EE is very close to the thermodynamic entropy of the subsystem at 
finite temperature, thus exhibiting an extensive (volume-law) scaling with the subsystem size (scaling as LA in the spin 
chain example). Indeed, eigenstates in the middle of the spectrum are akin to random states for which Page has derived 
the following scaling for a subsystem A with LA spins 1/2: S ∝ LA ln2 [30]. At finite energy density ϵ > 0, one expects 
(for suﬃciently large LA and LB ) that S A = s(E)LA where s(E) is the (thermodynamic) entropy density at the energy 
corresponding to the eigenstate considered. Such volume-law entanglement at high energy has been indeed observed in the 
ETH regime of disordered lattice systems [28,31,4 ].
The MBL eigenstates have radically lower EE. As first observed for interacting fermionic chains in a random potential 
[28], the scaling of bipartite entanglement entropies is clearly subvolumic in the MBL regime. Such a small (area-law) 
entanglement (S A = O (1) for a spin chain) was later confirmed in several numerical studies [31,4 ,32,33]. In Fig. 2, exact 
diagonalization results on the S = 1/2 random field Heisenberg chain model –  Eq. (1) –  are shown for the disorder-average 
EE of half-chains LA = L/2 for many-body eigenstates at very high energy (ϵ = 0.5 in Fig. 1) as a function of size L and 
disorder strength h. When normalized by the system size, the transition from volume-law to area-law scaling is clearly 
visible around hc ≃ 3.8. One of the symbols in Fig. 1 corresponds to the volume versus area law distinction for the scaling 
of EE. Note that in the MBL regime, Ref. [28] reported a small logarithmic violation of the area law for the maximum 
entropy obtained from the optimal cut. Several important observations are in order: (i) MBL states at finite energy density 
are related (admittedly in a loose sense at this stage) to ground states of many-body systems, for which an area law is 
generically observed [34 ]. (ii) As they host low entanglement, MBL states can be eﬃciently represented by matrix product 
states (MPS) in one dimension, providing a very useful numerical arsenal for capturing highly-excited states, something 
which is usually not possible (see Section 3.9 ). (iii) It was actually proposed that a proper definition of a MBL state is that 
one can find a finite-depth unitary quantum circuit (with local unitary transformation) that will transform it into a product 
state [28].
Let us finally mention that bipartite fluctuations, which are believed to capture entanglement properties for several 
correlated ground-states [35], also provide a quantitative tool to track area versus volume law behaviors [4 ,36 ].
1.2.4. Transport
The ETH phase is characterized by the transport of energy and conserved quantities (such as the Sz spin component for 
Eq. (1)), whereas the MBL phase shows absence of transport.
The spin transport was studied for Eq. (1) in a series of works reviewed in Refs. [37 ,24 ] through the numerical evalua-
tion of the conductivity σ (ω) = 1−e−βω2ω ℜ 
[∫∞
−∞ dt eiωt⟨ J (t) J (0)⟩
]
and its dc part σdc = limω→0 σ (ω) with the spin current 
operator J = 1L
∑
i(S
x
i S
y
i+1 − Sxi+1S yi ). In the MBL phase, the dc conductivity was indeed found to vanish σdc = 0, for any 
finite T . In the ETH phase at very low disorder, one expects on general ground to find a metallic behavior with σdc > 0, 
even though this is very diﬃcult to show numerically. The detailed nature of the transport is a subject of current discussion, 
with a possibility of subdiffusive behavior near the transition to the MBL phase, instead of the expected diffusive behavior 
(see Section 3.5).
Figur 3.6: A study of the disorder-ave aged half-chain entanglement en-
tropy for (3.42) t a fixed ene gy density in the middle of the
many-body spectrum (e = 0.5) with L = 12, . . , 22. One can
observe a qualitative change from volume law at small disorder
h ⌘W to an area law at h > hc = 3.8. Adapted from [6].
evidence of a possible transition. It is also possible to collapse the
curves for different L performing a finite size scaling analysis using a
scaling function of the form g
⇥
L1/n (W  Wc)
⇤
, as shown in the inset
of Fig. 3.5, where n ⇡ 0.91.
Nonetheless it can be shown that r can have the value of rGOE
even if the probability distribution is not the Wigner-Dyson distribu-
tion [105]. T is is one of the reasons that an analysis of the gap-ratio
parameter r alone is not sufficient to distinguish an ergodic from a loc-
alised p se. One must therefore apply other measures as i troduced
b low.
3.4.2.2 Entanglement entropy
Another key result regarding the MBL transition is that the bipartite
entanglement entropy (see Sec. 2.3) behaves differently in the ergodic
and localised phases. Firstly, one can show that the von Neumann en-
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tropy (2.20) is equal to the thermodynamic entropy Sth for a thermal
subsystem density matrix rCth ⇠ exp( bHC):
SvN(rth) =  Tr (rth ln rth)
=  TrÂ
a
1
Z
e bEa ln
✓
1
Z
e bEa
◆
|ai ha|
= bÂ
a
1
Z
e bEaEa + ln ZÂ
a
1
Z
e bEa
= bE+ ln Z = bU   bF = bTSth
= Sth,
(3.50)
where all the symbols have their usual thermodynamic meaning. Sth
is an extensive quantity and as a consequence SvN(rth) should also
be extensive. Fig. 3.6 (where h ⌘ W) shows the normalised bipartite
entanglement S/L for several L and for different values of W again
averaged over eigenstates in the middle of the spectrum (e = 0.5). A
change in the behaviour of the entanglement properties at Wc ⇡ 3.7
is visible. For disorder values smaller thanWc, S/L is almost constant
as a function of system size, while forW >Wc, S/L starts to decrease
for larger L, implying that the entanglement entropy is at least sub-
extensive, in contrast to Sth and the ETH. In summary it can be seen
on numerical grounds that a system that is many-body localised in
space exhibits area-law entanglement properties (S ⇠ Ld 1 ⇠ O(1)),
and thus clearly fails to thermalise, while the ergodic side of the sys-
tem shows volume law entanglement (S ⇠ Ld ⇠ O(L)) consistent
with thermalisation.
It can be further shown that the fluctuations of the entanglement
entropy have a maximum at the MBL transition, which then serves as
another diagnostic of the transition point itself [101, 116]. This peak
can be understood in the following way. Close to the MBL transition,
a small difference in disorder strength can cause the entanglement
properties to change (as seen above), such that the variance of the
entanglement entropy will diverge as a function of system size over a
window that contains the MBL transition. This is because it includes
both localised and extended states [101]. This concludes another key
diagnostic of the MBL transition.
3.4.2.3 Other eigenvector measures
Next to the von Neumann entropy, one can obtain further diagnostics
of MBL based on the eigenvectors, which we will briefly summarise
in this section. Perhaps the most intuitive of those is the inverse par-
ticipation ratio (IPR) defined as follows,
Iaq =Â
n
| hn|ai |2q ⇠ N Dq(1 q). (3.51)
Here |ai denotes an eigenstate of the system, {hn|} is a set of basis
states in a chosen basis (often position) with dimension N , the size of
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the Hilbert space. Dq is called the generalised fractal dimension and
the case of a nonlinear dependence of Dq on q indicates that the ei-
genstates have become multifractal [185]. The intuitive picture behind
the IPR is the following. We ask how much an eigenstate participates
in the basis states of some chosen basis. If Iaq ⇠ O(1) remains ap-
proximately constant as a function of N (L), then the system may be
localised in the chosen basis as adding basis states does not affect the
overlaps and hence the eigenstate cannot have any support in that
part of the Hilbert space. In the case of an ergodic system, where
the eigenstate is expected to be delocalised and to sample most of
the Hilbert space without preference, D2 is expected to be close to
unity. Indeed, the case of random matrices following the GOE give
Ia2 ' 3N 1 [186, 209]. In the delocalised but not fully ergodic case,
we would find 0 < D2 < 1. Importantly, the IPR is basis dependent,
so one needs to be careful in drawing conclusions from the IPR alone.
Related to the IPR and Dq is the so-called Renyi entropy
S(R),aq ⌘ 11  q ln
⇣
Iaq
⌘
⇠ Dqln (N ) , (3.52)
which in the limit of q! 1 is called the Shannon entropy,
SaSh =  Â
n
| hn|ai |2ln  | hn|ai |2  . (3.53)
The Shannon entropy allows us to calculate D1 (as Ia1 ).
Lastly, we could directly verify the ETH via the calculation of ex-
pectation values for local observables for eigenstates which belong to
the same energy density in the thermodynamic limit. If for example
we define for the local magnetisation,
mai ⌘ ha|Szi |ai ,
|mai  ma+1i | ⌘ | ha|Szi |ai   ha+ 1|Szi |a+ 1i |,
(3.54)
then if the eigenstate |ai is thermal, the expectation value of Szi is just
described by the energy density e, and thus by the ETH,
|mai  ma+1i | ⇠ e cL c > 0. (3.55)
On the contrary, if the system is localised, then |mai  ma+1i | can and
will be finite even for eigenstates of the same energy density in the
thermodynamic limit.
3.4.2.4 Mobility edge
In this section, we summarise some of the static results that we have
reported so far and show the complete phase diagram for the chosen
MBL system (3.42). The study of eigenstates and of the spectral prop-
erties of (3.42) give evidence for the existence of two phases: an er-
godic phase in which the eigenstates are ergodic and the ETH holds,
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Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [1– 4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.
The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [8,9]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10– 12]: A closed
system in the MBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that the MBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14– 17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
equilibrated systems would not [18– 22]. Finally, a striking
phenomenological approach [23] pinpoints that the MBL
phase shares properties with integrable systems, with an
extensive number of local integrals of motion [24– 26], and
that MBL eigenstates sustain low (area-law) entanglement.
This is in contrast with eigenstates at finite energy density
*luitz@irsamc.ups-tlse.fr
†laflo@irsamc.ups-tlse.fr
‡alet@irsamc.ups-tlse.fr
in a generic equilibrated system, which have a large amount
(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.
Going beyond perturbative approaches, direct numerical
simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14,17,21,27– 42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dimH ∼
104 [43].
In this Rapid Communication, we present an extensive
numerical study of the periodic S = 12 Heisenberg chain in
FIG. 1. (Color online) Disorder (h)—Energy density (ϵ) phase
diagram of the disordered Heisenberg chain, Eq. (1). The ergodic
phase (dark region with a participation entropy volume law coefficient
a1 ≃ 1) is separated from the localized regime (bright region with
a1 ≪ 1). Various symbols (see legend) show the energy-resolved
MBL transition points extracted from finite-size scaling performed
over system sizes L ∈ {14,15,16,17,18,19,20,22}. Red squares
correspond to a visual estimate of the boundary between volume
and area-law scaling of entanglement entropy SE .
1098-0121/2015/91(8)/081103(5) 081103-1 ©2015 American Physical Society
Figure 3.7: Complete phase diagram of the random field spin-1/2 Heisen-
berg chain (3.42) as a function of disorder W (here h ⌘ W)
and energy density e displaying the two phases and the mo-
bility edge. The diagram was produced by an exact diagonal-
isation study of system sizes up to L = 22. The diagnostic
tools involve the spectral statistics (turquois upwards-pointing
triangles), entanglement entropy (red squares) a d fluctuations
thereof (green circles), the decay of a long-wavelength spin dens-
ity (blue downward-pointing triangles), and the fluctuations of
the half-chain magnetisation (yellow left-pointing triangles). The
last two measures are not discussed in the text. The colour
scheme is obtained from the scaling of the Shannon entropy with
system size (here denoted as a1). Adapted from [116].
and another phase called MBL phase where the eigenstates are local-
ised and ergodicity breaks down. Furthermore, the ergodic phase is
characterised by having Wigner-Dyson level statistics (r ⇡ rGOE) and
the eigenstates are volume-law (S ⇠ L). The MBL phase has Poisson
level statistics (r ⇡ rPoisson) and its eigenstates are area-law (S ⇠ L0).
The localised phase is also characterised by the existence of an extens-
ive number of quasi-local integrals of motion, often called LIOMs or
l-bits, {tzi }.
Moreover, we have also seen that the critical value of the MBL trans-
ition (Wc) is energy density dependent W 0c(e). The collection of these
results gives rise to the phase diagram for the MBL transition of (3.42).
Fig. 3.7 shows the phase diagram for disorder strength (W) vs energy
density (e) [116]. It gives evidence for the existence of an MBL trans-
ition also at a finite energy density (highly-excited quantum phase
transition) and thus for the existence of a many-body mobility edge
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Figure 3.8: a) The entanglement entropy S(t) as a function of t for several
interaction strengths Jz for a fixed L. In this panel the system is
always in a localised phase. For Jz = 0 the system is Anderson
localised and entanglement propagation is absent, while for Jz 6=
0 the system is interacting and S(t) ⇠ log(t). b) The saturation
value of S(t) in the interacting case follows a volume-law (S• ⇠
L). Adapted from [21].
(MBME). In the literature, energy density and the word temperature
are used interchangeably. In other words, for large values of W, the
system is always localised (W   Wc(e = 0.5) ⇡ 3.7). For smaller
values of W, the energy spectrum can host separate bands which are
composed of ergodic states or of localised states.
Nevertheless, it is important to point out that recently the existence
of MBME has been questioned [51]. Using perturbation theory and
assuming that ETH holds in the ergodic phase, it was argued that
thermal local-fluctuations in eigenstates could destabilise the local-
ised phase, forbidding the existence of MBME. In the next section,
we show some properties of the quantum dynamics of many-body
localised systems.
3.4.2.5 Entanglement growth
As we have already discussed, localised systems are characterised by
the absence of transport. Nevertheless, MBL systems have the pecu-
liarity that entanglement can still propagate, contrary to a localised
non-interacting system, in which entanglement propagation is absent.
Starting with a random product state in the sz-basis and evolving it,
the bipartite entanglement entropy grows logarithmically with time
(S(t) ⇠ log(t)) in the MBL phase. On the contrary, for the non-
interacting case, no propagation occurs (limt!• S(t) ⇠ constant). In
Fig. 3.8a, we show S(t) as a function of t for several interaction
strengths [21] for a fixed system size. As anticipated, S(t) for the
non-interacting case just saturates to a constant. Upon switching on
the interaction strength, a slow logarithmic propagation of entangle-
ment is visible. An important note to take (see Fig. 3.8b [21]) is that
the long-time saturation value of S(t) scales linearly with system size
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(S• = limt!• S(t) ⇠ L). If the system is ergodic, then the entangle-
ment will spread ballistically [114]. At long times for finite systems, it
will saturate to the value, S• = L log 2  12 +O( log LL ) [137]. In fact, the
evolved random product state (a point on a graph such as in Fig. 3.4)
in an ergodic system spreads in Fock space, and its long-time limit
can be approximated with a random state in Fock space. The bipartite
entanglement entropy of such a random state is L log 2  12 +O( log LL ).
Nevertheless, for an MBL system, S• is smaller than the value ex-
pected for an ergodic system, indicating that even if the long-time
evolved state is a volume-law state, it is non-thermal.
Following the discovery of logarithmic entanglement growth dur-
ing time-evolution of 1D disordered XXZ spin chains, Serbyn et al.
[177] study a possible mechanism that would explain such a phe-
nomenon. They find that even arbitrarily weak interactions lead to a
bipartite entanglement entropy growth, Sent(t) µ x log(Vt/h¯), where
V is the interaction strength and x the single-particle localisation
length. Very importantly they also state that the saturation value of
Sent is of the order of the ‘diagonal entropy’ Sdiag [146] of the given
initial state. The diagonal entropy is determined by the participation
ratios of the initial state in the basis of eigenstates of the system for
V = 0. This is also described as Sdiag =  Â Pi(x) ln (Pi(x)), where
Pi(x) are the probabilities of different states in a segment size x cal-
culated from the wave function of the initial state — basically the
diagonal elements of a reduced density matrix of a subsystem x.
The Hamiltonian that they use is (apart from constants) equivalent
to (3.42) and describes spinless fermions hopping on a disordered
chain with nearest-neigh-bour interactions:
H = JÂ
hiji
c†i cj +Â
i
Wini +VÂ
hiji
ninj, (3.56)
where the symbols carry their usual meaning. We mention this ver-
sion for the purpose of keeping the same notation.
The main ingredient for the calculation is the realisation that for
very weak interactions, the many-body eigentstates of the system are
not significantly changed but their energies are altered slightly. If we
were to fix all but two particles situated at a distance x   x, they
will experience an interaction energy of ⇡ Ve x/x (c.f. exponentially
decaying single particle wave functions in the Anderson insulator).
This corresponds to a dephasing time of tdeph ⇡ h¯/DE = h¯ex/x/V.
If we look at the system on the whole we discover that there is a
resulting hierarchy of dephasing times ranging from tmin = h¯/V,
when the particles are next to each other, to tmax = h¯eL/x/V, when
they are the furthest away possible. Since initial states that were con-
sidered e. g. in [21] are superpositions of many eigenstates, the in-
teractions will induce a slow dephasing between these (due to the
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Figure 2.12: The panel shows a graphical representation of the dephasing mechanism
due by interaction (V 6= 0), which is the reason of the log-information propagation in
the MBL phase [130].
giving indication that even if the long-time evolved state is a volume-law state, it is
non-thermal.
The reason of this slow logarithmic spread of information is due to a dephasing mech-
anism originating from interactions which is able to entangle degrees of freedom far
away in space [130]. It is easier to understand this dephasing mechanism in the particle
language rather than in spin language. If the interaction is absent, the eigenstates are
Slater determinants of the single-particle eigenstates, and they are completely specified
by the occupations of the single-particle levels. Moreover, the eigenvalues are sum of
the single-particle eigenenergies. For weak interactions to first order approximation, the
eigenstates are those of the non-interacting case, nevertheless, the interactions will cor-
relate and dephase the eigenenergies. Let’s consider the simple case in which only two
particles are present in the system and consider the following initial state
| 0i = 1
2
( ˆ†1 ˆ
†
2)( ˆ
†
3 ˆ
†
4)|0i, (2.73)
where  ˆ†i creates an excitation localized in space. Suppose that the distance between the
support of the excitation (1,2) and (3,4) x is large (x >>  ) (Fig 2.12 [130]), where  
is the localization length of the non-interacting problem. If the interaction is absent no
entanglement will be generated during the time evolution. Nevertheless, the interactions
generate a correlation between single-particle eigenenergies. With the use of first order
perturbation theory, E ,  =    +    +  E ,  ,  E ,  ⇠ C , Je x/ . The reduced density
matrix for the first particle is given by:
 ˆ(t) =
1
2
 
1 F (t)/2
F  (t)/2 1
!
, (2.74)
where F (t) = e i t(1 + e i  t), with    =  E1,4    E1,4    E1,3 +  E2,3 and   =
 1    2 +  E1,3    E2,3. At time, t = (2n + 1)2 /   the state will be maximally
Figure 3.9: Illustration of the initial state (3.57). Here, x de otes the distance
between the two particles, while x describes the single-particle
localisation length. Initially the two particles are made up by
two single-particle eigenstates respectively. The dephasing time
between many-body states involving these states goes as tdeph ⇠
h¯
V e
x/x , due to interactions me iated by the ex onentially small
tails. Adapted from [177].
energy shift) a d thus create ntanglement between remote parts of
the system. The hierarchy of scales means that a subsystems of length
x becomes near maximally entangled with the rest of the system after
tdeph ⇡ h¯ex/x/V and so the bipartite entanglement entropy Sent grows
logarithmically.
How does this work in the two particle case? Here we start without
interactions or hopping (V = J = 0) i an ini ial state that describes
a product state of two distant particles, each prepared in a superpos-
ition of two eigenstates that are localised near a specific site. Orbitals
1,2 and 3,4 are taken to be far apart:
|y0i = 12
⇣
A1 c†1 + A2 c
†
2
⌘ ⇣
A3 c†3 + A4 c
†
4
⌘
|0i , (3.57)
where A1, A2, A3, A4 are coefficients that allow us to vary the strength
of the superposition and that have to obey a normalisation condition.
The diagonal many-body Hamiltonian in the two-particle subspace
would look like (ignoring V’s) the following. We choose a many-body
basis of {|13i , |14i , |23i , |24i , |12i , |34i}, with |iji ⌘ c†i c†j |0i:
H =
0BBBBBBBBBB@
e1,3
e1,4
e2,3
e2,4
e1,2
e3,4
1CCCCCCCCCCA
, (3.58)
where ei,j = ei + ej, the single-particle energies, and all other entries
are zero. For very weak interactions, the many-body eigenstates are
not significantly altered [177] and so the Hamiltonian (3.58) can still
be written in diagonal form with only perturbative energy correc-
tions to the many-body eigenenergies (Vi,j). These perturbative cor-
rections go as Va,b = CabVe x/x and hence we obtain an effective
4⇥ 4 Hamiltonian due to the large interaction energy (⇠ V) for states
{|12i , |34i}.
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The next question is whether in our effective two particle, small
V description we can actually obtain a slow entanglement growth
between the particles. We start with the time-evolution of our initial
state:
|y(t)i =Â
a,b
AaAbe iEabt |abi , (3.59)
with a, b = 1, 2 and 3, 4 and Eab = ea,b+Va,b can be conveniently read
off our diagonal Hamiltonian. We can now write the time-dependent
reduced density matrix for the left particle rL, which has spatial sup-
port near single-particle orbitals 1 and 2. This is done by simply tra-
cing out the right particle with its support at 3 and 4:
rL =
1
4
 
A21 (A3 + A4)
2 F(t)
F⇤(t) A22 (A3 + A4)
2
!
, (3.60)
where F(t) = A1A2
⇣
A23e
 i(E13 E23)t + A24e i(E14 E24)t
⌘
. This extended
form, compared to [177], allows us to investigate the role of the initial
condition a bit more closely. In the simple case of A1 = A2 = A3 =
A4 = 1 (and V 6= 0), we recover the simple form from [177]:
rL =
1
2
 
1 F(t)/2
F⇤(t)/2 1
!
, (3.61)
where F(t) = e iWt
 
1+ e idWt
 
, dW = V14 V24 V13 +V23, and W =
e1  e2+V13 V23. We therefore see that the eigenstates of rL oscillate
with a very long period, and so we have a very slow growth towards
maximum entanglement of Sdiag = ln(2).
The first thing that we can analyse conveniently from the form of
(3.60) is that the initial condition has a large impact on Sdiag, and
hence presumably on the form of the entanglement growth. Let us
focus on the distribution of the superposition making up the left
particle. If we keep A3, A4 and the time-dependence in the off-diag-
onal elements fixed for now, then the distribution of A1 and A2 will
let us interpolate between two forms of rL, namely:
rL =
1
2
 
1 1
1 1
!
and rL =
 
1 0
0 0
!
. (3.62)
So while an uneven superposition in the left particle seemingly would
reduce the off-diagonal elements (and hence create equal eigenvalues
and entanglement), it does not, as we again recover a pure state yield-
ing an eigenvalue distribution of 0 and 1. The homogeneity of the
initial condition, or in other words how evenly spread an ‘l-bit’ is,
gives us a measure of the effective size of the reduced density mat-
rix and therefore of the maximum entanglement achievable, which
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is called Sdiag. Since  ÂNn=1 1N log( 1N ) = log(N), this grows logarith-
mically with effective matrix size N and hence subsystem size for a
given initial state in which we have a completely equal superposition
of states (and where small interactions do not change these states).
We conclude that in order to be even able to achieve entanglement,
we need to have an effective matrix size that is larger than one, in
which case our reduced density matrix has only one non-zero com-
ponent. Yet this does not yield any entanglement as long as we can-
not independently make the off-diagonal elements zero. As was very
nicely shown in [177], this cannot be done as long as interactions do
not change the energies. In that case, dW = 0 and while F(t) is thus
oscillating, it can never be zero. It becomes now immediately obvious
that the ratio of A3 and A4, as seen from the form of F(t), determ-
ines to what degree the off-diagonal elements can become zero. Only
in the limit A3A4 ! 1, can we get perfect cancellation (at a very long
period) and hence maximal entanglement. In other words, the less
equal a superposition we have for the right particle, the closer we are
to F(t) being a pure exponential, which yields eigenvalues of 0 and
1.
3.4.2.6 Absence of transport
In the non-interacting case, diffusive transport is naively expected
upon adding disorder to the system but proven to be absent for any
disorder in one and two dimensions. The interacting many-body case
is more complicated not least because it admits a mobility-edge even
in one-dimension. The question then is how transport behaves in the
ergodic region (see Sec. 3.5), and whether it is absent in the MBL
regime. The answer to the latter is of course that it is. Indeed this
has been shown in the seminal works on MBL [23, 70]. A vanishing
conductivity also follows from the existence of LIOMs that are strictly
local (without exponential tails), as can be seen by using the Kubo
formula [157]. A numerical demonstration of the absence of transport
has been given in [211], in which they show that for an MBL system,
the spin-spin correlation function, defined as
C(r, t) =
1
2L
Tr
⇥
SzL/4(t)S
z
L/4+r
⇤
, (3.63)
becomes an exponentially decaying function in space at large times:
C(r, t! •) ⇠ e r/x , where x > 0 is a localisation length.
3.5 the ergodic side of many-body localisation
Most of the work concerning MBL has focused on the study of the
localised, non-ergodic regime. Very little attention was paid to the
ergodic phase [8, 127, 191]. The reason for this is that following the
seminal work of [23], it was largely accepted that the ergodic phase in
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Figure 2 A visual summary of current results and open questions
on the ergodic phase of the XXZ model (1) with Jz = 1. Differ-
ent color patches represent different phases as suggested by var-
ious studies. The locations of transitions or crossovers between
the different phases are presented only approximately and are dis-
played as sharp for better readability. Question marks represent
open questions and arrows indicate that some studies suggest
that the phase shrinks to the critical point Wc ≈ 3.7 in the ther-
modynamic limit. (a) The validity of ETH was studied in Refs. [98,
137], (b) the generalized fractal dimensions D1,2 were studied in
Refs. [40, 90, 91], (c) a detailed study of the eigenvalue statis-
tics was done in Refs. [70, 91], (d) energy transport was studied in
Ref. [147], (e) spin transport and entanglement spreadingwas stud-
ied in Refs. [32, 33, 126, 137, 146].
6 Discussion and open questions
In the previous sections we reviewed in detail the current
knowledge of the ergodic phase at weak disorder, preced-
ing the MBL transition. Here, we will identify some im-
portant open questions and discuss the progress that has
beenmade towards answering them. In Fig. 2 we present
a visual summary of the results as also some of the open
questions. It is apparent, that while recent works identi-
fied fascinating possible scenarios for the rich physics of
the ergodic phase, the overall picture is not yet settled.
Future works in this field will have to clarify how the ob-
served phenomenology evolves as a function of system
size to put existing contradictions into perspective.
6.1 Subdiffusion and the subdiffusion to diffusion
transition
While the MBL phase can be defined by an absence of
transport, the nature of transport in the ergodic phase
is not a priori clear. Many numerical studies have ad-
dressed this question after first evidence for subdiffusive
transport in a one-dimensional XXZ model was found
[32, 33]. The results ofmost numerical studies are consis-
tent with the interpretation that at intermediate disorder
1 . W . 3.7 spin transport is subdiffusive and the entan-
glement growth is sublinear [32, 33, 126, 137, 146], with
a continuously varying dynamical exponent z, which di-
verges at the MBL transition. In Ref. [147] it was argued
that for 1 . W . 2.5 energy transport is diffusive while
spin transport is subdiffusive. This study however is in
contradiction with Ref. [137], since if true asymptotically
in time, it would suggest that energy was transported
faster than information (entanglement entropy). For very
weak disorder, W < 1, some studies yet find subdiffu-
sive spin transport [137], while others argue in favor of
a transition to diffusion [33, 119]. Currently, the most
compelling evidence stems from the study of an open
XXZ chain with system sizes up to L = 400 by Zˇnidaricˇ
et al. [119]. This work argues in favor of a transition be-
tween diffusive and subdiffusive behavior at W ≈ 0.6.
While this work cannot rule out weak subdiffusive trans-
port for W < 0.6, which might occur for even larger sys-
tem sizes (see right panel of Fig. 1, and discussion at the
end of Sec. 3.3.6), it points out that ED studies in this
region of parameters are subject to severe finite size ef-
fects. Interestingly, in this region, W < 0.6 the fluctua-
tions of local operators in the eigenbasis of the Hamil-
tonian are perfectly Gaussian, verifying exactly the ETH
ansatz [97, 98]. However currently no direct connection
between the nature of transport and the shape of the
probability distributions is known and we can only spec-
ulate that such perfectly Gaussian distributions are a sign
for diffusion, while heavily tailed non-Gaussian distribu-
tions may signal subdiffusion. The situation in dimen-
sions higher than one is less clear, since numerically
addressing transport for d ≥ 2 remains very challeng-
ing. Algorithmic progress and input from experiments is
required to clarify the nature of transport in this case.
Currently there is only one numerical study which points
towards subdiffusion in two dimensions based on per-
turbation theory (cf . Sec. 5.3) [114].
This seemingly clear picture of transport in one-
dimensional systems is disturbed if the numerical evi-
dence is quantitatively compared. We have presented a
comparison of recent numerical estimates of the dynam-
ical exponent obtained by various methods. By looking
on Fig. 1 it is obvious that the results match only qualita-
tively, moreover some commonly used relations between
the exponents [cf. Eq. (33)] do not hold. While this might
indicate that some of these relations should be recon-
sidered, the observed disagreement between the expo-
nents could also follow from the difficulty of extracting
dynamical exponents from numerical calculations on fi-
nite systems. In fact, a very recent work evaluated the
spread of spin perturbations starting from initial con-
ditions with fixed energy density [219]. In this work a
convergent (with system size) dynamical exponent could
1600350 (20 of 27) C⃝ 2017 by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheimwww.ann-phys.org
Figure 3.10: A recent overview of some of h phenomena i the ergodic
region preceding the MBL transition. a) While the ETH is ex-
pected to hold in a generalised form, other features suggest
an intermediate phase. b) The generalised fractal dimension Dq
is not constant, but takes multiple values, while c) the energy
level statistics have been show to exhibit intermediate features.
Lastly, the transport of d) energy and e) spin exhibits features
of anomalous subdiffusive transport. Adapted from [115].
systems exhibiting an MBL transition was a trivial metal, albeit a bad
one [23]. In recent years it has become increasingly evident that this
might in fact not be the case. For a detailed discussion, we refer to the
excellent review [115], from which Fig. 3.10 was adapted. It provides
a detailed overview over the different dia nostics of anomalous beha-
viour in the ergodic region. In this section, we briefly discuss relevant
observables, which are by no means an exhaustive list (see e. g. [69]
for further indicators).
a) eth Ergodic systems are generally believed to obey the ETH.
However, in systems exhibiting MBL, it was shown that there can
be anomalous, subdiffusive transport (for details see below). In this
case it was found that the system satisfies a modified version of the
ETH, in which the scaling of the variance of the off-diagonal mat-
rix elements with system size requires power-law corrections to the
exponential in (3.9) [114].
b) multifractality The generalised fractal dimension Dq, in-
troduced in Sec. 3.4.2, was studied in detail in [116, 178, 185]. It was
shown that there seems to be a broad critical region preceding the
MBL transition in which the IPR cannot be described by a single
fractal dimension, but instead requires a multitude of exponents. A
similar feature has been shown for Anderson localisation. The multi-
fractal region seems to shrink with increasing system size, suggesting
that it might be a finite size effect.
50 quantum thermalisation and its failures
are able to reach considerably larger systems of up to
L ¼ 400 spins, allowing us to study all the length scales
involved in the problem. We find that a crossover scale L"
determines up to which size the system will behave like its
clean counterpart, while for L ≫ L" the disorder becomes
relevant and the thermodynamic limit (TDL) is achieved.
We present a theoretical explanation of L" based on a weak-
disorder perturbation theory for the quasiparticles of the
clean, integrable model, and find that it grows quickly
when h→ 0. Because L" can be one order of magnitude
larger than systems explored in previous studies, this lends
an explanation to the contradictory nature of previous
results. Therefore, one finds good cause to pause before
taking their conclusions at face value (we remark that in
classical transport studies [28] it has been observed in
numerous systems that large sizes are indeed needed before
the TDL is reached).
Model.—The Hamiltonian of a disordered anisotropic
Heisenberg chain is HXXZ ≔
PL−1
k¼1 s
x
ks
x
kþ1 þ syksykþ1þ
Δszks
z
kþ1 þ ðhk=2Þszk þ ðhkþ1=2Þszkþ1, where sαk ¼ 12 σαk
are spin-1=2 operators (σαk are Pauli matrices), Δ is the
anisotropy, and hk ∈ ½−h; h' are uniform independent
disorder fields of maximum strength jhj at site k.
For h ¼ 0 the model is the famous (clean) XXZ model,
finding use in many areas of physics. While originally
constructed as a toy model to explain ferromagnetism [23],
today its main attractiveness comes due to its integrability
by the Bethe ansatz. It is a canonical example of a nontrivial
(i.e., nonquadratic) quantum integrable model. Not least,
the XXX spin chain is realized with high accuracy also in
many real materials [29]. Transport studies of the clean
XXZ model have a long history and despite its integrability,
even today, not many rigorous results are available.
Limiting our discussion to high-temperature transport
results, of interest to present work, one exception is a
rigorous bound [30] on the ballistic transport for Δ < 1. At
the isotropic point Δ ¼ 1 numerical results show [31,32]
superdiffusive transport (faster than diffusive, but slower
than ballistic), supported also by classical correlations [33].
An independent indication for superdiffusive transport at
Δ ¼ 1 is also arrived at from observing the behavior for
slightly smaller or larger Δ. In the limit Δ → 1− there is a
prevailing opinion [34] that at Δ ¼ 1 the Drude weight is
zero (i.e., slower than ballistic transport). On the other
hand, in the gapped phase Δ > 1 numerics indicates
diffusive transport, with the diffusion constant rapidly
increasing (diverging) [31,35] as Δ → 1þ.
Nonzero disorder h breaks integrability, with even less
reliable transport results existing. In this Letter, we shall
focus on the regime below the MBL transition point which
occurs at hc3ðΔ ¼ 1Þ≈3.7 [6,12]. Our goal is to mimic,
through numerical simulation, what an experimentalist
would do to measure transport: we couple the system at
its two ends to “magnetization” reservoirs that induce a
NESS carrying spin current. Concretely, we use the
Lindblad master equation [24] describing Markovian evo-
lution of the system’s density matrix,
dρ=dt ¼ i½ρ; HXXZ' þ 14
X4
k¼1
ð½Lkρ; L†k ' þ ½Lk; ρL†k 'Þ; ð1Þ
where Lindblad operators Lk effectively account for
generic magnetization driving by two “baths”, and are
L1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ μp σþ1 , L2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−μ
p
σ−1 at the left end, and
L3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−μ
p
σþL , L4 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ μp σ−L at the right end,
σ(k ¼ ðσxk ( iσykÞ=2. Provided there is an asymmetry in
driving between the two ends, i.e., μ ≠0, a nonzero steady-
state current is induced. We remark that, while a micro-
scopic derivation [36] of such a driving might be difficult in
a condensed-matter context, our approach is rather prag-
matic: in a generic nonintegrable system such as ours
details of a boundary driving should not matter for the bulk
physics. Also, at long times in NESS possible non-
Markovian effects should not be important. Therefore,
the results that we obtain for the bulk are independent
of the details of the driving.
For our choice (1) the NESS ρ∞ is always unique and
therefore any initial state ρð0Þ eventually converges to ρ∞,
limt→∞ρðtÞ ¼ ρ∞. For zero (equilibrium) driving, μ ¼ 0,
the steady state is a trivial infinite temperature state
ρ∞ðμ ¼ 0Þ∼1. We will always use small driving
μ ¼ 0.001, meaning that our ρ∞ is always close to the
identity, in other words, we are in a linear response regime
(see Ref. [37] for data) and at infinite temperature. Current
of a conserved quantity is defined by a commutator with a
local Hamiltonian density (such that the continuity equa-
tion holds, _szk ¼ jk −jk−1), which for the spin current leads
to jk ≔ sxks
y
kþ1 −s
y
ks
x
kþ1. Our central quantity is the expect-
ation value of jk in the NESS, trðjkρ∞Þ, which is, due to
stationarity, also independent of site index k and will be
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FIG. 1. Phase diagram of a disordered anisotropic Heisenberg
model in the high temperature ergodic phase. At a critical
disorder strength hc2 there is a transition from diffusive to
subdiffusive spin transport. Black circles with error bars denote
hc2 determined from the steady-state current scaling j∼1=Lγ in
large systems (L≈400 sites, see Fig. 2). The underlying colors
are for illustrative purposes and denote γ obtained from small
systems L ≤7, which, nevertheless, correctly depicts the two
regimes, except close to h ¼ 0 and Δ ¼ 0.
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Figure 3.11: A study of the spin transport in the spin-1/2 XXZ chain (3.42)
for which in this figure Jx = Jy = 1 and Jz = D. The disorder
strength W is denoted by h. By driving currents in and ob-
taining a non-equilibrium steady state, a coefficient describing
tran ort may be obtained. g = 0 signifies ballistic transport,
while g = 1 stands for regular diffusion. Other coefficients e -
tail anomalous super- and subdiffusive transport. The colour
scheme is a guide to the eye suffering severe finite size effects
in the small h,D regime. The black line denotes the transition
from diffusive to subdiffusive transport. Adapted from [212].
c) eigenvalue statistics The gap-ratio parameter (3.45) has
proven to be a useful measure in determining the broad distinction
between a localised and a delocalised regime. However, recent studies
indicate that the flow fromWigner-Dyson to Poisson statistics may be
a two-stage process. Coming from the delocalised side, one still has
long-ranged interaction between the energy levels, but with shrinking
correlation length. Coming from the localised side, the interactions
between the levels are already local, and belong to the same or similar
critical family as Poisson statistics and thus give a similar gap-ratio
paramet r r. Finite size effects may not be excluded in thi case [28,
176, 185]. It is conjectured that the boundary between those regions
coincides with the onset of a Griffiths phase [72, 196] or subdiffusive
transport.
d),e) spin and energy transport The Hamiltonian (3.42) con-
serves energy and total magnetisation (or particle number in the case
of (3.44)), such that those quantities may be transported. The expect-
ation in an ergodic region would be, to some degree for the same
reasoning presen d for the Anderson case, diffusive transport. Aft r
first evidence [18] of anomalous diffusion, it has been shown in sev-
eral numerical studies that for intermediate disorder preceding MBL
there exists a region in which subdiffusive spin (or particle) transport
prevails. The boundaries of this region are disputed, but the most
compelling evidence so far has been obtained by [212]. They show
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that for J? = 1 and Jz > 1 (strong interactions), subdiffusive trans-
port prevails for all finite disorder strengths, while for Jz < 1, there is
a transition between diffusive and subdiffusive transport at weak W.
This slower form of transport (see Ch. 8) has been speculated to
be linked to long-tailed (i. e. non-Gaussian) distributions for the off-
diagonal matrix elements of local spin operators in the ergodic phase
[113, 114]. In any case the phenomenology is complex, as there seems
to be a mechanism that causes spin excitations (or particles) to ‘get
stuck’, something potentially linked to rare Griffiths regions [72, 196].
Recently it has also been suggested that the subdiffusion may be tran-
sient [27]. The situation is again different in the case of energy trans-
port, which is much harder to envision physically. However, recent
results have also reported diffusive and subdiffusive transport for en-
ergy transport [190]. A part of this thesis is dedicated to studying
energy transport in the case of a broken U(1)-symmetry. Results in
higher dimensions are challenging and remain sparse to this day [19].
In conclusion we can say that the region preceding MBL is indeed
fascinating, and in many ways much richer than just the ‘bad metal’
as it was dubbed by Altshuler [115]. Not least if we inspect Fig. 3.10,
we see that these phenomena need not coincide. Further, some of
these features are believed to disappear in the thermodynamic limit,
while others seem to persist. Some of this thesis is dedicated to an-
swering this question further.

4
NUMER ICAL TECHNIQUES
4.1 introduction
Since one of the first numerical experiments, the celebrated Fermi-
Pasta-Ulam problem at Los Alamos in 1955 (see Introduction) [62],
computational physics has come a long way. With the ever growing
power of desktop and supercomputers, the possibilities for numerical
investigation of physical problems have equally reached new bound-
aries in the past decades. Nonetheless the fundamental problem of
numerical quantum physics remains. What is ubiquitous to any phys-
icist today, is often hard to grasp for an outsider or newcomer: the ex-
ponential explosion of the Hilbert space describing the physical sys-
tem in question. The sheer immensity of the task becomes very clear
however if we consider a simple example. Let’s imagine a quantum
system that can only be in two states, say up or down, such as shown
in Fig. 4.1. This is often called a qubit, a ‘quantum bit’, alluding to
its classical analogue the ‘bit’, which can be one of two things and is
often expressed as 0 or 1 in binary notation. Following the notation
of Sec. 2.1.1, we would describe the state of this qubit as
|yi = c0 |"i+ c1 |#i , (4.1)
where the c’s are complex coefficients that ensure normalisation. And
this is already the entirety of the problem, namely the superposi-
tion principle of quantum mechanics. The qubit can be in a super-
position of up and down as long as no measurement is performed
in the {|"i , |#i} basis. This is because the wave function is not a
physical quantity and cannot be extracted in an experiment. The well
known ‘Schrödinger cat’ [168, 169], supposedly dead and alive at the
same time, was devised to show the absurdity of the superposition
principle in the macroscopic world. In any case, storing this state
on a computer is certainly no difficult task. The two decimal num-
bers required to describe (4.1) occupy 2 ⇥ 8 bytes of storage when
using double precision. The problem arises when coupling several
qubits together, i. e. when enlarging the system. Again borrowing
from Sec. 2.1.4, our system of two qubits now reads
|yi = c0 |"i ⌦ |"i+ c1 |#i ⌦ |"i+ c2 |"i ⌦ |#i+ c3 |#i ⌦ |#i . (4.2)
Adding a third spin would in turn require to store 4 coefficients and
so on. This D = 2N scaling of the Hilbert space (the c’s make up
the state vector), where N describes the number of qubits, is the root
of the exponential explosion. The wave function |yi of a system of
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Figure 4.1: a) A cartoon of a typical quantum 2-level system. This can be an
object such as an atom that only has two internal states like its
ground and first excited state. It could however also be a mag-
netic system, with the magnetisation pointing along or against
some fixed axis. Lastly of course, particles and holes also allow
for a natural occurence of ‘two-levels’. b) The exponential explo-
sion of the Hilbert space necessary to describe the state of a larger
system (here N = 7) scales in the case of a two-level system as
2N . This makes brute-force numerical treatments impossible for
even moderate system sizes.
N = 27 qubits, not quite the formidable system size, would require of
the order of Gigabytes of storage. Adding a mere 6 spins necessitates
already of the order of Terabytes. And so far we are only concerned
with storing the information of one quantum state, let alone manipu-
lating it in any way. Is therefore all hope lost of ever simulating the
quantum dynamics of realistic physical systems?
The answer is as expected not so simple. Richard Feynman ad-
dressed this question in 1981, in a keynote speech later titled ‘Sim-
ulating Physics with Computers’ [63]. He concludes that if we do not
want a machine that grows exponentially with the desired simulated
volume of space and time, then we need an entirely new device, one
that is itself quantum. And if this device would be a universal one,
not a simulator for special purposes, then it could truly be called a
‘quantum computer’. The field of quantum computing [52, 112, 128]
and special purpose quantum simulators is a very active one [12, 31,
34, 67, 88, 98, 164], not least since the advent of cold atom physics
in optical lattices [32, 94, 110]. However, while there have been con-
siderable advances in recent years, we are still very far from having
a working useful universal quantum computer. And so in the mean-
time there is considerable need for alternative theoretical methods to
circumvent or reduce the exponential scaling of the Hilbert space.
The most straightforward way to tackle the problem is of course to
brute-force it. This entails generating the full many-body Hamilto-
nian, in our example a 2N ⇥ 2N matrix, and use exact diagonalisa-
tion [198] (ED) to obtain all or a subset of the eigenvalues and ei-
genvectors. In this procedure the exponential scaling is even worse
than the simplified example above as with current implementations
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the complexity of a numerical diagonalisation procedure scales as
⇡ O(d3N), where d is the size of the local Hilbert space (d = 2 for
our qubit). While we have just affirmed the need for alternative ap-
proaches, there are already a few possibilities within the framework
of ED. For instance, if we are only interested in the ground state,
then we can somewhat ease the exponential scaling by a Lanczos
algorithm which only targets the ground state of the system [107].
We can further exploit underlying symmetries of the system which
make the Hamiltonian matrix block diagonal and hence effectively
smaller. And ultimately there are a series of useful finite-size scaling
techniques which allow at times to extrapolate to the thermodynamic
limit (here N ! •) [116]. All in all these methods are nonetheless
limited to system sizes of O(10), and hence fail for systems with long
correlation lengths or severe finite-size effects.
Other, more approximative methods are series expansion techniques,
which expand a specific quantity in terms of a power series of one or
more parameters [132]. The main limitation of these techniques is to
achieve high enough expansion order so that the quantity of interest
converges. This turns out to be most difficult at thermal phase trans-
itions, where the physics is dominated by long-ranged correlations.
Arguably the most powerful and widely used numerical technique
for strongly correlated quantum systems in the past isQuantumMonte-
Carlo (QMC). In the now long history of this algorithm there have
been developed many facets of this method [64, 73, 181], but they
all share a common feature, which is the Monte Carlo algorithm
whose modern version was invented by Stanislaw Ulam in the late
1940s. The main concept of solving a model stochastically by a ran-
dom sampling technique is best described by an unpublished remark
Ulam made allegedly in 1983:
‘The first thoughts and attempts I made to practice [the Monte Carlo
method] were suggested by a question which occurred to me in 1946 as I
was convalescing from an illness and playing solitaires. The question was
what are the chances that a Canfield solitaire laid out with 52 cards will
come out successfully? After spending a lot of time trying to estimate them
by pure combinatorial calculations, I wondered whether a more practical
method than ‘abstract thinking’ might not be to lay it out say one hundred
times and simply observe and count the number of successful plays.’ [56]
The method was first put to use in the Manhattan Project and in the
development of the hydrogen bomb. QMC in turn uses this frame-
work to tackle difficult many-body problems beyond a mean-field
approximation for large systems with only polynomial size scaling.
For many systems, QMC can be implemented highly efficiently and
proved to be a method to circumvent the exponential scaling. How-
ever, for most frustrated magnets and models of itinerant fermions,
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QMC techniques are plagued by the so-called sign problem [187] (to
which there are certain exceptions [7, 85]). In those cases we again
face an exponential scaling of the algorithm.
A recent powerful alternative has arisen with the invention of so-
called Tensor Network techniques (TN) [58, 134, 166]. They are a dif-
ferent approach to QMC in tackling the many-body problem. Their
common framework builds on parameterising the quantum mechan-
ical wave function as a collection of connected tensor objects. These
networks can often, most notably for one-dimensional systems, be
stored and manipulated efficiently. The introduction of the TN frame-
work is a formalisation of the pioneering work of Steve White in
1992, when he introduced the density matrix renormalisation group
(DMRG) [200, 201]. It is an algorithm for obtaining the ground state
of a one-dimensional lattice model in the form of a matrix product
state (MPS) [78, 165].
After initial studies of static properties such as energy, order para-
meter and correlation functions of ground states and low lying eigen-
functions of strongly correlated Hamiltonians (Heisenberg, t  J and
Hubbard models), it was quickly extended to investigate dynamic
properties [77, 95, 106]. The immense success of DMRG in investig-
ating one-dimensional systems stems from the fact that it does not
suffer from a sign problem, its non-perturbative character and the ac-
cess to large system sizes. In fact often the accuracy of the result is
only limited by machine precision even for moderate computational
resources.
Unsurprisingly the feasibility for an extension to higher dimen-
sions and real-time dynamics was quickly investigated. It turns out
that both aspects are closely related. DMRG only proved moderately
successful for two dimensional lattices and long time evolution [202].
In both cases it was then found that the success of the DMRG ap-
proach was built on the low entanglement structure [193] of many
quantum ground-states of interest (area law) [59], which could only
then be efficiently represented by a MPS. In the case of higher di-
mensions even an area law scaling is problematic while in real time-
evolution the entanglement essentially grows linear in time, both cul-
minating in an exponential increase of required numerical resources.
After some previous work [4, 25, 55, 135], the connection between
DMRG and MPS, hence the establishment of the TN field was formal-
ised by Vidal and co-workers [44, 192, 194, 195]. This allowed for more
abstract development and extensions hard to express in conventional
DMRG language [79, 148] of which one example is the time-evolving
block decimation (TEBD) algorithm for time-evolution.
While TN methods are currently the most widely used numerical
technique for one-dimensional quantum lattice systems, and seem
far from having saturated in innovation, there are already interest-
ing new proposals. In line with the current excitement around artifi-
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cial intelligence and deep learning in all areas of research and daily
life applications, there are already promising proposals that neural
networks can be an integral part in future numerical applications in
physics [35].
Much of the work in this thesis has been performed using numer-
ics. In condensed matter physics, where correlations dominate the
systems of interest, one finds some of the most interesting challenges
of modern quantum mechanics. These challenges however come at
a cost. Exact analytical solutions to more complex problems are rare.
And even though numerics have, as described above, severe limita-
tions too, they often provide the only road for theory to make mean-
ingful predictions. The techniques used in this thesis are ED and TN
methods. While the former needs no further introduction than has
already been given, a numerical solver finds the eigenvalues and ei-
genvectors of a given (Hamiltonian) matrix, the remainder of this
chapter is used to introduce the latter.
We start by introducing the most commonly used TN in one-dimen-
sion, the matrix product state (MPS), as well as its diagrammatic rep-
resentation. Widely used algorithms for ground state search (DMRG)
and time-evolution (TEBD) follow. We finish by introducing the chan-
ges necessary to simulate open-system dynamics and to drive thermal
currents.
4.2 matrix product states
We already encountered the area-law of entanglement and the fact
that this allows us to parametrise a quantum state very efficiently.
Indeed, we may cite [58] to show that this law lies at the root of the
success of TN:
‘Many natural quantum lattice models have ground states that are little,
in fact very little, entangled in a precise sense. This shows that ‘nature is
lurking in some small corner of Hilbert space’, one that can be essentially
efficiently parametrised. [...] In the end, the reason for tensor network meth-
ods to provide such powerful tools is rooted in the fact that natural ground
states satisfy area laws (or show small violations thereof).’
In the following we want to look at MPS from two angles. On the
one hand they emerge as an interesting class of quantum states for
analytic study, or we can in fact rewrite any pure state as a MPS
via the Schmidt decomposition introduced in (2.21). Historically MPS
were discovered in the former sense, well before a connection to TN
was made [166]. Before however, we are going to introduce a dia-
grammatic representation of MPS and TN in general, that simplifies
the abundant use of explicitly written out matrix multiplications and
tensor contractions. In the spirit of Feynman diagrams in field theory,
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Figure 4.2: a) A rank-1 tensor va (i. e. a vector) represented graphically. The
object is some shape, while its index is represented by a line
emerging from the shape. b) A rank-2 tensor or matrix Mab, with
two open indices. c) A tensor contraction between a matrix and
a vector, i. e. a matrix multiplication: v˜a = Âb Mabvb. d) More
complex arbitrary TN: g = Âa,b,c,d CabdMbcvawduc. The result of
the contracted network is a single scalar number g. e) The wave
function yj1 j2...jN with 2
N possible entries (if d = 2).
these diagrams are pictorial representations of mathematical expres-
sions and help grasping the essence of an algorithm.
In this approach, we represent every tensor object by a shape (circle,
square, triangle). Each individual index of a tensor is represented by
a line that originates from the shape and is open ended. A contraction
of two tensor is then expressed by a line connecting two shapes. This
signifies a sum over the respective index of the two tensors. In this
notation, we can express arbitrarily complicated tensor networks and
contractions with simple shapes connected by lines. An example of
this notation can be found in Fig. 4.2.
4.2.1 Basics and notation
We will start by describing how to decompose a generic quantum
state |yi into a matrix product state by successive application of the
Schmidt decomposition. From now on and for the rest of this thesis
we will work in one dimension. We consider a chain of N sites, where
we label the local basis on site i by |jii, where ji = 1, . . . , d. In the
example in Sec. 4.1, we had a local basis of dimension d = 2, which
we denoted by |"i and |#i. As previously seen, we can then write a
generic state as
|yi = Â
{ji}
yj1 j2...jN |j1, j2, . . . , jNi . (4.3)
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Figure 4.3: a) An example wave function for a system of N = 5 sites. b) We
start the successive decomposition into a MPS by a Schmidt de-
composition at the first bond. The matrix M[1]j1a1 links the Schmidt
states of the first site to the local basis and L[1] are the Schmidt
values at that bond. c) We proceed to the second bond and apply
a Schmidt decomposition again. M[2]j2a1,a2 now links the Schmidt
states of the left two sites to the local basis |j2i and the Schmidt
states at the first site. These are linked to the to local basis using
the results from the previous step. d) We continue the procedure
along the entire chain in order to obtain a MPS formulation of
the arbitrary quantum state |yi.
We start by applying a Schmidt decomposition (2.23) to (4.3), such
that we split the state |yi into the first site and the rest such that
(now and for the rest of this thesis omitting the ⌦ symbol)
|yi =
d
Â
a1=1
L[1]a1 |a1i[1] |a1i[2,...,N] . (4.4)
The states |a1i[1] and |a1i[2,...,N] form the new orthogonal basis for
the left and right part, here first site and rest, as previously done
in Sec. 2.3. The square brackets denote the relation of the object to
the local site. The diagonal matrix L[1]a1 contains the Schmidt values
between the first site and the rest of the system. In order to restore a
relation to the physical basis {|jni}, we invert the part of the Schmidt
decomposition where U (see Sec. 2.23) is combined with the original
basis and write (4.4) as
|yi =
d
Â
j1=1
d
Â
a1=1
M[1]j1a1 L
[1]
a1 |j1i |a1i[2,...,N] , (4.5)
where M[1]j1a1 is the first matrix of the MPS and relates the Schmidt
states |a1i[1] with the local states |j1i. It is given by M[1]j1a1 = hj1|a1i[1],
where j1 is called the physical index or bond while a1 is internal or
virtual index or bond. The name matrix product state refers to the
virtual bonds alone and the first matrix (as well as the last) is in fact a
vector. We then perform a Schmidt decomposition of the state on the
second bond, such that
|yi =
d2
Â
a2=1
L[2]a2 |a2i[1,2] |a2i[3,...,N] . (4.6)
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We then proceed as above and invert part of the Schmidt decomposi-
tion and write (4.6) as
|yi =
d
Â
a1=1
d2
Â
a2=1
d
Â
j1,j2=1
M[1]j1a1 M
[2]j2
a1,a2L
[2]
a2 |j1, j2i[1,2] |a2i[3,...,N] , (4.7)
where M[2]j2a1,a2 is the second matrix of the MPS and relates mixed basis
states |a1i[1] |j2i with the left Schmidt states |a2i[1,2]. It is given by
M[2]j2a1,a2 =
h
ha1|[1] hj2|
i
|a2i[1,2]. We can continue this procedure along
the chain for each individual site as depicted in Fig. 4.3. The last
matrix M[N]jNaN 1 , like the first, relates the Schmidt states LaN 1 |aN 1i[N]
to the local basis jN . We therefore arrive at a final MPS representation
of an arbitrary quantum state |yi as
|yi = Â
{ji}
Â
{a}
M[1]j1a1 M
[2]j2
a1,a2 . . .M
[N 1]jN 1
aN 2,aN 1 M
[N]jN
aN 1 |j1, j2, . . . , jNi . (4.8)
Fig. 4.3 illustrates much better why this is a MPS. We still keep the
original physical indices ji, corresponding to the local Hilbert space
of size d, but the tensor yj1,...,jN has been transformed into a product
of matrices, hence the name, connected by virtual or bond indices a.
For every site n, we have a set of d matrices M[n]an,an+1 of dimension
cn ⇥ cn+1 that are usually grouped into rank-3 tensors. We further
note that the matrices at the boundary are vectors, such that when
we contract (multiply out) the MPS we arrive at a single 1⇥ 1 scalar
number yj1 j2...jN .
The above representation alone does not circumvent the exponen-
tial scaling of the Hilbert space, in fact (4.8) requires more coefficients
to be stored than (4.3). The key to compressing the state lies in the
possibility to restrict the sizes of the matrices M while controlling
the introduced error. If we, as defined in Sec. 2.3.1, choose cmax as
some upper limit for the size of matrix M, then the total number
of coefficients needed to be stored increases only polynomially with
system size. In numerical simulations, cmax then becomes the main
parameter that controls the accuracy of the simulation. As (4.8) was
constructed by successive Schmidt decomposition, which in turn is
deeply related to the entanglement of a state, it becomes quite intuit-
ive that cmax puts an upper bound to the entanglement captured by
the MPS representation of |yi. Specifically for any subset C of con-
secutive sites, it can be easily shown that the entanglement entropy is
bounded as S(rC)  2 (log(cmax)). The entanglement entropy of the
MPS describing the system is therefore bounded from above by some
constant in the number of sites N [58].
This is a reformulation of the area-law (see Sec. 2.3.1), which in
turn means that a MPS is particularly suited to describe area law
states, i. e. for example ground states of 1D gapped systems. Since
many powerful algorithms such as DMRG or TEBD, as well as the
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procedure to calculate expectation values can be implemented very
efficiently in the MPS or TN framework, this formulation has become
so important and widely used.
4.2.2 Historical appearance of matrix product states
As previously mentioned, so-called MPS were already discovered as
an interesting class of quantum states for analytical study. Here we
just briefly want to mention the most prominent examples in ascend-
ing complexity, namely (i) a trivial product state, (ii) a product of
singlets and (iii) the one-dimensional spin-1 AKLT state.
(i) A product state |yi = |f[1]i ⌦ |f[2]i ⌦ · · · ⌦ |f[N]i can easily be
written in the form of (4.8). Because it has no entanglement, all bond
dimensions are simply cn = 1 and hence the M[n] are simply 1⇥ 1
‘matrices’ given by M[n]jn =
⇣
f[
n]
jn
⌘
. As a concrete example, we can
consider the product state | · · · i ⌘
⇣
1p
2
|"i   1p
2
|#i
⌘
⌦ · · · ⌦⇣
1p
2
|"i   1p
2
|#i
⌘
, which is approximately the ground state for the
transverse field Ising model (2.18) for g   1. It is represented by a
MPS with uniform matrices
M[n]" =
✓
1p
2
◆
and M[n]# =
✓
  1p
2
◆
. (4.9)
Another product state such as the well-known Neel state |"#"# . . .i,
which does not have a uniform local state, is described by different
matrices on odd and even sites
M[2n 1]" = M[2n]# = (1)
M[2n 1]# = M[2n]" = (0) ,
(4.10)
where n = 1, . . . ,N/2.
(ii) As a first example of a state with entanglement, we can consider
a product of singlets
⇣
1p
2
|"#i   1p
2
|#"i
⌘
⌦ · · · ⌦
⇣
1p
2
|"#i   1p
2
|#"i
⌘
.
On every other bond we thus have a maximally entangled singlet,
while the global state is a product state of such singlets. This state
is represented by a MPS with 1⇥ 2 matrices on odd sites and 2⇥ 1
matrices on even sites given by
M[2n 1]" =
⇣
1p
2
0
⌘
,M[2n 1]# =
⇣
0   1p
2
⌘
M[2n]" =
 
0
1
!
,M[2n]# =
 
1
0
!
.
(4.11)
(iii) The Spin-1AKLT statewas introduced by Affleck, Kennedy, Lieb
and Tasaki (AKLT) after they constructed an exactly solvable S = 1
Hamiltonian
H =Â
j
SjSj+1 +
1
3
 
SjSj+1
 2 , (4.12)
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Figure 4.4: a) The choice of M matrices to describe |yi is not unique. In-
serting an identity I = X 1X transforms the M, but leaves the
global state unchanged. b) We use this gauge freedom to define a
canonical form, where L[n] are diagonal matrices containing the
Schmidt values of a Schmidt decomposition between sites n and
n+ 1. c) The mixed canonical form allows to for the Schmidt de-
composition to be read off for any bipartition, here between the
sites 2 and 3. d) Orthonormality properties of the left and right
canonical forms of the MPS.
where S are spin-1 operators (with spin projection +1, 0, 1). For
open boundary conditions, the ground state is four-fold degenerate
and can be represented by the three (as d = 3 for spin-1) uniform
matrices M[n] with bond dimension c = 2 as
M[n]+1 =
r
4
3
0@ 0 0
1p
2
0
1A M[n]0 = r4
3
 
1
2 0
0   12
!
M[n] 1 =
r
4
3
0@0   1p2
0 0
1A ,
(4.13)
where 1 < n < N for the bulk and where the edge sites actually cause
the four-fold degeneracy. For more details, we refer to [82].
4.2.3 Canonical form
The representation (4.8) is not unique however. Let us consider a bond
between sites n and n+ 1 which defines a bipartition of the lattice in
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L = {1, . . . , n} and R = {n + 1, . . . ,N}. Given an invertible cn+1 ⇥
cn+1 matrix X, we can insert the identity I = X 1X between the
matrices M[n] and M[n+1], such that
M[n]jn ! M˜[n]jn := M[n]jnX 1
M[n+1]jn+1 ! M˜[n+1]jn+1 := XM[n+1]jn+1 . (4.14)
Under this transformation, which we can perform at all sites, |yi still
represents the same state (see Fig. 4.4a). This gauge freedom exists
on every virtual bond a of the M matrices and can be used to define
a very convenient ‘canonical’ form following [193] in which the bond
index corresponds to the Schmidt decomposition at that bond, for all
bonds simultaneously. Without loss of generality, we can write the
matrices M[n]jn as a product of cn 1 ⇥ cn matrices G[n]jn and positive,
real, square diagonal matrices L[n],
|yi = Â
j1,...,jN
L[1]G[1]j1L[2]G[2]j2L[3] . . .L[N]G[N]jNL[N+1] |j1, . . . , jNi ,
(4.15)
as shown in Fig. 4.4b. We have introduced trivial 1⇥ 1 matrices L[1] ⌘
L[N+1] ⌘ (1) for uniform representation (which also means that the
label of the L has increased by one). This form allows us to rewrite
the MPS in terms of the bipartition into L and R. Contracting the
tensors G and L on both sides of the bipartition, we can define a set
of cn wave functions |ai[1,...,n] and |ai[n+1,...,N] to the left and right of
the bond (see Fig. 4.4c), such that |yi takes the form
|yi =
c
Â
a=1
L[n]a |ai[1,...,n] ⌦ |ai[n+1,...,N] . (4.16)
This looks tantalizingly close to the original definition of a Schmidt
decomposition (2.23). However, in general |aiL/R need not form an
orthonormal set, i. e. ha0|aiL/R 6= da0,a. We therefore define the ca-
nonical form of an MPS in the representation of {G[1],L[1], . . . , G[N]}
such that for every bond n, the set of Schmidt states |ai[1,...,n] and
|ai[n+1,...,N] along with the Schmidt values L[n] form a Schmidt de-
composition of |yi. This means that ha0|ai[1,...,n] = da0,a and equally
that ha0|ai[n+1,...,N] = da0,a along with Â
⇣
L[n]a
⌘2
= 1 on every bond
n. In that sense we interpret X in (4.14) as a basis transformation for
|aiL/R such that it maps them to the correct orthonormal Schmidt
basis. In practice this is much more easily achieved by successive ap-
plication of an SVD to the M matrices moving along the chain as is
depicted in Fig. 4.3.
While the canonical form (4.15) is very useful by allowing us to
read off the Schmidt decomposition at any bond, in practice the Schm-
idt values L[n] are grouped with either G[n]jn or G[n]jn+1 such that we
define
A[n]jn ⌘ L[n]G[n]jn and B[n] ⌘ G[n]jnL[n+1]. (4.17)
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A and B matrices fulfill different orthonormality conditions such as
depicted in Fig. 4.4d. If we write an MPS entirely in terms of A tensors
(B tensors), then it is said to be left (right) canonical. Note that the
MPS obtained from successive Schmidt decomposition from the left
of a general state resulted in a left-canonical MPS, while the examples
given in Sec. 4.2.2 were all in right-canonical form. For (4.16) to be
a Schmidt decomposition, the matrices to the left of the bipartition
need to be in left-canonical form while the matrices to the right need
to be in right canonical form. The resulting MPS in then said to be
in a ‘mixed’-canonical form as depicted in Fig. 4.4c for a bipartition
between sites n = 2 and n = 3, where the A and B tensors transform
the Schmidt basis from one bond to the next.
As already noted, any state can be represented in the form of an
MPS if we allow an arbitrary bond dimension cmax. In order to avoid
an explosion in needed computational resources, we truncate the
matrices to a moderate cmax. It turns out that a simple truncation of
the Schmidt decomposition is optimal locally to that bond in that it
minimises the error e in (2.27). As a consequence, when our MPS is in
(mixed) canonical form, we can simply discard the rows of A[n]jn and
columns of B[n+1]jn+1 that correspond to the smallest Schmidt values
of L[n+1]. To preserve the norm of the wave function, we renormalise
the remaining Schmidt values L[n+1] such that Âan+1
⇣
L[n+1]an+1
⌘2
= 1.
While this strictly changes the Schmidt vectors and values on others
bonds and thus destroys the canonical form, this can be ignored as
long as the discarded weight Âa>cmax L
2 is small enough.
4.2.4 Overlaps and expectation value
One great advantage of the canonical form, and more precisely its
orthonormality properties, is that it allows to evaluate expectation
values of local operators very easily. A very natural thing to demand
from a numerical method aiming to represent complete wave func-
tions is how to evaluate an overlap. To this end, we need a way to
represent the bra-state hy|. It is a widely accepted convention to de-
pict the complex-conjugate of ket-state (|yi)† = hy| in the graphical
tensor network representation with the physical indices jn pointing
upwards (see Fig. 4.5a). The scalar product or overlap of two different
wave functions |yi and |y0i amounts to contracting over all physical
indices and all bond indices of the two MPS representations of the
state and takes the form
hy0|yi =Â
{ji}
Â
{a}
Â
{a0}
M0[N]jN†a0N 1 . . .
. . .M0[2]j2†a02,a01 M
0[1]j1†
a01
M[1]j1a1 M
[2]j2
a1,a2 . . .M
[N]jN
aN 1 .
(4.18)
This is quite a formidable expression and it becomes very quickly
clear why from this point on we will mostly use the graphical nota-
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Figure 4.5: a) By convention, we depict the state hy| with the physical in-
dices pointing upwards. b) The graphical representation of (4.18),
here in right canonical form. c) The expectation value for local
operators is very convenient to evaluate when in canonical form.
We simply need to contract the TN around the operator due to
the orthonormality properties.
tion to represent expressions such as (4.18). Fig. 4.5b depicts this
scalar product. In order to evaluate it, one needs to contract all the
tensors. While not immediately intuitive, the order of contraction mat-
ters for numerical feasibility. In the worst case one can possibly end
up with computational costs that scale exponentially with the system
size [166].
Equally important to an overlap is the evaluation of an expectation
value such as the magnetisation M at a specific site Mn = hy| Sˆ[n]z |yi,
or even a two-point correlation function Oi,j = hy| Sˆ[i]z Sˆ[j]z |yi (see
Sec. 2.1.3). Fully writing out either expression would again look rather
messy, so that we simply illustrate the magnetisation Mn in Fig. 4.5c.
Again, contracting the entire TN can be a numerically demanding
task, but if the MPS representation of |yi is in its canonical form then
we can use the orthonormality properties to save a lot of efforts. This
is depicted in Fig. 4.5c. Instead of performing an overlap calculation
for the entire MPS, we only have to evaluate the TN around the ap-
plied local operators.
4.3 time evolving block decimation
Historically the DMRG algorithm for obtaining ground states was
introduced well before TEBD, which is an extension of the former
[166]. In this chapter however, we introduce the TEBD algorithm
prior because it can be formulated much more easily. It enables us
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Figure 4.6: The application of two-site operators obtained via a second order
Trotter decomposition in order to advance the initial state |y(0)i
in time. We have depicted how, as long as no measurement needs
to be performed, we obtain the second order decomposition at
no computational cost, as the half-steps can be grouped into full
ones.
to simulate the action of the unitary time-evolution operator e iHˆt on
the MPS representation of a generic quantum many-body state |yi.
While the danger of uncontrolled entanglement growth poses a ser-
ious limitation to what one can achieve with TEBD, it nonetheless
introduces the capability to study a variety of dynamical features,
going far beyond extracting ground-state properties with standard
(original) DMRG. It has to be noted that the terms TEBD, tDMRG
(time-dependent DMRG) and tMPS (time-dependent MPS) describe,
bar small variations, the same methodology. They are often used in-
terchangeably even if they technically differ slightly. Among some of
the achievements of the time-evolution of MPS are the simulation of
local, and global quenches [54, 102], the calculation of dynamic cor-
relators [22, 203, 204], the approximation of steady states in dissipat-
ive systems [45, 46], as well as finite-temperature techniques (where
time-evolution appears in the form of an imaginary-time-evolution
operator e bHˆ) [214].
In the following we will describe in detail the TEBD algorithm
for systems with short-ranged interactions, mostly following [82]. In
practice we are interested in the evaluation of the following term
|y(t)i = U(t) |y(0)i . (4.19)
The time evolution operator U can either take the form U(t) = e iHt
yielding a real time evolution, or U(t) = e tH, which in turn stands
for an imaginary time evolution. The latter allows us to find the
ground state of the Hamiltonian H through the relation
|yGSi = lim
t!•
e tH |y0i
||e tH |y0i || , (4.20)
where |y0i is some arbitrary initial state with non-zero overlap with
the ground-state |yGSi. In practice this procedure is not very efficient
and an iterative variational DMRG procedure yields much faster and
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more precise results. It is nonetheless fascinating that TEBD is able
to obtain and time-evolve ground states. In order to apply U(t), be it
in real or imaginary time, we have to approximate the exponential of
an operator (here the Hamitonian H). The need to do this arises from
the fact that different terms in the Hamiltonian sum might be non-
commutative. Let us suppose we have a local Hamiltonian, as pre-
viously discussed in Sec. 2.2.4, that contains only nearest-neighbour
terms of the form H = Ân h[n,n+1]. Exponentiating this expression, we
write
exp(H) = exp
 
Â
n
h[n,n+1]
!
=’
n
exp
⇣
h[n,n+1]
⌘
, (4.21)
where the last equality only holds as long
h
h[n 1,n], h[n,n+1]
i
= 0 for
all n, i. e. when every nearest-neighbour term commutes. This how-
ever is not the case in general. To this end we make use of the so-
called Suzuki-Trotter decomposition [183], which approximates the
exponent of a sum of operators with a product of exponents of the
same operators as long as the exponent is small. For example the first
and second order expansions can be written as
e(X+Y)d = eXdeYd +O(d2) (4.22)
e(X+Y)d = eXd/2eYdeXd/2 +O(d3) (4.23)
Here X and Y are non-commuting operators, while d is a small para-
meter. Since terms in our local Hamiltonian that do not share a com-
mon site trivially commute, we can split H into two sums of mutually
commuting terms
H = Â
n odd
h[n,n+1]| {z }
Hodd
+ Â
n even
h[n,n+1]| {z }
Heven
. (4.24)
The above, together with (4.21) and the Trotter decomposition (4.22),
allows us to write out the time evolution U(dt) to first order as
U (dt) ⇡
"
’
n odd
U[n,n+1](dt)
# "
’
n even
U[n,n+1](dt)
#
+O(dt2), (4.25)
where U[n,n+1](dt) = e idt h[n,n+1] . In order to obtain a small argument
for the exponent, we have divided time into small slices dt ⌧ 1. The
relevant time scale is in fact the inverse gap [82]. This Trotter decom-
position of a local Hamiltonian is pictorially shown in Fig. 4.6. While
in (4.25) we have used a first order Trotter decomposition for simpli-
city, we note that the form of (4.23) allows us to use the second order
decomposition at no increased computational cost. As long as we do
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Figure 4.7: Graphical illustration of one update step in the TEBD algorithm.
We begin (i) by using the canonical form to formulate the wave
function Q. We then (ii) apply the two-site unitary time-evolution
operator U to obtain the wave function evolved in time Q˜. In
order to return to the canonical form we (iii) perform a SVD of
Q˜. Lastly, in order to obtain the correct canonical form (iv) again,
we multiply the inverse of the left Schmidt value.
not require to perform a measurement after every time-step dt, we
can group the half-step in (4.23) of consecutive time steps such that
we in practice end up with the computational costs of a first order
decomposition such as illustrated in Fig. 4.6. A similar feature holds
for the Trotter decompositions of third and fourth order, which are
more complicated in form, but still feasible for implementation [166].
The error introduced via the Trotter decomposition is next to the
limitation of the maximal bond dimension c the only error source of
the TEBD algorithm. The successive application of the two-site unit-
ary operators U(dt) is at the heart of TEBD and will be described in
the following. The spirit and also the advantage of TEBD in the MPS
representation is similar to what we already encountered when calcu-
lating expectation values. It is extremely easy and efficient to apply
local operators to a state written as an MPS. Moreover, the canonical
form is preserved if the applied operator is unitary [166]. As already
graphically shown in Fig. 4.5 for the expectation value, a one-site
unitary U simply transforms the MPS locally, i. e.
G˜ja,b =Â
j0
Ujj0G
j0
a,b. (4.26)
If we want to make use of the Hamiltonian however, which is now
in the form of a series of two-site unitaries U, we need to learn how to
apply the latter. The procedure for a two-site unitary transformation
acting on two neighbouring sites n and n+ 1 is depicted in Fig. 4.7.
For this matter, we assume that the MPS representation of the wave
function is in its right canonical form. Everything would analogously
work in the left or mixed canonical form with slight modifications. We
begin by expressing the wave function |yi in the basis spanned by the
left Schmidt states, the local basis (necessary to applyU) and the right
Schmidt states. Together they form an orthonormal basis {|aniL ⌦
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|jni ⌦ |jn+1i ⌦ |an+2iR}. We label the wave function coefficients Q,
and thus obtain an expression for |yi:
|yi = Â
an,jn,jn+1,an+2
Qjn,jn+1an,an+2 |ani |jni |jn+1i |an+2iR . (4.27)
Using the definitions of |aiL/R, as explained previously and shown
in Fig. 4.4, Q takes the form
Qjn,jn+1an,an+2 = Â
an+1
L[n]an,anB
[n]jn
an,an+1B
[n+1]jn+1
an+1,an+2 . (4.28)
So in essence we have made convenient use of the Schmidt decom-
position at either side of the sites in questions and reduced our wave
function to the coefficients Q to which we can apply a two-site unit-
ary operator as easily as it was in the single site case. This will be the
second step in the algorithm, so that the transformed wave function
has coefficients Q˜ that read
Q˜jn,jn+1an,an+2 = Â
j0n,j0n+1
Ujn,jn+1j0n,j0n+1Q
j0n,j0n+1
an,an+2 . (4.29)
In order to return to a canonical form of the MPS, we then have
to extract the new, transformed tensors L˜[n+1], B˜[n] and B˜[n+1]. For
that matter, we ‘reshape’ the rank-4 tensor Q˜ into a dcn ⇥ dcn+2
dimensional matrix Q˜jnan,jn+1an+2 . Due to the orthonormality of the
bases {|aniL ⌦ |jni} and {|jn+1i ⌦ |an+2iR}, it is natural to decom-
pose Q˜jnan,jn+1an+2 using an SVD into
Q˜jnan,jn+1an+2 = Â
an+1
A˜[n]jnan,an+1L˜
[n+1]
an+1,an+1 B˜
[n+1]
an+1,jn+1an+2 , (4.30)
where A˜[n],B˜[n+1] are isometries and L˜[n+1] is a diagonal matrix. By
choosing to write the obtained matrices as A and B, we have sug-
gested that the wave function obtained after the SVD be in mixed
canonical form. This is indeed the case, as the SVD yields the first
step of a Schmidt decomposition (2.22) of the wave function between
sites n and n + 1, where the isometry A˜[n] relates the new Schmidt
states |an+1iL to the combined bases |aniL ⌦ |jni. In fact this is pre-
cisely a step (see (4.7)) in our previous decomposition of a general
state, where the obtained MPS was in left canonical form. Analog-
ously, the same holds for B˜[n+1] and the Schmidt states on the right.
Therefore, the diagonal matrix L˜[n+1] contains precisely the Schmidt
values of the transformed state. Finally, we need to reshape the ob-
tained matrices into the usual rank-3 tensors and recover the correct
canonical form by
B˜[n]jnan,an+1 = (L
[n]) 1an,an A˜
[n]
jnan,an+1L˜
[n+1]
an+1an+1 and
B˜[n+1]jn+1an+1,an+2 = B˜
[n+1]
an+1,jn+1an+2 .
(4.31)
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So after the unitary two-site update, we have obtained a MPS that
is still in canonical form. However the entanglement at the updated
bond between sites n and n + 1 has changed and the bond dimen-
sion increased to dc. As such, the information we keep about a wave
function would increase exponentially with every unitary update. To
overcome this problem, we approximate the state by only keeping the
largest Schmidt values, often a fixed number cmax, as previously dis-
cussed. As a consequence this limits the dimension of the MPS and
the tensors B, which have a dimension of at most cmax ⇥ d ⇥ cmax.
As long as the truncated weight is small, the normalisation condi-
tions for the canonical form will be fulfilled to a good approximation.
The normalisation of the wave function is ensured by dividing by the
norm after truncation, i. e. by N =
q
Âjn,jn+1,an,an+2 |Qjn,jn+1an,an+2 |2.
In the case of an imaginary time evolution of the state, the operator
U is not unitary and thus it does not conserve the canonical form.
However, the successive application of the SVD proved to assure a re-
latively good approximation as long as the time step is small enough.
A possible way to obtain accurate results is to reduce the step size
successively [82]. In terms of numerical performance we note that the
simulation cost of this algorithm scales as d3c3max, where the SVD
is the most time consuming part. Should the applied Hamiltonian
contain any symmetries, one can considerably speed up the calcula-
tion exploiting the block diagonal structure of Qjnan,jn+1an+2 , similar
to Sec. 2.4. In this case the SVD can be performed for each block
individually yielding a considerable speed up to the algorithm. For
implementations, see [82].
4.4 density matrix renormalisation group
Real time evolution of a particular initial state is at the center of this
thesis, however for some part finding the ground state is also relev-
ant. As previously mentioned this can in theory be achieved with an
imaginary time evolution, but in practice this is rather slow. We used
the DMRG procedure in the context of MPS instead. While historic-
ally this was invented first, has much wider applications and implica-
tions, we will only devote a small section to it, proportionally to how
much it has been applied in this thesis. For a more in depth review,
we refer to the excellent publication of [166].
The DMRG algorithm in the language of MPS relies on the refor-
mulation of the Hamiltonian as a matrix product operator (MPO). It
is a natural generalisation of a MPS to the space of operators, given
by
O = Â
j1,...,jN
Â
j01,...,j0N
vLW [1]j1,j
0
1W [2]j2,h
0
2 . . .
. . .W [N]jN ,j
0
NvR |j1, . . . , jNi hj01, . . . , j0N | ,
(4.32)
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Figure 4.8: a) An operator O acting on the entire chain expressed as a MPO.
This representation is exact and as long as O contains only short
range interactions, the dimension D of the virtual g bond is small.
b) An MPO acting on a MPS in right canonical form. The virtual
bond dimension of the MPS usually increases after such an up-
date.
where W [n]jn,j0n are D⇥D matrices with virtual bonds g, and |jni , |j0ni
represent the local basis states at site n, similar to the MPS case. Again,
we terminate the TN by some left and right vectors vL and vR. This
new kind of tensor network is illustrated in Fig. 4.8, where we also
demonstrate that it can be efficiently applied to a state in MPS form.
Another great advantage of the MPO is that all local Hamiltonians
with only short range interactions can be represented exactly via an
MPO with only small dimension D. A widely used Hamiltonian in
this thesis is the anisotropic Heisenberg (XXZ) chain in the presence
of a field hn that can vary from site to site. We will introduce this
Hamiltonian at a later stage again, but it takes the form
HXXZ =Â
n
 
SxnS
x
n+1 + S
y
nS
y
n+1 + DS
z
nS
z
n+1
 
+Â
n
hnSzn. (4.33)
Here San with a = x, y, z is the a component of the spin operator ~S
at site n. D is some anisotropy parameter that corresponds to inter-
particle interaction in the fermion picture. Fully expressed as a tensor
product, the Hamiltonian would take the following rather large form:
H = Sx ⌦ Sx ⌦ 1⌦ · · ·⌦ 1+ 1⌦ Sx ⌦ Sx ⌦ · · ·⌦ 1+ . . .
+ Sy ⌦ Sy ⌦ 1⌦ · · ·⌦ 1+ 1⌦ Sy ⌦ Sy ⌦ · · ·⌦ 1+ . . .
+ DSz ⌦ Sz ⌦ 1⌦ · · ·⌦ 1+ . . .
+ h1Sz ⌦ 1⌦ 1⌦ · · ·⌦ 1+ . . .
(4.34)
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The corresponding exact MPO only has dimension D = 5 and takes
the form
W [n] =
0BBBBBBB@
1 Sx Sy Sz hnSz
0 0 0 0 Sx
0 0 0 0 Sy
0 0 0 0 DSz
0 0 0 0 1
1CCCCCCCA , (4.35)
where the entries of this matrix are themselves matrices that act in
the space of |jni on site n and
vL = (1, 0, 0, 0, 0), vR = (0, 0, 0, 0, 1)T. (4.36)
It is remarkable that by multiplying these matrices (and taking tensor
products of the operator entries) according to (4.32), one finds that
they exactly give the Hamiltonian as written in (4.33). Further details,
especially on how to formulate more complicated Hamiltonians, can
be found in [119]. We are now in a position to schematically describe
the process of the DMRG algorithm, as depicted in Fig. 4.9.
Very similar to TEBD, we require that at each step the state be
represented by a MPS. We then variationally optimise pairs of neigh-
bouring sites to minimise the ground state energy hy|H |yi while
keeping the rest of the chain fixed.
As previously defined in (4.28), we describe the wave function
|yi with the two-site tensor Qjn,jn+1an,an+2 . We then require to project the
Hamiltonian into the space spanned by the usual basis set {|aniL ⌦
|jni ⌦ |jn+1i ⌦ |an+2iR}, i. e. obtain an effective Hamiltonian Heff that
acts on y˜ = Â Q˜jn,jn+1an,an+2 |anjn jn+1an+2i (assuming implicit summation)
and then aim to minimise E = hy˜|Heff |y˜i. We recall from Fig. 4.4c
that the product of A[1]A[2] . . . A[n 1] gives exactly the mapping from
the physical space |j1 j2 . . . j+ n  1i to |aniL and likewise for the B0s
that map to |an+1iR. Therefore, Heff is given by the contracted net-
work as shown in Fig. 4.9b.
Often the contractions to the left and right of sites n and n + 1
are called ‘environments’ and are labelled L[n] and R[n+1] respectively.
Each environment has three open indices, namely the MPO bond
index g, and the two virtual bond indices an and a¯n of the bra and ket
MPS. Similar to the TEBD algorithm, we can group the indices in Heff
as well as Q and view the construct as the well-known combination of
an operator matrix multiplying a state vector. Minimising the energy
means therefore finding the ground-state ‘vector’ Q˜ of Heff. This can
be done by ED, however since this minimisation step is the most
costly in the DMRG algorithm, and we really only need the ground
state, it makes sense to employ an iterative procedure such as the
Lanczos algorithm [107].
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Figure 4.9: a) The energy E = hy|H|yi given for a MPS in mixed canonical
form and the Hamiltonian written as a MPO. As explained in
the main text, we contract the (yellow) parts to the left of site n
and to the right of site n+ 1 to form the environments L[n] and
R[n+1] respectively. b) The effective Hamiltonian with respect to
which we seek to optimise the two-site wave function Q on sites
n and n+ 1. It is the MPO projected onto the basis {|aniL⌦ |jni⌦
|jn+1i ⌦ |an+2iR}. c) An update step in DMRG is very similar to
TEBD. The main difference lies in step (ii), where we obtain the
updated wave function Q˜ by minimising the energy with respect
to Heff. After this update, we repeat the process for a pair of sites
to the right or left.
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The newly obtained Q˜ can be viewed similar to the obtained wave
function after one Trotter step. We therefore also split the new Q˜ us-
ing an SVD and again need to truncate to some maximal virtual bond
dimension cmax. At this point, we have an improved ‘guess’ for the
tensors A˜[n],L˜[n+1] and B˜[n+1] with the center of the mixed canonical
form moved one site to the right, at which point we move on to the
next bond. We note that depending on which direction we move to
(right or left), we need to reshape the tensors into the correct canon-
ical form. This ‘sweeping’ procedure is performed until the change in
ground state energy E is smaller than some desired threshold.
4.5 open systems
So far we have been concerned with finding the ground state or
time-evolving a single pure state out-of-equilibrium. Historically this
has posed already much of a challenge and in many cases TN were
the first method to break through the surface of what seemed to be
simply unsolvable problems. That being said, we have already stated
at length that there are many issues present in TN techniques as well.
One is certainly that we have (at worst) a linear build-up of entan-
glement in time in an out-of-equilibrium quantum state that trans-
lates itself into an (at worst) exponential increase in required bond
dimension cmax to describe the state properly. Similar problems arise
in finite temperature calculations, a possible extension which we have
not discussed yet.
A second issue which has not been covered so far concerns dissip-
ative or open systems, where we are not studying a closed system
under unitary Hamiltonian dynamics, but an open quantum system.
As discussed in Sec. 2.1.4, if the dynamics are Markovian, not always
a trivial assumption, then the most general form of the dynamics
is given by the Lindblad master equation (2.14). In this section we
want to explain the alterations that need to be made to the existing
algorithm in order to accommodate for open dissipative systems.
While there are other methods known to simulate driven/dissip-
ative dynamics such as the method of quantum trajectories [45], we
will apply a so-called superoperator formalism [133, 148, 214]. The
superoperator formalism makes maximal reusage of pure state TEBD
possible as it simply encodes the density matrix (needed to describe
mixed states and therefore open systems) as a (super-)vector. Since
the Lindbladt master equation is a linear equation we are able to en-
code every term in that equation as superoperator acting on a super-
ket. A simple example of the superoperator formalism follows. Let us
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examine the product of matrices A and r, a term we would encounter
e. g. in the Lindblad equation:
A =
 
a11 a12
a21 a22
!
and r =
 
r11 r12
r21 r22
!
. (4.37)
The resulting matrix Ar takes the form of
Ar =
 
a11r11 + a12r21 a11r12 + a12r22
a21r11 + a22r21 a21r12 + a22r22
!
. (4.38)
Writing the resulting matrix Ar simply as a column vector, we notice
that we could have achieved a similar result by the following matrix-
vector multiplication:
A˜r =
0BBBB@
a11r11 + a12r21
a21r11 + a22r21
a11r12 + a12r22
a21r12 + a22r22
1CCCCA =
0BBBB@
a11 a12 0 0
a21 a22 0 0
0 0 a11 a12
0 0 a21 a22
1CCCCA
0BBBB@
r11
r21
r12
r22
1CCCCA
= A# |ri# .
(4.39)
The # denotes that density matrix r and the operator A have been
promoted to a superoperator A# and a superket |ri#. In this spirit we
are able to rewrite (2.14) as
d
dt
|ri# = A# |ri# , (4.40)
and thus can formulate a time-evolution operator U(t). In order to
utilise the TEBD algorithm, we further require that the Liouville op-
erator L decomposes into terms involving at most two contiguous
sites, i. e.
L [r] =Â
j
Lj,j+1 [r] . (4.41)
We note that in the above example, for the sake of simplicity, we
kept the expansion of r to the Euclidean basis, which is spanned by
the four matrices with a single unit entry at the respective position.
This is equivalent to writing the matrix as a simple column vector.
In order to represent complex matrices, such as the density operator,
we require a basis set to span the vector space of complex Hermitian
matrices.
The Pauli matrices (2.17) introduced in Sec. 2.2 are the ideal choice
for this. Together with the identity they span the vector space of 2⇥ 2
Hermitian matrices. In this space, the scalar product of two matrices
A and B is denoted by hA|Bi := Tr(A†B). The expansion coefficients
(and thus the entries of the superket |yi#) are as usual obtained via
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ci = hsi|Ai, where A is an arbitrary operator which we seek to ex-
pand in the Pauli basis. Consequently, we can express any Hermitian
operator A as
A =Â
i
hsi|Ai si. (4.42)
At this point we are able to apply the above in order to simu-
late an open system via for example the Lindblad equation with
the TEBD algorithm. We note again that non-unitary time-evolution
does not preserve the canonical form such that truncation may not
be optimal. This can be circumvented by re-orthogonalising the state.
For small enough time-step, and when approaching a steady-state
(similar to imaginary time TEBD) the introduced error may however
be kept small. Since (2.14) is a linear equation, thus only involves
products of Ar and rA (everything else can be brought into this
form), we can write the time-evolution (not necessarily unitary) as
U(dt) = exp
 
A#dt
 
. We therefore only need to work out the coeffi-
cients of the (here 4⇥ 4) matrix A#i,j. Let us use h = Ar as an example.
We will not omit hats in this case to make the distinction from coef-
ficients clearer. We can expand this general Hermitian operator hˆ in
terms of the Pauli basis:
hˆ = Aˆrˆ =Â
i
disˆi. (4.43)
Generally our state evolves from rˆ ! Aˆrˆ, where we can also expand
the unevolved state, i. e. write:
rˆ =Â
j
cjsˆj. (4.44)
Given that Tr
 
sˆisˆj
 
= 2dij, we get that
Tr
 
sˆjhˆ
 
= Tr
 
Â
i
disˆjsˆi
!
=Â
i
di2dij. (4.45)
From this we can deduce that
di =
1
2
Tr (sˆihˆ) =
1
2
Tr
 
Â
j
sˆicj Aˆsˆj
!
=
1
2Âj
cj Tr
 
sˆi Aˆsˆj
 | {z }
=Aˆ#ij
. (4.46)
Similar derivations show that:
1. rˆAˆ ! (Aˆ#ij)>
2. Aˆ†rˆ! (Aˆ#ij)†
3. rˆAˆ† ! (Aˆ#ij)⇤.
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This concludes the necessary changes one needs to make in order
to accommodate for density matrix time-evolution. To reiterate, we
take our desired Lindblad equation (2.14) with corresponding nearest-
neighbour Lindbladian (4.41) and derive the corresponding superop-
erator A# via (4.46). We then perform the time-evolution with the
TEBD algorithm using U(dt).
We note that there is one important distinction to pure state MPS
techniques. When performing a Schmidt decomposition of the su-
perket |yi#, the Schmidt values L[n] are a measure not of the en-
tanglement, but the amount of correlations between the two subsys-
tems [214] or operator space entanglement [148].

Part II
QUANTUM QUENCHES IN COLD ATOM
SYSTEMS

5
NON- INTERACT ING TRAP JUMP
In this chapter, we consider a global quantum quench applied to a
one-dimensional system of spinless, non-interacting fermions in a
potential consisting of a strong optical lattice, a harmonic trap, and
sometimes also uncorrelated site disorder [174]. The term quench,
which we will precisely define below, refers to the abrupt change
of the system at a certain point in time. A more commonly known
form of quenching occurs in material sciences, where rapid cooling
of a workpiece in water, oil or air is employed to obtain certain ma-
terial properties. This question is theoretically interesting because it
concerns a quantum system relaxing under the influence of bulk but
inhomogeneous forces. It is also of interest because of its direct relev-
ance to experiment: indeed, reports of experiments exhibiting two or
even all three of these ingredients (lattice, trap, disorder) may already
be found in the literature [29, 41, 83, 96, 118, 172, 199].
The quench protocol consists of letting the system equilibrate, and
then, at the moment of the quench, suddenly displacing the centre of
the harmonic trapping potential from its initial position by Dj lattice
sites. Such quenches were first studied experimentally over a dec-
ade ago [122, 136, 141]. We investigate the representation of the pre-
quench state in the post-quench eigenbasis, which is the initial con-
dition for all subsequent time-evolution. We also analyse how that
time-evolution affects the values of observables such as the moments
of the fermions’ spatial density profile.
Since our fermions are non-interacting, the population of each post-
quench single-particle eigenstate is a constant of motion, and the sys-
tem is trivially integrable. Nonetheless, as we change the trap-jump
distance Dj and the strength of the disorder W we observe consider-
able variation in the timescales on which different observables relax
to their time-averaged values, and in the extent to which those time-
averaged values agree with equilibrium predictions.
The plan of the remainder of this chapter is as follows. In Sec. 5.1,
we introduce the model and discuss the quench protocol. In Sec. 5.2,
we then present the zero hopping case (J = 0) as the simplest ver-
sion of the model in order to build some physical intuition for the
system and its quench dynamics. In Sec. 5.3, we analyse the exper-
imentally relevant case with hopping. In particular we analyse the
post-quench eigenfunctions, which will play a crucial role in the sys-
tem’s dynamics (see 5.3.1), and the representation of the pre-quench
state in the post-quench basis — the initial condition for the post-
quench time-evolution — for a range of trap-jump sizes Dj (see 5.3.3).
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Sec. 5.4 provides an analysis of the time-evolution of the moments of
the density and investigates the short and long time properties of the
density itself. We also include the influence of disorder on the dynam-
ics, elucidating the competition between the two forms of localisation
in the system. We conclude with Sec. 5.5, in which we briefly summar-
ise our results, and also discuss further planned and already realised
research, particularly the focus on the addition of inter-particle inter-
actions.
5.1 model and quench protocol
We consider spinless fermions moving in one dimension on a lattice
of L sites with open boundary conditions. The Hamiltonian reads
Hˆi =  J
L 1
Â
j=1
⇣
c†j cj+1 + c
†
j+1cj
⌘
+
L
Â
j=1

1
2
ka2 (j  j0)2 + ej
 
c†j cj. (5.1)
Here the operator c†j creates a fermion on site j, and J is the hopping
matrix element between neighbouring sites. The on-site energy con-
sists of a harmonic trapping potential of spring constant k centred
at j0 plus additional uncorrelated on-site disorder taken from a uni-
form box distribution: ej 2 [ W,W]. For convenience we shall hence-
forth set both h¯ and the lattice constant a to unity. We find the single-
particle eigenstates {ak} of Hˆi and populate the lowest N of them to
obtain the initial ground state of the N-fermion problem. Alternat-
ively we can choose a chemical potential µ and populate all single-
particle eigenstates for which the eigenenergy E(i)k is smaller than µ.
In this chapter, we study the non-equilibrium dynamics of this
model that arise from a particular spatially inhomogeneous global
quench. At time t = 0 the centre of the harmonic trapping potential
is displaced from site j0 to site j1, while the disorder potential is left
unchanged. Thus the post-quench Hamiltonian Hˆ is exactly the same
as (5.1) but with j0 ! j1. This Hamiltonian has a set of single-particle
eigenstates {bk} with eigenenergies Ek. We define the ‘jump size’ Dj
as |j1   j0|.
The subsequent time-evolution of the many-body state of the sys-
tem can be understood as a dephasing of the contributions of the in-
dividual post-quench eigenstates, due to their different eigenenergies.
The pre-quench state, represented in the post-quench basis, serves as
the initial condition for this time-evolution. In the coming sections,
we study further the nature of this initial condition, and of the sub-
sequent time-evolution of physical observables such as the centre-of-
mass of the atom cloud.
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Figure 5.1: Left panel: An illustration of the disorder-broadening of the
single-particle energy levels of a finite-size system. Possible level
crossings as a function of W˜ and µ˜, which are scaled by the
harmonic trapping potential for clarity, lie on parabolic curves
showing the critical disorder strength at which neighbouring
(black solid line), second-neighbour (black dashed line), third-
neighbour (black dotted line), etc. levels can cross. Right pan-
els: The disorder-averaged density profile for three different dis-
order strengths. Parameters: number of lattice sites L = 241; trap
spring constant k = 0.0025; hopping integral J = 0; trap centre
j0 = 121.
5.2 the zero-hopping case
By far the simplest case arises when the hopping matrix element
between neighbouring sites is zero, i. e. when J = 0. The system
is now not only trivially integrable, but in fact trivially diagonal as
without any hopping, the pre- and post-quench eigenfunctions can be
chosen to be eigenfunctions of position. This means that the values of
the on-site potential in (5.1) are the eigenenergies E. However, in or-
der to connect smoothly to the J 6= 0 case, we instead take the excited
states to be bonding and antibonding superpositions of the pair of
parity-related degenerate position eigenstates. We now explore what
cases can arise when altering the remaining parameters, the disorder
strengths W, the chemical potential µ and the jump size Dj.
5.2.1 Pre-quench density
Without disorder, the ground-state density will be a simple block
of fermions occupying all sites whose energy level is below the chem-
ical potential. This will be the case even for finite disorder as long as
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Figure 5.2: An illustration of the different qualitative forms of the post-
quench occupation function in the absence of hopping (J = 0),
for different jump sizes Dj, scaled chemical potentials µ˜ ⌘
2µ/ka2, and scaled disorder strengths, W˜ = 2W/ka2. (a) The pre-
and post-quench trapping potentials. In the absence of hopping
and with no disorder, this is also a graph of the eigenvalues of
the pre- and post-quench Hamiltonians. The black line denotes
the chemical potential µ˜. (b) The post-quench occupation func-
tion after a small trap-jump, as a function of eigenstate quantum
number k. (c) The same as (b), but with moderate disorder. The
deviation from half-unit values is mainly because changing the
disorder at fixed chemical potential changes the total particle
number. (d) The same as (c), but with a choice of W˜ and µ˜
that restores the original particle number N. Note that there are
still residual deviations from half-unit values. (e) The occupation
function in the case of very large W˜. (f)-(j) As panels (a)-(e), but
for a larger jump size, Dj = 10. Parameters: number of lattice
sites L = 241; trap spring constant k = 0.0025; hopping integral
J = 0; pre-quench trap centre j0 = 121. Each disorder-average in
this chapter is performed over 10000 disorder realisations, unless
mentioned otherwise.
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the disorder is not able to bring an energy level above the chemical
potential (see Fig. 5.1c). The left panel of Fig. 5.1 visualises how dis-
order can broaden the discrete energy levels of the harmonic trap. It
permits us to determine possible level crossings and level occupations
for given values of the chemical potential µ and the disorder strength
W. The parabolic curves show the disorder strength at which neigh-
bouring (next-neighbour, etc.) levels first cross. However, the only line
of relevance in the continuum case is in fact the line W = µ, which
denotes the broadening of (what was in the clean case) the single-
particle ground state. This divides the (W, µ) parameter space into
two distinct regions.
The right panels illustrate the qualitative difference in the form of
the ground-state density between these two regions. Panel (a) shows
a case where W   µ. Here all lattice sites are occupied with roughly
equal probabilities, though the breaking of particle-hole symmetry
due to the trapping potential is still visible. Panel (c) shows a con-
trasting case where W ⌧ µ. Here the spatial density profile has a
‘top hat’ form. Panel (b) shows the density at the point W = µ: here
the average occupation of (what was in the clean case) the lowest
energy site is just about to deviate from unity.
5.2.2 The post-quench occupation function without hopping
Without hopping there will be no dynamics. Our considered quench,
displacing the trap, therefore merely changes the energies of the oc-
cupied sites with no effect on the dynamics ‘post-quench’. Here, we
want to investigate the so-called post-quench occupation nonetheless,
as it will predict and explain many of the structures we will see in
the hopping case later, where the post-quench occupation becomes
very important. Thus if we want to determine the time-evolution of
the system for times t > 0, we need to know the state at time t = 0,
i. e. we need to represent the pre-quench state in the post-quench
basis. This will consist of a superposition of many different Slater
determinants, each corresponding to a different assignment of the N
fermions to the L post-quench single-particle eigenstates. A simple
function that captures its essence, however, is the expectation value
of the occupation of each post-quench single-particle eigenstate, n(b)k .
Here k = 1, 2, . . . , L labels the post-quench single-particle eigenfunc-
tions.
In order to determine n(b)k we express the pre-quench ground state
|y(N)0 i for N particles as,
|y(N)0 i = a†Na†N 1 . . . a†2a†1|0i, (5.2)
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where the operator a†k creates a fermion in pre-quench single-particle
eigenstate ak, and |0i is the fermionic vacuum. The post-quench oc-
cupation function is then defined as,
n(b)k ⌘ hy(N)0 |b†kbk|y(N)0 i =
N
Â
q=1
  Oqk (Dj)  2 , (5.3)
where b†k creates a fermion in post-quench single-particle eigenstate
bk, and the overlap matrix Oqk(Dj) is defined as,
Oqk(Dj) ⌘ haq|bki. (5.4)
Since there is a one-to-one mapping between the eigenstate quantum
numbers k and the eigenenergies Ek, we may equivalently represent
the occupation function as n(E), which we sample at the points E =
Ek.
A careful analysis of Fig. 5.1 is necessary to understand the occupa-
tion function obtained in the J = 0 quench problem, some examples
of which are shown in Fig. 5.2. Due to the lack of hopping, in a single
disorder realisation the density can only take the values 0 or 1. The
same is true of the occupation function — except in the clean case,
where our choice of bonding and antibonding forms of the eigen-
states allows also a value of 1/2. The disorder-averaging, of course,
permits other values to emerge as weighted averages of these.
In panels (a) and (f) we visualise the quench protocol by showing
the diagonal matrix elements (which for zero hopping are also the ei-
genvalues) of Hˆi and Hˆ. The translation of the trap explains the shape
of the disorder-free occupation function for the different jump sizes
in panels (b) and (g). These are in the case W ⌧ µ, so the real-space
pre-quench density is of top-hat form, i. e. just one continuous block
of occupied sites. Where the two sites corresponding to a degener-
ate pair of post-quench eigenstates both exist within that block, those
states get occupation 1; where only one of the sites overlaps with the
original density profile, they get occupation 1/2; and where both sites
lie outside the block, they get occupation 0.
Adding disorder to the system allows the levels to cross, and also
leads, for a fixed chemical potential, to a change of the total particle
number. This means that disorder distorts the clean post-quench dis-
tribution function in two qualitatively different ways. These are shown
separately in panels (c), (d), (h), and (i).
Panels (c) and (h) show the occupation function when µ and W are
chosen so as not to mix any neighbouring levels (i. e. below the thick
black parabola in Fig. 5.1). However, different disorder realisations
may still push the highest occupied level through the chemical poten-
tial, resulting in an average total particle number that is non-integer.
In panels (d) and (i) the disorder is strengthened, but the chemical
potential is also raised. This results in the opposite situation: now
the disorder cannot empty a previously occupied state, but there is
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on the other hand a strong possibility of the lower levels being per-
muted. Since the energy-level permutation is more likely at lower en-
ergies, the departure from the clean behaviour is asymmetric, unlike
in panels (c) and (h).
Lastly, we have included the case of very strong disorder, for com-
parison with Fig. 5.5.
5.3 the hopping case
In the following we want to discuss the experimentally more relevant
case where J 6= 0. The pre- and post-quench eigenfunctions are now
not limited to single sites as a particle can lower its energy by spread-
ing according to the kinetic term in (5.1). Since we are studying a
non-interacting model, the occupation of the post-quench eigenstates
cannot be altered via scattering. In other words, the occupation of the
post-quench eigenstates is the system’s initial condition that prevails
to infinite times and prevents the system trivially from thermalising.
Therefore, the postquench eigenfunctions (see 5.3.1) and their occu-
pancy (see 5.3.3) are the central quantities we want to discuss in the
non-interacting case.
5.3.1 Post-quench single-particle eigenstates
Fig. 5.3 shows some of the post-quench single-particle eigenstates,
obtained by numerical exact diagonalisation 1. The nature of these
eigenstates was first discussed in [87, 152]; here we briefly summarise
their properties.
In the clean case, and in the absence of the harmonic trap, i. e. when
k = W = 0, our model is just a tight-binding model with a band
dispersion E(k) =  2J cos k, where k is the wave number. In this limit
the density of states is only non-zero for |E|  2J, the region which
we call the band. We will use the terminology of the band, especially
‘top’ and ‘bottom’ to refer to E = ±2J respectively, even when k 6= 0.
We also consider only states in the lowest band, i. e. that any higher
band is far enough in energy to not play a role in the dynamics.
Adding a harmonic trap, i. e. setting k 6= 0, imposes a finite spatial
extent on the eigenfunctions. As discussed in [87], this may be de-
termined semiclassically by considering the orbit of a particle whose
total energy is given by E =  2J cos k+ kx2/2. For E < 2J, the orbit
has only the conventional classical turning points, where k = 0,
j = j1 ± jc, jc =
r
2E+ 4J
k
. (5.5)
1 In the cases where the exponentially small energy splitting between the symmetric
and antisymmetric eigenstates of the problem is beyond the resolution of our numer-
ical solver, we have ‘manually’ taken linear combinations of the results to produce
the correct symmetric and antisymmetric eigenstates
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Figure 5.3: Selected post-quench single-particle eigenfunctions, determined
by exact diagonalisation. Each eigenfunction is offset vertically
by its eigenenergy. The highest-lying eigenfunction is shown to-
gether with its almost degenerate partner. The outer parabola
shows the classical turning points as a function of energy while
the inner parabola shows the Bragg turning points. Upper panel:
clean case (W = 0). Lower panel: very weak disorder (W = 10 5).
Parameters: number of lattice sites L = 241; trap spring con-
stant k = 0.0025; hopping integral J = 1; post-quench trap centre
j1 = 121.
By contrast, for energies E   2J the orbit acquires in addition two
Bragg turning points, where k = ±p,
j = j1 ± jb, jb =
r
2E  4J
k
. (5.6)
Bragg reflection exponentially suppresses the wave function in the
region between the two Bragg turning points. We call this region
‘Bragg-forbidden’ and the states that exhibit such suppression ‘Bragg-
localised’. As can be seen in Fig. 5.3, these turning points provide a
good description of the spatial extent of the numerically determined
eigenfunctions.
How are these eigenstates affected by the addition of disorder? In
the clean (W = 0) case, the Hamiltonian H is symmetric under a
5.3 the hopping case 89
reflection about the trap centre j1. Hence each eigenstate is either
odd or even under such a reflection. For energies E well above 2J,
i. e. well into the Bragg-localised regime, each even eigenstate has an
odd partner with almost the same energy. These may be thought of
as bonding and anti-bonding combinations of a left Bragg-localised
and a right Bragg-localised state. In the E ! • limit, the energy
splitting between the bonding and anti-bonding states tends to zero,
and the left- and right-localised states become exact eigenstates of
the problem. But for any finite eigenenergy they are hybridised by a
non-zero tunnelling matrix element T,
T ⇡ e jb(E)/x(E), (5.7)
where the decay length x(E) is given approximately by
x(E) =   1
ln
 
E
2J  
r⇣
E
2J
⌘2   1! . (5.8)
The details of the derivation of (5.7) and (5.8) are discussed below
(see 5.3.2).
However, the introduction of very weak disorder, W ⇠ T, is suffi-
cient to suppress this hybridisation, thus making the left- and right-
localised states the true eigenstates of the problem. This phenomenon
is illustrated in Fig. 5.3. The two highest-energy eigenfunctions in
the upper panel are the hybridisation-split bonding and anti-bonding
states; the two highest-energy eigenfunctions in the lower panel are
the left- and right-localised states. The hybridisation between them
has been suppressed even though the disorder strength is more than
five orders of magnitude smaller than the bandwidth. This implies
that the post-quench time evolution is sensitively dependent on even
very weak disorder. Some examples of this will be shown in Sec. 5.4.
5.3.2 Hybridisation between Bragg-localised states
We now show in detail how to obtain an approximate form for the
matrix element T responsible for the hybridisation of left- and right-
Bragg-localised states. The calculation is similar in structure to that
of the hopping integral in a tight-binding model.
We first split the Hamiltonian into three parts,
H = Hkin +V0 +V1. (5.9)
Here Hkin is the lattice kinetic energy,
Hkin =  2J cos(k), (5.10)
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while the potential terms V0 and V1 are defined as follows,
V0(x) =
1
2
kx2Q( x),
V1(x) =
1
2
kx2Q(x),
(5.11)
whereQ(x) is the step function. HL ⌘ Hkin+V0 has only left-localised
eigenstates, while HR ⌘ Hkin + V1 has only right-localised ones. We
may thus calculate the hopping integral from the left- to the right-
localised states by introducing V1 as a perturbation to HL.
Following [87], we use a WKB approximation for the left-localised
eigenstate, i. e. an eigenstate of HL with eigenenergy E,
fL(x) ⇠ exp
0@i xZ
x0
k(x0)dx0
1A , (5.12)
where the wavenumber k(x) is the solution to the equation
 2J cos(k) +V0(x) = E, (5.13)
and x0 is an arbitrary reference point. We see that, for x > 0, k is in-
dependent of x. The calculation is not very sensitive to the structure
of fL(x) for x < 0, so we make the following rather crude approxim-
ation:
fL(x) =
8>>>>>>>>>>>><>>>>>>>>>>>>:
0 x   xc;
1p
xc(E)  xb(E) + x(E)
 xc < x   xb;
e x/x(E)p
xc(E)  xb(E) + x(E)
x >  xb.
(5.14)
Here xc(E) and xb(E) are respectively the classical and Bragg turning
points of the semiclassical orbit,
xc(E) =
r
2E+ 4J
k
, xb(E) =
r
2E  4J
k
, (5.15)
and x(E) is the decay length in the Bragg-forbidden region,
x(E) =   1
ln
 
E
2J  
r⇣
E
2J
⌘2   1! . (5.16)
Since the transformation x !  x transforms HL into HR, it follows
that the eigenstate of HR with energy E is given by fR(x) = fL( x).
The hopping integral is
T =
•Z
 •
f⇤L(x)V1(x) fR(x) dx. (5.17)
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This integral is dominated by the region in which fR(x) is constant;
hence
T ⇡ k
2
xc(E)Z
xb(E)
x2 e x/x(E)
xc(E)  xb(E) + x(E)dx. (5.18)
For large energies we can approximate this integral as
T(E) ⇡ k
2
[xb(E)]
2 exp
✓
  xb(E)
x(E)
◆
, (5.19)
which is the form quoted in (5.7).
5.3.3 Post-quench occupation function
We have already introduced and defined the post-quench occupation
function in Sec. 5.2.2. We now discuss it in the presence of hopping.
Since the fermions are still non-interacting, each n(b)k is a constant
of the motion. This trivially prevents the system from thermalising;
nonetheless, particular observables — e.g. the centre-of-mass of the
atom cloud — may still relax to their thermal equilibrium values.
In Fig. 5.4 we plot this post-quench occupation function for four
different jump sizes in the clean case. For comparison, we also show
the occupation function calculated in the continuum (see Sec. 5.3.4),
and the thermal occupation function for the same total energy and
particle number.
The post-quench occupation function exhibits a remarkable amount
of structure. Unlike the thermal distribution, it has a very steep slope
when departing from zero and unity. For a wide range of small jump-
sizes it also shows an almost linear structure around the Fermi energy
EF = 0 that has a plateau-like substructure.
The continuum approximation works better for small trap jumps
than for larger ones. The reason is that small jumps mainly occupy
low-lying single-particle eigenstates of the post-quench Hamiltonian.
These resemble the eigenstates of a continuum harmonic oscillator
[87]. Thus the ‘athermal’ structure of the occupation function in these
cases arises from the harmonic-oscillator nature of the eigenstates,
rather than from the influence of the lattice.
For larger jump sizes, where the quench populates the higher-lying
single-particle eigenstates, the continuum approximation becomes wo-
rse. In particular, for energies E   2J the true occupation function
and the continuum approximation to it disagree sharply. This is be-
cause, as we learned in Sec. 5.3.1, the single-particle eigenstates with
energies E   2J are (to use the terminology of [87]) Bragg-localised:
instead of extending between the two classical turning points, they
go only as far as the atom can propagate before being Bragg-reflected
from the optical lattice.
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Figure 5.4: The post-quench occupation function n(E) (purple; circles) for
four different jump sizes Dj. For comparison we also plot the
continuum result (black; solid line) and the result for a thermal
state with the same total energy and particle number (orange;
dashed line). For small Dj (panels (a) and (b)), the continuum
approximation is a good one. As soon as we start populating
states above E = 2J, i. e. Bragg localised states, the continuum
approximation fails (panels (c) and (d)). Parameters: number of
lattice sites L = 241; trap spring constant k = 0.0025; hopping
integral J = 1; chemical potential µ = 0; post-quench trap centre
j1 = 121; disorder strength W = 0.
5.3.4 Continuum approximation to the post-quench occupation function
In order to tell which features of the post-quench occupation function
are due to the structure of the underlying lattice and which, by con-
trast, are present also in a continuum treatment, we calculate the over-
lap Oqk(Dj) for harmonic oscillator wave functions in the continuum;
i. e. we compute the overlap of two harmonic oscillator eigenfunctions
corresponding to the trap potential, one of which is displaced with
respect to the other by Dj. Some results on this continuum limit have
already been obtained in [142].
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For convenience, we centre the two eigenfunctions respectively at
x = ±x0. The overlap is given by
Ocont.qk (x0) ⌘
•Z
 •
y⇤q (x+ x0)yk(x  x0) dx, (5.20)
where the normalised harmonic oscillator eigenfunction is given by
yk(x) =
1p
2kk!
p 1/4e x2/2Hk(x). (5.21)
Here Hk(x) denotes the kth (physicists’) Hermite polynomial, and we
have chosen units in which h¯ = m = w = 1. Using Eq. (7.377) in [71],
one finds,
Ocont.qk (x0) =
r
2ab!
2ba!
( 1)max(k q,0) e x20 xa b0 La bb (2x20), (5.22)
where a ⌘ max(k, q), b ⌘ min(k, q), and Lkn(x) are the associated
Laguerre polynomials.
To complete our derivation we must relate the continuum shift of
the eigenfunctions x0 to the displacement of the harmonic trap in
lattice units Dj. The natural length scale of the continuum quantum
harmonic oscillator is z = 1/
p
mw. For the lattice problem, we may
obtain expressions for m and w by Taylor-expanding the lattice kinetic
energy  2J cos k around k = 0. This gives for the effective mass,
m⇤ = 1
2J
, (5.23)
while the effective frequency is given by
w⇤ =
r
k
m⇤
=
p
2k J. (5.24)
The result is z = (2J/k)1/4. We thus find that 2x0 = Dj/z.
5.3.5 Post-quench occupation function with moderate disorder
We can further analyse what happens to the occupation function
when we introduce moderate disorder into the J 6= 0 system. (Here
‘moderate’ means a disorder strength high enough to do more than
just lift the degeneracy between neighbouring Bragg-localised states.)
The results of this analysis are shown in Fig. 5.5. In order to have
comparable results upon disorder averaging we have chosen a fixed
particle number N rather than a fixed chemical potential µ. We have
plotted the occupation function not as a function of energy, but rather
eigenstate quantum number k ordered by energy.
The results show that as the disorder becomes stronger, the trap
jump has an increasingly minor effect upon the post-quench occupa-
tion function. This is as expected, since the disorder profile, unlike
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Figure 5.5: The post-quench occupation function n(b)k in the presence of
hopping J and moderate disorder W. For convenience we have
picked a constant particle number N = 31. Parameters: number
of lattice sites L = 241; trap spring constant k = 0.0025; hopping
integral J = 1; pre-quench trap centre j0 = 115, post-quench trap
centre j1 = 121. Each disorder-average is performed over 10000
disorder realisations.
the trapping potential, is not displaced at the moment of the quench.
Furthermore we see that in the case of very strong disorder the oc-
cupation functions for the J = 0 model (see Fig. 5.2) and that for the
J 6= 0 model become qualitatively similar. This is again as it should
be, since the nearest-neighbour coherence
  ⌦Jc†i ci+1↵   ⇡ J2W for large
disorder.
5.4 time-evolution of experimental observables
The occupation function analysed in the previous section is the initial
condition for the post-quench time-evolution of the atom cloud. We
now turn to the question of how this initial condition translates into
the time-evolution of the cloud’s spatial density profile.
The density of atoms at lattice site j is given by the diagonal ele-
ments of the following equal-time Green’s function:
Cij(t) ⌘ hc†i (t)cj(t)i. (5.25)
With a little algebra (see 5.4.1), we may write this in terms of the
single-particle post-quench eigenfunctions and their eigenenergies.
This allows us to obtain the density profile at any time t > 0,
rj(t) =
N
Â
l=1
      LÂa=1Oale iEatyaj
     
2
. (5.26)
Here Ea is the eigenenergy of post-quench eigenstate ba, and yaj is its
(lattice) wave function.
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The contributions of single-particle eigenstates ba and bb to post-
quench observables dephase on a timescale tab ⇠ 1/(Ea  Eb). This is
largest for neighbouring energy levels, Ea and Ea+1. This dephasing
does not, of course, imply that the observables actually become time-
independent, even at long times. However, if we examine an observ-
able — such as the density profile — averaged over a time interval
tav,
r¯j(tav) ⌘ 1tav
tavZ
0
rj(t)dt, (5.27)
we find that this tends to a limiting form as tav ! •,
r¯j ⌘ lim
tav!•
 
r¯j(tav)
 
=
L
Â
a=1
na
  yaj  2 . (5.28)
Following Deutsch [53], we call r¯j the time-averaged density.
In the clean system (see Fig. 5.3, upper panel), the density profile of
every post-quench single-particle eigenstate is symmetric about the
post-quench trap centre j1. Hence the time-averaged density (5.28)
will be centred at j1 as well. However, because the eigenenergies of
the bonding and anti-bonding Bragg-localised states are very nearly
degenerate, the restoration of this symmetry about j = j1 occurs very
slowly. This is demonstrated in Fig. 5.6, where the cloud’s centre-of-
mass seemingly equilibrates at a position between the original trap
centre j0 and the new trap centre j1. In reality, though, a very slow
drift — not visible on experimental timescales — will eventually re-
store the centre-of-mass to j = j1 (see Fig. 5.9).
However, this symmetry-restoring drift ceases to occur as soon as
the disorder is able to disrupt the hybridisation between the left- and
right-localised states. As discussed above, this occurs for any W & T,
where T — given in (5.7) — is exponentially small in 2jb(E), the width
of the Bragg-forbidden region. Therefore, even for such weak dis-
order, the parity-breaking imposed by the initial conditions remains
visible in the infinite-time density profile (see Fig. 5.10). This is a loc-
alisation mechanism for the atom cloud which is conceptually quite
distinct from Anderson localisation.
As a diagnostic for this we define the jump efficiency h, which ex-
presses the post-quench displacement of the centre-of-mass as a frac-
tion of the jump size Dj. Fig. 5.11 shows a plot of the jump efficiency
as a function of jump size for various disorder strengths. This clearly
demonstrates the distinction between Bragg and Anderson localisa-
tion.
In the remainder of this section we will study two facets of the
post-quench density profile — its early-time behaviour and its time-
averaged value — in more detail. The early-time behaviour, analysed
in Sec. 5.4.2, is similar for the clean and weakly disordered cases. The
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time-averaged state, however, is not; therefore, we analyse the clean
case in Sec. 5.4.3, and then the disordered cases in Sec. 5.4.4.
5.4.1 The equal-time Green’s function
Before studying the dynamics in detail, we want to present the gen-
eral derivation of the form of the equal-time Green’s function (5.25).
This is useful for our purposes because its diagonal form gives the
density; but it is also useful for following work (see Ch. 6), calculat-
ing such quantities as the entanglement entropy [140].
Defining the following basis transformations,
cj = f⇤kjak,
cj = y⇤kjbk,
bk = Okqaq,
(5.29)
we can expand (5.25) to
Cij(t) = hy(N)0 |eiHtfkif⇤qja†kaqe iHt|y(N)0 i. (5.30)
(Here and in the rest of this chapter we use the Einstein convention
that repeated indices are summed over.) From Blaizot’s book [30]
(2.19) we get the following identity:
e
1
2 n˜Kn+l¯nnie 
1
2 n˜Kn l¯n =
2L
Â
j=1
⇣
e sK
⌘
ij
nj + ljsji
 
, (5.31)
where n˜ = nT =
 
a1, . . . , aL, a†1, . . . , a
†
L
 
, K is a 2L⇥ 2L matrix, and
s =
 
0L⇥L L⇥L
L⇥L 0L⇥L
!
.
In order to bring (5.30) into the form of (5.31), we write the Hamilto-
nian as:
H = wsb†sbs = wsO
⇤
sqOspa
†
qap ⌘ Hqpa†qap, (5.32)
where in the last step we have defined Hqp ⌘ wsO⇤sqOsp. It is con-
venient to choose K such that (K⇤)T = K⇤ =  K. To achieve this,
we symmetrise the Hamiltonian, making use of the anticommutation
properties of the fermionic operators:
eiHt = eiHqpa
†
qapt = eiHqp(
1
2 a
†
qap  12 apa†q+ 12 dqp)t. (5.33)
In this form we have e 12 n˜Kn with K =
 
0  iHt
iHt 0
!
and hence
obtain: e sK =
 
e iHt 0
0 eiHt
!
.
5.4 time-evolution of experimental observables 97
We now are in a position to apply (5.31) to (5.30), which leaves us
with the following equation:
Cij(t) = Akiqj
2L
Â
m,n
⇣
e sK
⌘
k+L,m
⇣
e sK
⌘
q,n
Qmn, (5.34)
where the matrix element Qmn is defined as follows:
Qmn = hy(N)0 |nmnn|y(N)0 i, (5.35)
and Akiqj = fkif⇤qj. The sums are restricted due to the shape of K
and the Fermi-energy, limiting when Qmn is non-zero. We therefore
obtain:
Cij(t) =
N
Â
m=1
L
Â
k=1
L
Â
q=1
fkif
⇤
qj
⇣
eiHt
⌘
km
⇣
e iHt
⌘
qm
(5.36)
As a final step we diagonalise the Hamiltonian by reversing (5.32) us-
ing (5.29) which allows us to transform the f’s and write the solution
in the following form:
Cij(t) =
L
Â
a,c=1
N
Â
m=1
OamO⇤cme i(wa wc)tyciy⇤aj. (5.37)
Setting i = j in this formula recovers the expression for the density
rj(t) given in (5.26).
5.4.2 Early-time behaviour
To characterise the time-evolution of the density (5.26) shortly after
the quench, we consider in particular two of its moments: the first
moment, x1, which corresponds to the atom cloud’s centre-of-mass;
and the third (standardised) moment, x3, which corresponds to its
skewness. These are defined respectively as
x1(t) ⌘ 1N
L
Â
j=1
j rj(t) (5.38)
and
x3(t) ⌘
1
N Âj (j  x1(t))3 rj(t)⇣
1
N Âj (j  x1(t))2 rj(t)
⌘3/2 . (5.39)
We plot them as functions of time in Fig. 5.6, for two different jump
sizes.
The dominant effect is clearly the oscillation of the centre-of-mass,
the frequency of which may be accurately predicted by a classical os-
cillator calculation using the band mass as the mass of the particle —
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Figure 5.6: (a) centre-of-mass x1 (purple curve with circles; left-hand scale)
and skewness x3 (orange dashed curve; right-hand scale) as
functions of time, for a quench with trap-jump size Dj = 10.
The centre-of-mass oscillates around the post-quench trap centre
(solid black line). (b) The same, but for a larger trap-jump size
Dj = 25. Again, the post-quench trap centre is indicated by the
solid black line; but now, even though there is no disorder, on ob-
servable time-scales the centre-of-mass instead oscillates around
a different point, between pre- and post-quench trap centres.
Parameters: number of lattice sites L = 241; trap spring constant
k = 0.0025; hopping integral J = 1; chemical potential µ = 0;
post-quench trap centre j1 = 120; disorder strength W = 0.
see (5.24). In this case, a spring constant of k = 0.0025 and a hopping
integral of J = 1 yield a frequency of f/J = 0.01125, which matches
the oscillation frequency of x1 in Fig. 5.6.
For the smaller jump size, this oscillation occurs about the post-
quench trap centre, j1, which is shown by the solid horizontal (black)
line. For the larger jump size, however, it appears to occur around
a different point, somewhere between j0 and j1. As discussed above,
this is because the quench with the larger jump size populates some
of the left Bragg-localised states, which on the timescales shown have
not yet tunneled across to their partners on the right.
The oscillations in the skewness are much smaller-scale than those
of the centre-of-mass. In Fig. 5.7, we elucidate their origin by plotting
the contributions of selected individual pre-quench single-particle ei-
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Figure 5.7: The density profile of the atom cloud at various times after
the quench (purple dashed curve), showing the contributions of
selected individual pre-quench single-particle eigenstates (solid
curves, various colours). The skewness oscillations are caused by
the mobile ‘bump’ in the profile, which lags behind the centre-of-
mass oscillations, and which appears to be due principally to the
highest-lying occupied eigenfunction fF(j). Parameters: number
of lattice sites L = 241; trap spring constant k = 0.0025; hopping
integral J = 1; chemical potential µ = 0; pre-quench trap centre
j0 = 106; post-quench trap centre j1 = 121; disorder strength
W = 0.
genfunctions to the overall density profile. This decomposition of the
density strongly suggests that the skewness oscillation is a finite-size
effect. This is supported by exact diagonalisation for larger values of
the chemical potential, which suggests that the skewness oscillations
are suppressed as N increases, and also by the solution of the fermi-
onic Gross-Pitaevskii equation [99], which suggests that they are ab-
sent in the continuum. Nonetheless, for typical experimental set-ups,
in which one may have N ⇠ 100 atoms per quasi-one-dimensional
tube, they may well be observable.
5.4.3 Time-averaged state (clean case)
In the complete absence of disorder, parity is eventually restored by
the dephasing of the Bragg-localised states, as all single-particle ei-
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Figure 5.8: The correspondence between the long-time part of the centre-of-
mass oscillations and the dephasing of nearly degenerate Bragg-
localised states. (a) The power spectrum of the centre-of-mass
oscillations of the atom cloud. (b) Energy differences of neigh-
bouring single-particle energy levels converted to frequencies
(horizontal axis) for a pair of single-particle states near energy E
(vertical axis). Insets: a zoomed-in version to very small frequen-
cies f/J of the same, showing the first two Bragg-localised states.
Note the excellent quantitative match between the frequency con-
tent of the upper and lower panels which share a common x-axis.
Parameters: number of lattice sites L = 241; trap spring constant
k = 0.0025; hopping integral J = 1; chemical potential µ = 0; pre-
quench trap centre j0 = 105; post-quench trap centre j1 = 121;
disorder strength W = 0.
genstates have densities symmetric about the post-quench trap centre.
However the timescale on which this occurs is extremely long. Thus
on experimentally relevant timescales the clean case is not actually
materially different from the weakly disordered one discussed be-
low. In both, for example, the centre-of-mass oscillates not about the
new centre of the trap, but about a point between the pre- and post-
quench trap centres (see Fig. 5.6). The question whether the centre-of-
mass reaches the new trap centre, and in particular the role of Bragg
localised states [152] and the existence of parity doublets [159], was
already raised following the original experiment [122].
As emphasised above, in the clean case all single-particle eigen-
states have densities symmetric about the post-quench trap centre,
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which means that the time-averaged density profile will have this
symmetry too. Therefore, we should be able to see in the power spec-
trum of the centre-of-mass oscillations the slow modes that restore
this symmetry at long times. As shown in Fig. 5.8, indeed we can.
Fig. 5.8a shows the frequencies present in the power spectrum, with
an inset concentrating on the low-frequency spectrum. Fig. 5.8b is a
histogram of the frequencies obtained from the gaps between neigh-
bouring post-quench single-particle energy levels. The quantitative
match between these graphs is striking. Furthermore, the oscillation
frequency calculated above ( f/J = 0.01125) provides an upper bound
to the frequency spectrum.
This analysis demonstrates how long a time scale one would need
to go to to see the atomic cloud oscillating about the new trap centre.
This time may be estimated as the dephasing time of the highest oc-
cupied Bragg-localised state, i. e.
tlong ⇡ 1/TF = ejb(EF)/x(EF), (5.40)
where EF denotes the eigenenergy of that state, and the functions
jb(E) and x(E) are defined in (5.6) and (5.8) respectively. This should
be compared with the time scale associated with the centre-of-mass
oscillations immediately after the quench, which is given by
tshort ⇡ 1/ f ⇤ = 2pp2k J . (5.41)
Only for times tav   tlong will a time-averaged density profile match
the symmetric prediction of (5.28).
While this time-averaged density has a centre-of-mass which clearly
matches the thermal equilibrium prediction, other moments of the
time-averaged and thermal profiles do not agree, as shown in Fig. 5.9.
Due to the reflection symmetry about j = j1, the centre-of-mass, the
skewness, and in fact all odd moments of the density do ‘thermalise’.
However, the same is not true for the even moments: even for small
trap jumps, the two densities are different. Related questions have
also been discussed for hard-core bosons [153].
In addition to the two densities obtained from the occupation func-
tions, we have plotted an average density over many consecutive time
steps at very large times. This underlines that (a) there is a long
period of time over which the density reaches a ‘finite-time-averaged’
state, where the in-band single-particle states have dephased but the
weakly-hybridised pairs of Bragg-localised states have not, and (b)
the true time-averaged density emerges only at significantly longer
times than used in this example.
5.4.4 Time-averaged state (disordered case)
Upon adding disorder to the system one can immediately see that the
clean case is very fragile with respects to parity symmetry breaking
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Figure 5.9: A comparison between three densities: the time-averaged dens-
ity calculated from expression (5.28) (‘time-averaged (infinite)’);
the time-average of consecutive densities at large but finite times
(‘time-averaged (finite)’) (similar to (5.27)); and the density of
a thermal equilibrium state with the same total energy and
number of atoms (‘thermal’). The finite average was taken at
Jt = 50000 for 1000 consecutive time steps separated by Dt = 1/J.
The vertical lines denote the position of the centre-of-mass for
the corresponding density. The time-averaged density does not
perfectly match the thermal prediction for any non-zero jump
size. For larger jump sizes (bottom), as the Bragg-localised states
are populated, the approach to the time-averaged state becomes
very slow. This happens because Bragg localisation generates a
very long time-scale (5.40), below which a time-average deviates
strongly from the infinite-time result. This is shown by the dis-
parity between the ‘time-averaged (finite)’ and ‘time-averaged
(infinite)’ curves in the lower panel. Parameters: number of lat-
tice sites L = 241; trap spring constant k = 0.0025; hopping in-
tegral J = 1; chemical potential µ = 0; disorder strength W = 0.
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Figure 5.10: Main panel: We compare the real-space time-averaged density
profile of the fermions without disorder (black curve with tri-
angles) and in the case of very weak disorder (orange curve
with squares) to the equilibrium prediction for a system with
the same number of particles and the same total energy (purple
curve with circles). Note that even the centre-of-mass of the
weakly disordered time-averaged profile (solid orange line)
does not coincide with the equilibrium or clean case predic-
tion (solid black line). Inset: The occupation function of the
post-quench states ordered by their energy in the weakly dis-
ordered (orange) and clean (black) cases. Note the occupation
of states with energies E > 2J: these states are Bragg-localised.
Parameters: number of lattice sites L = 241; trap spring con-
stant k = 0.0025; hopping integral J = 1; chemical potential
µ = 0; pre-quench trap centre j0 = 96; post-quench trap centre
j1 = 121; disorder strength W = {0, 10 5}.
of the trap. For large enough trap jumps, even when the disorder is
extremely weak, we find that the violation of parity present in the
initial conditions is now preserved in the infinite-time (t ! •) dens-
ity profile. This represents a dramatic failure to match the form pre-
dicted by equilibrium statistical mechanics (see Fig. 5.10). This is not
due to Anderson localisation. Rather, it is associated with the extreme
disorder-sensitivity of the Bragg-localised states in the upper part of
the single-particle spectrum. Weak disorder, provided that it is large
compared to the splitting between symmetric and anti-symmetric
Bragg-localised states, breaks the hybridisation of those states and
thus causes the time-averaged density to be significantly asymmetric
about the new trap centre.
The reason for asymmetry in case of arbitrary disorder strength
however is twofold. First, an arbitrarily weak disorder potential breaks
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the parity symmetry of the clean Hamiltonian. This has the conseque-
nce, for W & T (see (5.7) for definition of T), that the eigenstates be-
come localised on the left or the right of the trap. Second, as disorder
is made stronger, this effect extends to the delocalised states in the
centre of the trap, which may be attributed to Anderson localisation.
For clarity, it should be stated that Bragg localisation and Ander-
son localisation are conceptually quite distinct. While the latter is
defined as the absence of diffusion in the presence of randomness
(see Sec. 3.3), the former occurs in a setting here where such a defini-
tion is not natural, because the unbounded trap potential in any case
eventually prevents diffusion. A natural description of Bragg localisa-
tion is rather that there are high-lying eigenstates that are exponen-
tially localised on a shorter length-scale than the classically allowed
region set by the trap. While we use uncorrelated on-site disorder for
simplicity, any term in the Hamiltonian that breaks the parity sym-
metry, e.g. an Aubry-André (AA) potential, where ej ⌘ Wcos(2paj)
with a = 1+
p
5
2 [14] or even a non-integer post-quench trap position
j1, would yield analogous effects with respect to the effect attributed
to Bragg localisation.
The significance of the AA potential is that it facilitates experi-
mental setups significantly. As previously discussed, the current ex-
perimental advances surrounding quantum quenches and quantum
thermalisation are mostly realised in cold atom systems where it is
not easy to simulate uncorrelated disorder, and usually some sort
of correlation between on-site energies is present. However the AA
quasi-periodic potential (which can be considered a kind of correlated
disorder) exhibits a localisation-delocalisation transition. Moreover,
systems with this quasi-periodic potential can be more easily simu-
lated in an experimental setup [117, 167].
To quantify the influence of disorder, we define the ‘jump efficiency’
h as follows,
h ⌘ x
t!•
1   xt=01
Dj
. (5.42)
Here the pre-quench centre-of-mass position of the cloud, xt=01 , is
calculated from the pre-quench distribution; the time-averaged post-
quench centre-of-mass position, xt!•1 , is calculated from (5.28). Put
simply, this jump efficiency describes (as a number between 0 and 1)
how much of the way from the pre-quench trap centre to the post-
quench trap centre the atom-cloud moves.
Fig. 5.11 shows the jump efficiency as a function of jump size for
different disorder strengths. The most striking feature is that, even in
the limit where the jump size Dj ! 0, the jump efficiency does not
remain unity; rather, it has the form
hp ⌘ lim
Dj!0 [
h(Dj)] ⇡ 1  aW2. (5.43)
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Figure 5.11: The jump efficiency h as a function of the jump size Dj, for
various disorder strengths. This graph illustrates the qualitat-
ive distinction between Anderson and Bragg localisation. For
W = 0 the jump efficiency h is always unity. For the disordered
cases Bragg localisation appears in the form of a Dj-dependent
decrease in h. Inset: The jump efficiency h as a function of dis-
order strength W/J for a fixed jump size Dj = 1. Parameters:
number of lattice sites L = 241; trap spring constant k = 0.0025;
hopping integral J = 1; chemical potential µ = 0; post-quench
trap centre j1 = 121. Each disorder-average is performed over
10000 disorder realisations.
This may be understood as the development of a correlation between
(a) whether the disorder potential shifts the centre-of-mass of a par-
ticular post-quench eigenfunction to the left or to the right, and (b)
whether the post-quench occupation of that eigenfunction goes up
or down. Each of these effects is first-order in the disorder potential
V(x), but each by itself would average to zero. However, the devel-
opment of a correlation between them gives an effect of order W2
that survives the disorder average. Below (Sec. 5.4.5), we present a
toy calculation that displays this physics.
As the jump size is increased, the plateau in h(Dj) at some point
gives way to a decrease in the jump efficiency. This is because the
jump size is now large enough to populate some of the Bragg-localised
states of the post-quench trapping potential. As discussed above, these
are sensitive to even weak disorder, and once localised they effectively
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contribute almost nothing to the jump efficiency. Indeed, the shape of
the curves in Fig. 5.11 may be well approximated by the equation
h = fdhp, (5.44)
where fd is the fraction of the pre-quench atoms that are projected
into non-Bragg-localised states, and hp is the ‘plateau value’ of the
jump efficiency defined in (5.43). As previously stated, to obtain the
Bragg localisation effects visible in Fig. 5.11 we require only a parity-
breaking potential while features associated with Anderson localisa-
tion require randomness.
5.4.5 Jump efficiency
In this final section, we present a toy calculation that allows us to
understand the 1  aW˜2 dependence of the jump efficiency at small
jump sizes (see inset of Fig. 5.11). We define W˜ ⌘ W/J as the dimen-
sionless disorder strength.
It represents the pre-quench single-particle eigenfunctions by,
f+nj =
1p
2
 
dj,j0+n + dj,j0 n
 
,
f nj =
1p
2
 
dj,j0+n   dj,j0 n
 
.
(5.45)
We have denoted the symmetric and antisymmetric eigenfunctions
separately, while the quantum number n = 1, 2, 3, ... (we ignore the
n = 0 case). Essentially, this amounts to a cartoon of each harmonic
oscillator eigenfunction in the form of two peaks at its classical turn-
ing points, retaining the information about whether the function is
symmetric or antisymmetric. We thus obtain the densities:
|f+nj|2 = |f nj|2 =
1
2
 
dj,j0+n + dj,j0 n
 
. (5.46)
We need to occupy the symmetric and antisymmetric versions of N/2
eigenstates to get the correct particle number, i. e. we occupy the states
with 1 6 n 6 N/2, such that the total density becomes
rj =
N/2
Â
n=1
 
dj,j0 n + dj,j0+n
 
. (5.47)
This is a ‘block’ in real space, covering the region j0   N/2 6 j 6
j0 + N/2 (with a hole at j = j0, but this causes only a 1/N effect,
which we neglect).
Second, we assume that the post-quench eigenfunctions in the pres-
ence of disorder may similarly be approximated by,
y+nj =
s
1+ snW˜
2
dj,j1+n +
s
1  snW˜
2
dj,j1 n,
y nj =
s
1+ snW˜
2
dj,j1+n  
s
1  snW˜
2
dj,j1 n,
(5.48)
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where the random variable sn = ±1 is chosen independently for each
value of n to encode the presence of disorder. Note that for both the
pre- and post-quench eigenfunctions we have made the simplifying
assumption that the position of the classical turning points is propor-
tional to the energy of the eigenstate. This corresponds to choosing a
linear trapping potential rather than a quadratic one.
With the above choice of eigenfunctions we can determine x1,n, the
disorder-dependent centre-of-mass of post-quench eigenfunction n:
x1,n =Â
j
j|y+nj|2 =Â
j
j|y nj|2 = j1 + snnW˜, (5.49)
which is linear in W˜ and independent of the symmetry of the eigen-
function.
In order to determine the post-quench occupation function nb, we
first determine the overlap between a particular pair of pre- and post-
quench eigenfunctions:
OS0S1n0n1 ⌘Â
j
fS0n0 jy
S1
n1 j
=
q
1+ sn1W˜
2
 
dj0+n0,j1+n1 + S0dj0 n0,j1+n1
 
+
q
1  sn1W˜
2
S1
 
dj0+n0,j1 n1 + S0dj0 n0,j1 n1
 
.
(5.50)
Here S0, S1 2 { 1,+1} are the symmetries of the pre- and post-
quench eigenfunctions, and n0 and n1 are their quantum numbers.
Assuming without loss of generality that j1 > j0, the pure S0 term is
always zero, so that we obtain as squared overlap   OS0S1n0n1    2 = 1+ sn1W˜4 dj0+n0,j1+n1
+
1  sn1W˜
4
 
dj0+n0,j1 n1 + dj0 n0,j1 n1
 
.
(5.51)
The post-quench occupation function then takes the form
nS1n1 =
N/2
Â
n0=1
Â
S0=±1
✓
1+ sn1W˜
4
dj0+n0,j1+n1
+
1  sn1W˜
4
 
dj0+n0,j1 n1 + dj0 n0,j1 n1
 ◆
.
(5.52)
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Since n1 has to be positive, we obtain (D ⌘ j1   j0):
nS1n1 =
8>>>>>>>>>><>>>>>>>>>>:
1 n1  N/2  D;
1  sn1W˜
2
N/2  D < n1  N/2+ D;
0 otherwise.
(5.53)
Hence the post-quench centre-of-mass is
x1 =
2
N
L/2
Â
n1=1
 
j1 + sn1n1W˜
 
ns1n1
=
2
N
N/2 D
Â
n1=1
 
j1 + sn1n1W˜
 
+
2
N
N/2+D
Â
n1=N/2 D+1
 
j1 + sn1n1W˜
  ✓1  sn1W˜
2
◆
.
(5.54)
Upon disorder-averaging, any term containing an odd power of sn1
vanishes, while the average of any even power of sn1 is unity. Hence
x1 =
1
N

2j1
✓
N
2
  D
◆
+ j1 (2D)
 
 W˜
2
N
N/2+D
Â
n1=N/2 D+1
n1
= j1   DW˜2N + 1N
⇡ j1   DW˜2.
(5.55)
The jump efficiency is given by the difference between this post-
quench centre-of-mass and the pre-quench one in units of the jump
size:
h ⌘ x1   j0
D
⇡ D  DW˜
2
D
= 1  W˜2.
(5.56)
This is the qualitative behaviour that we observe for small jump sizes
in Fig. 5.11.
5.5 summary
In this chapter we have studied a particular type of relatively simple
quantum quench: a sudden trap displacement applied to a one-dimen-
sional system of non-interacting lattice fermions with disorder. The
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central theme of this chapter was to provide an understanding of how
confinement, lattice structure and disorder conspire to provide vari-
ous dynamical regimes to the coherent post-quench time evolution.
We discussed these questions using a number of relatively straight-
forward real-space observables.
Our main observation was that the disorder in this system has two
distinct localising effects: Anderson localisation, which occurs via the
same mechanism as in the untrapped system, and Bragg localisa-
tion, which arises from the presence in the single-particle spectrum
of the post-quench Hamiltonian of nearly degenerate bonding and
antibonding states that are spatially localised near the edges of the
trap.
As a result of Bragg localisation, the time-evolution of the density
profile of the clean system after a quench shows two regimes. In the
short-time regime, the dynamics are driven by the dephasing of the
‘in-band’ states (those with energies |E| < 2J), and look like collective
oscillations about a position which may not match that of the actual
post-quench trap centre. In the long-time regime, the dephasing of
the Bragg-localised states causes a slow drift of the centre-of-mass
from this position to the centre of the trap.
The role of disorder in the long-time evolution is very pronounced.
Since the splitting between the symmetric and antisymmetric com-
binations of the Bragg-localised states is exponentially suppressed
in their separation, extremely weak disorder can dominate over this
splitting, resulting in a time-averaged state which magnifies the weak
parity-breaking of the disorder potential into a macroscopic effect. In-
deed, for the system parameters we have studied, as seen in Fig. 5.11,
a disorder strength of less than a thousandth of the bandwidth of
the single-particle hopping band can reduce the jump efficiency by a
factor of more than two!
We have assumed throughout that the Bragg-localised level pairs
form a discrete spectrum, and in that sense all of this analysis is for a
finite-size system. This is the case for which experiments are perhaps
most likely to be realised initially. However, it is interesting to ask
what would happen if we took the thermodynamic limit. Then the
disorder potential would make one left-Bragg-localised state resonant
with a different right-Bragg-localised state. Would this still suppress
the jump efficiency from unity? If so, by what fraction?
The question that is most imminent however, and which is been
therefore studied following this initial research is the introduction
of interactions between the fermions. Perhaps the most curious idea
that has emerged from the research presented above is whether the
logarithmic growth of entanglement entropy seen in MBL systems
(see Sec. 3.4.2) also occurs when interactions are added to the Bragg-
localised case. In fact, while not seeking complete analogy, we started
to investigate how much of the MBL phenomenology translates to the
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Bragg-localised case. We therefore focus on a very simplified model
of the proposed Stark many-body localisation (as Bragg localisation
focussed on the case where a tunnelling partner state is present). In
the next chapter (Ch. 6) we thus shift from a closed-system non-
interacting problem to a simplified closed-system interacting prob-
lem. We treat the more complicated general addition of interactions
to the quench presented in this chapter in an unpublished overview
in Ch. 7.
Overall, we believe that this kind of quantum quench provides an
ideal platform for studying the interplay of spatial inhomogeneity,
disorder and interactions for the dynamics in a quantum coherent
setting.
6
STARK MANY-BODY LOCAL I SAT ION
The phenomenon of Bragg localisation introduced in Ch. 5 is a spe-
cial case of the better known Wannier-Stark localisation [197], where
one does not find a tunnelling partner. As a consequence, the wave
function is completely localised in space. A more sophisticated mech-
anism for localisation is Anderson localisation as discussed in Sec. 3.3.
It established that the eigenfunctions of a quantum particle moving
in a disordered potential landscape in one or two dimensions are
exponentially localised. At the same time we also discussed the phe-
nomenon now termed many-body localisation (see Sec. 3.4). It was
shown that Anderson localisation can persist even for finite densities
of fermions with repulsive interparticle interactions.
A very natural question that immediately arises is whether dis-
order is at all an essential ingredient for observing MBL phenomen-
ology, or whether it is possible for thermalisation to fail in interact-
ing systems for other reasons. One obvious way already encountered
in this thesis is the case of integrable systems (see Sec. 3.2). How-
ever those cases turned out to constitute isolated points in parameter
space, with arbitrarily small generic variations in the Hamiltonian
parameters restoring ergodicity. An important question is then whe-
ther there can be robust non-ergodic phases in models without quen-
ched disorder. There have so far been several proposals for this, ran-
ging from models inspired by classical glassy physics [86, 188] to
variants of the Bose Hubbard model [49, 70]; however, there are also
counterarguments that the localisation in some of these systems is a
long-lived intermediate-time phenomenon which eventually yields to
thermalisation at very long times [33, 208].
It is from the work in Ch. 5 that we were inspired to investigate to
what extent one could find many of the above mentioned signatures
of MBL without disorder, by introducing interactions into a single-
particle model that exhibits Wannier-Stark localisation [173]. A very
large trap jump on a finite lattice, where the tunnelling partners on
the other side of the trap vanish, constitutes a Wannier-Stark localised
system in the limit where the curvature is negligible. We investigate
the physics of such an idealised ‘large trap jump’ and compare the
resulting physics, which we call Stark many-body localisation, with
the well known many-body disorder localised case. The setup for this
system is depicted in Fig. 6.1.
For fields with slight spatial gradients, we find that Stark-MBL is
robust and shares many similarities with MBL. Specifically, the en-
tanglement entropy grows logarithmically with time after a quench
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(Fig. 6.3), and the many-body eigenenergies of the Stark-MBL prob-
lem generically show Poissonian level statistics (Fig. 6.4). We moreover
predict the results in our Stark-MBL system of a quench experiment
starting from a charge-density wave state of the type conducted in
[167], and we obtain graphs similar to those seen in the MBL case.
For the case of a strictly uniform field, entanglement entropy and
level statistics deviate from MBL phenomenology, although certain
slow features appear to survive.
The plan for the remainder of this chapter is as follows. In Sec. 6.1
we briefly introduce the model. We then investigate the logarithmic
entanglement growth analytically and numerically in Sec. 6.2. Sub-
sequently we look at the level statistics (Sec. 6.3) and a possible im-
balance experiment (Sec. 6.4).
6.1 model
The Hamiltonian of our model is
Hˆ =
J
2
L 2
Â
j=0
⇣
c†j cj+1 + h.c.
⌘
+
L 1
Â
j=0
Wj
✓
nj   12
◆
+V
L 2
Â
j=0
✓
nj   12
◆✓
nj+1   12
◆
.
(6.1)
Here the operator c†j creates a fermion on lattice site j, and the as-
sociated number operator nj = c†j cj. J/2 is the hopping matrix ele-
ment between neighbouring sites, V is the strength of the nearest-
neighbour repulsion, and L is the number of sites of the lattice, the
boundary conditions of which we take to be open. This Hamiltonian
is very similar to (5.1) except for the inter-particle interactions V. The
slight deviations due to constant terms are chosen such that a Jordan-
Wigner transformation of (3.42) is equivalent to (6.1), apart from the
on-site field. This emphasises the proximity to the XXZ model in
which most of the MBL phenomenology is explained (see Sec. 3.4.2).
Wj is the on-site potential energy due to the applied electric field.
For a uniform field g, it takes the form Wj =  gj and represents a
linear potential. For a non-uniform field, it acquires some simplified
form of curvature, Wj =  gj+ aj2/L2. This means that the potential
has the same value and slope as the linear one at j = 0, but differs at
the other end of the chain by a from the purely linear case (see the
inset of Fig. 6.3).
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Figure 6.1: Schematic illustration of the model. On a finite lattice in one di-
mension, the single particle states of spinless fermions, which
can delocalise via hopping J, are exponentially localised via a
strong electric field. For a purely uniform field (i. e. a linear elec-
tric potential), this is usually referred to as Wannier-Stark local-
isation [197]. When the particles interact via nearest-neighbour
interactions V, they share many properties with the well studied
MBL phenomenology.
6.2 entanglement entropy growth
6.2.1 Analytic treatment
A quantity that is often used to diagnose and characterise MBL is
the entanglement entropy (see Sec. 2.3 and Sec. 3.4.2). For Anderson
localised systems this entanglement entropy does not rise beyond a
value essentially set by the localisation length of the system. In con-
trast, it was found that the value grows without limit in the MBL
regime, albeit logarithmically in time. To recap, in order to calculate
this entanglement entropy, a spatial bipartition into two halves is
made by cutting a particular bond. The reduced density matrix of
the subsystem, rred, is calculated, and the entropy determined via
S =  Tr (rred log(rred)). Serbyn et al. [177] gave an argument for
the logarithmic growth at long times, i. e. that S(t) ⇠ S0 ln(Vt), on
the basis of the general physical picture of ‘l-bits’ in the MBL re-
gime. This argument is explained in detail in Sec. 3.4.2. We now show
that the long-time entanglement growth in the Stark-MBL system be-
haves similarly for sufficient non-uniformity of the field, though with
some modification reflecting the fact that the tails of Wannier-Stark-
localised wave functions are not pure exponentials.
We begin by deriving the form of these tails. We will then use this
information and the logic of [177] to predict S(t). Similar to the cal-
culation in Sec. 5.3.2, we obtain the functional form of the tails of
the single-particle Wannier-Stark wave functions from a semiclassical
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WKB type argument. This involves using a WKB expression for the
wave function,
y(x) ⇠ exp
✓
i
Z x
k(x0)dx0
◆
, (6.2)
with k(x) obtained from the condition of local energy conservation
(setting the lattice constant a to unity),
J cos (k) +V(x) = E. (6.3)
To first order in x, the potential takes the form V(x) =  gx; hence
the energy-conservation condition reads J cos (k)   gx = E, which
implies that
k(x) = arccos
✓
gx+ E
J
◆
. (6.4)
This identifies three different regimes of x:
1.  J < gx+ E < J. In this region the wavenumber is real, and the
solutions are plane-wave-like. As previously this is the classically-
allowed region.
2. gx + E > J. In this region the argument of the arccosine is
greater than 1, and thus the wavenumber becomes purely ima-
ginary, leading to a decaying wave function. We call this the
classically-forbidden region.
3. gx+ E <  J. In this region the argument of the arccosine is less
than  1, and thus the wavenumber becomes p/a plus an ima-
ginary part. This leads to a wave function that oscillates while
decaying. This was termed the Bragg-forbidden region [174]. In
view of the missing tunnelling partner, this could equally be
called Stark-forbidden.
From the point of view of entanglement, only the envelope of the
decay will be important — there can be no interference, since the
oscillating tail of the wave function of one particle will always meet
the non-oscillating tail of the other. That envelope is given by the
imaginary part of the arccosine, which is always a logarithm:
Im [k(x)] ⇡ ln
✓    gxJ
    ◆ , |gx+ E|  J. (6.5)
For simplicity, we may take x to be large and positive so that the
modulus under the logarithm may be dropped. Then the exponent in
the WKB wave function is given by
 
Z x
ln
✓
gx0
J
◆
dx0 ⇡  x ln
✓
gx
J
◆
, (6.6)
6.2 entanglement entropy growth 115
0.0 0.2 0.4 0.6 0.8 1.0
t ⇥1010
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
S
L
/2
| 0i = |001000000100i
L = 12,   = 3,  = 0.1
V = 0
V = 0.001
V = 0.005
V = 0.01
Figure 6.2: Entanglement growth for a two-particle system. An initial
product state with two particles equidistant at either side of the
bipartition is exposed to a strong non-uniform field, i. e. a linear
plus a quadratic potential. We see that the entanglement entropy
oscillates at a very small maximum value in the case of no in-
teractions (V = 0), while many-body energy dephasing effects
cause a very slow rise of the entanglement entropy to the max-
imum value possible for this pair. The V 6= 0 curves scale as a
function of Vt. Note that we have scaled the V = 0 results by a
factor of 50 for illustration purposes.
where we have dropped a linear-in-x term that does not have a logar-
ithm. Hence the form of the tail of the wave function is
y(x) ⇠ exp
✓
 x ln
✓
gx
J
◆◆
. (6.7)
This shows that in essence one still finds exponential decay of the
single-particle wave functions in a Wannier-Stark localised system.
On this basis, we follow [177] to estimate the entanglement entropy
as a function of time.
First, we consider just a pair of particles, |li and |ri, one on either
side of the bipartition used in calculating the entanglement entropy.
Let each particle have been projected, at the quench, into a superposi-
tion of two nearby Stark-localised states. If the particles are separated
by a distance x, then the overlap between their wave functions has
the same form as one of the tails, i. e. (6.7). Hence the matrix element
of the nearest-neighbour repulsion between them is approximately
hl|Vˆ|ri ⇡ V exp
✓
 x ln
✓
gx
J
◆◆
. (6.8)
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This is also a good approximation for the energy difference between
the state where the particles are further apart and the state where they
are closer together. This energy difference controls the dephasing of
these different many-body eigenstates, and hence the dephasing time
is
tdeph ⇡ V 1 exp
✓
x ln
✓
gx
J
◆◆
. (6.9)
This is the time at which the entanglement entropy due to this pair
will rise from zero to its maximum value. There are several important
points to note here. On the one hand, the two-particle Wannier-Stark
case should not show any difference to the two-particle disorder case,
because the single-particle energy levels play no role at this point of
the calculation. On the other hand, there is one crucial difference; all
two-particle many-body states are degenerate as long as they have
the same centre of mass. This allows for delocalisation in a strictly
linear potential, but not in a curved one.
We show the results for two particles in a slightly curved poten-
tial in Fig. 6.2. As in [177], there is a very slow growth of entangle-
ment due to dephasing for the case where V 6= 0, consistent with
the prediction of (6.9). In addition this dephasing happens on a time-
scale such that Vt ⇠ 1, confirming the prediction further. We find
similarly slow features for the case of a strictly linear potential, but
on a different time-scale and less clean. This difference is more pro-
nounced in the many-body case, where it fundamentally changes the
behaviour of S(t). Before discussing this in more detail, we show the
consequences for a many-particle Wannier-Stark system and the total
entanglement entropy between the subsystem to the left of the cut
and the subsystem to the right.
This can be thought of as an ‘entanglement front’ moving through
the system from the cut as t increases. At a time t, this front will
have moved a distance x(t), which is obtained by solving (6.9) for x.
The entanglement entropy at that time will thus be given by S(t) =
Smax x(t)L , where L is the length of the subsystem to the left of the cut.
Solving (6.9) for x(t), we obtain
x(t) =
ln(Vt)
p
⇣
g ln(Vt)
J
⌘ , (6.10)
where p(u) is the solution of the equation p ep = u. Thus the entan-
glement entropy is given by
S(t) =
Smax
L
ln(Vt)
p
⇣
g ln(Vt)
J
⌘ . (6.11)
The results of (6.11) can be found in Fig. 6.3, where they match the
numeric treatment fairly well.
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Figure 6.3: Difference DS between the bipartite entanglement in the inter-
acting and non-interacting cases. The parameter a denotes the
cumulative effect of field non-uniformity on the potential at the
end site. For sufficiently small a and suitably large field g there
is good qualitative agreement with our semi-analytic calcula-
tion (magenta dashed line) and full analytic calculation (green
line and (6.11)). For larger a, the entanglement growth becomes
stronger than predicted due to the progressive delocalisation of
some of the single-particle orbitals as the field gets weaker. For
the purely uniform field, there is an initial steep rise which we
attribute to additional degeneracies of the many-body spectrum.
The numerical curves have been smoothed by convolution with
a Gaussian, w(n) = e (n/s)2/2, with s = 4. Inset: Potential used
in the respective main curves.
We can supplement this analytic calculation by computing a ‘semi-
analytical’ form for the entanglement entropy which allows us to cir-
cumvent full diagonalisation of the Hamiltonian (6.1). We shall as-
sume that the number of sites, L, is even, and that the entanglement
entropy is calculated across a cut between sites (L/2)   1 and L/2.
We choose our zero of potential energy to lie in the middle of that
bond. We shall often ignore the V-term, assuming that it is too weak
to modify the form of the many-body eigenfunctions significantly,
i. e. we consider the leading effect of V on energies, not wave func-
tions.
Our initial condition involves placing fermions at the sites S = {jk},
where k = 1, 2, . . . ,M, and M is the total number of fermions. Let
M = ML + MR, where ML and MR are respectively the number of
fermions to the left and right of the cut, and let us assume that the
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list S is in order from left to right (i. e. that jk < jk+1 for all relevant k).
This initial condition can be written in second-quantised form as
|yi = c†jMc†jM 1 . . . c†j2c†j1 |0i , (6.12)
where |0i is the fermionic vacuum. Let us note that the electric poten-
tial energy of this state is given by
E0 =  g
M
Â
k=1
jk, (6.13)
where we have neglected the contribution of a.
We can only write the initial condition in the many-body eigenbasis
analytically if we ignore V, so we shall do that for now. In that case,
we just need to know how to write the on-site creation operator in
terms of creation operators for the Stark-localised states. If we assume
the strong-field limit, i. e. that g  J, then we may suppose that
c†j =
s
1  2
✓
J
g
◆2
b†j +
J
g
⇣
b†j+1 + b
†
j 1
⌘
, (6.14)
where b†j creates a fermion in the single-particle Stark-localised state
centred at position j. This assumes that the Stark-localised states
are restricted to three sites (the central, or ‘locator’, site and its two
nearest neighbours). It also does not account for the mutual ortho-
gonality of the different Stark-localised states, and it does not work
at the very ends of the chain.
Substituting (6.14) into (6.12), we obtain the following,
|yi = Â
{Q}
fQb†Q(jM)b
†
Q(jM 1) . . . b
†
Q(j2)b
†
Q(j1) |0i . (6.15)
Here Q is an operation that, for each original site label, either moves
it one place to the left, moves it one place to the right, or leaves it
alone. The factor fQ is given approximately by
fQ ⇡
✓
J
g
◆lQ+rQ
, (6.16)
where lQ counts the number of original site labels that are shifted to
the left by Q, and rQ the number that are shifted to the right.
In order to time-evolve (6.15), we attach to each many-body state
in the sum a factor of e iEQt, where EQ is the state’s energy. As we
know from [177], we need to be more precise about the tails of the
single-particle wave functions at this stage if we want to capture the
entanglement evolution at late times. The energy EQ is composed of
two parts: the electric potential energy, and the repulsive interaction
energy of each pair of particles in the system. The electric potential
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energy can be calculated by noting which particles have moved com-
pared to the reference state,
EQ,elec = E0 + g (rQ   lQ) . (6.17)
The repulsive interaction energy may be roughly calculated by taking
the probability density in the tail of one Stark-localised state at the
centre of the other and multiplying it by V. For two Stark-localised
states with locators separated by x lattice sites, this gives an energy
of approximately
V
✓
J
g
◆2x 2
. (6.18)
Thus the complete energy of the component Q of |yi is given approx-
imately by
EQ ⇡ E0 + g (rQ   lQ) + V2 Âk Âp 6=k
✓
J
g
◆2|Q(jk) Q(jp)| 2
, (6.19)
where the sums over k and p run from 1 to M.
We can thus approximate the state of the M-fermion system at an
arbitrary time t as
|y(t)i =Â
Q
fQe iEQtb†Q(jM)b
†
Q(jM 1) . . . b
†
Q(j2)b
†
Q(j1) |0i , (6.20)
where fQ is given by (6.16) and EQ is given by (6.19). To turn this into
a density operator it is more convenient to write it in first-quantised
notation,
|y(t)i =Â
Q
fQe iEQt
h
|Q(j1)i ⌦ |Q(j2)i ⌦ . . .
⌦ |Q(jM 1)i ⌦ |Q(jM)i
i
,
(6.21)
where |ji is the single-particle state in which the particle is on site j.
This allows us to calculate the time-evolved reduced density matrix
of any subsystem, from which we obtain S(t) via diagonalisation. The
results can be found in Fig. 6.3 and again match the numerical curves
very well, qualitatively more accurate than (6.11) even.
6.2.2 Numerical simulations
We now compare the above results against numerical simulations of
the model (6.1). Hopping is set to J = 2 and we consider an L = 16
chain at half-filling. The field on one end has strength g and decreases
uniformly, so that the value of the potential on the final site of the
chain differs by an amount a from its value in the purely linear case.
We use all possible initial product states (at half-filling) that do not
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have a particle on the two sites directly adjacent to the cut, which we
choose to be at the middle bond. For L = 16, this amounts to 1225
states. Using ED, we compute the time-evolution for a given initial
state, and obtain the entanglement entropy S(t) for an equal biparti-
tion of the lattice. We then average over all of the above mentioned
initial states.
Our results for g = 4 and various values of a are shown in Fig. 6.3.
In order to show the effect of interactions, we display DS(t) ⌘ S(t) 
S0(t), where S0(t) is the entropy in the non-interacting case, and the
bar denotes an average over the initial conditions as discussed above.
Consistent with previous findings, the entanglement growth due to
many-body dephasing effects commences at times Vt ⇠ 1. The curves
scale as a function of Vt, until the interactions become strong enough
to alter the eigenstates significantly.
For sufficiently nonuniform field, this growth continues logarith-
mically up to a maximum value, which is finite for a finite system
size. This growth agrees qualitatively with our semi-analytic calcula-
tion presented above, confirming our intuition that the physics of this
system is well described by (6.15) and (6.19). We have also compared
the pure analytic calculation (6.11) against the numerics. Here Smax
is taken to be the diagonal entropy Sdiag resulting from the reduced
density matrix obtained by (6.21). Sdiag denotes the maximum achiev-
able entropy for a given initial state, assuming that the interactions
do not significantly change the form of the eigenstates and that time
allows for complete dephasing of all off-diagonal elements [145, 177].
In the case of a strictly linear potential, there is instead a steep rise
of the entanglement entropy followed by slow growth. We attribute
this to the many exact degeneracies in the non-interacting version of
the problem, which arise from the fact that all two-particle states with
the same centre of mass are degenerate, and can therefore hybridise
strongly.
The logarithmic entanglement growth given by (6.11) can thus fail
for two different reasons: too little non-uniformity, or too small a
field. The former allows delocalisation of the two-particle states into
a broad band, with a correspondingly short dephasing time, leading
to steep initial growth of DS(t). On the other hand the latter causes
the localisation to weaken in parts of the chain, in turn making the
accumulation of entanglement in that part stronger. Both cases are
visible in Fig. 6.3. However, in between them there is a large range of
curvature values for which an MBL-like entanglement growth is ob-
served. We thus conclude that in terms of entanglement growth, the
Stark-MBL case is not materially different from the disorder MBL
regime. As already mentioned in the introduction to this chapter,
with disorder-free MBL models, there is always the caveat that a phe-
nomenon might be slow, but ultimately would give way to therm-
alising behaviour at very large times. We therefore turn towards a
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Figure 6.4: The many-body level statistics for the case of nonzero field
gradient a. For all displayed values of field strength g and a
the probability distribution of the gap-ratio parameter, rn =
min(dn/dn+1, dn+1/dn) (where dn is the gap between the nth and
(n  1)th energy eigenvalues), agrees with the prediction for Pois-
son level statistics expected for integrable or localised models.
For comparison we have included the prediction for Wigner-
Dyson statistics.
measure for localisation that is basis independent, the many-body
level statistics.
6.3 many-body level statistics
A powerful and basis-independent diagnostic to determine whether a
model is localised is its spectral statistics [116, 130]. Fig. 6.4 shows our
exact diagonalisation results for the gap-ratio parameter in a chain of
length L = 16 with open boundary conditions, for a range of field
strengths g and gradients a. These were obtained in exactly the same
fashion as introduced in Sec. 3.4.2, but as a recap, we recall that the
gap-ratio parameter is defined as rn = min(dn/dn+1, dn+1/dn), where
dn is the gap between the nth and (n  1)th energy eigenvalues. Plot-
ting a histogram of the gap-ratio parameter eliminates a dependence
on the density of states, such that we can use the whole spectrum
as long as there is no mobility edge present. We have verified this
and the results are qualitatively the same for all ranges and energy
densities used.
The probability distribution of the gap-ratio parameter for Poisson
statistics of the level spacings reads PP(r) = 2/(1+ r)2, which is in ex-
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Figure 6.5: The many-body level statistics for the case in which Poisson level
stastics are not found. In the case of very small or zero field gradi-
ent a, we find that the probability distribution for the gap-ratio
parameter is consistent neither with Poissonian nor with Wigner-
Dyson statistics. We attribute this to the many exact degeneracies
in the non-interacting problem creating a disproportionally large
weight for small rn in the many body spectrum.
cellent agreement with our results over most of our parameter range.
In the case of very small or zero field gradient a however, we find
results that are consistent neither with Poissonian nor with Wigner-
Dyson statistics. We attribute this to the many exact degeneracies in
the non-interacting problem creating a disproportionally large weight
for small rn in the many body spectrum. This failure to obey Poisson
level statistics is shown in Fig. 6.5. It may also be observed in the
regime where V/g⌧ 1, i. e. in the case of a strong uniform compon-
ent but weak interactions. In this case, as well as the parametrically
opposite case of V ! •, we do not expect the level statistics to give
reliable predictions due to the proximity to a non-interacting model,
or an effective non-interacting model in the case of large V.
6.4 quench from charge-density wave
While the entanglement and spectral statistics are experimentally dif-
ficult to extract, there are other indicators of localisation. One of the
simplest setups consists of monitoring the relaxation of an initial
charge-density wave (CDW) order, in which all even sites are occu-
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Figure 6.6: The L = 16 study of a hypothetical imbalance experiment,
where an initial charge-density wave relaxes under unitary time-
evolution. The different curves represent different field strengths
g with a = 0.5. Inset left: Visualisation of the corresponding po-
tential. Inset right: Average imbalance I at times 1014   t/J  
1011. The numerical curves have been smoothed by convolution
with a Gaussian, w(n) = e (n/s)2/2, with s = 4.
pied [167]. An associated observable is the imbalance I between the
occupation on odd and even sites, No and Ne respectively,
I = Ne   No
Ne + No
. (6.22)
In the ergodic, thermalising case it should quickly decay to zero,
which it does in the case g = 0 when there is no Wannier-Stark loc-
alisation. For a many-body localised system, on the other hand, the
value of the imbalance should remain non-zero up to infinite times.
In Fig. 6.6, we show exact diagonalisation results of the time-evolu-
tion of an initial CDW state under unitary time-evolution given by the
Hamiltonian (6.1). After initial transient behavior, the imbalance (6.22)
remains non-zero for arbitrarily long times in the case of sufficiently
large fields.
6.5 summary
In summary, we have shown that the experimentally natural case of
a finite system in an electric field, a simple Wannier-Stark-localised
system, shows properties that coincide with those of the MBL phase.
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While the case of a purely uniform field, a = 0, remarkably turns
out to be a non-generic limit, even moderate curvature gives con-
sistent and robust MBL-like features. The bipartite entanglement en-
tropy S(t) exhibits a slow, logarithmic growth to a value much larger
than that obtained in the non-interacting case. The spectral statist-
ics, a dynamics-independent measure for localisation, are Poissonian.
And finally, localisation seems equally persistent in a now standard
imbalance experiment, where the relaxation of CDW order is meas-
ured.
In the limit of large system sizes, the energy density can grow
without bound on account of the unbounded potential implied by
a uniform component of the electric field. This precludes an asymp-
totic definition of exponential localisation, which should however not
pose a problem in practice given the attainability of short localisation
lengths. While the set-up of Stark-MBL is quite different from con-
ventional disorder MBL, the similar phenomenology is quite striking.
The MBL phase is described in terms of l-bits, while other disorder-
free localised systems have also identified integrals of motion. Here,
l-bits emerge naturally and robustly as Stark locators, again without
the use of any quenched disorder.
7
INTERACT ING TRAP JUMP
In Ch. 5 and Ch. 6, we considered the physics of a non-interacting
trap jump quench and an idealised interacting system respectively. In
this chapter we are now interested in the more complicated case of
a trap jump quench including interparticle interactions. Chronologic-
ally, some of this work was done in parallel with or even prior to the
work in Ch. 6. In fact it is the more complicated trap jump that ulti-
mately led us to the discovery of Stark many-body localisation. This
chapter is thus a relatively brief summary and overview of some of
the investigated features. It consists of mostly unpublished and unfin-
ished work, such that in many places definite conclusions may not be
drawn and in some cases may be speculation. We note that the addi-
tion of interactions is not the unique unifying feature, but merely the
most common denominator. A very important part is dedicated to
the entanglement properties of the system in the absence of disorder
and interactions (see 7.2).
We now have in essence three main parameters, namely disorder
strength W, interaction strength V and trap jump distance Dj. Due
to the increased complexity of the problem, we therefore attempt to
summarise the main features in a phase diagram in Fig. 7.1. Through-
out this chapter we will refer back to this figure at many instances.
7.1 model and quench protocol
Similar to Ch. 5, we consider spinless fermions moving in one di-
mension on a lattice of L sites with open boundary conditions. In
this chapter, we add nearest-neighbour interactions, such that the
Hamiltonian reads
H =  J
L 1
Â
j=1
⇣
c†j cj+1 + c
†
j+1cj
⌘
+
L
Â
j=1

1
2
ka2 (j  j0)2 + ej
 
c†j cj
+V
L 1
Â
j=1
njnj+1.
(7.1)
Here the operator c†j creates a fermion on site j, and J is the hopping
matrix element between neighbouring sites. The on-site energy con-
sists of a harmonic trapping potential of spring constant k centred at
j0 plus additional uncorrelated on-site disorder taken from a uniform
box distribution: ej 2 [ W,W]. The nearest-neighbour interaction
strength is denoted by V. For convenience we shall henceforth set
both h¯ and the lattice constant a to unity.
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Figure 7.1: Phase diagram of a trapped fermion quench: a) Ander-
son insulator. b) Many-body localised phase. c) Delocalised
phase. d) Domain-wall physics. e) Bragg-localised phase (quasi-
logarithmic entanglement growth). f) Competition between
Stark- and Anderson localisation. g) Pure Stark localisation. h)
Stark many-body localisation. i) Stark many-body localisation
and interaction assisted tunnelling. More detailed explanations
may be found in the main text. The diagrams illustrates the
single-particle eigenfunctions and the underlying mechanism of
entanglement growth in the system at that parameter range.
As in Ch. 5 we study a spatially inhomogeneous global quench
in order to investigate the non-equilibrium dynamics of this model.
Starting with some initial state, we time-evolve the system from time
t = 0 according to (7.1), where we replace j0 by j1, such that the jump
size is defined as Dj ⌘ |j1   j0|. We discriminate between two dif-
ferent types of initial condition. In the case that Dj > 0, the initial
state consists of the ground state of (7.1) with a chemical potential
chosen such that no Bragg-localised state be occupied. The quench is
then indeed a trap jump in the way discussed in Ch. 5. The ground-
state is generally obtained numerically using the DMRG algorithm
(see Sec. 4.4). On the other hand, the case in which Dj = 0, i. e. the
V-W plane in Fig. 7.1, would not constitute a quench as the ground
state of (7.1) is an eigenstate of the system. In this case we choose the
initial state to be a simple product state, in which sites have a definite
particle number at time t = 0. The caveat here is that if we choose
particles to be far away from the trap centre, they might be in the
Bragg-forbidden region of the trap. We will mention the precise form
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Figure 7.2: a) As a reminder, the single-particle eigenfunctions of the clean
Hamiltonian (7.1) displaced by their eigenenergy as a function
of position j. High-energy eigenstates show Bragg localisation
as previously discussed. b) We can observe an approximately
logarithmic-in-time entanglement growth (yellow points) of the
bipartite entanglement entropy SL/2 as defined in (7.2) with time
after quenching a charge density wave (CDW) into (7.1). Further
parameters were J = 1, k = 0.5 and j0 = L/2+ 0.5. The purple
line represents a convolution with a box function including 20
points to smoothen out the data.
of the initial condition when discussing this region. This slightly com-
plicated quench procedure makes it possible to summarise the entire
content of this chapter in Fig. 7.1. In order to simplify the analysis,
we first discuss the special point in which V = W = Dj = 0. This is
depicted as a purple point in Fig. 7.1. We then describe the remaining
phase diagram.
7.2 the clean and interaction-free case
An interesting special point in the study of entanglement properties
of (7.1) is the case when V = W = Dj = 0, marked in purple in
Fig. 7.1. In this special case, given a parity symmetric Hamiltonian,
we may obtain quasi-logarithmic entanglement growth with neither
interactions nor disorder.
The Hamiltonian we quench into consists of (7.1), with the har-
monic trapping potential centred at ji = L/2+ 1/2 (L even), i. e. pre-
cisely between the lattice sites of the middle bond. The initial condi-
tion is a product state, either a charge density wave (CDW) with all
particle on odd or even sites respectively, or a domain wall, where we
place all particles in one half of the lattice and as such on one side of
the trap. We will see that especially the domain wall initial condition
is particularly suited to explaining the problem.
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Many of the underlying phenomena presented below are linked
to the physics discussed in Ch. 5. However, entanglement was not
part of the initial work, for which reason we present the unpublished
results in the following. We want to focus on two things. Firstly, can
we reproduce the bipartite logarithmic-in-time entanglement growth
[21] of the MBL phase with a simple non-interacting (and realistic)
system? And secondly, how does this change if we add interactions
or disorder? The entanglement entropy was previously defined (2.20),
but we remind ourselves that it is the von Neumann entropy
S =  Tr (rAlogrA) =  Tr (rBlogrB) (7.2)
of the reduced density matrix of either subsystem A or B of the whole
system. In this Section, we always form the two subregions by divid-
ing the system at the centre bond (denoted by SL/2 for the entangle-
ment).
The fundamental idea for logarithmic-in-time entanglement growth,
namely dephasing due to interaction-induced shifts in the many-body
energies, is absent in this calculation as there are no interactions.
However, as discussed in Ch. 6, the essential ingredient to logarithmic
entanglement growth is a series of superpositions of localised single
particle orbitals that can dephase with respect to a bipartition on an
exponential hierarchy of time-scales. This is in fact what we described
in Sec. 5.4.3 with respect to the density, where for a parity symmetric
Hamiltonian Bragg-localised states can dephase states on an expo-
nentially large time-scale. This physics can be translated into obser-
vations about the entanglement entropy.
Importantly, when quenching from a product state, we are using a
superposition of eigenstates that have equal weighting on either side
of the bipartition (the Bragg-localised states). Unlike the eigenstates
of a simple tight-binding two-site system, they dephase very (expo-
nentially) slowly. Upon dephasing, the Bragg localised states build up
the maximum possible entanglement entropy of Smax = log(2) each.
A series of such dephasing Bragg-localised states with approximately
exponential increase of the dephasing period then yields approxim-
ately logarithmic entanglement growth as shown in Fig. 7.2.
7.2.1 Role of Bragg-localised states in entanglement growth
With the general result established, we now aim to explain the mech-
anism behind the log-growth observed in Fig. 7.2. A very clear way
to show this is by actually not using a charge density wave as the
initial conditon, but rather a domain wall, or even single particles at
specific positions. The dynamics of the corresponding bipartite en-
tanglement growth is then dependent on the exact locations of the
particle(s) before the quench and which post-quench single-particle
states are necessary to describe the particle in that position. This is
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Figure 7.3: a) - d): The entanglement entropy SL/2 across the middle bond
plotted as a function of time on a logarithmic time scale for dif-
ferent initial particle positions. We can clearly observe how the
different initial positions of the single particles lead to different
times at which the entanglement S reaches its maximal value of
log(2). The fact that the entanglement rises to a non-maximal
plateau first is due to the fact that the Bragg-localised states are
not single-site localised and hence Bragg-localised states at mul-
tiple eigenenergies make up one initial particle. To smooth out
the data, we used a convolution with a box distribution including
20 points (purple line). e): The initial condition now consists of
a domain-wall state with four particles. We observe that at every
blue vertical line a new plateau of log(2) is filled (represented by
a black horizontal line). At late times we do not sample the en-
tanglement often enough in time to capture the instants in which
all entanglement oscillations constructively add to the maximal
value. Further parameters were L = 14, J = 1,V = 0, k = 0.5 and
j0 = L/2+ 0.5.
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Figure 7.4: a) Bipartite entanglement entropy S(t) (7.5) for a two-site system
(J = 1). b) Comparison between the numerical exact solution
of the bipartite entanglement and the tentative effective two-site
system (7.6). Generally speaking the models agree well. In this
case, p = 3 as we have three particles.
exactly what is shown in Fig. 7.3. Depending on the starting position
of the only particle in the problem, the entanglement develops on a
different time-scale. This time scale corresponds exactly to the hybrid-
isation energy level splitting of the principal involved Bragg-localised
pair states. The level splitting converted to periods is illustrated in
Fig. 7.3 as blue vertical lines, similar to what was done in Fig. 5.8.
We also note that the maximal entanglement for a single particle
is always log(2), which must be the case for this parity symmetric
Hamiltonian, as we will always be able to produce a completely di-
agonal reduced density matrix with equal eigenvalues. Combining
these single particle initial conditions into a domain wall initial con-
dition results in the last panel of Fig. 7.3, where multiples of log(2)
are represented by black horizontal lines as guides to the eye.
7.2.2 Effective two-site model
Much of this behaviour can be explained by a simple two-site model
with a single particle or a series thereof. Let us suppose we want to
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calculate the bipartite entanglement entropy of a particle that is on a
two-site lattice and time-evolving according to the Hamiltonian
H =  J
⇣
c†0c1 + c
†
1c0
⌘
, (7.3)
where J is the hopping parameter. This is actually the form of (7.1) in
the case of N = 2. Starting from a product state y0 = |10i (i. e. the
particle initially placed on the left), we can, after tracing out the right
side of the system, obtain a reduced density matrix for the left site:
rL(t) =
 
1
2 +
1
2cos(Jt) 0
0 12   12cos(Jt)
!
. (7.4)
Its eigenvalues can of course be just be read off and hence we obtain
a bipartite entanglement of:
S(t) =  1
2
(1+ cos(Jt)) log
"
cos
✓
Jt
2
◆2#
+
1
2
( 1+ cos(Jt)) log
"
sin
✓
Jt
2
◆2#
.
(7.5)
For J = 1, the time-evolution of (7.5) is illustrated in Fig. 7.4a. We can
use this very simple form to derive a tentative effective Hamitonian
that approximately describes the whole system:
Hˆeff =
p
Â
n=1
 Jn
⇣
c† ncn + h.c.
⌘
, (7.6)
where p is the desired number of two-site systems, n describes a spe-
cific two-site system, and Jn is the level-dependent tunnelling strength
(equivalent to the energy-splitting between hybridised levels). This
is of course the central quantity and we attempted to estimate it in
Sec. 5.4.3 with (5.40). The bipartition is taken to be at the hypothet-
ical site n = 0. In order for pure logarithmic entanglement growth to
occur, we need this tunnelling rate to be a pure exponential, which it
does not seem to be exactly in reality. It does however come very close.
In Fig. 7.4b, we can observe an illustration of the real and the effective
model in comparison. Note that the frequencies are not obtained via
(5.40), but straight from the energy differences in the eigenenergies of
(7.1), so one might argue that Fig. 7.4b is still somewhat artificial.
7.2.3 Influence of disorder
Another idea that we stressed in Ch. 5 is the sensitivity to disorder of
the Bragg-localised states. There we saw that this sensitivity leads to
an equilibrium density disproportionately asymmetric compared to
the strength of the disorder. Here it inhibits the logarithmic growth
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Figure 7.5: Illustrates of how disorder caps the logarithmic entanglement
growth for level splittings smaller than the disorder strength
W. Depending on whether we use hybridised Bragg-localised
states, or those that are completely localised on either side of
the bipartition we get a different entanglement growth. a) The
clean case for a single particle as already seen in Fig. 7.3. b)
The weakly disordered case does not rise to the maximal en-
tanglement value of SL/2 = log(2) as the higher lying Bragg-
localised states do not hybridise any more. Further parameters
were L = 12,V = 0, J = 1, k = 0.5 and j0 = L/2+ 0.5.
of the entanglement beyond a hybridisation level splitting approxim-
ately of the order of the disorder strength. This is of course due to the
fact that when the hybridisation is prevented, the post-quench states
are localised separately on either side of the bipartition and there is
no dephasing that would cause the entanglement to grow. An illus-
tration where disorder prevents the hybridisation of the two highest-
lying Bragg-localised states (but no others!) is given in Fig. 7.5.
7.2.4 Influence of interactions
A very interesting question that follows is what changes when we
add nearest-neighbour interactions (i. e. V 6= 0 in (7.1))? We did not
have much intuition in this case, nor did we perform even approxim-
ate analytic calculations. However, we added interactions in a few
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Figure 7.6: Comparing a domain wall initial condition for different interac-
tion strengths V. The behaviour seems very reminiscent of the
role of disorder, but we did not study this further. The system
parameters were J = 1, k = 0.5 and j0 = L/2+ 0.5.
basic cases in order to see numerically what changes. From what
we can tell, interactions play a very similar role to disorder for the
simulated time-scales (up to t ⇠ 1014), in that interactions of differ-
ent orders of magnitude seem to prevent the hybridisation between
Bragg-localised states with an energy splitting of similar order. Since
interactions do not, unlike disorder, break the parity symmetry of the
Hamiltonian and its eigenstates, we believe that the energy splitting
between symmetric and anti-symmetric eigenstates has merely been
decreased further. As such we ultimately do not expect this appar-
ent lack of hybridisation to be visible at even longer time-scales and
expect dephasing and hence the maximally achievable entropy.
7.3 dynamics for simplified parameters
In this section we discuss the phase-diagram Fig. 7.1 further. We start
by introducing the physics of the two-parameter planes, where one
of the three main parameters (W,V,Dj) is zero.
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7.3.1 No trap jump
In the framework of Fig. 7.1 and the quench protocol described above,
the V-W plane is a problematic singular point. There is, as mentioned
above, technically no quench, and as such we may not probe its non-
equilibrium dynamics in the same way as in Ch. 5. If there were no
trap either (k = 0), then we could reduce the problem to the well
known cases of Anderson localisation (see Sec. 3.3) and many-body
localisation (see Sec. 3.4). A key feature of Anderson localisation,
which in one and two dimensions exists for arbitrarily small W, is
the exponentially suppressed nature of the wave functions as schem-
atically depicted in Fig. 7.1a. From an entanglement perspective this
case (V = 0) is well understood too. After a quantum quench, entan-
glement entropy is generated very quickly (over times of the order of
the inverse hopping strength). This continues to a point of saturation
which depends on the nature of the initial condition and the nature
of the quench, i. e. the final Hamiltonian, and remains at that value
(not considering recurrences due to finite size effects) [177]. Upon
adding interactions between the particles (V 6= 0), the system may be
in either a many-body localised phase (see Sec. 3.4) or a delocalised,
ergodic phase. Its phase diagram then corresponds to Fig. 1 in [20].
With respect to entanglement it is known that small interactions do
not alter the nature of the eigenstates significantly, but small shifts
in the many-body eigenenergies allow for dephasing (schematically
depicted in Fig. 7.1b) and as a consequence, a slow and logarithmic
build-up of entanglement beyond the initial saturation. The ergodic
region is shown in Fig. 7.1c.
The presence of a trap changes the above picture significantly. The
semi-unbounded energy spectrum clearly introduces classically for-
bidden regions with vanishing energy density. As such ergodicity
in the sense of equiprobable density across the entire chain will of
course be broken for any kind of trapping potential as the classically
forbidden region will remain inaccessible even with interactions (as
long as those are below the energy-scale of the trap).
While interactions may delocalise the Bragg-localised states in some
fashion, it is hard to imagine that they would do so in a way that
makes the entirety of real space equally probable. As a consequence,
the actual MBL phase diagram does not translate directly. However,
on a finite lattice, the experimentally relevant case, some features can
be retained. There is no a priori reason why MBL as probed on finite
lattices should not persist, a case which we will discuss in Sec. 7.4.1.
While the ergodic phase as described above clearly cannot exist any
more as such, a finite number of particles could still delocalise. It may
be the case that an atomic cloud would take a shape as predicted
by an equilibrium thermal distribution for a harmonic potential (c.f.
Sec. 5.4.3) and thus constitute a thermal state for a constrained sys-
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tem. In that sense we take the V-W plane as a useful guide to discuss
the physics of the rest of the phase diagram.
7.3.2 No interactions
The physics of the W-Dj plane is described in great detail in Ch. 5.
The idea is that the larger our trap displacement (Dj), the steeper
the potential and hence the more (exponentially) Stark localised the
eigenstates become, as schematically depicted in Fig. 7.1g. This com-
petes with the Anderson localisation (Fig. 7.1a) that stems from dis-
order and has no clear transition point (Fig. 7.1f) other than that we
are able to compare the respective localisation lengths of the single
particle wave functions. For the clean system, the situation is par-
ticularly interesting. Without a trap jump we are in the special situ-
ation of a parity symmetric initial Hamiltonian, which allows for the
existence of a maximal number of Bragg-localised pairs (Fig. 7.1e).
From an entanglement perspective they follow the same paradigm as
the density. Given sufficient time they will dephase and as such de-
velop maximal bipartite entanglement entropy. The hierarchy of en-
ergy splittings of these states is quasi-exponential from which follows
a quasi-logarithmic entanglement growth. As entanglement was not
discussed in Ch. 5, we discussed this case in more detail in Sec. 7.2.
The further the trap is displaced, the more partner states are lost on
one side and hence the system becomes fully Stark localised (Fig. 7.1g),
the case that eventually turned into the idea for Stark many-body loc-
alisation, which is discussed in Ch. 6. As there are no interactions, the
question of ergodicity or at least some form of delocalisation is not
relevant in this plane.
7.3.3 No disorder
The physics of the V-Dj plane exhibits several interesting features.
First of all it allows for the extension of Wannier-Stark localisation
to the case of Stark many-body localisation, where again eigenfunc-
tions remain exponentially localised in space, but small interactions
allow for dephasing (schematically depicted in Fig. 7.1h) causing a
logarithmic-in-time growth of entanglement. This was discussed in
detail in Ch. 6, where it was also shown that further MBL signatures
such as Poisson level statistics take the same form in the Stark MBL
phase. The delocalisation in the low-energy part of the trap as dis-
cussed for Fig. 7.1c does survive up to the jump size Dj where the
centre of the trap is displaced beyond the edge of the chain (here de-
picted as the end of the purple dashed line), as then the entire chain
is Stark localised (and missing a tunnelling partner state). Fig. 7.1h
describes the region of the phase diagram which exhibits Stark-MBL,
but where the statements about entanglement growth do not neces-
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sarily hold any more, as the interactions would change the nature of
the eigenstates (similar to conventional MBL).
7.4 dynamics of the complete problem
In the above discussion of the two-parameter planes, we have seen
that Stark localisation with its interaction extension to Stark MBL be-
haves, at least on a finite lattice, very similarly to Anderson localisa-
tion with its extension in MBL. The main difference is the replacement
of disorder by a strong electric field. Both phenomena are also robust
to small perturbations. It was briefly mentioned in Ch. 6, but not dis-
cussed in great detail, how these two cases connect. Essentially this
boils down to the question whether and how the crossover line depic-
ted in Fig. 7.1f translates when adding interactions, i. e. when going
out of plane. Since there is no reason to believe that anything spe-
cial happens, we would conclude that MBL and Stark-MBL (regions
Fig. 7.1b and Fig. 7.1h) are continuously connected and essentially
remain a competition between localisation lengths. Further research
to elucidate the nature of this region would be worthwhile.
7.4.1 Large trap jump or strong disorder
The case of large trap jumps Dj, finite interaction strength V and
no disorder corresponds to the physics of Stark-MBL. It was mainly
discussed in Ch. 6, where the initial state consisted of an idealised
product state. The basis for this work was TEBD simulations on large
trap jumps in the usual quench protocol, i. e. starting from the ground-
state of (7.1). The results (not shown here) show a fast entanglement
oscillation that is superposed by slower oscillations (not fully visible),
ultimately leading to the connection to MBL, where the logarithmic
growth is explained by such a mechanism. The entanglement also
scales as a function of Vt, similar to the pure MBL case. The absence
of a strictly linear entanglement growth made this regime feasible for
numerical investigation with TEBD, at least on moderate time scales.
Another such limit is the usual strong disorder limit, where conven-
tional MBL is expected.
We also performed the usual quench protocol for the case of small
V, strong W (  5) and non-zero Dj. The results (see Fig. 7.7) indicate
that we acquire the well known logarithmic-in-time bipartite entan-
glement growth (here averaged over every bond with finite particle
density to either side in order to eliminate density effects) known in
MBL that scales with Vt. The interesting feature is that the slope of
this growth is Dj dependent. Further investigation ideas for this case
were to investigate the Dj dependence of the inverse participation ra-
tio (see (3.51)) of the initial condition in more detail, similar to what
is described in [177].
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Figure 7.7: The entanglement entropy S averaged over every bond with fi-
nite particle density to either side (in order to eliminate dens-
ity effects in the entanglement entropy). For small interaction V
and strong disorder W, we observe the usual MBL log-growth
with Dj dependent slope. The system and quench parameters
are L = 121, k = 0.03, j0 = 25,W = 5,V = 0.01.
7.4.2 Strong interaction strength
All of the above is done for the limiting cases of no, small or very
large W and Dj, and for no or small V. One remaining ‘axis’ is the
limit of very strong interaction V. In this limit, the elementary excita-
tions of the system are domain walls, which could possibly obey the
same Bragg/Anderson/Stark physics as the non-interacting system
(Fig. 7.1d). There are a few things discussed so far.
1. Above the ground state, our fundamental excitations are do-
main walls. In the limit of V ! • we can see them again as
free particles hopping around on a harmonic trap. This is very
similar to our initial free particle situation and so we could in-
vestigate whether domain walls also get ‘Bragg-localised’.
2. In the limit of V ! • and half filling our ground state will be a
charge density wave. Depending on the number of particles and
whether we have an odd or even number of sites, this ground
state can be unique or doubly degenerate. Ultimately this has
always to do with the parity symmetry of the trap. Disorder
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or placing the trap non-symmetrically on the lattice breaks this
symmetry.
3. Due to the parity symmetry there are many doubly degener-
ate many-body eigenstates in the system, and we can calculate
their energy splitting by degenerate perturbation theory. This
is then very reminiscent of the Bragg-physics above and could
potentially show similar signatures in certain cases.
The above are directions that were considered for further research,
but we have not yet had time to investigate further.
Part III
HYDRODYNAMICS IN SYMMETRY-BROKEN
SP IN CHAINS

8
TRANSPORT PRECED ING THE MANY-BODY
LOCAL I SAT ION TRANS IT ION
In Part ii, much of the discussion revolved around out-of-equilibrium
physics in localised regimes. Whether Bragg, Wannier-Stark, Ander-
son, Stark many-body or many-body localised, all of these cases share
the common feature that transport of conserved quantities such as
energy, magnetisation or particles is absent in the regimes that are
deemed localised. There are however many other features which dis-
tinguish these forms of localisation. In the case of disorder induced
localisation it is possible to show a localisation-delocalisation trans-
ition at finite disorder (even zero in some case - see Sec. 3.3 and
Sec. 3.4). This transition does not exist in the discussed disorder free
cases of localisation. A good candidate would have been Stark local-
isation (with or without interactions) with a strictly linear potential.
However, as we saw in Ch. 6, the strictly linear potential did not re-
veal the same kind of localisation features in terms of level spacing
statistics and entanglement growth as the disorder counterpart. In all
other cases, the addition of curvature precludes localisation in some
parts of the system at all times and makes the formulation of the
thermodynamic limit more difficult [87] if not impossible at times.
This clear separation of localised and delocalised regimes via a
transition makes the study of disorder induced localisation even more
fascinating. After all, the study of classical and quantum phase trans-
itions has been one of the main tasks of condensed matter physics in
the latter half of the twentieth century. As discussed in Sec. 3.3, the
case of Anderson localisation is more or less resolved. This is less the
case with MBL where there are ongoing debates about the differences
between one-dimensional chains and higher-dimensional lattices [37,
50, 91], and about the existence or non-existence of a transition in
energy at fixed disorder strength [51, 108, 116]. However, as shown
in Sec. 3.4, the basic physics of the MBL phase is nonetheless fairly
well understood by now. By contrast, we also showed that very little
progress has been made on the properties of the transition between
the ergodic and MBL phases. In particular the region immediately
preceding it on the low-disorder side is not properly understood. Nu-
merics in the critical and pre-critical regions of the isolated system
scarcely converge, and the critical exponents that emerge from a scal-
ing analysis appear to be ruled out by general considerations [39,
116, 143]. One problem ubiquitously present in numerical studies that
do converge are severe finite size effects. It is thus useful to observe
that one can access much larger system sizes by considering open-
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Figure 8.1: A disordered spin-1/2 XYZ chain, with Lindblad driving applied
to the pair of spins at each end to impose a temperature gradient.
In our time-evolving block decimation (TEBD) studies, we time-
evolve such a system until it reaches its non-equilibrium steady
state (NESS). This analysis was supplemented by Scott Taylor via
exact diagonalisation (ED) studies on closed (and much shorter)
chains.
system dynamics. Previous work has pursued this idea to character-
ise transport in XXZ spin chains, where the z-projection of the total
spin is conserved: spin transport in [5, 20, 212], and energy transport
in [190] though with severely limited numerics. The most convincing
numerical study [212] shows that there is a small region of diffusive
transport and a large, pre-critical region of anomalous subdiffusive
transport.
In this chapter we aim to investigate the rich physics of the ergodic
phase further (see Sec. 3.5) by investigating the disordered spin-1/2
XYZ chain [175]. We choose this model because it is a quantum spin
chain in which all conservation laws are violated except energy. In
particular, the U(1) symmetry (see Sec. 2.4) of the XXZ model, which
corresponds in a fermionic picture to fermion number conservation,
is broken in the XYZ model. A setup of how the non-equilibrium
transport is studied via boundary driving can be seen in Fig. 8.1. This
allows us to ask two main questions. How do underlying symmetries
affect the hydrodynamics of a model, and what are the consequences
of symmetry breaking for the localisation transition (if it still hap-
pens)? The question of hydrodynamics has been my main contribu-
tion to this project, while the transition study was mostly done by
Scott Taylor. The results are summarised in the following.
First, we verify that in the absence of disorder (W = 0) the transport
is ballistic [213], in contrast with the classical model [160] where the
non-linear interaction between the spin modes causes spin waves to
diffuse. We attribute this behaviour to the integrability of the quantum
model [26], as non-integrable or classical spin chains typically show
diffusive transport (see for example [126, 131]).
Second, for weak but non-zero disorder (0 < W . 0.7) there is a
region in which energy transport is diffusive. This diffusive region
persists up to a finite critical disorder strength, Wc1(h), which de-
pends on the XY anisotropy h (i. e. on how strongly the U(1) sym-
metry of the XXZ chain is broken). Third, for increasing disorder
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strengths W > Wc1(h) energy transport becomes increasingly sub-
diffusive, while increasing the XY anisotropy h counteracts this effect
and brings the system back towards the regime of diffusive energy
transport. We can follow this behaviour up to disorder strengths of
W ⇡ 2.2, where we see subdiffusive exponents up to g ⇡ 2.7.
Fourth, the system exhibits an MBL transition at a disorder strength
Wc2(h), which increases significantly as the XY anisotropy h is in-
creased. Due to the above mentioned lack of a U(1) symmetry in the
XYZ chain, this transition cannot be thought of as directly following
from the arguments for localisation of [23]. It is, however, in line with
the most recent research on the topic which relies less on the particle
interpretation [92] and more on non-proliferation of resonances. Scott
Taylor determined Wc2 via ED analysis of chains with lengths up to
L = 17 spins, using the standard tests of the eigenstates and spec-
trum of the Hamiltonian [101, 116, 130, 185]. A phase diagram sum-
marising these results is shown in Fig. 8.2.
The remainder of the chapter is organised as follows. We intro-
duce the model and the implementation of the open-system drive in
Sec. 8.1. In Sec. 8.3 we then discuss the hydrodynamics of this model
including the clean and disordered cases. We finish by a short sum-
mary of the results regarding the localisation transition (Sec. 8.4).
8.1 model
The Hamiltonian of the disordered XYZ spin chain reads
H =
L 1
Â
n=1
h
(1+ h)sxns
x
n+1 + (1  h)synsyn+1 + Dsznszn+1
i
+
L
Â
n=1
hnszn. (8.1)
Here san = 12s
a
n are spin-1/2 operators (san are Pauli matrices (2.17)), h
is the XY anisotropy of the coupling (the parameter that breaks the
U(1) symmetry of the XXZ model), D is the Ising anisotropy (in our
case always D = 1.2 unless mentioned otherwise), and hn 2 [ W,W]
are uncorrelated disorder fields randomly drawn from a uniform dis-
tribution. The h ! 0 limit of this model is the well-studied XXZ spin
chain; h 6= 0 introduces a term equal to
hÂ
n
 
s+n s
+
n+1 + s
 
n s
 
n+1
 
/2,
which violates the conservation of the z-component of the total mag-
netisation. In the fermion language this corresponds to a nearest-
neighbour pairing term.
We probe the hydrodynamics of this system using TEBD as intro-
duced in Sec. 4.3. To this end, we couple the ends of the chain to
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Figure 8.2: The resulting ‘phase diagram’ of the boundary-driven dis-
ordered spin-1/2 XYZ chain, for an Ising anisotropy of D = 1.2.
Here h is the XY anisotropy of the exchange interaction between
the spins, and W is the strength of the random-field disorder. In
the left-hand panel, the dashed line shows the border between
diffusive and subdiffusive energy transport determined from
our TEBD studies, and the bars are error estimates. The colour
scale shows the transport exponent g estimated via interpolation
between the numerically determined values, which are indicated
by gray points. The right-hand panel shows the location of the
MBL transition, determined by three different analyses of ED
results: the crossover in level statistics from random-matrix to
Poissonian, r; the peak in the standard deviation of the Shannon
entropy, s(SSh); and the peak in the standard deviation of the
von Neumann entropy, s(SvN).
two thermal baths at different temperatures, and describe the time-
evolution of the resulting non-equilibrium open system depicted in
Fig. 8.1 using the Lindblad equation (2.14) introduced in Sec. 2.1.4:
dr
dt
=  i [H, r] + k
n
LL(r) + LR(r)
o
. (8.2)
The first term on the right-hand side of (8.2) describes the coher-
ent dynamics; the Lindblad terms LL(r) and LR(r), defined as in
(2.14), correspond to the left and right reservoirs respectively, and k
is the strength with which we couple them to the chain. This two-
site thermal driving protocol has been used in similar transport stud-
ies [148, 210]. In particular, it drives an isolated pair of spins to a
thermal state with temperature T, r µ exp( H/T). We drive the pair
of spins on the left-hand end of the chain towards a high temperature
TL, and the right-hand pair towards a lower temperature TR. For the
remainder of this chapter we use the target temperatures TL = • and
TR = 20. We will now introduce how to engineer such a driving.
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8.1.1 Two-site driving protocol
Our aim is to construct operators LL(r) and LR(r), i. e. determine
the corresponding Lindblad operators Lk, which produce a unique
stationary state rL(R) at the two spins on the left (right) of the chain to
which they are applied. This stationary two-site density matrix will
act as a bath and take the form of rB = exp( h/TB)/Tr(exp ( h/TB)),
a local thermal (Gibbs) state with respect to the two-site Hamiltonian
hn,n+1 (such as Eq. 8.6). The two-site density operator rB is a 22 ⇥ 22
matrix. In order to be the stationary state resulting from (8.2) we
require that rB be a unique eigenvector (in the superoperator formal-
ism) of LB with eigenvalue 0, while all other eigenvalues are negative.
By only fixing one eigenvector and eigenvalue, the choice of Lµ (see
(2.14)) will not be unique, so that it makes sense to demand that all
other negative eigenvalues be  1 to ensure fast convergence [148]. In
order to make the construction easier, we can diagonalise rB, so that
it takes the form d = diag(d0, d1, d2, d3). We now show that the set of
16 Lindblad operators Lµ (µ is now a double index (ij)) of the form
Lij =
r
dm
32
ri⌦ rj, i, j = 0, 1, 2, 3, m = (i mod 2)+ 2(j mod 2),
(8.3)
where r0 = sx + isy, r1 = sx   isy, r2 = 1 + sz, r3 = 1   sz,
indeed result in a LdiagB satisfying the above conditions. The super-
script ‘diag’ denotes that we have constructed an operator that will
drive the two-site density matrix into a thermal state in its diagonal
basis. In order to represent LdiagB as a superoperator following (4.46),
we need to again choose a basis. Most convenient would be of course
the Pauli basis, which for a two-site Hilbert space takes the form of
sa = sa1 ⌦ sa2 , with a1, a2 = 0, x, y, z. We therefore obtain a superoper-
ator via A#a,b = 1/4 Tr(A
†sbAsa). The only non-zero matrix elements Ldiag,# a,b with a, b 2 {0, . . . , 15} are, if we assume positive di and
that Tr(d) = 1,⇣
Ldiag,#B
⌘
a,a
=  1, a = 1, . . . , 15,⇣
Ldiag,#B
⌘
15,0
= d0   d1   d2 + d3,⇣
Ldiag,#B
⌘
12,0
= d0 + d1   d2   d3,⇣
Ldiag,#B
⌘
3,0
= d0   d1 + d2   d3.
(8.4)
Diagonalising (8.4), we find indeed that the above conditions are ful-
filled, in particular that the eigenvector with corresponding eigen-
value of 0 is d. We now need to find the form of Ldiag,# for non-
diagonal rB, e. g. for a rB in the basis of the Hamiltonian. To that
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Figure 8.3: Relaxation of the energy current to its NESS value for L = 16,
h = 0.2, D = 1.2, and W = 0.4. The orange curves show the
currents through each site as a function of time using c = 60
throughout. The purple curves show the currents through each
site as a function of time using the iterative procedure of increas-
ing c. The vertical lines indicate the points where c increases,
the dashed horizontal line shows the NESS value of the current.
The black curves show the value of the current averaged over all
sites.
end, we use the rotation matrix V that diagonalises rB = V†dV in
order to formulate a rotation on Ldiag,#B . We apply this rotation as a
superoperator in the Pauli basis such that we finally obtain
exp(L#Bt) = V†#exp(Ldiag,#B t)V#. (8.5)
8.1.2 Obtaining the non-equilibrium steady state
To study the energy transport across the disordered chain, we simu-
late the non-equilibrium configuration depicted in Fig. 1(a) of Eq. (8.2)
with the baths engineered as shown above. These thermal baths are
coupled with strength k (in our simulations always k = 0.5) to the
end spins, where we set hi = 0 (i 2 {0, 1, L   2, L   1}). These end
spins are then coupled to the rest of the chain which evolves coher-
ently according to the Hamiltonian (8.1). In order to obtain results for
sufficiently long chains, we use a TEBD method to drive the chain
until a NESS is obtained. In particular, we encode the density matrix
of the system as a state vector and make use of the superoperator
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formalism to evolve it in time [97, 214]. In our simulations, we were
able to reach system sizes of up to L = 400.
To obtain the NESS for each set of parameters W, D, and h, we con-
sider M realisations of the disordered magnetic field hn. For each real-
isation, we take r(0) to be a product of completely mixed local dens-
ity matrices, and we time-evolve it to obtain an approximation to the
steady state density matrix of the lattice, r• = limt!•r(t) [148]. Our
TEBD method is a variant of the open source library TeNPyLight [82],
which implements the superoperator formalism for states. We use a
time-step dt = 0.4 and a fourth-order Trotter decomposition [182] for
our two-site local updates. At any time, our global density matrix r
is described by a MPS of matrix dimension of up to c = 300.
This process is performed until a series of convergence criteria is
fulfilled. Spatial homogeneity and temporal uniformity of the energy
current (described in the next section) are the most suitable indicators
of convergence. We choose as our spatial criterion that the standard
deviation of the individual currents on every bond k (excluding those
subjected directly to the Lindblad driving) relative to the average cur-
rent be s(jk)/ jk < 2%. The temporal criterion is that the standard
deviation of the average current over the previous 100 time-steps is
less than 0.3% of the average over the same period.
We then use the obtained NESS as the initial state for a simula-
tion with a higher maximal matrix dimension c. As the NESS is
unique [148], we make the reasonable assumption, which we back up
below, that every increase of c will bring our numerical approxima-
tion of jE closer to the true value. We repeat this process of increasing
the matrix dimension until the average energy current jE is basically
independent of c, i. e. when DjE/jE < 0.4%. If any of the conver-
gence criteria are not satisfied then the result has not converged and
the data is excluded from the study. We require that the TEBD must
successfully converge to a steady state for at least 98.5% of disorder
realisations, or the data is discarded to avoid biased sampling of the
true current distribution. After the NESS is obtained for M realisa-
tions (M ranging 20 to 600), the energy current (already averaged
along the chain) is averaged over realisations, resulting in a statistical
uncertainty of s(jk)/
p
M ⇡ 1.5% or less for most chains (< 3  4%
for the strong disorder runs).
In order to make the entire process more tangible, we have shown
a sample run for a single disorder realisation in Fig. 8.3. The purple
lines represent energy current measurements at different bonds of
the chain for a simulation as described above. Every time a steady
state (SS) according to the chosen criteria is reached, we use this SS
and run the simulation at a higher maximal bond-dimension c. In
comparison, we show in yellow that a simulation run at the maximal
c from the start converges to the same SS. In that sense, we confirm
that the SS is indeed unique and that a variable c can help reaching
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Figure 8.4: We plot the NESS energy current distribution of the scaled log-
arithm of currents p(f), where f ⌘ log10(j) log10(j)s(log10(j)) . For a wide
range of disorder strengths we find that the probability distribu-
tion is well described by a log-normal distribution. This may be
in contrast with observations about subdiffusion in [5].
the true SS faster because it allows for initial states to have a larger
overlap with the actual SS.
Lastly we note that one may also study the whole NESS energy cur-
rent probability distribution p(jE) for the entire disorder ensemble
(see Fig. 8.4). This is important for two reasons. Firstly we need to
verify the shape of the distribution in order to determine whether it
is well-behaved, i. e. posseses a well-defined mean. We find that the
distribution of the log-currents seems to be stable and described by
a normal distribution, i. e. the distribution of currents is log-normal.
Secondly, it was claimed in [5] that subdiffusion, such as also found
in this study, may result from chain-resistivities R (R ⇠ 1/j) hav-
ing broad distributions in their respective disorder ensemble. The
width of these distributions diverges at low frequency in response
theory and therefore the distribution becomes scale-free. This leads
then to anomalous transport coefficients signifying subdiffusion. In-
terestingly our current distributions do not agree with this prediction
of a broadening distribution. We plan to address this further in future
research and hope to provide an alternative mechanism for subdiffu-
sion.
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Figure 8.5: Transport properties of the XYZ model for a range of disorder
strengths W, including zero. We show the current scaling for dif-
ferent values of the XY anisotropy h. Each panel shows the NESS
disorder-averaged energy current jE as a function of chain length
L. The finite-size effects discussed in the text are clearly visible
for small W. The coloured dashed lines indicate the power-law
fit we use to obtain the transport exponent g. The length of the
dashed line shows the range of system sizes that were used:
either all chains longer than the estimated L? (green), or the last
three obtained data points (red). The latter are indicated by hol-
low symbols in Fig. 8.2 and Fig. 8.8. The dotted line corresponds
to a transport exponent of g = 1. Here D = 1.2.
8.2 current scaling
We are now in a position to determine the transport properties based
on the NESS as obtained above. For that matter, we extract a trans-
port coefficient g similar to what was first introduced in Fig. 3.11 for
spin currents. It is obtained by scaling the NESS energy current as
a function of system size L (see Fig. 8.5). The energy current oper-
ator is determined from the continuity equation for the bond energy
operator
H˜n,n+1 =(1+ h)sxns
x
n+1 + (1  h)synsyn+1 + Dsznszn+1
+
1
2
(hnszn + hn+1s
z
n+1) ,
(8.6)
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and in the XYZ model the current operator for the nth site is:
jEn = i
⇥
H˜n 1,n, H˜n,n+1
⇤
= Â
a,b,g
Ja Jgsan 1s
b
ns
g
n+1#abg +
1
2
hn Jx
 
sxn 1s
y
n   synsxn+1
 
+
1
2
hn Jy
 
sxns
y
n+1   syn 1sxn
  (8.7)
where #abg is the Levi-Civita tensor, a, b,g 2 {x, y, z}, and Ja is the
nearest-neighbour coupling between the a components of the spins.
In our case they take the values 1+ h, 1  h and D respectively.
The diffusion equation (see (3.28)) for the transport of energy E,
where E = hH˜n,n+1i corresponds to the bond-energy density as ob-
tained by (8.6), reads jE =  DrE =  DDE/L. This is sometimes
also referred to as Ohm’s or Fick’s law. Here D is the diffusion con-
stant, rE is the gradient of E, and DE is the difference between
its boundary values. We therefore expect the current to scale in a
diffusive regime as ⇠ 1/L. We may stress again that as derived in
Sec. 3.3.1, diffusion is the expected form of transport in a disordered
medium. The mean-square displacement in this case asymptotically
reads Dx2 ⇠ Dt. We use this to define a time t⇤ it takes an excitation
(spin, particle, energy) to traverse the system, sometimes referred to
as Thouless time [115], namely t⇤ ⌘ Lb. A fixed bias should make
an extensive number of excitations available for transport, so that the
stationary current will be given as j µ Lt⇤ =
1
Lb 1 . The diffusive case
corresponds to b = 2 and agrees with the expectation from the diffu-
sion equation. In the ballistic case, b = 1, the current is expected to
be independent of system size.
Defining for simplicity g ⌘ 1   b, In the thermodynamic limit
we expect the NESS current scaling to give jE ⇠ L g. In this case
g = 1 corresponds to normal diffusive energy transport, i. e. Fick’s
law. When Fick’s law breaks down, the transport is no longer diffus-
ive, and we may observe slower subdiffusive (g > 1) or faster super-
diffusive (g < 1) transport. This corresponds to anomalous transport
as briefly discussed in Sec. 3.5.
A series of such scaling measurements, where we plot the energy
current as a function of system size, for a wide range of parameters is
shown in Fig. 8.5. Here the coloured dashed lines indicate the scaling
range used in order to obtain the transport coefficient g (in this case
the slope). We discuss the consequences and physics of these scaling
measurements in the following section.
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Figure 8.6: Transport study of the XYZ model without disorder. TEBD res-
ults for the dependence of the energy current jE on the chain
length L, showing ballistic transport for several values of the
Ising anisotropy D and the XY anisotropy h.
8.3 ergodic phase and hydrodynamics
8.3.1 No disorder: ballistic energy transport
Before investigating the transport behaviour in the disordered sys-
tem, we quickly want to verify that results for the clean (W = 0) case
agree with existing literature [213]. In the zero-disorder limit the XYZ
model has been shown to be solvable by Bethe Ansatz methods. How-
ever, the “reference state” is not known, so only a limited number of
exact results are available [26, 93]. We find that the energy current
jE is independent of the length of the system, which signals that the
energy transport is ballistic; this is consistent with previous work on
the XYZ model [213]. Ballistic energy transport has been linked to the
integrability of quantum systems [120], a characteristic which is also
visible in the Poissonian statistics of the Hamiltonian’s eigenenergy
spectrum [36]. For 0 < D  2 and 0 < h  1 it was shown that the
average of r falls close to the Poissonian value rP = ln 4  1 over the
entire spectrum [175]. However, as far as we are aware, there have
hitherto been no transport or eigenvalue studies of this sort for the
XYZ model.
Fig. 8.6 shows our TEBD results for the energy current jE as a func-
tion of the chain length L, for a range of h and D. Each curve clearly
shows that jE is independent of the chain-length L, as expected for
ballistic transport. Our results are therefore consistent with the es-
tablished analytical predictions for spin chains in the absence of dis-
order [213].
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Figure 8.7: Testing whether our chains are long enough for the scaling limit
to have been reached. In this example the XY anisotropy para-
meter h = 0.4. (a) The numerical collapse of the energy current jE
as a function of chain length L onto a single curve under suitable
scaling by the disorder strength W. Note the typical crossover
from ballistic behaviour in short chains to diffusive behaviour —
indicated by the dashed line — in longer ones. (b) The ‘running
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universal curve, showing that g reaches the diffusive value of 1
above the critical length scale x? ⇡ 25  30.
8.3.2 Weak disorder: stable diffusive phase
At weak but non-zero disorder, 0 < W < Wc1(h), the transport is
diffusive as can be seen in Fig. 8.5, where any non-zero disorder
causes the energy current to be system size dependent. This has pre-
viously been shown for spin and energy transport in the XXZ chain
(h = 0) [121], but we show it for the first time in the XYZ case. An
important note we take from Fig. 8.5 is that as in previous studies, we
find severe finite-size effects in the results at weak disorder. For small
system sizes the transport appears faster, continuously ‘bending’ to-
wards a linear asymptotic regime. This asymptotic scaling behaviour
of jE(L) corresponds to diffusion (g = 1) and is observed only for
values of L exceeding a critical length L?, where L? increases with
decreasing W. For a ballistic-to-diffusive crossover, it can be shown
that this length scale should scale as L? ⇠ W 2 [212]. This relies on
a result already derived previously. Essentially this length scale rep-
resents the mean free path, i. e. the distance an excitation of energy
e may travel before it changes momentum k due to disorder. We use
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(3.32) then to estimate the time t for the first collision. Before that,
the excitations travel freely and ballistically with a dispersion rela-
tion of ek = 2Jcos(k). We use this to substitute the density of states
into (3.34) and thus obtain t ⇠ J/W2 for excitations in the middle
of the spectrum or at infinite temperature. Again using the idea that
x ⇠ t1/b, for the ballistic-to-diffusive (b = 1) case we finally arrive
at L⇤ ⇠ 1/W2 ⌘ 1/Wn. We further note that the diffusion coeffi-
cient must also be disorder dependent and scales for a ballistics-to-
diffusive crossover as D ⇠ 1/W2 ⌘ 1/Wd. If we apply our analysis
naïvely to a chain of length L < L?, it yields an exponent g < 1, and
thus falsely suggests superdiffusive energy transport.
However, we can use the scaling properties of jE(L) to test whether
the scaling regime has been reached in any given case. In Fig. 8.7a we
demonstrate that, by scaling the data using x ⌘ LWn and additionally
y ⌘ jEWd n, it is indeed possible to collapse all points onto a single
universal curve. For the example shown, h = 0.4, the best empirical
scaling exponent is n ⇡ 1.87, in reasonable agreement with the pre-
dicted value of 2. We also find that n  d = 0.01, which is close to the
predicted behaviour of n = d [212].
We estimate x?, the value of x above which the running expo-
nent determined from the scaling of the energy current jE(x) no
longer changes, by performing a tangential fit to the universal dif-
fusive curve formed by the scaled jE(L) data — see Fig. 8.7a. We
perform two fits, the first taken over all of the data points within a
region of constant size in ln x and the second taken over a constant
number of data points. The results of these fits are shown in Fig. 8.7b
as a function of the smallest x used in each fit. Our estimate of x? is
the value at which g(x) has become 1.
This allows us to identify the points in Fig. 8.2 and Fig. 8.8 where
we are therefore confident that the reported value of g is not reflective
of the thermodynamic limit (indicated by hollow markers). We note
that the value of x? increases for increased h.
The diffusive phase is not materially altered when the XY aniso-
tropy is increased, except insofar as it extends to stronger disorder,
i. e. Wc1(h) increases with h (see left-hand panel in Fig. 8.2). We de-
termine the value for the disorder strength Wc1(h) at which energy
transport changes from diffusive to subdiffusive as follows. We set the
upper bound of the transition, i. e. the disorder strength at which we
are confident that energy transport has become subdiffusive, where
our average g is more than two standard deviations away from 1. The
lower bound is set to the disorder value at which the NESS current
scaling comfortably falls on top of the universal scaling curve (see
Fig. 8.7). The dashed line in the left-hand panel of Fig. 8.2 repres-
ents the disorder strength at which our average g is more than one
standard deviation away from 1.
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8.3.3 Intermediate disorder: subdiffusive energy tran-sport
Increasing the disorder strength further we find that the disordered
XYZ model exhibits subdiffusive energy transport at W > Wc1(h).
In contrast to the diffusive region, in the subdiffusive phase the trans-
port exponent g varies continuously as a function of both the disorder
strength W and the XY anisotropy h. This variation shows two main
trends. First, as shown in Fig. 8.8a, a larger h results in a smaller g,
i. e. breaking the U(1) symmetry pushes the system back towards dif-
fusive transport. Second, as shown in Fig. 8.8b, increasing disorder
strength W leads to an increased value of g for all values of h, i. e.
increasing disorder pushes the system further away from the diffus-
ive regime. While we cannot follow this behaviour all the way to the
MBL transition, the location of which we determine by other means,
we expect that g would diverge there.
It has to be restated that subdiffusive transport corresponds to an-
omalous transport and therefore is not the ‘norm’ in disordered sys-
tems. While in U(1) symmetric systems, one could visualise such an
effect as particles physically getting stuck, in the case of energy trans-
port this is an even more intriguing effect and an open area of re-
search.
8.4 localised phase
8.4.1 Strong disorder: many-body localisation
Because the convergence of our TEBD method worsens at stronger
disorder, we cannot use it all the way to the MBL transition. There-
fore, it becomes necessary to perform ED studies on short, closed
chains. The numerical work was carried out by Scott Taylor and the
results are briefly summarised below. The ED was carried out on
chain length of up to L = 17 spins for the XXZ model and L = 16
spins for the XYZ model with periodic boundary conditions.
In Sec. 3.4.2 we discussed several measures to identify the location
of the MBL transition. The most prominent one consists of determ-
ining the crossover from random-matrix to Poissonian statistics in
the eigenenergy spectrum, as measured by the gap-ratio parameter.
Further to that we also showed that one can locate the peak in the
fluctuations of the Shannon entropy SSh =  Âi rii ln rii, where r is
the full density matrix of the spin chain. Finally, it is also possible to
locate the peak in the fluctuations of the half-chain entanglement en-
tropy SvN =  Tr(rA ln rA), where rA is the reduced density matrix of
the half-chain. In the present case these quantities were evaluated us-
ing the 200 eigenstates closest to the middle of the many-body energy
spectrum, and then averaged over disorder realisations. Employing a
finite-size scaling analysis of the disorder-averaged results leads to
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Figure 8.8: The energy-transport exponent g in the disordered spin-1/2 XYZ
chain at weak to moderate disorder strengths, as determined
from our TEBD numerical results. All results reported are for
an Ising anisotropy of D = 1.2. (a) The exponent g as a func-
tion of the XY anisotropy h, for various values of the disorder
strength W. g = 1 corresponds to diffusive energy transport; for
g > 1, energy transport is subdiffusive. (b) The exponent g as a
function of the disorder strength W, for various values of the XY
anisotropy h. The open symbols in both panels indicate cases in
which the chain was not long enough to achieve fully diffusive
behaviour, and these points should therefore be disregarded (see
Fig. 8.7 and corresponding text). The error bars shown corres-
pond to two standard deviations of uncertainty resulting from
the g fit to the results shown in Fig. 8.5. We have not included
any uncertainties stemming from a non-optimal SS or from the
disorder averaging of SS values of jE as these were generally
small.
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Figure 8.9: This figure presents the numerical results carried out by Scott
Taylor. They locate the MBL transition via exact diagonalisation
via (a) the level statistics r parameter, (b) the standard deviation
of the entanglement entropy distribution, and (c) the standard
deviation of the Shannon entropy distribution, all as a function
of disorder strength W for several values of the XY anisotropy
parameter h. These results were obtained from exact diagonal-
isation of the Hamiltonian for a disordered XYZ spin chain of
length L = 15 with periodic boundary conditions. The error bars
are smaller than the symbol size.
the MBL transition points found in Fig. 8.2. The analysis of the indi-
vidual quantities is shown in Fig. 8.9. All three measures demonstrate
a pronounced increase of the critical disorder strength for the MBL
transition, Wc2, as the XY anisotropy parameter h is increased. This
is very much in line with the observation of the shift in transition
from diffusive to subdiffusive behaviour for a varying XY anisotropy
parameter.
8.5 summary
In this chapter, we have provided evidence that there are four phases
in the disordered spin-1/2 XYZ chain: a ballistic phase at zero dis-
order; a diffusive phase for a finite range of disorder from 0+ to a
critical value Wc1(h); a subdiffusive phase for a finite range of dis-
order from Wc1(h) to the MBL transition Wc2(h); and a many-body
localised phase for disorders above Wc2(h). Importantly, the model
that we have studied takes us beyond cases — such as the previously
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studied XXZ chain — that can be thought of in terms of the strongly-
interacting dynamics of a fixed number of particles.
The two main conclusions to be drawn from this chapter are as
follows: disorder tends to localise; XY anisotropy tends to delocal-
ise. It is not immediately intuitive how to think of the latter. One
possible way to understand delocalisation is to think of it in the
fermionic picture, in which the XY anisotropy h appears as a pair-
creation (and of course a partner pair-annihilation) term. This means
that the system, in its time-evolution, can visit sectors with other fer-
mion numbers, which it could not in the XXZ case. If subdiffusion
is pictured as excitations (and in this illustration particles) ‘getting
stuck’ and thus moving slower than diffusively, an additional trans-
port channel might help them travel though the chain faster. Barring
significant phase-coherence effects between the states in the N and
N + 2-particle sectors (which there seems to be no reason to expect),
we would therefore expect enhanced delocalisation of energy dens-
ity excitations. This would presumably carry over to the localisation
transition of the MBL phase and explain the transition point at much
larger values of disorder strength.
Further interesting questions include testing this for quasi-periodic
disorder as well as elaborating further on the mechanics for subdif-
fusion, something that is not fully understood at this point. These
questions are currently being addressed in ongoing research.
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9
CONCLUS IONS AND OUTLOOK
In this thesis, we have studied various aspects of the spin-1/2 XYZ
model and its fermionic equivalent. There are two main results. Firstly,
we showed that a disorder-free, Wannier-Stark localised system ex-
hibits many-body localisation phenomenology upon adding interac-
tions between its constituent particles. While lacking an asymptotic
description in the thermodynamic limit, this is the first disorder-free
model containing only one particle species that exhibits non-transient
many-body localisation phenomenology. Secondly, we characterise
the energy transport of the spin-1/2 XYZ chain under U(1) symmetry
breaking. We showed that symmetry breaking delays localisation and
enhances transport, while retaining previously found forms of anom-
alous transport.
9.1 context and relevance
The underlying reason for our research, as motivated in the introduc-
tion, is that the mechanism for quantum systems to thermalise is not
sufficiently understood. (Idealised) model systems such as the XYZ
spin chain provide a promising venue to uncover fundamental laws
of collective quantum phenomena. Still, these complex systems are of-
ten analytically intractable and numerics, on the other hand, become
unfeasible due to an exponential increase in required computer re-
sources when increasing the investigated system size. It is often due
to ingenious numerical techniques or the scaling of small system size
exact numerics that progress can be made.
This leaves the question whether it is useful at all to study a specific
system, its short time dynamics as well as its long time steady state.
After all, in theoretical physics, we are most interested in universal
behaviour applicable to a wide class of problems. To answer this, it is
worthwhile to take a step back and look at the history of condensed
matter physics. The earliest forms of condensed matter science are
broadly speaking connected with the prehistoric ages such as the
stone, bronze and iron age. While they were very different in the
nature of their science, we must not forget that the idea of quenching,
an important topic in this thesis, has its possibly first prominent writ-
ten mention in Book 9 of Homer’s Odyssey describing the stabbing
of the Cyclops’ one eye.
‘as when a man who works as a blacksmith plunges a screaming great
axe blade or adze into cold water, treating it for temper, since this is the way
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steel is made strong, even so Cyclops’ eye sizzled about the beam of the olive.’
(9:393) [158]
The modern, scientific condensed matter theory emerges in the midd-
le of the nineteenth century with the classification of crystal symmet-
ries, the Wiedemann-Franz law (for thermal and electrical conduct-
ivity) and not least with J. J. Thomson’s discovery of the electron in
1897. In the many decades to follow, theorists and experimentalists
discovered and explained many of the most fundamental concepts to
the present day: band-structures, magnetism, superconductivity, su-
perfluidity and many more. Importantly, theorists at the time were
mostly concerned with calculating properties measurable or already
measured in the laboratory.
A paradigm shift can be seen with the discovery of the renormalisa-
tion group. The idea of scale invariance and universality classes has
since then made a profound impact on the field. While initially most
prominent in the study of phase transitions, universal scaling beha-
viour was discovered in many others areas, not least in the recently
very active area of topological insulators. Universality is of course a
powerful concept in physics. It distils nature’s essence in a unique
way and is ultimately a time saver, simply put.
The danger with ever increased abstraction is, however, that things
become far more difficult to realise in experiment. In that sense, we
may be observing a paradigm shift again. The advent of cold atom ex-
periments, among other promising avenues, has allowed us to probe
concrete quantum systems in a way impossible before. This unpar-
alleled level of control has brought questions of non-universal nature
back to the forefront of physics.
9.2 interplay of disorder , confinement, interactions
Prompted by the above, we studied in the first part of this thesis a par-
ticular type of relatively simple quantum quench: a sudden trap dis-
placement applied to a one-dimensional system of non-interacting lat-
tice fermions with disorder (the interacting case was also considered
and discussed). The central theme of the first chapter in that part was
to provide an understanding of how confinement, lattice structure
and disorder, three key ingredients in cold atom experiments of the
present day, conspire to provide various dynamical regimes to the
coherent post-quench time evolution. We discussed these questions
using a number of relatively straightforward real-space observables.
The main conclusion drawn for the non-interacting case was that
the disordered potential has two distinct localising effects: Ander-
son localisation, which occurs via the same mechanism as in the un-
trapped system, and Bragg localisation, which arises from the pres-
ence in the single-particle spectrum of the post-quench Hamiltonian
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of nearly degenerate bonding and antibonding states that are spa-
tially localised near the edges of the trap. These effects have profound
impact on the short- and long-time dynamics of the system.
Especially the role of disorder or parity breaking in the long-time
evolution is very pronounced. Very weak disorder or a non-integer
trap jump may stop the hybridisation of Bragg-localised states caus-
ing a macroscopic parity violation by steady state density.
The study of this specific case raised a more general question. In the
case of large trap displacements, when the so-called Bragg-localised
states lose their partner states on the other side of the confinement,
the system is Wannier-Stark localised (in a non uniform field). The
underlying mechanism for localisation is different from Anderson loc-
alisation; however, many emerging properties such as exponentially
localised eigenstates remain. How much of this phenomenology re-
mains when adding interparticle interaction?
In the second chapter of the first part we have shown that the exper-
imentally natural case of a finite system in an electric field, a simple
Wannier-Stark-localised system, shows properties that coincide with
those of the MBL phase. The bipartite entanglement entropy S(t) ex-
hibits a slow, logarithmic growth to a value much larger than that ob-
tained in the non-interacting case. The spectral statistics, a dynamics-
independent measure for localisation, are Poissonian. And finally, loc-
alisation seems equally persistent in a now standard imbalance exper-
iment, where the relaxation of CDW order is measured.
This striking similarity of Stark-MBL and disorder-induced MBL
shows the emergence of interesting fundamental properties from con-
crete physical systems. While in the limit of large system sizes, Stark-
MBL may be difficult to motivate on account of the unbounded po-
tential implied by a uniform component of the electric field, in any
realistic experiment this should not pose a problem. The realisation
of MBL phenomenology without the use of any quenched disorder
in a single-species particle model opens up the route to new research
investigating the crossover regime between the two cases.
9.3 symmetry and hydrodynamics
While the first part of this thesis is mainly concerned with various
forms of localisation in one-dimensional fermionic systems, the sec-
ond part is dedicated to transport in disordered but delocalised sys-
tems. To that end we investigated the disordered spin-1/2 XYZ chain.
It has recently become clear that spin systems which localise at strong
disorder, have a complex phase diagram in the parameter region pre-
ceding the localisation transition. One interesting property is that
spin and energy transport are believed to behave anomalously, in that
they show subdiffusive instead of diffusive transport prior to the loc-
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alisation transition. A completely open question in the hydrodynamic
studies was the influence of underlying symmetries.
We found that breaking the U(1) symmetry present in the the pre-
viously studied XXZ chain (by introducing an XY anisotropy) influ-
ences the energy transport as well as the localisation transition. In
total we found four phases: a ballistic phase at zero disorder; a dif-
fusive phase for a finite range of disorder from 0+ to a critical value
Wc1(h); a subdiffusive phase for a finite range of disorder fromWc1(h)
to the MBL transition Wc2(h); and a many-body localised phase for
disorders above Wc2(h). Importantly, the model in question takes us
beyond cases — such as the previously studied XXZ chain — that can
be thought of in terms of the strongly-interacting dynamics of a fixed
number of particles. The two main conclusions to be drawn from this
part are as follows: disorder tends to localise; XY anisotropy tends
to delocalise. In future research it would be interesting to address
the mechanism behind subdiffusion further. This form of transport,
while possibly a transient phenomenon (in time or space), remains a
peculiar property even at the time- and length-scales currently invest-
igated.
9.4 open questions and outlook
In summary, we hope to have provided a detailed rendition of the
last four years of work dedicated to the study of localisation, thermal-
isation and transport in one-dimensional systems. We found that the
study of concrete experimental realities such as harmonic confine-
ment gave rise to abstract new ways of thinking about localisation, as
is the case for Stark-MBL. Further to this, even in the ergodic region
of disordered systems, once dubbed a mere ‘bad metal’, things are far
from understood. The mechanism for anomalous subdiffusive trans-
port remains disputed, while other flavours of ergodicity such as the
fractal dimension equally show irregular behaviour.
As a closing remark we note that while this work only touched
upon a very small area of non-equilibrium condensed matter physics,
the emerging answers and new questions are broad and profound.
We therefore expect that many new and exciting concepts will arise
in this field in the years to come. What a time to be alive (and to be
doing physics of course!).
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