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景分类器两种分类器输出值完成对测试样本的分类． 将本文的方法运用于 Willow-actions 数据集上进行评价，实验结果证明了
该方法的有效性．
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Abstract: This paper proposes a novel method for action recognition in still images using a combination of poselet and scene informa-
tion． First，multi-scale dense sampling and SIFT descriptor are applied in feature extraction and description． Then non-parametric proba-
bility density estimation is employed to estimate the spatial distribution of feature space． To obtain discriminative scene feature，the gradi-
ent of probability density function is calculated and the vectors aggregation on visual words of action codebook is described for scene
based action classification． While for pose classification，action-specific appearance and configuration patterns of human body part are ex-
tracted from training images，then a set of pose classifiers are trained to evaluate the class label confidence which test samples belongs to．
Finally，the outputs of scene classifier and pose classifier are combined to decide the final class label． We validate our approach on Wil-
low-action dataset and experimental results show that it achieves superior performance in comparison to several baseline methods．





























图 1 Willow-action 数据集
( Interacting with computer)






























































































Fig． 3 Framework of scene feature extraction and description
3． 1 基于概率密度梯度向量的场景特征提取
传统的 BOW 方法简单地统计子空间的特征出现频度所








假设从一幅图像 I 中提取出的 SIFT 描述子集合为 x =
{ x1，x2，…，xn } ，利用公式( 1) 的高斯窗非参数估计方法对图
像中特征点的分布进行估计:





(exp － ( x － xi )
T ( x － xi )
2σ )2 ( 1)
其中 n 表示从图像中采样出的 SIFT 特征点数，xi 表示第
i 个 128 维的 SIFT 特征描述子，σ 表示非参数估计中所采用
的高斯窗参数( 实验中对该参数的选取进行了评估) ．
求公式 1 对 x 的导数，进一步计算出特征点的概率密度
梯度向量，如公式( 2) 所示:






( xi － x) (exp － ( x － xi )
T ( x － xi )
2σ )2
( 2)
运用 PCA 主成分分析方法，从公式 2 计算得到的训练样
本特征点梯度向量集合 V = { v1，v2，…，vn } 中提取出一组有
判别力的特征向量 U = { μ1，μ2，…，μd } ，将这一组正交的基向
量作为新的坐标系，将原始空间的特征点梯度向量投影到新
的坐标系下，即通过公式 UTV 计算出梯度向量在这组新的正
交基上的投影坐标，得到新的梯度向量集 V' = { v1 '，v2 '，…，















为 X = { x1，x2，…，xN } ，运用 Kmeans 算法聚类得到 k 个单词





p( wi | x) = ∑
s
j = 2
( x － 珟wj 2 － x － 珟w1 2 ) / x － 珟wj 2
( 3)
其中珟wj 表示按从小到大的顺序对距离 x 最近的 s 个单
词进行排序后，距离 x 最近的第 j 个单词．
对每一幅图像 I，以每个单词为中心统计梯度特征向量
集 V' = { v1 '，v2 '，…，vn '} 在 k 个单词 W = { w1，w2，…，wk } 上
的聚集编码:
s i = ∑
n
j = 1
p( wi | xj ) v j 2 v j ' ( 4)
最后将 k 个单词的梯度聚集向量串联起来，得到图像的




K( s i，s j ) = s
T
i s j ( 5)








Ts i + b］－ 1≥0 i = 1，…，N ( 7)
其中，yi 表示图像编码对应的行为类别标签，s i 表示训练
样本中第 i 个图像编码，w 和 b 分别表示分类超平面的法向
量和阈值权．
对每一种行为类别，将属于该行为类别的图像编码 s i 作
为正样本，其他类别图像编码作为负样本，训练得到一个最大
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由于行为识别需要更多的部位表观和位置变化等细节信
息，因此为了提取出更丰富的姿态特征，本文采用［21］提出
的人体关节模型，该模型将人体分为 26 个部位( 头部 2，左躯
干 4，右躯干 4，左手 4，右手 4，左腿 4，右腿 4) ，利用模型在图
像上进行部位检测的输出结果( 如图 5 所示) ，提取出与特定
行为类别相关的部位表观和配置关系特征．
图 5 人体部位模型［21］在 Willow-actions 上的检测结果
Fig． 5 Detection results on Willow-actions by parts model［21］
4． 2 姿态特征提取和表示
一个包含 n 个部位的形变部位模型表示为 P = ( P0，P2，
…，Pn － 1 ) ，其中 Pi 表示第 i 个部位的部位检测器． 每个部位检
测器可用四元组( Fi，di，v i，σi ) 来表示，其中 Fi 表示第 i 个部
位表观特征的权向量，di 是一个四维的度量部件位置的权向
量( 二次函数的系数) ，表示每个部位相对于其理想位置的形
变代价． v i 是一个二维向量，表示第 i 个部位相对于整体检测
器的位置． σi 是表示部件尺度的数值，每个部位 Pi 的位置表
示为 p i = ( xi，yi，σi ) ．
姿态特征的提取包含部位表观 F ( p i ) 和部位形变特征
d ( p i ) 两部分，其中部位的表观特征采用 HOG 特征描述方
式对每个部位检测结果计算出表观特征描述子; 而形变特征
的提取首先以头部位置 p0 = ( x0，y0，σ0 ) 作为固定点，根据公
式( 9) 计算出其他部位的尺度归一化空间位移量:





σ( )0 － v i ( 9)
部位的形变代价采用部位相对位移所造成损失的二次函
数进行度量，因此形变特征用公式( 10) 的 4 维向量表示:




i ) ( 10)
4． 3 参数学习和姿态分类过程
对于给定行为类别的姿态模型参数 w = ( m0，m1，…，
mn － 1，d1，d2，…，dk － 1，b ) ，图像中的部位检测结果 l = ( p0，p1，
…，pn － 1 ) 与姿态模型的匹配程度度量通过最大化公式( 11) 所
示的能量函数来实现，该能量函数衡量了各部位表观的相似
性以及形变的代价:
score( l) = ∑
n－1
i = 0
miF( p i ) －∑
n－1
i = 1







令特定行为类别的姿态模型参数为 w = ( m0，m1，…，
mn － 1，d1，d2，…，dn － 1，b) ，姿态特征表示为 Φ( l) = ( F( p0 ) ，F
( p1 ) ，…，F( pn － 1 ) ，－ d ( p1 ) ，－ d ( p2 ) ，…，－ d ( pn － 1 ) ，1) ，
那么公式 11 的能量函数形式化为: score( l) = w·Φ( l) ．
利用 1-vs-all 的多类线性 SVM 方法为每个行为类别的
姿态模型学习出一个最优的分类超平面:









5． 1 Willow-actions 数据集
Delaitre 等人［5］从 Flickr 网站上采集了用户上传的 911
张图像建立了 Willow-actions 数据集，包含了丰富和自然的视
角、姿态和着装等变化，同时存在着不同情况的遮挡且往往以
复杂的场景作为背景． 按照 Pascal VOC 的标准以人工的方式
对每张图像中的人体位置和行为类别进行了标注． 该图像数
据集包括七个行为类别:“Interacting with computers”，“Photo-
graphing”，“Playing a musical instrument”，“Riding bike”，
“Riding horse”，“Running”和“Walking”，每个类别的图像数
量不少于 109 张，其中除“Riding bike”行为类别的图像来自










SIFT 特征点的采样尺度 patchsize 设置为［16，24，32］，得到
16 × 16，24 × 24 和 32 × 32 三种尺度大小的图像块，采样间隔
step 设为 8 个像素点; 高斯窗概率密度估计中选取核函数的
方差 σ2 设置为 5122 ( 262144 ) ; 训练过程中 SIFT 特征点的




标注 bounding box 裁剪出仅包含人体的图像区域共四种方案
进行实验，分别表示为: a) 图像、b) 人体、c) 人体( 1. 5 resale) 、




验方案 c 表示按照图像中人体位置，从图像中裁剪出 1. 5 倍
大小的图像区域进行分类中． 实验方案 d 表示对人体区域和
整幅图像单独进行特征提取，在线性 SVM 分类器的学习中
将两种特征的核矩阵叠加起来，即 K ( x，y ) = Kp ( x，y ) + Kb




知识下( 实验方案 b，c，d) ，七种行为类别的分类效果好于对
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整幅图像进行分类( 实验方案 a) ． 仅仅依靠人体图像而不使
用任何背景信息的情况下，只在 running 行为类别上取得了最
好的效果，而结合人体图像并引入适当的背景信息在 interac-
ting with computers 和 riding bike 行为类别上取得了最好的分
表 2 四种实验方案在 Willow-actions 上的场景分类效果
Table 2 Scene classification performance for the
four methods on Willow-actions
行为类别
/实验方案 a) 图像 b) 人体
c) 人体




Computers 82. 05% 56. 41% 94. 87% 61. 54%
Photographing 24. 68% 19. 48% 7. 79% 27. 27%
Playing Music 63. 56% 71. 19% 52. 54% 77. 97%
Riding Bike 78. 42% 83. 45% 84. 17% 82. 73%
Riding Horse 73. 68% 71. 93% 73. 68% 84. 21%
Running 38. 27% 60. 49% 55. 56% 55. 56%
Walking 48. 76% 50. 41% 53. 72% 54. 55%
平均分类准确率 58. 49% 59. 05% 60. 33% 63. 40%
类效果，而将人体特征和背景信息分别进行特征提取以及相
似性度量，将两种特征对应的相似度矩阵叠加起来进行分类
在 photographing，playing music，riding horse 和 walking 行为类
别上取得了最好的效果． 本文的方法在 Willow-actions 数据集
上进行四种方案的实验，最后得到的平均分类准确率分别为:
58. 49%，59. 05%，60. 33%和 63. 4% ． 四种方案对应的混淆矩
阵如图 6 所示．
图 6 四种实验方案下场景分类的混淆矩阵
Fig． 6 Confusion matrixes of scence classification








Table 3 Comparison of our scece classification
performance with［5］
实验方案 /方法 Delaitre et． al［5］ 本文的方法
a) 图像 53. 97% 58. 49%
b) 人体 — 59. 05%
c) 人体( 1. 5 rescale) 55. 9% 60. 33%














表 4 Willow-actions 上两种分类器相结合的分类准确率
Table 4 Overall classification performance combined










Computers 79. 05% 69. 23% 82. 05%
Photographing 39. 87% 25. 56% 31. 69%
Playing Music 65. 25% 67. 97% 59. 32%
Riding Bike 74. 82% 85. 61% 85. 27%
Riding Horse 77. 19% 82. 46% 77. 86%
Running 44. 44% 45. 68% 64. 20%
Walking 48. 80% 58. 68% 58. 55%
平均分类准确率 61. 06% 62. 17% 65. 56%
从表 4 可以看到，本文的方法在 5. 2 的 a，c，d 三种实验
方案下得到的平均分类准确率分别为: 61. 06% ，62. 17% ，






比较，从下页表 5 中可以看出本文的方法在 Willow-actions 数
据集上取得了更好的分类效果．
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5． 4 码本数量对场景分类效果的影响
首先在码本中心个数的选择上，选取了 K 设置为 32，64，
128，256 和 512 进行了实验，图 7 给出了四种实验方案下码本
表 5 本文方法与其他方法的比较
Table 5 Comparison of our method with other works
实验方案 /方法 Delaitreet． al［5］
Zheng
et． al［7］ 本文的方法
图像 + 姿态 — — 61. 06%
人体 + 姿态 — — 62. 17%
人体 + 图像 + 姿态 62. 15% 65. 40% 65. 56%
中心个数的选择对场景分类效果的影响． 从图 7 中可以看到
随着聚类中心数量的增加，平均分类准确率也有所提高，当中
心数增加到 256 时 a，b，c 三种方案的分类准确率分别达到最
高的 58. 49%，59. 05%和 60. 33%，实验方案 d 的最好分类效
果 63. 4%在选取 K 为 128 时获得; 然而随着码本中心数增加
到 512，四种实验方案分类准确率都出现下降，其中方案 d 下
图 7 码本数量对场景分类效果的影响
Fig． 7 Scene classification performance on
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