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Please check that this examination paper consists of EIGHT pages of printed 
material before you begin the examination. 
 
[Sila pastikan bahawa kertas peperiksaan ini mengandungi LAPAN muka surat 
yang bercetak sebelum anda memulakan peperiksaan ini.] 
 
 
Instructions: Answer all ten [10] questions. 
 
[Arahan:  Jawab semua sepuluh [10] soalan.] 
 
In the event of any discrepancies, the English version shall be used. 
[Sekiranya terdapat sebarang percanggahan pada soalan peperiksaan, versi 
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1. Consider the linear system  AX B  for some n n  matrix A  and n p  
observation matrix B  (both A  and B  are assumed known). Describe an algorithm 
for solving the linear system using LU factorization and Gaussian elimination 
procedure with partial pivoting. 
[ 15 marks ] 
 
1. Pertimbangkan sistem linear  AX B  untuk suatu matriks A  bersaiz n n  dan 
matriks pemerhatian B  bersaiz n p  (kedua-dua A  dan B  diandaikan 
diketahui). Huraikan satu algoritma untuk menyelesaikan system linear itu 
menggunakan pemfaktoran LU dan prosedur penghapusan Gauss dengan 
pemangsian separa. 
 
 [ 15 markah ] 
 
 
2. Consider the following methods for computing ABx , for some , n nR A B , 
nRx : 
 
I.  A Bx ; 
II.  AB x . 
 
(Brackets denote calculations that are performed first). Method I is more efficient. 
Why? 
[ 15 marks ] 
 
2. Pertimbangkan kaedah-kaedah berikut untuk mengira ABx , bagi suatu 
, n nR A B , nRx : 
 
I.  A Bx ; 
II.  AB x . 
 
(Kurungan menandakan pengiraan yang dilaksanakan terlebih dahulu). Kaedah I 
adalah lebih efisyen. Mengapa? 
[ 15 markah ] 
 
 
3. Let T A U V  be the singular value decomposition of an m n  matrix A . Write 
down the least squares solution of Ax b  in terms of U , V  and   (or their 
reduced forms). 
[ 15 marks ] 
 
3. Biar T A U V menjadi penghuraian nilai singular bagi matriks A  bersaiz m n . 
Tuliskan penyelesaian kuasa dua terkecil bagi Ax b  dalam sebutan U , V  dan 
  (atau bentuk terturunnya). 
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4. Suggest a strategy for computing the eigenvalues of an n n  matrix using 
orthogonal similarity transformations in the case 
 
(a) A  is symmetric; 
 
(b) A  is not symmetric. 
[ 15 marks ] 
 
4. Cadangkan satu strategi untuk mengira nilai-nilai eigen suatu matriks A  bersaiz 
n n   menggunakan transformasi ortogon serupa dalam kes 
 
(a) A  simetri; 
 
(b) A  tidak simetri. 
 [ 15 markah ] 
 
5. Let 
5 2 3 4
0 4 2 1
1 3 5 2








Use Householder’s method to transform A  into an upper Hessenberg matrix T  
such that T  is similar to A . 
[ 20 marks ] 
 
5. Biar 
5 2 3 4
0 4 2 1
1 3 5 2








Guna kaedah Householder untuk menukar A  kepada matriks Hessenberg atas T  
sedemikian rupa supaya T  serupa dengan A . 
[ 20 markah ] 
 
 








m nR A , mRb , computationally by first forming the normal equation 
T TA Ax A b . You may provide specific examples to clarify your arguments. 
 
[ 20 marks ] 
 








m nR A , mRb , secara berkomputer dengan terlebih dahulu membentuk 
persamaan normal T TA Ax A b . Anda boleh memberikan contoh-contoh spesifik 
untuk menjelaskan hujah-hujah anda. 
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7. Describe the best strategy to apply Givens method to 















where 1 3,x x  and 4x  are nonzero. 















where 1 2 3 2, , ,a a a b  and 3b  are nonzero. 
(NOTE: Write down the explicit form of Givens matrices used in the 
proposed strategies) 
[ 20 marks ] 
7. Huraikan strategi terbaik untuk mengaplikasikan kaedah Givens bagi 
















di mana 1 3,x x  dan 4x  adalah tidak sifar. 
















di mana 1 2 3 2, , ,a a a b  dan 3b  adalah tidak sifar. 
(CATATAN: Tuliskan bentuk jelas matriks-matriks Givens yang digunakan dalam 
strategi-strategi yang dicadangkan) 
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Gaussian elimination procedure without row interchanges is applied on A  using 3 
significant digits and the following LU factors are obtained: 
 
   
4 4
1 0 0.0001 1
,
10 1 0 10
   
    
   
L U . 
 
(a) Verify that A LU . Explain the computational difficulties encountered in 
this case. 
 
(b) Suggest a pivoting strategy to overcome the problem. Verify the efficacy of 
your method (use 3 significant digits in your calculations). 
[ 20 marks ] 
 









Prosedur penghapusan Gauss tanpa menukar baris diaplikasikan ke atas A  
menggunakan 3 digit signifikan dan faktor-faktor LU berikut dihasilkan: 
 
   
4 4
1 0 0.0001 1
,
10 1 0 10
   
    
   
L U . 
 
(a) Tentusahkan bahawa A LU . Terangkan kesukaran yang dihadapi dalam 
kes berkomputer ini. 
 
(b) Cadangkan satu strategi pemangsian untuk mengatasi masalah tersebut. 
Tentusahkan keberkesanan kaedah anda (guna 3 digit signifikan dalam 
pengiraan anda). 
























(a) Given that the eigenvalues of TA A  are 9  and 4 and the associated 
eigenvectors are  1, 2
T
  and  2,1
T
 respectively. Write down the singular 
value decomposition (SVD) of A . 
 
(b) Let  2, 1
T
 b . Use the SVD of A  to compute a least squares solution of 
the system Ax b .   
 
(c) Are there any other solution? Explain. 











(a) Diberikan nilai-nilai eigen TA A  ialah 9  dan 4 dan vektor-vektor eigen 
yang berkaitan ialah masing-masing  1, 2
T
  dan  2,1
T
. Tulis 
penghuraian nilai singular (SVD) A . 
 
(b) Biar  2, 1
T
 b . Guna SVD A  untuk mengira penyelesaian kuasa dua 
terkecil sistem Ax b .   
 
(c)  Adakah wujud penyelesaian lain? Jelaskan. 
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10. The modified Gram-Schmidt algorithm for computing reduced QR factorization of 




        1 2 1, , 1, ,n i nR i n  A a a a aL K  
Output: Reduced QR factorization A QR ;  








 R  
Set    k kq a , for 1,2, ,k n K  
 












 For 1, ,i k n  K  
   k T i
kir  q q  
     i i k















A . Use Algorithm I to find the reduced QR 
factorization of A . 
 
(b) Use the QR factorization in a) to find the least squares solution to the linear 
system Ax b  where  4,6, 1,2
T
 b . 
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10. Algoritma Gram-Schmidt diubahsuai untuk mengira pemfaktoran QR terturun 




        1 2 1, , 1, ,n i nR i n  A a a a aL K  
Output: Pemfaktoran QR terturun A QR ;  








 R  
Set    k kq a , for 1,2, ,k n K  
 












 For 1, ,i k n  K  
   k T i
kir  q q  
     i i k















A . Guna Algoritma I untuk mencari pemfaktoran QR 
terturun A . 
 
(b) Guna pemfaktoran QR dari a) untuk mencari penyelesaian kuasa dua 
terkecil kepada sistem linear Ax b  di mana  4,6, 1,2
T
 b . 
 




- ooo O ooo - 
 
