Parkinson is a neurodegenerative disease, in which tremor is the main symptom. This paper investigates the use of different classification methods to identify tremors experienced by Parkinsonian patients. Some previous research has focussed tremor analysis on external body signals (e.g., electromyography, accelerometer signals, etc.). Our advantage is that we have access to sub-cortical data, which facilitates the applicability of the obtained results into real medical devices since we are dealing with brain signals directly.
Introduction

Background
Different parts of the brain perform distinct tasks. There are areas devoted to control vision, memory, movement, and so on. The synchronization process between neurons is crucial. A well-coordinated synchrony between neuronal populations results in a decisive mechanism for neural signaling and information processing [1] [2] [3] . Some degree of de-synchronization however is the key-point to the proper functioning of neurons [4] . If neurons that do not work properly are in the circuits of the motor functions, this implies a dysfunction of the motor system, which results in conditions such as Parkinson's Disease (PD) [5, 6] . In PD the neurons start firing themselves collectively in a periodic manner due to the loss of dopamine secretion [7] , and this is the cause of the resting tremor (RT), being characteristic of PD in 70% of patients [8] [9] [10] .
In this study we have dealt with signals captured through surgical intervention from the Subtalamic Nucleus (STN), the affected region in all of the analysed patients. In the following sections we refer to this area of the brain when we mention the collected signal. Moreover, the subthalamic nucleus is the preferred target for deep brain stimulation in patients with advanced PD [11 ] .
Parkinson is a neurodegenerative disease, in which patients suffer different symptoms: resting tremor, akinesia and rigidity [12] [13] [14] . Some existing patients may have a very severe disabling tremor, while others may not have any tremor at all. In this way, different studies refer to patient classification between tremor-dominant and non-tremor-dominant [15] [16] [17] [18] . PD affects approximately 1% of the population over 55 years of age, although it can occur in younger subjects [19] , it being the second most common neurodegenerative disease after Alzheimer's disease [20] .
There is no recognized cure for PD, although there is treatment for the symptoms [21] . The main drug is L-dopa (L-3,4-dihydroxyphenylalanine -levodopa), the principal metabolic precursor of dopamine. However, the continued use of levodopa, in advanced stages of the disease, entails the so-called ON-OFF effect in patients. The patient goes through OFF periods, in which, despite receiving medication, a worsening of the symptoms appears involving increased rigidity, resting tremor and bradykinesia, in a severe, abrupt and unpredictable way. Moreover, OFF periods alter with ON periods, in which the effect of medication leads to dyskinesia episodes (levodopa-induced dyskinesia (LID)) into patients [22, 23] .
Several previous works have studied diverse methods to detect and quantify PD tremors [24] [25] [26] . Most of them focus the analysis on external body signals such as accelerometry, electromyography (EMG) and/or electroencephalography (EEG) -not exploring what exactly is happening in the areas of interest inside the brain but conversely dealing with the question as a black-box problem. Fortunately, the advantage of our experimentation is that we have access to sub-cortical data, which facilitates the applicability of the obtained results into real medical devices since we are directly dealing with brain signals.
Deep brain stimulation
Applying real-time medical imaging techniques, neurologists can recognize the optimal stimulatory target based on diagnosis for each patient. Electrical stimulation using electrodes implanted into this area then allows significant suppression of PD symptoms. This procedure is called deep brain stimulation (DBS) and is employed in patients who no longer respond properly to their medication [27] [28] [29] .
The positioning and fine tuning of deep brain stimulation has become very accurate. Nowadays, surgeons can place electrodes in numerous areas of the brain, to turn-on or turn-off, stimulate or inhibit neuronal populations, in order to correct the malfunction of the regions in which the electrodes are implanted [28, [30] [31] [32] . This technique is not only used in PD, but also in various neurological conditions such as dystonia, epilepsy, depression, or obsessive compulsive disorder.
This therapy is carried out with the use of an implanted medical device called a neurostimulator. Neurostimulators transmit continually high frequency electrical signals (typically 150-180 Hz) through one or more electrodes to various parts of the brain, stimulating or suppressing abnormal neuronal activity. Regarding PD, this treatment restores the natural frequencies of neurons, giving back their asynchronous functioning [27, 28, 33] .
Numerous studies conclude that DBS is as effective as ablative therapies [28, 30, 32] . Furthermore, it has the noticeable advantage of being a reversible therapy and the treatment can be adjusted for each patient -modulating the stimulation supplied by the device.
Implantable medical devices are equipped with an integrated battery. The battery energizes the implant for treatment, monitoring and wireless communication tasks. Once implanted, it can last for up to 8 years, in the case of neurostimulators [34] , to 10 in the case of other implants such as pacemakers [35] . Battery consumption has a direct impact on the device lifetime. Once empty, it has to be replaced, which requires further surgery and may entail some risks [36] . Alternatively a battery can be recharged externally by using magnetic fields, but this option it is not available in most stimulators.
Demand driven stimulation (DDS) has already been proposed in previous works [37, 38] . The main goal of DDS is to achieve a more intelligent way of stimulation, such that it is only administered when it is necessary. Under this approach, it allows for the brain structures, in which the electrodes are implanted, to perform normally during non-tremor activity instead of being stimulated all the time. This would be beneficial, not only in the case of Parkinson Disease, but also for other movement disorders such as Essential Tremor, in which the patients have a lower degree of tremor. Moreover, the battery would be used in a more efficient way, independently of the way of charging it or the use of more advanced batteries.
Making the neurostimulator into a smart device is also interesting for other approaches. For instance, the processing and analysis of electrophysiological activity by the demand driven stimulation (DDS) device could provide clinically relevant information, such as duration of ON/OFF episodes, tremor frequency, etc.
In this paper we propose a new approach for DDS, in which the detection of tremor is also based on the tremor subtype the patient suffers.
Tremor
Tremor is a rhythmic and involuntary movement that appears in one or more parts of the body [39] . There are different kinds of tremor, depending on: (1) the circumstances in which it appears: at rest, during maintenance of certain positions or while performing voluntary actions; (2) the affected body area: hands, arms and other body parts; and (3) the frequency at which the tremor manifests itself: low (<4 Hz), medium (4-7 Hz) or high (>7 Hz) frequency bands. According to these three factors, tremor can be classified within a movement disorder pathology.
The Consensus Statement of the Movement Disorder Society on Tremor [40] In this work, using clustering techniques, we show the existence of two patient subgroups within the group-1 of patients mentioned above according to the Consensus Statement of the Movement Disorder Society on Tremor. That is, patients with resting tremor in the band 4-6 Hz. We show that these group-1 patients can be clearly grouped into two further different subgroups. Unfortunately we do not present any particular physiological reasoning behind this result/conclusion, merely it is an observation from the available signals. Nevertheless we hope that this result can be used to conduct research on the existence of these sub-groups of patients and, above all, can be used to improve the treatment of PD.
Apart from this, we also propose, based on this classification, a tremor detection system that distinguishes between the aforementioned subgroups, obtaining better results (higher accuracy) than if clustering is not done (i.e., a detection system that does not segregate into subgroups) as shown in Section 3.2. This approach thus could potentially be used as an effective tool for categorizing the DDS required.
Materials and methods
Patient dataset
Electrophysiology is concerned with the study of electrical activity in the body [50] . If we need to monitor the activity of a small population of neurons, extracellular physiology is currently the best technique.
Using electrodes we can measure the activity of few cells (spiking activity -SA) or instead sense the activity of a larger group of cells (local field potentials -LFP) [51 ] . In this study we have worked with LFP from the STN.The LFP is a massed neuronal signal obtained using a two step procedure. First we measure the extracellular electrical potential with one of several intracranial microelectrodes. Then the signal is filtered and the resulting signal represents the LFP. In this procedure, the positioning of electrodes has to be very accurate in order to prevent a particular cell dominating the electrophysiological signal. Note that LFP is a signal composed of the activity of a population of cells, which range in number from a few hundred to thousands.
Dataset description and data preprocessing
The dataset used in this study is composed of files from seven patients, who were diagnosed with tremor-dominant PD, and who all underwent surgery for the implantation of a neurostimulator (DBS treatment) at the John Radcliffe Hospital in Oxford, UK. The local research ethics committee of the Oxfordshire Health Authority approved the recordings and informed consent was obtained from each patient.
For gathering the data, patients took part in an observation period of approximately two weeks immediately following implantation, in which recording of data from the electrodes was possible during different sessions effectively at this time the electrodes were semi-implanted. The purpose of this period was to find the most suitable stimulation parameters for tremor suppression. Once the observation period was concluded, the electrodes were connected to the implantable pulse generator (IPG), internalized and the implantation procedure was complete.
To the best of our knowledge, nowadays, this observation period is often suppressed in the majority of hospitals in order to prevent infections and other possible complications. The patient leaves the operating theater with the device -DBS electrodes and IPG -fully implanted. As consequence of this is that a dataset of the same nature (tremor and non-tremor episodes) to the one used in this paper [52] could not be collected. Moreover, considering that the neurostimulator -unlike other devices, such as pacemakers or insulin pumps, does not perform a sensing function, it is not viable to obtain the data via telemetry.
On the other hand, during the surgical implantation, in general the patient is continually trembling (medication is suppressed), since the best position for the electrode is chosen by measuring (and actually looking at) the extent of the tremor in real-time. Summarizing, collecting a dataset with both -tremor and no tremor episodes -it is now often a much more difficult task than it used to be. This fact is relevant and was taken into consideration in our experimentation, as explained below.
The DBS device employed was a "Medtronic 3387" with four electrodes spaced 1.5 mm apart and placed in the STN. In each of the patients the electrodes were monitored and a considerable collection of data was obtained for each person. The data was time stamped and labeled by the surgeons involved, distinguishing clearly between tremor and non-tremor episodes.
Before dealing with the data, some signal manipulations were needed. The preprocessing procedure is summarized in Fig. 1 and explained below:
First the signals were down-sampled to the lowest sampling frequency used (250 Hz), since not all the files were originally sampled at 250 Hz.
Secondly a 3-30 Hz Chebyshev Type II passband filter was used on the LFP signals. LFP signals contain movement artefacts at 1 -2 Hz and this set to 3 Hz the low cut-off frequency. Frequencies above the beta-band (>30 Hz) are considered to have little tremor-related information [53] . By fixing the upper cut-off frequency at 30 Hz we excluded the 50 Hz line noise as well. We chose the Chevyshev type II filter because it does not produce any ripple in the pass band and thus does not alter the frequency of the signal.
Third, an amplitude normalization is performed in order to reduce amplitude variations across patients, prior comparison between them.
Finally we split the data into 2 s windows with 0% overlapping. We opted to use 2 s windows due to the number of samples available to us and the desired resolution. The window size is based on achieving a trade-off between the temporal resolution and the number of available samples. That is, the greater is the windows size the higher temporal resolution we have at the expense of having fewer windows which is counter-productive for the machine learning algorithms. The use of 2 s windows provides an adequate temporal resolution, since we can study what happens every 1 /2 Hz, while we count with a significant number of windows -an average of 42 per patient. Since the sampling frequency is set to 250 Hz, each window consists of 500 samples.
Feature extraction
Once signals had been preprocessed, each window was characterized in terms of a set of features. To extract these features, signals could be analyzed in either the time or frequency domain. The fast Fourier transform (FFT) is the most used tool for frequency domain analysis; however temporal information is lost once the transformation is performed.
If the signal is non-stationary, such as LFP signals, both the temporal and frequency components contain relevant information about the signal. The short-time Fourier transform (STFT) divides the signal into windows and applies the FFT to each of them. Although we have a time-frequency representation of the signal, it has the restriction that the window size is fixed and resolution is thus limited by the selected window.
A wavelet transform (WT) is a multi-resolution transformation that uses a variable window size at each level. This allows us to get more information about the signal in the time-frequency (time-scale) domain. Motivated by this fact WT was used in our experimentation.
In particular, we used the discrete wavelet transform (DWT). The resolution was set to 6 levels, which is the maximum possible decomposition that can be performed considering a sampling frequency at 250Hz (number of levels <log 2 (250/2) -1). Therefore each 2 s window is represented by 6 vectors {X¿}S =1 >, which symbolize the wavelet coefficients at each of the levels. In fact, we dealt with the square value of the coefficients, which represents its power. For each of these vectors (levels), we calculated 5 features, which have proven to be valid in previous studies [38] :
• Energy: power sum of the coefficients at the i-th level. For a vector X, -of length n, the energy is defined as:
• Average value: represents the mean value of the coefficients power at the í -th level. For a vector X, -of length n, the average energy is defined as:
• Variance: represents a dispersion measure from the mean energy at each level. For a vectorX,-of length n, the variance of the energy is defined as:
k=\
• First derívate: average value of the first derívate of the energy at each level. For a vectorX,-of length n, the average value of the first derívate is defined as:
k=2
• Entropy: represents the uncertainty value of the energy at each level. Let X= {X, p} a discrete space of probability. That is,X={X it X"} is a finite set in which each element has probability p(X,). Then, the Shannon entropy s,-is defined as: 
Proposed system and results
Clustering
As previously discussed in Section 2.1, our studies were based on data collected from seven patients; in five cases we had available data representing both tremor and no tremor episodes, whilst in the remaining two cases only tremor episodes were evident.
Clustering was only performed with tremor episodes. This can be justified based on two main reasons:
1. We understand that the samples from which we attempt to differentiate patients are tremor episodes. We have studied non-tremor episodes and these are much more homogeneous and similar among patients. From this we postulate that during non-tremor episodes there is no significant difference in the subthalamus activity between healthy and Parkinsonian patients. 2. As consequence of suppressing the observation period after the surgical procedure, only tremor episodes are currently available. This data can be gathered during the electrode implantation, as mentioned in Section 2.1.1. It prevents the possibility of training a neural network for a new patient. Only tremor samples would be available for this new patient and the system would not be able to learn what non-tremor means in this case, impeding the automation of the tremor detection.
The goal at this point is to find out whether it is possible to cluster into groups the tremor instances for the set of patients. If so, this would indicate the existence of different types of patient, or different classes of resting tremor to be more precise.
The dataset employed was composed of seven patients; and 30, 84, 96, 82, 53,36 and 114 tremor instances were available for each of them respectively.
Clustering results
We opted for using the K-means technique since this is one of the most used clustering methods in practice. In short, this is an unsupervised system. The main goal of clustering algorithms is to sort the different instances into groups, so that the degree of association between instances is maximized for the same group. That is, the goal is to group instances by proximity. This is performed by measuring distances between instances. In particular, the squared Euclidean distance is used as metric. The tremor exhibited by each of the training patients (BE to SW) in our study belongs unequivocally to one and only one of these tremor types. Table 1 shows the results. Note that cluster 4 is not taken into consideration due to the tiny number of instances within it.
Once trained using data from 5 patients only, the system was tested with data from the two patients (GC and EP) which was not used during training. The results, displayed on the right side of Table 1 , continue to show a clear tendency to cluster each of the patients into one of the groups previously found. In particular, in this case both subjects belong to the group or type of tremor A.
From the results obtained in the clustering task, we can conclude that each patient presents one particular type of tremor only. But it is interesting to point out that for all the patients, regardless of the fact that they are presumed to belong to a particular group, there are a very small number of tremor instances that are classified into the other existing group. This misclassification could be caused by physical or neurological causes but the particular reason Table 3 Training of networks 1 and 2 (with cross-validation). is unknown. Therefore, neuronal activity during tremor episodes can be to some extent different for the same patient whilst the physical symptom is the same. It may well be however that by further studying the exact nature of the tremor in each case this will reveal that there are also physical differences between types A and B.
In Table 2 we summarize the average and standard deviation for the calculated multi-level features for each group of patients. By analyzing these results, we can conclude that the energy, average, variance, and first derivative are the features where the differences between patients are more significant. We have confirmed this by running an algorithm for feature selection. In detail, the Best-First and Correlation Feature Selection have been the algorithms used as attribute evaluator and search method, respectively.
Once executed, the selected features are: Energy (levels 1-4), Average (levels 3 and 4), Variance (level 3), First Derivative (levels 2-4). Therefore energy, average, variance and first derivative seem to be good distinguishers of subthalamic cell activity. Although, these ten values are the most representative, in our experimentation we finally used the whole set of features since the dimension of vectors (i.e., 1 x30) is manageable and slightly improved results are obtained.
Detection (proposed system)
Previous works have studied the possibility of demand driven stimulation in DBS, as opposed to continual stimulation which is the present norm. In this article, due to the knowledge we have acquired about tremor types, we find it logical to integrate these results with the tremor detection task. Therefore, the proposed system combines the tasks of clustering and detection. For this, we have designed a detection algorithm in which two different neural networks are trained (using tremor and non-tremor instances): one per each patient type, A and B, as shown in Table 1 . The number of instances that are evaluated on each network is shown in Table 3 in Section 3.2.1, which arguably gives the clearest indication of the existence of different tremor types. In the validation phase, each patient (tremor instances) is evaluated by the clustering module and depending of this result, each sample is assessed in the corresponding network. Although mostly each patient belongs to one type, all of them have tremor instances in both groups, as shown in Table 4 in Section 3.2.2. In Table 5 we computed the degree of accuracy in tremor detection for both networks. The weighted average value is used since each patient did not have the same number of instances in each network. The overall system operation scheme (tremor classification type and tremor detection), applied for each patient, is shown in Fig. 2. 
Neuronal network design
We opted to use a neural network given its history of successful application in pattern recognition problems. In our case a Back Propagation Multi-Layer Perceptron with one hidden layer with 16 neurons was chosen. The mathematical statement of the MLP is determined by the following equation, from which the corresponding outputs to the inputs provided to the network are calculated:
where x is the input vector, a> is the vector of weights, b is the bias parameter and <p is the network's activation function. In our case we chosen forgone of the two most frequently functions used, the sigmoid function 1/(1 +e~x). MLP networks are normally used to solve supervised learning problems. That is, when the set of inputs and corresponding outputs are completely known -in our case, using 30 features per window as input, and the presence or absence of tremor as output -the system learnt the relationship between inputs and outputs.
Therefore the feature extraction procedure plays a key role. It is only as a result of this that the network can be adequately trained to identify the tremor and non-tremor windows. If the features are poor, the system would fail in its attempt.
As shown in Fig. 2 , we used two neuronal networks. The input to both of the networks, in the training phase, consisted of the whole signal (tremor and non-tremor episodes) for each of the five training patients. More precisely, network 1 is trained with data from patients of type A: patients BE, MA and GC, with a total of 520 instances for all of them. For its part, network 2 is trained with patients of type B: patients RB and SW, with a total of 278 instances.
For the training parameters of both networks we opted for training with 80%, and testing with the remaining 20% of samples. We chose these percentages because the goal at this phase was only to train the networks with the validation process at a later stage. Note that we did not use 100% of the samples for training in order to avoid over-learning.
The obtained results are summarized in Tables 3 and 4 .
Network validation
Once the two networks were trained, we validated them. At this stage, only tremor episodes were used. This has a twofold justification. On one hand, tremor detection is the main goal of our system. On the other hand, and due to the abolition of the semi-implanted period in much present-day neurostimulator implantation, if the system is employed with a new patient, only tremor episodes would be available.
The whole set of patients was tested in the two networks and validation was carried out using cross-validation with ten folds. Table 5 shows the accuracy obtained per patient, dividing their tremor episodes between the networks, which is based on the clustering results. The degree of overall success is the weighted average. All patients exceeded 73% accuracy, achieving 100% accuracy in the group of patients used in training (20% of their instances were not employed in the training), and 94.7% in the case of the patients not utilized during the training. From the obtained results, it seems that the system works very well with a high overall accuracy (89.5% of overall performance).
Discussion (performance evaluation)
In order to validate our proposal, we compared the obtained results with those obtained when patient data was classified with a neural network without tremor distinction. Therefore, no classification was made distinguishing between types of tremor and the clustering of the patients was omitted.
In this case, the same type of neuronal network was trained using the 30 features as previously described: a Multi-Layer Perceptron with 80% of samples for training and 20% for testing, and with 1 hidden layer composed of 16 neurons. The network was trained with data from the first five patients (BE to SW), which have tremor and non-tremor episodes. In this group of patients, there were two different types of tremor episodes, as was shown before, but this fact was omitted in order to perform a comparison with our proposed system. That is, we trained only a network with all members of this group of 5 patients, instead of training 2 different networks (each per type of patient/tremor).
After training, the network was tested with the tremor episodes of each of the 7 patients.
Comparing the results obtained using this approach (see Table 6 ) with those obtained in the previous section (see Table 5 ), it can be concluded that the performance improves when clustering is applied prior to detection. Generally there is an increment in the average accuracy of detection and a greater stability is achieved for all the patients.
Conclusions
In this paper we have studied resting tremor through the LPF signals collected from the subthalamus in patients diagnosed with tremor dominant idiopathic PD. All the patients present the same symptomatology RT in the frequency band between 4 and 6 Hz. We aimed to look for the existence of sub-group(s) of patients (tremor sub-group). From our experimentation and as a result we showed the existence of two subgroups of patients within the group-1 of patients according to the Consensus Statement of the Movement Disorder Society on Tremor [40] .
It is acknowledged here that the total number of patients involved in this study is relatively small. That said, there were no cases which disproved the hypothesis and the results obtained are, we feel, strongly supportive. However the next step is to extend the study considerably in order to see if all PD cases fall into one or other of the two subgroups as categorized or if there appear to be any exceptions.
Clearly the physiological causes of this can be a matter for further study and we would not wish to speculate on them here. In particular it would be interesting to study, at the neurological level, what are the particular causes for this distinction in relation to the underlying subthalamic activity. Nevertheless we hope that this result may be used as the basis to advance the research into types of patients and tremors in Parkinson's disease. Moreover, this research advance may help to develop improved and more specialized therapies to treat PD.
Finally, using the obtained results, we propose a novel tremor detection mechanism that distinguishes between sub-groups of patients and obtains a higher performance (accuracy) than a detection system that treats all the patients in the same single group. Therefore, our proposed system seems an effective tool to assist in demand driven deep brain stimulation.
Appendix A. Clustering
In order to ensure that two different types of tremor exist in our patient dataset, we performed several clustering trials. In each experiment, we varied the training set of patients. Our goal here was to ascertain if the two groups (type A and B) observed in the initial configuration remain irrespective of whether a different set of patients is chosen for the training phase.
In this appendix we present some of the tested configurations. Two different types are obtained in all the configurations. More precisely, in all of them patients RB and SW are from a different type than patients BE, EP, MA, DC and GB.
The obtained results are summarized in Tables A1-A4 . The following considerations can be extracted when we analyze in depth the data:
• In Table Al we can observe that patient DC has 16 instances in cluster number 6. In this cluster we do not find any instances of the remaining patients, so determination of type A or B is, in principle, doubtful. We finally classify cluster 6 as type A, because the majority of instances of that patient DC are type A. Furthermore, the other two patients that have instances in that cluster (patients BE and RB), have more instances within type A. • In Table A4 and only observing the training results, it is questionable whether patient GC belongs to type A or type B, since the instances of this patient are mostly in cluster 2, which does not have instances from other patients. From this, we might conclude that a type C also exists. Nevertheless, if we observe the test results, we can clearly determine that cluster 2 belongs to type A -although this decision cannot be determined during the training phase. On the other hand, "this uncertainty" does not appear in the other tables evaluated, where all patients clearly show membership, in training and also in testing, to one of the existing groups (type A or B) -even this patient.
Note that in this configuration we have not considered cluster 3 since the number of samples belonging to this cluster is negligible. In all the configurations we can observe that all the patients have instances in both types. But adding the total number of instances Summarizing, and after conducting in depth experimentation, we conclude that only two types of tremor exist in our patients dataset.
