Two types of radio-frequency front-end imperfections, that is, carrier frequency offset and the inphase/quadrature (I/Q) imbalance are considered for orthogonal frequency division multiplexing (OFDM) communication systems. A preamble-assisted carrier frequency estimator is proposed along with an I/Q imbalance compensation scheme. The new frequency estimator reveals the relationship between the inphase and the quadrature components of the received preamble and extracts the frequency offset from the phase shift caused by the frequency offset and the cross-talk interference due to the I/Q imbalance. The proposed frequency estimation algorithm is fast, efficient, and robust to I/Q imbalance. An I/Q imbalance estimation/compensation algorithm is also presented by solving a least-square problem formulated using the same preamble as employed for the frequency offset estimation. The computational complexity of the I/Q estimation scheme is further reduced by using part of the short symbols with a little sacrifice in the estimation accuracy. Computer simulation and comparison with some of the existing algorithms are conducted, showing the effectiveness of the proposed method.
INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) technique has been extensively used in communication systems such as wireless local area networks (WLAN) and digital broadcasting systems. Three WLAN standards, namely, the IEEE802.11a, the HiperLAN/2, and the mobile multimedia access communication (MMAC), have adopted OFDM [1] . The first two standards are commonly used in North America and Europe, and the last one is recommended in Japan. In addition to WLAN, two European broadcasting systems, namely, the digital audio broadcasting (DAB) system and the digital terrestrial TV broadcasting (DVB) system, have also employed OFDM technique.
An OFDM communication system is able to cope well with frequency selective fading and thus makes an effective transmission of high-bit-rate data over wireless channels possible. However, it is very sensitive to carrier frequency offset that is usually caused by the motion of mobile terminal or the frequency instability of the oscillator in the transmitter and/or the receiver. The carrier frequency offset destroys the orthogonality among the subcarriers in OFDM systems and gives rise to interchannel interference (ICI). A practical OFDM system can only tolerate a frequency error that is approximately one percent of the subcarrier bandwidth, implying that the frequency synchronization task in OFDM systems is more critical compared with other communication systems [1] [2] [3] .
To counteract the carrier frequency offset, some estimation techniques have been proposed in literature. They can be broadly classified into data-aided and non-data-aided schemes depending on whether or not a training sequence is used. Generally speaking, non-data-aided algorithms are more suitable for continuous transmission systems while data-aided techniques are often used in burst mode systems. In [2, 4, 5] , non-data-aided schemes using cyclic prefix or null subcarriers have been presented. However, these algorithms need a large computational amount to cope with multipath fading. A few data-aided techniques have been proposed in [3, 6, 7] , in which training sequences are used in conjunction with classical estimation theory to determine the carrier frequency offset. Although the data-aided estimators consume additional bandwidth, their estimation performances are better than non-data-aided ones, especially in multipath fading environments. For example, using training data, the maximum likelihood estimator can provide a fast and efficient estimation with low implementation complexity. However, the common drawback of most of the existing algorithms is that they do not take into account the effect of inphase/quadrature (I/Q) imbalance which is a common radio frequency (RF) imperfection in real communication systems [8] . In fact, conventional frequency estimators which have not taken into account the I/Q imperfection would lead to poor estimation accuracy. Some of them can hardly work in presence of I/Q imbalance [9] . The impact of I/Q imbalance on QPSK OFDM systems was studied in [10] . An analysis of the impact of I/Q imbalance on CFO estimation in OFDM systems has also been given in [11] . The I/Q imbalance refers to both the amplitude and the phase errors between the inphase (I) and quadrature (Q) branches in analog quadrature demodulators. The amplitude imbalance arises from the gain mismatch between I and Q branches, while the phase imbalance is caused by the nonorthogonality of the I and Q branches. Any amplitude and phase imbalance would result in incomplete image rejection, especially in the direct conversion receiver which demodulates the RF signal to its baseband version directly. With stateof-the-art analog design technology, local mixer in the receiver still gives about 2% amplitude and phase imbalance [12] . This deviation would result in 20 ∼ 40 dB image attenuation only.
Recently, direct-conversion analog receiver has received a great deal of attention [12] . It is increasingly becoming a promising candidate for monolithic integration, since it avoids the costly intermediate filter in IF quadrature architecture and allows for an easy integration compared to a digital I/Q architecture which normally needs a very high sampling rate and high-performance filters.
Traditionally, the I/Q imbalance is compensated by adaptive filters [8, [12] [13] [14] . An adaptive filter can provide a very good compensation in continuous transmission systems after an initial period of tens of OFDM symbols. However, the long convergence time of adaptive filters is critical in burstmode systems, since it is usually longer than the whole frame duration. A few I/Q imbalance estimation algorithms without using adaptive filters have been proposed in [15, 16] . But these algorithms have assumed no carrier frequency offset, and therefore, they do not work properly if the frequency offset is present. More recently, several frequency offset estimation algorithms that consider the effect of I/Q imbalance have been developed in [9, [17] [18] [19] . However, the methods proposed in [17, 18] give a quite large mean-square estimation error, while the algorithm in [9] requires intensive computations in order to achieve a good estimation result. On the other hand, the scheme suggested in [19] needs channel estimation.
The objective of this paper is to propose standardcompatible frequency estimation and I/Q imbalance compensation algorithms by using the preamble defined in IEEE 802.11a [6, 9] . A system model with the carrier frequency offset and I/Q imbalance is first addressed. A frequency estimation algorithm and an I/Q imbalance compensation scheme are then derived. The proposed estimation methods are also analyzed and computer simulated, showing the performance of the new algorithms in comparison to some of the existing techniques. Figure 1 shows a direct-convention OFDM communication system in which both the carrier frequency offset (CFO) and the I/Q imbalance are involved. In the transmitter, an inverse fast Fourier transform (IFFT) of size N is used for modulation, and a complex-valued preamble (pilot signal) containing P short symbols, denoted by p(t), is pulse shaped using an analog shaping filter g t (t). Thus, the transmitted pilot signal can be written as
SYSTEM MODEL WITH CFO AND I/Q IMBALANCE
where ⊗ denotes the convolution. After passing through a frequency selective fading channel and the RF modulation with a carrier frequency offset Δω, the passband pilot signal s (t) can be written as
where Re{·} denotes the real part, ω the carrier frequency, 
where s i (t) and s q (t) are the inphase and the quadrature components of s(t), respectively, and n(t) is additive noise. In the receiver, an RF demodulator with the I/Q imbalance characterized by the amplitude mismatch g and the angular error θ is employed. The Sync & Comp (synchronizations and compensations) module is used to perform the carrier frequency synchronization as well as the I/Q compensation task. The received signal passes through an RF demodulator with the I/Q imbalance, and is then processed by the low-pass filter (LPF) and the A/D converter. We first assume that the OFDM system suffers from the carrier frequency offset only. The output of the A/D converter, that is, the received baseband signal y(n) can be given by
where ϕ = ΔωT s with T s being the sampling period, and w(n) is assumed as additive white Gaussian noise (AWGN). The received signal y(n) can be regarded as the rotated version of s(t). If the channel is ideal, s(t) is simply the transmitted baseband signal. Consequently, the classical estimators, such as the maximum likelihood algorithm, the least-square algorithm, can be easily applied to (4) in order to estimate the carrier frequency offset [2] [3] [4] [5] [6] [7] . Next we assume that the OFDM system contains the I/Q imbalance only, that is, there is no carrier frequency offset involved. The received signal y(n) can then be given by [12] 
where
and the symbol * represents the complex conjugation. Note that the phase imbalance between I and Q falls in the range of −π/4 ≤ θ ≤ π/4 [20] . The second term on the righthand side of (5) is called the unwanted image of the signal, which causes performance degradation. Based on this model, some of the existing I/Q imbalance compensation algorithms estimate parameters K 1 and K 2 while others try to eliminate the second term by using adaptive filtering techniques [8, [12] [13] [14] [15] [16] . When both the frequency offset and the I/Q imbalance are involved, s(n) and s * (n) in (5) should be replaced by s(n)e jϕn and s * (n)e − jϕn , respectively. As such, the received signal y(n) can be modified as
Due to the two exponential terms involved in (7), the received signal is no longer the rotated version of s(t). In such a case, classical frequency estimators like the maximum likelihood estimator, cannot work properly. Moreover, unlike the signal model (5), the exponential terms in (7) make it difficult to estimate the I/Q imbalance using the methods in [15, 16] . In order to solve the estimation problem in (7), we now express the received signal as its inphase and quadrature components and attempt to explore the relationship between them for the development of a new estimation algorithm. Substituting (6) into (7), the inphase and quadrature components of y(n) can be written as
where w i (n) and w q (n) are uncorrelated and zero-mean noises representing, respectively, the inphase and the quadrature components of w(n). Clearly, when the system is free of frequency offset and the I/Q imbalance, (8) and (9) reduce to
FREQUENCY OFFSET ESTIMATION
In a balanced I and Q quadrature receiver, the received signal only contains the frequency error Δω and it can be regarded as a rotated version of transmitted signal. Thus, a classical estimation algorithm can be applied directly. However, when the I/Q imbalance exists, one has to consider both frequencies at ω − Δω and ω + Δω. In this section, we present a carrier frequency offset estimator using the preamble defined in the IEEE802.11a standard. As specified in the standard, the preamble, consisting of 10 identical short symbols along with 2 long symbols, is transmitted before the information signal. The short symbols, each containing 16 data samples, are used to detect the start of a frame and carry out coarse frequency offset estimation, while the long symbols, each containing 64 samples, are employed for fine frequency correction, phase tracking, and channel estimation. Other 32 samples allocated between the short symbols and long symbols are used to eliminate intersymbol interference caused by short symbols. In this paper, only the short symbols are utilized.
Proposed algorithm
The channel is modelled as a linear time-invariant system within the preamble period, namely, the length of the channel impulse response is assumed to be smaller than one short symbol [4, 6] . Accordingly, the first received symbol should be discarded due to the channel induced intersymbol interference. Then, for the following P−1 short symbols (P = 10), 
In what follows, we will derive a carrier frequency offset estimation algorithm based on (8)- (11). Consider two sequences, z 1 (n) and z 2 (n), which are defined as
Substituting (8)- (11) into (12), respectively, we obtain
with
Taking the expectation of z 1 (n), one can obtain
In obtaining (16), we have used the fact that n 1 (n) has a zero mean, since w i (n) and w q (n) are uncorrelated zero-mean noises and both are independent of s i (n) and s q (n). Similarly, we have
Note that g is positive by definition and cos θ is also a welldetermined positive number due to the range of θ, that is, (16) and (17), we obtain
It is seen from (18) that the normalized frequency offset is well related to the means of z 1 (n) and z 2 (n). Accordingly, a reasonable estimate of the frequency offset can be given by
Note that there is a sign ambiguity in the frequency offset estimate using (19) due to the nonmonotonic mapping of cos −1 (x). However, the actual sign of the estimated frequency offset can easily be determined from the sign of
n=M+1 z 2 (n). From (16) and (17), g, cos θ and [s 2 i (n)+s 2 q (n)] are all positive. Therefore, the sign of ϕ is opposite to the sign of
n=M+1 z 2 (n). It should be mentioned that (19) is also applicable to the I/Q imbalance-free case, since the balanced case corresponding to g = 1 and θ = 0 does not forfeit the use of E[z 1 (n)] and E[z 2 (n)] as seen from (16) and (17) .
The frequency offset is usually measured by the ratio ε of the actual carrier frequency offset (Δ f ) to the subcarrier spacing 1/T s N, that is, ε = T s NΔ f , where T s is the sampling period and N is the number of subcarriers. The estimate for φ given by (19) can then be translated into that for ε as shown below:
It is seen from (19) and (20) that a total of P−1 short symbols has been used for the estimation as the result of dropping the first short symbol due to the channel-induced interference.
As will be seen from computer simulation in Section 5, the performance of the proposed CFO estimator for large CFOs is better than for small CFOs. This is because when the frequency error is large, both the numerator and denominator in the arccos function (20) are dominated by their first parts since the noise term is very small after sum operation. Therefore, the proposed estimator provides a more consistent CFO estimation. When the frequency error is small, both the numerator and the denominator are more dependent on the noise terms and therefore, the estimation result is less accurate. When ε is very close to zero (say ε <0.005), both numerator and denominator in (20) will approach to zero. The summations z 1 (n) are less than a threshold Th, the CFO estimator considers that the OFDM system has no frequency offset, that is, ε = 0. Otherwise, the CFO estimate is given by (20) . An appropriate threshold can be determined through simulations.
Analysis of the frequency offset estimator

Correction range and complexity
In order to avoid the phase ambiguity in the frequency offset estimation, the actual frequency error 2ϕM should be within the range of (−π, π) as seen from (17). Therefore, the correction range of ε = Nϕ/2π is given by (−N/4M, N/4M) . From IEEE 802.11a standard, it is known that M = 16, N = 64, and the subcarrier spacing is 312.5 KHz. Thus, the correction range of ε is (−1, 1), implying that the correctable frequency offset Δ f varies from −312.5 to 312.5 KHz. In reality, considering the effect of noise, the actual correction range would be slightly smaller, say −0.9 < ε < 0.9. It is to be noted that most of the conventional frequency offset estimators have a correction capability of |ε| < 0.5 only.
In addition to correction range, computational complexity is another important factor evaluating an estimator. From (19) , the number of multiplications required by the proposed estimator is approximately of the order of 4M(P − 3). In contrast, the frequency offset estimator in [9] which also takes into account the I/Q imbalance seems computationally intensive. It requires at least several hundreds of searches to achieve an estimate given 1% estimation error, that is, |ε − ε| ≤ 0.01. Moreover, the computational complexity for each search of the algorithm is of O(M 3 ), where M is the number of data samples in each short symbol.
Mean
We now consider the mean value of cos M ϕ, namely,
E{cos ϕM}
where n 1 (n) and n 2 (n) represent zero-mean additive noises. The sums
n=M+1 n 1 (n) and
n=M+1 n 2 (n) can be regarded as the time average of n 1 (n) and n 2 (n), and therefore, they approach zero when M(P − 3) is large enough. As a result, (21) can be simplified as
The summations in (22) represent the energy of one short symbol and can be regarded as constant. Thus, we have
Equation (23) indicates that the estimation of cos ϕM is unbiased. As cos ϕM and ϕ are one-to-one correspondence within the correction range, it can be concluded that the proposed estimator given by (19) and (20) is unbiased.
I/Q IMBALANCE COMPENSATION
In this section, a fast and efficient I/Q imbalance estimation algorithm is proposed by using the same short symbols as used for frequency offset estimation. Instead of estimating the amplitude mismatch g and the angular error θ directly, we will formulate the estimation problem for two unknowns tgθ and 1/g cos θ. It will be shown that the I/Q imbalance can be more efficiently compensated in terms of the computational complexity by using the estimates of tgθ and 1/g cos θ.
The basic idea of estimating tgθ and 1/g cos θ is to establish a least-square problem by using the received symbols and the frequency offset estimate obtained in the previous section. By expanding sin(ϕn − θ) and cos(ϕn − θ) in (9), the quadrature component of the received short symbols can be written as
(24) Using (8), (24) can be rewritten as
Dividing both sides of (25) by g cos θ and rearranging the terms lead to
where U = tgθ, V = 1/g cos θ, and w 1 (n) = (w q (n) + g sin θw i (n))/g cos θ. As the knowledge about s i (n) and s q (n) involved in the right-hand side of (26) is not available to the receiver, they should be eliminated. In a manner similar to obtaining (26), using (10) and (11), we obtain
Expanding cos φ(M + n) and sin φ(M + n) in (27), and dividing both sides by cos φM, we have
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By using (8) and (26) into the right-hand side of (28) and rearranging items, we obtain
where w 2 (n) = w 1 (n + M)/ cos ϕM − w 1 (n) represents the noise term. Clearly, w 2 (n) has a zero mean. Note that cos Mϕ and sin Mϕ can be replaced by their estimates cos M ϕ and sin M ϕ. As a number of equations like (29) can be established with respect to different values of n, say, n = M + 1,M + 2, . . . , M(P − 1), a least-square approximation problem for U and V can be readily formulated. According to (29), up to M linear equations can be established for each received short symbol, implying that a total of M(P − 2) linear equations is involved in the LS formulation if all the samples of short symbols are used. In order to reduce the impact of the noise on data samples and to decrease the number of equations in the LS problem, one can combine the M equations corresponding to the same symbol. Then, the number of equations is reduced to P − 2. This procedure can be described as
Evidently, the linear system (30) can be rewritten in the matrix form as 
We now show that once the parameters U and V are estimated, the I/Q imbalance in the received signal can be easily eliminated. Denoting the transmitted and the received information signals as s i (n) and y i (n), respectively, the I and Q components of the received signal can be written as
where y i i and y i q are the inphase and quadrature components of received information signal, and s i i and s i q the inphase and quadrature components of the transmitted information signal. Note that the frequency offset of the received signal can be corrected in the frequency estimation stage by using an existing CFO compensation algorithm such as that suggested in [19] . Then, the received information signal can be written as
From (35), one can obtain the desired information signal as given by
where w i (n) and w q (n) denote the uncorrelated additive noises with zero mean. Clearly, (36) gives the recovered information signal if the noise terms are neglected.
SIMULATION RESULTS
In this section, computer simulations are carried out to validate the proposed algorithms. According to the IEEE 802.11a standard, the preamble contains P = 10 short symbols, each consisting of M = 16 data samples. Each OFDM symbol contains 80 samples out of which 64 are for the 64 subchannels and 16 for cyclic prefix. The sampling frequency is 1/T s = 20 MHz. The carrier frequency offset is normally measured by the ratio ε of the actual frequency offset to the subcarrier spacing. For the purpose of comparison with existing methods, the absolute value of ε is limited to 0.5 in our simulation although the proposed frequency offset estimation algorithm allows for a maximum value of ε = 1. The multipath channel is modeled as a three-ray FIR filter.
Experiment 1 (performance of the frequency offset estimator). In this experiment, we would like to evaluate the average and mean-square error (MSE) of the proposed frequency offset estimate as well as its robustness against the I/Q imbalance. The I/Q imbalance assumed here consists of 1 dB amplitude error and 15
• phase error. Figure 2 shows the average of frequency estimates resulting from 500 runs, where the signal-to-noise ratio (SNR) is set to 20 dB. As seen from Figure 2 , it is confirmed that the proposed method is unbiased. Figure 3 depicts the MSE of the frequency offset estimate as a function of SNR. As expected, the MSE decreases significantly as the SNR increases. Figure 4 shows the simulation results of the proposed method along with those from algorithms in [6, 7, 9, 17] for comparison, where the I/Q imbalance is assumed as g = 0.1 dB and θ = 5
• , which represents a typical case of light I/Q imbalance. Similarly, Figure 5 gives the comparison result for the case of a heavy I/Q imbalance, namely, g = 1 dB and θ = 15
• . The SNR is set to 20 dB in Mean square error of CFO estimate Proposed algorithm Algorithm in [6] Algorithm in [7] Algorithm in [9] Algorithm in [17] proposed method is affected by the actual frequency offset. When the frequency offset is relatively large, the MSE of the proposed estimate is smaller than that of the algorithms reported in [9, 17] . When the frequency offset is very small, the proposed method yields a performance that is similar to that of the existing algorithms. It is seen from above two figures that the CFO estimation algorithms proposed in [6, 7] result in a poor estimation performance. This is because the two estimators have used, respectively, nonlinear square algorithm and the maximum likelihood algorithm, both without considering the I/Q imbalance. In order to measure the robustness of the proposed method against the I/Q imbalance, a set of values for g and θ is considered. It is assumed that ε = 0.2. Table 1 lists the MSE of the frequency offset estimate with the amplitude error of the I/Q imbalance varying from −3 dB to +3 dB and the phase error from −45
• to 45
• . It is observed that the estimated frequency offset almost does not depend on the I/Q imbalance. The minimum and the maximum MSEs of the frequency estimate are 0.1937 × 10 −4 and 0.2877 × 10 −4 , respectively, which indicates a very small estimation deviation considering a significant range of both the amplitude and the phase errors as shown in the table. Therefore, the proposed algorithm has a very good robustness to the I/Q imbalance.
Experiment 2 (performance of the I/Q imbalance estimation). In this experiment, simulation results in terms of the average and MSE of the estimates of two parameters U and V are provided to show the performance of the proposed method. Also, the computational complexity of the I/Q imbalance estimation is discussed. The I/Q imbalance is assumed as g = 1 dB and θ = 15
• . Figure 6 shows the MSE of U, V , and the frequency offset where the SNR varies from 10 dB to 25 dB. As seen in Figure 6 , the MSE of the estimates decreases as SNR increases, and the MSE of U and V Mean-square error of CFO estimate Proposed algorithm Algorithm in [6] Algorithm in [7] Algorithm in [9] Algorithm in [17] estimates are larger than that of the frequency estimate, since the estimated frequency offset has been used in the I/Q imbalance estimation stage. Figures 7 and 8 show, respectively, the average and the MSE plots of the estimates of U and V as a function of the number of short symbols used for the I/Q imbalance estimation, where ε is set to 0.3 and SNR 20 dB. As shown in Figure 7 , the estimates of U and V are unbiased. Furthermore, their averages are not affected by the number of short symbols used. On the other hand, as shown in Figure 8 , the MSE values are very large if a small number of short symbols is used. When the number is increased to 5, the MSE performance can be improved considerably. However, if the number is further increased, the MSE performance only changes slightly. Therefore, a large number of short symbols is not recommended in view of the computational complexity of the I/Q imbalance estimation. It appears that 5 ∼ 7 short symbols are a good tradeoff between the estimation performance and the computational load.
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Experiment 3 (BER performance of OFDM systems using the proposed algorithms). In this experiment, we would like to show the bit-error rate (BER) of an OFDM system using the proposed frequency offset and I/Q imbalance estimation/compensation algorithms. Each OFDM frame is assumed to contain 10 short symbols followed by 10 OFDM symbols. The I/Q imbalance is assumed as g = 1 dB and θ = 15
• . Figure 9 shows the BER-SNR plots of a BPSK OFDM system with and without the proposed I/Q imbalance Feng Yan et al. correction. It is clear that the BER performance of the OFDM system with I/Q imbalance compensation is very close to the ideal case which has no I/Q imbalance. Figure 10 shows the overall BER performances of a 16-QAM OFDM system when both frequency offset and I/Q imbalance are involved. The frequency offset ε is set to 0.2, the amplitude imbalance is 0.5 dB, and the phase imbalance is 15
• . The scheme proposed in [19] has been employed to correct the carrier frequency offset. It is seen from Figure 10 that, by using the proposed scheme, the degradation of the BER performance of the entire system is only about 2 dB when the SNR is less than 14 dB, and it is less than 2 dB as the SNR gets larger. 
CONCLUSION
In this paper, we have presented a low-cost and preambleaided algorithm for the estimation/compensation of carrier frequency offset and I/Q imbalance in OFDM systems. It has been shown that the proposed frequency offset estimator is fast, efficient, and robust to I/Q imbalance, thus reducing the design pressure for local mixer. By using the same preamble along with a least-square algorithm, the I/Q imbalance has also been estimated quickly and efficiently. The distinct feature of the proposed method is its computational efficiency and fast implementation and is, therefore, particularly suitable for realization in burst-mode transmission systems. It should be mentioned that the proposed technique can easily be extended for applications in other communication systems as long as those systems have a similar preamble structure.
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