I. INTRODUCTION

G
ENETIC algorithms (GA's) turned out to be powerful tools in the field of global optimization [7] , [10] , [13] . They have been applied successfully to real-world problems and exhibited, in many cases, better search efficiency compared with traditional optimization algorithms. GA's are based on principles inspired from the genetic and evolution mechanisms observed in natural systems and populations of living beings [13] . Their basic principle is the maintenance of a population of encoded solutions to the problem (genotypes) that evolve in time. They are based on the triangle of genetic solution reproduction, solution evaluation and selection of the best genotypes. Genetic reproduction is performed by means of two basic genetic operators: Crossover [10] , [13] , [30] and Mutation [10] . Many other genetic operators are reported in the literature, including problem specific ones [10] , [15] , [20] , [25] . Evaluation is performed by means of the Fitness Function which depends on the specific problem and is the optimization objective of the GA. Genotype selection is performed according to a selection scheme, that selects parent genotypes with probability proportional to their relative fitness [11] . In a GA application the formulation of the fitness function is of critical importance and determines the final shape of the hypersurface to be searched. In certain real-world problems, there is also a number of constraints to be satisfied. Such constraints can be incorporated into the fitness function by means of penalty terms which further complicate the search.
The authors of this paper were among the first that proposed the varying fitness function technique [9] , [14] , [25] , [28] , [29] , [33] . The purpose of this paper is to present a specific varying fitness function technique. This technique incorporates the problem's constraints into the fitness function as penalty terms that vary with the generation index, resulting thus in a varying fitness function that facilitates the location of the general area of the global optimum.
This technique is applied to two small-scale versions of two hard real-world constrained optimization problems, that are used as benchmarks: the cutting stock and unit commitment problems. The cutting stock problem consists in cutting a number of predefined two-dimensional shapes out of a piece of stock material with minimum waste. It is a problem of geometrical nature with a continuous-variable encoding. The unit commitment problem consists in the determination of the optimum operating schedule of a number of electric power production units, in order to meet the forecasted demand over a short term period, with the minimum total operating cost. It is clearly a scheduling problem. It is not our intent to present complete solutions of the above problems but to demonstrate the effectiveness of the varying fitness function technique. We have chosen these particular problems because they are diverse in nature (each problem exhibits unique search space characteristics) and therefore they provide a rigorous test for the efficiency and robustness of our technique.
Section II discusses various methods that enable the application of GA's to constrained optimization problems. Section III contains a detailed analysis of the varying fitness function technique proposed in this paper. The application of this technique to the cutting stock and the unit commitment problems are presented in Sections IV and V, respectively. Finally conclusions are presented in Section VI.
II. GENERAL CONSIDERATIONS
In the sequel, without loss of generality, we assume that we deal with minimization problems. As it has been mentioned before, in many optimization problems there are a number of constraints to be satisfied. As far as we know, six basic methods have been reported in the literature that enable GA's to be applied to constrained optimization problems.
1) The search space is restricted in such a way that it doesn't contain infeasible solutions. This is the simplest method for handling elementary constraints, and was used in the traditional GA implementations. This is a wise thing to do when it is possible (e.g., in the case of bounded problem variables), since it leads to a smaller search space. However, this method is of little use when dealing with the majority of real-world constrained problems (e.g., with coupling constraints involving a number of variables). 2) Infeasible solutions are discarded as soon as they are generated. This method doesn't utilize the information contained in infeasible solutions. Also in case the GA probability of producing a feasible solution is very small, a lot of CPU time is consumed in the effort of finding feasible solutions through the genetic operators [10] , [18] . 3) An invalid solution is approximated by its nearest valid one [22] , or repaired to become a valid one [23] . Such approximation (or repair) algorithms, can be time consuming. Also the resulting valid solution may be substantially different from the originally produced solution. Moreover, in certain problems, finding a feasible approximation of an infeasible solution may be as difficult as the optimization problem (Constraint Satisfaction Problems [9] ). 4) Penalty terms are added to the fitness function. In this way the invalid solutions are considered as valid but they are penalized according to the degree of violation of the constraints. This method is probably the most commonly used method for handling problem constraints and is implemented in many variations [9] , [10] , [14] , [15] , [25] , [28] , [29] , [33] . However, it imposes the problem of building a suitable penalty function for the specific problem, based on the violation of the problem's constraints, that will help the GA to avoid infeasible solutions and converge to a feasible (and hopefully the optimal) one. 5) Special phenotype-to-genotype representation schemes (stated also as decoders) are used, that minimize or eliminate the possibility of producing infeasible solutions through the standard genetic operators, Crossover and Mutation [18] . 6) Special problem-specific recombination and permutation operators are designed, which are similar to traditional crossover and mutation operators, and produce only feasible solutions [10] . Such operators, though, are sometimes difficult to construct and are usually strongly adapted to the problem they were originally designed for. Recent work also reports the combined use of traditional calculus-based optimization methods together with GA's and a meta-level Simulated Annealing scheme for the solution of nonlinear optimization problems with linear and nonlinear constraints (Genocop II) [19] .
In this paper we use method d), which adds penalty terms to the fitness function according to the constraint violation. As stated earlier, the problem of this method is the design of an appropriate penalty function that will enable the GA to converge to a feasible suboptimal or even optimal solution. Some guidelines for building appropriate penalty functions are given in [26] , where it is proved that it is better that the penalty function be based on the distance-from-feasibility of the infeasible solution, than simply on the number of violated constraints. Other researchers [29] , proposed an adaptive penalty function that depends on the number of violated constraints and the qualities of the best-so-far overall solution (feasible or infeasible) and the best-so-far feasible solution.
In the technique proposed in this paper the added penalty term is a function of the degree of violation of the constraints, so as to create a gradient toward valid solutions, which guides the search (especially in case hill-climbing techniques are used). The penalty term for any solution that violates the constraints can be formulated by using the following procedure: given an invalid solution we must first represent quantitatively its degree of constraint violation. This is why, we introduce a quantity which measures the degree of constraint violation of solution . The next step is the formation of a penalty function, , depending on . This can be any monotonically increasing function. We have chosen a linear function (1) where is a "severity" factor that determines the slope of the penalty function and is a penalty threshold factor. The penalty term is added to the objective function (to be optimized), , to form the final fitness function where for a valid solution and otherwise.
The penalty factors and must be sufficiently large to guarantee the separation between feasible and infeasible solutions. On the other hand, the large penalty factors do not allow the invalid solutions to survive for long during the GA evolution, as they are most unlikely to be selected for reproduction due to their bad quality. Too-short lifetime of invalid solutions makes the GA unable to exploit the information contained in such solutions. If the penalty factors are low, then invalid solutions get a chance of surviving for some generations and their information can be exploited. In this case, however, their quality can be comparable to the quality of valid solutions and can thus represent possible suboptimal solutions to which the GA could converge. Therefore the choice of the penalty factors becomes a problem. In order to alleviate this problem we have used the varying fitness function technique.
III. THE VARYING FITNESS FUNCTION TECHNIQUE
The Varying Fitness Function technique alters the penalty function dynamically during the search procedure by dynamically changing the penalty factors A and B of (1) . The technique of varying the penalty function dynamically during the run has been reported in the literature in a number of variations [9] , [14] , [15] , [25] , [28] , [29] , [33] .
In [28] the authors use a fitness function of the form:
, where is the objective function, is a nonegative penalty function and is a penalty coefficient that changes adaptively during the GA evolution. The value of is selected at every generation based on statistical calculations for different values of . The goal is to balance the penalty value with the objective function value and achieve a desired distribution of the population in the search space.
In [29] the penalty function is adaptively altered during the evolution of GA, depending on the number of violated constraints, , the objective function value of the bestso-far feasible solution,
, and the objective function value of the best-so-far overall solution . It has the form , where is a severity parameter. According to the authors "this (method) allows effective penalty-guided search in cases where it is not known in advance how difficult it will be to find feasible solutions, or how much difference there is in objective function value between the best feasible solutions and the best solutions overall."
In [15] and [25] the authors propose a penalty function of the general form , where is the genotype (solution) under evaluation, is a measure of the constraint violation, and is a penalty factor increasing with the number of generations . In [25] this factor is given by the linear formula , where is the factor's starting value (usually kept low) and is the factor's increment. In [15] the factor is determined as where is a maximum value for the factor and is the total number of generations.
In [14] the authors used a penalty function of the form: where is the solution under evaluation, is a constant, is the generation index, is the distance-from-feasibility measurement, and are penalty function coefficients. The authors tested this penalty function on four (4) problems with linear and nonlinear constraints and reported best results for . In [33] the authors propose a penalty function for the infeasible individuals of the form:
, where is the solution under evaluation, is the objective value of the solution, is the generation index, and is a positive coefficient. This penalty function is not related to the degree of constraint violation. However, it ensures that all infeasible solutions are ranked worse than the feasible ones and the authors report better results using this penalty function than rejecting the infeasible solutions. Moreover, they suggest that should be in the range 0.5 1, for better performance.
In [9] the authors deal with a constraint satisfaction problem (CSP) and propose a method of penalizing the unsatisfied constraints with adjustable factors (weights) that evolve during the GA run, making thus the GA to learn the appropriate constraint weights. According to the authors, the method starts with standard initial constraint weights and every 100 generations raises the weights of the unsatisfied constraints.
In the technique presented in this paper, the penalty factors are kept low at the beginning of the GA evolution in order to simplify the search and give the GA the opportunity to explore the search space more efficiently. As the evolution proceeds the penalty factors increase linearly with the generation index, so that at the end of the run they reach appropriately large values, which result in the separation of valid solutions from invalid ones. This technique makes it easier for the GA to locate the general area where the global optimum lies, at the early stages of the search. As the search proceeds, the penalty factors increase and the GA adapts to the changing search hypersurface. Near the end of the run, when the penalty factors reach their appropriately large values, the final search hypersurface is formed, preventing thus the GA from converging to invalid solutions. A varying penalty term can be expressed as (3) where is the generation index and are the penalty factors which are increasing functions of .
A good choice is the linear functions and (4) where is the maximum value of the generation index and are the maximum values of the penalty factors when . So the penalty term becomes (5) is the penalty threshold factor and should be chosen in such a way that or (6) so that no invalid solution is ranked better than the worst valid one. Inequalities (6) hold for minimization problems; they should be modified accordingly for maximization problems. The parameter represents the slope of the penalty function. Some guidelines for the determination of this slope are given in [26] . It is stated that the penalty assigned to an infeasible solution should be close to the expected completion cost, which is an approximation of the additional objective cost needed for the repair (completion) of the infeasible solution. However, as the authors themselves admit, in real world problems it is very difficult to calculate this quantity, as it demands the existence of derivative information of the objective function. In this paper, A has been determined empirically in both the cutting stock and the unit commitment problems.
IV. THE CUTTING STOCK PROBLEM
The cutting stock problem [4] , [8] , [25] , [31] belongs to a special category of problems named "Cutting and Packing problems" (C&P). The common objective of such problems is the determination of an optimal arrangement of a set of predefined objects (pieces) so that they fit within a container or stock material with minimum waste [8] . In this paper we consider a 2-D cutting stock problem. The specific problem that we consider consists in cutting a number of given twodimensional shapes (to be referred to in the sequel as shapes) out of a large rectangular piece (the stock material), with standard width and infinite length, so as to minimize the material waste. The constraint imposed on this problem is that no overlapping of shapes is allowed. For simplicity reasons, rotation of the shapes, in any angle, is not allowed, a restriction that is commonly applied in the industry (where the orientation of the shapes is specific, due to the nature of the material, e.g., decorations on textiles). As "material waste" we define the area of material not covered by the shapes, within the bounds of the smallest rectangle that contains the shapes (bounding rectangle). Before applying the GA, we must define a representation scheme to encode problem solutions into binary strings.
A. Encoding
Consider a coordinate system with the origin at the left bottom corner of the stock material. Such a coordinate system is displayed in Fig. 1 . Each of the shapes is described by a set of vertices. The number of vertices of shape is .
are the coordinates of the vertices of shape . The left bottom vertex is considered to correspond to ; it is called the base vertex. The position of shape is completely specified by the coordinates of the base vertex , since rotation of the shapes is not allowed. The base coordinates are also denoted by and referred to as the shape's coordinates.
A solution is described by N pairs of shape coordinates which represent a specific cutting pattern. A solution can be considered as a point in a 2 -dimensional space. A 10-bit integer is used to encode a single coordinate, resulting in a genotype string of bits in length. For example in a problem with 12 shapes the genotype string length is 240 bits long, producing a search space of or different solutions.
B. Fitness Function
According to (2) and (3) the fitness function that incorporates the varying penalty term for the nonoverlapping constraint must be of the form (7) where is the objective function, is the varying penalty term concerning the overlapping area, if the solution is invalid and if the solution is valid. First we must define the objective function . The objective of the problem is to minimize the material waste, . For nonoverlapping shapes the waste of a specific solution can be calculated as the difference between the area of the bounding rectangle and the sum of the areas of the shapes (8) where is the area of shape , and is the maximum coordinate over all shapes' vertices (i.e., the farest point of the farest shape from the axis). Obviously, is the area of the bounding rectangle. However if is taken as the objective function to be minimized and since no overlapping is allowed, the optimum solution becomes a "needle in a haystack" and the algorithm gets trapped at local minima very easily. To circumvent this problem, we have used another objective function (9) that creates a gradient toward positions with small and values. Note that this function does not incorporate a "waste" factor directly, but drives the shapes toward small 's and 's. More emphasis is given on the coordinates of shapes, by multiplying them by the shape's area, a fact that also encourages the positioning of large shapes near the -axis. In this way, the bounding rectangle is kept small, resulting in a small total waste.
In order to define , according to Chapter II we must first define as a measure of the violation of the nonoverlapping constraint. A solution is to define as the sum of the overlapping areas of the shapes within the material (10) where is the overlapping area of shapes and . Then, the varying penalty term (5) is given by (11) where should satisfy (6) . The value of has been kept as low as possible.
The corresponding nonvarying penalty term is of the form (12) Finally, from (7), (9), and (11) the final fitness function is defined as (13) Extensive GA runs have shown that the varying fitness function makes the GA population behave in a dynamic way, due to the change of the search hypersurface, making the GA able to avoid trapping at sub-optimal solutions. This behavior somehow resembles the Simulated Annealing optimization algorithm in that it tolerates bad solutions under certain circumstances.
C. The GA Implementation
In the GA used in this paper, the parent selection method is the Roulette Wheel parent selection mechanism [11] . The crossover scheme is a version of the multipoint crossover [30] . The mutation scheme used is binary (bit) mutation with uniform probability. The parent population is totally replaced by the offspring (generational replacement). Finally, some additional GA features have been used such as 1) Elitism [7] : as the preservation of the best solution is vital to the effectiveness of the GA [12] . 2) Fitness scaling: the genotype fitness is scaled by a nonlinear transformation in order to emphasize small differences between near optimal qualities in a converged population [10] . 3) Adaptation of operator probabilities: in GA's, it is well known that, by increasing the probability of the Crossover operator the convergence speed is increased. Convergence can be accelerated also by scaling the genotype fitnesses so as to apply more selection pressure on the high-quality genotypes. Conversely, increasing the probability of the Mutation operator enhances the population diversity. If pre-mature convergence or excessive diversity occurs the search becomes inefficient. So, during the whole GA run, the operator probabilities and the fitness scaling function are adjusted dynamically, to keep the population diversity at a reasonable state [6] .
D. Additional Operators
In order to accelerate the search, we introduce a local gradient descend operator, which is called "phenotype mutation" [1] , [25] . This operator is applied only to the best genotype of every generation. It is a form of local search by means of small changes along each coordinate of the real coordinate vector (phenotype)
. After each change, it evaluates the resulting solution and when a better solution is found it is kept. The operator is described in pseudocode in the following lines:
Operator Phenotype Mutation (S) begin Q = evaluate(S)
As seen in the pseudocode, the operator begins with the coordinate of the first shape (shape 1) in the phenotype vector and performs four (4) modifications to it by adding the values BigStep, SmallStep, BigStep, SmallStep to the original coordinate value, one by one. After each modification, the resulting solution is evaluated. If it is better than the original one it replaces it and the modifications of stop, otherwise it is discarded and the modifications continue. The same procedure is repeated for the coordinate of the first shape and it continues for all other shapes' coordinates in the phenotype vector, performing thus a local search in the neighborhood of the solution produced by the genetic search. Although, for every generation, the operator adds fitness evaluations in the worst case, it accelerates dramatically the search speed toward the final optimum. The values BigStep and SmallStep represent a large and a small modification step for the shapes' coordinates. In our implementation, the values of 1 and 0.1 were chosen, respectively.
Three more operators are used to assist the GA search, which are based on intelligent and problem oriented permutation mechanisms. The first, called the "leap mutation" operator, selects a shape at random and performs a leap, moving the shape in a random direction and distance, always within the bounds of the material. The second, called the "shape swap" operator, selects two shapes at random and swaps their positions. These operators are applied with a probability of 0.1 each.
The third and most significant operator, called the "gap filling" operator [25] , scans the area of the stock material covered by the shapes trying to locate gaps (bounded areas not occupied by a shape) with an area greater than a predefined threshold (to avoid very small gaps). If an appropriate gap is located, the operator tries to fill the gap by repositioning a suitable shape with an X coordinate greater than that of the gap. The shape that achieves the smallest overlapping area wins and finally fills the gap. Since this operator is time consuming, it is applied only to the best genotype of every generation. These additional operators were incorporated into the GA in both cases of the varying and the conventional (nonvarying) fitness function implementations, as they resulted in better GA performance compared with that of a simple GA implementation.
E. Simulation Results
The effectiveness of the varying fitness function has been compared with that of the nonvarying fitness function using two examples. In Example 1, a set of 12 convex shapes, and in Example 2 a set of 13 shapes, some of which are not convex, have been used. An optimal cutting pattern of the shapes of Example 1 is shown in Fig. 2. Fig. 3 displays an optimal cutting pattern of Example 2. The shapes in both examples have been selected so that they fit completely (leaving no material waste) in many combinations. Therefore, there are more than one globally optimal solutions for both sets of shapes. Also, there is a large number of local minima in both problems. Problem 2 is clearly more difficult to solve than problem 1, having more local minima, a fact that is justified by the simulation results.
The nonvarying fitness function GA and the varying fitness function GA have used the same operators and techniques described earlier, and have run for 300 generations with a population of 100 genotypes. Twenty runs have been performed for each technique. A run is considered successful if it has converged to an optimal solution (i.e., with zero material waste). The success percentage results are shown in Table I . The varying fitness function GA outperforms its nonvarying counterpart, with respect to the success percentage, while requiring the same CPU time. Slight differences in the average time figures between the two algorithms are mostly due to the stochastic nature of GA's (i.e., the number of Crossovers, Mutations, and other operators performed during each run is not constant but varies in a probabilistic manner). The simulation examples have run on a HP Apollo 720 workstation.
V. THE UNIT COMMITMENT PROBLEM
The second problem selected to demonstrate the efficiency of the varying fitness function technique comes from power [21] , reactive power planning [16] and economic dispatch [1] . Here GA's are used for the solution of the well known unit commitment problem [2] , [3] , [5] , [15] , [17] , [24] , [27] , [32] , [34] , [35] . The unit commitment (UC) problem in a power system is the determination of the start-up and shut down schedules of thermal units, to meet forecasted demand over a future short term (24-168 h) period. The objective is to minimize total production cost of the operating units while satisfying a large set of operating constraints. The UC problem is a complex mathematical optimization problem with both integer and continuous variables. The exact solution to the problem can be obtained by complete enumeration, which cannot be applied to realistic power systems due to combinatorial explosion [34] .
In order to reduce the storage and computation time requirements of the unit commitment of realistic power systems, a number of suboptimal solution methods have been proposed. The basic UC methods reported in the literature can be classified into five categories: Priority List [2] , Dynamic Programming [24] , Lagrangian Relaxation [17] , Branchand-Bound [5] , and Benders Decomposition [3] . Recent efforts include application of simulated annealing [35] , expert systems [32] and Hopfield neural networks [27] for the solution of the UC problem. In this paper we present a small-scale version of the UC problem in order to test the effectiveness of the varying fitness function technique. A full-scale version has been solved using GA's in [15] .
As mentioned above, the objective of the UC problem is the minimization of the total production cost over the scheduling horizon. The total cost consists of fuel costs, start-up costs and shut-down costs. Fuel costs are calculated using unit heat rate and fuel price information. For simplicity reasons, startup costs are expressed as a fixed dollar amount for each unit per start-up. Shut-down costs are also defined as a fixed dollar amount for each unit per shut-down. The constraints which must be satisfied during the optimization process are: 1) system power balance (demand plus losses plus exports), 2) system reserve requirements, 3) unit initial conditions, 4) unit high and low MegaWatt (MW) limits (economic/operating), 5) unit minimum up-time, 6) unit minimum down-time, 7) unit status restrictions (must-run, fixed-, unavailable, available), 8) unit or Plant fuel availability, and 9) plant crew constraints.
A. UC Encoding
We have applied GA's to the unit commitment problem using a simple binary alphabet to encode a solution. If represents the number of units and the number of hours of the scheduling period, an -bit string (which is called the unit string in the sequel) is required to describe the operation schedule of a single unit, since at every hour a unit can be either on or off. In a unit string, a "1" at a certain location indicates that the unit is operating at this particular hour while a "0" indicates that the unit is down. By concatenating the unit strings, a bit genotype string is formed. This encoding is displayed in Fig. 4 . As seen in this figure, there are bit strings of -bit length each that represent the schedule of the units over an -hour period and these unit strings are concatenated to form the genotype.
The resulting search space is vast. For example, for a 20-unit system and 24-h scheduling period the genotype strings are bits long resulting in a search space of different solutions.
B. Fitness Function
Here again, the fitness function that incorporates the varying penalty term for the constraints must be of the form (14) where is the objective function, is the varying penalty term, if the solution is invalid and if the solution is valid. First we must define the objective function . The objective of the problem is to minimize the total power production cost, over the scheduling horizon, which consists of the total fuel cost the sum of the units' startup costs and the sum of the units' shutdown costs . With a given operating schedule, for every hour , a dispatch algorithm [1] calculates the optimum power output values, , for every operating unit in order to meet the given forecasted demand at that hour. The operating units are the ones that have, their genotype bit corresponding to hour equal to "1" (see Fig. 4 ). The high and low limits of the units are also taken into account.
The total fuel cost of the operating units is calculated by (15) where is the state (0, 1) of unit at time and is the fuel cost function of unit .
The units' start-up cost and shut-down cost are calculated by (16) (17) where is the start-up cost of unit and is the shutdown cost of unit . More details on the calculation of , and will be given in the Section V-E. In order, again, to form the penalty function for the violation of the constraints, we must first define a measure of the degree of constraint violation. Five constraints are considered in this paper: the power balance constraint, the reserve requirement constraint, the unit high and low limits, the minimum up time constraint and the minimum down time constraint. Additional constraints can be taken into account easily by adding an appropriate term that represents a measure of the degree of violation of the specific constraint.
The system power balance equation should be satisfied for every hour (18) Also the system reserve requirements must be met (19) where is the maximum power output of unit and is the reserve requirement at hour . In case, on the basis of a schedule, (18) and (19) are not satisfied at hour , due to the limits of the operating units, i.e., or (20) where is the minimum power output of unit , then we have to calculate a measure, , of the degree of violation of the power balance and the reserve requirement constraints at hour , to form the corresponding penalty term. is
It should be noted that invalid solutions are not discarded but are left to compete according to their quality.
Finally a measure of the degree of violation of the "minimum up-time" constraint, , and the "minimum downtime" constraint, , are calculated. According to a specific solution, for every unit string , a number of time-zones of continuous operation are scheduled, interrupted by a number of time zones, during which the unit is continuously down. These zones are displayed in Fig. 5 . Every time zone consists of a number of hours where the unit is continuously up. Also every time zone consists of a number of hours where the unit is continuously down. For a solution to be valid, , for and , where is the "minimum up-time" for unit . is then given by (22) with if otherwise.
The degree of violation of the "minimum down-time" constraint, , is calculated through (22) by simply substituting the symbol " " for the symbol " ". However, for clarity reasons, the corresponding equation is given below. For a solution to be valid , for and , where is the "minimum down-time" for unit .
is then given by (23) with if otherwise.
So the overall measure, , of the degree of the constraint violation is given by (24) Then a varying penalty term similar to that of (5) is formed (25) should satisfy (6) . The corresponding nonvarying penalty term is of the form (26) In case that a number of constraints contribute to the penalty function [as in (25) and (26)] there is usually the problem of constraint normalization or weighting, as the constraints may be violated by quantities that have large scaling differences. In such cases, the GA gets "more interested" in satisfying the constraints with high penalty values, and consequently, the rest of the constraints will be satisfied with low priority, or not satisfied at all. In general, the constraint penalties should reflect how important or rather how difficult a specific constraint is. The importance of individual constraints may even be determined adaptively [9] . In the penalty functions of (25) and (26) the sum of the various degree-of-constraintviolation quantities is not weighted, since their values were of the same scale ( is in , and are in hours) and the constraints were considered of equal importance or difficulty. Finally, the fitness function is given by summing all the cost and penalty terms (27) where if the solution is invalid and if the solution is valid. The GA has to find the optimum unit commitment schedule that minimizes the fitness function (27) .
C. The GA Implementation
The GA implemented for the UC problem, used the same techniques as the ones used for the Cutting Stock problem, which are described in Subsection IV-C. The techniques are again, the Roulette Wheel parent selection mechanism, multipoint crossover, binary mutation, generational replacement, elitism, fitness scaling and adaptation of operator probabilities.
D. Additional Operators
The algorithm's search efficiency is strengthened by using additional operators described below. 
1) Swap-Window Operator:
This operator is applied to all the population genotypes with a probability of 0.2. It selects two arbitrary unit strings u1, u2, a "time window" of random width and a random window position taking values in the range . Then the bits of the two unit strings u1, u2 within the window are interchanged. The function of this operator is displayed in Fig. 6 .
2) Window-Mutation Operator: This operator is also applied to all the population genotypes with a probability of 0.2. It selects a random unit string, a "time window" of random width and a random window position in the range . Then it mutates all the bits within the window turning all of them to 1 or all of them to 0 with equal probability.
3) Swap-Mutation Operator: This operator is applied only to the best genotype of every generation. For a given hour , it performs with equal probability one of the following two operations: 1) it selects two arbitrary unit strings and swaps their bits corresponding to hour , or 2) it selects a single arbitrary unit string and flips its bit corresponding to hour , from "0" to "1" or vice versa. If a better solution is produced, it replaces the old one otherwise it is restored to its initial state. This procedure is repeated for every value of in the range .
4) Swap-Window Hill-Climbing Operator:
This operator is also applied only to the best genotype of every generation with a probability of 0.3. It selects two arbitrary unit strings u1, u2 and a "time window" of length . The time window is first positioned at the first hour of the scheduling period. Then the bits of the two unit strings u1, u2 within the window are exchanged. If a better solution is produced it replaces the old one otherwise it is restored to its initial state. Then the window is shifted one hour up and the above procedure is repeated until the window reaches the last hour of the scheduling period. The   TABLE II  UNIT PARAMETERS OF THE 10-UNIT COMMITMENT PROBLEM function of this operator as explained above is displayed in Fig. 7 .
In this problem too, these additional operators were incorporated into the GA in both cases: the varying and the conventional (nonvarying) fitness function implementations.
E. Simulation Results
The varying fitness function technique (27) that uses the varying penalty term of (25) has been tested on two UC problems: a 10-unit problem and a 20-unit problem. In both cases the results obtained through the varying fitness function are compared with those obtained through the nonvarying fitness function [with the penalty term of (26)]. Each of the 10 units of the first problem has a fuel cost function of the form , where is the power output and are fuel cost function coefficients. The resulting fuel cost values as well as the start-up costs, are in U.S. dollars. The scheduling period is 24 h. The parameters for each unit are shown in Table II and the demand data in are shown in Table III . The units' start up cost is defined as a fixed amount per start-up. The shut-down cost has been taken equal to 0 for every unit. The "initial status" figure, if it is positive, indicates the number of hours the unit is already up, and if it is negative, indicates the number of hours the unit has been already down.
The 20-unit problem has been generated from the 10-unit problem by simply duplicating the generating units and doubling the demand values. The implementations for both techniques (the nonvarying fitness function GA and the varying fitness function GA), used the same operators described above and the same number of generations. For the 10-unit problem the GA has run for 500 generations and for the 20-unit problem for 750 generations. In all cases the population has been 50 genotypes. Twenty runs have been performed for each technique and problem.
In order to judge the success of the varying fitness and nonvarying fitness function techniques we have compared the results with what we call the estimated optimum. The estimated optimum in the case of the 10-unit problem coincides with the actual optimum which has been calculated using a Dynamic Programming algorithm (DP). The problem, however, of the DP methods is the exponential growth of the search space as a function of the input dimensions. Therefore, in the case of the 20-unit problem, we could not use the DP algorithm for the calculation of the actual optimum, due to the excessive computation time and storage required. So we had to rely on the estimated optimum which in this case has been calculated by doubling the actual optimum of the 10-unit problem, which is slightly higher than the actual 20-unit optimum.
A comparison of the progress of the two techniques regarding the 10-unit problem and the 20-unit problem are shown in Figs. 8 and 9 , respectively. Fig. 8 displays the progress of the GA with the varying fitness function and the GA with the nonvarying fitness function on the 10-unit problem. The two trajectories are computed by averaging the corresponding progress trajectories over all twenty runs. It is clear that the varying fitness function GA finds better solutions more quickly than its nonvarying counterpart and manages to reach the optimum within the limit of 500 generations. The nonvarying fitness function GA doesn't reach the optimum in 500 generations and may need twice as much to finally reach it. Fig. 9 displays the progress of the varying and the nonvarying fitness function GA's on the 20-unit problem. Again here, the two trajectories are computed by averaging the corresponding progress trajectories over all twenty runs. Although the two trajectories are almost identical in the beginning, the varying fitness function trajectory quickly falls below the one of its nonvarying counterpart. The difference here between the trajectories seems smaller than that of the 10-unit case but this is due to the larger operating cost scale. As seen in the figure the varying fitness function GA manages to reach the estimated optimum within the limit of 750 generations while the nonvarying counterpart does not.
Details of the simulation results are shown in Table IV . A run is considered successful if it obtains a solution equal to or better than the estimated optimal solution. The dispersion figure in Table IV 
VI. CONCLUSIONS
The choice of appropriate penalty terms for constrained optimization is a serious problem. Large constraint penalties separate the invalid solutions from the valid ones but lead to a more complicated hypersurface to be searched, whereas small penalties result in a smoother hypersurface but increase the possibility of misleading the GA toward invalid solutions. An answer to this problem can be the use of varying penalty terms, less stringent at the beginning and rising gradually to appropriately large values at later stages. The penalty terms used are linearly proportional to the generation index. The most effective penalty function form (e.g., a quadratic function might be better than a linear one) is an open question and further research is required in that direction. The presented technique gives the GA a significantly better chance of locating the global optimum especially in case of problems with many constraints that result in a complicated search hypersurface. The results show that the varying fitness function outperforms the traditional nonvarying fitness function technique.
