In this paper, a xed-horizon H 1 tracking control (HTC) for discrete time-varying systems is obtained via the dynamic game theory in state-feedback case.
Introduction
The receding horizon control strategy has been developed as a proper control strategy for tracking performance and time-varying systems. It is well known that this strategy presents more practical aspects in the applications to real systems than the in nite horizon control strategy, because it needs only information for only a nite future time. As an approach to overcome this tracking problem, the receding horizon strategy has been developed. The receding horizon strategy is obtaining a solution to optimize a nite future cost horizon. There are two receding horizon strategies, the pointwise and intervalwise one. As well shown in 3], in the pointwise strategy, the terminal point of a xedlength nite cost horizon continuously recedes at each time instant. In the intervalwise strategy the terminal point is kept xed for a nite cost horizon and, after one period, the terminal point moves by one period and xed by the next period.
The intervalwise strategy presents some advantages over the pointwise one in some respects. It has much less computation burdens than the pointwise one, since the intervalwise one requires calculation of control gain per a period of every cost horizon while the other one requires it per every time instant. During the horizon in which the optimal solutions are implemented, the intervalwise strategy is optimal, while the pointwise one is suboptimal. Hence the tracking performance of the intervalwise strategy is superior to the other one. x(t + 1) = A(t)x(t) + B 1 (t)w(t) + B 2 (t)u(t) (1) z(t) = C(t)x(t) u(t) ; z r (t) = y r (t) 0 where x(t) 2 R n ; u(t) 2 R m ; w(t) 2 R l ; z(t) 2 R p+m and the nite horizon cost index with the nite terminal weighting matrix F > 0: J(z r ; u; w) = z(N) ? z r (N)] T F z(N) ? z r (N) 
(t)P (t + 1)A(t) + Q(t) (11)
From the above modi ed equations, we derive the following result. Proof: It is well known that for a given p n (p n) full rank matrix C(t), there always exist some n p matrices L(t) such that C(t)L(t) = I p p . Let x(t) = L(t)y r (t). (2) is then rewritten with Q f = C T (N)F C(N) and Q(t) = C T (t)C(t) as:
We de ne:
?C T (t)y r (t) ?y T r (t)C(t) y T r (t)y r (t) Hence (1) and (14) are written as:
The dynamic game theory described by (15)-(16) admits a unique feedback saddle-point solution, if and only if I ?B T (t)M(t + 1)B (t) > 0 over t 2 0; N ? 1] 6], 7]. Let P(t) = P(t) P 12 (t) P T 12 (t) P 22 (t) ; g(t) = P 12 (t)
We know that I ?B T (t)M(t + 1)B (t)] = I ?
B T (t)M(t + 1)B (t)]. Using (7)- (8), (12) and (13) are obtained from (9)- (11) From the result of the previous section, we propose an intervalwise receding horizon H 1 -tracking control (IHTC) which stabilizes discrete T-periodic systems. Assume that N T + 1. Here N is both the cost horizon and the horizon that the tracking signal is given.
Let the initial point be and Q f be the xed value. Among the solutions obtained over ; +N], we use the solutions over ; +T ]. Next the initial point moves to + T and the terminal point of the cost horizon moves to + T + N. This procedure repeats. Therefore P( ) is T-periodical.
Let us make a T-periodic Riccati equation (T -PRE).
We de ne the following notations with k 0. 
E(t) = A T (t)P (t + 1)A(t)
Proof: First, we will obtain the solutions over + 1; + N] from (11) . Let the initial value be 0. Then from (17), we obtain at the terminal time t = T: 
From the de nition of Q (T ), the left side of (18) equals to E(0). From (18), we observe that P (T +1) = P (1 
Before stating the following theorem, we de ne (t): Let us consider the assumptions 1) and 2) of Theorem 3. The assumption 2) seems not to be a strong condition. In LQ problems, it is well known that P( ) > 0 under some basic conditions such as controllability and observability conditions. But in H 1 -problems, no proper condition satisfying P( ) > 0 has been found. In Section 6, it will be shown that quite a small satis es 1).
Consider discrete time-invariant systems. A discrete time-invariant system as shown in 2] can be viewed as a periodic system of an arbitrary period. Then, we can derive a time-invariant version of Theorem 3.
Corollary 1 Let P( ) be the solution of (11) In this section, we investigate the zero o set property of the proposed stabilizing IHTC when the tracking command is constant and the system is time-invariant. It is well known that such a property can be obtained by introducing the following incremental state-space model:
x e (t + 1) = A e x e (t) + B 1e w(t) + B 2e u(t) (21) y(t) = C e x e (t) z(t) = C e x e (t) u(t) ; z r (t) = y r 0 ; A e = I CA 0 A x e (t) = y(t) P e ( ) and g e ( ) are obtained from (11) and g(t) of Section 2 with A, B, and C replaced by A e , B e , and C e .
It is noted that the IHTC based on the incremental control u in (22) Now, we demonstrate the following fact:
P e (t)I e = T e (T + 1; t + 1)C T e F + Let t = n then P e (n)I e = A T e fI ? P e (n + 1)B 2e I + B T 2e P e (n + 1) B 2e ] ?1 B T 2e gP e (n + 1)I e + C T e + P e (n) B e I + B T e P e (n)B e ] ?1 B T e P e (n)I e = H T T (T + 1; n + 1)C T e F + This means that (23) is true. Using this fact, the control u(t) can be written with e(t) = y(t) ? y r as u(t) = ? I + B T 2e P e (t + 1)B 2e ] ?1 B T 2e P e (t + 1)A e e(t) x(t)] T (24) If we de ne x E (t) = e(t) x(t)] T , we get x E (t) = A e x E (t) + B 1e w(t) + B 2e u(t) e(t) = C e x E (t)
Since the above system is stable with the control (24), e(t) ! 0 as t ! 1, which means y(t) ! y r . proof:
Here for convenience, we denote P +kT ; M +kT ; F k ; and Q +kT as P(t); M(t); F, and Q each other. By (6) and (27), X(t) and Y (t) can be written as follows:
X(t) = F T (t)P (t + 1)F (t) ? M(t) ? F T (t)P (t + 1)B (t) I + B T (t)P (t + 1)B (t)] ?1 B T (t)P (t + 1)F (t) Y (t) = F T (t)fI ? P(t + 1)B (t) I + B T (t)P (t + 1)B (t)] ?1 B T (t)gP (t + 1)B (t) I + B T (t)P (t + 1)B (t)]
B T (t)P (t + 1)fI ? B (t) I + B T (t)P (t + 1) B (t)] ?1 B T (t)P (t + 1)gF (t) Denoting = B T (t)P (t + 1)B (t) = B T (t)P (t + 1)F (t) ?F T (t)P (t + 1)B (t) I + B T (t)P (t + 1)B (t)] 
When x(0) = 0, we know from the relations of (26) and (29) that (25) is satis ed.
6 Simulation studies
We demonstrate the properties of the proposed IHTC through simulation studies. the tracking performance of IHTC is compared with that of RHTC which is known to show good performances. 10]. We consider the following T-periodic system matrices:
A(t) In this simulation we assume that T = 2 and = 0:7.
Using these values, we obtain a stabilizing IHTC. We make the values of disturbance as multiplying 20% of the tracking command by random signal which has a normal distribution between ?0:5 and 0:5. We select the cost horizon as T + 1 for the both cases of IHTC and RHTC. Fig.1 shows outputs of IHTC and RHTC for the given command signal. Fig.2 shows the di erence between the output and the command signal. In Fig.1 , solid curve represents the tracking command. In Fig.1-Fig.2, ' .' represents the result of IHTC and '{' represents the result of RHTC. Fig.1 and Fig.2 show that the performance of IHTC is better than that of RHTC. This result is also the same as that when there is no disturbance. If we increase the cost horizon, the performance of RHTC becomes better. Also in that case, the performance of IHTC is also a little better than that of RHTC. The results for time-invariant systems are similar to those for Tperiodic systems.
Conclusion
In this paper, a xed nite horizon H 1 -tracking control (HTC) for discrete time-varying systems is rst derived. And then, an intervalwise receding horizon H 1 -tracking control (IHTC) is proposed for discrete periodic systems. It is shown that the proposed IHTC guarantees closed loop stability, in nite horizon H 1 -norm bound, and zero o set tracking error under the proposed conditions. Through the example, it is shown that the performance of the proposed IHTC presents better tracking performance than the existing pointwise receding horizon control which is proposed in 10]. Specially when the cost horizon is near the system order, the performance of IHTC is shown to be very good compared with that of the pointwise one for some systems.
One of the advantages of the proposed IHTC is that it can show very good tracking performance in spite of the external disturbances. Another advantage is that computation burdens are lessened and the IHTC can easily applied to real-time tracking systems
