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Abstract
The objet of this paper is the study of the variations of a functional
whose integrant is the r-th weighted curvature on the hypersurface of a
closed Riemannian manifold. Some applications to hypersurfaces of the
Euclidean space and the unit round sphe`re are given. .
1 Introduction
The study of Riemannian geometry seems to be based essentially on the study
of certain operators such as the shape operator, the Ricci tensor, the Schouten
operator etc...Some functions constructed from these operators play a funda-
mental role in Riemannian geometry. Particularly the algebraic invariants of
these operators such as the r-th symmetric functions σr associated with the
shape operator and the Newton transformations Tr.The following articles can
be consulted on this subject ([1], [2], [3], [4], [5], [6], [7], [8], [9]). Reilly (
see [7] ) has considered the variations where the integrant of the functional
is a function of the r-th mean curvatures σr. In a recent paper Case (see
[3]) introduced and studied the notion of r-th weighted curvatures. The aim
of this paper is the study of the variations of a functional whose integrant is
r-th weighted curvature on the hypersurface of a closed Riemannian manifold.
Some applications to hypersurfaces of the Euclidean space and the unit round
sphere are given.
2 Preliminaries
We associate with any endomorphism A on an n−dimensional vector space
V a family of endomorphisms (Tr)r on V defined recurrently by:
T0 = idV
Tr = σridV −ATr−1, r = 1, 2, ...
1
or under a condensed formula
Tr =
r∑
j=0
(−1)j σr−jA
j
with Tr = 0, for all r ≥ n.
First we recall ( see [3] ) the notion of the weighted elementary symmetric
polynomials.
Let r ∈ N ∪ {∞}. The r-th weighted elementary symmetric polynomial
σ∞r : R×R
n → R, is inductively given by


σ∞0 (µo, µ) = 1
σ∞r (µo, µ) = σ
∞
r−1(µo, µ)
n∑
j=1
µj +
r−1∑
i=1
n∑
j=1
(−1)i σ∞r−i−1(µo, µ)µ
i
j , for r > 1
and µ = (µ1, ..., µn) ∈ R
n .
(1)
σ∞r (µo, µ) is expressed in terms of µo and 1, σ1(µ), ..., σr(µ) ( see [3] page 6):
Proposition 1 Given r ∈ N ∪ {∞}, µo ∈ R and µ ∈ R
n, we have
σ∞r (µo, µ) =
r∑
j=0
µ
j
0
j!
σr−j(µ). (2)
Definition 2 Since a symmetric matrix is diagonalizable one can consider
the symmetric elementary polynomials associated with a real number µo and
a symmetric matrix A with eigenvalues µ = (µ1, ..., µn) like being the polyno-
mials acting on that real number µo and on the vector µ = (µ1, ..., µn), so the
weighted elementary symmetric polynomial of A is defined by σ∞r (µo, A) =
σ∞r (µo, µ).
The weighted Newton transformations are then defined as follows ( see
[3])
Let A be a symmetric n × n real-valued matrix and µo ∈ R. The r-th
weighted Newton transformation function T∞r (µo, A) of A and µo is
T∞r (µo, A) =
r∑
j=0
(−1)j σ∞r−j(µo, A)A
j . (3)
The weighted elementary symmetric polynomials can be expressed in terms
of the weighted Newton transformations in the following way ( see [3])
Proposition 3 Let A be a symmetric n × n real-valued matrix and µo ∈ R.
It follows that
trace(AT∞r (µo, A)) = (r + 1) σ
∞
r+1(µo, A)− µoσ
∞
r (µo, A). (5)
2
Proposition 4
T∞r (µo, A) =
r∑
j=0
µ
j
o
j!
Tr−j (A) (6)
where Tr (A) is the classical Newton transformation.
Proof. From the formulae (2) and (3), we get
T∞r (µo, A) =
r∑
l=0
(−1)j σ∞r−l(µo, A)A
l
=
r∑
l=0
(−1)l
r−l∑
j=0
µ
j
o
j!
σr−l−j(A)A
l
=
r∑
l=0
µlo
l!
Tr−l (A) .
As it is well known that the classical Newton transformations are of free-
divergence i.e.
T
ij
r,j (A) = 0
we deduce that:
Proposition 5
T∞r (µo, A)
j
i,j =
r−1∑
l=0
µlo
l!
(Tr−1−l)
j
i (A)µo,j.
From the formula (2) i.e.
σ∞r+1(µo, A) =
r+1∑
j=0
µ
j
o
j!
σr+1−j(A)
we obtain by differentiation with respect to t that
∂
∂t
σ∞r+1(µo, A) =
r+1∑
j=0
µ
j
o
j!
∂
∂t
σr+1−j +
r+1∑
j=1
µ
j−1
o
(j − 1)!
σr+1−j
∂µ
∂t
=
r+1∑
j=0
µ
j
o
j!
∂
∂t
σr+1−j +
r∑
j=0
µ
j
o
j!
σr−j
∂µ
∂t
.
Under the following formula (see [7] Lemma A page 467)
∂σr+1
∂t
= trace
(
∂A
∂t
Tr
)
(7)
3
and the Newton’s formula ( see [7] formula (1) page 467 )
(r + 1) σr+1 = trace(ATr), (8)
we get
∂
∂t
σ∞r+1(µo, A) =
r+1∑
j=0
µ
j
o
j!
trace
(
∂A
∂t
Tr−j
)
+
r∑
j=0
µ
j
o
j!
σr−j
∂µo
∂t
=
r+1∑
j=0
µ
j
o
j!
trace
(
∂A
∂t
Tr−j
)
+ σ∞r (µo, A)
∂µo
∂t
(9)
= trace
(
∂A
∂t
T∞r (µo, A)
)
+ σ∞r (µo, A)
∂µo
∂t
.
Consider a one family of parameter ψt : M
m → M
n
of immersions
of an m−dimensional closed manifold Mm into an n-Riemannian manifold(
M
n
, 〈, 〉
)
. Denote by X the deformation vector field and by ν the normal
vector field to M
n
. Put λ = 〈X, ν〉, µ = X⊤ the tangential component of X
and dV the volume form on Mm . Consider the following variational problem
δ
(∫
M
σ∞k dV
)
= 0
Theorem 6 With the above notations and assumptions the first variation of
the global σ∞r −curvature is given by:
d
dt
∫
M
σ∞r dV =
∫
M
{
λ
(
− (r + 1) σ∞r+1 + µoσ
∞
r − σ
∞
r−1µ
lµo,l
)
+ λ,ij (T
∞
r )
ij
−gjm
(
RM
)(
ν,
∂ψ
∂xi
,X,
∂ψ
∂xm
)(
T∞r−1
)i
j
+gim
(
RM
)⊥( ∂ψ
∂xj
, µ
)
∂ψ
∂xm
(
T∞r−1
)ij
+ σ∞r (µo, A)
∂µo
∂t
}
dV.
On the other hand
trace
(
∂A
∂t
T∞k
)
=
∂Aij
∂t
(T∞k )
j
i
with
A
j
i = g
jkAik
where
Aik =
〈
∇ ∂
∂xi
∂ψ
∂xk
), ν
〉
= −
〈
∇ ∂ψ
∂xi
ν,
∂ψ
∂xk
〉
Hence
∂A
j
i
∂t
=
∂gjk
∂t
Aik + g
jk ∂Aik
∂t
.
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Obviously
∂gjk
∂t
= −gjl
∂gpl
∂t
gpk
Now, if we consider the calculations in a normal coordinates that is at a
point x ∈ M where the metric tensor fulfills gij(x) =
〈
∂ψ
∂xi
, ∂ψ
∂xj
〉
= δij and
Γkij(x) = 0, where Γ
k
ij stand for the Christoffel symbols corresponding to the
metric connection ∇ on M , we get
∂gpl
∂t
=
〈
∇ ∂
∂t
∂ψ
∂xp
,
∂ψ
∂xl
〉
+
〈
∂ψ
∂xp
,∇ ∂
∂t
∂ψ
∂xl
〉
=
〈
∇ ∂
∂xp
X,
∂ψ
∂xl
〉
+
〈
∂ψ
∂xp
,∇ ∂
∂xl
X
〉
=
〈
∇ ∂
∂xp
(
λν + µm
∂ψ
∂xm
)
,
∂ψ
∂xl
〉
+
〈
∂ψ
∂xp
,∇ ∂
∂xl
(
λν + µm
∂ψ
∂xm
)〉
= µp,l + µ
l
,p − 2λApl.
hence
∂gjk
∂t
= −gjlgpk
(
µp,l + µl,p − 2λApl
)
. (10)
We have also
∂ν
∂t
=
〈
∂ν
∂t
,
∂ψ
∂xk
〉
∂ψ
∂xk
(11)
=−
〈
ν,∇ ∂
∂t
∂ψ
∂xk
〉
∂ψ
∂xk
=−
〈
ν,∇ ∂
∂xk
X
〉
∂ψ
∂xk
=−hjk
(
λ,j +µ
lAjl
) ∂ψ
∂xk
.
Now we compute
∂Aik
∂t
=−
〈
∇ ∂
∂t
∇ ∂
∂xi
ν,
∂ψ
∂xk
〉
−
〈
∇ ∂
∂xi
ν,∇ ∂
∂t
∂ψ
∂xk
〉
=−RM(ν,
∂ψ
∂xk
,
∂ψ
∂xi
,X) −
〈
∇ ∂
∂xi
∇ ∂
∂xt
ν,
∂ψ
∂xk
〉
−
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
X
〉
By formula (10), we get
∇ ∂
∂xi
∇ ∂
∂xt
ν = −gjm
((
λ,ji+µ
l,iAjl + µ
lAjl,i
) ∂ψ
∂xm
+
(
λ,j +µ
lAjl
)
∇ ∂
xi
∂ψ
∂xm
)
so 〈
∇ ∂
∂xi
∇ ∂
∂xt
ν,
∂ψ
∂xk
〉
= −gjm
(
λ,ji+µ
l,iAjl + µ
lAjl,i
)
gmk
−
(
λ,j +µ
lAjl
)
gjm
〈
∇ ∂
xi
∂ψ
∂xm
,
∂ψ
∂xk
〉
.
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In the same manner, we have
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
X
〉
=
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
(
λν + µm
∂ψ
∂xm
)〉
=
〈
∇ ∂
∂xi
ν, λ∇ ∂
∂xk
ν + µm,k
∂ψ
∂xm
+ µm∇ ∂
∂xk
∂ψ
∂xm
〉
= λ
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
ν
〉
− µm,kAim + µ
m
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
∂ψ
∂xm
〉
.
By noticing that
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
ν
〉
=
〈
∇ ∂
∂xi
ν,
∂ψ
∂xj
〉〈
∇ ∂
∂xk
ν,
∂ψ
∂xj
〉
= A2ik
we get
∂Aik
∂t
=−RM(ν,
∂ψ
∂xk
,
∂ψ
∂xi
,X) + gjm
(
λ,ji+µ
l,iAjl + µ
lAjl,i
)
gmk
−λA2ik + µ
l,kAil.
Hence
gjk
∂Aik
∂t
=−gjkRM (ν,
∂ψ
∂xk
,
∂ψ
∂xi
,X) + gjkgpm
(
λ,pi+µ
l,iApl + µ
lApl,i
)
gmk
−λgjkA2ik + g
jkµl,kAil
Taking into account formula (10), we get
∂A
j
i
∂t
=−gjkRM(ν,
∂ψ
∂xk
,
∂ψ
∂xi
,X) + gjk
(
λ,ki+µ
l,iAkl + µ
lAkl,i
)
(12)
−λgjkA2ik + g
jkµl,kAil − g
jlgpk
(
µl,p + µ
p
,l − 2λApl
)
Aik.
To compute
∂σ∞r+1
∂t
we multiply both sides of (1) by (T∞r )
i
j and sum and add
the term σ∞r (µo, A)
∂µo
∂t
.
First, we have
λAjpA
p
i (T
∞
r )
i
j = λtrace
(
A2T∞r
)
= λtrace
(
σ∞r+1A−AT
∞
r+1
)
and by the formulas (2) and (1), we get
λAjpA
p
i (T
∞
r )
i
j = λ
(
σ∞1 σ
∞
r+1 − (r + 2) σ
∞
r+2
)
. (13)
We also write
gjkλ,ki (T
∞
r )
i
j = (T
∞
r )
ij λ,ij . (14)
6
By the Codazzi formula,we have
gjmµlAml,i (T
∞
r )
i
j = g
jmµlAmi,l (T
∞
r )
i
j + g
jm
(
RM
)⊥
(
∂ψ
∂xi
, µ)
∂ψ
∂xm
(T∞r )
i
j
By formula (1) we get
gjmµlAml,i (T
∞
r )
i
j = µ
lσ∞r+1,l−σ
∞
r (µo, A)µ
lµo,l+g
jm
(
RM
)⊥
(
∂ψ
∂xi
, µ)
∂ψ
∂xm
(T∞k )
i
j .
(15)
Also, we have
gjlgpm
(
µl,p + µ
p
,l
)
Aim = 2µ
j,pAip (16)
and
gjk
(
µl,iAkl + µ
l
,kAil
)
= 2µl,iAjl. (17)
Hence
∂A
j
i
∂t
=−gjkRM (ν,
∂ψ
∂xk
,
∂ψ
∂xi
,X) + gjkλ,ki+g
jkµlAkl, i
−λgjk
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
ν
〉
+ 2λgjlgpkAplAik. (18)
and since
λ
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
ν
〉
= λ
〈
∇ ∂
∂xi
ν,∇ ∂
∂xk
ν
〉
= λA
(2)
ik
we infer that
∂A
j
i
∂t
=−gjkRM (ν,
∂ψ
∂xk
,
∂ψ
∂xi
,X) + gjkλ,ki+g
jkµlAkl, i
+λgjlgpkAplAik. (19)
Hence, by virtue of the formula (1), we deduce
∂
∂t
σ∞r+1=−g
jmRM (ν,
∂ψ
∂xm
,
∂ψ
∂xi
,X) (T∞r )
i
j + λ,ij (T
∞
r )
ij
+µlσ∞r+1,l − σ
∞
r (µo, A) µ
lµo,l
+gjm
(
RM
)⊥
(
∂ψ
∂xi
, µ)
∂ψ
∂xm
(T∞r )
i
j (21)
+λ
(
σ∞1 σ
∞
r+1 − (r + 2)σ
∞
r+2
)
−λµoσ
∞
r+1 + σ
∞
r (µo, A)
∂µo
∂t
.
The expression of ∂dV
∂t
is standard and it is given by
∂dV
∂t
=
(
−λσ1 + µ
l
,l
)
dV
7
and by (2), we get
∂dV
∂t
=
(
−λ (σ∞1 − µo) + µ
l
,l
)
dV. (22)
Combining the expressions (1) and (22) we obtain the expression of the inte-
grand in Theorem 6
In the particular case where M is of constant curvature c, we have
gjmRM (ν,
∂ψ
∂xm
,
∂ψ
∂xi
,X) (T∞r )
i
j = λctrace (T
∞
r )
= λc
(
(n− r)σ∞r + µoσ
∞
r−1
)
and in addition, we know that the covariant derivative of the second funda-
mental form satisfies the relation
Aml,i= Ami, l
consequently:
Corollary 7 If the ambient manifold M is of constant curvature c, we have:
for any r ≥ 2
d
dt
∫
M
σ∞r dV =
∫
M
{
λ
(
− (r + 1) σ∞r+1 + µoσ
∞
r − σ
∞
r−1µ
lµo,l
)
+ λ,ij (T
∞
r )
ij
+cλ
(
(n− r + 1) σ∞r−1 + µoσ
∞
r−2
)
+ σ∞r
∂µo
∂t
}
dV. (23)
Remark 8 In the particular case µo = 0, i.e. σ
∞
r = σr we recover the result
in [7].
3 Hypersurfaces in Euclidean space
We restrict ourselves to the case µo is a constant
Definition 9 A hypersurface in an Euclidean space is said σ∞r -minimal if
(r + 1) σ∞r+1 − µoσ
∞
r vanishes identically.
As in the paper of Reilly (see [7]) we will express the minimality of an
hypersurface in terms of partial differential equations. Let ψ = (ψ1, ..., ψn+1)
be the position vector of the hypersurface M in the Euclidean space En+1
and ψ,ij = (ψ1,ij, ..., ψn+1,ij) the second covariant derivative of x on M . We
have
ψ,ij =
∂2ψ
∂xi∂xj
− dψ(∇ ∂
∂xi
∂
∂xj
)
=
∂2ψ
∂xi∂xj
− dψ(∇ ∂
∂xi
∂
∂xj
)
=
∂2ψ
∂xi∂xj
−∇ψ
∗
∂
∂xi
ψ∗
∂
∂xj
=
〈
∇ψ
∗
∂
∂xi
ψ∗
∂
∂xj
, ν
〉
ν
8
where ∇ is the covariant derivative on M and ν denotes the unit normal
vector field to M so
(T∞r )
ij ψ,ij = (T
∞
r )
ij Aijν = trace(AT
∞
r )ν
= (r + 1)σ∞r+1 − µoσ
∞
r .
Observe that in this case (µo =constant ) the Newton tensor (T
∞
r )
ij is of free
divergence so we have established
Proposition 10 In case µo =constant , a hypersurface in an Euclidean space
is σ∞r -minimal if and only if each component of its position vector field satis-
fies the partial differential equation (T∞r )
ij ψ,ij = 0 or in its divergence form(
(T∞r )
ij ψ,i
)
j
= 0
Suppose µo =constant and consider the function φ : M → R, given by
φ(x) = 〈B(x), ν (x)〉 where B (x) and ν (x) are respectively any vector in
En+1 and the normal one.
B = φν +
〈
B,
∂ψ
∂xk
〉
∂ψ
∂xk
or briefly
B = φν +Bk
∂ψ
∂xk
so
φ,i= 〈B,∇iν〉
=−BkAik
and
φ,ij = −φA
2
ik −BkAik,j. (26)
Multiplying both sides of (26) by (T∞r )
i
j ,and thanks to the Codazzi formula,
proposition (3) and formula (1) we obtain
φ,ij (T
∞
r )
i
j =−φtrace
(
A2T∞r
)
−BkAij,k (T
∞
r )
i
j
=−φ
(
σ∞1 σ
∞
r+1 − (r + 2) σ
∞
r+2
)
− (r + 1)Bkσ
∞
r+1,k + µoBkσ
∞
r,k.
So, we established
Proposition 11 The σ∞r+1− mean curvature of a hypersurface in an Eu-
clidean space is constant if and only if the components of the normal vector
field satisfy the partial differential equation
φ,ij (T
∞
r )
i
j = −φ
(
σ∞1 σ
∞
r+1 − (r + 2) σ
∞
r+2
)
+ µoBkσ
∞
r,k.
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4 Hypersurfaces in the round unit sphere
We consider hypersurfaces of the unit round sphere Sn ⊂ En+1. From the
Corollary 7 the Euler-Lagrange equation is expressed by:
2σ∞2 − µoσ
∞
1 − n = 0
for r = 1, and
(r + 1) σ∞r+1 − (n− r + 1)σ
∞
r−1 − µo
(
σ∞r − σ
∞
r−2
)
= 0 (27)
for r ≥ 2.
Definition 12 A hypersurface in the unit round sphere is said σ∞r -minimal
with r ≥ 2 if
(r + 1) σ∞r+1 − (n− r + 1) σ
∞
r−1 − µo
(
σ∞r − σ
∞
r−2
)
= 0.
Let ψ = (ψ1, ..., ψn+2) be the position vector of the hypersurface M in
the unit round sphere Sn+1 ⊂ En+2 and ψ,ij = (ψ1,ij, ..., ψn+2,ij) the second
covariant derivative of x on M . If ∇ denotes the covariant derivative on M
induced by the covariants derivative ∇S
n+1
on the unit sphere. We have
ψ,ij =∇ ∂
xj
∇ ∂
∂xi
ψ = ∇ ∂
xj
dψ(
∂
∂xi
)
=
〈
∇S
n+1
∂
xj
dψ(
∂
∂xi
), ν
〉
ν +
〈
∇S
n+1
∂
xj
dψ(
∂
∂xi
), ψ
〉
ψ
=
〈
∇S
n+1
∂
xj
dψ(
∂
∂xi
), ν
〉
ν −
〈
∂ψ
∂xi
),
ψ
∂xj
〉
ψ (28)
=−gijψ +Aijν
where ν is the unit normal vector field to M. In order to characterize the σ∞r -
minimality of the sub-manifolds of the unit sphere, we multiply both sides of
(1) by (r − 1) (T∞r )
ij − (n− r + 1)
(
T∞r−2
)ij
and sum to infer
(
(r − 1) (T∞r )
ij + (n− r + 1)
(
T∞r−2
)ij)
ψ,ij =
−
(
(r − 1)
(
(n− r)σ∞r + µoσ
∞
r−1
)
− (n− r + 1)
(
(n− r + 2) σ∞r−2 + µoσ
∞
r−3
))
ψ
(r − 1)
[(
(r + 1) σ∞r+1 − (n − r + 1)σ
∞
r−1
)
− µo
(
σ∞r − σ
∞
r−2
)]
ν + nµoσ
∞
r−1ν
Hence we proven:
Proposition 13 A hypersurface in the unit round sphere is σ∞r -minimal r 6=
1 if and only if each component of the position vector field is solution of the
partial differential equation(
(r − 1) (T∞r )
ij + (n− r + 1)
(
T∞r−2
)ij)
ψ,ij = nµoσ
∞
r−1ν
−
(
(r − 1)
(
(n− r)σ∞r + µoσ
∞
r−1
)
− (n− r + 1)
(
(n− r + 2) σ∞r−2 + µoσ
∞
r−3
))
ψ.
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Remark 14 In case r = 1, a hypersurface in the unit round sphere is σ∞1 -
minimal if and only if
2σ∞2 − µoσ
∞
1 − n = 0 (29)
or equivalently
ψ,ijT
ij
1 = nν − ((n− 1) σ
∞
1 + µo)ψ
obtained by multiplying both sides of (1) by T∞1 and summing.
References
[1] M. Abdelmalek, M. Benalili, K. Niedzialomski, Geometric Configura-
tion of Riemannian submanifolds of arbitrary codimension, J. Geom 108
(2017), 803-823.
[2] M. Abdelmalek, M. Benalili, Some integral formulae on weighted mani-
folds ( submitted )
[3] J. S. Case, A notion of the weighted σk-curvature for manifolds with den-
sity, Adv. Math. 295 (2016), 150–194.
[4] M. Ciska-Niedzia lomska, Ma lgorzata, K. Niedzia lomski, Rodin’s formula
in arbitrary codimension. Ann. Acad. Sci. Fenn. Math. 44 (2019), no. 1,
221–229.
[5] K. Niedzia lomski, An integral formula for Riemannian G-structures with
applications to almost Hermitian and almost contact structures. Ann.
Global Anal. Geom. 56 (2019), no. 1, 167–192.
[6] K. Niedzia lomski, Geometric structures on Riemannian and Finsler
manifolds—integral formulae, minimality, entropy. Folia Math. 20 (2018),
no. 1, 3–16.
[7] R.C. Reilly, Variational properties of functions of the mean curvatures for
hypersurfaces in space forms. J. Differential Geometry 8 (1973) 465-477.
[8] R.C. Reilly, Variational properties of mean curvatures, Proc. Summer sem.
Canad. Math. Congress, 1971, 102-114.
[9] H. Rund, Invariant theory of variational problems on subspaces of a Rie-
mannian manifold. Hambourger Math. Einsenchriften no.5, 1971.
11
