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Abstract
In this paper we describe explicit L∞ algebras modeling the ra-
tional homotopy type of any component of the spaces map(X,Y ) and
map∗(X,Y ) of free and pointed maps between the finite nilpotent CW-
complexX and the finite type nilpotent CW-complex Y . When X is of
finite type, non necessarily finite, we also show that the algebraic covers
of these L∞ algebras model the universal covers of the corresponding
mapping spaces.
1 Introduction
Unless explicitly stated otherwise, all spaces considered in this paper shall
be nilpotent so that they admit classical localization, and any component
of mapping spaces between them remains nilpotent. Let f : X → Y be a
continuous based map between path connected, finite type, CW-complexes
and denote by mapf (X,Y ) (resp. map
∗
f (X,Y )) the path component of f in
the space of continuous maps (resp. pointed continuous maps) from X to
Y . From the rational point of view, and whenever X is finite, the homo-
topy behavior of these complexes, often infinite but always of finite type,
was first described by Haefliger in the fundamental reference [10]. Since
then, the rational homotopy of mapping spaces has been extensively studied
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in the two classical settings, the Sullivan and the Quillen approach, each of
which is based, roughly speaking, in the replacement of the classical homoto-
py category by that of commutative differential graded algebras, CDGA ’s
henceforth, and differential graded Lie algebras, DGL ’s henceforth, respec-
tively.
The version up to homotopy of the latter algebraic structure derives in
the concept of L∞ algebra, introduced first in the context of deformation
theory of algebraic structures [26] and highly used since in quite different
geometrical settings (see [6] or [14] for instance). As these objects are also
susceptible of being geometrically realized [9, 11] it is natural to search for
L∞ algebras modeling the rational homotopy of mapping spaces as above.
In the first attempt towards this end [5], a somewhat natural DGL structure
in the space of derivations between Quillen models of X and Y is deformed,
via the now classical homotopy transfer theorem [8, 15, 16, 19, 22] (which
goes back to [12, 13] for the case of A∞ structures) to obtain an L∞ algebra
modeling the based mapping space. Besides restricting to pointed maps,
hard computations often prevent this L∞ model to be used for practical
purposes.
We overcome these obstacles and give a complete answer by presenting
explicit L∞ models (see next section for precise definitions), of any compo-
nent of both free and pointed mapping spaces. One of the most important
features of the following is that it applies to the general situation (i.e., not
only whenX is finite) in which case the components of the free and/or based
mapping spaces are no longer of finite type. In what follows and along the
paper, all considered graded vector spaces, algebras of any kind and coal-
gebras are defined over a field of characteristic zero, which shall be Q when
these algebraic objects are modeling the rational homotopy type of a given
space.
Consider φ : C → C∞(L) a cocommutative differential graded coalgebra,
CDGC henceforth, model of f : X → Y , in which C is a CDGC model of X
and C∞(L) is the Cartan-Chevalley-Eilenberg complex of an L∞ model of
Y (see next section for a brief compendium on L∞ algebras from a rational
homotopy point of view). Then, the graded vector space Hom(C,L) has a
well known and natural structure of L∞ algebra with the usual differential
and higher brackets given by
ℓk(f1, . . . , fk) = [f1, . . . , fk] = ℓk ◦ (f1 ⊗ · · · ⊗ fk) ◦∆
(k−1)
in which k ≥ 2 and, in the last term, ℓk is the k-bracket on L. Moreover,
for this structure, the induced map denoted also by φ ∈ Hom−1(C,L) is a
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Maurer-Cartan element which, in a classical and natural way, produces a
perturbation ℓφk of ℓk for which Hom(C,L) is still an L∞ algebra,
ℓφk(f1, . . . , fk) =
∞∑
j=0
1
j!
[φ, . . . , φ︸ ︷︷ ︸
j times
, f1, . . . , fk] .
Then, restricting to the non-negative part,
Hom(C,L) =
{
Homi(C,L) for i ≥ 1,
Z(Hom0(C,L)) for i = 0,
(Z stands for cycles) and whenever Y is a finite type complex, we prove:
Theorem 1.1. If X is a nilpotent finite complex, then (Hom(C,L), {ℓφk}k≥1)
is an L∞ model of mapf (X,Y ).
Replacing in the above procedure C and ∆ by C (the kernel of the
augmentation) and ∆ (the reduced diagonal) we obtain:
Theorem 1.2. If X is a nilpotent finite complex, then (Hom(C,L), {ℓφk}k≥1)
is an L∞ model of map
∗
f (X,Y ).
When L is a DGL, the above process gives toHom(C,L) a DGL structure
and we recover the results of [4]. But in some situations, it is more easy to
construct a L∞-model of Y than a Lie model, and then our theorems apply.
On the other hand, if we assume X to be of finite type (not necessarily
finite) we also find L∞ structures modeling the corresponding component of
the mapping space, even though, these are no longer of finite type. Denote
by H˜om(C,L) the “universal” cover of Hom(C,L), i.e.,
H˜om(C,L) =
{
Homi(C,L) for i ≥ 2,
Z(Hom1(C,L)) for i = 1,
Then, with the same L∞ structures as above:
Theorem 1.3. If X is a nilpotent finite type complex, then H˜om(C,L)
and H˜om(C,L) are L∞ model of the universal covers of m˜apf (X,Y ) and
m˜ap∗f (X,Y ) respectively.
Considering that nilpotent L∞ algebras play a key role in the under-
standing of the geometric behavior of these algebraic structures [9], we then
bound the nilpotency order (see §4 for precise definitions) of the models
above as follows:
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Theorem 1.4.
nil (Hom(C,L), {ℓφk}k≥1) ≤ nil (Hom(C,L), {ℓk}k≥1) ≤ nilL.
The same holds in the “pointed case”, i.e.,
nil (Hom(C,L), {ℓφk}k≥1) ≤ nil (Hom(C,L), {ℓk}k≥1) ≤ nilL.
We also prove that WhQ Z, the rational Whitehead length of a given
space Z, is a lower bound of the nilpotency order of any of its L∞ models
and strict inequality may occur. Hence, denoting by nilQ Z the nilpotency
order of the L∞ minimal model of Z, we immediately obtain:
Corollary 1.5. (i) If X is a nilpotent finite complex, then:
max{WhQmapf (X,Y ),WhQmap
∗
f (X,Y )} ≤ nilQ Y.
(ii) If X is a nilpotent finite type complex, then:
max{WhQ m˜apf (X,Y ),WhQ m˜ap
∗
f (X,Y )} ≤ nilQ Y.
This generalizes [20, 6.2] since, for a coformal space Z we have WhQ Z =
nilQ Z (see Proposition 4.2 for details).
2 L∞ rational homotopy theory
We shall be using known results on rational homotopy theory for which [7] is
a standard reference. Here we simply recall that a Sullivan algebra (ΛV, d)
is a CDGA where ΛV is the free commutative algebra generated by the
(positively graded) vector space V which can be decomposed as the union
of increasing graded subspaces V (0) ⊂ V (1) ⊂ · · · for which the differential
d|V (0) = 0 and d
(
V (k)
)
⊂ ΛV (k − 1). A Sullivan algebra is minimal if the
differential is decomposable, i.e., Im d ⊂ Λ+V ·Λ+V . A Sullivan model (resp.
Sullivan minimal model) of a CDGA A is a quasi-isomorphism (ΛV, d)
≃
→ A
from a Sullivan algebra (resp. Sullivan minimal algebra). A Sullivan model
(resp. Sullivan minimal model) of a path connected space X is a Sullivan
model (resp. Sullivan minimal model) for the CDGA , APL(X), of rational
polynomial forms on X.
Although in the framework of rational homotopy theory, most algebraic
objects are concentrated in non negative degrees, we shall not make this
assumption and every considered algebraic gadget, unless explicitly stated
otherwise, will be Z-graded.
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In what follows graded coalgebras C are augmented ε : C → Q and co-
augmented Q →֒ C so that ε(1) = 1 and ∆(1) = 1⊗ 1. We write C = kerε,
so that C = Q ⊕ C. Morphisms of coalgebras are assumed to preserve
augmentations.
As usual, the subspace of primitive elements is the kernel of the reduced
comultiplication ∆: C → C ⊗ C, ∆c = ∆c − c ⊗ 1 − 1 ⊗ c. Recall that C
is primitively cogenerated if C =
⋃
n ker∆
(n)
, being ∆
(0)
= idC , ∆
(1)
= ∆
and ∆
(n)
= (∆ ⊗ id ⊗ · · · ⊗ id) ◦ ∆
(n−1)
: C → C⊗
n+1
· · · ⊗C. In the free
commutative algebra ΛV we consider the usual structure of cocommutative
graded coalgebra whose comultiplication is the unique morphism of graded
algebras such that ∆(v) = v⊗1+1⊗ v with v ∈ V . This coalgebra is cofree
in the following sense [7, Lemma 22.1]: any linear map of degree zero from a
primitively cogenerated cocommutative graded coalgebra f : C → V , lifts to
a unique morphism of graded coalgebras, ϕ : C → ΛV such that ξϕ|C = f .
Here, ξ : Λ+V → Λ+V/Λ≥2V ∼= V denotes the projection.
We now present a quick overview on L∞ algebras. For a compendium
of known properties we refer to [17] or [18]. For a more geometric and/or
rational homotopy theoretic flavored reference see [9, 14].
Definition 2.1. An L∞ algebra structure on a graded vector space L, often
denoted by (L, {ℓk}k≥1), is a collection of linear maps, called brackets, ℓk,
k ≥ 1, of degree k − 2
ℓk = [ , . . . , ] : ⊗
k L→ L,
which satisfy:
(1) ℓk are graded skew-symmetric, i.e., for any k-permutation σ,
[xσ(1), . . . , xσ(k)] = sgn(σ)εσ [x1, . . . , xk],
where εσ is the sign given by the Koszul convention.
(2) The following generalized Jacobi identities hold:∑
i+j=n+1
∑
σ∈S(i,n−i)
sgn(σ)εσ(−1)
i(j−1)
[
[xσ(1), . . . , xσ(i)], xσ(i+1), . . . , xσ(n)
]
= 0.
By S(i, n−i) we denote the (i, n−i) shuffles whose elements are permutations
σ such that σ(1) < · · · < σ(i) and σ(i+ 1) < · · · < σ(n).
Note that a DGL is an L∞ algebra in which ℓk = 0 for k ≥ 3.
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Proposition 2.2. [17, 18] L∞ structures in L are in one to one correspon-
dence with codifferentials on the non unital, free cocommutative coalgebra
Λ+sL in which s denotes suspension, i.e., (sL)k = Lk−1.
In what follows, we often write C∞(L) = (ΛsL, δ) for a given L∞ struc-
ture. Note that this is a generalization of the Cartan-Eilenberg-Chevalley
complex for a DGL .
Definition 2.3. Given two L∞ algebras L and L
′, a morphism of L∞ alge-
bras is a morphism of differential graded coalgebras f : C∞(L) = (ΛsL, δ)→
(ΛsL′, δ′) = C∞(L
′). Abusing notation, and whenever there is no ambiguity,
we shall often write simply f : L→ L′.
Remark 2.4. Observe that, if L is a finite type graded vector space, a L∞
structure on L induces an CDGA structure on Λ(sL)♯. We shall denote
by C∞(L) this CDGA structure. Explicitly C∞(L) = (ΛV, d) is a CDGA
in which V and sL are dual graded vector spaces and d =
∑
j≥1 dj where
djV ⊂ Λ
jV and 〈djv; sx1 ∧ · · · ∧ sxj〉 = (−1)
ǫ〈v; s [x1, . . . , xj ]〉, with ǫ =
(−1)|v|+
∑j−1
k=1(j−k)|xk|.
Again, this can be seen as a generalization of the cochain algebra on a
DGL as 〈d1v; sx〉 = (−1)
|v|〈v; ∂x〉 and 〈d2v; sx∧sy〉 = (−1)
|v|+|x|〈v; s[x, y]〉 =
(−1)|y|+1〈v; s[x, y]〉.
Conversely, suppose (ΛV, d) is an arbitrary CDGA of finite type. Then,
an L∞ algebra structure in s
−1V ♯ is uniquely determined by the condition
(ΛV, d) = C∞(L).
Definition 2.5. [14, Def.4.7] An L∞ algebra (L, {ℓk}k≥1) is minimal if
ℓ1 = 0.
This definition is clearly compatible with the one arising from the min-
imality of Sullivan algebras whenever L is of finite type, non negatively
graded and in which L0 acts nilpotently in L via ℓ2. Indeed, it is an easy
exercise to show that, in this case, L is minimal if and only if C∞(L) is a
minimal Sullivan algebra.
Even if we deal with L∞ algebras which are not of finite type, nor non-
negatively graded, an analogue machinery to that of Sullivan algebras can
be developed. As in [14] we say that an L∞ algebra (L, {ℓk}k≥1) is linear
contractible if ℓk = 0 for k ≥ 2 and H∗(L, ℓ1) = 0. As this property is
not invariant under L∞ isomorphisms we say that L is contractible if it is
isomorphic as L∞ algebra to a linear contractible one. Then, one has:
Proposition 2.6. [14, 4.9] Any L∞ algebra is L∞ isomorphic to the direct
sum of a minimal and of a linear contractible L∞ algebras.
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Following [14], we say that f is a quasi-isomorphism if f (1) : (L, ℓ1)
≃
→
(L′, ℓ′1) is a quasi-isomorphism of differential graded vector spaces. It is
important to remark that if f : L → L′ is an L∞ morphism for which
f (1) : L
∼=
→ L′ is an isomorphism of graded vector spaces, then f is an iso-
morphism. This fact, and the proposition above, let us prove:
Theorem 2.7. (i) If f : C∞(L) −→ C∞(L
′) is a quasi-isomorphism of L∞
algebras there is another L∞ morphism g : C∞(L
′) −→ C∞(L) for which the
isomorphism H∗(g
(1)) : H∗(L
′, ℓ′1)→ H∗(L, ℓ1) is the inverse of H∗(f
(1)).
(ii) A quasi-isomorphism between minimal L∞ algebras is always an
isomorphism.
Given L∞ algebras L and L
′, we say that L is an L∞ model of L
′ if L and
L′ are quasi-isomorphic. In view of Theorem 2.7(i) above, this definition is
appropriate as “being quasi-isomorphic” is an equivalence relation among
L∞ algebras. If L is minimal we say that L is the minimal model of L
′. By
Theorem 2.7(ii), the minimal model of L′ is unique up to isomorphism of
L∞ algebras.
Definition 2.8. (1) An L∞ algebra L (resp. L∞ minimal algebra L) of finite
type is an L∞ model (resp. L∞ minimal model) of a finite type complex X
if C∞(L) is a Sullivan model (resp. Sullivan minimal model) of X.
(2) An L∞ minimal algebra L of finite type is an L∞ minimal model of
a finite type complex X if C∞(L) is a Sullivan minimal model of X.
(3) An L∞ algebra is an L∞ model of a 1-connected complex (not nec-
essarily of finite type) X if it is a model of the DGL λ(X).
Here λ denotes the Quillen functor [23] that associates to any 1-connected
space X a DGL (free as Lie algebra) λ(X), which determines an equivalence
between the homotopy categories of rational 1-connected spaces and that of
reduced (L≤0 = 0) DGL’s over Q.
Remark 2.9. Observe that, if X is 1-connected and of finite type and L
denotes the Quillen minimal model of λ(X), then C∞(L) is quasi-isomorphic
to the Sullivan model of X [21]. Thus, the above definitions are correct
as both coincide in the intersection class of 1-connected, finite type, CW-
complexes. Note also that, in this case, the L∞ minimal model of X is
(L, {ℓk}) in which L ∼= π∗(ΩX)⊗Q and each ℓk is identified with the higher
Whitehead product of order k.
Definition 2.10. The lower central series of an L∞ algebra L is, as in the
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classical setting, defined inductively by F 1L = L and, for i > 1,
F iL =
∑
i1+···+ik=i
[
F i1L, . . . , F ikL
]
.
L is nilpotent if F iL = 0 for some i ≥ 1.
Following [9], given a nilpotent L∞ algebra L, the curvature for z ∈ L−1
is defined as
F(z) = ∂z +
∞∑
k=2
1
k!
[z∧k] ∈ L−2
in which ∂ = ℓ1 and [z
∧k] = [z, k. . ., z].
Definition 2.11. TheMaurer-Cartan setMC(L) of a nilpotent L∞ algebra
L is the set of those z ∈ L−1 of zero curvature, i.e, satisfying the Maurer-
Cartan equation F(z) = 0.
Next, we recall how a Maurer-Cartan element of a given nilpotent L∞
algebra L gives rise to another L∞ structure. In fact, for any k ≥ 1 and any
element z ∈ L−1, define
ℓzk(x1, . . . , xk) = [x1, . . . , xk]z =
∞∑
j=0
1
j!
[z∧j , x1, . . . , xk]
in which [z∧j , x1, . . . , xk] is an abbreviation for [z, . . . , z︸ ︷︷ ︸
j times
, x1, . . . , xk]. Observe
that this is a perturbation of the original L∞ structure for which:
Proposition 2.12. [9, Prop.4.4] If z ∈ MC(L), then (L, {ℓzi }) is an L∞
algebra.
The study of Maurer-Cartan elements is at the basis of a recent and
independent work of A. Berglund [1].
Example 2.13. Let X be a simply connected CW-complex with rational
cohomology given by
H∗(X;Q) ∼= Λ(y, x1, x2, . . .)/(x
2
i − y
2i) , |xi| = 2i , |y| = 2 .
Since the sequence given by the x2i − y
2i is a regular sequence, an L∞
model for X is given by the graded vector space generated by the elements
z, u1, u2, . . . , y1, y2, . . ., with |z| = 1, |ui| = 4i− 2 and |yi| = 2i− 1. The only
nonzero brackets are
−[z, . . . , z︸ ︷︷ ︸
2i times
] = [yi, yi] = ui .
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3 L∞ models for the components of free and pointed
mapping spaces
We begin by applying the construction at the end of last section to a partic-
ular situation which will play an essential role in the sequel. For it observe
that, if L is an L∞ algebra and C is a cocommutative differential graded coal-
gebra primitively cogenerated, then the complex of linear maps Hom(C,L)
(respectively Hom(C,L)) with brackets
{
ℓ1(f) = [f ] = ℓ1 ◦ f + (−1)
|f |+1f ◦ δ
ℓk(f1, . . . , fk) = [f1, . . . , fk] = ℓk ◦ (f1 ⊗ · · · ⊗ fk) ◦∆
(k−1) k ≥ 2,
(respectively with reduced codiagonal ∆
(k−1)
) is an L∞ algebra.
On the other hand, each morphism of differential graded coalgebras
φ ∈ CDGC(C, C∞(L)) induces by restriction a Maurer-Cartan element in
Hom−1(C,L) which we shall denote equally by φ. This gives a new L∞
structure on Hom(C,L) with brackets ℓφk = [ , . . . , ]φ.
Next, we prove Theorems 1.1 and 1.2. Let φ : (ΛV, d) → B be a CDGA
model of f : X → Y in which (ΛV, d) is the minimal Sullivan model of Y and
B is a connected finite dimensional CDGA model of the finite CW-complex
X. Thus, if L = s−1V ♯, then φ♯ : B♯ → C∞(L) is a CDGC morphism
modeling f which, by the preceding paragraphs, induces an L∞ structure
on Hom(B♯, L) with brackets [ , . . . , ]φ♯ . Note that here B
♯ = B♯+. Hence,
Theorems 1.1 and 1.2 are reformulated as:
Theorem 3.1.
(i) (Hom(B♯, L), [ , . . . , ]φ♯) is an L∞ model of mapf (X,Y ).
(ii) (Hom(B♯+, L), [ , . . . , ]φ♯) is an L∞ model of map
∗
f (X,Y ).
Remark 3.2. Observe that if L is a DGL then we recover the DGL model
given in [4, Theorem 10] or [5, Theorem 2] for Hom(B♯+, L): The bracket
is given by [f, g] = [ , ] ◦ (f ⊗ g) ◦ ∆, and the differential by D(f) = df +
(−1)|f |fd+ [φ, f ].
We first need to consider (Derφ(ΛV,B), δ) the differential graded vector
space of φ-derivations where Derφ(ΛV,B)n are linear maps θ : (ΛV )
∗ →
B∗−n for which θ(vw) = θ(v)φ(w) + (−1)n|w|φ(v)θ(w). The differential is
defined as usual δθ = d◦θ+(−1)n+1θ ◦d. Note that as graded vector spaces
9
Derφ(ΛV,B) ∼= Hom(V,B) via the identification θ 7→ θ|V . Then, we have
an isomorphism:
Θ: Derφ(ΛV,B)
∼=
−→ Hom(V ⊗B♯,Q),
Θ(θ)(v ⊗ β) = (−1)|β|(|v|+|θ|)β(θ(v)).
Consider the positive φ-derivations defined by
Derφ(ΛV,B)i =
{
Derφ(ΛV,B)i for i > 1,
ZDerφ(ΛV,B)1 for i = 1.
Next, given j ≥ 2 and ϕ1, . . . , ϕj ∈ Derφ(ΛV,B), of degrees p1, . . . , pj ,
we define their bracket of length j, [ϕ1, . . . , ϕj ] ∈ Derφ(ΛV,B), as in [3,
Def.14] by
[ϕ1,...,ϕj ](v) = (−1)
p1+···+pj−1
∑
(
∑
i1,...,ij
εφ(v1...v̂i1 ...v̂ij ...vk)ϕ1(vi1)...ϕj(vij ))
where dv =
∑
v1 · · · vk and ε is the suitable sign given by the Koszul con-
vention.
We may “desuspend” these operations to define a set of linear maps
{ℓj}j≥1, each of which of degree j − 2, on s
−1Derφ(ΛV,B) as follows:
For j = 1,
ℓ1 : s
−1Derφ(ΛV,B)→ s
−1Derφ(ΛV,B)
is the differential: ℓ1(s
−1ϕ) = δs−1ϕ = −s−1δϕ.
For j ≥ 2 define
ℓj : s
−1Derφ(ΛV,B)⊗ · · · ⊗ s
−1Derφ(ΛV,B)→ s
−1Derφ(ΛV,B),
ℓj(s
−1ϕ1, . . . , s
−1ϕj) = (−1)
αs−1[ϕ1, . . . , ϕj ],
where α =
∑j−1
n=1(j − n)|ϕn|.
Note that these operations restrict to s−1Derφ(ΛV,B+). Then we have:
Lemma 3.3. (s−1Derφ(ΛV,B), {ℓj}j≥1) and (s
−1Derφ(ΛV,B+), {ℓj}j≥1)
are L∞ models of mapf (X,Y ) and map
∗
f (X,Y ) respectively.
Proof. By Definition 2.8(1) we have to prove that C∞ s−1Derφ(ΛV,B) is a
Sullivan model of mapf (X,Y ) (the pointed case is done similarly). For it
let (ΛW,d) be the Haefliger-Brown-Szczarba model of mapf (X,Y ) [2, 3, 10].
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Then, in [3, Theorem 5] it is shown on one hand that W and Derφ(ΛV,B)
are dual vector spaces. In fact W ⊂ V ⊗ B♯ is precisely the dual of the
image of the isomorphism Θ defined above restricted to Derφ(ΛV,B). In
other words, W p = (V ⊗ B♯)p for p ≥ 2 and W 1 is a (possibly proper)
subspace of (V ⊗ B♯)1. On the other hand, in [3, Theorem 15], it is also
established that, for any j ≥ 1, w ∈W and ϕ1, . . . , ϕj ∈ Derφ(ΛV,B),
〈djw;ϕ1 ∧ · · · ∧ ϕj〉 = (−1)
|w|+1Θ
(
sℓj(s
−1ϕ1, . . . , s
−1ϕj)
)
(w) (1)
With the notation of Remark 2.4, this is (−1)ǫ〈w; sℓj(s
−1ϕ1, . . . , s
−1ϕj)〉 =
(−1)ǫ〈w; s[s−1ϕ1, . . . , s
−1ϕj ]〉 and thus, via precisely this remark, the lemma
is established.
Note that, for the particular situation of (ΛV, d = d1 + d2), Lemma 3.3
is just [4, Theorem 9] in the case of the trivial fibration.
Proof of Theorem 3.1. We give the proof for the free mapping space as
the pointed case is done similarly. In view of Lemma 3.3 it is enough to
prove that s−1Derφ(ΛV,B) and Hom(B
♯, L) are isomorphic L∞ algebras.
First note that, as graded vector spaces, s−1Derφ(ΛV,B) is isomorphic to
Hom(B♯, L) via
s−1Derφ(ΛV,B)n = Derφ(ΛV,B)n+1
Θ
−→ Homn+1(V ⊗B
♯,Q)
∇
←− Homn+1(B
♯, sL) = Homn(B
♯, L)
in which ∇ is the canonical isomorphism∇f(v⊗β) = (−1)|v||f |〈v; f(β)〉. For
the pointed case it is easily checked that this restricts to an isomorphism
s−1Derφ(ΛV,B+) ∼= Hom(B
♯
+, L).
We now show that this isomorphism is compatible with the ℓj’s for any
j ≥ 1. For j ≥ 2 this reduces to the formal and straightforward verification
that given ϕ1, . . . , ϕj ∈ Derφ(ΛV,B) and f1, . . . , fj ∈ Hom(B
♯, L) such that
Θ(ϕi) = ∇(fi) for 1 ≤ i ≤ j, then
Θ[ϕ1, . . . , ϕj ] = ∇[f1, . . . , fj]φ♯ . (2)
We finish by showing that our isomorphism is also compatible with the
differential ℓ1. Again, this reduces to show that given ϕ ∈ Derφ(ΛV,B) and
f ∈ Hom(B♯, L) such that Θ(ϕ) = ∇(f), then Θδϕ = ∇[f ]φ♯ . For it, let
v ⊗ β ∈ W ⊂ V ⊗ B♯. With the notation in Lemma 3.3, and via formula
(1), one has1
1For the sake of clarity, we shall omit signs in what follows and write just ±. However
a careful application of the Koszul convention leads to proper sign adjustments.
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Θ(δϕ)(v ⊗ β) = ±〈d1(v ⊗ β);ϕ〉 = Θ(ϕ)
(
d1(v ⊗ β)
)
.
However, in [3, Lemma 6], it is shown that d1(v ⊗ β) = Γ + (−1)
|v|v ⊗ δβ
with Γ ∈ V ⊗B♯ satisfying Θ(ϕ)(Γ) = ±β
(
ϕ(dv)
)
. Hence,
Θ(δϕ)(v ⊗ β) = ±β
(
ϕ(dv)
)
±Θ(ϕ)(v ⊗ δβ)
= ±β
(
ϕ(dv)
)
±∇(f)(v ⊗ δβ) = ±β
(
ϕ(dv)
)
± 〈v; f(δβ)〉. (3)
On the other hand ∇[f ]φ♯(v ⊗ β) = ±〈v; [f ]φ♯(β)〉. However,
[f ]φ♯(β) = [f ](β) +
∞∑
ℓ=1
1
ℓ!
[φ♯
∧ℓ
, f ] = (−1)|f |f(δβ) +
∞∑
ℓ=1
1
ℓ!
[φ♯
∧ℓ
, f ],
and thus,
∇[f ]φ♯(v ⊗ β) = ±〈v; f(δβ)〉 ±
∞∑
ℓ=1
1
ℓ!
〈v; [φ♯
∧ℓ
, f ](β)〉. (4)
Therefore, to assure that (3) = (4) it remains to prove that
±β
(
ϕ(dv)
)
= ±
∞∑
ℓ=1
1
ℓ!
〈v; [φ♯
∧ℓ
, f ](β)〉.
This is the same straightforward formal computation as in (2) for j = 1.
We continue with:
Proof of Theorem 1.3. We shall consider now f : X → Y a pointed map be-
tween rational CW-complexes of finite type (X non necessarily finite!) and
denote by fn : Xn → Y the restriction of f to the n-skeleton of X. Let L
be a DGL model of Y and choose, for each n ≥ 1, an injective coalgebra
model in : Cn →֒ Cn+1 of the inclusion jn : Xn →֒ Xn+1 so that C = lim
←n
Cn
is a finite type coalgebra model of X. Choose also φn : Cn → C(L) a CDGC
model of fn so that φn+1in = φn. In this case Theorem 1.1, as observed in
Remark 3.2 above, asserts that, for each n, Hom(Cn,L) with the differential
given by ∂f = δf+[φn, f ] and the ℓ2 bracket (note that ℓ2 = ℓ
φ
2 as ℓk = 0 for
k ≥ 3) , is a DGL model of mapfn(Xn, Y ). Moreover, i
∗
n : Hom(Cn+1,L)։
Hom(Cn,L) is a surjective model of j
∗
n : mapfn+1(Xn+1, Y )→ mapfn(Xn, Y ).
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As lim
←n
Hom(Cn,L) = Hom(C,L) and lim
←n
mapfn(Xn, Y ) = mapf (X,Y ), ap-
ply [5, Lemma 5] to conclude that the universal cover ofHom(C,L) is a DGL
model of the universal cover of mapf (X,Y ). At this point, it remains to show
that if L is an L∞ model of Y then Hom(C,L) and (Hom(C,L), {ℓ
φ
k}k≥1)
are quasi-isomorphic as L∞ algebras. To this end apply the more general
fact in the lemma below. Again, the pointed case is done mutatis mutandis
replacing C and ∆ by C and ∆.
Let γ : C∞(L)→ C∞(L
′) be an L∞ morphism and let φ : C → C∞(L) be
a morphism of CDGC , i.e., a Maurer-Cartan element of Hom(C,L). We
denote by
Γ: (Hom(C,L), {ℓφk}k≥1) −→ (Hom(C,L
′), {ℓγφk }k≥1)
the induced L∞ morphism for which
Γ(1) : (Hom(C,L), ℓ1)→ (Hom(C,L
′), ℓγφ1 )
is precisely Hom(C, γ(1)).
Lemma 3.4. If γ is a quasi-isomorphism of L∞ algebras, C is of finite type
and C,L,L′ are bounded below, then Γ is also a quasi-isomorphism of L∞
algebras.
Proof. As C if of finite type, a short computation shows that (Hom(C,L), ℓφ1 )
is naturally isomorphic to (C♯⊗L, d) in which d(a⊗ b) = da⊗ b+(−1)|a|a⊗
ℓ1(b) + Φ with Φ ∈ C
♯>|a| ⊗ L. The same holds in (Hom(C,L′), ℓγφ1 ).
Then, filtering C♯ ⊗ L (resp. C♯ ⊗ L′) by C♯
≥p
⊗ L (resp. C♯
≥p
⊗ L′),
Γ(1) = Hom(C, γ(1)) : (Hom(C,L), ℓφ1 ) −→ (Hom(C,L
′), ℓγφ1 ) respects these
filtrations and the resulting morphism of spectral sequences at the E1 level
is 1C♯ ⊗ γ
(1) with split differentials. This is a quasi-isomorphism as γ(1)
is. Our bounding assumption let us use comparison and thus, the lemma
holds.
Example 3.5. We consider the injection ϕ of CPn into the first component
of Y = CPn+1# CPn+1. A CDGC model for CPn is given by the graded
vector space C generated by the elements 1 = u0, u1, . . . , un, |ui| = 2i,
∆(ur) =
∑
i+j=r ui ⊗ uj . An L∞ model for Y is given by the vector space
L with basis a, b c, v, |a| = |b| = 1, |c| = 2, |v| = 2n with nonzero brackets
[a, b] = c , [a, . . . , a︸ ︷︷ ︸
n+1
] = [b, . . . , b︸ ︷︷ ︸
n+1
] = v .
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A basis for the vector space Hom≥0(C,L) is given by the elements f0,
f1, . . ., fn, g, h, k and r:
fi(ui) = v, fi(uj) = 0 for i 6= j, |fi| = 2(n− i),
g(1) = a, g(ui) = 0 for i > 0, |g| = 1,
h(1) = b, h(ui) = 0 for i > 0, |h| = 1,
k(1) = c, k(ui) = 0 for i > 0, |k| = 2,
r(u1) = c, r(ui) = 0 for i 6= 1, |r| = 0.
We observe that [h] = r and [g] = 1
n!fn. Therefore an L∞ model for
map∗ϕ(CP
n, Y ) is given by the graded vector space generated by the elements
f1, . . . , fn and r, all brackets being zero. On the other hand an L∞ model
for mapϕ(CP
n, Y ) is given by the vector space generated by the elements
f0, f1, . . . , fn−1 and k, with all zero brackets. Both spaces have the rational
homotopy type of a product of odd dimensional spheres. Denote by Z the
homotopy fiber of the map f : Y → K(Z, 2) × K(Z, 2) corresponding to
the two generators of H2(Y ). Then, Z has the rational homotopy type of
S3×S2n+1 and the injection Z → Y induces a rational homotopy equivalence
map∗(CPn, Y ) ∼= map∗(CPn, Z).
As a final remark we observe that in general, the L∞ models obtained
in this section are not minimal even if L is, as the differential operator ℓ1
of these models may not be trivial. Nevertheless, there is a special case in
which this occurs:
Proposition 3.6. If X is formal, and for the constant map X → Y , the
L∞ models of Theorems 1.1, 1.2 and 1.3 are minimal if L is.
Proof. For the constant map the L∞ model in Theorem 1.1 is simply
(Hom(C,L), {ℓk}k≥1), i.e., with no perturbation in the k-ary brackets. On
the other hand, as X is formal, we may choose C to be H∗(X;Q) with zero
differential. Therefore, ℓ1 = 0. Other cases are deduced analogously.
4 Rational nilpotency orders of mapping
spaces
Let L be a nilpotent L∞ algebra. We say that L is of nilpotency order i0
and write nilL = i0 if F
iL = 0 for i > i0 and F
i0L 6= 0. If L is not nilpotent
we write nilL = ∞. This is not in general an L∞ invariant as isomorphic
nilpotent L∞ algebras can have different nilpotency orders. However, if L
and L′ are isomorphic nilpotent minimal L∞ algebras, then nilL = nilL
′.
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Definition 4.1. Let X be a CW-complex which is either of finite type or
simply connected. The rational nilpotency order of X, nilQX is defined as
nilL, being L the minimal L∞ model of X.
This invariant can be related to the classical rational Whitehead length of
X, WhQX, defined as the length of the longest non trivial iterated White-
head bracket in π∗(XQ). Indeed, we prove:
Proposition 4.2. For any L, L∞ model of X, WhQX ≤ nilL. In particu-
lar, WhQX ≤ nilQX and equality holds if X is coformal.
Proof. It reduces to show that if f : C∞(L)→ C∞(L
′) is a quasi-isomorphism
of L∞ algebras in which L
′ is a DGL , then nilL is greater than or equal
that the usual nilpotency order of the DGL H∗(L
′, ℓ′1). Let α, β ∈ H∗(L
′, ℓ′1)
such that [α, β] 6= 0. As f is a quasi-isomorphism, there are classes a, b ∈
H∗(L, ℓ1) such that H∗(f
(1))(a) = α and H∗(f
(1))(b) = β. Then, as a, b are
cycles, the second equation satisfied by an L∞ morphism reads
ℓ′1
(
f (2)(a⊗ b)
)
+ [f (1)(a), f (1)(b)]− f (1)
(
ℓ2(a⊗ b)
)
= 0.
Passing to homology this equation becomes [α, β]−H∗(f
(1))
(
ℓ2(a⊗ b)
)
= 0
and therefore ℓ2(a ⊗ b) is a non zero element in F
2L. An inductive argu-
ment show then that any non zero iterated bracket of length n in H∗(L
′, ℓ′1)
produces a non zero element in FnL. Thus,
nilH∗
(
λ(X)
)
= WhQX ≤ nilL
and, in particular, WhQX ≤ nilQX. Finally, ifX is coformal, the homotopy
Lie algebra of X is precisely its minimal L∞ model.
Proof of Theorem 1.4. First, observe that if (L, {ℓi}) and (L, {ℓ
z
i }) are L∞
algebras as in Proposition 2.12, then nil (L, {ℓi}) ≥ nil (L, {ℓ
z
i }). This is
due to the fact that each ℓzi is a perturbation of ℓi, i.e., [x1, . . . , xk]z =
[x1, . . . , xk] + Φ, Φ ∈ F
>kL. Hence,
nil (Hom(C,L), {ℓφk}k≥1) ≤ nil (Hom(C,L), {ℓk}k≥1)
and
nil (Hom(C,L), {ℓφk}k≥1) ≤ nil (Hom(C,L), {ℓk}k≥1).
Thus, it remains to show that both nil (Hom(C,L), {ℓk}k≥1) and
nil (Hom(C,L), {ℓk}k≥1) are bounded above by nilL. For it assume nilL =
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n0 and choose f1, . . . , fn ∈ Hom(C,L) with n > n0. Then, for any partition
i1, . . . , ik of n, consider the following commutative diagram:
C
[
[f1,...fi1 ],··· ,[fik+1,··· ,fn]
]
//
∆(k−1)

L
C ⊗ · · · ⊗ C
[f1,...,fi1 ]⊗···⊗[fik+1,...,fn]
//
∆(i1−1)⊗···⊗∆(ik−1)

L⊗ · · · ⊗ L
ℓk
OO
C ⊗ · · · ⊗ C
f1⊗···⊗fn
// L⊗ · · · ⊗ L.
ℓi1⊗···⊗ℓik
OO
As ℓk ◦ (ℓi1 ⊗ · · ·⊗ ℓik) = 0,
[
[f1, . . . , fi1 ], . . . , [fik+1, . . . , fn]
]
is also zero and
nilHom(C,L) ≤ n0. The same proof works for the “pointed case”.
Observe that Corollary 1.5 is immediately proved by applying together
Proposition 4.2 and Theorem 1.4 to the L∞ models obtained in theorems 1.1,
1.2 and 1.3. Remark also that, whenever the L∞ models of these theorems
turn out to be minimal, the bounds in Corollary 1.5 can be sharpened. For
instance:
Corollary 4.3. If X is a formal space and c : X → Y denotes the constant
map, then
nilQmapc(X,Y ) ≤ nilQ Y
if X is finite and
nilQ m˜apc(X,Y ) ≤ nilQ Y
if X is of finite type. The same holds in the pointed case.
Proof. We consider only the case in which X is finite as the other is de-
duced analogously. By Proposition 3.6, if L is the L∞ minimal model of
Y , then (Hom(C,L), {ℓk}k≥1) (resp. (Hom(C,L), {ℓk}k≥1)) is the L∞ min-
imal model of mapc(X,Y ) (resp. map
∗
c(X,Y )). Thus, nilQmapc(X,Y ) =
nil (Hom(C,L), {ℓk}k≥1) (resp. nilQmap
∗
c(X,Y ) = nil (Hom(C,L), {ℓk}k≥1)),
and Theorem 1.4 finishes the proof.
Example 4.4. As in [20], consider the space map(S3, Y ) where Y is the infi-
nite dimensional complex with Sullivan minimal model (Λ(x2, y3, z3, t7), d)
in which (subscripts shall denote degrees henceforth) x2, y3, z3 are cycles
and dt7 = x2y3z3. In this case choose C = 〈1, α〉 with α a primitive cycle of
degree 3, and L = 〈a1, b2, r2, s6〉 the L∞ minimal model of Y in which the
only non zero bracket is ℓ3(a1, b2, r2) = s6. Consider the map f : S
3 → Y
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modeled by the Maurer-Cartan element φ : C → L, φ(α) = b2. By Theorem
1.1, mapf (S
3, Y ) and mapc(S
3, Y ) are modeled by (Hom(C,L), {ℓφk}k≥1)
and (Hom(C,L), {ℓk}k≥1) respectively. Moreover both models are minimal
as one observes that ℓk, ℓ
φ
k = 0 for k = 1 and k ≥ 4. On the other hand if
f1, g2, h2 ∈ Hom(C,L) are given by f1(1) = a1, g2(1) = b2, h2(1) = r2 one
checks that ℓφ3 (f1, g2, h2)(1) = s6 and therefore,
nilQmapf (S
3, Y ) = nilQmapc(S
3, Y ) = nilQ Y = 3,
according to Theorem 1.4.
With respect to the rational Whitehead length, the situation is drasti-
cally different. Indeed, as the L∞ models above are minimal and of finite
type, the Whitehead length of mapc(S
3, Y ) and mapf (S
3, Y ) are controlled
by ℓ2 and ℓ
φ
2 respectively. While ℓ2 = 0 one checks that ℓ
φ
2 (f1, g2)(α) = s6
and therefore,
WhQ Y = WhQmapc(S
3, Y ) = 1 <WhQmapf (S
3, Y ) = 2.
Example 4.5. Let X be a space whose rational homotopy Lie algebra L =
π∗(ΩX) ⊗ Q contains a free Lie algebra L(a1, a2) with |a1|, |a2| > 1. Then
the rational homotopy Lie algebra of the space Z = map∗(CP∞,X) also
contains a free Lie algebra with two generators. A coalgebra model C for
CP∞ is given by the dual of the free algebra Λx, with |x| = 2. That is,
C is the vector space generated by elements xi of degree 2i, i ≥ 0, and
∆(xr) =
∑
i+j=r xi ⊗ xj . An L∞ model for X is given by L with some
higher order brackets. Denote by f1 and f2 the elements of Hom(C,L)
defined by fi(x1) = ai, fi(xj) = 0, for j 6= 1. Then f1 and f2 represent
homotopy classes of Z. Now observe that[
fi1 , [fi2 , [. . . , [fir−1 , fir ]
]
. . .
]
(xr+1) =
[
ai1 , [ai1 , [. . . , [air−1 , air ]
]
. . .
]
.
This implies that L(f1, f2) ⊂ π∗(ΩZ)⊗Q.
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