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We propose a new approach for estimating causal effects when
the exposure is measured with error and confounding adjustment
is performed via a generalized propensity score (GPS). Using valida-
tion data, we propose a regression calibration (RC)-based adjustment
for a continuous error-prone exposure combined with GPS to adjust
for confounding (RC-GPS). The outcome analysis is conducted after
transforming the corrected continuous exposure into a categorical ex-
posure. We consider confounding adjustment in the context of GPS
subclassification, inverse probability treatment weighting (IPTW)
and matching. In simulations with varying degrees of exposure error
and confounding bias, RC-GPS eliminates bias from exposure error
and confounding compared to standard approaches that rely on the
error-prone exposure. We applied RC-GPS to a rich data platform
to estimate the causal effect of long-term exposure to fine particles
(PM2.5) on mortality in New England for the period from 2000 to
2012. The main study consists of 2, 202 zip codes covered by 217, 660
1km× 1km grid cells with yearly mortality rates, yearly PM2.5 aver-
ages estimated from a spatio-temporal model (error-prone exposure)
and several potential confounders. The internal validation study in-
cludes a subset of 83 1km× 1km grid cells within 75 zip codes from
the main study with error-free yearly PM2.5 exposures obtained from
monitor stations. Under assumptions of non-interference and weak
unconfoundedness, using matching we found that exposure to mod-
erate levels of PM2.5 (8 < PM2.5 ≤ 10 µg/m3) causes a 2.8% (95% CI:
0.6%, 3.6%) increase in all-cause mortality compared to low exposure
(PM2.5 ≤ 8 µg/m3).
Keywords and phrases: Measurement Error, Generalized Propensity Scores, Observa-
tional Study, Air Pollution, Environmental Epidemiology, Causal Inference
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1. Introduction. When trying to estimate exposure effects, observa-
tional studies are widely used but are susceptible to some well-recognized
sources of bias, including but not limited to 1) exposure measurement error
and 2) confounding. The measurement error can arise from using mismea-
sured exposures in the analysis, since obtaining estimates of the error-free
exposures is not always feasible. In addition, there is a confounding problem
due to the lack of randomization in observational studies.
Measurement error approaches have been extensively studied in regression
problems (Fuller, 2009). There is a large literature on this topic both in lin-
ear and nonlinear regression models, including likelihood-based approaches,
regression calibration, simulation extrapolation (SIMEX), and Bayesian ap-
proaches (Carroll et al., 2006). In addition, in the context of air pollution,
which is the motivation of this work (see Section 4), methods to adjust for
measurement error under a non-causal framework have been previously pro-
posed; Dominici, Zeger and Samet (2000); Van Roosbroeck et al. (2008);
Gryparis et al. (2008); Szpiro, Sheppard and Lumley (2011); Hart et al.
(2015); Alexeeff, Carroll and Coull (2016). Many of them consider a “widely
used, effective [and] reasonably well-investigated” (Pierce and Kellerer, 2004)
method to adjust for measurement error, namely regression calibration. This
method utilizes the following combined study designs: a large main study,
for which W (the error-prone exposure) and D (a set of error-free covari-
ates) are observed, and a smaller validation study, for which in addition to
observing (W,D), X is also observed (the error-free exposure). The basic
idea of regression calibration is to fit the regression model X|W,D in the
validation study, and use the coefficients from this model to predict X in the
main study. After this prediction step, the proposed statistical analysis is
performed on the main study with the predicted error-free exposures, Xˆ, to
obtain parameter estimates, and either bootstrap or the sandwich variance
estimation are used to obtain adjusted standard errors. The simplicity of
this algorithm disguises its power.
In addition, observational studies are susceptible to confounding bias by
factors that are associated with both the exposure and outcome of inter-
est. Failure to account for them in the analysis may lead to substantial
bias. Although most studies adjust for confounding, many do so by sim-
ply including the potential confounders as covariates in the outcome model.
However, doing so may lead to model misspecification and allows for residual
confounding (Rothman, Greenland and Lash, 2008). Therefore, addressing
confounding bias in a causal inference framework can be advantageous. A
common approach for confounding adjustment in this framework is using
propensity scores, the probability of a unit being assigned to a particular
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treatment, or exposure in our setting, given the pretreatment confounders.
Using propensity scores to adjust for confounding in a causal inference
framework was first introduced by Rosenbaum and Rubin (1983). After this
seminal paper, advanced propensity score techniques, both for estimation
and implementation, have been developed to estimate causal effects in ob-
servational studies – for propensity score estimation see Dehejia and Wahba
(1998, 1999); McCaffrey, Ridgeway and Morral (2004); for propensity score
implementation see Hirano, Imbens and Ridder (2003); Robins, Hernan and
Brumback (2000); Rosenbaum and Rubin (1984); Harder, Stuart and An-
thony (2010). A common technique for estimation of the propensity score
is by fitting a logistic regression model to predict the treatment (or in our
setting exposure) with potential confounders included as predictors in the
model. Three common techniques for propensity score implementation are
matching, inverse probability of treatment weighting (IPTW), and subclass-
fication (Harder, Stuart and Anthony, 2010). This traditional propensity
score framework is only able to handle binary exposures.
In some cases the interest is in estimating the exposure effect for a cate-
gorical exposure. To handle categorical exposures, a generalized propensity
score (GPS) framework has been developed (Imbens, 2000). Imbens (2000)
developed a natural analogue to propensity score estimation under cate-
gorical exposures, which uses multinomial logistic regression, instead of lo-
gistic regression, to predict multiple exposure categories with all potential
confounders included as predictors. They describe an analogue to IPTW
for categorical exposures. Although there is no natural analogue to match-
ing and subclassification for the GPS (Imbens, 2000; Lechner, 2001; Rassen
et al., 2013), Yang et al. (2016) propose an alternative way to estimate causal
effects using matching and subclassification for a categorical exposures by
averaging potential outcomes separately for each of the exposure categories.
Measurement error adjustment for binary exposures under a causal infer-
ence framework has been studied by Babanezhad, Vansteelandt and Goet-
ghebeur (2010) and Braun et al. (2017). In Babanezhad, Vansteelandt and
Goetghebeur (2010), authors investigate how mismeasured exposures im-
pact the estimation of the causal effects using four different approaches
to adjust for confounding, including ordinary least squares (OLS), IPTW,
G-estimation and propensity score covariate adjustment. They derive the
asymptotic bias for these four estimators, and show they are equally affected
by measurement error under linear models when exposure measurement er-
ror is independent of the confounders, but not otherwise. Braun et al. (2017)
proposes a two-step maximum likelihood approach using validation data to
adjust for the measurement error, which effectively corrects for measurement
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error in binary exposures under a causal inference framework. Specifically,
they first use a likelihood based adjustment to correct for measurement error
in the propensity score model and estimate an adjusted propensity score.
Next, based on the adjusted propensity score, they perform a likelihood-
based adjustment on the outcome model to adjust for measurement error in
the exposure variable directly. These approaches, however, assume binary
exposures and are not directly applicable to a categorical exposure.
In this work, we focus on settings for which we have a continuous exposure
measured with error, yet our interest is in estimating causal effects on a cat-
egorical scale. We propose a regression calibration (RC)-based adjustment
to adjust for the measurement error in the exposure combined with GPS to
adjust for confounding (RC-GPS). The RC model is fitted using the contin-
uous exposure, regressing the true exposure on the error-prone exposure and
additional covariates on which the measurement error could depend. Out-
come analysis adjusting for confounding using GPS is then conducted after
transforming the corrected continuous exposure into a categorical exposure.
The proposed method is innovative in the following ways: 1) it provides a
correction for measurement error in the exposure for both design and analy-
sis phases with GPS; 2) GPS implementations can be paired with any GLM
outcome model (e.g. log-linear model); 3) we show how standardized bias
can be used to assess balance in the context of GPS analysis for categorical
exposures.
In Section 2 we introduce the proposed adjustment. We then run extensive
simulations to assess the performance of our proposed adjustment in Sec-
tion 3. We apply our proposed approach to investigate the effect between
long-term PM2.5 exposure and mortality in New England (VT, NH, CT,
MA, RI and ME), using zip code aggregated data from Medicare. For the
entire Medicare population (main study), long-term exposure to fine parti-
cles (PM2.5) is determined from a spatio-temporal model that uses multiple
different sources as input (meteorological, land use variables, satellite data,
etc.). PM2.5 exposure based on these predictions is inaccurate, but for a
subset of zip codes (validation study) we have actual PM2.5 concentrations
measured at monitors (error-free exposure). Although in reality PM2.5 con-
centrations measured at monitors could still contain measurement error, e.g.
instrumental measurement error, for the purpose of this manuscript we use
the word “error-free” to refer to PM2.5 concentrations measured at monitors,
since these are the best available source for ground-level PM2.5 concentra-
tions. Using this internal validation study, we apply our proposed RC-GPS
in Section 4. Finally, we conclude with a discussion in Section 5.
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2. Methods.
2.1. General Notation and Overview. Let Y denote the observed out-
come, X denote the corresponding true continuous exposure, Xc denote the
true categorical exposure, which is obtained from X based on pre-specified
cut-offs, selected according to scientific interest, W denote the error-prone
continuous exposure, Wc denote the error-prone categorical exposure, which
is obtained using the same pre-specified cut-offs, D denote error-free co-
variates associated with the measurement error, and C denote error-free
confounders associated with the true exposure and outcome. There is no
restriction on whether D and C include the same covariates or not. For the
main study, only (Y,W,D,C) are observed. In addition, suppose a valida-
tion study for which (X,W,D) are observed. Note the validation study does
not have to be internal.
Our interest is in estimating the causal effect of a categorical exposure
on the outcome in observational studies. The target estimand is the aver-
age treatment effect (ATE). Following the potential outcomes framework
(Rubin, 1974), we assume no-interference (Cox, 1958), which is sometimes
referred to as the stable-unit-treatment-value assumption (SUTVA) (Rubin,
1990). Under this assumption, we assume that the potential outcome for a
given observation is not affected by the exposure of any other unit, and that
each exposure defines a unique outcome for each observation.
Furthermore, under overlap and weak unconfoundedness assumptions (dis-
cussed in detail later), GPS can be used to estimate the ATE with observed
categorical exposures adjusting for confounding. In the main study, the ex-
posure is mismeasured; only W (along with Wc) are observed instead of
Xc. Estimating the ATE based on Wc instead of Xc may result in biased
estimates of the ATE. Our goal is to adjust for the measurement error in
the exposure and obtain unbiased estimates of the ATE. We accomplish this
by introducing a regression calibration (RC)-based adjustment for mismea-
sured exposures combined with GPS to adjust for confounding (RC-GPS).
This approach relies on a main study/validation study design.
2.2. Regression Calibration. In this section, we propose a regression cal-
ibration approach to adjust for measurement error in a continuous expo-
sure. The adjustment relies on two common measurement error assump-
tions: 1) Transportability: we assume that the relationship between X and
W,D would be the same in the validation study where X is observed and
in the main study in which it is not. 2) Non-differential measurement error:
Y |= W |X,D. This assumption is equivalent to the surrogacy assumption and
it means the conditional distribution of outcome Y given (W,X,D) depends
6 X. WU ET AL.
only on (X,D).
The relationship between true exposures X and error-prone exposures
W , conditional on other covariates D, is modeled using a regression model
specified by mean and variance;
E(X|W,D) = mX(W,D,γ)
V ar(X|W,D) = V (W,D,γ)ΣX|W,DV T (W,D,γ).
(2.1)
Under transportability, we assume that the coefficients γˆ which are esti-
mated in the validation study are transportable to the main study. Thus,
unobserved X in the main study can be estimated using mX(W,D, γˆ). A
well-studied case is a linear regression model specified by:
E(X|W,D) = γ0 + γ1W + γ2TD
V ar(X|W,D) = ΣX|W,D
(2.2)
Under transportability, unobserved X in the main study can be estimated
using Equation 2.2;
Xˆ = γˆ0 + γˆ1W + γˆ2
TD.
When tr(ΣX|W,D) = 0, this reduces to the standard regression calibration
model in which we only need to estimate E(X|W,D) and Xˆ is an unbiased
estimator of X (Carroll et al., 2006). Carroll et al. (2006) proved by Taylor
series expansions that Xˆ is approximately unbiased when the model has
good fit, i.e. tr(ΣX|W,D) is small.
2.3. Generalized Propensity Scores Estimation. In this section, we dis-
cuss the generalization of the propensity score, introduced in the causal lit-
erature by Rosenbaum and Rubin (1983) for a binary treatment, to the set-
ting of categorical exposures. We follow the generalization proposed by Im-
bens (2000). Under the assumption that we know the true exposure, denote
Xc ∈ Xc = {1, 2, ..., n} the true categorical exposure having n categories. Let
p(x|c) = Pr(Xc = x|C = c) for pre-specified categories x = 1, 2, 3, . . . , n.
We define the GPS as the conditional probability of receiving each category
of the exposure given other pre-exposed covariates c:
(2.3) GPS(c) = (p(1|c), p(2|c), ..., p(n|c))
The individual p(x|c) is called the x-th element of GPS(c).
To model GPS(c) = (p(1|c), p(2|c), ..., p(n|c)), we consider a generalized
linear model (GLM) relating Xc to C, that is p(x|c) = Pr(Xc = x|C =
CAUSAL INFERENCE IN ERROR PRONE EXPOSURE 7
c,η) = g−1(η0x + η1xT c), where g is known. One common g is the multino-
mial logistic regression model.
ln
Pr(Xc = x|C = c,η)
Pr(Xc = n|C = c,η) = η0x + η1x
T c.
2.4. Generalized Propensity Scores Implementation. We consider three
GPS implementations; subclassification, IPTW and matching, all condi-
tional on the estimated GPS (Yang et al., 2016; Imbens, 2000). Following
Yang et al. (2016), let Xc,j denote the true categorical exposure for unit
j, Xc,j ∈ Xc = {1, 2, ..., n}, and Yj(x) denote the potential outcome for an
exposure x for observation j. The observed outcome can then be written as
Y obsj = Yj(Xc,j). Define the indicator variables Ij(x) ∈ {0, 1},
Ij(x) =
{
1 if Xc,j = x,
0 otherwise.
In addition to the no-interference assumption described above, we require
the following two assumptions for proposing the GPS implementations.
Assumption 1 (Overlap/Positivity) For all values of c, the probability
of receiving any category of the exposure is positive:
Pr(Xc = x|C = c) > 0 for all x, c
This assumption guarantees that for all possible values of c, we will be able
to estimate the ATE for each category of the exposure without relying on
extrapolation. In many applications, there are regions of the confounder
space with low probability values of receiving one of the exposures, which
leads to a violation of this assumption. There are methods for improving
overlap; specifically, both Harder, Stuart and Anthony (2010) and Yang
et al. (2016) suggest dropping units from the analysis with low and high
values of the GPS, and conducting analysis on the trimmed sample.
Assumption 2 (Weak Unconfoundedness) The assignment mechanism
is weakly unconfounded if for all x ∈ Xc = {1, 2, ..., n},
Ij(x) |= Yj(x) | Cj .
There are two things to note about this assumption. First, it can be preserved
if we condition on a specific scalar function of Cj , i.e. p(x|Cj), as shown
in Lemma 1 below. This is favorable since it allows for the reduction in
the dimension of the conditioning covariates when estimating causal effects.
Second, this assumption is sufficient for constructing a form of the ATE,
which will be formalized in Lemma 2.
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Lemma 1 (Weak Unconfoundedness given GPS) Suppose the assignment
mechanism is weakly unconfounded. Then for all x ∈ Xc = {1, 2, ..., n},
Ij(x) |= Yj(x) | p(x|Cj).
Lemma 1 allows us to estimate the following ATE, described in Lemma 2.
Lemma 2 (Average Treatment Effects under Weak Unconfoundedness)
Suppose the assignment mechanism is weakly unconfounded. Then for all
x, x′ ∈ Xc = {1, 2, ..., n},
ATE(x′;x) = E[Yj(x′)− Yj(x)]
= E
[
E(Y obsj |Xc,j = x′, p(x′|Cj)]
]− E[E(Y obsj |Xc,j = x, p(x|Cj)]].
Lemma 2 allows us to loosen the constraint in comparison of exposure effects.
Instead of conditioning on the full set of n− 1 generalized propensity scores
(p(1|Cj), ..., p(n−1|Cj)), we can estimate the average effect E[Yj(x′)−Yj(x)]
by constructing an overall average estimate for each exposure category x sep-
arately. For a single exposure category x, the corresponding subpopulations
are defined by the value of a single score, p(x|Cj), leading to the equality;
E[Yj(x)] = E
[
E[Y obsj |Xc,j = x, p(x|Cj)]
]
.
Even though the comparisons of exposure effects are not constructed by con-
ditioning on the full set of generalized propensity scores, which makes us lose
the ability to create subpopulations where we can extrapolate causal effects,
our estimated ATE for whole population under the weak unconfoundedness
assumption is still valid in causal inference (Imbens, 2000). In contrast, un-
der strong uncoundedness whereXc,j |= (Yj(1), Yj(2), ..., Yj(n)) |Cj (defined
in Rosenbaum and Rubin (1983)), we can estimate ATE for subpopulation,
i.e. the ATE in population with exposure category 1 and 2 only. Our inter-
est, however, is usually in causal effects for whole population, which can be
achieved under the weak unconfoundedness assumption.
2.4.1. Subclassification. We follow the approach proposed by Yang et al.
(2016). Consider classifying individuals intoK groups based on the x-th GPS
element, each group containingNk,x observations having similar values of the
corresponding estimated GPS elements. The most common way to construct
subclasses is to use quantiles of the GPS. The ATE between two exposures,
x′ and x, i.e. ATE(x′;x), can be written as the difference of two expectations
E[Yj(x
′)] and E[Yj(x)], which can be estimated separately. Let q
p(x|cj)
x,k be
the value of p(x|Cj) in k-th quantile in the sample. The average value of
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Yj(x) in subclass k is estimated as;
µˆk,x =
1
Nk,x
∑
j:q
p(x|c)
x,k−1≤p(x|Cj)<q
p(x|c)
x,k ,Xj=x
Y obsj
where Nk,x is the number of units with the x-th GPS element falling into the
interval [q
p(x|c)
x,k−1, q
p(x|c)
x,k ) and Xc,j = x. The overall average of Y (x), E[Yj(x)],
is then estimated as,
Eˆ[Yj(x)] = Eˆ
[
E[Y obsj |Xc,j = x, p(x|Cj)]
]
=
K∑
k=1
Nk
N
µˆk,x
where Nk is the number of individuals with the x-th GPS element falling
into the interval [q
p(x|c)
x,k−1, q
p(x|c)
x,k ), and N is the total sample size. We can
estimate E[Yj(x
′)] similarly, and consequently, obtain the ATE between any
two categories of exposure.
2.4.2. Inverse Probability of Treatment Weighting (IPTW). IPTW in-
volves weighting each individual by the inverse of their GPS. This approach
was first introduced by Imbens (2000) and is an analog of using IPTW with
propensity scores under a binary exposure. The probability weight assigned
to a particular individual is the GPS element corresponding to its true cate-
gory of treatment. Note that the use of IPTW can be construed as a further
extension of subclassification, with the number of subclasses going to infin-
ity. One can estimate the overall average of Yj(x) using IPTW as;
Eˆ[Yj(x)] = Eˆ[
Y obsj Ij(x)
p(x|Cj) ].
We can estimate E[Yj(x
′)] similarly, and consequently, obtain the ATE be-
tween any two categories of exposure.
2.4.3. Matching. We follow the approach proposed by Yang et al. (2016),
which involves matching individuals who receive one category of exposure
to individuals who received another category of exposure based on their
estimated GPS. There are various ways of matching, e.g. matching on the full
set of GPS, yet here we match based on a scalar variable to furthest reduce
the dimensionality of the matching problem. Following Yang et al. (2016), we
define a one-to-one nearest neighbor matching function with replacement,
mgps(x, p) = arg minj:Xc,j=x||p(x|Cj)− p||.
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Using this matching function, we impute Yj(x) as: Yˆj(x) = Y
obs
mgps(x,p(x|Cj))
for j = 1, 2, ..., N successively, to create a dataset with the sample size N,
yet with replicated observations. By resampling with replacement from the
original dataset, we can construct a finite sample representing the pseudo
subpopulation having exposure Xc,j = x. The overall average of Yj(x) can
be expressed as;
Eˆ[Yj(x)] =
1
N
N∑
i=1
Y obsmgps(x,p(x|Ci))
.
We can estimate E[Yj(x
′)] similarly by creating another dataset with ob-
servations receiving exposure Xc,j = x
′ using the matching function defined
above, and consequently, obtain the ATE between any two categories of
exposure.
2.5. Outcome Analyses. In the causal framework, one might be inter-
ested in a specific statistical quantity, e.g. ratio measures. The three GPS
implementations are not explicit about the forms of the outcome model, and
provide the flexibility to estimate such statistical quantities directly from the
estimates of the overall averages for each exposure category. For example,
the ATE measured by ratio can be expressed as;
ATEratio(x
′;x) =
Eˆ[Yj(x
′)]
Eˆ[Yj(x)]
.
However, if one is interested in incorporating covariates into the outcome
model, to further adjust for confounding, one may want to specify an out-
come model. For instance, one may specify the following outcome model;
Y |Xc,C using a GLM, E(Y (Xc)) = r−1(β0 +
∑n
x=1 β1xI(Xc = x) + β2C),
where I(·) is an indicator for the corresponding exposure category. While
we conduct all analyses assuming β2 = 0 and exclude C from the out-
come model, β2 6= 0 could be included to adjust for residual imbalances not
captured by the generalized propensity score implementation or to improve
precision of causal estimates (Harder, Stuart and Anthony, 2010).
For IPTW, the outcome model can be easily implemented as a GLM with
the corresponding GPS elements specified as weights. For subclassification,
the outcome model is essentially implemented on samples selected from sub-
classes constructed by the corresponding GPS elements, and then weighted
by sample size of their corresponding subclass. For matching, the outcome
model is essentially implemented on the replicated samples constructed by
GPS matching as described above.
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For inference, we estimate the standard errors (SEs) of the ATE using
bootstrap to jointly account for the variability in the estimation of RC
parameters γ, GPS parameters η, and outcome model parameters β. We
use standard bootstrap to construct the SEs for GPS subclassfication and
IPTW. We use a modified bootstrap method for GPS matching, as stan-
dard bootstrap may provide invalid standard errors for matching (Abadie
and Imbens, 2008). Certain modifications to the standard bootstrap, like
the m-out-of-n bootstrap in Bickel, Go¨tze and van Zwet (2012), were proven
to recover the validity.
2.6. Proposed RC-GPS. Our proposed RC-GPS adjustment is a two-
stage approach.
Stage 1: Measurement Error Correction
1. Fit a RC model in the validation study. More specifically, fit E(X|W,D) =
γ0 + γ1W + γ2
TD to obtain estimated γ, i.e. γˆ in the validation study.
The form of RC model is not restricted to linear regression, although
otherwise one needs further justifications of approximations for the RC
model to fully adjust for measurement error (Section 2.2).
2. Under the transportability assumption, estimate Xˆ = γˆ0 + γˆ1W + γˆ2
TD
in the main study. The Xˆ is approximately unbiased if the RC model is
correctly specified and has good fit (i.e tr(Σ2X|W,D) is small).
3. Based on pre-defined categories, transform Xˆ into Xˆc ∈ Xc = {1, 2, ..., n},
a categorical variable. The choice of category can be determined to either
be policy-relevant or by optimizing overlap through sensitivity analyses.
Stage 2: GPS Estimation, Implementation, Outcome Analysis
Stage 2A: Design Phase with GPS
4. After obtaining Xˆc in the main study, estimate the GPS model using a
GLM relating Xˆc to C as described in Section 2.3. The estimated GPS
is approximately error-free if the RC model is correctly specified and has
good fit.
Stage 2B: Analysis Phase with GPS
5. Estimate Eˆ[Y (x)] for each exposure category x ∈ Xc = {1, 2, ..., n} after
adjusting for confounding using GPS subclassfication, IPTW or matching
methods (Section 2.4).
6. Estimate the ATE as the contrast of Eˆ[Y (x)] and Eˆ[Y (x′)] between any
two exposure categories x, x′.
7. Estimate the SEs of the ATE using bootstrap to jointly account for the
variability in the estimation of RC parameters γ, GPS parameters η, and
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outcome model parameters β.
3. Simulations. We conduct simulation studies to evaluate the perfor-
mance of the proposed RC-GPS approach under the three types of GPS im-
plementations outlined in Section 2.6 (IPTW, subclassification, and match-
ing). We estimate the ATE based on 1) the true exposures in both GPS and
outcome models, 2) the error-prone exposures in both GPS and outcome
models, 3) our proposed RC-GPS adjustment.
3.1. Simulation Strategies. We generate a main study/internal valida-
tion study setting, in which the validation study is randomly sampled from
the main study. The data generation strategy is summarized in Table 1.
Briefly, we generate six confounders (C1, C2, ..., C6), which include a combi-
nation of continuous and categorical variables. We generate three covariates
in the measurement error model, (D1, D2, D3), which are continuous. Note
that C and D could include the same covariates, although this is not re-
quired. For simulations we assume that C1 = D1, but that the remaining
covariates are different.
The variables [W |C, τ ], [X|W,D,γ], [Y |X,C,β] were generated as con-
tinuous under linear regression models with parameters specified in Table 1.
We begin by generating the error-prone exposures W , and then generate
X, which guarantees the correct specification of the RC model. We consider
7 settings, where we vary 1) τ to control the strength of confounding for
exposure, 2) γ1 to control the correlations between X and W , 3) ΣX|W,D to
control the goodness of RC model fit, 4) quadratic term in the RC model
to control RC model misspecification, 5) β1 to control the magnitude of
treatment effect in outcome model, and 6) β2 to control the strength of con-
founding for outcome. The default setting, discussed in detail in the main
text, is highlighted in Table 1. We fix the sample size of the main study
as 2000 and the internal validation study as 500. We conduct 1000 repli-
cates of each scenario. The R code for all simulations is available on github
https://github.com/wxwx1993/RC-GPS.
3.2. Simulation Results. To implement the RC-GPS we follow the ap-
proach described in Section 2.6. After fitting the RC model and estimating
Xˆ in the main study, we categorize these estimates into three categories
based on pre-defined cut-off points (k1 = −5, k2 = 15), and obtain exposure
categories Xˆc = 1, 2, 3. We also obtain Wc from W using the same cutoffs.
Using Xˆc we then fit the GPS model and estimate the ATE. For subclas-
sification, we classify subjects into ten subclasses by deciles based on each
GPS element. For IPTW, weights were calculated as the inverse of the cor-
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Table 1
Simulation parameters: data generating mechanism under which simulations were
conducted.
Confounding for exposure, E[W |C, τ ] τ
(1) Moderate confounding (0.8, 0.8, 1.6, 1.2, 2.4, 1.6, 2.4)T
(2) Large confounding (1.6, 1.6, 3.2, 2.4, 4.8, 3.2, 4.8)T
Measurement Error Model, E[X|W,D,γ] γ
(1) Strong correlation: 0.85 γ1 = 0.8,γ2 = (2, 1, 3)
T
(2) Weak correlation: 0.40 γ1 = 0.2,γ2 = (2, 1, 3)
T
Measurement Error Model Fit ΣX|W,D
(1) Good of fit diag(ΣX|W,D) = IN
(2) Lack of fit diag(ΣX|W,D) = 10IN
Measurement Error Model Specification Model structure
(1) Linear Model X = γ1W + γ2D
(2) Quadratic Model (γ3 = 0.05) X = γ1W + γ2D + γ3W
2
Outcome Model, E[Y |X,C,β] β
(1) Large treatment effect β1 = 1,β2 = (3, 2, 1, 4, 2, 1)
T
(2) Small treatment effect β1 = 0.5,β2 = (3, 2, 1, 4, 2, 1)
T
Confounding for outcome β
(1) Moderate confounding β1 = 1,β2 = (3, 2, 1, 4, 2, 1)
T
(2) Large confounding β1 = 1,β2 = (15, 10, 5, 20, 10, 5)
T
Sample size Nm and Nv
(1) Nm = 2, 000 and Nv = 500
Covariate Distribution
(1) C1 − C3/C4/C5/C6 N
 00
0
 ,
 2 1 −11 1 −0.5
−1 −0.5 1
/U{−2, 2}/U(−3, 3)/χ2(1)
(2) D1/D2/X3 C1/N(0, 4)/U(−5, 5)
Cut-off points k
(1) k1 = −5 and k2 = 15
responding GPS elements as described in Section 2.4, and extreme weights
are set equal to 10 if the weights are greater than 10 (Harder, Stuart and
Anthony, 2010). For matching, we use a form of one-to-one nearest neighbor
matching with replacement based on the corresponding GPS elements as
described in Section 2.4.
We provide a detailed description of the simulation results from the de-
fault setting (highlighted in bold in Table 1). Under this setting, the true
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ATE is β1 = (22.56, 21.50) (for exposure categories Xˆc = 2 vs. 1 and
Xˆc = 3 vs. 2, respectively) which is estimated by fitting the linear model
Y = β0+
∑3
i=2 β1iI(Xc = i)+β2C for a large simulated dataset with sample
size N = 106.
The ATE for subclassification is shown in Figure 1. The left plot represents
the ATE of exposure Xˆc = 2 vs. Xˆc = 1, and the right plot represents the
ATE of exposure Xˆc = 3 vs. Xˆc = 2. The ATE is estimated based on four
different approaches from left to right: a) based on GPS approach using
error-free exposure Xc categorized from X; b) based on GPS approach using
error-prone exposure Wc categorized from W ; c) based on the proposed two-
stage RC-GPS approach, in which Xˆ is estimated using a misspecified RC
model Xˆ = γˆ0+γˆ1W which does not include covariates; d) based on proposed
two-stage RC-GPS approach, in which Xˆc is estimated using the correctly
specified RC model Xˆ = γˆ0 + γˆ1W + γˆ2
TD which includes covariates. The
true ATE is denoted by the red dashed line.
GPS implementation with subclassification using the error-free exposures
results in a very small bias compared to the true ATE. Yet even in this
setting where the error-prone and error-free exposures are highly correlated,
GPS implementations using error-prone exposures result in significant bias,
which illustrates the necessity of adjusting for the measurement error. RC-
GPS using a correctly specified RC model performs really well, significantly
reducing the bias of the estimated ATE compared to using the error-prone
exposure. The bias was reduced from -17.07% to -0.36% and from -15.13%
to 0.55% (exposure categories Xˆc = 2 vs. 1 and Xˆc = 3 vs. 2, respectively).
RC-GPS using a misspecified RC model still reduces, although does not
completely eliminate, the bias. The bias under this setting was reduced from
-17.07% to -10.58% and from -15.13% to -8.77% (exposure categories Xˆc = 2
vs. 1 and Xˆc = 3 vs. 2, respectively). Additional results (Figure A1 in
Supplement), show that IPTW and matching perform similarly compared
to subclassification.
3.3. Overlap and Balance. We evaluate the overlap assumption by in-
specting the distributions of each estimated GPS element for all subjects as
shown in Figure 2. In this simulation study, we see that the overlap assump-
tion likely holds in general, since the majority of samples have GPS elements
away from zero or one. The histogram also shows the ranges of each GPS
element overlap across samples with different exposure, which is referred to
complete overlap in practice (Vaughn, 2008).
Under weak unconfoundness, the single GPS element p(x|cj) is only re-
quired to achieve balance between subpopulations with Xc = x and subpop-
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Fig 1: Simulation results for default setting described in Table 1. Subclassifi-
cation: a) Error-free: GPS approach using error-free exposures Xc; b) Error-
prone: GPS approach using error-prone exposure Wc; c) X ∼ W : the pro-
posed two-stage RC-GPS approach, in which exposures are estimated using
a misspecified RC model Xˆ = γˆ0+γˆ1W which does not include covariates; d)
X ∼W +D: the proposed two-stage RC-GPS approach, in which exposures
are estimated using the correctly specified RC model Xˆ = γˆ0+ γˆ1W + γˆ2
TD
which includes covariates. The red dashed line represents the true ATE (gold
standard).
ulations with Xc 6= x. One can assess balance by estimating the absolute
standardized biases of each confounder before and after GPS implementation
using techniques similar to those described in Harder, Stuart and Anthony
(2010). The key is that each GPS element p(x|cj) is treated as a binary
exposure propensity score, and balance is evaluated across all confounders
between subpopulations with Xc = x and subpopulations with Xc 6= x.
For each of the six confounders, we estimate the absolute standardized bias
(ASB). The ASB for each covariate is calculated by dividing the difference
in means of the covariate between the treated group and the comparison
group by the standard deviation (Harder, Stuart and Anthony, 2010). We
see that balance improves substantially across all six confounders for all
three implementation approaches (Figure 3).
3.4. Sensitivity Analysis. We assess the sensitivity of the proposed ap-
proach to the transportability assumption by evaluating how well the ap-
proach performs under settings in which the true γ is misspecified. We
sample γ̂1,a from a normal distribution with mean γˆ1 and augmented stan-
dard deviation estimated by adding absolute values 0.1/0.2/0.3/0.5 to the
original standard deviation (0.0023) of γˆ1. Xˆ is then estimated by Xˆ =
γˆ0+ γ̂1,aW + γˆ2
TD. By adding this misspecification of the RC model, we ar-
tificially violate the transportability assumption and show how this violation
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Fig 2: Overlap. Each panel represents histograms of each corrected GPS
element, colored according to different subpopulations. For assessing overlap,
we can see the majority of samples have GPS elements away from zero or one,
and the ranges of each GPS element overlap across samples with different
exposure providing the evidence that the overlap assumption likely holds.
Results correspond to the default setting are described in Table 1.
could affect the ATE estimates. The results in Figure 4 show that for sub-
classification even when the standard deviation is around 100 times higher
than the original standard deviation, the estimated ATE using GPS is still
robust. Not surprisingly, the variances of the estimated ATE increase under
this extreme setting. The results from using GPS with IPTW and matching
are also robust to the violation of transportability assumption (See Figure
A2 in Supplement).
3.5. Additional Simulations. We conducted additional simulations (as
described in Table 1) with varying degrees of exposure error and confounding
bias. Details on the additional simulations can be found in the Supplement.
Briefly, we show that in a variety of settings our proposed RC-GPS approach
can significantly reduce the bias of the estimated ATE. More specifically,
when the correlation between true exposure X and error-prone exposure
W is low the proposed approach significantly eliminates the bias if the RC
model is correctly specified and has good fit. Yet the proposed approach is
more sensitive to the correct specification of the RC model in these settings
(See Figure A3 in Supplement). When the RC model does not fit well the
proposed method improves the bias in the ATE, but does not completely
eliminate it (See Figure A4 in Supplement). When the true treatment ef-
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Fig 3: Absolute Standardized Bias (ASB). Each panel represents the absolute
standardized biases for each of the six confounders (cf), between subpopu-
lations with Xc = x and subpopulations with Xc 6= x in the original data
(black) and after GPS implementations (colored). All three GPS implemen-
tations perform similarly and all improve confounder balance substantially.
Results correspond to the default setting are described in Table 1.
fect is small the proposed approach eliminates the bias if the RC model is
correctly specified and has good fit (See Figure A5 in Supplement). When
confounding is large the proposed approach significantly eliminates the bias
if the RC model is correctly specified and has good fit, yet the variance of
the estimated ATE increases (See Figure A6 and A7 in Supplement). Lastly,
when the RC model is non-linear with respect to error-prone exposure W
the proposed approach significantly eliminates the bias if the RC model is
correctly specified and has good fit. Yet if we only use a linear model as
our RC model (when the data generating mechanism was from a non-linear
model), we do not see bias reductions using the proposed approach (See Fig-
ure A8 in Supplement). Overall, through the simulation study, we show the
RC-GPS approach works remarkably well with varying degrees of exposure
error and confounding bias.
4. Data Application. We apply the proposed RC-GPS method to es-
timate the effect of long-term PM2.5 exposure on health outcomes. While
PM2.5 concentrations are continuous, our interest is in comparing the effects
of exposure in three categories based on pre-specified PM2.5 cut-offs. The
current long-term PM2.5 standard is annual mean of 12.0 µg/m
3, refer to
National Ambient Air Quality Standards (NAAQS) Table (USEPA, 2012)
18 X. WU ET AL.
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
10
15
20
25
30
Subclass, E(2)−E(1)
original 0.1+σ 0.2+σ 0.3+σ 0.5+σ
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l10
15
20
25
30
Subclass, E(3)−E(2)
original 0.1+σ 0.2+σ 0.3+σ 0.5+σ
Fig 4: Sensitivity analysis of the ATE estimates based on GPS approach
using subclassification. Original represents the estimated ATE when the
transportability assumption holds. Various violations of the transportability
assumption are conducted, by sampling γ in the RC model from a distribu-
tion with mean γˆ and augmented standard deviation. The red dashed line
represents the true ATE. Results correspond to the default setting described
in Table 1.
There is a wide literature studying the effect of PM2.5 exposures at these
higher levels (Dockery et al., 1993; Beelen et al., 2014; Kioumourtzoglou
et al., 2016), yet limited literature is available on the effects of exposure at
lower levels (Shi et al., 2016; Villeneuve et al., 2015).
Our interest is in estimating the exposure effects in the lower ranges, the
results of which can help inform future policy regulations. Specifically, we
consider two cut-offs; annual mean PM2.5 levels of 8 and 10 µg/m
3, resulting
in three exposure categories. Our main study population is Medicare partic-
ipants across New England (VT, NH, CT, MA, RI and ME) from 2000 to
2012, and all-cause mortality is the outcome of interest. This study popula-
tion includes a total of 3.3 million individuals with 24.5 million person-years
of follow up, who reside in 2, 202 zip codes.
PM2.5 exposures are determined at each 1km × 1km grid cell using a
spatio-temporal prediction model which uses multiple different sources as
input (Di et al., 2016). Although the prediction model performs well (Di,
Koutrakis and Schwartz, 2016), there is still error associated with these pre-
dictions. For a subset of grid cells we have monitor stations that measure
the actual observed PM2.5 concentrations. We assume PM2.5 concentrations
monitored inside a grid cell are error-free exposures of the average concen-
trations in that grid cell, which is a reasonable assumption (Burton, Suh
and Koutrakis, 1996; Wilson and Suh, 1997; Sarnat et al., 2010). For New
England we have 2, 202 zip codes covered by 217, 660 1km×1km grids (main
study). For a subset of these grids (m = 83) within 75 zip codes, we have
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Fig 5: Locations of monitor stations
in New England (in red). Zip code ar-
eas are drawn in blue.
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Fig 6: The distribution of annual
mean predicted PM2.5 exposures in
the main and the validation study
across 13 years (2000-2012).
actual PM2.5 measured from monitoring stations (internal validation study).
Figure 5 shows the locations of all 119 monitor stations in New England, 83
of which have actual PM2.5 measures. Medicare data is available at the zip
code level, yet PM2.5 exposures are estimated at the grid level. To obtain
annual average PM2.5 at each zip code, we aggregate these gridded concen-
trations through area-weighted averages. The distributions of annual mean
PM2.5 exposures from the spatio-temporal prediction model in the main and
the validation studies are compared in Figure 6, showing that the monitors
are not randomized across areas, i.e. they are more likely to be located at
areas with higher PM2.5 concentrations.
RC Model. The RC stage of our two-stage RC-GPS approach is imple-
mented at the grid level. We have 217, 660 grids in the main study and
83 grids in the internal validation study. After fitting the RC model, we
obtained estimates of the true PM2.5 exposures at each grid cell in New
England. To improve the fit of the RC model we included 14 meteorological
variables as predictors, many of which were significant, with total cloud cov-
erage (p < 0.001) and total precipitation (p = 0.008) as the most significant
ones. The details of model fit are presented in the Supplement. Subsequently,
to obtain annual average PM2.5 at the zip code, we aggregated the grid-level
PM2.5 exposures using area-weighted averages. After the aggregation, we
categorized the exposures into three categories, corresponding to exposure
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levels PM2.5 ≤ 8 µg/m3, 8 < PM2.5 ≤ 10 µg/m3, and PM2.5 > 10 µg/m3.
For each calendar year that participants were at risk, their exposure was the
annual average PM2.5 for that year, based on their zip code of residence.
GPS Model. For the GPS model we include 16 area-level covariates as
confounders. The GPS model is fitted using multinomial logistic regression
with the 16 confounders. The details of the model fit are presented in the
Supplement.
Outcome Analysis. Following the GPS implementations, we fit the out-
come model using a stratified log-linear model with a person-time offset.
We use 4 individual level covariates as stratification variables. We do not
include confounders in the outcome model and assume the GPS implemen-
tations fully adjust for all potential confounding. The incidence rate ratio
(IRR) is estimated from the outcome model, and 95% confidence intervals
(CIs) were obtained by bootstrap with 100 replicates. We constructed the
CIs using standard errors (SEs) estimated by bootstrap under the normality
assumption, since estimation of a SE requires fewer bootstrapped replicates
(25-200) than the direct estimation of the CI (1000-2000) (Efron and Tib-
shirani, 1994). We conducted 100 replicates in the data application.
4.1. Data Analysis Results. For each of the GPS implementations, we
compare the estimated IRR using 1) a GPS approach using error-prone
PM2.5 exposures only, and 2) the proposed RC-GPS approach. To improve
overlap, we trim the data to include only observations with GPS falling into
the overlapping ranges of each GPS element among the different exposure
subpopulations, which removes 1.7% of the original data. For IPTW, we
further set weights equal to 10 if the weights are greater than 10 (Harder,
Stuart and Anthony, 2010), which truncates the weights of 3.1% of the ob-
servations. We conduct the outcome analysis based on the trimmed dataset.
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Table 2
Data Application Results: ATE of long-term PM2.5 exposure on mortality measured by
incidence rate ratios (IRRs). Error-prone implements GPS approaches to adjust
confounding based on error-prone exposures. RC-GPS is based on the proposed approach
adjusting for measurement error by RC model and adjusting confounding using GPS
approaches based on corrected exposures. All 95% confidence intervals were obtained by
bootstrap.
Results for Exposure Levels PM2.5 ≤ 8 µg/m3 vs. 8 < PM2.5 ≤ 10 µg/m3
ATE [95% CI]
Subclassification IPTW Matching
GPS, Error-prone 1.013 [0.999, 1.029] 1.031 [1.021, 1.042] 1.020 [1.004, 1.036]
RC-GPS 1.025 [1.006, 1.045] 1.022 [1.007, 1.038] 1.028 [1.012, 1.045]
Results for Exposure Levels PM2.5 ≤ 8 µg/m3 vs. PM2.5 > 10 µg/m3
ATE [95% CI]
Subclassification IPTW Matching
GPS, Error-prone 1.015 [0.993, 1.037] 1.050 [1.032, 1.068] 1.018 [0.996, 1.040]
RC-GPS 1.035 [0.999, 1.072] 1.030 [1.005, 1.056] 1.035 [1.015, 1.055]
We see in Table 2 that the IRR estimates from the RC-GPS approach are
consistent across all three implementations. The RC-GPS approach yields
more pronounced point estimates compared to the error-prone implemen-
tation. The 95% CIs are overlapping across all three implementations. For
example, using matching we see a IRR of 1.028 under RC-GPS, for expo-
sure category 1 vs. category 2, meaning a moderate exposure level of annual
average PM2.5 (8 < PM2.5 ≤ 10 µg/m3) causes a 2.8% increase in all-cause
mortality compared to low exposure level of annual average PM2.5 (PM2.5
≤ 8 µg/m3). Using error-prone exposures we see less consistent results across
the three different GPS implementations. The difference in results across the
three GPS implementations indicates that these three approaches have dif-
ferent levels of sensitivity to measurement error. It is worth noting that
trimming weights in IPTW will affect the estimate of ATE itself (Harder,
Stuart and Anthony, 2010), thus possibly causes the differences in results
between IPTW and the other two approaches.
We assess overlap by evaluating the distributions of the GPS elements for
each exposure category as discussed in Section 3.3. Comparing the figures
before and after trimming (See Supplement), we notice the overlap assump-
tion does not hold using the original data, but improves after trimming. This
highlights the necessity of trimming in order to improve overlap. We assess
the balance by calculating the ASB for each confounder for the different ex-
posure categories (e.g. Xc = 1 vs. Xc 6= 1) as discussed in Section 3.3. It is
also important to note, that based on the calculations and figures the GPS
implementations largely improve covariate balance for most of confounders
(See Figure 7 and Table A10 in Supplement).
22 X. WU ET AL.
0.0 0.5 1.0 1.5
Xc = 1 vs Xc ≠ 1
MdVlHs
Humidity
PctAml
MdHsIcm
PctA1c
smokerate
PctLDL
Temperature
PctblPvt
BMI
OzoneSummer
PctblSch
PctOwnHs
HspPct
PopDen
BlkPct
0.0 0.5 1.0 1.5
Xc = 2 vs Xc ≠ 2
PctOwnHs
BlkPct
PctA1c
PctLDL
PctblPvt
PctblSch
PctAml
HspPct
OzoneSummer
Temperature
Humidity
PopDen
MdHsIcm
smokerate
BMI
MdVlHs
0.0 0.5 1.0 1.5
Xc = 3 vs Xc ≠ 3
Humidity
smokerate
PctblPvt
MdVlHs
MdHsIcm
PctAml
Temperature
PctA1c
PctLDL
HspPct
BlkPct
PctOwnHs
PctblSch
PopDen
OzoneSummer
BMI
Subclass IPTW Matching Original
Fig 7: Absolute Standardized Bias (ASB). Each panel represents the abso-
lute standardized biases for each confounders, between subpopulation with
Xc = x and subpopulation with Xc 6= x in original data (black) and after
GPS implementations (colored). All three GPS implementations improve
the covariates balances for most of confounders.
5. Discussion. We developed an innovative two-stage approach, RC-
GPS, to estimate the average causal effect on a categorical scale in the
setting of GPS analysis while correcting for measurement error in continu-
ous exposures. Our simulation study shows that the proposed method has
the potential to fully adjust for both the mismeasured exposure as well as
confounding bias. We have also conducted sensitivity analyses and showed
that the approach is robust under modest levels of model misspecification
and assumption violations.
The assumptions for the first component of our proposed approach, the
RC model, are 1) transportability and 2) non-differential measurement error
(surrogacy). In our setting, we require the transportability of E(X|W,D).
Although this is not verifiable, it can be evaluated by sensitivity analysis,
which we included as part of our simulation study in Section 3. We see that
in simulation scenarios considered, results are robust to the violation of this
assumption. For the application, one should give careful thought about how
likely this assumption will hold, and a sensitivity analysis to assess how the
ATE varies for the violation of transportability assumption is recommended.
The non-differential measurement error (surrogacy) assumption is believed
to be held in many similar settings in air pollution studies (Dominici, Zeger
and Samet, 2000; Kioumourtzoglou et al., 2014; Hart et al., 2015). We believe
it holds, since in the context of air pollution applications, it is reasonable
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to assume that given the true exposures and confounders, the error-prone
exposures do not provide any additional information on the health outcomes
(i.e. mortality). In our study, we only consider the RC model as a linear
regression model, though the form of RC model is not restricted to linear
regression. However, since the RC model is only an approximation, fully
adjusting for measurement error relies on assumptions, e.g. measurement
error is “small” (Carroll and Stefanski, 1990), or outcome models without
severe curvature (Carroll et al., 2006), if other forms of the RC model are
used.
The regression of X on (W,D), is an art (Carroll et al., 2006), since true
model of X|W,D can never be known. Therefore, assessing the robustness
of the RC to model misspecification is very important. In summary, we
considered three types of model misspecification for the RC model (2.2) in
simulations: 1) vary γ in a correctly specified RC model, 2) exclude covari-
ates D associated with the measurement error in the RC model, 3) vary the
true model structure of the RC model by introducing a non-linear (quadric)
relationship between true exposure X and error prone W . The first type of
model misspecification introduces additional variability in estimating the co-
efficients γ, although it does not violate the true structure of the RC model
(2.2). Under this type of misspecification, we found that the RC-GPS main-
tains the capability to eliminate the bias, yet the variances of the estimated
ATE increase. The second type actually violates the specification of the RC
model (2.2) since omission of the covariates D changes the mean function.
We found that under this type of model misspecification, the RC-GPS ap-
proach still reduces the bias, although it does not completely eliminate it.
The third type (shown in Figure A8 in Supplement) is a severe misspec-
ification, since we introduce a non-linear relationship between X and W ,
which we ignore when we fit the RC model. We present this type of extreme
model misspecification to show that under such a severe case, bias reduction
is not guaranteed. Correct specification of the RC model, however, would
still eliminate the bias. It is highly recommended, therefore, that goodness
of fit is assessed and sensitivity analyses performed to best characterize the
functional form of the RC model in real-life applications.
For the GPS implementation, there are three main assumptions 1) no-
interference, 2) overlap, and 3) weak unconfoundeness. The no-interference
assumption is a fundamental assumption in the potential outcome frame-
work. In the air pollution context it could be violated as exposure in the
current period could affect mortality in subsequent periods (Baccini et al.,
2017). Baccini et al. (2017) argue that by enlarging the time window of
exposure averages the no-interference assumption is more likely to hold. In
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the data application we consider long-term annual mean exposures (rather
than short-term daily exposures), which will likely increase the validity of
the assumption.
As we saw in the data application, there are settings in which the overlap
assumption does not hold. A common approach, and also the approach we
used in data application, to improve overlap is trimming the sample by dis-
regarding subjects with low and high values of GPS elements (Crump et al.,
2009). Yet the limitation is that by doing so we alter the target population,
and thus the target estimand. The estimated ATE based on the trimmed
sample, can deviate from the quantity of interest, i.e. the ATE for the whole
population, thus we need to carefully think about the generalizability of our
results. In our data application, 1.7% of the observations were trimmed. We
compare population characteristics in the entire population and trimmed
population, and there is no evidence that those two populations are signifi-
cantly different (See Table A8 in the Supplement).
The unconfoundeness assumption is not verifiable, since data is always un-
informative about the distribution of counter-factual outcome for unreceived
exposures, yet this is a common assumption in propensity score analysis. In
our setting, we only assume weak unconfoundeness, which only requires the
potential outcome for each category of exposure and the exposure to be as-
signed at the corresponding category, are pairwise independent conditional
on all potential confounders (Imbens, 2000). It is weaker than strong un-
confoundeness defined in Rosenbaum and Rubin (1983), which requires the
joint distribution of potential outcomes to be independent with the assign-
ment mechanism for all exposures conditional on all potential confounders.
The limitation of weak uncoundoudedness is that we are not able to estimate
ATE for subpopulations, i.e. the ATE in populations with exposure category
1 and 2 only. However, the interest is usually in estimating the ATE for the
whole population, which can be estimated under weak unconfoundeness.
For inference, the main strategy is to use bootstrapping to obtain the CIs,
and the validity of inference is guaranteed by the validity of the bootstrap
procedures. The RC stage in most scenarios does not introduce a substan-
tial amount of additional variability in effect estimates, except when both
the RC model lacks fit and the validation size is small (See Table A2-A3
in Supplement). In the data application, the results show (slightly) wider
CIs for RC-GPS compared to the naive GPS estimates which do not con-
sider the RC correction (Table 2). The reason that we obtain wider CIs for
RC-GPS compared to GPS without correction is that: 1) the validation size
is relatively small, 2) the propagation of the uncertainty in the RC stage,
3) in our application, Medicare data is available at the zip code level, but
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PM2.5 exposures are estimated at the grid level. To obtain annual average
PM2.5 at each zip code, we aggregate these gridded concentrations through
area-weighted averages. The aggregation procedure itself could potentially
introduce a lot variability as well. Explicitly, the aggregation procedure may
amplify the uncertainty during the estimation of RC models. The GPS esti-
mation stage, in general, does not increase the variability in effect estimates
compared to those using the true GPS, since Lunceford and Davidian (2004);
Abadie and Imbens (2016) proved that for all three types of PS implemen-
tations using the estimated PS is more efficient than using the true PS in
large samples, and the arguments in Imai and Van Dyk (2004) confirmed the
conclusion can be extended to GPS settings. We found similar finite sample
properties in simulations (See Table A4-A5 in Supplement).
This data application illustrates the ability of the proposed RC-GPS ap-
proach to estimate corrected causal effects between long-term PM2.5 on a
categorical scale and all cause mortality. There are a few potential limita-
tions in our analysis of the data application. The first is that the validation
data is not a random sample of main study, since monitor locations are
not randomized across areas, i.e. more monitors are within urban areas,
which could impact the transportability assumption. However, by condi-
tioning on additional covariates in the RC model, such as weather variables
which explain geographical heterogeneity between grid cells, the transporta-
bility assumption is more likely to hold. The second is that the RC model
is not guaranteed to be correctly specified or have a good fit, due to both
lack of potential predictive covariates and modeling assumptions. The third
is that the estimated GPS can be biased since it relies on correct specifi-
cation of the GPS model, and is not robust to unmeasured confounding.
The correctly specified GPS maintains a balancing property as described
in Section 3.3. In the data application, we assessed balance and there was
some evidence of imbalance. Even with some evidence of imbalance, the ad-
vantage of GPS approaches is that they are more robust to outcome model
misspecification compared to fitting outcome models with confounders as
covariates. The fourth is that overlap may still be limited even after we
trim the data. There is always a trade-off between guaranteeing overlap and
trimming out samples excessively, thus modifying the population. The fifth
is the cut-off selection. In the data application, cut-offs were selected from a
policy perspective. The first PM2.5 cut-off was selected at 10 µg/m
3, which
is the current Air Quality Guideline proposed by the World Health Organi-
zation (WHO) for annual PM2.5 concentrations (WHO, 2018). Currently, in
the US the NAAQS is 12 µg/m3 (USEPA, 2012). Understanding, therefore,
the effect of PM2.5 exposure on mortality in the US population at lower
26 X. WU ET AL.
levels, like the WHO guideline or even lower, is of great interest, as it can
inform regulatory action. This is also the motivation behind including an
additional cut-off at 8 µg/m3 annual mean. From a statistical perspective,
potential cut-off choices could be driven by modeling assumptions. Specifi-
cally, cut-offs can be selected to ensure that the overlap assumption holds
for valid causal inference. Based on the distribution of annual mean PM2.5
exposures, the chosen 8 µg/m3 and 10 µg/m3 cut-offs divide the units into
three categories approximately evenly, which arguably is more likely to en-
sure overlap. We have also conducted some sensitivity analysis to evaluate
the overlap assumption (See Table A9 in the Supplement); the current cut-
off points (8 µg/m3 and 10 µg/m3) provided the best overlap.
Although air pollution has motivated our application, the proposed RC-
GPS approach is not limited to one specific area. One other potential appli-
cation of this approach could be in the setting of clinical studies of biomark-
ers. Commonly, in clinical trials, we are interested in the dose response of
categorical levels of drug doses, e.g. Vitamin D supplements, yet in order
to evaluate this treatment in human subjects, we measure the biomarkers,
e.g. blood levels of Vitamin D. In this setting we might have an error-prone
continuous treatment for each patient based on blood work from routine
medical examinations, and an internal subset of samples for which we know
the true treatment based on blood work from a more robust central labo-
ratory. The accurate measures of blood samples through a standard central
laboratory are costly and infeasible for every patient, and therefore we ob-
tain this gold-standard measurement only for a subset of patients (internal
validation study). A detailed example can be found in Gail et al. (2016). In
such study designs, one can fit a RC model to estimate true treatments for
each patient. After that, one can use GPS based on the estimated true treat-
ments in the main study, in order to obtain causal effects for various vitamin
D doses, to determine the most effective dose of Vitamin D supplements.
The RC-GPS approach introduced in this paper is the first approach
which allows for the correction of exposure error in both design and analysis
phases using GPS, and assesses covariate balance through standardized bias
in the context of GPS for categorical exposures. It can be further generalized
to estimate causal effects on a continuous scale rather than categorical to
answer different scientific questions. Simulations have shown the proposed
approach is robust and we are optimistic about the adaption of the approach
to various research areas.
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