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Este trabajo que el lector tiene en sus manos es la culminación de dos de los
proyectos que he llevado a cabo en el Grup de Magnetisme de la Universitat de
Barcelona. El material que aquí se incluye es un fragmento de todo el trabajo
realizado en estos años, una recopilación de aquellos proyectos que han llegado a
buen puerto. A lo largo de esta disertación expongo mi contribución al campo
de la física del estado sólido y del nanomagnetismo, centrada en el estudio del
fenómeno de las deflagraciones magnéticas. El objetivo que persigue esta tesis es
impulsar el estudio de dichas deflagraciones magnéticas gracias, por una parte al
descubrimiento del fenómeno en un sistema nuevo y prometedor como es el com-
puesto intermetálico Nd5Ge3, y por otra a la presentación de un método nuevo de
medición de las dependencias espacio-temporales de las mismas utilizando técnicas
magneto-ópticas.
Manteniendo el hilo conductor del fenómeno de las deflagraciones magnéticas,
esta tesis doctoral se divide en dos partes. En la primera parte presento mis in-
vestigaciones en un sistema bien conocido como es el Mn12 ac. El estudio de las
deflagraciones magnéticas en ese sistema empezó unos diez años atrás, y el Grup de
Magnetisme de la Universitat de Barcelona ha sido uno de los mayores impulsores
en su estudio, bien por experimentos propios, bien por colaboraciones con otros
grupos. Hasta la fecha de los experimentos presentados en esta memoria, el estu-
dio de la evolución espacio-temporal de las deflagraciones magnéticas era llevado a
cabo utilizando dos opciones experimentales: agrupaciones equidistantes de sondas
Hall, o conjuntos de bobinas colectoras. Sin embargo, ninguno de esos métodos
es capaz de obtener información detallada de la forma y dinámica del frente de
deflagración. Para alcanzar una resolución espacial suficiente se decidió estudiar el
fenómeno mediante técnicas magneto-ópticas. Los experimentos se llevaron a cabo
en la Vrije Universiteit Amsterdam, en colaboración con el Prof. Wijngaarden. Mi
contribución en estos experimentos consistió en el tratamiento y análisis de todos
los videos obtenidos. A partir de los videos tratados (consiguiendo duplicar la
resolución temporal de los mismos con una pérdida pequeña de resolución espa-
cial), seleccioné las regiones que consideré que podían aportar información sobre
la evolución de las deflagraciones y estudié cómo los niveles de grises variaban
xiii
entre los consecutivos fotogramas. Los resultados confirmaron la presencia de de-
flagraciones magnéticas. Sin embargo, al analizar los datos en detalle se hicieron
patentes ciertas deficiencias en el procedimiento de medición que afectaron a la
resolución temporal del experimento. Debido a estas deficiencias, las evoluciones
obtenidas, y por consiguiente las velocidades, se mantenían aproximadamente con-
stantes, independientemente del campo magnético aplicado en el momento de la
ignición de las deflagraciones. A raíz de todos los experimentos previos sobre defla-
graciones es sabida la fuerte dependencia de la velocidad con el campo magnético
externo. Lo que sucedió es que se midió sin tener el cuenta que el equipo de medida
actuaba como un filtro pasa-bajos, limitando la resolución temporal “efectiva” a
unos 60 µs. Sin embargo, como se explica en el capítulo, creemos que es posible
resolver dichas deficiencias, por ejemplo, modificando el proceso de medida para no
tener en cuenta el signo del campo. Corrigiendo ese factor, la velocidad de captura
podría multiplicarse por tres. Esa pérdida de la información de la dirección del
campo no sería crucial en nuestro caso ya que lo que se busca es la propagación
de la inversión de magnetización, por lo que si existiera un frente en movimiento
siempre se vería, fuera cual fuera su signo (es decir, empezando la inversión en un
extremo de la muestra o en el otro).
La segunda y más extensa parte de la tesis está dedicada al segundo material en
el que se estudian deflagraciones magnéticas, el compuesto intermetálico Nd5Ge3.
Motivados por el descubrimiento del fenómeno de la deflagración magnética en la
transición meta-magnética entre los estados antiferromagnético y ferromagnético
del compuesto intermetálico Gd5Ge4, encontramos en Nd5Ge3 el candidato perfecto
para extender de forma definitiva el estudio de las deflagraciones magnéticas más
allá de los imanes moleculares. Dos propiedades remarcables del comportamiento
magnético del Nd5Ge3 son las que nos hicieron centrar nuestra atención en el mate-
rial. Primero, se trata de uno de los pocos sistemas en los que mediante un campo
magnético externo se induce espontáneamente un estado ferromagnético (FM) con
gran irreversibilidad proviniendo de un estado antiferromagnético (AFM), y se-
gundo, que los cambios magnéticos que experimenta el sistema, tanto dicha tran-
sición AFM→FM como la inversión de la magnetización en el estado FM, ocurren
de forma muy abrupta, siendo también uno de los escasos sistemas que presenta
esta propiedad.
Antes de estudiar en detalle las deflagraciones en Nd5Ge3, y debido a la poca
literatura existente sobre medidas en monocristales de este material, dedico tres
capítulos al estudio de sus propiedades magnéticas, térmicas y eléctricas, tanto
estáticas como dinámicas. La intención no es únicamente extender y/o reproducir
las medidas ya realizadas en policristales, sino obtener toda la información posible
del sistema y así poder explicar la propiedades de las deflagraciones magnéticas. En
esas medidas encuentro una variedad de fenómenos interesantes, desde generación
xiv
espontánea de voltaje durante las deflagraciones magnéticas, hasta la aparición de
saltos espontáneos de la magnetización con el tiempo (manteniendo la temperatura
y el campo magnético constantes), pasando por la obtención de términos de origen
antiferromagnético en la dependencia térmica de la capacidad calorífica del estado
ferromagnético saturado, o una magnetorresistencia gigante entre ambos estados,
entre otros.
Como veremos en el quinto capítulo, las medidas experimentales confirman la
existencia del fenómeno de la deflagración magnética en ambas fases, AFM y FM,
siendo de esta forma la primera vez que este fenómeno es observado en dos dis-
tintas fases de un mismo sistema, y más importante, siendo la primera vez que se
da en un ferromagneto. La inversión de magnetización en los ferromagnetos suele
estar regida por la creación y el desplazamiento a altas velocidades de paredes
de dominio, con velocidades directamente proporcionales a la magnitud del campo
aplicado. Sin embargo, las “bajas” velocidades encontradas, junto con la dependen-
cia altamente no-lineal de éstas con el campo aplicado descartan la posibilidad de
estar ante la presencia de dominios en movimiento. La velocidad de propagación
del frente obtenida en la teoría de deflagraciones, aunque siendo ésta desarrollada
para los sistemas como el Mn12 ac, se ajusta bien a los datos experimentales. De
dicho ajuste somos capaces de obtener la difusividad térmica del Nd5Ge3 entorno
a los ∼ 15 K, obteniendo valores comparables con los de otros compuestos in-
termetálicos. Utilizando la bondad del ajuste, extrapolamos la velocidad teórica
hacia campos magnéticos elevados y encontramos la posibilidad de que ésta iguale
o supere la velocidad del sonido en el material. Es decir, la posibilidad de pasar
de deflagraciones magnéticas a detonaciones magnéticas. Lo más remarcable es
que esta posible transición se observa en la extrapolación para campos menores
de 50 kOe. Esto quiere decir que, en principio, reduciendo la temperatura a de-
cenas de milikelvin (evitando así deflagraciones espontáneas antes de llegar a los
campos elevados), podríamos ser capaces de obtener medidas de dicha transición.
Sin embargo, tal como se muestra en el desarrollo del último capítulo de la tesis,
el estudio de las deflagraciones espontáneas en función de la temperatura llevado
a cabo en un criostato de dilución, en el que se alcanzan temperaturas de hasta
∼ 30 mK, resultó un claro ejemplo de serendipia. En vez de alcanzar velocidades
supersónicas, lo que encontré fueron unas discontinuidades de salto en los campos
de deflagración espontánea no predichas. Por lo tanto, el capitulo pasa a enfocarse
en su estudio, concluyendo que su origen está relacionado con propiedades intrínse-
cas del Nd5Ge3, más concretamente propongo que están directamente relacionadas
con una gran anisotropía en las propiedades de transporte de la muestra.
Para terminar, en las conclusiones generales de esta tesis menciono qué creo que
debería seguir investigándose en este material (no solo en lo referente a deflagra-
ciones) y propongo una lista de materiales en los que creo que podrían encontrarse
xv
también deflagraciones magnéticas. Espero que esta tesis abra el camino para
el estudio exhaustivo de las deflagraciones magnéticas en una amplia familia de
materiales ferromagnéticos, y espero que dichos estudios puedan llevarse a cabo




The goal pursued in this thesis is to study the magnetic deflagration phenomenon
in two very different magnetic systems, using two very different experimental tech-
niques.
In the first section of this introductory chapter I present the general concept of
deflagration in a magnetic system, setting the theoretical framework, and present
the state of the art of the field. The second and last section of the chapter is devoted
to the description of the structure of the thesis, highlighting the motivations, and
the consequences of the results obtained, in each part.
1.1 The magnetic deflagration
The propagation of a combustion front at subsonic speeds driven by the transfer of
heat is what is known as deflagration. One associates combustion with fire because
it is in our daily live, but fire is only a type of combustion, a fast, glowing and
high-temperature one. As combustion is defined as a reaction between a fuel and
an oxidant that produces heat (exothermic) and a conversion of chemical species,
one should expect as well the existence of slow and low-temperature combustion
processes [1]. This is the case of the combustion of solid materials which can be
sustained without a flame, as it happens in coal among many solids. It is possible
to have a combustion without involving chemical reactions? The answer is yes.
Imagine a process where a system (fuel) is in a metastable state (oxidable) and
receives enough energy to relax to its stable state (oxidized) with the consequent
release of energy. This is nothing but a general definition of the combustion process
where many systems can fit.
1
1. Introduction








Figure 1.1: Energy profiles of a magnetic system defined by a classical spin
~s = ~S/S in the presence of a magnetic field Hz. The terms U , ∆E and U0
represent, respectively, the energy barrier to overcome for a system with sz =
−1, the energy released of a system going from sz = −1 to sz = +1, and the
energy barrier without an external magnetic field.
But combustion does not imply deflagration. The two main words in the def-
inition of the deflagration process are propagation and front. Imagine again the
system in the metastable state, surrounded by copies of the same system, all in
the same metastable state. Imagine the system “pushed” towards the equilibrium
state and the energy released in this process. Let us assume that the systems
are in perfect thermal contact, and that the energy released is enough to make
its first neighbors relax to the equilibrium. Now start again and you’ll have all
the ingredients of a deflagration: propagation of a combustion front driven by the
transfer of heat.
1.1.1 Theoretical framework
Let us stop imaging abstract systems. Consider a magnetic system defined by a
classic magnetic moment, ~m = gµB ~S, and an uniaxial anisotropy, in the presence
of a magnetic field parallel to the easy direction of magnetization Hz, governed by
the Hamiltonian
H = −DS2z − gµBHzSz, (1.1)
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where D > 0 is the axial anisotropy constant, g is the Landé factor and µB is the
Bohr magneton, and Sz is the projection of ~S in the direction z. The second term
in this Hamiltonian is due to the Zeeman effect, which breaks the degeneracy of
the ±S states. The energy of this system follows









the reduced field bias, and sz = Sz/S.
Studying the evolution of the minima at sz = ±1 as a function of h, we can
see the barrier that a system in the sz = −1 state under a magnetic field h > 0
has to overcome (see Fig. 1.1) is
U = U0(1− h)2, (1.5)
and the energy difference between the two minima is
∆E = 4hU0, (1.6)
which can also be represented as
∆E = gµBH∆Sz. (1.7)
It is easy to see that an applied magnetic field Ha = 2DSgµB brings the barrier U to
0. This field is called anisotropy field, Ha.
What is the role of temperature in the dynamics of this system? We can
understand temperature as positive energy, so we find another way to effectively
“destroy” the barrier U and promote the system to the lowest energy state (sz =
+1), even in the case of 0 . H < Ha. It is the ratio U/kBT (being kB the
Boltzmann constant) what determines if the system reaches the thermodynamic
equilibrium faster or slowly. In the high temperature case U/kBT ≈ 0 the system
will “jump” to the thermal equilibrium state making sz = +1, while in the low
temperature case U/kBT  1 the system will be out of thermal equilibrium and
the state will remain sz = −1 for a long time.
The dependence of the transition rate between the two minima in energy with
the temperature follows the well known classical Arrhenius’ equation













which accounts for the two different energy barriers due to the bias field, with Γ0
being the called attempt frequency, that depends on microscopic properties like
the gyromagnetic ratio and the damping constant [2], and is usually considered
constant with field and temperature with values between 107–1011 Hz depending
on the material.
In the case where ∆E  kBT , the system can not return to the original state
(sz = −1) once jumped over U barrier. We will call this scenario, when the system
has crossed its Rubicon, the “burned state”, in the sense that no more net energy
can be released by this system, like the wood ashes in a campfire.
Now consider an ensemble of n copies of this system in the presence of a
magnetic field parallel to the easy axis of the system. Let us suppose they form a
crystal in three dimensions, and remain magnetically independent, so the equations
presented before apply to the hole new system. When the ni system makes a
transition from the metastable si,z = −1 to the absolute energy minimum si,z = +1
the energy ∆Ei is released. The crystal, due its finite heat capacity, will thermalize





If U/kBT  1, at a precise moment only a very small number of the n copies
will release heat (due to the negative exponential dependence in U/kBT ), and the
crystal will be able to accommodate that heat creating a smooth temperature pro-
file, with the highest temperature at the center of the sample and the temperature
equal to the bath at the surface, as it happens in any system with a internal heat
production immersed in a thermal bath. But if the crystal can not dissipate the
heat released by the increasing relaxation rate, then the smooth and steady tem-
perature profile becomes unstable and a narrow high-temperature burning front
appears and propagates across the crystal. The magnetic deflagration is started.
It is obvious that the conditions of a deflagration spontaneously ignited will
depend on the next factors: the bath temperature, the crystal size and shape, its
thermal properties and how far the system is from the equilibrium. Thus there are
two rates involved in the condition of deflagration: how fast the heat is generated,
and how fast is diffused. The rate of heat diffusion Γd is proportional to the
thermal diffusivity κ and inversely proportional to the lateral surface of the heat
front of width δ, i. e.,
Γd ∼ κ/δ2, (1.10)
while the heat generation rate Γg is given in the equation (1.8), in this case with
∆E/kBT  1 (we will consider this case from now on). Once the deflagration
front is formed and propagating, both rates can be considered equal, and therefore
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We can define a speed of the deflagration front considering that the front
“burns” a crystal “slice” of width δ during a time Γ−1g , and then moves to the




As we have seen (Eq. (1.8)) the rate of relaxation Γg is essentially a function of
H and T . In the case of the relaxation of a magnetic system located inside the
front of deflagration we should use the right temperature in the expression of the
relaxation rate, let us name the temperature of the front (or the temperature of the
flame) as Tf, which is another of the characteristic parameters of the deflagration
front. So then, one should expect that the speed of the deflagration front on a
crystal made of identical magnetic systems governed by the Hamiltonian shown in










A more rigorous derivation of the expression of the speed will come in the
following chapter, where a detailed study of the deflagration threshold and the
temperature of the flame will be presented. But for the purpose of this section
this straight derivation is sufficient.
We have focused on a magnetic system to obtain the expressions involved in the
deflagration process, but the functional dependence is still valid for any deflagra-
tion process, magnetic or chemical. As a matter of fact, the analogy of magnetic
deflagration with burning of a flammable substance has been confirmed by the
study of the dependence of the flame speed on the energy barrier. Comparing
both scenarios, chemical and magnetic, is easy to one to realize the great advan-
tages of studying the properties of deflagrations in magnetic systems rather than
in chemical, because, opposite to the later, in the former the barrier can be tuned
and the process is of a reversible nature.
1.1.2 State of the art of the field
Deflagration phenomena in the reversal of magnetization has been reported in
molecular magnets, Mn12 ac and Fe8 (Ref. [3] and references therein, and Ref. [4],
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respectively). This phenomenon is also found in systems with abrupt magnetic
phase transitions. Deflagration in metamagnetic transitions has been observed first
in manganites [5–7], and later in the intermetallic compound Gd5Ge4 (Ref. [8, 9]),
where the metamagnetic transition is induced by a change in the crystallographic
structure.
As magnetic deflagrations can appear spontaneously when one of the experi-
mental parameters under control is changed (namely temperature, magnetic field,
pressure, etc.) the experimental investigation of the laws of the spontaneous de-
flagration phenomenon is rather limited. However, different techniques have been
developed to trigger the occurrence of magnetic deflagrations under desirable con-
ditions, leading to the precise test of the theoretical laws. These triggers consist
basically in sending controlled heat pulses to the sample. Those heat pulses act as
a spark that ignites the deflagration process. Attached resistors [10–12], electri-
cal contacts made on the sample [8], or surface acoustic waves (SAW) [5, 13] are
examples of sources that can be used for this purpose.
Simultaneously to the occurrence of the deflagration phenomenon, other effects
related to the magnetic and crystallographic properties of those materials have
been also observed. Quantum properties of the deflagration phenomenon were
observed in the dynamics of the process in Mn12 ac [10, 13, 14] and in Fe8 [4].
Either the speed, the ignition time or the ignition threshold exhibit signatures
related to the resonant quantum tunneling of the magnetic moment. In pulsed
magnetic field experiments, a deflagration-to-detonation transition was suggested
to occur [15]. In manganese based oxides, the AFM→FM phase transition is
accompanied by very fast colossal changes in the magnetoresistance (at times of the
order of tens of microseconds) and with percolation effects even with no avalanche.
This is because the AFM phase is charge ordered and insulating, whereas the
FM one is metallic charge-delocalized. Finally, in Gd5Ge4, the AFM→FM phase
transition is accompanied by a change in the crystallographic structure. Whereas
the AFM state crystallizes in the O(I) low volume orthorhombic polymorph form,
the FM one crystallizes in the O(II) high-volume form [16]. Nevertheless up to
the date where the results shown in this thesis were presented, no experimental
evidence had been observed of deflagration phenomena within a FM state, nor in
both AFM and FM phases of a single system.
1.2 The structure of this thesis
Since every chapter begins with a short introduction, in this section I will just
highlight the main aspects of the thesis.
In the second chapter of this thesis I will present the study of magnetic deflagra-
tion in single crystals of the prototypical single molecule magnet Mn12 ac, using
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the magneto-optical imaging method, never done before. Theses measurements
were performed in collaboration with Dr. Wijngaarden, from the Vrije Universiteit
Amsterdam. In the chapter the reader will find out that, effectively, the defla-
gration process can be explored using this technique. However, by the end of the
chapter I will show how some of the experiments revealed hidden experimental
limitations, which should be solved in order to extend the experiments in detail.
It is worth to mention that my contribution to this experiment required the use of
new tools, like scriptable image and video processing software.
The second part of the thesis include the other five chapters. Such a differ-
ence in length between both parts is due two factors. The first factor is that the
Mn12 ac is a very well known system, with few new experiments to study (I know,
one never should say this); while on the contrary, the Nd5Ge3 intermetallic com-
pound has been barely studied in its single crystalline form, and therefore there are
many experiments to conduct to understand its dynamics. The second factor that
explains the difference in length is the rich phenomena that this intermetallic com-
pound presents directly related with the abrupt magnetic changes that possesses.
As the reader will see, in this system sudden changes occur in every studied phys-
ical property when the magnetization changes in a stepped manner. Motivated
by the magnetic deflagration phenomena reported in the metamagnetic antiferro-
magnetic to ferromagnetic (AFM→FM) transition of the intermetallic compound
Gd5Ge4, we found in Nd5Ge3 the perfect candidate to extend definitively the study
of magnetic deflagrations beyond the realm of the single molecule magnets. Two
fundamental properties of the magnetic dynamics of the Nd5Ge3 system make it
so remarkable. First, it is one of few systems with a large irreversible AFM→FM
transition induced by the magnetic field, and second, the magnetic changes during
its magnetization processes occur in a stepped manner. Therefore, the motivation
to investigate the possibility of finding for the first time magnetic deflagration
phenomena in a ferromagnet, and also for the first time in two different magnetic
phases of a given material, was very high.
In the first two chapters dedicated to the Nd5Ge3 I explore the magnetic prop-
erties, the heat capacity and the electric resistivity. Some of the measurements
were not previously reported in a single crystal. In the fourth chapter I explore
explicitly the spontaneous field-induced avalanches in magnetism, heat capacity
and resistivity. The reason of this three chapters is to have as much ingredients as
possible to be able to answer the questions that the possible magnetic deflagrations
would raise. I say possible because it is not until the fifth chapter of this thesis
when we get the experimental confirmation that the field-induced spontaneous
avalanches that the compound present correspond to magnetic deflagration phe-
nomena. In this chapter the magnetic deflagrations were studied in detail in the
AFM→FM transition and in the FM reversal, as a function of the magnetic field
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and the temperature. Using a dedicated setup of pick-up coils and resistors the
spontaneous and induced deflagrations are explored, obtaining good estimations
of the propagation speed and the temperature of the deflagration flame. Using the
theoretical framework of the magnetic deflagrations we fit the speed propagation
of the front to the experimental data using only one parameter, the heat diffusivity
of the material; obtaining a value within the range of heat diffusivities found in
other intermetallic compounds.
In the last chapter, extrapolating the results obtained in the induced deflagra-
tions at 2 K, I tried to reach a supersonic propagation regime lowering the tem-
perature of the system to tens of millikelvins. The experiments were performed in
a 3He 4He dilution refrigerator. Nevertheless, while the theoretical curve pointed
the possibility of the occurrence of magnetic detonations, I found a totally unex-
pected behaviour. As the temperature was lowered, different reproducible jump
discontinuities appear in the spontaneous magnetic field. In the chapter different
explanations are considered, but the fact that the discontinuities appeared as well
measuring in a very different cryostat, took me to interpret them as an intrinsic
property of the Nd5Ge3. That would imply some hallmarks in the voltage signals
induced in the surrounding coils. Effectively, the whole set of spontaneous defla-
grations was scrutinized, resulting in the hypothesis that the system possess very
anisotropic heat transport properties, which derive in highly anisotropic magnetic
deflagration fronts.
As the reader will see through this dissertation I investigate moved by the
pressing need of understanding every little detail of an experiment. I do not find
any other reason to do this job. I know that I will not have all the answers but I
never surrender. I love to learn, I love to discover, I love to understand. I wish to





In this chapter I present the first experimental study of magnetic deflagrations
using the magneto-optical technique. I will first introduce the magnetic prop-
erties and the concepts of magnetic deflagration of the single molecule magnet
Mn12 acetate. After the introductory part I will present the state of the art of
the magnetic deflagrations in this compound, right before describing the theoret-
ical and experimental framework of the magneto-optical measurements. The last
part of the chapter is devoted to the analysis and discussion of the results that I
obtained in the experiments.
2.1 The Mn12-ac single-molecule magnet and its
dynamics
In this section we will present one of the most known and studied molecular mag-
nets, and the subject on the first part of this thesis, the Mn12-acetate. Its magnetic
structure and dynamics will be introduced focusing on the properties relevant to
the study of magnetic deflagrations.
While it was first synthesized in 1980 by T. Lis [17], who already pointed that
this molecule should have interesting magnetic properties, it was more than ten
years later, in early 90s, when some of this interesting properties start to be re-
vealed, like the giant molecular spin of S = 10 [18] and its magnetic bistability [19].
In the next few years a great interest was devoted on this system, becoming the
seed of a completely new discipline in magnetism, the single-molecule magnets
(SMMs), where the entire magnet can be understood basically from the properties
9
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cubane (on the right) that is surrounded by a ring of eight Mn3+ ions held
together by eight O2– ions (on the center). Manganese atoms Mn3+ and Mn4+
are represented in red and orange, respectively; oxygen atoms are represented in
green color. The spins in both substructures are coupled parallel, while between
substructures the spins are coupled antiparallel.
of one molecule, providing the possibility to observe macroscopic quantum effects
without needing new types of experiments nor technologies, e. g., the steps at
regular intervals of applied field in the hysteresis loops of Mn12 [20–24]. Some of
the relevant work on this SMM was performed by our group, including the first
experimental evidences of the macroscopic tunneling of the magnetization.
2.1.1 The Mn12-ac molecule
The Mn12-acetate, or Mn12-ac, or simply abbreviated Mn12, is a complex metalor-
ganic compound with the chemical formula (Mn12O12(CH3COO)16(H2O)4). The
core of a molecule of Mn12-ac is comprised of an inner [Mn 4+4 O4]
8+ cubane, sur-
rounded by a ring of eight Mn3+ ions held together by eight O2– ions (see Fig. 2.1).
The residual free sites of the manganese ions are occupied with eight axial and
eight equatorial acetate ligands and four water molecules.
The intramolecular coupling of magnetic ions is mediated by indirect exchange
through oxygens. The eight spins of the Mn3+ (S = 2) are ferromagnetically cou-
pled giving a spin of S = 8×2 = 16; the four Mn4+ ions are also ferromagnetically
coupled with an spin S = 3/2 per ion, resulting S = 6; nevertheless, the coupling
between ions of different substructures is antiferromagnetic. Therefore, the total
spin of the Mn12-ac is S = 10. The magnetic coupling between ions was deter-
mined by X-ray magnetic circular dichroism (XMCD) [25] and the total spin was
10
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proven by means of electron paramagnetic resonance (EPR) [18]. This magnetic
structure corresponds to the ground state and remains up to temperatures above
50 K, meaning that for lower temperatures the interactions between manganese
ions can be ignored and the molecule can be treated as a unique rigid entity with
spin S = 10.
The Mn12-ac crystallizes in a tetragonal lattice as it has been determined by X-
ray characterization with lattice parameters a = b = 1.732 nm and c = 1.239 nm.
As the cluster is surrounded by a considerably large shell of acetates and water
molecules, the magnetic cores fall apart between each other in the crystalline struc-
ture leading a negligible intermolecular magnetic interaction. The crystallization
aligns the easy axes (c) of the molecules (Fig. 2.2) along the growing axes of the
crystal —this fact will be very convenient as we will see later on. Due to the
symmetry of the lattice and the symmetry of the Mn12-ac molecule the resulting
magnet posses a large anisotropy. This is one of the key properties that have
made this SMM so important, because it has one of the larger, if not the largest,
anisotropy barrier. The experimental measurements show that the anisotropy field
is µ0Ha ≈ 10 T. From this one can calculate the energy barrier at zero-bias and





D ' 0.6 K
U0 = DS
2 ' 60 K
, (2.1)
where the value of the gyromagnetic factor used g is 1.9, based on EPR experi-
ments [18].
2.1.2 Magnetic properties of Mn12-ac
The magnetic properties of the Mn12-ac relay basically on the magnetic properties
of the Mn12O12 core, and the effects of the ligands on the magnetism of the system
can be ignored in a first approximation. Nevertheless, in order to completely
understand its magnetic properties one has to take into account the effects that
the ligands can have on the magnetic core properties like symmetry properties,
oxidation levels etc. Taking this effects into account is crucial when comparing
molecules with the same core (Mn12O12) but different ligands, like, for instance,
other carboxylic acids instead of acetate.
As we have seen in the previous section, the Mn12O12 spin is the sum of the
spins of the 4 manganese ions of the inner cubane and the spins of the 8 man-
ganese ions of outer ring. The spin of the core is the result of the addition of
the ferromagnetic coupling between ions belonging to the same substructure and
the antiferromagnetic coupling between ions of different substructures. Another
11








Figure 2.2: Projections of the Mn12O12 core. On the left the core is viewed
along the easy axis c; on the right is viewed perpendicular to the easy axis.
remarkable property of this molecule is the presence of a strong Jahn-Teller dis-
tortion in the of Mn3+ ions [17] which results in a large uniaxial anisotropy in the
molecule. The first approximation, therefore, is to describe the system with the
Hamiltonian of one spin S in an uniaxial anisotropy lattice
H = −DS2z − gµB ~S · ~H, (2.2)
where the term gµB ~S · ~H is the Zeeman term (this equation is a generalization
of Eq. 1.1). Higher order anisotropy terms as the dipolar and hyperfine terms
are omitted in this first approximation. Considering only the longitudinal term
(parallel to the easy axis c oriented along z), the Hamiltonian commutes with Sz
and we can choose |m〉 eigenstates of the Sz operator as a basis. Therefore the
energy levels of this system follow the relation
Em = −Dm2 − gµBHzm, (2.3)
withm being the discrete projection of the magnetization defined by −S ≤ m ≤ S.
Thus, the number of possible magnetization states is 21 = (2×10+1). The energy
profile is two-wells with energy levels stacking decreasing the absolute value of m,
as the m = ±S levels are the lowest energy levels. In the figure 2.3 we can see the
energy levels and its dependence on the longitudinal applied field. In the absence
12
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Figure 2.3: Spin energy levels of the Mn12 molecule (defined with Eq. (2.2)).
Different realizations are shown as a function of a positive longitudinal external
field, increasing field from left to right. When the relation of the external field
and the resonant field is an integer n the system is resonance and the levels
m & m′ = −m− n will be degenerated.
of external field the energy levels are degenerated as Em = E−m, so the energy
levels are in resonance.
The effect of the longitudinal applied field is the rupture of the degeneracy, but
for specific values of Hz the degeneracy appears again so Em = E−m−n (Fig. 2.3,
3rd from the left). The values of Hz for that to happen are




being n a integer number. Is important to remark that Hz,n does neither depend
on m nor on m′, which implies the degeneracy of all the “degenerable” levels at
the same time, as can be seen in the figure mentioned above.
Now we can consider the case where a perpendicular magnetic field is present:
H = −DS2z − gµB(HzSz +HxSx). (2.5)
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The main consequence is that, due to the new x term, Sz does not commute
with the Hamiltonian, so m is no longer a conserved quantum number. As a
perturbation, this term mixes the degenerated states |m〉, which can now tunnel
under the barrier to states of the same energy. Thus, taking into account this term,
the degeneracy is removed due to the mixing of states and the system can change
its spin m to m′ on the other side of the energy barrier without the needing of
overcome it energetically. This is one of the most important features of the system
and will be explored along this chapter.
The splitting of the levels due to the mixing term was calculated by D. Garanin
in 1991 [26]. His formula for the energetic splitting between symmetric and anti-
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This quantum tunneling behavior has been observed in experiments even at zero
external magnetic field —when crossing the ~H = 0 in a hysteresis loop a enhance-
ment of the relaxation rate. This is now obvious looking the equation above.
Imposing Hz = 0 (n = 0), we can easily obtain the splitting of the energy levels























It is easy to see how that, due to SHx/Ha  1, the splitting between levels m
and −m grows as decreasing the value of m. This feature can be seen in figure 2.4
at zero longitudinal field. As we just said, the change in magnetization at zero
field was found not to be zero in experiments at very low temperature (where
the possibility of overcoming the barrier thermally is forbidden), meaning that
there are some internal fields that actually break the degeneracy: the dipolar and
hyperfine. In the case of Mn12 both fields are of the same order (∼ 102 Oe) [27].
In the figure 2.4 one can also see how at zero field (left hand side of the figure)
the splitting is not large enough to, in the time of a typical experiment, allow
the real mixing of states, and then the population of the S = −10 level remains.
Obviously this situation is not stable and the system must be prepared in order
to be in this state.
The role of temperature on the dynamics of the magnetization of a SMM, with
discrete spin energy levels and in the presence of a splitting term, is represented in
14
2.1. The Mn12-ac single-molecule magnet and its dynamics











































































Figure 2.4: At zero temperature, with the SMM prepared in the S = −10 state,
in the presence of a perturbative field in the perpendicular direction, the energy
profile and the population of levels are presented as a function of an external
positive longitudinal field. The black lines connecting energy levels on both sides
of the barrier represent the energy splitting due to the perpendicular field; and
width reflects the amplitude, increasing as levels with lower m are mixed. From
left to right, the system is prepared with all the molecules with S = −10, the
field is raised up to the first resonant field (third sketch) where some molecules
tunnel its magnetic moment which relax to the equilibrium state via spin-phonon
interaction, and the field is increased out of the resonant condition.
the figure 2.5. Actually, this figure is only representative of the case where T  TB,
where TB is known as the blocking temperature, that defines the temperature
where in the measurement time the system has been able to overcome thermally
the energy barrier, as follows from the Arrhenius law (1.8). It worths to mention
that, obviously, for shorter measurement times the blocking temperature will be
higher, e. g., if we were able to measure the spin state of a system with a barrier U
in a infinitely small time, the blocking temperature associated would be infinite,
i. e., we will see the spin blocked in one state. When the measurements are
15
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Figure 2.5: At 0 < T  TB the evolution of the population of the levels of
a system prepared in the S = −10 state as a function of an applied external
magnetic field is showed. From left to right the applied magnetic field is raised.
The darkness of an arrow representing the state of a molecule of Mn12 accounts
for the Boltzmann probability of occupancy (given by the Arrhenius law) and
for the splitting amplitude.
carried out on a comercial magnetometer the measurement times are of the range
∼ 10 − 102 s, and when people talk about blocking temperature, it refers to this





where tmeas is the measuring time. One way to determine the blocking temperature
of a system is to measure the magnetization dependence on temperature via zero-
field-cooled field-cooled (ZFC-FC) processes. The ZFC process consists in cooling
down the system at zero-field to the lowest possible temperature Ti, then apply a
magnetic field and measure the magnetization as the temperature is raised to Tf .
The FC process can be performed in two ways: without turning off the magnetic
16




















Figure 2.6: ZFC-FC measurement in a single crystal of Mn12-ac. The blocking
temperature TB is defined in this kind of systems (a collection of identical energy
barriers, with no interaction between them) as the temperature above which the
system presents no hysteresis, i. e., where the ZFC and FC curves coincide; in
this case TB ' 3.4 K.
field the temperature is lowered to Ti and the magnetization is measured increasing
the temperature, which is known as field-cooled warming process (FCW); or, mea-
suring the magnetization as the temperature is decreased from Tf to Ti, which is
known as field-cooled cooling process (FCC). Unless stated otherwise, the common
ZFC-FC is a ZFC-FCC. In the figure 2.6 a ZFC-FC measure of a single crystal
Mn12-ac is shown. The blocking temperature of Mn12 is determined to be ' 3.4 K.
We have seen in Eq. (2.6) how the splitting amplitude grows rapidly asm states
with lower values are considered. But while in the time of measurement of a typical
hysteresis loop the tunneling probability between the ground levels (S = ±10) at
0 field can be considered zero, the experimental hysteresis loops at T < TB do
show some relaxation when crossing the zero field (see Fig. 2.7); so there must be
another contribution that helps the system to relax without “jumping” the barrier.
This contribution comes from the temperature. The role of the temperature thus
is to promote a population of levels with lower m where the tunneling probability
is high enough to, in the time of measurement, cross the barrier. There is a balance
17


































Figure 2.7: Hysteresis loops of a single crystal of Mn12-ac. This behavior cor-
responds to the description of the figure 2.5, where the relaxation is governed
by the balance between Boltzmann populations and the splitting amplitude be-
tween levels. Its important to remark the abrupt change in magnetization at
1.8 K around the 3rd resonant field: a magnetic avalanche. Measurements per-
formed in a SQUID magnetometer (MPMS QuantumDesign) under the same
field sweep rate.
between the splitting amplitude and the Boltzmann population of the levels. This
phenomena is know as thermally assisted quantum tunneling of the magnetization
(TAQTM).
Below the blocking temperature TB the relaxation rate that we can infer from
the hysteresis loops (Fig. 2.7) depends on the sweeping rate of the applied magnetic
field. It is obvious that the longer one remains in resonant conditions, the larger the
amount of magnetic relaxation will be. On the one hand, in a case of infinitely slow
sweeping rate, the magnetization of the system would evolve to the equilibrium
value determined by temperature and field conditions. On the other hand, in an
scenario of a infinitely fast sweeping rate, the magnetization will be frozen at the
metastable state and would only be able to evolve to the equilibrium once the
barrier has disappeared, i. e., once Hz > Ha. In the real world of the laboratory
the measurements can not be neither infinitely slow, nor infinitely fast, and that is
18
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the reason why in the hysteresis loops one can see a situation in between, where the
magnetization tends to its equilibrium (M → Ms) in a enhanced fashion around
the resonant fields, but, as the sweeping rate is not zero, some has no time to
tunnel the barrier and stays “frozen” waiting its opportunity on the next resonant
field. The probability per time unit of one molecule of Mn12 to tunnel the barrier
being at level m in the nth resonant condition is Γtunnel ∝ ∆nm/~ (~ is the Planck
constant), but there is no information there about the case where the field Hz is
being swept. The known as Landau-Zener probability takes this into account. Its
theory establishes the probability of a system of two states with mixing term (∆)
to remain in the original state when a parameter that controls the equilibrium
probability is swept. In our case, the probability to remain in a state m crossing
the level m′, under a sweeping energy rate ν = gµB|m−m′|dHzdt (rate of variation








and 1 − P is the complementary probability of being in m′ after crossing m [28:
section 1.7]. Obviously this probability only accounts for a case where T = 0;
otherwise the probability of being in m′ after crossing m is strongly affected by
the TAQTM.
2.1.3 Magnetic deflagration theory in molecular magnets
The transition between the metastable and the stable magnetic states, in our
case from −Msat to Msat, sometimes is found to be abrupt as we can see in the
case of the positive field sweep branch at 1.8 K in the figure 2.7. This process
is known as magnetic avalanche and it was first observed in Mn12 in 1994 by
Paulsen and Park [29] while sweeping the amplitude of the magnetic field. Such
avalanches reversed the magnetization of the sample within a few milliseconds
and were accompanied by simultaneous spikes in the temperature measurements
of the cryostat. That suggested that the avalanches were driven by the release
of the Zeeman energy stored in the system and they linked this process to the
propagation of a fire in a three dimensional forest.
At some point, the stochastic avalanches, considered a nuisance that used to
ruin the measurement of spin tunneling, start becoming of interest. Several groups
began to measure systematically magnetic avalanches in Mn12-ac (our group among
them), looking for their spatial and temporal properties, the quantum dependences
of the phenomenon or the possibility to observe super-radiance emission (coherent
collective photo-emission) (for the later take a look to, for example, the PhD thesis
of Hernández-Mínguez [30]).
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the energy of the states corresponding to spin projections
along (opposite to) the field direction. The Hall sensors
were aligned to detect the magnetic induction of the sam-
ple in the x direction. Bx is proportional to the spatial
derivative of Mz in the region near the sensor [13]. For a
uniform magnetization in the z direction, Bx derives from
the gradient at the sample ends, which is proportional toMz
itself. During an avalanche, there is a large contribution to
Bx from the local region corresponding to the avalanche
front, where @Mz=@z is large.
The samples were immersed in liquid 3He; most of the
data were obtained at the base temperature of 250 mK. The
few points measured at 400 and 650 mK were found to lie
on the same curve within the scatter of the data, indicating
that the temperature dependence is weak. A longitudinal
magnetic field (parallel to the easy axis) was swept back
and forth through the hysteresis loop to !6 T until an
avalanche was triggered. As reported in an earlier paper
[14], avalanches occur in a stochastic way at 0.25 K both at
resonant magnetic fields (where energy levels on opposite
side of the barrier match; see Fig. 1) and away from
resonance. Avalanches were also found for sample 2 for
zero field-cooled conditions, where the sample starts from
zero magnetization (instead of full saturation). In the ex-
periments reported here, avalanches were invariably trig-
gered at the top edge of a sample and traveled downward to
the bottom edge.
Figure 2 shows an avalanche for sample 1. Steps due to
quantum tunneling of the magnetization were observed,
with a magnetization that was almost uniform throughout
the sample, until an avalanche occurred, as shown in the
inset. During the avalanche, the Hall bar recorded a large
peak in Bx, signaling the abrupt onset of a highly nonuni-
form magnetization.
For a field sweep rate of 10 mT=s and temperature
0.25 K, Fig. 3 shows an avalanche triggered at 4 T and
recorded for sample 1 by seven of the 11 sensors placed in
sequential positions near the center of the sample. The
avalanche was triggered above the topmost sensor and
traveled downward (see Fig. 1). Bx displays the largest
peak at the center due to the finite size of the sample. The
inset shows the sensor position as a function of the time at
which the sensor registered the peak amplitude. The slope
of the straight line drawn through these points yields a
constant velocity of 12 m=s for this avalanche.
Figure 4 summarizes the data obtained for the velocity
of propagation of avalanches recorded in different longi-
tudinal magnetic fields for all three samples. For ava-
lanches that change the full magnetization from one
direction to the other (!M " 2Msat), the data for samples
2 and 3 lie on approximately the same curve. Smaller ve-
locities are obtained for avalanches in sample 2 when start-
ing from the zero-field-cooled condition (!M " Msat).
Avalanches for sample 1 were obtained only at relatively
high magnetic fields in the vicinity of 4 T; the velocities for
this sample range in value and do not appear to be con-
sistent with data for the other two samples. In all cases the
velocity increases with increasing magnetic field.
Interestingly, as shown in Fig. 5, an approximate col-
lapse is obtained for all the data when plotted as a function
of g!BHS#!M=Msat$, the energy per molecule released
during an avalanche. Thus, avalanches require the release
of a threshold energy, above which they propagate with a
speed that appears to be a linear function of the energy for
the range investigated in these experiments.
We note that, from a thermodynamic point of view, a





















FIG. 2 (color online). Hysteresis loops for a single crystal of
Mn12-ac (sample 1). Bx was recorded by a Hall sensor situated
about 80 !m above the middle of the sample. Steps due to
quantum tunneling of the magnetization are observed, as well as











































FIG. 3 (color online). Signals recorded by seven equally
spaced Hall sensors situated near the center of sample 1 during
an avalanche triggered at 4 T. The left (right) trace corresponds
to the top (bottom) sensor (see Fig. 1). Sensor positions are
measured relative to the top of the sample, with the center at
% 320 !m. The inset shows sensor position versus the time at
which the sensor recorded peak amplitude. A straight line fit
yields a constant velocity of propagation of 12 m=s.
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(a) Propagation of a front.
where H is the field at which the avalanche occurs, !M is
the total change of magnetization, and Ti is the initial
temperature. Tf was found to be in the range between
6 K and 9 K, depending on the magnetic field. The only
fitting parameter was !!!!!!!!!"0p for which the value of 2!
10"6 m was obtained. This agrees with !# 10"5 m2=s
and "0 # 10"7 s, known from independent measurements.
Vertical lines in Fig. 4 represent positions of the tunnel-
ing resonances for Mn12 acetate. It is clear from the figure
that the maxima in v$H% correspond to the tunneling
resonances. This observation is a clear evidence of the
quantum aspect of the deflagration. To be precise, the
magnetic deflagration corresponding to the avalanche is,
of course, a thermal phenomenon, driven by thermal con-
ductivity. However, the speed of the deflagration is also
determined by the speed of ‘‘chemical reaction’’, which, in
our case, is the rate of the transition between the two wells
shown in Fig. 1. This rate is determined by both thermal
activation to the excited spin levels and quantum tunneling
between the levels. It is actually the thermally assisted
quantum tunneling that accelerates deflagration at tunnel-
ing resonances. To our knowledge, slow burning (deflagra-
tion) assisted by quantum tunneling has never been
observed in any chemical substance. In a crystal of mo-
lecular nanomagnet it becomes observable due to the pos-
sibility of controlling the speed of the deflagration by the
magnetic field.
In conclusion, a new method of igniting magnetization
reversal in molecular magnets by surface acoustic waves
has been developed. We have observed a fundamentally
new phenomenon: magnetic deflagration assisted by quan-
tum tunneling. We have demonstrated that quantum tun-
neling can be seen not only in slow relaxation of molecular
magnets (through staircase hysteresis loop) but also in the
fast relaxation, that is, avalanche, which is a process
equivalent to slow burning. This observation opens a new
way for the study of quantum phenomena in molecular
magnets, as well as for the experimental study of the
complex deflagration physics.
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FIG. 4. Magnetic deflagration speed as a function of the mag-
netic field. The dashed line represents the fit by Eq. (1). Vertical
lines show the positions of the tunneling resonances.
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FIG. 3. Time dependence of the magnetization change during
the avalanche at different magnetic fields for pulses of 1 ms
duration starting at t & 0.
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(b) Quantum imprint.
Figure 2.8: Some of the first systematic studies on the magnetic avalanches in
Mn12-ac. 2.8(a): Signals recorded by seven equally spaced Hall sensors during
an avala che at 4 T and 250 mK. The inset shows peak amplitude per sensor
vs. time, a straight line fits to a constant propagation speed of 12 m/s (Fig-
ure extracted from [31]). 2.8(b): Magnetic deflagration speed as a function of
the magnetic field. The dashed line represents the fit by Eq. (1.13). Vertical
lines show the positions of 2nd and 3rd resonant fields HR (Figure extracted
from [13]).
From the studies of spatial and temporal properties performed by Suzuki et al.
in 2005 [31] it was determined that the avalanche actually was like a fire propagat-
ing in a forest, with a front that moves from one starting point trough the sample
(Fig. 2.8(a)), burning all the combustible material, in this case the metastable
local moments. They coined the term magnetic deflagration to name the process.
The stochastic nature, subsonic speed range, and dependence of the speed with
the field at which the spontaneous deflagration took place were also analyzed in
the same paper. On the same year, in our group, Hernández-Mínguez et al. [13]
showed the quantum imprint in the deflagration speed due the thermally assisted
quantum tunneling of the magnetization. This quantum behavior is observed in an
enhancement of the propagation speed due to the effective reduction of the barrier
because of the tunnel effect (see Fig. 2.8(b)).
To study the dependence of magnetic deflagrations with the external variables
it is sometime required to avoid the randomness of the spontaneous avalanches.
Therefore, one desire to be able to trigger the avalanche, to ignite the deflagration.
The procedure is always the same: bring the system to a metastable state and then
supply energy. Different technologic approaches to supply energy to the system
have been used until now in molecular magnets: surface acoustic waves (SAWs)
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[13, 32, 33] and heat pulses using attached resistors [10, 11, 29, 34, 35].
These results from spontaneous and induced avalanches led to the development
in 2007 of the first theory of magnetic deflagration in single crystals of molecular
magnets by Garanin and Chudnovsky [36]. Early in this chapter we have been
introduced to the deflagration phenomenon in a generic magnetic system (see
page 2) and now an extension to molecular magnets is presented.
In molecular magnets we will have to take into account the discrete levels of
energy and the tunneling of magnetization in the study of the magnetic deflagration
process. Because of the occurrence of resonant fields, the spins of the molecules in
the crystal have to be thermally activated all the way up from the bottom of the
metastable state1 to the top of the barrier when the applied field is not a multiple
of the resonant field HR. However, when the applied field is nHR a molecule only
needs to be thermally activated up to the the level where the splitting is large
enough to, in the time of the measurement, take its spin state to the other side of
the barrier (Fig. 2.9(a)). From the experiments of Hernàndez et al. [22] and del











which fits the data showed in the figure 2.9(b). Actually this figure was obtained
from an ensemble of oriented Mn12-ac micrometrical single crystals so the values of
b and Ha in the fit are a bit different from the values corresponding to the case of a
single crystal. In this case b ' 6 (wider peaks) and the barrier is slightly harder to
modify because the (small) misalignment between the easy axes of the micromet-
rical single crystals and the longitudinal field direction; the later translates into a
less pronounced descent of the effective barrier with the applied magnetic field.
We can see in the figure 2.9(a) that due to the splitting ∆nm, the temperature T
and the applied field Hz, how the value U represent the maximum energy barrier
that a system prepared in S = −10 has to overcome, while the energy released
∆E is always the difference in energy between the S = ±10 states. Therefore, as
the effective barrier has dips at the resonant fields we will have to study in detail
the consequences on the propagation of the deflagration front.
A first requirement for having a deflagration, magnetic, chemical, or of any
other kind, is to have enough fuel. In the case of magnetic deflagration the fuel
is the metastable magnetization of the system. This implies that the temperature
of the system before starting the deflagration must be lower enough than the
blocking temperature, because otherwise the magnetization would evolve towards
1Unless stated otherwise we will consider that the system is always prepared in the S = −10
state and then a positive external field is applied.
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!0!107 s"1. The experimental field dependence of the ef-
fective barrier that we will be using in this paper is shown in
Fig. 2. It has been extracted16 from the measurements of the
magnetic relaxation in a field applied along the easy axis of
the molecules at a fixed temperature. The relaxation followed
the exponential law, M (t)!M 0exp""#(H,T)t$, from which
Uef f(H ,T) was directly obtained. The minima of Uef f do not
depend on temperature and occur at exactly the same values
of the field, H!nHR , as those obtained from the hysteresis
measurements.4
The samples that we studied consisted of small crystallites
of approximately 10 %m length and the aspect ratio of about
ten, prepared according to Ref. 17. Measurements were per-
formed on the oriented powder sample having the easy axis
of all crystallites predominantly in one direction. The orien-
tation &with an angular distribution of about 15°) was
achieved by embedding the microcrystals in Araldite epoxy
in a 5 T magnetic field for 24 h. The orientation was con-
firmed visually in an optical microscope at a 1000
#magnification. The measurements were performed at the
facilities of the SNCMP, INSA, Complexe Scientifique de
Rangueil, Toulouse. The magnetization was measured using
two concentric series-opposing pick-up coils. Two measure-
ments have been made: the first one with the sample inside
the coils and the second one without the sample. The latter
signal was subtracted from the former to obtain the magne-
tization of the sample. The data were taken continuously
during 0.1 s when the field was rising. In Fig. 3 we show the
field variation. At H$5 T &see the inset in Fig. 3' H(t)
!(t , with (!140 T/s, is a good approximation.
Experimental results at different temperatures are shown
in Fig. 4. The most striking observation is that the magneti-
zation switches from zero to almost total saturation near one
of the quantum resonance fields, Hz!nHR . The actual num-
ber n of the resonance responsible for the switch depends on
temperature. It increases as the temperature goes down. This
can be easily understood if one recalls that the population of
the excited levels which contribute to tunneling goes down
exponentially as the temperature is lowered. Consequently,
a higher resonance field is needed to decrease the gap be-
tween the m!"10 level and the tunneling level at lower
temperatures &see Fig. 1'. The n values of the observed reso-
nances at lower sweeping rates are smaller.4 In what follows
FIG. 1. Thermally assisted resonant spin tunneling in Mn12 Ac-
etate.
FIG. 2. Effective barrier vs applied field H, obtained from the
relaxation measurements &Ref. 16'. HR)0.46 T is the interval be-
tween resonant fields.
FIG. 3. Evolution of the pulse field with time. The inset shows
the linear variation of the field between 0 and 5 T.
PRB 60 11 899BRIEF REPORTS
(b) Experimental da a.
Figure 2.9: Effective barrier: 2.9(a) Spin energy levels of the Mn12 molecule
(defined with Eq. (2.2)) under two different applied fields. 2.9(b) Experimental
effective barrier vs. applied field, obtained from relaxation measurements of
Ref. [22] (Figure extracted from [37]).
the stability. The Mn12 has a blocking temperature of 3.3 K, so it is clear that we
will be dealing with v ry low emp ratures. T is has a capital importance in the
case of the thermal tra sport because it is well know that at low te perature ,
the thermal properties tend to depend strongly on the temperature, e. g., the heat
capacity of phonons has the form of T 3. The specific heat of Mn12-ac was first
studied by Novak et al. [39] and by Gomes et al. [40]. From this measurements one
can consider that other contributions to the specific heat rather than phononic are










where ΘD is the Debye temp rature. The th rmal diffus vity κ, defi ed as the
ratio between thermal conductivity and heat capacity, depends on the average
mean path of thermal phonons. At low temperatures the phonons are scattered
mainly by impurities, implying [41]
κ ∝ T 13/3. (2.13)
Thus, at low temperatures, the thermal conductivity, k, dependence on tempera-
ture is k ∝ T 4/3.
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where ∆E˜ = HMS is the density of magnetic energy per unit of volume, m =
M/MS and C˜ph is the volumetric heat capacity. Both variables, m and T , are
functions of (~r, t) and H is an external parameter.
The first equation corresponds to the heat conduction equation with the rate
of change in magnetization as source of heat (∆E ∂m
∂t
), while the second equation is
the time evolution of the magnetization, governed by the relaxation rate Γ defined
by equation (1.8), taking ∆E/kBT  1 and considering Ueff:






This system of equations can not be solved analytically though, and Garanin and
Chudnovsky [36] integrated it numerically and studied the ignition threshold in
detail in different scenarios taking the dimensions of a sample in consideration
as well. This is crucial because it turned out from early experiments that the
size and geometry of the sample, the thermal coupling with the bath and the
presence of gradients of magnetic field or temperature are decisive ingredients to
the occurrence of magnetic avalanches.
In their work one of the key findings is that the ignition of magnetic deflagration
process in molecular magnets is very different from the magnetization reversal in
ferromagnets, mediated by exchange interaction and where the reversal begins with
the nucleation of a small critical nucleus of opposite magnetization that spreads
across the entire sample. In the case of magnetic deflagration in molecular magnets
the process appears as an instability in the smooth temperature profile. I. e., the
sample starts to warm up because some of the molecules in the metastable state
are able to jump the barrier releasing energy, and at some point, under certain
conditions, the heat produced can not be dissipated fast enough and then, abruptly,
the deflagration begins with a thermal runaway. This thermal runaway needs some
time to develop, the called ignition time τig. The formation and the consequent
propagation of the magnetic flame in a system with boundary temperature T0








where k(T0) is the thermal conductivity at temperature T0, l is some characteristic
length of the order of the smallest dimension of the system, ni is the initial fraction
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))−1
Figure 2.10: Critical rate of individual spin flipping as a function of external ap-
plied field (Eq. 2.16). At the resonant fields a small diminution of the probability
can be observed.
of molecules in the metastable state, and U(H) (Eq. 2.11) and ∆E(H) (Eq. 1.6)
are the field-dependent energy barrier and the energy difference between the two
minima of energy respectively. In the case we are interested in, U(H) has dips
at nHR, meaning an increase of Γc at the resonant fields, i. e., the probability of
ignition at nHR would be smaller. While this is true, as we can see in figure 2.10
the augment is very small.
Fluctuations or inhomogeneities on H or T are amplified exponentially because
of the Arrhenius law, resulting in that even a slight variation of these parameters
can make Γ Γc, which explain the abrupt and stochastic nature of the avalanche
process. Nevertheless there are manners to minimize the probability of a spon-
taneous avalanche to study its properties, like the ignition time, its velocity and
the width and temperature of the deflagration front. The obvious one is to bring
the system to a metastable state “deep” enough on the energy landscape and a
temperature much smaller than its blocking temperature. Once there one can
try to ignite the avalanche and study its properties as a function of parameters
like external field, thermal coupling, initial temperature, field gradient, etc. All
the properties of the deflagration front but one can be studied in an spontaneous
24
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avalanche, the ignition time τig.
In the same paper they studied the structure and velocity of the deflagration







with κf and Γf being the thermal diffusivity and the relaxation rate at temperature


























Where in U(H) we will use the effective barrier (Eq. 2.11) from where the quantum
characteristics will show up.
Due to the exponential dependence on the barrier height one can imagine the
possibility of reaching even supersonic speeds. This was first noted in the paper
of Suzuki et al. [31] where they propose the term “magnetic detonation” to refer
the case where the propagation speed of the magnetic avalanche surpass the sound
speed of the system. This was observed, four years later, using high field magnetic
pulses in Leuven [15], in collaboration with our group. The properties of Mn12
are somehow ideal to observe magnetic detonation due its low Debye temperature,
and therefore its low sound speed —ΘD ∝ cs— (∼ 2000 m/s [42]), and its elec-
trical resistivity that avoids the appearance of Eddy currents under magnetic flux
gradients (that would heat the sample promoting an early inversion, most likely
without a deflagration process).
So far we have been introduced to the Mn12-ac molecule, its magnetic and crys-
tallographic properties, and the properties of the magnetic deflagration processes
in single crystals of molecular magnets. We already know the variables involved
but we still do not presented their typical values. Let us put some numbers to
see the scales of what we have in hands. In the table 2.1 we can see some of the
common values associated to magnetic deflagrations in Mn12-ac single crystals.
We are ready to present a new approach to study the spatial and temporal
properties of deflagration process in Mn12-ac.
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ΘD U0 vd Tf EZeeman κ
38 K 65 K 10 m/s 12 K 30 µJ 10−5–10−4 m2/s
Table 2.1: Typical values of variables involved in magnetic deflagrations in a
single crystal of Mn12-ac of dimensions ∼ 1×0.5×0.5 mm3 under the conditions
µ0H ' 1 T, T  TB.
2.2 Magneto-optical imaging
Imaging polarimetry techniques for magnetic flux visualization are used in a large
variety of fields; from astrophysics to condensed matter physics, the polarization
of light is used to determine local properties of the magnetic field.
It was Michael Faraday in an experiment in 1845 who proved for the first time
the existence of an interaction between light and magnetic fields. He observed that
the plane of polarization of a linearly polarized beam rotates upon passing through
a piece of glass when a magnetic field is applied along the direction of propagation
of the beam [43]. Before the end of the 19th century important discoveries in
magneto-optical phenomena were made, e. g., Kerr effect [44] and circular and
linear dichroism [45, 46]. These, among other magneto-optical effects, are the
basis of a numerous techniques used to characterize magnetic and superconducting
materials, on data recording, tunable polarizers, etc.
The Faraday effect is the underlying principle of the technique of magneto-
optical imaging, developed in the sixties by Alers [47] and DeSorbo [48] to study the
structure of the intermediate state in superconductors, and was greatly improved
during the followed decade by Kirchner [49] and Huebener [50] among others (see
a more complete historical development introduction in [51]). The main property
of the magneto-optical imaging method is the sensitivity to the dimensionality —
allowing the investigation of local dynamics with a spatial resolution of the order of
1 µm, together with the unequaled intrinsic fast temporal resolution, which enables
observations on very short time scales over the whole surface of the sample.
2.2.1 The Faraday effect
The way the light propagates inside a material depend on its refractive index and
its dependence on light polarization, wavelength, material temperature, electro-
magnetic fields, etc. In non-isotropic materials the phase velocity of light depend
on the polarization of the latter and a light beam will split in two waves with dif-
ferent propagation velocities. The best know example of this effect can be found
in the transmission of light trough a calcite crystal. Other materials that show
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this behavior as well are some polymers due their high anisotropy. This effect is
know as birefringence and in the example of the plastics can be easily modified by
bending the material, e. g., bending a CD case in front of a polarizing filter. The
same idea is behind the Faraday effect. In the CD case example is the “external
torsion field” what modify the original polarization of light, while in the Faraday
effect is the magnetic field who does.
In the presence of magnetic fields a moving electric charge will tend to follow
circular or helical paths. The sign of rotation in this paths is determined by the
sign of the charge. Because of this preferred rotational direction, the propagation
velocity of light through a material containing charge carriers will be different for
left- and right-handed circularly polarized light. Inside a material, under a mag-
netic field ~H, a linearly polarized light beam propagating parallel to the field will
turn its polarization vector by an angle θ, proportional to the parallel component
of the field H, the specific properties of the material V , and the distance traveled
inside the material, d,
θ = V Hd. (2.20)
The parameter V is called the Verdet constant. It is obvious that materials with
good light transmittance and large Verdet constant are needed. But we are inter-
ested on the local magnetic properties of another materials, which do not use to
fulfill both conditions at all. In that case, an indicator is needed. A number of
different materials have been applied as indicators: cerous nitrate-gycerol, various
europium compounds (EuS, EuSe) and bismuth-substituted iron garnets. Today,
the most popular indicator is the ferromagnetic Bi:YIG film with in-plane spon-
taneous magnetization. We will be back on indicators when describing the actual
indicator used in the setup.
In the figure 2.11 is shown the principle of the technique of magneto-optical
imaging. As said above, the distribution of magnetic flux is visualized using films
of magneto-optical active layers (MOLs) placed in close contact to the sample.
The MOL is coated with a thin, typically 100 nm, mirror layer made of gold, silver
or aluminium, on the side facing the material to investigate. This setup has the
advantage of increasing the Faraday rotation because the light will have to cross
the MOL two times. The Faraday rotation is monitored by an analyzer, set in
crossed position with respect to the polarizer. the magnetic flux distribution at
the surface of the sample is visualized as a gray-scale intensity image. In flux-
free regions the linearly polarized light is reflected without a change in the plane
of polarization, thus the corresponding image region will be dark because the
blockage at the analyzer. On the contrary, in regions with non-zero magnetic
flux the plane of polarization of the incident beam rotates following Eq. 2.20 by
an angle proportional to the local magnetic field component perpendicular to the
plane of the MOL. Therefore, when the reflected beam arrives at the analyzer will
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Magneto-optically





Figure 2.11: Schematic drawing of the Faraday effect. The magnetic flux distri-
bution in the sample is visualized in the analyzer as a gray scale intensity image.
The light enters the magneto-optical active layer (MOL) and is reflected at the
mirror. Polarized source and analyzer are set in crossed position, so in areas
where there is no flux and no Faraday rotation of the polarization takes place
hence the image stays dark. On the contrary, where magnetic flux is present,
the Faraday rotation modifies the polarization leading bright areas in the ana-
lyzer. The arrows inside the sample represents its local magnetization. In the
experiment the incident light is perpendicular to the MOL.
pass through it. The intensity of each gray level in the obtained image is related
to the Faraday rotation angle through Malus’ law:
I = L sin2 2θ, (2.21)
where L is the intensity of the light beam at the source and the double angle
2θ accounts for the reflection on the MOL. While in the figure 2.11 the incident
angle is 45◦ (for clarity), in the experiment the setup is with the incident light
perpendicular to the MOL. Because of this, as the angle will be very small, the
intensity I can be approximated
I ' 4Lθ2. (2.22)
The side effect of the Malus’ law is that the sign of the magnetic field cannot
be experimentally determined, because the relation with the intensity is I ∝ H2.
Additionally, the intensity measured depends on the exact distribution of the inci-
dent light over the surface of the sample and in general is not homogeneous. This
uneven illumination affects strongly to the measurement of magnetic fields. Addi-
tionally, at very small angles, the intensity is also very small. As we will see next,
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these shortcomings can be overcome by using the Magneto-Optical Image Lock-In
Amplifier (MOILIA) technique developed in 2001 by Wijngaarden et al. [52].
2.2.2 Magneto-optical setup
The mangeto-optical setup used in the experiments conducted at the Vrije Uni-
versiteit Amsterdam, in the group of Dr. Wijngaarden, is schematically shown in
the figure 2.12. The following description of the experimental setup in based on
the description presented in the thesis of Diana Gheorghe, a former PhD student
on Wijngaarden’s group [53].
Light from the light source (1) is collimated (2) before being polarized by a
linear polarizer (3) and a controlled polarization rotator (4) that uses the Faraday
effect in a rod of special glass. Then the polarized light is split (5) and enters the
cryostat (6) where is focused by the lens (7) and enters in the the vector magnet (8)
onto the magneto-optical active layer (9). There the light passes through a MOL,
reflects in the mirror layer —in close contact with the sample— and passes one last
time through the MOL. The light exiting crosses again the lens (7) before leaving
the cryostat, then crosses the beamsplitter, the analyzer (10) and the focusing lens
(11) ending its trip onto the CCD camera (12) connected to a computer.
The light source is a Kinderman diafocus projector, model 250 AF, equipped
with a 250 W lamp and a bandpass filter for 550 nm. The polarizer and the analyzer
are Melles Griot dichroic sheet polarizers (03FPG007), with a wavelength range
380–780 nm and a extinction ratio of 10−4. The polarization rotor is a 25 mm
wide, 150 mm long SF 59 glass rod enclosed in copper coils, specially designed to
generate a uniform magnetic field distribution (less than 1% inhomogeneity) inside
the rod. The SF 59 glass has a large Verdet constant V = 131 × 1010 ◦/mTµm
and low absorption coefficient. The modulation of the plane of polarization, by a
small angle α, is done modifying the current on the coil. The beam splitter is a
non-polarizing transparent plate mounted outside the cryostat.
The sample is mounted on a home made insert (not shown in the scheme),
a masterpiece of enginery that allows fine tuning of the position of the sample
by 6 degrees of freedom (x, y, z, β, γ, ρ) —a detailed description is available in
the thesis of D. Gheorghe [53]. The insert is placed inside the cryostat, in the
region of homogeneous field of the magnet. The magnet is a Oxford Instruments
3-axes Vector Magnet of µ0 ~H ∈ ±[1x, 1y, 7z] T, with a sweeping rate of µ0d ~H/dt ∈
±[1x, 1y, 2.4z] T/min. Out of axes, the system can safely reach a magnetic field
of 1 T. The cryostat works with a constant pumping of liquid helium and can be
operated in the range T ∈ [1.5, 300] K.
As seen in Fig. 2.11, on top of the sample is attached the MOL, coated
with a mirror layer. The MOL used is a bismuth-substituted yttrium iron gar-
net (Bi:YIG) [54], which can be used over a broader range of temperatures in
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Figure 2.12: Schematic diagram of the magneto-optical setup: (1) Light source,
(2) collimator, (3) polarizer, (4) polarization rotor, (5) beamsplitter, (6) cryo-
stat, (7) focusing lens, (8) vector magnet, (9) MOL + mirror + sample, (10)




comparison with the europium compounds. The Bi:YIG indicators have in-plane
anisotropy. In these indicators the Faraday rotation is proportional to the out-of
plane component of the magnetization vector, which is pushed out of the field
by the magnetic fields underlaying sample. A side effect of the in-plane magne-
tization indicators is the overlap of the Faraday effect due the sample’s magnetic
fields, and the effect from the magnetic domains of the MOL. Nevertheless, this
inconvenience can be solved by rotating the MOL. The typical properties of an
active layer of Bi:YIG with a thickness of 3 µm are: a Verdet constant of the order
of 10−2 ◦/mTµm, spatial resolution (limited by the thickness and the distance to
the surface of the sample, normally ∼ 2–3 µm) of the order of 5 µm, a saturation
fields in the range of 30–200 mT, and a field sensitivity down to 10 µT.
Once the light passed through the analyzer, it is collected with a CCD cam-
era. While they use different recording systems depending on the timescale of the
experiment, we will just explain the fast analog system (remember that we are
looking for deflagrations, that live in a millisecond world). The system consist in a
25 Hz Teli CCD camera (model CS8320C) with an active area of 752× 582 pixels.
For direct recording the camera is connected to a Hamamatsu (Argus 20) real-
time image processing unit and a SONY Hi8 EVO-9650P video recorder, with a
dynamic range of 8 bits and a recording speed of 25 fps (frames per second). Each
frame is recorded with a corresponding timecode together with the temperature
and the magnetic field at the three different axes.
Before to describe the experiments performed and the results, let us introduce
briefly the MOILIA technique. The Magneto-Optical Image Lock-In Amplifier
consist in the use of a polarization rotator to modulate the polarization plane by
an small angle α. From equation 2.21,
I ' K + L(α + θ)2, (2.23)
being K an offset due to camera noise, readout offset or stray light. Choosing
α = (−α0, 0, α0) we can determine L and θ:
L =








K = I0 −Kθ2. (2.26)
The measured illumination intensity L can be considered noise-free just taking
average over many images (typically 100). To determine θ, the equations 2.24
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and 2.25 are solved in real time for each pixel. This technique allows to overcome
the drawbacks of the typical magneto-optical imaging: the indeterminacy of the
sign of the magnetic field, the strong influence of an uneven illumination, and the
low sensitivity for small angles.
One more thing about the data acquisition. As it is a very important part of
the process, success or failure of the analysis depend significantly on the quality
of recorded videos, so I consider important to present issues related to that sub-
ject. There are two types of image acquisition in Digital Video cameras (DV):
progressive scan or interlaced scan. In progressive scan the image is captured and
transmitted line by line each iteration, while in interlaced scan in each iteration
only every second line is transmitted. Such scan of every second line is called field.
Years ago, to prevent interferences with the mains, TV receivers required display-
ing image at AC line frequency (50 Hz Europe, 60 Hz USA, etc.). This value is
close to the 48 images per second displayed in a cinema (the films were recorded
at 24 frames per second, but to prevent flickering every frame is displayed twice).
The cinema cameras record in progressive, i. e., every iteration (1/24 s) an entire
picture is captured. Back to TVs, the most common solution to show on them
movies recorded for cinema projectors was to display images 50 times in a second
alternating odd and even lines of the frame (half-frames, fields) instead of display-
ing 25 full frames per second. This correspond to the interlaced scan. Additional
benefit was that interlaced scan requires narrower bandwidth because only the half
of information is transmitted per second. Nowadays TVs show progressive images
and most cameras record in progressive mode as well.
The image acquisition system we use in the experiments record videos in in-
terlaced way at 25 frames per second. Each frame is composed from two fields
captured at 1/50 s. Problem arises if captured data contains high speed motion
(changes faster than 1/25 s). The effect is clear if the movie is paused in between
a rapid change (Fig. 2.13).
It is obvious that this will be a crucial issue to deal with, since we are interested
in magnetic deflagrations that from previous experiments in samples of similar
dimensions last less than 40 ms (1/25 s). Thus we need to de-interlace the footage.
There are several de-interlacing techniques: motion compensation, blending, half-
sizing and line-doubling. Since we are interested in high speed phenomena and the
vertical resolution is good enough, even with the half, we will use the half-sizing
technique. With this technique we separate the two fields of a frame, resulting in
two frames with half the height but with a temporal separation of 20 ms (1/50 s).
Then, if one wants to recover the original frame size the solution is to double every
line of the fields.
To de-interlace the videos I used the program VirtualDub [55] (http://
virtualdub.org), a general-purpose media editor for fast linear operations over
32
2.3. Experiments
0 ms 40 ms
Figure 2.13: An image fragment of two consecutive frames from the experiment
footage. The effect of interlaced recording can be seen already on the image on
the left, while is more clear in the second image white region where odd consecu-
tive lines remain whiter while even are already darker during the magnetization
inversion process. (If the reader is using a computer then is preferable to zoom
in the image, since the Moiré effect can significantly modify the effect pretended
to show).
video, licensed under the GNU General Public License (GPL). In figure 2.14 we
can see the de-interlace process at work. The two frames showed in Fig. 2.13 are
split temporally in four by separating the two fields, and the lines of each field
are doubled to keep the original vertical size (it was not necessary, but I did it).
Using this technique we can double the temporal resolution of the experiment,
from 40 ms to 20 ms.
2.3 Experiments
The experiments presented where performed in the group of Dr. Rinke Wijngaar-
den, at the Vrije Universiteit Amsterdam. The experiments where carried out by
Diana Gheorghe and Alberto Hernández-Mínguez, a former student in our group.
My task was to analyze in detail the images looking for any hint of a deflagration
front during the magnetic avalanche.
In the experiments, the sample, a single crystal of Mn12-ac of 1.2×0.5×0.5 mm3
was mounted on top of a thermometer LakeShore Cernox, model CX-1050BR (see
figure 2.15). This thermometer was used as a heater to trigger the ignition of the
magnetic deflagration. The MOL consisted in a layer of Bi:YIG with a thickness
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-20 ms 0 ms 20 ms 40 ms
Figure 2.14: De-interlaced sequence of figure 2.13. From two consecutive frames
separated 40 ms we obtain four frames separated 20 ms between each one. The
vertical size is kept by doubling the height of the lines.
of 5 µm with its coated side was “glued” to the sample with 99% pure nonadecane
(C19H40).
The sample is placed in this setup with its easy axis c parallel to the x axis of the
magnet. Therefore, only 1 T can be applied to the sample. That fact implies that
at base temperature (1.5 K) the magnetization of the sample will not be saturated
(see hysteresis loops in Fig. 2.7). Thus, in order to saturate the magnetization
of the sample, we will need to perform a field-cooling process from a tempera-
ture above the blocking temperature (∼ 3.5 K). With the sample’s magnetization
saturated along the applied field at the desired temperature (well below TB), the
field is swept up to a “negative” value. Negative meaning antiparallel to the mag-
netization, while in this case will be actually negative because the preparation
field was taken positive. We have seen in the theoretical framework of magnetic
deflagration that exists a critical rate of individual spin flipping Γc(H,T ) (Eq.
2.16) above which the deflagration ignites spontaneously, so, as we are interested
in controlled induced deflagrations, the destination fields will be small enough to
ensure no spontaneous deflagration at temperature T . To ignite the deflagration
a voltage pulse is applied to the underlaying thermometer. The voltage pulses
were applied using a Wavetek pulse generator, with a maximum pulse width tp of
10 ms. The maximum voltage amplitude was 10 V, which, taking into account
the resistance of the Cernox Thermometer (20 kΩ at 1.5 K), give us the maximum
energy released due the Joule effect: EJ,max = V 2p,maxtp,max/R = 50 µJ.
In the figure 2.16 we can see the expected evolution of the magnetization in
a deflagration process and the correspondent evolution on the image formed be-
cause of the Faraday effect of the sample magnetization on the MOL. The figure
represents the whole process: the sample is saturated (1), heated briefly once it is
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Figure 2.15: Experimental setup. The magnetic field will be applied along the
x axis. The thermometer corresponds to the orange layer, the sample (with
arrows representing its local magnetization) the light brown rectangle, and the
mirror and the MOL the blue and light green layers respectively. The magnetic
field lines of a uniformly magnetized bar are represented (blue arrows), and its
correspondent magneto-optical image as well (gray-scaled image at the bottom).
in the metastable state (2), the magnetization inversion propagates through the
sample (3)–(8). However, this accounts for the ideal case, where a narrow front is
formed in one side and crosses the sample at a constant speed.
2.4 Analysis and results
A magneto-optical image obtained in the experiment (T = 1.6 K, µ0H = −0.1 T,
tp = 10 ms, V = 10 V) is shown in the figure 2.17. With this figure we will
introduce the methodology used to analyze the de-interlaced videos. On the sub-
figure 2.17(a), on top of the magneto-optical image, the profile of the sample is
drawn with a green line (the sample is under the MOL but we can reckon the di-
mensions of the sample from its magnetization). On the second subfigure 2.17(b),
six different areas are highlighted with a yellow line. These areas are the regions of
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Figure 2.16: Expected evolution of the magnetization on a deflagration pro-
cess. (1) The sample is saturated. (2) The magnetic field is applied antiparallel
to the magnetization and the thermometer is heated for an instant. (3)–(8)
The magnetization reversal front propagates through the sample. The instanta-
neous magnetic field lines are represented (blue arrows), and their correspondent
magneto-optical image as well (gray-scaled image at the bottom).
interest (ROI) and we will analyze them every frame to study the evolution of the
magnetization of the sample. We will analyze the next properties of every ROI:
1. Average gray level.
2. Standard deviation of the average.
3. Center of mass of the gray level.
The ROIs selected are: 1 and 2 at the upper and lower edge of the sample, two
transverse regions 3 and 4, and two background regions 5 and 6. Looking at the
expected magneto-optical image evolution of a magnetic deflagration (Fig. 2.16)
one see why these ROIs have been selected. In a deflagration process that starts
in one side of the sample, the magnetic field lines at the edges change with a delay
between them. First, the edge where the deflagration has started shows a change
in the “sign” of the gray level, going from white to black (or from black to white);
then a white (black) front moves toward the other end which remains in the original
black (white). Since the temporal resolution of the experiments is low (20 ms) the
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Figure 2.17: Magneto-optical image of the sample: 2.17(a) Sample’s profile
represented with a green line on top of the magneto-optical image corresponding
to t = 0 in experiment: T = 1.6 K, µ0H = −0.1 T, tp = 10 ms, V = 10 V.
2.17(b) Selected ROIs on top of the same frame. The magnetic field is applied
along the easy axis: the longest dimension of the sample.
fields used will be small to try to catch the expected “slow” deflagrations. Because
of that, two ROIs where placed in the path of a deflagration process. Additionally
two more ROIs where added to the analysis; two regions taken to monitor the
background dynamics.
To analyze the de-interlaced videos the program ImageJ was used. ImageJ is a
public domain Java image processing program [56] (http://rsb.info.nih.gov/
ij). The program can display, edit, analyze and process many image formats. It
can calculate many features of an image, from pixel value statistics to distances
and angles. Actually has many options to process and analyze images. But the
key feature is that provides extensibility via Java plugins and it can be scripted.
A complete script was programed to analyze the videos in the quickest way, sepa-
rating frame by frame and grabbing the statistical data of the selected ROIs. As
we will see at the conclusion of the chapter, the time devoted to learn to script for
ImageJ was very useful overall.
Back to the experiments: from the 51 times the experiment
µ0Hx = 1 T, T > TB =⇒ T → Tign =⇒ Hx → Hx,ign =⇒ Heat pulse (V, tp)
was repeated, varying the four parameters (Hx,ign, Tign, V, tp), only in 33 an
avalanche happened and only in 17 the avalanche was complete (one of the
expected signs of deflagration): sometimes the power supplied was not enough,
sometimes the temperature was not stable. To know if the avalanche was complete
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or not another heat pulse was sent after the experiment; we assume the deflagra-
tion is complete if a second heat pulse does not affect the magnetization. While
this is not the perfect test, it is the easiest one and is reliable enough.
From the seventeen measured complete avalanches we will focus on two sets:
À T = 1.6 K, µ0H = −0.45 T, tp = [0.01, 0.1, 1, 10] ms, V = [1, 10] V.
Á T = [1.5, 1.6] K, µ0H = [−0.01,−0.1,−0.3,−0.45] T, tp = 10 ms, V = 10 V.
From experiment set À we will determine the reproducibility and the threshold
conditions of the deflagration process. With the experiment set Á we will study
the dynamics of the process under different ignition conditions, from which the
dependence of the speed with the applied magnetic field will be studied and com-
pared with the speeds observed using different techniques [13, 31, 33] and with the
behavior predicted by theory [36, 57]. In the figure 2.18 the process is presented,
showing the time evolution of the average gray level of ROIs 1 and 2, together
with the evolution of the de-interlaced video, frame by frame.
The data extracted from the experiment set À is show in the figure 2.19. For
the purpose of this experiment set is enough to present the data from ROIs 1, 2
and 5. In this set, the variable parameters are the related with the heat pulse.
In order to understand the ignition condition the time span of the pulse tp and
the voltage applied V are modified. The first time span studied, tp = 0.01 ms,
did not induced any relaxation of the magnetic moment and is not show in the
figure; this indicates that (as V = 10 V), an energy pulse of 50 nJ is too small to
promote the magnetization reversal even with H ' HR, i. e., in a very favorable
situation to relax toward equilibrium. The time span was increased logarithmically
every decade up to 10 ms. Despite the tp = 0.01 ms case, all other experiments
showed a complete reversal of the magnetic moment. It is worth mentioning that
the actual picture of the set-up is a little bit different than the showed in the
figure 2.15. The size of the heater used (a Cernox CB-1050BR thermometer)
is about the size of the sample. Let us do some calculations to estimate the
amount of energy that the heater can transfer to the sample mounted on top of it.
The sample surface is 1.2 × 0.5 mm2, while the dimensions of the thermometer
specified by the manufacturer are 1 × 0.8 × 0.2 mm3. We can use geometric
considerations to roughly calculate the energy supplied to the sample from the
Joule energy dissipated when the pulse is applied. We will consider that the heat
transfer between the thermometer and the sample will be only trough the interface
between them, which means that we will consider the thermometer as a hot plate




= Power · ab
2(ab+ ac+ bc)
' 0.34 · Power,
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Figure 2.18: Top: Time evolution of the average gray level of ROIs 1 and 2
of the experiment 1.6 K,−0.1 kOe, 50 µJ. The gray line represents the average
gray level of the ROI 5. The standard deviation of the average gray level at
every ROI is represented with a transparent envelope. Bottom: Every point
showed in the top figure correspond to a measure in the respective frame. The
frames are separated each other by 20 ms. The frame aspect ratio has been
distorted for clarity.
being AT the total area of the thermometer. As the sample do not fit entirely
on top of the thermometer it will be necessary to correct again the power. The
maximum area of the thermometer that the sample can cover is about the 75% of








which means one fourth of the energy supplied to the heater.
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−0.45 T, 1.6 K
0.5 µJ : (10 V, 0.1 ms)
0.5 µJ : (1 V, 10 ms)
5 µJ : (10 V, 1 ms)
50 µJ : (10 V, 10 ms)
50 µJ : (10 V, 10 ms)
2
1
Figure 2.19: Time evolution of magneto-optical intensity at ROIs 1 and 2 in the
experiment set À. The gray line represents the average gray level of ROI 5. The
standard deviation of the average gray level at every ROI is represented with a
transparent envelope.
From the figure 2.19 it follows that the dynamics of the system seem to not
depend on the power supplied, in the studied range, since all the curves collapse.
The origin of time t = 0 is chosen as the one above which the average gray level
starts to change monotonically. The experimental setup did not allow to record
the precise moment when the pulse was triggered so we have a lack of information
of the time elapsed between the pulse and the change of the gray levels of the
magneto-optical image. The ignition time depends on how fast the system is
driven to the thermal instability and this depends on the properties of the pulse.
A short but intense pulse can induce the ignition of an avalanche as a long but
moderate one; and once the deflagration starts its dynamics does not depend on
the pulse characteristics anymore. In our case we can know if the process has
started or not, but not the time that needed to start. This time also depend on
the metastability of the system and its thermal contact with the environment. The
only thing we can extract about the ignition threshold from the experiment set À
is that a pulse of 0.255 · 50 nJ is not sufficient to ignite the self sustained process
of deflagration, while pulses of 0.255 · [0.5, 5, 50] µJ are.
Looking at the same figure we can see that the process timescale seems too
large for a deflagration, and at a first glance the reader could imagine that we
are observing nothing but conventional thermal relaxation induced by the heater.
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Figure 2.20: Relation between the MOL magnetization ~MMOL and the magnetic
field ~H, which forces the magnetization vector away from the easy axis of the
film
Nevertheless, the first thing to be noticed regarding this scenario is that heat pulses
of logarithmically increased amplitude do not enhance the relaxation rate as one
should expect. But the exponential behavior reveals a thermal relaxation, so we
will try to understand better what is happening in the system analyzing in detail
the data. We will study the time evolution of the magnetization and from there we
will estimate the temperature, speed and width of the deflagration front. There
are techniques to compute the magnetization of a sample from its magneto-optical
image [58, 59], but a different approach will be used here as we are interested in
the variation of the magnetization relative to the saturation magnetization and
not in the magnetization itself.
Before presenting the approach made to compute the evolution of the magne-
tization it is necessary to mention the role of the parallel magnetic field on the
MOL. As said before, the MOL is a Bi:YIG film. The bismuth-substituted yt-
trium iron garnet is a ferrimagnet with a spontaneous magnetization, ~MMOL, with
the easy axis lying in the film plane. A magnetic field ~H applied at an angle α
(see Fig. 2.20) will force the magnetization vector out to the plane. Assuming
that the MOL consist of a single domain, the angle φ is the minimum energy an-
gle that arises from the balance between the magnetocrystalline and the Zeeman
energy [60], i. e., minimizing
E = Ka(1− cosφ) + µ0HM(1− cos(α− φ)), (2.28)
which respect to φ, where Ka is the uniaxial anisotropy constant. As the Faraday
effect is proportional to the component of ~MMOL along the light beam direction,
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Figure 2.21: Dependence of the gray level with the parallel and perpendicular
fields. The anisotropy field is set to Ha = 30.
which is in our case perpendicular to the film, the minimization implies
θF ∝ sinφ = Hz√
(Ha +Hx)2 +H2z
. (2.29)
In a previous section we presented the Malus’ law (2.21) which relates the
intensity on the CCD camera and the squared sinus of the Faraday rotation angle.
We apply Malus’ law to obtain




This expression, that takes into account the fact that θF will be small, describes
well the experimental suppression of θF by Hx and also the saturation for large
Hz. We can see this behavior in the figure 2.21. In the limit of small fields we can






that corresponds to the parabolic part of the figure 2.21. From experimental
measurements the Bi:YIG anisotropy field has been determined to be µ0Ha '
90 mT.
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The experiments to study the magnetic deflagration process in Mn12-ac suffer
remarkably from this coupling between the MOL and the parallel magnetic field;
because large fields are applied on the parallel direction, because the sample mag-
netization has an in-plane field component and because during the magnetization
reversal the sensibility of the MOL is affected because this changes on the parallel
local field.
Considering the misbehavior induced by the in-plane field component of the






where GL(i) refers to the average gray level of the ROI i and f(Hx) is a function to
recover the right value of GL from the affected by the Hx field. As said before, we
are interested in the variation of magnetization respect to the saturation magneti-
zation. The value of MS is taken from the magneto-optical image at µ0H|| = 0 T
recorded during a field sweep. The dependence of f on Hx will be determined
using a physical reasoning. We will use some calibration magnetizations at the
fields where we can consider the sample magnetically saturated. In the measure-
ments of magnetic deflagrations on Mn12-ac on the SQUID magnetometer, when
one goes from the preparation field (H ∼ 3 T) to a field between the zeroth and
the first resonant field (−0.46 T), the usual sweep rate (∼ 300 Oe/s) does not
allow the magnetization to relax noticeably when the zeroth resonance is crossed
and we can consider then that the magnetization right before the heat pulse is
Mi/MS = 1. In principle when the temperature is low compare to the blocking
temperature (in our case T . TB/2), and the sweep rate is reasonably fast (in
our case ∼ 150 Oe/s), Mi can be considered equal to MS even after crossing the
second resonance. Obviously, the closer we go to a resonant field, the stronger
the relaxation will be and Mi will evolve towards the equilibrium before the pulse
can be triggered. In reality, when a field close to a resonant field is chosen, the
time the apparatus needs to reach the field without overcome it and switch off the
heater of the superconducting magnet is enough to produce a remarkable relax-
ation. This is what happened in the experiment set À, where Hx = 0.98HR, the
initial magnetization was smaller thanMs. This maybe is not clear yet because we
only have seen the time evolution of the average gray levels (figures 2.18 and 2.19),
without the correction due the presence of a parallel field, and without comparing
the value with MS. The fields selected to be considered with Mi(Hx) ∼= MS are
(−0.1,−0.3) T (from experiment set Á). We will not talk yet about the experiment
set Á though.
In the figure 2.22 the magnetization temporal evolution of the experiment set À
is presented, along with a fit to every experiment. The fitting function is
M(t) = Mi + (Meq −Mi) (1− exp(−t/τ)) (2.33)
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0.5 µJ : (10 V, 0.1 ms)
0.5 µJ : (1 V, 10 ms)
5 µJ : (10 V, 1 ms)
50 µJ : (10 V, 10 ms)
50 µJ : (10 V, 10 ms)
Figure 2.22: Temporal evolution of the magnetization (defined by Eq. (2.32))
divided by the saturation magnetization MS . The solid lines represent the fit of
Eq. (2.33) to the experimental curves. Experimental points are connected as a
guide to the eyes only.
whereMi stands for the initial magnetization,Meq is the equilibrium magnetization
to which the system tends, and τ is the characteristic relaxation time. The fit is
good for all the curves, giving an average value of
τ = 59.08± 0.57 ms, (2.34)
with no apparent correlation between the pulse parameters and the value of τ .
The value of Mi obtained in the fittings is wrong mainly because the uncertainty
on the exact time of ignition. From the obtained characteristic times we can give




= 5.6837(60) K, (2.35)
where τ0 = 6.6 × 10−6 s is the time attempt (the inverse of Γ0) and U(H) is the
effective barrier (2.11), with U0 = 66 K and b = 9 K [38]. Actually, despite this is
the precision that we can get from the fittings, has to be considered wrong because
it has not taken into account the uncertainties on U0, b, τ0, Ha and HR, which will
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= 5.47± 0.62 K, (2.36)
considering the next values and their uncertainties obtained from different papers:
U0 = 62 ± 3 K, b = 8 ± 1 K, τ0 = 6.6+0−6.5 × 10−6 s, Ha = 9.0 ± 0.2 T and
HR = 0.45± 0.01 T.
The fact that the fitting is that good suggests that all the sample is at that
temperature, i. e., seems that the deflagration front width is about the size of the
sample or even more. Or, the pulse applied heats the entire sample and we are
in front a simple thermal relaxation. It has been mentioned before that pulses
of different energy (×1, ×10, ×100) result in the same relaxation timescale so in
principle the behavior can not be associated just with thermal relaxation due the
increase of temperature because of the heat pulse. But we can do some calculations
to check the possibility of a deflagration. Let us suppose that the external heat
pulse triggers a deflagration that burns all the metastable magnetization states of
the sample. That means the release of the Zeeman energy EZeeman = µ0H∆M
in the reversal of the magnetization ∆M under the magnetic field H. In the
case where all the sample was prepared with the spins in the S = −10 state and
the deflagration drove the system spins to the S = +10 state, the value of ∆M
would be two times the saturation magnetizationMS = NgµBS, with N being the
number of molecules on the sample. To obtain the number of molecules we need
the density of the Mn12-ac single crystal (ρ = 1.84 g/cm3), the molecular mass
(M = 2060.3 g/mol) and the volume of the single crystal used in the experiment





0.3× 10−3 · 1.84 · 6.022× 1023
2060.3
= 1.6× 1017, (2.37)
where NA is the Avogadro number. The reversal of the magnetization in the
experiment set À is approximately 2MS, as can be seen in figure 2.22. Therefore
the Zeeman energy released in the reversal process is
EZeeman ' 25 µJ, (2.38)
that has to be compared with the Joule energy transmitted to the sample. As we
have seen that all the pulses generate the same relaxation response we can compare
the Zeeman energy with the maximum energy transmitted to the sample due the




0.25 · 0.5 µJ = 200.
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The Zeeman energy is more than two orders of magnitude larger than the energy
supplied by the heat pulse. Hence, the increase in the temperature of the sample
that rules the magnetization reversal process is mainly due the Zeeman contribu-
tion. Even more, as the ratio goes to 2 when the 50 µJ are supplied to the heater
while the temperature of the sample does not show a rising (all the relaxation give
the same temperature, with very low discrepancy), one can consider that: one, the
heat transmission to the sample is even worst than the one fourth estimation; and
two, the threshold energy to start the reversal process is much smaller than 0.1 µJ
(under this conditions 0.45 T, 1.6 K).
To finally determine if the process can be considered as a deflagration we will
compute the correspondent speed and width of the deflagration process. According









with κ in the range of 10−5–10−4 m2/s [32]. Considering the temperature obtained
from the fitting as the flame temperature Tf, and the values and uncertainties for
a Mn12-ac single crystal from page 45, we can compute the value of speed
vd = 26± 32 mm/s, (2.40)
and the width of the front
δd =
√
κτ = 1.71± 0.86 mm, (2.41)
approximately the size of the sample, which would explain why a narrow front of
reversing spins has not seen in this case. However, the obtained speed is approx-
imately one order of magnitude smaller than the obtained for the same field (at
2 K) in the experiments reported by Hernández-Mínguez et al. [33].
In the experiment set Á the goal was to study the dynamics of the process
under different ignition conditions. In the figure 2.23 the time evolution of the
average gray level of the four ROIs 1–4 is shown, along with the time evolution of
the background (ROI 5). Four different fields were applied at 1.6 K, while the heat
pulse parameters were the same in all experiments (10 ms, 10 V). In the figure
we can see how the field applied parallel to the easy axes of the sample and of the
MOL affects the sensitivity. As mentioned before, the average gray levels tend to
decrease with the increasing in-plane field and also due the pre-trigger relaxation
that the sample presents as the ignition field approaches to the first resonant field.
The first two rows of plots contain also the measurements at 1.5 K, represented in
light colors.
Looking at the signals obtained in ROIs 3 and 4 we observe the absence of a
clear sign associated to a propagating front. Remember that this two regions were
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Figure 2.23: Time evolution of the average gray level of ROIs 1 and 2 (left
panels) and ROIs 3 and 4 (right panels) in the experiment set Á. The gray line
represents the average gray level of ROI 5. The time t = 0 is defined by the
frame above which the average gray level starts to change monotonically. The
standard deviation of the average gray level at every ROI is represented with
a transparent envelope. The expected peak originated by a propagating front
passing through ROIs 3 and 4 is not observed.
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−0.01 T, 1.5 K
−0.01 T, 1.6 K
−0.1 T, 1.5 K
−0.1 T, 1.6 K
−0.3 T, 1.6 K
−0.45 T, 1.6 K
Figure 2.24: Temporal evolution of the magnetization (defined by Eq. (2.32))
divided by the saturation magnetizationMS for the experiment set Á. The solid
lines represent the fit of Eq. (2.33) to the experimental curves. Experimental
points are connected as a guide to the eyes only.
defined perpendicular to the expected deflagration front. If a front of magnetiza-
tion change would have crossed those regions we should have obtained a peak in
their gray levels.
Fig. 2.24 shows the temporal evolution of the normalized magnetization (de-
fined using Eq. (2.32)). The fits of Eq. 2.33 revealed a surprisingly similar value
of τ for the different magnetic field-temperature configurations:
Experiment τ (ms)
−0.01 T, 1.5 K 61.8(8)
−0.01 T, 1.6 K 60(1)
−0.1 T, 1.5 K 66(1)
−0.1 T, 1.6 K 61(1)
−0.3 T, 1.6 K 70(3)
−0.45 T, 1.6 K 57(1)
The numbers in parenthesis correspond to the uncertainties from the fitting pro-
cedure. Taking into account the standard deviation of the gray levels, we can
consider all the obtained values of τ equivalent. I. .e, we found that the speed of
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the deflagration process is independent of the magnetic field. This is in clear con-
tradiction with the theory an the previous experiments on magnetic deflagrations.
Nevertheless, what we have actually found is a limitation in the experimental
technique. It was not considered during the experiments, but this results clearly
imply an intermediate step in the recording procedure. The setup used was able
in principle to measure changes with a temporal resolution of 20 ms, but in the
experiments that used to be performed in Dr. Wijngaarden’s laboratory the needs
were focused in the spatial resolution, which they increase averaging several im-
ages. Therefore, we now see that the each image obtained is the result of using
Eq. (2.24), but taking into it the two previous images (−80 and −40 ms), instead
of computing it for every new recorded image. Therefore, this effective “moving av-
erage” spreads the temporal width of the deflagration and diffuses the intensity of
the front. I.e., the effective temporal and spatial resolution arte reduced avoiding
the correct measurement of the speed of deflagrations upon a certain threshold.
A fast change (. 20 ms) would be “extended” up to 60 ms, which explains the
obtained results. The slower the deflagration the better the measurement would
be.
2.5 Conclusions
In this second chapter I have introduced the main subject of my thesis, the mag-
netic deflagration phenomenon, and also I have presented the first reported mea-
surements of magnetic deflagrations using magneto-optical techniques.
The magneto-optical imaging method allowing the investigation of local dy-
namics of the magnetization with very large spacial and temporal resolutions, of
the order of the 1 µm and several milliseconds. Therefore, we considered this tool
a perfect candidate to the study of the propagation of magnetic deflagrations in
Mn12 ac. To the date, magnetic deflagrations were studied using arrays of Hall
sensors, or arrays of pick-up coils; with a spatial resolutions of tens to hundreds of
micrometers respectively. However, the temporal resolution achieved using pick-up
coils remains unequaled.
The results obtained in this chapter show a fast reversal of the magnetization
of a Mn12 ac single crystal. The process starts at one end of the sample when the
magnetic relaxation is triggered using a heater. At a certain moment, both ends
of the sample have the magnetization pointing in the same direction, and finally
the magnetization of the sample is fully reversed. This evidences the occurrence of
a propagating front of change in magnetization, which is the hallmark of the mag-
netic deflagration, together with the generation of heat. This also was considered
looking at the time constant associated with the magnetic relaxation at the ends.
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In summary, for the first time a magnetic deflagration phenomena was regis-
tered with large spatial resolution. Improving the temporal resolution would open
the doors to a detailed study of phenomena like cold magnetic deflagrations or
pulsating regimes of magnetic deflagrations, both predicted theoretically [61, 62]
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CHAPTER3
Magnetic properties of Nd5Ge3
In this chapter are presented the magnetic and crystalline properties of the system
that is the main object of study in this thesis, the intermetallic compound Nd5Ge3.
First I will introduce briefly some of the properties of the rare-earth intermetallic
compounds family R5Ge3 and the crystal and magnetic structure of the Nd5Ge3
itself, as an introduction to set the framework to show the results of the magnetic
characterization measurements.
3.1 Crystalline and magnetic structure of Nd5Ge3
The intermetallic compound Nd5Ge3 belongs to the family of R5M3 compounds,
where R correspond to rare earths and M to p-block elements. The family com-
prises a variety of compounds such as R5Si3, R5Ge3, R5Ga3, R5Pb3 and R5Sn3.
While the crystal structure of these binary compounds depends upon the atomic
sizes of R and M as well as the type of the p-block element, most of them crystal-
lize in the Mn5Si3-type hexagonal structure [63] (a structure type with space group
P63/mcm and present in more than 400 compounds [64]). In this structure, the
R atoms occupy two inequivalent crystallographic 4d and 6g sites located at (1/3,
2/3, 0) and (xR, 0, 1/4). I. e., the layers formed by rare-earth ions are stacked
along the hexagonal c-axis in an A-B-A-C sequence as is shown in Fig. 3.1 (the
crystallographic structures presented in this chapter are made with the program
VESTA [65]).
Due to the different near-neighbour environment associated with the two sites,
this compounds typically show complicated magnetic structures. A variety of
behaviours such as the coexistence of antiferromagnetic and ferromagnetic compo-
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Figure 3.1: Crystallographic structure of Mn5Si3. In this figure, is represented
the crystallographic structure of Nd5Ge3 with its appropriate dimensions.
nents, non-commensurate amplitude-modulated and conical spin structures, and
field-induced magnetic configurations are observed.
3.1.1 The rare-earth intermetallic compounds R5Ge3
The R5Ge3 family of compounds was first studied by Buschow and Fast using
polycrystalline samples [66]. The compounds R5Ge3 are brittle silvery metals,
and fairly resistant to air oxidation. As mentioned before, this family is one of
the R5M3 members that form an isomorphous series crystallizing in the hexagonal
Mn5Si3-type of structure.
Fig. 3.2 shows the lattice constants ratios of the Mn5Si3-type members of the
family R5Ge3. In the top panel are represented the ratios between the a(b)-c lattice
constants of the R5Ge3 compounds and the a(b)-c lattice constants of the La5Ge3.
The decrease observed is originated by means of what is commonly known as the
“lanthanide contraction”. This phenomenon consist in a reduction of the atomic
radius of the lanthanide atoms because as the 4f subshell, which is filled across
these elements, is not very effective at shielding the outer shell (n = 5 and 6)
electrons. It can not counter the decrease in radius caused by increasing nuclear
charge. The ionic radius reduction in the lanthanide series is more than a 15%,
from 103 pm for La3+ to 86.1 pm for Lu3+, while the nuclear charge increase
is a 24%, from 57 for La3+ to 71 for Lu3+. In the bottom panel of the figure
are represented the ratios between the a(b) and c lattice constants of the R5Ge3
compounds. The ratio remains approximately constant for all members. In both
panels the values corresponding to the compound Yb5Ge3 seem not to follow the
trends of the rest of the family. The origin of this discrepancy lies in the intra-
atomic interactions, that favours the filling of the sub-band by transferring an
electron from the conduction bands to an f state, predominantly at the expense
of the d electrons. The binding contribution of those electrons to the electronic
shielding is thereby reduced, causing a substantial increase in the atomic volume.
In their study, Buschow and Fast showed bulk magnetization measurements
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Figure 3.2: Lattice constants ratio of the Mn5Si3-type members of the family
R5Ge3. No data was found for Pm5Ge3, and Eu5Ge3 crystalizes in a Cr5B3-type
structure. Data from Springer Materials [67].
from which the magnetic ordering of different compounds was inferred: Ce5Ge3 and
Nd5Ge3 as ferrimagnets and Pr5Ge3, Tb5Ge3, Dy5Ge3, Ho5Ge3 and Er5Ge3 as weak
antiferromagnets at low temperature and exhibit a field induced metamagnetic
transition (they also studied Yb5Ge3 and Sm5Ge3 but since the samples were not
obtained in single phase they did not showed them in the report).
In the literature we find some papers on R5Ge3 polycrystalline compounds [68–
79]. Nevertheless, despite the rich phenomena present in the members of the
R5Ge3 family and their typical crystalline anisotropies, there are very few reports
on single crystals. A single crystal of Ce5Ge3 was reported to show dense Kondo
behaviour [80], Doerr et al. reported magnetostructural irreversibilities on single
crystals of Gd5Ge3 and Nd5Ge3 (Ref. [81]), Tsutaoka et al. reported, on single crys-
tals of Gd5Ge3 and Tb5Ge3, magnetization and electrical transport properties [82]
and irreversible magnetic field-induced metamagnetic transitions on single crystal
of Nd5Ge3 (Ref. [83]), and Joshi et al. reported field-induced ferromagnetic be-
haviour in the antiferromagnetic single crystals of Pr5Ge3 and Tb5Ge3 (Ref. [84]).
3.1.2 Magnetic structure of Nd5Ge3
The first magnetic experiments on Nd5Ge3 reported by Buschow and Fast [66]
showed that, together with Ce5Ge3, the Nd5Ge3 intermetallic compound, param-
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Figure 3.3: The type A antiferromagnet consists in alternately aligned ferro-
magnetic planes.
agnetic at room temperatures, become ferrimagnetic at low temperatures, possess-
ing a remanent magnetic moment when studied at 4.2 K at various magnetic field
strengths. The observed value for the saturation magnetization at this temperature
was 1.92 µB per Nd atom, just 3/5 of the theoretical saturation value per Nd atom
if all Nd atoms were aligned parallel to one another (and if the magnetic moment
per Nd atom corresponds to the free ion value for Nd3+). In their report Buschow
and Fast comment that the value observed would be expected if all 6g Nd atoms
were ordered ferromagnetically while the 4d were ordered antiferromagnetically.
They note, however, that the saturation values in rare-earth intermetallics must
be handled carefully since deviations from the theoretical values are likely to occur
as a cause of partial quenching of the orbital momentum by the crystal field. Nev-
ertheless, they indicate that the possibility of a mixture of antiferromagnetic and
ferromagnetic interactions has to be considered due the positive Curie temperature
observed, which suggests that a relatively weak antiferromagnetic exchange inter-
action might exist between magnetic sublattices, while the magnetic interactions
within a certain sublattice might be relatively strong. This behaviour corresponds
to layered structures like the antiferromagnetic A-type [85] and is represented in
figure 3.3.
Obviously, neutron diffraction experiments were necessary in order to under-
stand the magnetic structure of Nd5Ge3. Schobinger-Papamantellos and Buschow,
twenty years later than the original paper from Buschow, presented a report where
the magnetic properties of Nd5Ge3 were studied by neutron diffraction [86]. In the
report the authors propose a magnetic structure that consists in a collinear double
sheet structure for the Nd atoms at the 6g position and a canted structure for the
4d atoms, with the main axis of antiferromagnetism parallel to the c direction.
The model proposed accounts for a saturation moments for both Nd positions of
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Figure 3.4: Magnetic structure of Nd5Ge3 at low temperature and zero ap-
plied magnetic field. Projection in the basal hexagonal plane. The 6g atoms
(orange) order with a collinear antiferromagnetic structure along the c-axis and
change sign (red dot up, white dot down) every two (110) planes (double sheet
structure). The 4d atoms (in red) have a component in the hexagonal base that
rotates 90◦ every (110) plane, and the c-axis compoment that changes in sign
as the 6g atoms. This structure is proposed in Ref. [86].
1.39 and 1.34 µB respectively, which are well below the free ion value of 3.62 µB,
a reduction due crystal field effects. In the model proposed the magnetic lattice
is commensurate with the crystal lattice but with a cell enlargement of 4a, 4b, c,
where a, b, and c correspond to the crystallographic axes, i. e., with a propagation
vector ~k = (0.25, 0, 0). This model is shown in Fig. 3.4.
They studied the temperature variation of the magnetic intensity at zero ap-
plied magnetic field of the (010) magnetic reflection and the nuclear (102) reflection
(the indices refer to the ortohexagonal and hexagonal unit cell respectively) (see
Fig. 3.5). The 4.2 K neutron diagram of Nd5Ge3 in the mentioned work was
characterized by a strong antiferromagnetic peak at low angles. The intensity of
nuclear reflections having Nd contributions to their structure factor (such as (102)
reflection) was found to be temperature independent. This fact is in apparent
contradiction with the results of magnetization measurements since it excludes
the occurrence of ferromagnetism below the magnetic ordering temperature, but
one has to keep in mind that neutron diffraction experiments were performed at
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gas. The purity of the starting materials was 99.9% 
for Nd and 99.9% for Ge. The sample was vacuum 
annealed at 900°C for four weeks. X-ray diffrac- 
tion shows that NdsGe 3 is of single phase. 
The neutron diffraction data were collected at 
temperatures 239 and 4.2 K with the two-axis 
spectrometer at the Saphir reactor in W~enlingen 
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(010) magnetic reflection (a) and of the nuclear (102) reflection 
(b). The indices (010) and (102) refer to the orthohexagonal and 
hexagonal unit cell, respectively. 
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(010) magnetic reflection (a) and of the nuclear (102) reflection 
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Figure 3.5: Temp rat re va iation of the magnetic intensity of the neutron
diffraction peaks. Panel a: Magnetic reflection peak (010) referred to the mag-
netic structure. Panel b: nuclear reflection peak (102), referred to the crystalline
structure. Figure extracted from Ref. [86].
zero applied magnetic field, and this field probably induces a structural transi-
tion in the crystal (or a deformation) which accommodates the magnetic moments
leading a ferromagnet c i teraction betwe hem.
According to their results the 6g and 4d symmetry positions show a different
kind of magnetic order. The 6g atoms have a collinear arrangement along the c-
axis with µ = 1.39(9) µB, the moment value in the basal plane being undefinable.
By contrast the 4d atoms have a canted arrangement with µz = 1.16(25) µB and
µx = 0.7(4) µB. The angle describing the magnetic moment deviation from the z
axis equals 31◦. The refined moment values of both symmetry positions 1.39(9) µB,
1.34(6) µB are significantly lower than the moment expected for free ion Nd3+.
Nevertheless, the average Nd moment observed in the saturation (1.92 µB) is
substantially hight than each of the two Nd moments found by means of neutron
diffraction. To explain this discrepancy, the authors proposed that either the field-
induced magnetic transition is accompanied by a marked increase in Nd moment,
or the neutron diffraction measurements where affected by a certain disorder in
both Nd sublattices in zero field.
In a recent study, Vokhmyanin et al. presented new results on neutron diffrac-
tion on Nd5Ge3 at 10 K and room temperature [87]. In this work the proposed mag-
netic structure consists in a spin wave type with a wave vector k ≈ (0.187, 0, 0),
and with the moments directed along the c-axis in both 4d and 6g positions, with
a magnetic moments 2.6(1) µB and 1.9(1) µB respectively. This values are more
reasonable to explain the saturation values of the Nd5Ge3.
Tsutaoka et al. outlined an investigation of the magnetic field induced irre-
versible AFM→FM transition by means of neutron scattering [88]. In this report
they show an important result. It was suggested previously, by Maji et al. [74]
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and Tsutaoka et al. [83], that the irreversible metamagnetic field induced transi-
tion could take place by a martensitic structural transition, like in Gd5Ge4 [89].
Nevertheless, the data obtained in this neutron diffraction study under an external
magnetic field at 1.5 K showed that, while the magnetic reflections present an irre-
versible change by the field induced transition, the reflection peaks at the nuclear
positions did not change during the isothermal magnetization process, refusing the
structural change in the crystal as the origin of the magnetic phase transition nor
its irreversibility.
3.2 Magnetic characterization of single crystals
In this section the magnetic characterization of single crystals of Nd5Ge3 is pre-
sented. The purpose is not just to reproduce the measurements already reported
(some of them only in polycrystals), but also to study in detail some of the mag-
netic properties that will be useful in the following chapters of this thesis. The
magnetic measurements performed comprise zero-field and field cooled processes,
isothermal magnetization curves, temperature and frequency dependence of ac-
susceptibilities, and thermoremanent magnetization relaxation.
The Nd5Ge3 single crystals studied in this thesis were provided by Prof. Tsu-
taoka from Hiroshima University. Here I describe concisely the fabrication proce-
dure: First polycrystalline ingots are prepared by arc-melting the constituting
99.9%-pure Nd and 99.999%-pure Ge elements under high-purity argon atmo-
sphere. Then the compounds are studied by powder X-ray diffraction to ensure
they are single-phase. From that single-phase polycrystalline samples single crys-
tals are grown by the Czochralski method using a tri-arc furnace. It should be
noted that it is difficult to grow a large single crystal of Nd5Ge3; the grown crystal
ingots tend to have small single-crystalline grains. The samples were cut from the
ingots into a rectangular shape (e. g., 1× 1.5× 2 mm3) and annealed at 300◦C for
24h in an evacuated quartz tube. Finally the crystal orientation is determined by
the back-reflection Laue method. The long axis of the samples corresponds to the
crystallographic c–axis.
3.2.1 The MPMSr system and its magnetometer
The magnetization measurements presented in this chapter were performed using
a Superconducting Quantum Interference Device (SQUID) magnetometer, part of
Quantum Designr’s Magnetic Property Measurement System (MPMSr). Here I
will describe briefly the properties of this device.
The MPMSr in our laboratory is used in most of the experiments of this thesis.
It was one of the first to be installed in Europe, more than 25 years ago, and, despite
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its age and the fact that has been improved in many non-supported ways it works
flawlessly, the most part of the time. While the aim of the MPMSr is to measure
magnetization using its own magnetometer (SQUID), with our device, as we will
see in the next chapters, we can study also electrical transport, ferromagnetic
resonance, induced magnetic deflagrations. . .
Back to the original purpose for which MPMS was made for, a schematic rep-
resentation of the system is shown in Fig. 3.6. It consists of a 4He dewar, with an
insert that consists in turn of a cryostat with a superconducting solenoid, a tube
that connects with the exterior where the sample is introduced, a set of supercon-
ducting pick-up coils in a longitudinal second-order gradiometer configuration, and
the SQUID magnetometer placed at the bottom, inside a superconducting mag-
netic shield. The range of fields and temperatures that a given MPMSr system
can reach depends on particular versions and/or upgrades. Our instrument has
the following working ranges:
1. Temperature range: 1.8 – 350 K
2. Magnetic field range: up to 5 T
with a cooling rate up to 10 K/min (lower below 10 K), and a fixed magnetic
field sweeping rate of 300 Oe/s with the dedicated power source (using an external
power source we can also control the sweeping rate –while 300 Oe/s is still the
limit due magnet’s inductance).
As mentioned, the magnetization of the sample is measured with a SQUID mag-
netometer, that comprises of a second-order gradiometer (counter-wound pick-up
coils) connected inductively to two parallel Josephson junctions in a superconduct-
ing ring. The sample is mounted in a non-magnetic sample holder and then placed
on the end of a non-magnetic sample rod between the pick up coils. The move-
ment of the sample through the gradiometer induces a current in the coils due to
Faraday’s law of electromagnetic induction. The SQUID then functions as an ex-
tremely sensitive current to voltage converter, outputting the change in magnetic
flux measured by the pick-up coils as a voltage response. The SQUID voltage is
then measured at a number of sample positions along the scan length. This SQUID
response is fitted to the theoretical signal of a point-source magnetic dipole using
either iterative or linear regression algorithms, and the magnetic moment of the
sample is then extracted. SQUID magnetometers are capable of measuring very
small magnetic moments, in our case with a resolution of 5× 10−8 emu.
3.2.2 Isofield magnetization
It is somehow common in characterizing a magnetic material to start with the
temperature dependence of the magnetization following two processes. The first
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SYSTEM COMPONENTS compongnts shnwn in bloc)
I. Sample Rod 8. SQUID Capsule with Magnetic Shield
2. Sample Rotator 9. Superconducting Pick-up Coil
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4. Probe Assembly II. Dewar
5. Helium Level Sensor 12. HP Thinkjel Printer
6. Superconducling Solenoid 13. Magnet Power Supply
7. Flow Impedance 14. Model 1802 Temperature Controller
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17. Model 1822 MPMS Controller
18. GasIMagnet Control Unit












Figure 3.6: Schema of the components of the MPMSr instrument. Supercon-
ducting elements are shown in blue. Components: 1. Sample rod, 2. Sample
Rotator (not available in our setup), 3. Sample Transport, 4. Probe Assembly,
, 5. Helium Level Sensor, 6. Superconducting Solenoid, 7. Flow Impedance, 8.
SQUID Capsule with Magnetic Shield, 9. Superconducting Pick-up Coil, 10.
Dewar Isolation Cabinet, 11. Dewar. Figure extracted from vendor’s datasheet.
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Figure 3.7: ZFC (green) and FC (red) magnetization processes with an applied
magnetic field of 100 Oe along the c-axis.
process, known as zero-field cooled (ZFC) consists in cooling down the sample
at zero applied magnetic field. Then, a magnetic field is applied. Usually this
field is small, < 1 kOe, in order to avoid large modifications of the magnetic
energy barriers of the system. With the magnetic field applied, the temperature
is then raised while the magnetization is measured. The second process, known
as field cooled (FC) consists in cooling down the sample but with the magnetic
field applied during the process. Sometimes the magnetization is recorded during
the cooling down process (known as field cooled cooling – FCC), and sometimes
during the warming process (known as field cooled warming – FCW). If it is not
specified, the FC is a FCW process (it is easier to warm the sample keeping a
constant rate than cooling it, especially at low temperatures). The study of ZFC-
FC curves is mainly focussed in the search of magnetic transitions where the system
goes from paramagnetic at hight temperatures to an ordered state ferromagnetic,
antiferromagnetic, ferrimagnetic, or even an unordered state like a spin-glass, as
the temperature is lowered.
Fig. 3.7 shows the ZFC-FC measurements of a single crystal of Nd5Ge3 with
an applied magnetic field of 100 Oe along the c-axis. In the ZFC process we
observe two peaks. The peak at 50 K corresponds to the Néel temperature, sep-
arating the high temperature paramagnetic phase from the low temperature an-
tiferromagnetic state. The peak that appears at 26 K has been object of many
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Figure 3.8: Reciprocal susceptibility against temperature. Straight lines rep-
resent the Curie-Weiss behaviour for a ferromagnet (θ = Θ > 0), a paramagnet
(θ = 0) and an antiferromagnet (θ = −Θ < 0).
speculations. Schobinger-Papamantellos and Buschow [86] proposed the existence
of narrow Bloch walls in the ferromagnetic regions; Tsutaoka et al. [83] interpreted
the peak as an indicator of a second antiferromagnetic transition, while at the end
of the paper also consider the peak as a hint of weakness of the antiferromagnetic
structure and suggested the possibility of the coexistence of antiferromagnetic and
spin-glass states as has been proposed in Gd5Ge4 [90]; finally, Maji et al. [74]
showed a bunch of experiments where spin-glass-like behaviour was plausible and
suggested the existence of a cluster glass state below this temperature.
From the ZFC at 100 Oe we can obtain the molar DC magnetic susceptibility
χ as a function of temperature, and therefore the reciprocal susceptibility χ−1. In




T − θ , (3.1)
where θ is the Weiss temperature, and C is the Curie constant. If θ = 0 the material
is a paramagnet, while θ > 0 and θ < 0 mean, respectively, that the magnetic
interactions in the system are of ferromagnetic or antiferromagnetic nature (see
Fig. 3.8).
The magnetic molar susceptibility and the reciprocal magnetic molar suscep-
tibility versus temperature in a 100 Oe external magnetic field for two different
crystal orientations (H ‖ c-axis and H ‖ c-plane) are shown in Fig. 3.9.
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Figure 3.9: Magnetic molar susceptibility χ and reciprocal magnetic molar
susceptibility χ−1 versus temperature in an external magnetic field of 100 Oe,
for two different crystal orientations (H ‖ c-axis, H ‖ c-plane). Solid lines
correspond to the fits of the data to the Curie-Weiss equation (3.1).
Well above the Néel temperature (50 K), the system magnetic susceptibility
can be fitted to the Curie-Weiss equation (3.1) to get C and θ. The values obtained
were:
c− axis µeff = 3.73(2) µB, θ = 33(3) K
c− plane µeff = 3.715(4) µB, θ = 28.7(3) K
,
with µeff being the effective magnetic moment per atom of Nd, which can be







where n = 5 (C is obtained in moles of Nd5Ge3), NA is the Avogadro constant, µ0 is
the vacuum permeability and kB is the Boltzmann constant. The values obtained
are in agreement with those reported by Tsutaoka et al. [83]. The asymptotic
positive Weiss temperature suggests dominant ferromagnetic interactions, which
is plausible if the antiferromagnet is of type A with a weak antiferromagnetic
interaction between ferromagnetic layers. The obtained values of the effective
62













Figure 3.10: Thermoremanent magnetization (TRM) of the sample prepared
in the saturated state using a FC process with 50 kOe.
magnetic moment per Nd atom coincide with the values of the magnetic moment
of a free Nd3+ ion (3.62 µB).
In order to understand the nature of the peak at 26 K we performed other exper-
iments. First we measured thermoremanent magnetization and AC-susceptibility
experiments. The term thermoremanent magnetization (TRM) is given to the
process of studying the dependence of the magnetic remanence (at zero applied
magnetic field) with the temperature. The process starts with the sample magne-
tized (it can be magnetized following a FC process, or an isothermal magnetization
process), then the magnetic field is removed and the magnetization is measured
as the temperature is raised. Fig. 3.10 shows the TRM measurements on a sin-
gle crystal of Nd5Ge3 after magnetizing the sample up to the saturation in a FC
process with a magnetic applied field of 50 kOe. In the figure it is clear that the
magnetization remains constants for T < 20K and goes to zero quickly before
T = 26 K. The nature of the peak at 26 K may be related with the unblocking of
magnetic clusters. In that case, due the narrow range of temperatures where the
loss of remanence takes place, one may expect that: 1) the clusters are very similar
(the barrier is almost identical) and/or 2) the existence of hidden mechanisms (for
example self-heating of the sample) that enhances the relaxation rapidly and 3)
a magnetic order-disorder transition within the clusters that destroys the energy
barrier.
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Figure 3.11: Temperature dependence of the real (top panel) and the imaginary
(bottom panel) components of the AC susceptibility at ν = 280 Hz at H = 0.
Green points correspond to the sample prepared following a ZFC. Red points
correspond to the sample prepared in the saturated state before setting H = 0
(remanent magnetization –TRM).
The AC measurements are shown in Fig. 3.11. AC measurements are an impor-
tant tool for characterizing many materials because they yield information about
magnetization dynamics which are not obtained in DC measurements, where the
sample moment is effectively constant during the measurement time. In the limit
of low frequency where AC measurement is most similar to a DC measurement;
the real component of the AC susceptibility, χ′ is just the slope of theM(H) curve.
The imaginary component of the signal, χ′′, indicates the existence of dissipative
processes. This dynamic measurements are a powerful tool for examining mag-
netic phase transitions, such as (anti)ferromagnetic transitions. We can see this
at work in Fig. 3.11: we see a rapid increase in χ′ as T is increased near 50 K
in the ZFC and TRM curves. With mean field theory one can determine, using
critical exponents, the nature of the divergence as a function of temperature and
a superimposed DC applied field, allowing to distinguish between various models
of magnetic interactions. Below 40 K we found differences between both ZFC and
TRM curves. Below 20 K we see a magnetic response of the system to the ac mag-
netic field in the ZFC curve, while the TRM curve does not show any response.
In a collinear AFM(FM) system with large energy barriers one does not expect to
obtain magnetic susceptibility. From the TRM curve measured in DC (Fig. 3.10)
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Figure 3.12: Frequency dependence of the AC measurements at H = 0. Top
panel corresponds to the real part of the susceptibility, bottom panel correspond
to the imaginary part. The preparation of the sample is the same than the
previous figure, green ZFC and red TRM.
we see that below 20 K the system maintains its magnetization, i. e., is blocked
in the FM saturated state. This is confirmed by the observed χ′ ≈ χ′′ ≈ 0. To
explain the ZFC curve we consider the non-complete collinearity of the AFM state
together with changes within the FM clusters/layers that form the A-type AFM
state. It is also remarkable the difference between both ZFC and TRM curves
in the range between 26 K and 40 K. Since the “shape” of both curves in that
temperature range is certainly similar, we believe that what we are observing are
different contributions of the same phenomenon: the susceptibility change within
the FM clusters.
To the best of my knowledge, this is the first time that AC magnetic measure-
ments on a single crystal of Nd5Ge are reported. Maji et al. [74] presented AC
susceptibility data on a polycrystalline sample which we could not reproduce in
our experiments. In their measurements they found a peak on the χ′′ at TN which
is not what one should expect from a antiferromagnetic phase transition [91], and
also did not observed a peak in the χ around 30 K. Nevertheless they used their
experiment to focus on the shift of the peak at χ′′ around 30 K as a hint of a spin
cluster transition. The empirical parameter δf = ∆Tf/(Tf∆ log ν), determines the
relative shift of the spin freezing temperature. They obtained a value of 0.032
(wrongly, because they used the natural logarithm instead of the decimal); if the
65
3. Magnetic properties of Nd5Ge3
formula would had been used correctly they would had obtained a value of 0.089,
closer to the expected for the presence of superparamagnetic clusters (∼ 0.1) [92]
instead of a spin glass system (∼ 0.005) [93] or cluster glass systems (∼ 0.01) [91,
94, 95]. The value obtained in our measurements (from peaks around 30 K in
m′ in Fig. 3.12) is 0.04. If we also consider the peak position of the DC mea-
surement (the DC measurement can be treated as 1/30 Hz), we obtain a final
value of δf = 0.05. This value keeps the question open about the presence of
superparamagnetic clusters or the occurrence of a cluster glass system.
3.2.3 Isothermal magnetization
One of the main features of the system Nd5Ge3 is its magnetic field dependent
dynamics. Among the members of the R5Ge3 family, Nd5Ge3 and Ce5Ge3 are the
only compounds having remanent magnetization after the application of a mag-
netic field [66]. In this section I will show the magnetization curves at different
temperatures, which will let the reader to understand the convenience of this sys-
tem to be studied under the perspective of the magnetic deflagrations framework.
Rare-earth intermetallic compounds have large anisotropies due to the interac-
tion of the highly anisotropic orbitals with the crystalline electric field [96]. The
magnetic anisotropy of Nd5Ge3 was first investigated by Tsutaoka et al. [83]. In
their work the magnetization curves were studied along the three crystallographic
axes and under pulsed fields (up to 500 kOe). They found an easy axis of magne-
tization along the c-axis.
The measurements performed in our group confirm this large anisotropy
(Fig. 3.13). The magnetization in the c-plane (plane perpendicular to the c-axis)
increases linearly in the range of magnetic fields studied when the field is applied
perpendicular to the c-axis. In the aforementioned work of Tsutaoka et al. they
extended the range of fields up to 500 kOe without observing a saturation un-
til the field was near to 400 kOe (Fig. 3.14). In the c-axis orientation, as the
field is increased, we confirm the reported spontaneous metamagnetic AFM→FM
transition at Hsp-AFM. Once this transition takes place the system remains in a
hard FM state. When the field −Hsp-FM is reached in the opposite direction of
the magnetization of the sample, M , the spontaneous reversal of the FM occurs.
These abrupt jumps in the magnetization curve are, perhaps, the most interesting
aspect of this system. The fact that are large, spontaneous, abrupt, and present in
two different parts of the magnetization curve, was the key factor we were looking
for to study the occurrence of magnetic deflagration in systems beyond the single
molecule magnets (SMM) like Mn12 ac or Fe8 (Ref. [4]).
To complete the isothermal magnetization characterization and to integrate
them with the results for the temperature dependence, I measured the magnetiza-
tion curves at different temperatures in the range between 2 and 60 K. Fig. 3.15
66














Figure 3.13: Magnetization curves along the c-axis and the c-plane at 2K,
with a field sweep rate of 300 Oe/s. The spontaneous fields for the AFM→FM
transition, Hsp-AFM, and for the FM reversal, ±Hsp-FM, are marked on the top
axis.
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ISSP, University of Tokyo. Measurements of the specific heat
C were carried out by a relaxation method using the PPMS
(Quantum Design) in the temperature range from 4 to 100K.
3. Results and discussion
3.1. Crystal structure and lattice constants of Nd5Ge3
The crystal structure of Nd5Ge3 is shown in Fig. 1. The Nd
atoms occupy the crystallographic sites 4d (black circles, Nd1) and
6g (gray circles, Nd2). They form repeated layers along c-axis with
sequence A (black circles), B (gray circles), A (black circles),
C (gray circles), etc. as shown in Fig. 1(a). The Ge atoms also
occupy the 6g site. We use three crystal axes, a-, b- and c-axis, in
which b-axis is perpendicular to a-axis as shown in Fig. 1(b).
Lattice constants a and c, which were determined by powder
X-ray diffraction at room temperature, are in good agreement
with the reported values a ¼ 7.882 and c ¼ 6.636 A˚ of Nd5Ge3 [3].
3.2. Magnetization curves and field-induced magnetic phase
transitions
The magnetization M curves along the three principal axes
up to 70kOe at 4.2K are shown in Fig. 2(a). In the c-plane (a- and
b-axis), the magnetization increases linearly with increasing
external magnetic field and reaches 0.68mB/Nd at 70kOe; no
magnetic anisotropy is observed in the c-plane. On the other hand,
along c-axis, magnetization shows a jump at HC ¼ 18.0 kOe and
Fig. 1. Crystal structure of Nd5Ge3 (a), and the structure projected onto the a–a
plane (b). b-axis is perpendicular to a-axis.
Fig. 2. Magnetization curves of Nd5Ge3 at 4.2K along the three axes (a) and high-field magnetization curves measured in pulsed fields (b).
Fig. 3. Remanent magnetization MR as a function of tim along c-axis at 4.2K. The
inset shows the first relaxation process up to 30min.
T. Tsutaoka et al. / Physica B 405 (2010) 180–185 181
Figure 3.14: Magnetization curves along the c-axis and the c-plane at 4.2K
measured in pulsed fields. Extracted from [83].
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Figure 3.15: Magnetization curves along the c-axis in different temperatures in
the range of 2–60 K.
show these measurements, with the magnetic field applied parallel to the c-axis
and a magnetic field sweeping rate of 300 Oe/s. We can observe in the figure how
the field at which the spontaneous jumps take place becomes smaller as the tem-
perature is increased. Eventually, the magnetic remanence disappears between 20
and 40 K and the magnetic field transition does as well between 40 and 60 K. This
results are in agreement with the work of Tsutaoka et al. that set the temperatures
at which remanence disappears and AFM→FM transition takes place to be 26 and
50 K respectively. Note that the former was already obtained in the study of the
thermoremanent magnetization (Fig. 3.10), and the later is TN , as expected from
the ZFC curve (Fig. 3.7).
3.2.4 Magnetic relaxation
Magnetic relaxation is another useful measurement to be performed on a magnetic
material with hysteresis. The experiment consists in measuring the temporal evo-
lution of the magnetization toward the thermodynamic equilibrium. Because of
the magnetic hardness showed in the hysteresis loop one can infer that this system
will have a slow relaxation. Magnetic relaxation in Nd5Ge3 have been reported by
Tsutaoka et al. [83] and Maji et al. [73, 74]. In the work of Tsutaoka et al. they
studied the relaxation of the remanent magnetization over time at 4.2 K. They
observed a very slow relaxation, of about 0.26% of the initial magnetic moment
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in 15 minutes, and with a clear tendency to stabilize. Nevertheless they did not
extended the study nor try to obtain magnetic parameters from this relaxation.
In the works of Maji et al., on the contrary, they studied magnetic relaxation at
different temperatures and magnetic fields, on a polycrystal, and found that the
magnetic relaxation could be fitted to an stretched exponential. In this section I
will show an study of the magnetic relaxation in a single crystal, extending the pre-
vious analysis and finding that the magnetic relaxation in Nd5Ge3 actually follows
an extended exponential behaviour. The expression for a extended exponential
magnetic relaxation is
M(t) = Meq − (Meq −M(0)) exp
(−(tΓ)β) , (3.3)
where Γ is the the rate of magnetic relaxation, β is the extending exponent andMeq
is the magnetization at the thermodynamic equilibrium. Depending on the value
of β this expression corresponds to a stretched exponential (β < 1), a compressed
exponential (β > 1) or, evidently, an exponential (β = 1). While the three possible
cases for β drive the equation to the same final value at t → ∞, Meq, we can see
in Fig. 3.16 how they differ at “short times”. Referred to the exponential curve,
on the one hand, the compressed exponential starts “slower” and then increases
rapidly the rate of relaxation and reach the final value before than the exponential
curve does; on the other hand, the stretched exponential starts “faster” and then
decreases rapidly the rate, reaching the final value later than the exponential curve
does.
Table 3.1: Values of Γ and β for the best fits of Eq. (3.3) to the relaxation shown
in Fig. 3.17
T (K), H (kOe) Γ (×10−4 s−1) β
AFM
2, 28.6 1.0 0.54
3, 23.2 1.9 0.65
4, 18.7 3.2 0.75
6, 12.9 7.2 0.77
FM
3, 23.2 1.6 1.30
4, 18.7 2.4 1.33
5, 12.3 4.1 1.19
6, 10.0 4.3 1.24
Fig. 3.17 shows the magnetic relaxation of the system prepared in the anti-
ferromagnetic and ferromagnetic phases, at different temperatures and magnetic
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Figure 3.16: Extended exponential for β < 1 (stretched exponential), β > 1
(compressed exponential) and β = 1 (exponential).
fields. The top panel of the figure correspond to the relaxations from AFM to FM,
while the bottom panel correspond to the time dependence of the reversal of the
FM state. In order to observe the relaxation of the magnetization in a wide range
of values and because of the large irreversibility present in the system, the fields
chosen to perform the magnetic relaxation were close large enough being close to
the spontaneous avalanche fields Hsp for each temperature and magnetic state.
Table 3.1 contains the values obtained fitting the magnetic relaxation to Eq. (3.3).
On the one hand, in the AFM phase the magnetic relaxation follows a stretched
exponential (β < 1): the initial relaxation is enhanced and then became flatter. A
distribution of barriers (even a narrow one) would lead to this kind of relaxations,
the smaller barriers jump early and then the larger does. On the other hand, the
FM phase follows a compressed exponential (β > 1). One possible explanation for
the compressed behaviour in the FM phase is that the energy barrier to overcome
is very high at the beginning, but the relaxation releases heat that enhances the
relaxation rate which means more heat released and so on.
We also investigated the magnetic relaxation for fields as close to the sponta-
neous jump fields as possible. Fig. 3.18 shows the magnetic relaxation from the
AFM state towards the equilibrium at 2 K. In the top panel are represented sev-
eral fields near Hsp-AFM, while in the bottom panel are represented four measure-
ments at the same magnetic field (29.1 kOe), in order to check the reproducibility
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2 K, 28.6 kOe
3 K, 23.2 kOe
4 K, 18.7 kOe





3 K, 23.2 kOe
4 K, 18.7 kOe
5 K, 12.3 kOe
6 K, 10.0 kOe
Figure 3.17: Magnetic relaxation toward the equilibrium at different temper-
atures and magnetic fields. The solid lines represent the fits to Eq. (3.3). The
results are summarized in the Table 3.1. Top panel: initiated at the AFM state.
Bottom panel: initiated at the saturated FM stated.
of the effect and the distribution in the time at which the spontaneous jump oc-
cur (for fixed T and H conditions). While I will agree with the reader that 4
realizations may not be a good statistical sample, looking also at the top panel
seems plausible that the expected incubation time (time needed for the jump in
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Figure 3.18: Magnetic relaxation of the AFM state towards the equilibrium in
the vicinity of the critical field at 2 K. Top panel: for different applied fields. The
dark gray dashed line is the fit to the extended exponential Eq. (3.3), resulting
in β = 0.64, Γ = 7× 10−5 s−1. Bottom panel: reproducibility test at 29.1 kOe.
magnetization to occur) for T = 2 K and H ≈ 29 kOe is . 500 s (note that
Run 2 in bottom panel has an incubation time equal to 0). This time-dependent
phenomena was also reported by Maji et al. in Nd5Ge3 polycrystals [73], so we
can confirm that this is not an effect due the polycrystallinity of their samples,
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Figure 3.19: Magnetic relaxation of the FM state towards the equilibrium in
the vicinity of the critical field at 2 K. Above H = 24.594 kOe the system relaxes
before starting the experiment.
but something intrinsic of this material. It is worth to say that this kind of
jump in magnetization, where both the temperature and magnetic field are kept
constant, is observed in a very limited number of compounds. There are cases
reported in the Pr0.5Ca0.5Mn1–xGaxO3 manganite [97], manganite thin films [98],
(La0.5Nd0.5)1.2Sr1.8Mn2O7 [99], (La0.8Eu0.2)4/3Sr5/3Mn2O7 [100], and PrxNa1–xMnO3
with x = 0.6 and 0.75 [101, 102]. The magnetic relaxation of the FM state is shown
in Fig. 3.19. In this case we can observe that the system has an extremely narrow
magnetic field window of spontaneous jumps, of the order of one Oersted; above
24.595 kOe (included), the system has already relaxed before starting the measure-
ments, while below that field the system relaxes smoothly to the equilibrium. It
should be possible to observe the same time dependence of the spontaneous jump
as in the AFM→FM transition, i. e., catch the FM reversal abrupt transition dur-
ing a relaxation experiment, while it is not observed in our set of measurements.
3.2.5 Magnetic phases
Tsutaoka et al. presented a magnetic field-temperature phase diagram [83], based
on isothermal magnetization measurements, where points are the fields which the
AFM→FM magnetic field induced transition took place at a given temperature,
which they named critical field Hc (see Fig 3.20). In this phase diagram we can see
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515kOe. The pulsed field magnetization curves up to 515kOe are
shown in Fig. 2(b). Along c-axis, the magnetization gradually
increases with increasing magnetic field after the first metama-
gentic transition and reaches 2.4mB/Nd at 515 kOe. On the other
hand, along a-axis, two metamagnetic transitions take place in the
first magnetization process in higher magnetic fields at HC1 ¼121
and HC2 ¼ 415kOe. At about 380kOe, the magnetization becomes
larger than along c-axis and at 515 kOe, it reaches 2.8mB/Nd,
which is still smaller than gJ ¼ 3.27mB of Nd3+. The crystalline-
electric-field (CEF) effect likely causes the small saturation
magnetization value. Further magnetic transitions may take place
in higher magnetic fields. In decreasing magnetic field, hysteresis
is observed and no remanent magnetization exists along a-axis.
Thus, the antiferromagnetic structure in the c-plane is recovered
after removing the magnetic field. However, in the second process,
the critical field HC1 becomes lower as shown by the dashed arrow
in Fig. 2(b) and the transition becomes obscure. This behavior
indicates that the field-induced irreversibility exists in the c-plane
too. However, the metamagnetic transition at HC2 does not
change.
Considering these magnetizing processes, the ground state of
Nd5Ge3 is antiferromagnetic and a field-induced-ferromagnetic
state is stabilized after removing the external magnetic field along
c-axis, as it has been observed in Gd5Ge4 [7], Nd7Rh3 [8] and
Pr-doped manganites [9]. In these compounds, relaxation of the
remanent magnetization MR was also observed after removing
magnetic field. Thus, to investigate the magnetization relaxation
in Nd5Ge3, the magnetic after effect was measured. The variation
of the remanent magnetization MR with time t is presented in
Fig. 3. As shown in the inset,MR shows a very small decrease up to
about 15min after removing magnetic field and becomes almost
constant at 1.885mB/Nd. In this process, about 0.26% of MR is
relaxed; the ferromagnetic state is stable up to at least 80min.
This behavior is different form that in Gd5Ge4 or Nd7Rh3 [7,8].
The magnetization curves along c-axis at several temperatures
from 2 to 30K are shown in Fig. 4. At 2K, a first-order
metamagnetic transition is observed at HC ¼ 28kOe and the
remanent magnetization MR in the field-induced-ferromagnetic
state is 1.89mB/Nd. The coercivity is 25.7 kOe. Both HC and the
coercivity Hd decrease with increasing temperature. At 26K, a spin
flop takes place at 4.7 kOe at increasing magnetic field and
the remanent magnetization becomes zero. In the reversed
magnetizing process, the metamagnetic transition is also
observed and the magnetization becomes zero at the end of
this process. The field-induced ferromagnetism disappears at
about 26K. At 30K, a conventional metamagnetic transition
accompanied by a hysteresis is observed; a reversible spin-flop
transition becomes dominant. The magnetization curves along
c-axis above 28K are shown in Fig. 5. The hysteresis in
the metamagnetic transition disappears around 40K. The
antiferromagentic to paramagnetic transition takes place around
50K. It should be noted that, at all temperatures, a linear variation
of the magnetization curves is observed up to 70kOe in the
c-plane.
Nd5Ge3 has two non-equivalent crystallographic sites and the
lattice constants are c ¼ 6.612 and a ¼ 8.712 A˚ at 4.2K [4].
According to Papamantellos and Buschow [4], the magnetic
structure of Nd5Ge3 at 4.2K may be of collinear type having a
propagation vector k ¼ (0.25 0 0). The magnetic moment at the
6(g) site is aligned along c-axis and the moment at 4(d) site
deviates from c-axis by an angle of 311. Our magnetization
measurements do not contradict this magnetic structure. Since
the lattice constant c is smaller than a, the antiferromagnetic
Fig. 5. Magnetization curves of Nd5Ge3 along c-axis at various temperatures from 28 to 60K.
Fig. 6. Magnetic field–temperature phase diagram of Nd5Ge3 and the temperature
variation of the remanent magnetization MR along c-axis.
T. Tsutaoka et al. / Physica B 405 (2010) 180–185 183
Figure 3.20: Magnetic field- e p rature phase diagram of Nd5Ge3 and the tem-
perature variation of the remanent magnetization MR along c-axis. Extracted
from [83].
a rapid decrease of the critical field as the temperature is increased. This decrease
reaches a minimum around 26 K and then increases a bit up to 40 K from where
it starts to diminish again until drops to 0 at 50 K. In this phase diagram they
mark a region as a second AFM phase, but, in our opinion, it does not seem to be
very plausible.
I want to present in this section an extension of this phase diagram, to show
the different phases the system present when it is cooled down with an applied
magnetic field. From the FC data it is known that a relatively small field seems to
transform the system into a ferromagnet, or at least some part of it; so we decided
to map the magnetization for FC processes with different magnetic fields. Fig. 3.21
shows the FC curves obtained. A clearer view of the data is presented in Fig. 3.22,
where it is plotted as a heat map where the color represents the magnetization
M relative to the saturation magnetization, MS. It is evident a region where the
system is fully saturated, but it is not clear if this saturation arises from an spin-
flop transition where the system is still an AFM, or from the transition to the
FM state. In the figure are also represented the inflection points of the isothermal
FC curves, as an indicator of the boundary of this spin-flop or AFM→FM phase
transition.
The phase diagram obtained by Tsutaoka et al. is not the magnetic field-






























Figure 3.21: FC magnetization curves at various temperatures from 2 to 60 K,
and fields from 250 Oe to 10 kOe.
phase diagram represents the points in magnetic field-temperature at which the
system can be transformed by the applied magnetic field, after being prepared in
the AFM state following a ZFC protocol. I. e., their process did not represent
the equilibrium for a given (H,T ) configuration. Instead, the phase diagram that
I present in Fig. 3.23 reflects the boundaries of the equilibrium states that the
system posses when it is cooled (slowly enough) with an applied magnetic field.
In the phase diagram we observe how, below 26 K, the field necessary to induce
the phase transition remains constant around 4 kOe. This behaviour is in contra-
diction with the phase diagram mentioned before, while the rest of the boundary
is in good agreement. We understand this phenomenon as the blocking of AFM
state when the system is cooled below 26 K in zero applied magnetic field.
3.3 Conclusions
In summary, in this chapter, I have shown an introduction to the crystalline struc-
ture Mn5Si3 and the properties of the family R5Ge3. It has been also presented the
proposed models for the magnetic structure of Nd5Ge3. I have presented my origi-
nal contribution to the study of the magnetic properties of the compound Nd5Ge3
as well. The new results obtained in this chapter consist in the verification in a
single crystal of some of the reported phenomena in polycrystalline samples. I
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Figure 3.22: Magnetic field-temperature phase diagram. Black circles from
phase diagram in Ref. [83] obtained from isothermal magnetization curves. The
heat map in the background correspond to FC data. Diamonds represent the
inflection point of the isothermal FC curves.
want to mention the spontaneous isothermal-isofield time dependent relaxation,
showing the distribution of the incubation time for a given (H,T ) configuration
in the AFM→FM transition, and an extremely narrow magnetic field window for
this spontaneous jumps in the case of the FM reversal. The lack of reproducibil-
ity of the ac frequency-dependent measurements in polycrystalline samples is also
reported; this new measurements have allowed me to correct the estimation of the
empirical parameter δf , reported previously to be in between the expected values
of a superparamagnetic cluster and a spin cluster glass regime. The extended ex-
ponential relations in the magnetic relaxation are also presented for the first time
in both magnetic phases, observing stretched and compressed behaviours for the
AFM and the FM states respectively. Finally, I have contributed to extend the
phase diagram, where I show the minimum field needed in a FC process to change
the magnetic phase of the system from AFM to FM.
I want to finish this chapter suggesting some experiments that have not been
done yet in the study of this compound. Regarding the magnetic anisotropy I
would like to study the magnetization with the magnetic field applied along the
c-plane after the AFM→FM transition occur. I. e., the process would be: ZFC
down to T < 26 K, induce AFM→FM transition increasing H, set H back to 0,
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Figure 3.23: Magnetic field-temperature phase diagram. Diamonds represent
the approximated inflection point of the isothermal FC curves. Three regions
are defined: ferromagnetic (FM), antiferromagnetic (AFM) and paramagnetic
(PM). The FM-PM curve is approximated by the inflection points in the isofield
FC curves of Fig. 3.22.
cause of the large irreversibility of the magnetization one might expect that the
anisotropy would be still high, but it would be interesting to measure. With respect
to the phase diagram I would like to repeat the protocol, with a slower cooling rate
and a higher “reseting” temperature, the first to ensure that the system is at equi-
librium, and the second to guarantee that no history-effects are propagated within
the experiment; and, of course, with more temperature points around 26 K. In
relation to the spontaneous isothermal-isofield time dependent relaxation I would
like to perform a more detailed study, obtaining the distribution of spontaneous
jump times for different fields and temperatures, to try to relate them to the size of
the hypothetical clusters present in the system (from the lack of Barkhausen jumps
in the relaxation we only know that the clusters have to be magnetically smaller
than ∼ 1013µB, if they are supposed to orient with the field as a block). The
last experiment that I suggest is, as commented in the magnetic phases section,
to study the isothermal magnetization curves at 2 K with the system prepared
following FC processes with different magnetic fields to study the dependence of
the field at which of the spontaneous field-induced magnetization jumps and the




Heat capacity and electrical
resistivity on Nd5Ge3
In this chapter I am presenting heat capacity and electrical resistivity measure-
ments on single crystalline samples of Nd5Ge3. The aim of the study of this two
intrinsic properties was to gain knowledge of the system, seeking a better under-
standing of its magnetic properties. The heat capacity measurements reveal a rich
phenomena and will be of special importance in the chapter on magnetic defla-
grations in Nd5Ge3. I will introduce first the experimental procedure and setup to
measure both properties and then the results will be discussed.
4.1 Heat capacity
The temperature variation of the specific heat in zero field was measured in Ref. [83]
and [74] to examine the magnetic phase transitions. Both works observed a hump
around 50 K (associated to the Néel temperature) but no anomaly around 26 K,
which was attributed to the existence of a spin-glass state, because of the occur-
rence of similar features in the Cp(T ) curve in other well-known spin-glass systems.
In this section I will show a detailed study of the specific heat, as a function of the
temperature and the magnetic field.
The specific heat measurements reported in this thesis were performed at the
Physical Measurements Service, SMF (‘Servicio de Medidas Físicas’). The service
is integrated in the ‘Servicio General de Apoyo a la Investigación’ of the University
of Zaragoza. SMF provides the magnetic, electric and thermal characterization of
materials, in a wide temperature and magnetic field ranges. The service is open to
scientists from the University of Zaragoza, other Universities and other Research
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Institutions and companies. The manipulation of the equipment was done under
the supervision of the SMF staff and the measurements were programed by me.
4.1.1 The PPMSr system
The heat capacity was obtained using a Physical Property Measurement System
9T (PPMSr-9T) manufactured by Quantum Designr. The PPMSr is a very
versatile instrument designed for magnetic, electric and thermal measurements as
a function of magnetic field and temperature. The usual temperature range is
between 1.9 and 400 K. Nevertheless, as we are interested in covering the largest
range possible, the Helium-3 option was used. The 3He refrigerator option allows
continuous temperature operation down to 0.35 K. The magnetic field range is from
0 to ±9 T, with a variable sweeping rate of 10–180 Oe/s. Besides, the system also
can be operated at high vacuum conditions (< 10−4 Torr). Another interesting
characteristic is that allows both parallel and perpendicular orientations of the
sample holder with respect to the applied magnetic field.
  17 
The situation is more complicated, when the temperature-composition phase diagram is 
not known or incomplete, which is the case of ternary or even more co plicated compounds. 
Searching for proper solvent, optimal starting composition and thermal process is usu lly the 
central complex problem of the solution growth m thod.  
2.5. Specific heat measurement 
All specific heat measurements were done in the Joint laboratory for magnetic studies 
(JLMS) on Physical Property Measurement System (PPMS) from Quantum Design. This 
instrument measures the heat capacity at constant pressure 𝐶𝑝  with a relaxation method.  
 
Fig. 3 – Calorimeter puck 
During measurement of a one point a known amount of heat is applied at constant 
power 𝑃 for a fixed time with a heater (refer Fig. 3). This heating period is followed by a 
cooling period of the same or longer duration. Small wires provide the electrical and thermal 
connection to the platform. The sample is mounted to the platform using a thin layer of 
special grease called Apizeon, which provides the required thermal contact even at low 
temperatures. Calorimeter puck is placed into a high vacuum PPMS cryostat, surrounded with 
magnets for application of an external magnetic field. 
After each measurement cycle the Quantum Design software fits the entire temperature 
response of the whole sample platform. There are two possible models. Simple model assume, 
that the sample holder and the sample are in a perfect thermal contact, which means that they 
are at the same temperature during the measurement. This model measures total heat capacity 
of sample and platform - 𝐶𝑡𝑜𝑡𝑎𝑙 . It uses basic definition of heat capacity which means energy 





= 𝑃 𝑡 − 𝐾𝑤 𝑇 − 𝑇𝑏 , (20) 
Figure 4.1: Calorimeter puck and the schematic diagram of the calorimeter.
Extracted from [103].
The heat capacity puck (Fig. 4.1) provides a small micro-calorimeter platform
where the sample is mounted using a standard cry genic grease (Apiezon-Nr). The
sample platform is suspended by eight thin wi s that act as the electrical leads
for an embedded h ater and thermometer. The wires also p ovide a well- fined
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thermal connection between the sample platform and the puck. An additional
thermometer embedded in the puck provides a highly accurate determination of
the puck temperature, and a thermal shield aids in maintaining stable sample
temperature and uniformity. To ensure that heat is not lost via the exchange
gas, the Heat Capacity option includes the PPMSr High-Vacuum system which
maintains the sample chamber pressure near 0.01 mbar.
A single heat capacity measurement consists of several distinct stages. First,
the sample platform and puck temperatures are stabilized at some initial temper-
ature. Power is then applied to the sample platform heater for a predetermined
time lapse, causing a rise in the sample platform temperature. When the power
is switched off, the temperature of the sample platform relaxes toward the puck
temperature. The sample platform temperature is monitored throughout both
heating and cooling, providing (with the heater power data) the raw data of the
heat capacity calculation. Two separate algorithms fully automate the analysis
of the raw data. The most general analysis method invokes the two-tau model
proposed by Hwang et al. in [104]), which assumes that the sample is not in good
thermal contact with the sample platform. The values of the heat capacity and
other physical parameters are determined by fitting the measured raw data to the
two-tau model. In the two-tau model, the first time-constant (τ1) represents the
relaxation time between the sample platform and the puck, and the second time
constant (τ2) represents the relaxation time between the sample platform and the
sample itself. A second analysis is also performed using a simpler model that as-
sumes perfect thermal coupling between the sample and the sample platform. The
heat capacity software determines which model fits better the measured data and
automatically saves the values of the sample heat capacity, addenda heat capacity,
thermal coupling between the sample and the platform, thermal time-constants,
and other information to the data file.
The main issues that present this system regarding to heat capacity measure-
ments are: the sample has to have a flat face to ensure a good contact; the puck
has to be calibrated before a measurement with an special grease; the sample must
tolerate high vacuum; and as we will see in the next chapter, the most critical is-
sue, the fragility of the connecting wires (the wires of the sample platform of the
3He heat capacity puck are thinner than the ones of the standard puck)1.
4.1.2 Analysis and results
Figure 4.2 shows the specific heat, C, of our Nd5Ge3 single crystal and a polycrys-
talline sample of the nonmagnetic isostructural compound La5Ge3 (extracted form
1If the reader is interested in a more detailed description of the system and the precise
procedures used in the measurements of the heat capacity I recommend to read the work of
Dachs and Bertoldi [105]
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Figure 4.2: Zero-field temperature dependence of the specific heat of a single
crystal of Nd5Ge3 (triangles) and a polycrystal of La5Ge3 (diamonds; extracted
from Joshi et al. [84]). The lines joining the data points are guides to the eye.
The vertical dotted line indicates the temperature (50 K) at which a hump is
observed for Nd5Ge3. The horizontal solid line indicates the Dulong-Petit limit
of the specific heat.
Joshi et al. [84]) as a function of temperature. The specific heat of the latter will be
used as a blank and follows the expected monotonic behavior from the electronic
and phononic contributions [106], while the specific heat of Nd5Ge3 presents a
hump around TN ' 50 K and thenceforth tends progressively to the Dulong-Petit
limit.
The dependence of the specific heat of Nd5Ge3 with the temperature was inves-
tigated as follows. Following a ZFC process the specific heat was measured from
140 K down to 350 mK. During this process we observed the expected hump asso-
ciated to the paramagnetic–AFM transition at 50 K. The next step was to measure
the system in the FM state (the magnetic field will be always applied along the c-
axis). It is known that cooling the Nd5Ge3 compound below 26 K with an applied
magnetic field larger than 5 kOe leaves the system in the saturated FM state [83].
To ensure this fact we measured the specific heat following a FC in an applied field
of 15 kOe, large enough for our purpose. Nonetheless our goal was to compare the
magnetic contribution of the different magnetic phases to the specific heat, and
the applied magnetic field could play an undesired role. Therefore, after measuring



















Figure 4.3: (Color online) Log-log plot of the low-temperature dependence of
the specific heat of the three magnetic states: the AFM (crosses), the TRM
(squares), and the FMFC (circles).
the ferromagnetic remanent state (TRM) as we increased the temperature. From
magnetization experiments shown in the previous chapter it is known that below
20 K the TRM and the FMFC states are magnetically equivalent. We observed
that this equivalence is also present in terms of specific heat, as it is shown in
Fig. 4.3. In this figure the three data sets are plotted together showing the AFM
curve and how the TRM and FMFC curves superimpose. Consequently, from now
on we will rename the TRM state as FM state in this temperature region.
The specific heat can be assumed to be made up of four independent contribu-
tions,
C(T ) = Cel(T ) + Clat(T ) + Chyp(T ) + Cmag(T ), (4.1)
namely electronic, lattice, hyperfine and magnetic.
The contribution from phonons, Clat, can be subtracted using the specific heat
of the nonmagnetic isostructural compound La5Ge3, taking into account the dif-
ferent molar masses of Nd and La via the two-Debye function method [107, 108],
CNd5Ge3lat (T ) = C
La5Ge3
lat (r T ), (4.2)
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C(T )− CLa5Ge3lat (r T ) = Cel(T ) + Chyp(T ) + Cmag(T ). (4.4)
To determine the Cmag(T ) contribution for each magnetic phase, we can at-
tempt to model the experimental data taking into account the different terms:
Cel(T ) = γT from free charge carriers, Chyp(T ) = AT−2 from the high-temperature
limit of the Schottky anomaly due to the hyperfine splitting of the nuclear levels of
the Nd3+ ions, and Cmag(T ) from spin waves. The approach to study the last term
was to consider the more general dispersion relations for the long-wavelength spin
interactions [28: Chapter 3]. We examined the cases of AFM, FM, and type-A
AFM (ferromagnetic layers antiferromagnetically coupled) states. Because of the
large magnetic anisotropy and the magnetoelastic effects present in this system,
we also took into account the possibility of the presence of a gap in the disper-
sion relation, ∆. The heat capacity contribution due the excitation of spin-waves
is derived from the energy of those excitations which depends on the dispersion










exp(~ω/kBT )− 1 , (4.5)
being ~ the reduced Plank constant, kB the Boltzmann constant, ω the frequency
of a spin-wave, and g(ω) the density of spin-wave states at frequency ω.
The dispersion relation for a FM, an AFM and a type-A AFM (when T → 0,





y)+DAFM|qz|+∆, respectively; beingD the stiffness of the spin waves. In
the last relation, we have a FM contribution within the layers, (qx, qy), and an AFM
contribution between the layers, qz (Ref. [109]). Computing the integral (4.5), the
specific heat from each dispersion relation is found to be




T (12T 2 + 6T∆ + ∆2) (4.6a)
T−
1
2 (15T 2 + 12T∆ + 4∆2) (4.6b)
(6T 2 + 4T∆ + ∆2). (4.6c)
Equations (4.6a), (4.6b) and (4.6c) correspond, respectively, to the low-temperature
magnetic contribution to the specific heat of the AFM, the FM, and the type-A


























Figure 4.4: (Color online) Zero-field low-temperature specific heat for both the
AFM (diamonds) and FM (triangles) states, plotted in a log-log scale to remark
the differences between both states. The lattice contribution to the specific
heat has been subtracted to the experimental data. The lines are the best fits
of Eq. (4.4) to the data.
Table 4.1: Results of the fitting of Eq. (4.4) to the specific heat data, for both
the AFM and FM states. The units are mJ/(mol Km+1) where m is the power
of T corresponding to each coefficient, m = 1 for γ, m = −2 for A, m = 2 for B.
The number in parentheses is the statistical uncertainty in the last digit from
the least-squares fitting procedure.
state γ A B ∆ (K)
AFM 115(2) 39.3(4) 22.2(1) 4.34(8)
FM 75(1) 40.6(3) 23.1(1) 4.75(5)
when ∆ is set to zero. We fitted the experimental data to the expressions with and
without gap and found that, neither in the AFM nor in the FM phase, the “pure”
AFM/FM contributions gave physically reasonable values for the parameters. On
the contrary, in both phases the gapped type-A AFM contribution [Eq. (4.6c)]
was found to fit precisely. Figure 4.4 shows the specific heat for the AFM and
FM states together with the best fits of Eq. (4.4) to the data. Table 4.1 lists the
coefficients of all contributions.
The mixture of interactions and dimensionalities resulting in a T 2 contribution
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to Cmag has been also considered in magnetic structures where FM droplets are
found in an AFM phase [110]. In our system, nevertheless, the magnetization
measurements indicate a saturated FM state, without evidence of AFM interac-
tions. Despite I do not have a clear explanation for the presence of this term in
the FM phase, the values for the parameters obtained fitting other contributions
[Eq. (4.6a) and (4.6b)] do not have any physical meaning. The larger gap obtained
in the FM state corresponds with the larger internal magnetic field in this phase,
as it will be shown below. The values of γ for both phases are reasonable within
the electronic contributions of rare earth intermetallics R5Ge3 [111] and do not
need extra considerations. Actually, the value of γ for the AFM state obtained
is three times smaller than the obtained by Maji et al., who considered the large
value of γ as an indicator of the presence of a glassy phase [74]. The reduction
of the value in the FM phase with respect to the AFM can be attributed to a
decrease in the density of states at the Fermi level, that would probably favour
one of the electronic spin projections.
The hyperfine contribution can not be omitted to fit completely the mea-
sured specific heat. The Schottky anomaly consists in a peak originated from
the (de)population of discrete energy levels. In this case, these correspond to the
hyperfine split nuclear levels of the Nd3+ ions. The Schottky anomaly can be
approximated to A/T 2 in its high-temperature limit, where A is related to the












Here I is the nuclear spin, µI is the nuclear magnetic moment, Hhyp is the internal
magnetic field at the Nd site, and the factor 5 is the number of Nd nuclei per
Nd5Ge3 molecule. Only two isotopes of Nd have nuclear spin different from zero
(I = 7/2), 143Nd and 145Nd with the natural abundances of 12.18% and 8.29%,
whose nuclear magnetic moments are µI = −1.208 µN and µI = −0.744 µN re-
spectively [112]. The hyperfine field values obtained are µ0Hhyp(AFM) = 272(2) T
and µ0Hhyp(FM) = 276(1) T. The energy splitting (∆E = µIHhyp/I) found is
∼ 2.5 µeV for both phases. We can compare this value with the splitting of other
Nd compounds studied by neutron scattering. Figure 4.5 plots the hyperfine energy
splitting versus the saturated ionic magnetic moment of Nd for several Nd-based
compounds [113], along with the data point obtained in this thesis. The value used
for the magnetic moment of the Nd ion corresponds to the one observed in the
saturated FM state, µNd ≈ 2 µB. It is remarkable that we have obtained approxi-
mately the same splitting for both magnetic phases, ∆E(AFM) = 2.50(2) µeV and
∆E(FM) = 2.53(1) µeV, which means that the average local magnetic moment




























Figure 4.5: Energy splitting of inelastic neutron scattering signals in sev-
eral Nd-based compounds (circles) as a function of the corresponding saturated
ionic magnetic moment of Nd at low temperatures (adapted from Chatterji
et al. [113]). The data point obtained in this thesis for Nd5Ge3 (square) is also
shown.
the FM saturated state. Therefore, one may assert that the magnetic-field-induced
AFM→FM transition simply flips the magnetic moments and preserves the value
of µNd.
I will show now the investigation of the temperature dependence of the mag-
netic contribution to the specific heat. Subtracting the analytical functions of the
electronic contribution, the Schottky anomaly and the phononic contribution from
the corrected La5Ge3 data to the total measured specific heat, we obtain Cmag(T ).
Fig. 4.6 shows the ZFC and TRM curves, where the latter was acquired as the
sample was heated in zero applied magnetic field after it had been driven to the FM
saturated state. The hump at 50 K reported in Ref. [83] and [74] now turns into a
large and well-defined peak, as expected in a phase transition. This peak indicates
the temperature at which the AFM ordering takes place (TN). The inflection point
observed around 26 K is in contradiction with the previously reported absence of
any anomaly around this temperature, which was related to the possibility of the
system to be in a spin glass state [74, 83]. Although it has to be said that in
these works they did not isolate the magnetic contribution to the specific heat,
and probably the subtle anomaly was obscured by other contributions.
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Figure 4.6: Temperature dependence of the magnetic contribution to the spe-
cific heat obtained following the ZFC and TRM processes. A maximum at 50 K
and an inflection point around 26 K are highlighted with vertical dotted lines.
The lines joining the data points are guides to the eye.








where it is assumed that the magnetic entropies of AFM and FM materials at zero
temperature are zero. Fig. 4.7 shows how Smag attains the value of R ln(2J + 1)
expected for a paramagnet as the temperature grows above TN [85]. In our case
the entropy tends to 5R ln 10, corresponding to 5 Nd3+ free ions with J = 9/2. The
actual value at which the obtained entropy tends is moderately smaller because
the zero-field splitting due to the anisotropy could play a significant role even in
the paramagnetic state.
Finally, the dependence of the specific heat with the applied magnetic field at
fixed temperature was studied to explore the magnetic-field-induced AFM→FM
transition . The system was prepared following a ZFC process from T  TN down
to 1.2 K, where the relative difference between the specific heat of the two phases
has a maximum, and then the specific heat was measured varying the field, from
0 to 40 kOe and back to 0 Oe. Fig. 4.8 shows how a large, abrupt, and irreversible
change in C(H), associated with the AFM–FM transition, takes place between 16























5R ln(2J + 1)
Figure 4.7: Temperature dependence of the magnetic entropy obtained for
the ZFC and TRM processes. The horizontal solid line represents the value of
5R ln(2J + 1) for J = 9/2. The lines joining the data points are guides to the
eye.
the figure showing the reproducibility of this transition. We also see in the figure
that the decreasing dependence of the specific heat with the increasing magnetic
field, aboveH ≈ 10 kOe, is consistent with the behaviour of a Cmag term with a gap
in the dispersion relation of the spin waves proportional to the applied magnetic
field, ∆ ∝ H (see [28: Chapter 3]). Nevertheless, a change in the sign of the slope
is observed in both states around 10 kOe, for which I do not have an explanation.
4.2 Electrical resisitivity
In this section I will present some results on the electrical resistivity of a single
crystal of Nd5Ge3. To my knowledge, only a basic electrical characterization of this
system is reported in literature [73]. In this work, Maji et al. present the variation
of the resistance during the positive-field brach of an isothermal magnetization at
3 K in a polycrystalline sample. Nevertheless they did not report the value of the
resistance and they referred the variations to the resistance in the AFM state at
zero field.
Because of the observed behaviour of the specific heat we were interested in the
investigation of the electrical transport properties, to see if they are as dependent
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Figure 4.8: Magnetic field dependence of the specific heat at 1.2 K, starting
with the system in the AFM state (C ≈ 0.2 J mol−1 K−1) and ending with the
system in the FM state (C ≈ 0.145 J mol−1 K−1). Two independent runs are
plotted. The lines joining the data points are guides to the eye.
of the magnetic stated as the specific heat is. Here I will show measurements of
the electrical resistivity as a function of the magnetic field and the temperature.
This system is a metal and therefore measuring its resistivity is difficult, even
more due the small size of the sample and the implicit handicaps of the cryogenic
experiments. First I will describe the experimental setups that I have designed
and used in the experiments, and then I will show and discuss the results.
4.2.1 Experimental setup
To measure the electrical resistivity of the samples I had to design and made
dedicated setups. The setups are designed to be placed inside the MPMSr system
replacing the standard sample holder rod with a dedicated non-magnetic rod which
carries 8 twisted pairs of wires on its interior. Six pairs are made of a cooper-
nickel alloy (constantan). Despite its large resistance we use constantan to reduce
the thermal leaks. Nevertheless, we have two pairs made of cooper in case we
need to apply some current down to the sample. i. e., we use cooper cables for
current/voltage and constantan cables only for voltage.
Electrical transport measurements of samples with low resistance is a tough
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Figure 4.9: Experimental setup to measure electrical resistivity using a 2-
terminal configuration. The sample (dark-gray) is pressed against two uncoated
cooper wires using two pieces of FR4 and two plastic screws. A piece of foam is
placed on top of the sample to ensure a good contact.
magnetic fields, thermal gradients and vacuum pumps around, is even harder.
In our case, while all this inconveniences are the daily bread I had to deal with
another difficulty. How to make non-permanent contacts to a sample with a size
of 0.51 × 0.51 × 2.2 mm3 was a tricky problem. Silver paint do not work in this
case for several reasons: the material is so flat that the paint slips; the superficial
tension of the droplets together with the non-homogeneity in the concentration
of silver in the paint do not permit to make small contacts; and the temperature
cycles break the tiny connections. Trying spark-welding copper contacts was not
an option since we had very few samples and a lot of experiment yet to perform.
Fig. 4.9 shows the setup designed to measure the electrical resistivity. The sam-
ple, in dark-gray, is centered on top of the uncoated parts of two wires ( 200 µm).
To avoid any movement of the wires they are “sewed” forming a loop to a piece
of FR4 epoxy panel (commonly used in rigid printed circuit boards). After the
loop is closed the wires are twisted in order to avoid more pick-up effects. The
contact between the flat surface of the sample and the uncoated wires in obtained
by pressing the sample against them. To apply pressure I used another piece of
FR4 and two plastic screws. To ensure a soft accommodation I use a piece of
foam on top of the sample. With this we stay away from any pinch in the sample
during the (asynchronous) screwing process. The measurements were done using
a Keithleyr 2400 SourceMeterr, in offset-compensation mode.
This setup has obvious limitations. First of all is a two-terminal configuration,
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Figure 4.10: Four-terminals configuration for measuring the electrical resistivity
using a setup similar to the used for two-wire measurements.
so we will be affected by the contribution of the connecting wires. In order to min-
imize this effect the external connections where set in four-terminal configuration,
so the wires that will have contribution to the resistance will be only those included
in the setup (∼ 1 cm). Another limitation is that the current does not enter the
system as a front but as a thin cascade from the side, which increases de effective
resistivity of the sample. It has to be considered also the fact that the loop done to
ensure rigidity can induce some voltage if the magnetization changes rapidly. And
finally, another limitation is that covering the sample with the foam could reduce
the capacity of the sample to thermalize when the magnetic relaxation processes
occur.
After the first experiments we realized that we needed to get rid of some of the
limitations. In the next section, and in the next chapter as well, we will mention
some of the results that seemed caused by a limitation at a first glance, but revealed
of a more complex origin. Back to the limitations of the two-terminal setup, I
decided to dedicate some time to improve the setup and make it work in a four-
terminal configuration. Fig. 4.10 shows the sketch of the new setup. In this setup
we have avoided the loop, we have increased the distance that the electrons will
travel, and obviously we do not have to care about the resistance of the connecting
wires. This time the rigidity of the contacts was critical since there was no end for
each terminal, they were just attached to the FR4 substate by a thin double layered
tape. However, we checked after the experiments and the setup was still perfect.
One of the vantages of measuring with a four-terminal configuration is the use of






























Figure 4.11: Dependence of the electrical resistivity with the temperature
and the magnetic field, measured using the two-terminal configuration. The
measuring protocol for each temperature is represented in the diagram.
the system by increasing the temperature we can now minimize this effect reducing
the current. Note that, because of the small resistance of the system, it would be
rather difficult to increase the temperature with the typical electrical currents. The
electrical measurements using this configuration were performed with a Stanford
Research Systems SR830 DSP Lock-In Amplifier.
4.2.2 Analysis and results
Fig. 4.11 shows the electrical resistivity versus temperature and magnetic field
using the two-terminal setup. Each curve represents the process of an isothermal
magnetization curve, where the starting point is reached in a ZFC process. The
magnetic field sweep protocol is represented in the figure. Only the first magne-
tization and the reversal from positive to negative saturation curves are obtained
(as they are expected to be symmetrical). In the figure we observe a decreasing
trend of the magnetoresistance with the applied field, together with a displace-
ment, with respect to H = 0, of the maximum of resistance in the FM state. It
is important to note that, as expected, no change is observed in the FM reversal
process. Since there is no change in the magnetic state it should not be any change
in the electrical resistance.
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Figure 4.12: Magnetic field dependence of the electrical resistivity at low tem-
peratures, measured using the two-terminal configuration.
Fig. 4.12 shows the low temperature resistivities of the previous figure. The
magnetic field step between each point is 200 Oe. That small step implies, as was
commented in the chapter dedicated to magnetization measurements, that the
spontaneous magnetization jumps observed at faster sweeping rates are replaced
by smooth transitions between the FM and the AFM state. Nevertheless, we can
see that the curve at 1.8 K (bluest) certainly presents a jump in the resistivity at
30 kOe. In the next chapter we will study the evolution of the magnetoresistance
during a continuous sweep of the field.
The results shown in Fig. 4.12 indicate a electrical resistivity of ∼ 0.1 Ωcm.
However, the electrical resistivity of the R5Ge3 compounds is expected to be com-
parable in magnitude to those of the pure rare earth metals [66]. Also, the electrical
resistivity of several members of the R5Ge3 family were reported some years ago,
Tb5Ge3 and Gd5Ge3 in Ref. [82]; and Ce5Ge3 and La5Ge3 in Ref. [80]. In those
works, the values of the resistivities laid in the range of ∼ 10−4 − 10−3 Ωcm.
Therefore, we need to interpret the results taking into account other sources of
resistance. In this case, because of the setup used, the obvious source of resistance
are the large connecting wires.
To obtain more accurate values for the resistivity of Nd5Ge3 I used the custom
made four-terminal experimental setup explained before and shown in Fig. 4.10.
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Figure 4.13: Temperature dependence of the electrical resistivity on the differ-
ent different states. Lines are represented as a guide to the eyes.
is presented in Fig. 4.13. The first thing to notice is that the values lay within the
expected range of 10−4− 10−3 Ωcm. In the figure we can observe the behaviour of
three different states with the temperature. I studied the AFM state following a
ZFC protocol, then I studied the system under a magnetic field of 40 kOe, prepared
following a FC process with this same field. The red curve of the figure corresponds
to the last study of the electrical resistivity, in this case performing a TRM process:
cooling down to the desired temperature, following a FC protocol, setting the
magnetic field to 0, and then the measuring while raising the temperature. In
the figure we observe that below 20 K the electrical resistivity changes slightly
between the TRM and the FM, i. e., the dependence of ρ with the magnetic field
is small when the system is in the FM state δρ = (ρ(0) − ρ(H))/ρ(H) . 2%.
On the contrary, the change in resistivity between the AFM state and the FM is
large enough, δρ ∼ 30%, to incorporate the Nd5Ge3 compound to the large list of
systems that present giant magnetoresistance (GMR). When we study the TRM
process, as happens with the magnetization, we see that the electrical resistivity
has a sudden and large change between 20 and 26 K. Above 26 K the dependence is
the same than the obtained in the AFM curve. One can also observe that there are
no marked irregularities in the trend of the ZFC curve below TN . Nevertheless a
detailed study should be done in that region, subtracting the lattice contribution,
to unravel any anomaly.
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4.3 Conclusions
In summary, in this chapter I have shown the study of the specific heat and the
electrical resistivity in the two magnetic phases of the system Nd5Ge3. Definitively,
the magnetic properties of this system are so important that have a huge effect
in the other physical properties. From the low-temperature data of the specific
heat we have modeled the different contributions to the specific heat. A magnetic
T 2 contribution is found in both the ferromagnetic (FM) and antiferromagnetic
(AFM) phases. This term can be understood as a mixture of FM and AFM
interactions in different dimensionalities. In the case of the AFM phase this T 2
term can be attributed to a type-A AFM, while in the case of the FM phase can
be interpreted as a remanence of AFM interactions. The large magnetocrystalline
anisotropy of Nd5Ge3 is evidenced by a gapped spin-wave spectrum in both phases.
The average magnetic moment at low temperature in the two magnetic phases
has been obtained by means of the specific heat contribution of the hyperfine
splitting of the nuclear moment of the Nd3+ ions. The value of this magnitude is
approximately 2 µB in both phases, which corresponds to the saturation value of
the FM state at low temperature. Hence, we state that the magnetic-field-induced
transition between both states corresponds to an irreversible spin-flip transition
of the Nd ions. Finally, from the magnetic field dependence we observe that the
field at which the spontaneous transition takes place is remarkably smaller than
the expected value from the magnetic field-temperature phase diagram. This is
most likely due to the effect of being in an environment with a smaller thermal
coupling (PPMSr vs MPMSr), leading to a spontaneous ignition of a thermally
assisted transition at smaller fields, probably by means of a magnetic deflagration
process.
Regarding the electrical resistivity experiments, I have designed different setups
to measure the electrical resistivity at different magnetic fields and temperatures.
The first measurements, performed with a two-terminal setup, reveal a large and
abrupt change in resistance between the AFM and the FM states. The exact depen-
dence of the electrical resistivity with the temperature for the different magnetic
states, and for the TRM process, was obtained using a four-terminal setup; and
reproduced in resistivity what we have observed in magnetization measurements
(see section 3.2), with no difference between the FM and the TRM below 20 K,
large differences between AFM and FM below 26 K, and a rapid change of the
TRM in the vicinity of 26 K. In this four-terminal setup I have observed a decrease
of the resistance between the AFM and the FM phases of 30%, which would add
the compound Nd5Ge3 to the list of systems who present giant magnetoresistance.
I would like to mention that more electrical transport experiments were per-
formed while as they are not finished or as the results are not conclusive I have
preferred to not to show them in this thesis. However I want to mention them.
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I studied the dependence of the electrical resistivity as a function of the lock-in
frequency, and I studied the Hall effect. In both cases I found interesting phe-
nomena but, as I have just mentioned, a deeper study has to be driven to share
or to discard this results. What I was actually interested in with the Hall effect
experiments was to analyze the anomalous Hall effect looking for the topological
Hall effect, observed recently in the non-collinear antiferromagnet phase of Mn5Si3
(Ref. [114]). Another experiments that I could not perform but I consider relevant
are: to study the dependence of the resistivity with the temperature after field
cooling the system with different magnetic fields (the same experiment I would
like to do with magnetization, and also with heat capacity); and to obtain, using
the 4-wire configuration, the isothermal R(H) curves with small field steps at sev-
eral temperatures, to unravel the behaviour of the electrical resistivity when the






One of the most remarkable properties of the intermetallic compound Nd5Ge3 is the
abrupt, large, and spontaneous magnetic steps that can be induced by an external
magnetic field. In the previous chapter was mentioned the occurrence of two types
of this magnetic steps, the step in the metamagnetic AFM→FM transition, and
the step in the reversal of the magnetization in the FM state. In this chapter
the reader will find out that these abrupt field-induced jumps also are reflected in
other physical properties of the compound beyond its magnetism.
5.1 Study of spontaneous avalanches in
magnetism
When the temperature is well bellow 26 K the isothermal magnetization curves in
a single crystal of Nd5Ge3 present two very abrupt jumps, as has been seen in the
magnetic characterization measurements in the previous chapter. The fields and
temperatures at which the AFM→FM transitions take place are represented in
the aforementioned magnetic-field phase diagram reported by Tsutaoka et al. [83].
In that work, the AFM→FM transition fields (named critical field by the authors)
where studied in the range of 2-60 K. Nevertheless, only for temperatures below
8 K the transitions took place abruptly and, only below 4.2 K they are complete
(from AFM to saturated FM state, or from saturated FM to saturated −FM).
It is important to mention that in the report, Tsutaoka et al. did not allude to
the effective magnetic field sweeping rate used (it can be inferred though from the
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equipment they used –MPMSr– and the magnetic field steps of the isothermal
magnetization curves (2 kOe), to be about 30 Oe/s).
In the isothermal magnetization curves obtained in the magnetic characteriza-
tions we found that the spontaneous avalanche fields for the AFM→FM transition,
Hsp-AFM, and for the FM reversal, ±Hsp-FM, depend on the size of the field steps
used. For a given temperature, the shorter the field step, the “sooner”, “softer”
and “smaller” the spontaneous transition is, to the point of not being possible to
consider it as a spontaneous transition. When the transition became smooth it is
difficult to determine from the magnetization curves the exact magnetic field Hsp
as so it is when the magnetic field step is too large since the transition can occur
in between two steps. As we were interested in the steepest transitions (remember
that we seek determining if the Nd5Ge3 compound belongs to the family of materi-
als with magnetic deflagration phenomena), we will study them using a single field
step, i. e., we will sweep the magnetic field without measuring the magnetization
of the sample in between. Nevertheless to know the exact Hsp we will need to
monitor the magnetization of the sample in some way and record the magnetic
field at the precise moment at which the magnetization changes abruptly. As the
change in magnetization we expect to observe is somehow rapid we can measure
it using a pick-up coil surrounding the sample. The electromotive force (induced





where Φ is the magnetic flux that crosses the total surface defined by the circuit. In
the case of a magnetic sample of area S inside an applied magnetic fieldH perfectly
surrounded by a N -turns coil, the expression will be in a first approximation
ε = − d
dt
(N · S ·B) = −N d
dt
(S · µ0(H +M)), (5.2)
from which, in our case, as S do not depend on time and during the transition
H˙  M˙ , we get
ε ≈ −µ0NSdMdt . (5.3)
From the relaxation experiments performed by Maji et al. it is known that
the transitions take place in a time-window of less than 10 seconds [73]. The
single crystal samples of Nd5Ge3 have a magnetization saturation of is 57 emu/g,
a density of 7.11 g/cm3, and a typical size of 1 × 1.5 × 2 mm3. So, the expected
minimum voltage induced in a 3-turns pick-up coil transitions will be
ε ∼ −µ0 · 3 · 1.5 mm2 · ∆M
∆t
=
−0.23 µV (AFM→ FM)∓0.46 µV (FM reversal),
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where the ∆M considered in the AFM→FM transition is fromM = 0 toM = MS,
while in the FM reversal ∆M is from M = ±MS to M = ∓MS. The expected
voltage values are certainly small, and worst, they are close to the value of the
voltage constantly induced in the same pick-up coil by the sweeping magnetic field
during the magnetization curve:
ε ∼ −µ0 · 3 · 1.5 mm2 · (±300 Oe/s) = ∓0.13 µV. (5.4)
However, as this “extra” contribution is maintained all along the isothermal mag-
netization curve it should be easy to subtract from the measurement of ε. x
5.1.1 Experimental setup
To study the spontaneous field-induced magnetic jumps the experimental setup
consisted of: a 3-turns pick-up coil, placed surrounding the center of the sample,
and mounted in a sample transport rod designed for electrical transport measure-
ments; an amplification stage, which output signal (Vamp) is sent to a fast data
acquisition card connected to a computer; and a multimeter to monitor the value
of the magnetic field, connected to the same computer. An schematic diagram of
the experiment setup is represented in Fig. 5.1.
Because the expected induced voltage was small and with a contribution from
the applied magnetic field that would need to be subtracted we decided to use a
dedicated amplification stage, with the shortest possible wiring between the coil
and the amplifier. I designed a setup, mounted directly on top of the sample
transport rod with an instrumentation amplifier. The instrumentation amplifier
chosen was the INA128P because its precision, high common-mode rejection (50 dB
at G=100, f=100 kHz), low settling time (9 µs at G=100), wide bandwith (200 kHz
at G=100) and large slew rate (4 V/µs). The connection diagram is shown in
Fig. 5.2. The induced voltage in the coil (C) is the input of the instrumentation
amplifier. The output is connected to the analog input of a data acquisition card
(AI). To reduce the noise in the output signal I used two 13 V lead-acid batteries
in series as the power supply of the amplifier. The reference level of the system,
Ref, is the voltage point between the batteries, and is connected to the ground.
Following the recommendations of the manufacturer, when the differential source
impedance is low, the bias current return path can be connected to one input,
what I did with the 10 kΩ resistor connected to the + input. The gain of this
instrumentation amplifier can be calculated with the following expression:
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Figure 5.1: Schematic diagram of the experimental setup. The sample (dark-
gray), surrounded by a 3-turns pick-up coil (cooper) is placed, using a dedicated
sample rod (lime-yellow), in the center of the superconductor solenoid (dark-
blue) of the MPMSr system (light-gray). The signal collected by the pick-
up coil is amplified (GAIN) and measured with a National Instruments™ data
acquisition card (NI-DAQ) controlled by a computer (PC). The magnetic field
is determined by the analog voltage output Vmagnet (Multimeter).
5.1.2 Analysis and results
Using the National Instruments™ LabVIEW program I programed a protocol to ob-
tain, for different temperatures, the spontaneous fields Hsp in both the AFM→FM
and the FM reversal processes. The protocol for each temperature consisted of the
next sequence of steps:
1. Set H = 0 and T = 100 K. Wait 300 s when (H,T ) stable.
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Figure 5.2: Connection diagram of the amplification stage (×(1 + 50 kΩ/RG))
of the induced voltage in the coil (C). The output is connected to the analog
input of a data acquisition card (AI). The power supply are two 13 V lead-acid
batteries in series. The reference level of the system, Ref, is the voltage point
between the batteries.
2. Set T . Wait 300 s when T stable.
3. Measure magnetization.
4. Set H = 40 kOe.
5. Monitor H and Vamp (Record Hsp-AFM when a peak is detected in Vamp).
6. Measure magnetization.
7. Set H = −40 kOe.
8. Monitor H and Vamp (Record Hsp-FM when a peak is detected in Vamp).
9. Measure magnetization.
The purpose of the measurement of the magnetization at steps 3, 6 and 9 is to
ensure the system is in the AFM state at step 3, in the saturated FM state at
step 6, and in the “negative” saturated FM state at step 9. With this we try to
determine, the initial and final state of the system before and after each expected
spontaneous transition/reversal.
This kind of large, sudden, and self-sustained processes commonly receive the
name of avalanches. From now on, I will refer to the magnetic abrupt complete
transitions as magnetic avalanches. The results of the study of the spontaneous
avalanche fields, Hsp, in the AFM→FM transition, and in the FM reversal, as
a function of the temperature are shown in the left panel of Fig. 5.3. I have to
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Figure 5.3: Spontaneous avalanche field. Left panel: spontaneous avalanche
field as a function of temperature with a magnetic field sweeping rate
of 300 Oe/s. Right panels: spontaneous avalanche fields (top: AFM→FM,
bottom: FM) for two temperatures, as a function of the effective sweeping rate.
Lines are represented as a guide to the eyes.
mention that, as was shown in the previous chapter, the field-induced changes in
magnetization in Nd5Ge3 only occur when the field is applied along the c-axis, so
all the experiments regarding magnetic avalanches will be with the magnetic field
pointing in the c-axis direction. Back to the figure we can observe some interesting
phenomena. We can see how the spontaneous avalanche field decreases when the
temperature is increased in a clear linear fashion for both processes, an almost
constant separation in field between them, a sudden change in the spontaneous
avalanche field of the AFM→FM process right below 4 K, and a precise repro-
ducibility of the fields (some temperatures have more than one measurement).
Also as mentioned in the introduction of this section, we can see in the right pan-
els of Fig. 5.3 how the values of the Hsp fields obtained with this procedure are
substantially larger than those obtained in the isothermal magnetization curves. A
curve with field steps of 1 kOe is equivalent to a sweeping rate of 17 Oe/s, while one
with steps of 2 kOe is equivalent to a 32 Oe/s sweeping rate. Because during the
isothermal magnetization curve the jump can occur between two measurements,
or during a measurement, we assign an error to the determination of Hsp of half
of the step size.
The reproducibility of Hsp does not depend on the temperature. One should
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expect that as the temperature increases, it does the “noise” in Hsp if its main
origin is due the random thermal relaxation of some part of the sample. Instead,
it looks like the sample has very few thermal relaxation but when one happens at
a given field it makes the entire system to change its magnetization.
The sudden change in the spontaneous avalanche field for the AFM→FM pro-
cess that occurs between 3.8 and 4 K with dH/dt = 300 Oe/s could be also present,
in a minor scale, in the 17 Oe/s measurements, since the ratio Hsp-AFM/Hsp-FM
shows a marked decrease between the values obtained at 2 and 4 K. In the case
the decrease actually appears in the same temperature range would be an indica-
tor of some interesting phenomena happening in the AFM phase. If there were
a similar clear jump in the FM reversal process one could blame to a change in
the thermal bath (an increase in the cooling power would imply an increase of the
values of spontaneous field), but as there is no such effect I believe that must be
something related to the magnetization dynamics of the AFM phase, like there
were two contributions to start the avalanche, and below some temperature one of
the contributions fade out.
Below 4 K we found that the ratio Hsp-AFM/Hsp-FM is between 1.13 and 1.16
for all the magnetic field sweeping rates. That means that, while the exact value
of Hsp depends on dH/dt, it affects equally to both magnetic jumps. At the mo-
ment of the spontaneous avalanche, the magnetization of the two states is very
different. In the AFM phase, as the temperature is reduced, the pre-jump mag-
netization relaxation become smaller for a given field, but in the FM phase the
magnetic relaxation is negligible in this range of temperatures (see Fig. 3.15).
Therefore, even if the ∆M plays a role in the determination of the ignition point
of the avalanche, its contribution has to be small because we do not observe an
increase on Hsp-AFM/Hsp-FM when temperature decreases. There are more factors
that affect the ignition condition, like the thermal diffusivity (that depends on
the temperature), the energy barrier to overcome (which depends on the magnetic
field), the relaxation rate (that depends on the energy barrier and the temper-
ature of the system) and the energy released in the relaxation (which depends
linearly with the magnetic field and the magnetization change, ∆MH). The igni-
tion condition for the magnetic avalanches was derived in a work of Garanin and
Chudnovsky [36]. Despite they focus on the case of single molecule magnets, we
can use their derivation to explore the spontaneous avalanche ignition conditions
in our material.
The spontaneous avalanches occur when the system produces locally more heat
than it is able to release to the environment or transport to further parts of the








+∇ · κ∇T, (5.6)
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accounts for the heat produced by the magnetic relaxation, d∆E/dt, and for the
heat diffusion across the system ∇·κ∇T . Because ∆E ∝ ∆M and dM/dt = f(T ),
the integration of Eq. (5.6) can not be done analytically. Nevertheless, after some
assumptions on the boundary conditions and the timescales involved in the process






· Γ ·∆M − Γd(T − T0), (5.7)
where ∆E˜ is the energy released per unit of magnetization, Γ corresponds to the
magnetic relaxation rate, ∆M is the change in magnetization that is produced
in a relaxation, Γd is the rate of heat dissipation and T0 is the temperature of
the thermal bath. It is possible to obtain the critical relaxation rate at which
the spontaneous avalanche will ignite, imposing that the temperature evolution
defined by Eq. (5.7) starts growing from T0, i. e., having the minimum with respect




















∆E˜ ·∆M . (5.9)
If the system possesses a unique magnetic barrier U(H), the relaxation would obey
the Arrhenius formula











∆E˜ ·∆M · U(H) · l2 , (5.11)
where Γd has been substituted by 8κ0/l2, with κ0 and l being the thermal dif-
fusitivity at T0 and the characteristic length of the smallest dimension of the sam-
ple respectively. Again, considering a unique barrier in the system and ∆E˜ = H,
we will have an spontaneous avalanche when Γ(H,T0) = Γsp, i. e.,











This equation does not takes into account the fact that the magnetic field is being
swept. When the magnetic sweeping rate is large and the system is at low temper-
ature we can consider that the magnetization has no time to relax, so we can apply
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the last equation as a first approximation (infinite sweeping ratio). In the chapter
dedicated to the study of magnetic deflagrations in Nd5Ge3 we will get the ingre-
dients needed to compute this expression and find the expected values of Hsp as
a function of the temperature. For now we can anticipate that the relation works
reasonably well in our case, despite the fact that this expression was originally
derived for a single molecular magnet crystal very different from our system.
Nevertheless, in the meantime, we can obtain some valuable information taking
a deeper look at the experimental behaviour of Hsp. The data obtained suggest
a linear dependence of the spontaneous avalanche field with the temperature. To
relate both variables, the first thing that one may consider is the relation between
the relaxation rate and the temperature and the energy barrier (which depends
of the applied magnetic field). Let us suppose that exists a critical magnetic
relaxation rate, that only depends on the energy barrier and the temperature
Γsp = Γ0 exp (−U(Hsp)/kBT ) . (5.13)
While it seems like I am going to obtain the same relation presented before, note
that now we are not considering the thermal dynamics on the sample explicitly.
The isothermal magnetization measurements for the different crystallographic axes
presented in the chapter 3 showed that the Nd5Ge3 compound resembles a system








with U0 as the energy barrier at zero applied magnetic field, and Ha as the














The fit of experimental data to Eq. (5.15) is shown in Fig. 5.4. The results
obtained are:
AFM→FM µ0Ha = 5.19(1) T, γ = 0.075(1) K−1
FM-reversal µ0Ha = 4.73(1) T, γ = 0.081(1) K−1
.
where γ ≡ kB/U0 ln (Γ0/Γsp).
Let us consider if those values have physical sense. On the one hand. the
value of Γsp, given the reproducibility of the phenomena and the sweeping rate
of the magnetic field, is expected to be about 1 Hz or more. Therefore, taking
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Figure 5.4: Spontaneous avalanche field as a function of temperature with a
magnetic field sweeping rate of 300 Oe/s. Lines represent the fit to Eq. (5.15)
below 4 K.
Γ0 = 10
7 s−1 in Nd5Ge3 from Ref. [73], the values of γ will be always much smaller
than one since it is reasonable, given the large anisotropy, a zero field energy barrier
U0 of hundreds of Kelvin. On the other hand, looking at the trend of Hsp one may
expect a value of Ha around 50 kOe.
It is clear from these fits that one have to consider only temperatures lower than
4 K to obtain such a precise likeness. Taking into account this constrain in the fits
it definitely looks like there is something above 3.8 K, in both states. In the work of
Tsutaoka et al. (Ref. [83]), one can observe, looking at the isothermal magnetization
curves, that the separation between what they call Hc and Hd (Hsp-AFM and Hsp-FM
for us if they would had used a continuous sweeping rate of 300 Oe/s) is reduced
around 4 K and then increases again when the temperature is raised. The origin
of this discontinuity may be attributed to a change in the thermal properties of
the bath or of the sample, but the heat capacity of the sample does not show
any discontinuity as we have already seen in chapter 4, so the most plausible
explanation is the change of the MPMSr’s cooling power. Above the boiling
temperature of liquid helium (4.2 K) the systems maintains the temperature of
the sample space stable by using the gas heater to warm the incoming helium gas
evaporated from the main reservoir. Below that point, the temperature is stabilized
controlling the pressure over of the liquid helium condensed in a pot. The large
difference in the required control mechanisms in both temperature regimes may
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be translated to an abrupt change in the cooling power, which would explain the
discontinuity observed in Hsp around the crossover temperature.
In summary, the fact that the experimental points can be fitted precisely to
Eq. (5.15) is a remarkable hint that leads to the possibility of describing the mag-
netic energy barrier as the one of a system with uniaxial anisotropy, and also points
to consider that the thermal transport properties do not play a crucial role in the
moment when this spontaneous avalanches occur (in the range where the points
fit to the expression).
5.2 Spontaneous avalanches in magnetostriction
Another interesting property of many rare-earth compounds is their magnetoe-
lastic phenomena, which in certain cases shows irreversibilities. In this section, I
want to present briefly the study of the magnetoelasticity phenomena in a single
crystal of Nd5Ge3 reported by Doerr et al. [81], for a better understanding of the
compound, and to show the reader the rich phenomena this system posses. In
their experiments Doerr et al. observed a strong magnetostructural irreversibility
induced by the applied magnetic field. The reported results on thermal expansion
Figure 5.5: Thermal expansion of Nd5Ge3 under ZFC (black) and TRM (red)
protocols, with the magnetic field applied along the axis under study. Left panel:
thermal expansion along the c-plane. Right panel: thermal expansion along the
c-axis. Extracted from Ref. [81].
for the c-plane and the c-axis are shown in Fig. 5.5. They followed two protocols,
first a ZFC (black points) and then a TRM at the lowest temperature (red points)
–they do not commented in the paper the magnitude of the field applied but it
is said that the fields are applied in the direction of the axis under study. In the
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c-plane (in this case a-axis), the system expands as the temperature is increased
with an inflection point at the Néel temperature TN = 50 K, and there is no differ-
ence between the ZFC and the TRM protocols. On the contrary, in the c-axis they
see how the system shrinks that dimension when warming up. In the ZFC this
only happen for T & 26 K, while in the TRM above T & 20 K starts decreasing,
then has an step around 26 K and then smoothly tends to the value of the ZFC
curve, which reaches at TN . Bellow 26 K the c-axis of the system is “frozen” no
matter what, and has a first contraction before 40 K if there is no magnetic field
applied, then contracts more and more with an inflection point at TN .
Figure 5.6: Longitudinal magnetostriction of Nd5Ge3 Left panel: thermal ex-
pansion along the c-plane. Right panel: thermal expansion along the c-axis.
Extracted from Ref. [81].
The results on longitudinal magnetostriction are presented in Fig. 5.6, and re-
veal the magnetic field-induced origin of the marked irreversibility not observed in
the thermal expansion. In the c-plane the dependence of the longitudinal magne-
tostriction with the applied field has the same behaviour at three different tem-
peratures, and do not shows irreversibility. On the contrary, in the c-axis, for the
three temperatures represented we can see three very different behaviours. Focus-
ing in the 5 and 20 K curves we observe how the system starts contracting with
the applied magnetic field up to a field at which presents an abrupt elongation
which is not recovered in the process of setting the field back to 0. We also see
that, in the curve at 5 K, the system presents an irreversibility when crossing the
zero magnetic field, elongating the sample instead of contracting it, up to a point
in field where it contracts suddenly, remaining in that contracting tendency until
the field is again applied in the contrary direction. We believe that this is a clear
indication that this behaviour is caused by the interaction of the magnetization
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Observation of spontaneous magnetization jump and field-induced irreversibility in Nd5Ge3
Fig. 3: Heat capacity as a function of the applied field in
Nd5Ge3 at 3K.
6.2 to 6.5 µB/f.u. In the reverse cycle the magnetization
curve does not display any step and gives rise to a large
remanence. This indicates that the field-induced transfor-
mation is completely irreversible. Such an irreversibility is
usually not seen in the metamagnetic transitions in anti-
ferromagnets. The inset of fig. 2 shows the 5-loop hystere-
sis plot at 2.2K. As can be seen, the remanent magneti-
zation is almost retained upto a field of about −25 kOe.
The symmetry between the positive and negative field
cycles and the rectangular shape of the hysteresis loop
are quite striking. Another noteworthy observation is that
the virgin curve (1st path) lies just outside the envelope
curve (5th path), indicating the presence of supercool-
ing [9]. This gives an indication that the field-induced tran-
sition is of first-order type in nature. However, the sepa-
ration between the virgin curve and the envelope curve in
Nd5Ge3 is not as prominent as in other materials showing
supercooling/phase coexistence such as doped CeFe2 [4,9].
Figure 3 shows the variation of the heat capacity as
a function of the field at 3K. CP -H data shows a large
decrease at about the same field where the first magneti-
zation step is observed. This decrease is extremely sharp
with a width of about 900 Oe. The second metamagnetic
transition is not seen in the CP (H) plot, probably due
to the data fluctuation. The occurrence of the step in the
heat capacity at nearly the same magnetic field as that
of the magnetization step underlines the fact that the
magnetic and electronic transitions are strongly coupled
in this compound. Another very interesting feature seen
in the CP -H plot is that on the decreasing field path, the
heat capacity value almost remains a constant down to
the zero-field point. This field-induced irreversibility is
quite a remarkable observation and is in accord with the
irreversibility seen in the magnetization data.
In order to further probe the change in the magnetic
state at the critical field, we have measured the electrical
Fig. 4: Normalized electrical resistance as a function of the field
at 3K in Nd5Ge3.
resistivity as a function of the field at 3K. Figure 4 shows
the variation of the resistance (R) normalized to the zero-
field value, as a function of the applied field. Interesting,
the R(H) also shows a sudden decrease at about 23 kOe.
The field-induced irreversibility seen in the magnetization
and heat capacity is also seen in the resistivity isotherms.
Therefore, the consistency seen in the three diﬀerent
measurements is quite striking. The magneto-resistance is
found to be about 16% at 3K for a field of about 25 kOe.
In view of the metastability of the magnetic state at
low fields, we have further probed the time dependence
of the magnetization to study the relaxation eﬀect. The
magnetic relaxation experiment is a very useful and
eﬀective tool to study the details of the dynamics of the
magnetization jumps [13–15]. Therefore, we performed the
magnetic relaxation experiment at a fixed temperature
(3K) and in diﬀerent fields in the vicinity of the critical
field corresponding to the first metamagnetic transition
observed in the isothermal M(H) curve. The sample was
cooled in zero field from room temperature down to 3K.
After the temperature got stabilized, a field of 19 kOe
was applied and the magnetization was measured in this
field for a time period of 7000 s. The magnetization was
about 1.1 µB/f.u. throughout the waiting time. The
experiment was repeated many times after following the
same protocol and applying higher fields, in steps of
1 kOe. As can be seen from fig. 5, for fields upto 22 kOe,
the magnetization behavior is almost identical to that at
19 kOe, except for a small and gradual increase in the
value. However, when the field was increased to 23 kOe, we
see an ultra-sharp jump in the magnetization (as shown
in the expanded figure in the inset). The reproducibility
of this remarkable feature has been checked by repeating
the experiment for at least two diﬀerent pieces of virgin
sample. It is seen that the magnetization jump takes place
over a very short time interval of about 10 s. When the
37007-p3
Figure 5.7: Magnetic field dependence of the specific heat of a polycrystalline
sample of Nd5Ge3 at 3 K. Extracted from Ref. [73].
and the applied field: the sign of the magnetostriction is defined by −H ·M , being
M the magnetization along the chosen axis.
I have included this results in this chapter because, while in t e Fig. 5.6 re
not observed complete avalanches, I am absolutely convinced that it is just due
the fact that the measure ents where performed too slowly. My hypothesis is
that this system has spontaneous field-induced elongation(contraction) avalanches
during the AFM→FM(FM) processes, precisely because the abrupt change in M
in both.
It worths to mention again (see the end of Sec. 3.1.2) that this magnetoelastic
transitions do not correspond to a cha ge in the crystalline structure of the system
like the one observed in a similar rare-earth compound Gd5Ge4 (Ref. [115]). This is
confirmed by neutron diff action experiments performed t low temp ratur under
an external magnetic field [88].
5.3 Study of spontaneous avalanches in hea
capacity
Abrupt variations in the specific heat of Nd5Ge3 were first reported by Maji et al.
using a polycrystal [73]. Their results are shown in Fig. 5.7. They observed a large
and very sharp decrease of the specific heat at the field at which they observed
the AFM→FM transition in th iso ermal magnetization curve. In the previous
chapter I have shown the magnetic field dependence of the specific heat at 1.2 K
in which the same phenomena is observed. However, the field where the abrupt
111





















Figure 5.8: Magnetic field dependence of the specific heat at 1.2 K, starting
with the system in the AFM state. Two independent runs are plotted for H < 0.
The lines joining the data points are guides to the eye.
transition takes place is very different from what can be extrapolated from the fits
of the spontaneous magnetic avalanche fields (see Fig. 5.4) and from the obtained in
the isothermal magnetization curves (see Fig. 3.13). Therefore we found interesting
to study the dependence of the spontaneous specific heat jumps as a function of
the temperature.
5.3.1 Analysis and results
The first thing we tried was to measure the large change in the specific heat induced
by the external applied field. From specific heat measurements as a function of
temperature we find that around 1.2 K the relative specific heat between the
AFM and FM phases has a maximum. Fig. 5.8 shows two independent runs of
the isothermal magnetization process at 1.2 K. The process starts preparing the
system in the AFM state following a ZFC protocol. Then the specific heat is
measured in equidistant magnetic field steps up to H = 50 kOe and from there
down to −30 kOe. I will focus first on the positive branch of the magnetic field.
The magnetic field at which the specific heat has the sudden drop lays between
16 and 17 kOe. As it was just mentioned, these values of field do not agree with
what one may expect extrapolating the behaviour of the spontaneous avalanche
fields vs. temperature shown in a previous section. The first thing to consider is
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Figure 5.9: Magnetic field dependence of the specific heat at 1.2 K, starting with
the system in the FM state oriented in the “positive” direction. Two independent
runs are plotted. The lines joining the data points are guides to the eye.
the possibility of that this spontaneous transition has not been spontaneous but
induced. I. e., we look for the possibility that the heat pulse sent to the sample to
measure the specific actually triggers the avalanche. Nevertheless, the amount of
power is tiny ∼ 4 nW and therefore is hard to count it as the main reason of the
large shift of the spontaneous avalanche field. However the heating effect is there
and can not be excluded to explain a reduction. Another plausible explanation is
to consider that the large difference in the thermal bath properties between the
two experimental setups (MPMSr for magnetic measurements, versus PPMSr
for specific heat measurements) can strongly affect how thermally-assisted abrupt
transitions develop, as it has been observed in other systems [7, 116]. The thermal
conductivity of the bath in the PPMSr is negligible because the high vacuum on
the sample space. We believe that the difference on how the sample is thermalized
in both systems is large enough to explain the reduction we observe.
Now I’ll focus on the negative field part of Fig. 5.8, which is zoomed in Fig. 5.9.
In this figure is represented the magnetic field dependence of the specific heat at
1.2 K, starting with the system in the FM state oriented in the “positive” direction.
Two independent runs are plotted to show the reproducibility of the irregularities.
We find that between −6 and −18 kOe, the specific heat measurements seem
erroneous or extremely noisy. But if we look in detail we can see how the repro-
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Figure 5.10: The thermal response of the sample to the heat pulse applied to
obtain C for different applied magnetic fields. The curves correspond to the
green points of Fig. 5.9. Black curves represent the rest of measurements not
specified in the legend. Red curves correspond to the measurements at 0 kOe.
ducibility even in the “chaotic” region is large, so we can not consider these points
as noise.
The thermal response of the sample to the heat pulse applied to obtain C for
different applied magnetic fields is shown in Fig. 5.10. The curves are the thermal
response from which are obtained the values of the specific heat for the green points
presented in the previous figure. The curves whose fields lay inside the “chaotic”
region are colored while the curves of the fields outside this region are shown in
black color. We see that the black curves are certainly similar, unlike the colored
ones. However, the color curves do not look like erroneous measurements. There
are two main possible origins for this behaviour, and both are related with the
sample. First let me remember the reader that the sample is fully magnetized in
the opposite direction of the magnetic field that is being applied at this moment.
This implies that the sample is far from the equilibrium and that any thermal per-
turbation has the potential to enhance the exothermic magnetic relaxation. As has
been already mentioned, to extract the heat capacity of the sample, the PPMSr
system fits the obtained temperature curves to a set of equations. Those equations
are derived considering a single source of heat: the square heat pulse delivered by
the heater placed at the sample holder. Therefore, an additional source of heat
would make the results erroneous. If the amount of heat released in the magnetic
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Figure 5.11: Magnetic field dependence of the specific heat at different tem-
peratures, starting with the system in the AFM state. The curve for 0.35 K was
not obtained in the negative magnetic field branch. The lines joining the data
points are guides to the eye.
relaxation is small, and only occurs while the heat pulse is applied, then one could
expect the measurement system to yield a smaller heat capacity value, since the
system appears to be heated “more than expected”. This is consistent with what
is observed in Fig. 5.9, but still the behaviour seems too erratic to consider only
the “self heating” origin. The second origin of the inconsistency can be a devia-
tion of the c-axis with respect to the direction of the magnetic field, which would
result in a torque to the sample platform, changing the properties of the carefully
calibrated connecting wires and therefore assigning a wrong value of the specific
heat. Once the magnetization of the sample is reversed the torque diminishes and
the measurements recover the expected behaviour (above 18 kOe).
I measured the heat capacity as a function of magnetic field following the same
protocol at 0.35, 0.6 and 0.8 K and I found the same problem (see Fig. 5.11) (the
curve for T = 0.35 K was not obtained in the negative magnetic field branch).
In this figure we see that definitively something happened at 0.8 K at −20 kOe.
Sadly, this measurements were done overnight and we found the next morning that
what actually had happened was that the sample platform broke (see Fig. 5.12).
When looking at the fields at which the AFM→FM transition and the FM
reversal takes place (we consider the field where the measurements recover the
consistency as the field of FM reversal) we find that they are systematically smaller
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Figure 5.12: The calorimeter after the magnetic torque break the connecting
wires of the platform.
than expected.
5.4 Study of spontaneous avalanches in resistivity
The electrical resistivity of Nd5Ge3 is the last of the physical properties where field-
induced abrupt changes have been reported by Maji et al. using a polycrystal [73].
In their results, they report a sharp decrease of a normalized electrical resistivity
at the field at which they observed the AFM→FM transition in the isothermal
magnetization curve (see Fig. 5.13). In the previous chapter I have shown theObservation of spontaneous magn tization jump and field-induced irreversibility in Nd5Ge3
Fig. 3: Heat capacity as a function of the applied field in
Nd5Ge3 at 3K.
6.2 to 6.5 µB/f.u. In the reverse cycle the magnetization
curve does not display any step and gives rise to a large
remanence. This indicates that the field-induced transfor-
mation is completely irreversible. Such an irreversibility is
usually not seen in the metamagnetic transitions in anti-
ferromagnets. The inset of fig. 2 shows the 5-loop hystere-
sis plot at 2.2K. As can be seen, the remanent magneti-
zation is almost retained upto a field of about −25 kOe.
The symmetry between the positive and negative field
cycles and the rectangular shape of the hysteresis loop
are quite striking. Another noteworthy observation is that
the virgin curve (1st path) lies just outside the envelope
curve (5th path), indicating the presence of supercool-
ing [9]. This gives an indication that the field-induced tran-
sition is of first-order type in nature. However, the sepa-
ration between the virgin curve and the envelope curve in
Nd5Ge3 is not as prominent as in other materials showing
supercooling/phase coexistence such as doped CeFe2 [4,9].
Figure 3 shows the variation of the heat capacity as
a function of the field at 3K. CP -H data shows a large
decrease at about the same field where the first magneti-
zation step is observed. This decrease is extremely sharp
with a width of about 900 Oe. The second metamagnetic
transition is not seen in the CP (H) plot, probably due
to the data fluctuation. The occurrence of the step in the
heat capacity at nearly the same magnetic field as that
of the magnetization step underlines the fact that the
magnetic and electronic transitions are strongly coupled
in this compound. Another very interesting feature seen
in the CP -H plot is that on the decreasing field path, the
heat capacity value almost remains a constant down to
the zero-field point. This field-induced irreversibility is
quite a remarkable observation and is in accord with the
irreversibility seen in the magnetization data.
In order to further probe the change in the magnetic
state at the critical field, we have measured the electrical
Fig. 4: Normalized electrical resistance as a function of the field
at 3K in Nd5Ge3.
resistivity as a function of the field at 3K. Figure 4 shows
the variation of the resistance (R) normalized to the zero-
field value, as a function of the applied field. Interesting,
the R(H) also shows a sudden decrease at about 23 kOe.
The field-induced irreversibility seen in the magnetization
and heat capacity is also seen in the resistivity isotherms.
Therefore, the consistency seen in the three diﬀerent
measurements is quite striking. The magneto-resistance is
found to be about 16% at 3K for a field of about 25 kOe.
In view of the metastability of the magnetic state at
low fields, we have further probed the time dependence
of the magnetization to study the relaxation eﬀect. The
magnetic relaxation experiment is a very useful and
eﬀective tool to study the details of the dynamics of the
magnetization jumps [13–15]. Therefore, we performed the
magnetic relaxation experiment at a fixed temperature
(3K) and in diﬀerent fields in the vicinity of the critical
field corresponding to the first metamagnetic transition
observed in the isothermal M(H) curve. The sample was
cooled in zero field from room temperature down to 3K.
After the temperature got stabilized, a field of 19 kOe
was applied and the magnetization was measured in this
field for a time period of 7000 s. The magnetization was
about 1.1 µB/f.u. throughout the waiting time. The
experiment was repeated many times after following the
same protocol and applying higher fields, in steps of
1 kOe. As can be seen from fig. 5, for fields upto 22 kOe,
the magnetization behavior is almost identical to that at
19 kOe, except for a small and gradual increase in the
value. However, when the field was increased to 23 kOe, we
see an ultra-sharp jump in the magnetization (as shown
in the expanded figure in the inset). The reproducibility
of this remarkable feature has been checked by repeating
the experiment for at least two diﬀerent pieces of virgin
sample. It is seen that the magnetization jump takes place
over a very short time interval of about 10 s. When the
37007-p3
Figure 5.13: Applied magnetic field dependence of the normalized electrical
resistance of Nd5GE3 at 3 K. Extracted from Ref. [73].
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magnetic field dependence of the electrical resistivity at different temperatures.
Those measurements were obtained following the isothermal magnetization curve,
every 200 Oe (which is equivalent to a sweeping rate of ∼ 3 Oe/s). Because of the
small size of the magnetic field steps the system does not show abrupt changes in
magnetization, except at the lowest temperature measured (1.8 K). Therefore we
were interested in measuring the electrical resistivity as a function of time when
the magnetic field is being swept at the fastest rate available. In our case the
maximum rate is 300 Oe/s.
5.4.1 Experimental setup
To measure this small signals fast I used the amplification stage that I showed
in the first section of this chapter (see Fig. 5.2), together with the four-terminal
configuration (see Fig. 4.10); connecting the V +, V − lines to the inputs of the
instrumentation amplifier, and applying a fixed current of 10 mA between I+ and
I−. The data is recorded with a rate of 100 kHz using a National Instruments™ data
acquisition card NI-DAQ 6010r controlled by a computer. I did with LabView the
programs to control the acquisition process, and to coordinate the capture with
the magnetic field-temperature protocols running in the MPMSr.
5.4.2 Analysis and results
Because of the large reproducibility observed in Hsp in the magnetic avalanches we
can try to catch a spontaneous avalanche in resistance by tracking the magnetic
field and capturing the voltage when H is around the expected Hsp. We acquire
the signal during 10 seconds, so we have a magnetic field window of 3 kOe for each
temperature. At the capturing rate of 100 kHz we will get exactly one million
of points in this ten seconds-window. Fig. 5.14 shows one of the measurements
performed: At 1.8 K, with the sample in the AFM state, the magnetic field is set
to 4 T with a rate of 300 Oe/s; then, 1500 Oe before the Hsp(1.8 K) obtained in
the magnetic avalanches, the voltage is monitored during 10 seconds. The points
obtained are represented with light blue lines. Even without smoothing the data
(dark blue line) we clearly observe the step in the voltage. Looking at the data
carefully we discovered hidden something very interesting. In the inset of the
figure we can see how, at the moment of the “jump” of the resistance (voltage), an
extraordinary large pulse of voltage is detected, first positive an then negative. I
checked the data finding that this was not noise since nothing similar was captured
during the rest of 10 seconds. In the inset we define ta as the duration of the
avalanche process. It is important to remember that Maji et al. indicated that the
spontaneous avalanches last less than 10 seconds. I doubt they could imagine that
the time span of the avalanches would be of the order of ∼ 100 µs. Fig. 5.15 shows
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Figure 5.14: Time evolution of the voltage in the sample during a magnetic field
ramp from 0 to 4 T at 1.8 K. The dark blue line represents the data smoothed.
The inset shows a narrow window around t = 0.
the smoothed data of the change in resistance (voltage) during the AFM→FM
transition for different temperatures. Because we track continuously the magnetic
field, we can assign easily the magnetic field as the coordinate and plot the curves
not versus time but versus field.
The burst of voltage detected resembles the spontaneous voltage genera-
tion (SVG) phenomena reported in different rare-earth intermetallic compounds
like Gd5Si2Ge2 (Ref. [117]), La(Fe0.88Si0.12)13 and SmMn2Ge2 (Ref. [118]), and
Tb5Si2.2Ge1.8 (Ref. [119]). In those materials the generation of voltage last tens of
seconds as do the changes in magnetization, and the SVG appears triggered by the
magnetic field but by the temperature as well. The origin of this phenomena is not
clear yet, in some materials it is related to coupled magnetostructural transitions,
in some to latent heats and magnetocaloric effects. I will now present the results
obtained together with a discussion of the origin of this voltage peaks. Fig. 5.16
shows the voltage peaks observed when zooming in the discontinuity. In this figure
the time for each curve has been shifted taking 0 as the begining of the negative
peak. The reader will notice the tendency of the peaks to become smaller and
wider as the temperature is increased, probably keeping constant the area. As
observed in the peak at 1.8 K shown in a previous figure, the peaks come in pairs,
one peak down followed by one peak up. I checked that this down-up signature
of the peaks depend on the sign of the magnetic field (or the sign of the change
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Figure 5.16: Voltage peaks detected during the transition AFM→FM for dif-
ferent temperatures.
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in magnetization that in our case, bellow 26 K is the same thing). Nevertheless
what I suspect is that in reality it depends on the direction of the change of the
magnetization. Therefore it would be like an effect of induction of voltage in the
system following the Lenz law. The curious aspect is that there is no loop in the
setup of the 4-terminal configuration except, perhaps, the possibility that due the
low resistance of the sample it closes the loop somehow on its interior.
If this voltage burst is a phenomenon that depends on the change of mag-
netization of the sample then we should be able to observe it in the change of
the direction of magnetization during the FM reversal as well; however, the DC
resistivity measurements did not reveal any discontinuity when the samples mag-
netization is reversed (see Fig. 4.12). Nevertheless, as we are dealing with voltage
bursts that last less than one millisecond, it is impossible that would be observed
during a DC measurement that takes more than one second to give a single volt-
age value. As we suspected, when the sample reverses its FM magnetization, a
down-up(up-down) peak is also observed in the measured voltage. Due the large
voltage of the peaks we can use them as a trigger in the acquisition process. This
way we can measure with a higher temporal resolution a narrower time-window.
The following experiments were recorder using an acquisition rate of 1 MHz during
3 ms.
To unravel the behaviour of this peaks in the FM reversal we can try to study
them without applying any current to the system. I. e., to see if is a process
linked to a voltage induction in a “accidental” pick-up coil we will measure the
temporal evolution of the voltage between the different terminals of the 4-terminal
configuration. We name the terminals as follows,
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A representation of the voltage peaks obtained in this last experiment is shown in
Fig. 5.17. I did not could extend the study as a function of the terminal for the
AFM→FM transition, but based in what is observed for the FM reversal, I expect
the same tendencies. In the figure we can already estimate that the area of the
signals is related with the distance between the terminals. We can compute the
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ratios for the FM reversal areas and compare them with the ratios of the distances
between the terminals:











We see they are in a excellent agreement taking into account that the ratio of
distances is roughly estimated. It is very difficult to measure exactly the distance
between the terminal when the sample is pressed agains them; even the “electri-
cal” distance between terminals may not correspond to the shortest one in the z
direction.
Gathering all the data, we have so far found that the peaks appear both in
the AFM→FM transition and in the FM reversal. We have seen that the peaks
are symmetric respect to zero voltage when the field being “positive” or “negative”
depending on the sign of magnetic field. We have observed that for a given a− b
terminal choice the heigh and width of the peaks is modified depending on the
temperature (or indirectly on Hsp). The area enclosed by the peaks is conserved
in this measurements, pointing to a relation with the change of the magnetization,
since this is approximately the same in the magnetic avalanches for T < 4. We
have also found that the ratio of the area enclosed by the peaks obtained for two
different a−b terminal choices, corresponds in a good approximation to the ratio
of the physical separation between those. In summary, considering the shape of
the signal and the properties just mentioned, it looks like the sample together with
the terminals form a circuit of the type,
z ‖ c-axis ‖ H
a b
,
where the gray rectangle corresponds to the sample, a − b are two of the four
terminals, and the red solenoids represent the contribution of the sample. Note
that the solenoids are wired in opposite directions between each other. In this
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Figure 5.17: Voltage peaks detected during the AFM→FM transition and the
FM reversal at 1.8 K. Top-right legends mark the terminals involved. The
dark(light) curves correspond to measurements with H < 0(H > 0).
configuration, with the solenoids just at the terminals (that would correspond
more likely to a single coil), we can precisely reproduce the obtained voltage curves
considering a propagating front of magnetization change. Fig. 5.18 shows the
induced voltage in two coils, connected in series and wired in opposite directions,
when a magnetic dipole crosses them at constant speed. The three panels presented
in the figure are different realizations for different distances between the coils,
which in the case of our experiment would be different distances between the
terminals. Taking a look at Fig. 5.17 one can see that it can be reproduced with
a very simple model, while the real dynamics are not understood.
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Figure 5.18: Signal expected of two similar 1-turn coils (blue and green curves),
wired in opposite directions and connected in series (red curves), when a mag-
netic dipole crosses them at constant speed. The panels represent the signals as
a function of the distance between the terminals, increasing from left to right.
It has been suggested in Ref. [117–119], that these spontaneous voltage peaks
observed in different intermetallic compounds are originated due the Seebeck effect,
ε = −S∇T, (5.16)
where S is the Seebeck coefficient of the material. This equation relates directly
the voltage generated at a certain moment with the temperature gradient between
the contacts, i. e., the shape of the peaks would represent one to one the tem-
poral evolution of the hermal gradient between the chosen terminals during the
magnetic avalanche. Because the timespan of the phenomena is of the order of
hundreds of microseconds we know that the heat generated in the sample during
the avalanche can not be thermalized in such a short period of time. We can ex-
plain the first down(up) peak because the large thermal gradient if the avalanche
has set a propagating heat front, but we can not explain the following up(down)
peak because we expect almost no thermal gradient between the terminal when
this front reach the second one. Therefore, while the shape of the peaks resemble
those observed in SVG materials, we can not conclude their origin. The main
difference between their peaks and ours is the timescale, which is precisely what
do not let us to explain the process as a thermoelectric phenomenon. Besides, it
think that is also important to mention that in those works they found that the
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Figure 5.19: Spontaneous avalanche field as a function of temperature with a
magnetic field sweeping rate of 300 Oe/s, from magnetization (triangles) and
resistance (squares). Lines represent the fit to Eq. (5.15).
“sign” of the peaks depend on the sign of the change in magnetization, for which
they do not give an explanation. Is very difficult to explain that dependence with
just thermoelectric effects because that would imply that those effects had a direc-
tionality that depends on the sign of the magnetization change. Nevertheless, it is
well known that the “direction” of changes in magnetization, if any, is always the
same and is determined usually by sample’s properties like the shape, impurities,
dislocations. . . or external conditions like thermal and/or field gradients.
Finally, considering the abrupt changes in resistance in the AFM→FM tran-
sitions shown at the beginning of this section, together with the voltage peaks
obtained in both the AFM→FM transition and in the FM reversal, we can plot
the fields at which they occur as a function of the temperature, as we did the the
spontaneous magnetic avalanches in magnetism in the first section of this chapter
(see Fig. 5.3). Fig. 5.19 shows the spontaneous avalanche field versus the temper-
ature. In the plot are represented the data from magnetic avalanches and the data
just obtained from resistance avalanches and voltage induction. In the AFM→FM
transition, the spontaneous fields obtained are very similar while in the FM re-
versal they differ significantly. However, the difference between the spontaneous
fields in the FM reversal is maintained in the measured range of temperatures
(≈ 6 kOe). The main reasons to this difference could be the different size of the
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samples and/or a change in the thermal properties of the setup between both ex-
periments. The dimensions of the sample used in this resistance experiments are
approximately 0.51× 0.51× 2.2 mm3 while the dimensions of the one used in the
magnetic avalanches were approximately 1 × 1.5 × 2.3 mm3. Nevertheless, seems
like the FM reversal is more sensitive to changes in the sample size and/or in the
thermal coupling with the bath with respect to the AFM→FM transition, prob-
ably because the energy released is bigger in the first (∆MFM & 2∆MAFM→FM).
Fitting the values of this last experimental results to Eq. (5.15) we obtain,
AFM→FM Ha = 5.1(1) T, γ = 0.077(3) K−1
FM-reversal Ha = 4.04(3) T, γ = 0.103(1) K−1
.
5.5 Conclusions
In summary, in this chapter I have shown the magnetic field-induced spontaneous
abrupt changes that occur in different physical properties of the intermetallic com-
pound Nd5Ge3. Magnetism, specific heat, elasticity and resistance are the physical
properties that experiment spontaneous and abrupt changes during isothermal
magnetization process. Besides the study of magnetoelastic effects, I performed
the experiments to study the magnetic field-temperature dependence of those spon-
taneous changes.
Magnetism was the first of the physical properties of Nd5Ge3 reported to show
this spontaneous jumps. Nevertheless, to the best of my knowledge, in this thesis
is presented the first explicit study of this phenomena. I have designed a setup
to measure the exact magnetic field at which the jumps take place. This setup
consists of a 3-turns pick-up coils which signal is amplified right at the end of
the sample transport rod using an instrumentation amplifier. I have found an al-
most linear dependence of the spontaneous avalanche field Hsp with temperature;
a sudden change of this linear behaviour between 3.8 and 4 K; a constant “dis-
tance” in magnetic field between the Hsp-AFM and Hsp-FM, and a good agreement
of the experimental values with a toy model that relates Hsp to the temperature
using the supposition of a thermally activated magnetic relaxation over a single
effective uniaxial energy barrier. I have also presented some results regarding the
influence of the sweeping rate of the magnetic field used during the isothermal
magnetizations.
The magnetoelastic transitions shown in literature are not stepped, but as I
argued in the corresponding section, the reason is the slow effective sweeping rate
of the magnetic field. I am convinced that the same experiment repeated with a
faster sweeping rate would present a clear jump in the dimensions of the sample.
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I have commented also the dependence of the “sign” of the magnetoelastic effect
with the magnetization of the sample, the applied field and the magnetic state. In
the AFM→FM transition the system elongates, while in the FM reversal suffers a
contraction.
Specific heat spontaneous jumps are also presented in this chapter. However,
the experimental values obtained for Hsp do not match with the ones from mag-
netization measurements, being smaller in the first case. The different thermal
coupling in the two experimental setups is considered to be the most affecting as-
pect. To measure heat capacity is desired that the heat transmission only occurs
between the sample and the measuring platform. Therefore, the sample, in the
high vacuum conditions of the PPMSr, can barely release to the thermal bath the
heat produced by magnetic relaxation and surpass the relaxation rate condition
at smaller magnetic fields.
The last physical property reported to show spontaneous jumps is the electrical
resistance. In this chapter, using the four-terminal configuration presented in the
previous chapter, together with the amplification stage presented in the sponta-
neous magnetization avalanches section, I have observed jumps in the temporal
evolution of the resistance during the AFM→FM transition and, perhaps more
surprising, large voltage peaks during this transition and during the FM reversal.
Some considerations about the origin of those peaks are discussed in the last sec-
tion of this chapter, while the question remains open. I consider really interesting
to extend the experiments on the electrical resistivity of the sample. With better
electrical contacts, measuring along different crystallographic directions, studying
the effect at slower sweeping rates and also during isofield magnetization curves.
I think that the spontaneous voltage generation observed is this material could
bring important clues to the understanding of the phenomena behind.
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Magnetic deflagrations on Nd5Ge3
In the preceding chapters I have presented how at low temperatures, the metam-
agnetic transition and the reversal of the magnetization in the highly anisotropic
compound Nd5Ge3 occur abruptly –rather than being smooth processes. These
abrupt changes are commonly known as magnetic avalanches. When the propa-
gation of the local change of the magnetization is mediated by the on-site heat
released and occurs at subsonic speed, the magnetic avalanche process is called
magnetic deflagration. As was mentioned in the first chapter of this thesis, defla-
gration in the reversal of magnetization were first reported in molecular magnets
(see Ref. [3] and references therein). This phenomenon is also found in systems
with a rapid magnetic phase transition. Deflagration in metamagnetic transitions
has been observed first in manganites [5], and later in the intermetallic compound
Gd5Ge4 (Ref. [8]), where the transition is induced by a change in the crystallo-
graphic structure.
Studying the spatial and time-resolved evolution of spontaneous magnetic
avalanches with a set of pick-up coils and thermometers, we found that those
spontaneous magnetic avalanches propagate across the sample. In this chapter, I
will report fast magnetic deflagration phenomena occurring in both antiferromag-
netic and ferromagnetic phases in a single crystal of the intermetallic compound
Nd5Ge3, being the first case of a system in which this deflagration phenomenon
occurs in two different magnetic phases, and also being the first time that is
observed in a ferromagnetic material.
Here I present an investigation of spontaneous and induced magnetic defla-
grations in Nd5Ge3. Because of the “uncontrollable” nature of the spontaneous
avalanches the study was focused on the induced ones, which were investigated as
a function of the applied field and temperature. The induction of the deflagrations
consists in the application of a short burst of heat, injecting a current pulse into
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2 cm
Figure 6.1: Front and back photos of the amplification stage board. The sample
transport rod has a 16-pin socket at the end that is plugged into the board. The
circuit for each amplifier is shown in Fig. 5.2.
a resistor placed at one end of the sample. The complete experimental setup will
be shown in the first section of this chapter. In the section dedicated to the pre-
sentation to the measurements and their interpretations I will illustrate that the
observed deflagrations fit well with the theory of magnetic deflagration, although
it was derived for very different magnetic systems. Because of the good fitting to
the theory, I will conclude this chapter showing how I extrapolate the deflagration
speed to larger fields pointing out the possibility of reaching the supersonic regime
(magnetic detonation) within feasible experimental conditions.
6.1 Experimental setup
To study the spatial and time-resolved evolution of the magnetic jumps I designed
an evolution of the experimental setup to measure the spontaneous avalanches in
magnetism shown in the previous chapter. The new setup consists of four 2-turns
independent pick-up coils placed along the sample, and one resistor at each end,
all together mounted at the end of a sample transport rod designed to electrical
transport measurements. The amplification stage setup described in Chap. 5 is
replicated for each one of the four coils (see Fig. 6.1). The output signal of the
coil Ci , V iamp, is sent to a fast data acquisition card connected to a computer.
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Figure 6.2: Schematic diagram of the experimental setup. The sample (dark-
gray), surrounded by four independent 2-turns pick-up coils (cooper), with two
resistors at the ends (gray), is placed inside the MPMSr system (light-blue),
pointing in the direction of the applied magnetic field. The voltage induced
at each pick-up coil is amplified (INA128P) and measured with a National In-
struments™ data acquisition card (NI-DAQ 6251, light-green) controlled by a
computer. The voltage at the resistors is recorded with a data acquisition card
(NI-DAQ 6010, light green). The amplifiers are powered by two lead-acid bat-
teries (gray-blue). A current pulse is sent with a Keithley 2400 Sourcemeter
(red), which triggers the capture by the acquisition cards.
connected to another computer. To induce the deflagrations, one of the resistors
is connected to a Keithley 2400 Sourcemeter programmed to send a current pulse.
Fig. 6.2 shows a schematic diagram of the entire experimental setup. While it is
not present in the diagram, another multimeter is used to monitor the magnetic
field in real time, as in the original setup dedicated to the study of spontaneous
avalanches. Fig. 6.3 shows two pictures and a schematic drawing of the setup
of coils and resistors described. The goals in the designing process were to obtain
four coils of almost identical properties (the properties of a coil are defined by the
area it surrounds, the number of turns, and the “width” defined by those turns),
and to place them equidistant along the sample. The way I found to fulfill these
requirements was to print on a plastic sheet a sketch of the sample, together with
marks where the coils should be. Those marks correspond to the black circles at
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Figure 6.3: Photos and schematic drawing of the experimental setup: two
resistors Ri (i = 1, 2), and four independent equidistant 2-turn pick-up coils Cj
(j = 1, . . . , 4) that sew the sample (dark-gray rectangle) on a thin plastic layer
(light-blue rectangle). The middle-right picture shows the loops defined by one
coil.
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the sides of the sample shown in the drawing on Fig. 6.3. The next step was to
“sew” the sample to the plastic sheet using a coated cooper wire ( 50 µm), doing
two loops per coil. A tiny third loop is needed to ensure that all coils are almost
equal. One resistor is placed at each end of the sample. Surface-Mount Device
(SMD) resistors, made of ruthenium oxide, with a room temperature resistance
of ∼ 1 kΩ and dimensions 0.8× 0.4× 1.5 mm3 were used. Obviously, this “sewing”
process is not automated. The setup was done entirely by hand, and it is worth
to mention that was a challenge because of the sizes, complexity, and materials
involved. A close-view of the setup is shown in two pictures at the bottom of
Fig. 6.3 together with the scale.
As we have seen in the previous chapter spontaneous avalanches occur at a
precise magnetic field Hsp for a given temperature. Therefore a way to trigger the
process below that field is needed to study the magnetic field dependence of the
avalanche. Several methods have been used for this purpose, from surface acoustic
waves to heat pulses [5, 8, 13]. In our case one of the resistors at the ends of
the sample (Fig. 6.3) acted as a thermometer (R2), and the other one acted as
a trigger to ignite the avalanches (R1). The trigger consists in a single current
pulse, generated with a Keithley 2400 Sourcemeter. In order to keep constant the
amount of energy generated by this pulse for different temperatures and magnetic
fields, the resistance of R1 is measured before sending the pulse. Then the current
amplitude is set to produce 100 mW during 10 ms.
The resistor used as a thermometer was calibrated using the temperature of
the MPMSr system as reference. The amplitude of the current used to measure
the resistance was 60 µA.
Besides the measurements involving the dedicated setup presented in this chap-
ter, magnetization measurements were also carried out. Those measurements were
done using the SQUID magnetometer of the MPMSr system. As I explained in
the previous chapter, measuring the magnetization before and after the avalanche
is important in order to fully understand the dynamics of the phenomenon.
6.2 Analysis and results
6.2.1 Spontaneous magnetic deflagrations
Fig. 6.4 shows the time-resolved measurements of the spontaneous FM reversal that
occur at 5 K. In the figure we can see how the first coils to present a rise are the coils
number four and three, followed in order by coils two and one This is consistent
with a propagating front of change in magnetization with a definite direction.
Looking at the data we can consider that the spontaneous avalanche started within
coils three and four. If we normalize each curve by its maximum we observe that
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Figure 6.4: Time-resolved measurements of the spontaneous FM reversal at 5 K.
In the figure are represented three independent runs, with each run centered at
the maximum voltage of coil 4. The number of points measured is shown in
one of the signals of coil 4. All three spontaneous avalanches took place at
16.57 kOe.
curves from coils three and four overlap (see Fig. 6.5). The reproducibility of this
spontaneous avalanche is unexpectedly hight, as can be observed in the figures.
Three independent measurements were performed and all three match very well.
Even more, two of the measurements were obtained sweeping the magnetic field
from −4 T to 4 T, and one sweeping the magnetic field in the oposite direction.
Obviously the curves obtained in both procedures have different sign because of
the sign of ∆M so the curves presented in the figures are the absolute values of
the induced voltage. It is clear from the figures that the dynamics do not depend
on the direction of the magnetic field. It starts always near the R2 end of the
sample, and propagates towards R1. It is worth to mention that the resistor at R2
is acting as a thermometer, which could imply that the current used to measure
the voltage drop on it causes some instabilities in the proximity of the sample,
somehow inducing the start of the spontaneous avalanche at that end.
The shape of the induced voltage curves is maintained in all the coils and has
some peculiarities. Although the different coils present a rise at very different
times, all go back to zero at a similar time. It is remarkable as well the presence
of a “plateau” at the second half of the curve. The signal looks like made of at
least two distinct contributions. We will focus on the study of signal’s shape in
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Figure 6.5: Time-resolved measurements of the spontaneous FM reversal at
5 K. Each curve is normalized by its maximum voltage. Curves from coils four
and three overlap.
the next chapter.
6.2.2 Induced magnetic deflagrations
As it has been explained in the introduction, to study systematically the process of
this magnetic avalanches as a function of different magnetic fields and temperatures
we need to avoid the spontaneous jumps. The experimental procedure to study the
induced magnetic avalanches is the following. To study the AFM→FM transition
process, the system is cooled in zero applied magnetic field from 70 K to a certain
T value, and then a magnetic field Hig < Hsp-AFM was applied. The trigger is sent
while the voltage induced by the magnetic flux change in the pick-up coils, Ci, and
the temperature of the thermometer, R2, are recorded. To determine the amount
of magnetization change produced in the induced avalanche, the magnetization
was measured immediately before the trigger and right after the acquisition time-
window was closed. I repeated the whole procedure at different magnetic fields,
Hig, and temperatures until the trigger has no effect, because the metastability is
not large enough to ignite the avalanche (low fields) [120], or because the avalanche
take place spontaneously before (high fields). To study the FM reversal process
I set the temperature T and then a magnetic field of −40 kOe is applied, large
enough to ensure the complete transition AFM→FM. Next, the system is driven
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Figure 6.6: Temporal evolution of the voltage induced in the four pick-up coils
(left panels) and the temperature change registered in the thermometer R2 (right
panels). Measurements performed at 2 K and 24 kOe. Top panels correspond
to the AFM→FM transition. Bottom panels correspond to the FM reversal.
The scales are different in each plot. The black line in the temperature curves
represents the data smoothed. Lines in the induced voltage are represented as
a guide to the eyes.
to the desired Hig < Hsp-FM value, where the magnetization-trigger-recording-
magnetization procedure is performed. I repeated the whole method at different
magnetic fields and temperatures.
Fig. 6.6 shows the signals obtained during the AFM→FM transition and the
FM reversal, at the same magnetic field-temperature conditions, 2 K and 24 kOe.
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On the left side of the figure are represented the induced voltages (amplified) in the
four independent pick-up coils. The first thing to remark is that in both processes,
it is very clear the propagation of the change in magnetization. The first coil to
detect a change is the coil C1 (which is the nearest to the trigger), followed in
order by the coils C2, C3 and C4. We can see that the signals obtained during
the AFM→FM transition are almost four times smaller and two times wider than
those obtained during the FM reversal. Since V (t) ∝ dM/dt, the area comprised
by each curve is proportional to the amount of change in magnetization. We can
do a simple calculation considering the peaks as triangles of heigh h and base b,













which, in agreement with magnetization measurements, means that we are mea-
suring directly the change in magnetization, ∆M ≈ 2MS in the FM reversal and
∆M ≈MS in the AFM→FM transition. Since the trigger is sent at t = 0 for both
measurements, we also have to mention that the elapsed time until the magneti-
zation (voltage) changes abruptly in the FM reversal is approximately the half of
the elapsed time in the AFM→FM transition. On the right side of Fig. 6.6 we find
the temperature uprise at the thermometer R2, for both processes as well. Note
the different time scale used in the measurements of T in reference to the measure-
ments of the voltage in the pick-up coils (this is the reason why I used two distinct
data acquisition cards, to be able to track both with enough density of points).
We observe some differences between the temperature evolution of the two pro-
cesses. The first is the maximum temperature achieved, approximately 6 K in the
AFM→FM and 8 K in the FM. The second is the cooling trend, more pronounced
in the AFM→FM. This is consistent with the amount of energy released during
the processes, which, considering only magnetic energy, is approximately the dou-
ble in the FM reversal than in the AFM→FM process since ∆E = (∆M)H, and
since both measurements were performed at the same applied magnetic field of
24 kOe. Given the spatial propagation of the magnetization change, this large and
stepped increase of temperature is the second ingredient to consider the magnetic
avalanches that occur in the Nd5Ge3 as magnetic deflagrations.
Before studying the dependence of the deflagration properties with the applied
magnetic field I conducted a reproducibility test of the FM reversal. Fig. 6.7
shows seven independent measurements of the inducted voltage during the FM
reversal at 2 K and Hig = 18 kOe (from now on, Hig will refer to the ignition
field, i.e, the field at which the trigger is sent). Actually, four of the seven runs
were measured with Hig = −18 kOe, and as happened with the spontaneous FM
reversal at 5 K shown in Fig. 6.5, neither the shape nor the “order” of the coils
are affected. The main difference between this results and the spontaneous ones is
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Figure 6.7: Reproducibility test. Time-evolution of the induced voltage on
the coils for seven independent triggered FM reversals at 2 K and 18 kOe. The
trigger is sent at t = 0.
that in this case we know that the elapsed time is in a very good approximation
the same for all. Certainly, this results point to consider that the dynamics of the
magnetic deflagration in Nd5Ge3 is highly deterministic.
Fig. 6.8 presents the time-resolved measurements of the FM process at 2 K as
a function of the ignition field Hig. The top panel comprises the voltage generated
in the coils (only coil C3 is shown for clarity). In this panel we observe how, as Hig
increases, the time elapsed between the trigger (t = 0) and the rise in the signal
decreases, the height of the signal increases and the width of the peak shrinks.
The temperature increment in the thermometer placed at the end of the sample is
shown in bottom panel of Fig. 6.6. Looking at this temperature data we observe
the presence of a threshold in the occurrence of the process. For low fields the
process can not be induced by the trigger (we kept the energy released by the
trigger constant for all fields, Etrig = 1 mJ), but above a certain magnetic field,
the avalanche process can be observed in the signals of the coils (Fig. 6.6) and also
in the signal of the thermometer.
We can see this threshold effect with greater clarity in Fig. 6.9, where the signals
of the coil C3 and the thermometer R2 are presented together for three consecutive
fields. For Hig = 11 kOe the coil signal does not show any relevant peak, while the
thermometer presents a rise. The origin of this increase in the temperature is the
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Figure 6.8: Time-resolved measurements of the induced FM process as a func-
tion of Hig at 2 K. In all measurements the trigger was sent at t = 0. Top panel:
voltage generated in coil C3 (amplified). Bottom panel: temperature increment
in R2. The two panels share the color code, that corresponds to the magnetic
field.
energy released by the trigger plus the heat generated by the thermally assisted
magnetic relaxation. Nevertheless, we can see in the bottom panel of Fig. 6.6 how,
for Hig ≤ 11 kOe, the increments in temperature are equivalent, meaning that
the contribution of the induced magnetic relaxation is very small if the avalanche
process has not occurred. This was also observed few years ago in single crystals of
Mn12 ac by Subedi et. al [120]. As the magnetic field is increased up to 11.5 kOe
and above, an increase in the temperature is observed before a peak appears in the
coil signal, and a rapid increase of the temperature takes place when the avalanche
process occurs and is detected by the coil. An interesting feature is that this rapid
increase is the expected response for an abrupt heat front.
137

































Figure 6.9: Three temperature measurements at consecutive increasing fields
(dashed lines), along with their respective coil C3 signal (solid lines).
6.2.3 Analysis of flame temperature
Fig. 6.10 shows the maximum temperature increment, ∆Tmax = Tmax− T0, during
the AFM→FM transition and the FM reversal at 2 K. We observe, as for the
speeds, a reduction when the field is in the vicinity of Hsp. The goal pursued
placing a thermometer at the end of the sample is to determine the production
of heat and its dependence with the magnetic field. In my opinion, in any of the
previous works where magnetic deflagrations were studied, the temperature uprise
was analyzed in detail. One of the key factors is that the temperature measured is
substantially smaller than the expected temperature reached during the magnetic
deflagration process. Fig. 6.11 shows the temperature at the deflagration front,




C(T ′)dT ′, (6.2)
with T0 = 2 K, and using the specific heat measurements presented in Chap. 4. In
the figure we observe that the flame temperature is almost three times the maxi-
mum temperature measured by R2. The origin of this difference can be attributed
to the different heat capacities and mass of the sample and the thermometer, and
a bad thermal coupling between them. Let us do some numbers. First we will
assume that the energy that receives the resistive part of the thermometer R2 is
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Mi = MSMf ≈Mi
Figure 6.10: Maximum temperature increment, ∆Tmax = Tmax−T0, during the
AFM→FM transition and the FM reversal measured at 2 K. The vertical dashed
lines correspond to the respective spontaneous deflagration magnetic fields Hsp
The highlighted region at low fields correspond to “under-threshold” fields for
which a 1 mJ heat pulse did not ignited the avalanche. The lines correspond to
the maximum temperature increase considering the energy received at R2 as a
fraction of the energy released at R1 and the magnetic energy generated in the
deflagration processes.
a fraction of the energy released due Joule effect during the trigger in R1 plus a
fraction of the magnetic energy generated in the sample,
∆ER2 = αQR1 + ξ∆MH, (6.3)
being α and ξ the fractions corresponding to the energies generated by the resistor
R1 and by the sample, respectively. Because of the geometry of the setup we
expect α ξ < 1. In this approximation I did not considered any contribution of
the thermal bath; because of the time scale of the process (around milliseconds)
it can be considered isolated in a first approximation. The resistive component
of the resistors used is approximately one milligram of ruthenium dioxide. The
temperature increase that would experiment that component, given an increase in






































Figure 6.11: Expected temperature of the deflagration front during the
AFM→FM transition and the FM reversal measured at 2 K. The vertical dashed
lines correspond to the respective spontaneous deflagration magnetic fields Hsp.
where ∆E is the energy increment, T0 is the initial temperature, γ and β are
the electronic and phononic contributions to the specific heat, m is the mass of
the RuO2 in R2 and M its molar mass. Solving Eq. (6.4) for Tmax, we get four















Now we can use all the known values: γR2 = 5.77 mJ/mol K
2, βR2 = 0.0225 mJ/mol K
4
(Ref. [121]), m = 10−3 g, M = 133 g/mol, QR1 = 1 mJ, and T0 = 2 K, together
with the ∆M at each field (known from the pre-trigger and post-trigger measure-
ments performed with the SQUID magnetometer), to compute Tmax as a function
of the magnetic field using α and ξ and the fitting parameters. Fig. 6.10 shows
the curves obtained using:
AFM→FM α = 0.08 ξ = 0.38
FM-reversal α = 0.08 ξ = 0.34
.
The values for both processes are nearly equal. We can expect this since the consid-
erations made were independent of the magnetic state. Furthermore, the predicted
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Figure 6.12: Voltage induced in coil 3 at 2 K and 23 kOe (red) and its integrated
curve (green). The speed is calculated using the difference of the time at half
hight of the integrated voltage, th, between two coils. In some references it is
also defined a “deflagration time” as td.
relation between α and ξ is recovered. In summary, I have shown that when the
properties of the thermal contact between the sample and the thermometer, to-
gether with the thermal properties of the last, are considered, the temperature
values obtained are compatible with the higher temperature associated to the de-
flagration phenomenon.
6.2.4 Determination of the propagation speed
Using the definitions presented in Fig. 6.12 we obtain the speed of the propagating
avalanche as vij = dij/∆tij, where dij is the distance between the coils i and j,
and ∆tij = thj − thi is the time delay between the half heights of the integrated
voltages of coils i and j. In some references, when only one coil is used to measure
the deflagration phenomenon, a “deflagration time” td is defined, from which the
propagation speed is estimated [9, 13, 33].
The obtained values of vexp as a function of Hig for the AFM and FM processes
are plotted in the Fig. 6.13. In this figure we can see how the speed rapidly
increases with Hig –this results confirm that we are not dealing with domain wall
motion, since the speed of a domain wall scales lineraly with the applied field,
vDW ∝ (H−Hc), being Hc the coercive field (see Ref. [122, 123]). On the contrary
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Figure 6.13: Experimental speed of the front between coils i and j as a function
of the ignition field. The vertical dashed lines correspond to the respective spon-
taneous deflagration magnetic fields Hsp.The lines correspond to the respective
linear fits.
as Hig gets closer to Hsp (dashed vertical lines), the speed decreases slightly. This
decrease in the velocity of propagation of the front is due to the loss of total
magnetization change in the process, because of the thermal magnetic relaxation
that occurs before the trigger. This magnetic relaxation also generates firewall
zones in the crystal that effectively slow down the propagation of the deflagration
front. It is the same picture of a wildfire, once a part of the sample is relaxed
(burned) it acts as a barrier to the propagation of the magnetization change front.
In Fig. 6.13 we can observe that the speed of the front changes along the
propagation. Surprisingly, the obtained speeds seem to follow the trends
FM : v34 > v12 & v23
AFM→ FM : v34 ≈ v12 > v23,
where, in any case, the speed at the extremes of the sample is larger than the speed
at the center. This intriguing behaviour will be understood using a toy model.
Let us consider the setup shown in Fig. 6.14 made of a magnetic sample of
length l, surrounded by two independent pick-up coils of radius rc, separated a
distance d between each other, and placed at a distance e to the end of the sample.
Let us consider a magnetization change front of width δ moving trough the sample
at a constant speed v0.
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Figure 6.14: Definitions used in the toy model to explain the large speed

















Figure 6.15: Spatial and temporal dependence of the magnetization of a sample
of length l described by Eq. (6.6) with a propagating magnetization change front
of witdh δ = 0.1l which covers the length the sample in 5 units of time (v0 = 0.2).
The temporal evolution of the magnetization in our case can be modeled with







6. Magnetic deflagrations on Nd5Ge3
which describes the propagation with time of a change of the magnetization from
−MS toMS (beingMS the saturation magnetization). Fig. 6.15 shows the tempo-
ral and spatial dependence of Eq. (6.6) considering a sample of length l in which a
front of width δ = 0.1l covers its length in 5 units of time (v0 = 0.2). In the figure,
δ corresponds to the width in which the magnetization is reduced by an ∼ 80%.
E. g., at t = 3, a bit more than two fifths (0.4) of the sample can be considered
to have relaxed from −MS to MS while one fifth of the sample is still “unburned”,
and in between them is the front where the magnetization is being changed.
With this description of the spatial and temporal evolution of the magnetization
we can derive the voltage that a coil surrounding the sample would measure. The
voltage induced at time t in a coil with radius rc placed at z = p when a magnetic
change occurs along its axis is defined by




(r2c + (z − p)2)3/2
d
dt
M(z, t, v0, δ)dz, (6.7)
where A is a constant and
Ar3c
(r2c + (z − p)2)3/2
(6.8)
is the sensitivity of a coil. Substituting M from Eq. (6.6) we obtain














The infinite limits of integration of the integral are reduced to 0 and l because M
is only defined in the sample.
With this equation we now can compute how the position of the coil with
respect to the sample and the width of the front affect to the measured speed. I
computed two curves V (t, p) for different times at two fixed positions p = e and
p = l−e, with a front of fixed width δ and speed v0. Because of the lack of material
in the left(right) vicinity of the coil the curves are not symmetric. Measuring the
time delay between the maximum of the curves we obtain v = d/∆t, exactly like
I do to obtain the speed from the experimental curves. In this case, since I now
exactly that the speed is v0, I get the amount of overestimation. In Fig. 6.16 we
can see this overestimation because of the mentioned factors. In our experimental
setup we have e/rc . 1. Therefore this toy model can explain a measured value up
to a ∼ 20% larger than the “true” one. This effect becomes smaller as the width
of the front become narrower and narrower. In summary, due the proximity to
the edge of the sample and the width of the propagating avalanche, the shapes of
the signals of coils C1 and C4 have their height reduced and are also shifted to
the “center”. Therefore the most reliable coils to be used to define the speed of
propagation are the coils C2 and C3.
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Figure 6.16: Overestimation of the speed of a front of width δ when its obtained
using the time delay of two coils separated a distance d and both at at distance
e to the edge of the sample.
Now I want to review briefly the theory of magnetic deflagration presented in
the first chapter of this thesis. The theory formulated by Garanin and Chudnovsky
in Ref. [57] establishes the dependence of the propagation speed of the front on























Here Tf is the temperature of the propagating front (or “flame” temperature),
U(H) is the energy barrier, Γ0 is the attempt frequency, (∆M)H is the Zeeman
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energy released and C is the specific heat. This expression is obtained considering
that the thermal diffusivity κ is independent of temperature in the range of Tf ,
i. e., κ(T ) ≈ κ(Tf ) ≡ κf . As mentioned in the begining ot this section, the value




C(T ′)dT ′. (6.13)
Instead of using approximations fo C(T ) we can take profit of the precise specific
heat measurements presented in Chap. 4, to obtain numerically Tf for every field
Hig.
A phenomenological energy barrier U(H) is obtained from isothermal magne-
tization measurements following the procedure described in the work of Hernàn-
dez et. al with Mn12, where the authors demonstrated how the energy barrier can
be straightforwardly calculated due to the exponential behaviour of the magnetic
relaxation in the Mn12 system (Ref. [23]). Let me reproduce the procedure as an
introduction to the adaptation that I am going to use. The relaxation of a system
of identical and independent barriers follows the equation
dM
dt
= −Γ (M −Meq) , (6.14)
where, at temperature T and magnetic field H, the rate of thermally assisted
magnetic relaxation Γ follows the Arrhenius formula:






with Γ0 being the attempt frequency which accounts for the relaxation from the
thermal phonon bath. Therefore we can solve the equation for U(H),





where M(H(t)) corresponds to the magnetization at time t during an isothermal
magnetization curve.
The fact that we are dealing with experimental data sets some constrains to the
use of this expression. The sensitivity of measurements is the first issue, followed by
the limitations derived from using numerical finite differences to compute dM/dt,
and by the accuracy in the determination of Meq. These constrains define three
regions in the obtained U(H). In the ranges of fields where the system barely
relax: when dM/dt ≈ 0 while Meq 6≈ M , or when Meq ≈ M (and therefore
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dM/dt ≈ 0), the energy barrier values are not well defined because of the large
errors introduced by the experimental limitations. Nevertheless, between these
regions, the energy barrier dependence with the applied magnetic field gives us
the phenomenological behaviour of U(H). The key factor of the procedure relies
on the scalability of U(H) with T in those intermediate regions. If the theoretical
U(H) relation is known previously it can be checked following this procedure as it
will fit the regions where U(H) forms a scaling function with T . In a system with
uniaxial anisotropy, the energy barrier along its easy axis is
U(H) = U0(1−H/Ha)2, (6.17)
being U0 the energy barrier at zero-applied field and Ha the anisotropy field [28].
Then one can try to fit Eq. (6.17) to U(H) in the range of H between the "noisy"
intervals.
The procedure just explained is only valid for the case of an exponential re-
laxation over a single energy barrier, however, as shown in Chap. 3, the magnetic
relaxation of Nd5Ge3 follows an extended exponential behaviour:
M(t) = Meq − (Meq −M(0)) exp(−(tΓ)β), (6.18)
with
M(t) ≡M(H,T, t) and Meq ≡M(∞).
Therefore, in the following paragraphs I will introduce how this procedure can be
adapted to our case. To obtain U(H) in our system we first derive the differential
magnetic relaxation law in the case defined by Eq. (6.18),
dM
dt
= −Γinst (M −Meq) , (6.19)
where Γinst ≡ βΓ(tΓ)β−1 is defined as the instantaneous relaxation rate. We will








This condition implies that, at time t0, the magnetic relaxation of the system
cannot be distinguished from an exponential relaxation with a rate Γ. Therefore
the procedure to obtain U(H) can be applied (assuming the thermal relaxations
to be governed by Arrhenius formula).
Fig. 6.17 shows the isothermal magnetization curves from which we will derive
U(H). To avoid the spontaneous avalanches, the field sweeping rate was reduced
to ∼ 20 Oe/s. On the positive magnetic field branch are shown the magnetization
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Figure 6.17: Magnetization curves at different temperatures for the two differ-



















Figure 6.18: Energy barrier as a function of the magnetic applied field, com-
puted using Eq. (6.16) around the values of M(t) that satisfy Eq. (6.20)
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Table 6.1: Values of the parameters used to fit the magnetic field dependence
of the energy barrier. The number in parenthesis is the statistical uncertainty
in the last digit from the least-squares fitting procedure.
state U0 (K) Ha (kOe)
AFM 237(4) 53.1(6)
FM 223(7) 45(1)
curves with the system initially in the AFM state while on the negative field branch
the magnetization curves correspond to the system in the FM state.
Using Eq. (6.16) for those values of the instantaneous energy barrier U(H)
(arising from Γinst), that corresponds toM(t) 'M(t0), we obtain the phenomeno-
logical energy barrier represented by the marks shown in Fig. 6.18. As a first
approach, and because of magnetic properties of Nd5Ge3, we fit these values to
the expression of an uniaxial anisotropy barrier (Eq. (6.17)). Despite its simplic-
ity the fits are good, therefore we assume the energy barrier of Nd5Ge3 has the
phenomenology of a uniaxial anisotropy barrier. The fits are represented by solid
lines in figure 6.18 and the obtained parameters are shown in Table 6.1.
The aim with this adaptation to the procedure of Hernàndez et. al is to obtain
an approximate effective energy barrier to be used to compute the speed of the
propagating front in the deflagration process. However, this energy barrier can
not be used to describe the magnetic relaxation of this intermetallic compound
at a constant temperature that takes places in broad timescale. The strong non-
linear dynamical behavior of this avalanche is mostly determined by the thermal
dependence of the relaxation rate. This fact makes the broad timescale present
in a stretched exponential law (at a constant temperature) to collapse on a single
event that can be described by a single effective energy barrier.
Back to the fit of the experimental data to the theory of magnetic deflagration,




κf · f(H;Ha;U0; Γ0). (6.21)
Therefore, if the experimental data matches the theoretical expression, one should
expect a linear dependence between the vexp and the function f .
Fig. 6.19 shows the dependence of the experimental speed of the front, measured
using the signals from coils 2 and 3, on the ignition magnetic field. In Fig. 6.20
we plot the experimental speed vexp versus the function f for both the AFM and
FM processes, along with the corresponding linear fits of Eq. (6.21). Since the
reduction of the total magnetization change that occurs for fields near Hsp can
induce firewalls that would reduce the speed of the front, we do not take into
account them in the fits. We associate the non-linearity at small values to slow-
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Figure 6.19: Dependence of the experimental speed of the front (v23) on the
ignition magnetic field. The vertical dashed lines correspond to the respective
spontaneous deflagration magnetic fields Hsp
deflagration processes where the thermal bath plays an important role [120]. The
values of κf obtained for each phase are The results obtained are:
AFM→FM κf = 8.5(8)× 10−4 m2/s
FM-reversal κf = 9.6(9)× 10−4 m2/s
.
being of the expected order of magnitude for a metallic compound [124]. We
obtain a slightly higher thermal diffusivity in the FM phase, which we consider
consequent with the lower heat capacity and electrical resistance of this state.
The results just presented correspond to the study of thermally induced mag-
netic avalanches at 2 K. Moreover I explored the induced deflagrations at different
temperatures. I found that for T  26 K, at a given field Hig < Hsp(T ), the in-
duced deflagration process does not depend on the initial temperature. When the
Zeeman energy and the energy barrier are large, which is the case of Nd5Ge3, the
theory of magnetic deflagrations indicates a negligible dependence of the speed
of the front with the initial temperature. Nevertheless the dynamics of mag-
netic deflagrations are largely affected by changes in ∆M . Actually, the condition
T  26 K mentioned above translates into a temperature independent ∆M .
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Figure 6.20: Log-log plot of the experimental speed versus the theoretical
function f [Eq. (6.21)]. Only the experimental speeds with maximum ∆M are
used. The lines correspond to the respective linear fits.
Using the obtained values for the thermal diffusivity we can estimate the de-
flagration front width ld ∼ κ/v, getting ld ∼ 1 mm for the lowest speed and
ld ∼ 10 µm for the fastest. Nevertheless, if we compare the calculated shape of
the curves for different front widths using the model presented in Pag. 143, with
the induced voltage curves obtained experimentally, we found that the experimen-
tal data suggests fronts broader than the estimated using the expression κ/v. To
explain this discrepancy I consider the thermal contact of the boundaries of the
sample with the environment and, as stated in a recent paper by Jukimenko et
al. [125], the bending of the front by the dipolar field, as the main reasons of find-
ing, in terms of coil detection, wider fronts. I. e., it is possible that the width of
the front of magnetization change has the size estimated by the ratio between the
thermal diffusivity and the propagation speed, but if the front is not perfectly flat
(for the given reasons) then the signal obtained in a pick-up coil would correspond
to a front with a wider effective width.
Finally, one of the most promising aspects of deflagration in this material is
evidenced in Fig. 6.21. With the parameters of the system I plot the theoretical
front speed as a function of the magnetic field, taking ∆M equal to the maximum
experimental value for all the range of fields (which is equivalent to consider the
environment temperature equal to zero). Along with the theoretical curves are
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Figure 6.21: Projection of the theoretical speed (lines) at T = 0, with their un-
certainties (transparent envelopes). The points correspond to the experimental
data with maximum ∆M .
plotted the experimental data with maximum ∆M . From the theory of magnetic
deflagration we can see how the exponential dependence of the speed on the barrier
opens the possibility of reaching supersonic speeds. This was first noted in the the
work of Suzuki et al. [31] where they propose the term “magnetic detonation”
to refer the case where the propagation speed of the magnetic avalanche surpass
the sound speed of the system. That prediction was observed some years later
by Decelle et al. using high field magnetic pulses [15]. In the case of Nd5Ge3,
because its low electric resistivity, we can not use high field magnetic pulses. The
induced eddy currents would increase the temperature of the sample, implying: 1)
a decrease in Hsp (which determines the maximum speed at a given temperature)
and 2) a decrease of the “burnable” magnetization due the induction of thermal
relaxation, which would also reduce the speed; much more if this relaxation sets
some firewall regions.
Taking a look at the extrapolation of v(H) shown in Fig. 6.21 it seems possible
to reach this supersonic regime in a commercial dilution refrigerator with a base
temperature of tens of millikelvin and with magnetic fields up to 50 kOe. The large





In this chapter I have presented the first evidences of magnetic deflagration phe-
nomena in Nd5Ge3, being the first case of a system in which the phenomenon is
observed in two distinct magnetic phases, and also the first case for a ferromagnetic
system.
To study the magnetic deflagrations I designed a setup that consists of four
independent pick-up coils placed equidistant along the sample, one thermometer
at one end, and one trigger at the other end. I have to say that the making of
this setup was one of the trickiest aspects of this thesis. The signal of each coil is
amplified using an amplification stage, specifically designed to be mounted right
on top of the sample transport rod of the MPMSr system. Both the signals of
the thermometer and of the four coils were obtained simultaneously during the
induced magnetic avalanches. Moreover, the time scale used was different in the
two acquisitions, being larger in the case of the thermometer (500 ms) than in the
case of the coils (20 ms).
The magnetic deflagration phenomena is shown to occur in the spontaneous
magnetic avalanches. The spontaneous magnetic deflagrations presented occur in
a definite direction, starting around R2 and propagating towards R1. The re-
producibility was found to be remarkable. Nevertheless, the shape of the signals
obtained did not correspond with the expected ones, indicating some hidden dy-
namics.
In this chapter, the attention is focussed in the study of the dependence of the
phenomenon with the applied magnetic field. To be able to study that dependence
I triggered the process at a given ignition field, Hig, smaller than the spontaneous
deflagration field Hsp. From the comparison between the measurements of the
magnetic deflagrations of the both the AFM→FM and FM processes, we observe
that, as expected, the area under the induced voltage peaks is proportional to the
change in magnetization. I have also presented reproducibility tests in the induced
FM reversal, resulting to be very high. From the temperature measurements we
can see the presence of a threshold in the ignition of the deflagration process, i. e.,
given the same heat pulse, the process only takes place for certain values of Hig.
Regarding to the temperature, I have also presented an analysis of the maximum
temperature registered by the thermometer R2 during the deflagrations, being able
to explain the large difference between the observed temperature and the expected
temperature reached in the sample during the deflagration process.
The speed of the deflagration front is obtained from the voltage curves. How-
ever, using a toy model it is shown that due the size and position of the coils with
respect to the sample, the most reliable speed is the obtained using the two cen-
tral coils C2 and C3. With this speed I proceeded to study the likeliness that the
magnetic deflagrations in Nd5Ge3 could be explained using the theory developed
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for single molecule magnets. In this investigation we obtained an effective barrier
U(H) to describe the system. It is worth to mention, that, as we found in the
previous chapter, the compound Nd5Ge3 can be well described using the magnetic
energy barriers of a system with uniaxial anisotropy. Using this effective barrier,
I have shown that the fit of the theory to the experimental speeds is certainly
good. That good agreement allows us to point out the possibility of studying the






In the last chapter of this thesis, I will present the experimental details and results
obtained in the sought of magnetic detonations on a single crystal of Nd5Ge3.
As we have just seen in the previous chapter, the speed is a rapidly increasing
function of the magnetic field. The maximum speed at a given temperature de-
pends in the combination of two factors, both closely related to the temperature.
The first factor is the change in the amount of “burnable” magnetization as the
magnetic field is swept. For large temperatures, during the magnetic field sweep,
some regions of the sample could have change their magnetization by thermal
relaxation, reducing the amount of energy to be released by a deflagration, and
perhaps setting firewalls to the propagation of the same. The second factor that
determines the maximum speed of the magnetic deflagrations is the greatest mag-
netic field achievable. In Chap. 5 I presented the results of the dependence of the
spontaneous deflagration field, Hsp, with the temperature. As we saw, the lower
the temperature, the larger the spontaneous deflagration field. The first factor can
be overcame using a faster magnetic field sweeping rate (note that as the sample
has a large electrical conductivity we will find limitations with the sweeping rate
as well), while the only solution for the second is to use a different cryostat rather
than the MPMSr to access the millikelvin range.
In the description of the magnetic deflagration phenomena presented in the
first chapter of this thesis it was mentioned how the exponential dependence of
the propagation speed on the barrier height could open the possibility of reaching
even supersonic speeds. Four years after Suzuki et al. coined the term “magnetic
detonation” [31], the first experimental observation of the supersonic regime was
obtained by Decelle et al. [15]. In the last years, some theoretical papers have
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appeared considering different aspects of this supersonic propagation, by the group
of Prof. Bychkov [126–128] and by the group of Prof. Garanin [61].
In this chapter I will present the experimental setup used to study the sponta-
neous magnetic deflagrations in a 3He 4He dilution refrigerator. As the reader is
about to see, unexpected results were obtained at very low temperatures. To try
to unravel the nature of these surprising measurements, I conducted measurements
of the spontaneous deflagrations in a Quantum Designr PPMSr system too, to
consider dependences of the results with the specific characteristics of the equip-
ment used. However, the experiments performed in both systems confirmed the
unforeseen temperature dependence of the spontaneous deflagrations in Nd5Ge3
for temperatures below 1.5 K.
7.1 The 3He–4He dilution refrigerator
Before describing the equipment I would like to say a few words about the princi-
ple of operation of a dilution refrigerator. Later we will recall these mechanisms
when trying to understand the experimental results. The principle of operation of
the dilution refrigerator is based in the phase separation of a mixture of the two
stable isotopes of helium when is cooled below a critical temperature. This critical
temperature, Tc, is a function of the concentration of of 3He in the mixture, mea-
sured above 0.86 K. Below Tc, two phases appear: a lighter “concentrated phase”,
rich in 3He, and a heavier “dilute phase”, rich in 4He. The concentration of 3He in
each phase depends with the temperature. Fig. 7.1 shows the phase diagram of
the 3He 4He mixture. The phase diagram defines three distinct regions. A region
with normal fluids 3He and 4He, which, below the lambda line becomes a region
with Fermi fluid 3He and superfluid 4He. For concentrations larger than 6.6 %, a
forbidden region appears for temperatures below the tricritical point (marked in
the plot at 0.86 K). A cooling procedure is also shown in the figure, drawn with a
dashed line. The color points lay along it and will be used later in the explanation
of the operation of the system. The initial 3He concentration used in the consid-
ered cooling procedure is 50 %, which corresponds to the concentration of 3He in
the mixture that we have in our dilution refrigerator.
The principle of operation of the dilution refrigerator relies in the different
enthalpy of the the 3He in the two phases, which opens the possibility to obtain
cooling power by evaporating the 3He from the concentrated phase into the dilute
phase. The properties of the liquids in the dilution refrigerator are described by
quantum mechanics and the details will not be described here. However, it is
helpful to regard the concentrated phase of the mixture as liquid 3He, and the
dilute phase as 3He “gas”. The 4He which makes up the majority of the dilute
phase is inert, and the 3He ’gas’ moves through the liquid 4He without interaction.
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Figure 7.1: Temperature-3He concentration phase diagram of the 3He 4He
mixture (main plot), and state of the mixing chamber at different temperatures
(right figures). The phase diagram defines three regions: fluid mixture of 3He
and 4He, Fermi fluid 3He in superfluid 4He, and a forbidden region highlighted
in light-gray. The color phase diagram points lay along the cooling procedure
for a initial 3He concentration of 50 %. Each different mixing chamber state
correspond to the respective colour mark. The percentages in the mixing cham-
bers correspond to the concentration of 3He. Below a critical temperature (0.8
for 50 %), the black lines define the boundary between the light concentrated
phase (top) and the heavy diluted phase (bottom). The changes in the volume
fraction accounts for the condensation of the 3He “gas”.
This ’gas’ is formed in the mixing chamber at the phase boundary. This process
continues to work even at zero temperature because the equilibrium concentration
of 3He in the dilute phase is still finite (6.6 %). However, the base temperature
is limited by other factors, and in particular by the residual heat leak and heat
exchanger performance.
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Figure 7.2: Schematic diagram of a typical continuously operating dilution
refrigerator. Extracted from [129].
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I will now describe the procedure to operate the refrigerator in a continuous
mode1. A dilution refrigerator is a complex and expensive system. It uses 3He,
with its prohibitive prices, and consumes huge amounts of liquid helium and liquid
nitrogen. Fortunately, the 3He 4He mixture is kept in a close circuit and is rarely
refilled. The system has a maze of valves and connections to manipulate making
it really tricky to operate manually. The complexity of the system comes from
the different agents and steps involved in the cooling procedure. The cryostat has
three main layers: one liquid nitrogen chamber, surrounding one liquid helium
chamber, which surrounds the inner cooling system. Besides this thermal and
radiation protection, during the operation of the dilution refrigerator the nitrogen
is used as well in a primary 77 K cold traps where the mixture is cleaned by
the condensation of impurities. While it also serves as a thermal and radiation
protection, the liquid helium that surrounds the inner cooling system is explicitly
used in the “cleaning” (via a secondary 4.2 K cold trap) and the cooling procedure
of the mixture; and is also used to keep the temperature of the superconducting
coils at 4.2 K.
Fig. 7.2 shows a schematic drawing of a typical continuously operating dilution
refrigerator, with each part involved in the cooling process named, together with
indications of the typical pressure and temperature values along the procedure.
When the refrigerator is started, the 1 K pot is used to condense the 3He 4He
mixture into the dilution unit. This 1 K pot is continuously filled with liquid
helium from the liquid helium chamber (not shown in the diagram). It is not in-
tended to cool the mixture enough to set up the phase boundary but only to cool
it to 1.2 K. In order to get phase separation, the temperature must be reduced to
below the phase separation temperature defined for a given 3He concentrations (see
Fig. 7.1). The still is the first part of the fridge to cool below 1.2 K. It cools the in-
coming mixture before it enters the heat exchangers and the mixing chamber, and
phase separation typically occurs after a few minutes. Gradually, the rest of the
dilution unit is cooled to the point where phase separation occurs. It is important
for the operation of the refrigerator that the 3He concentration and the volume of
mixture is chosen correctly, so that the phase boundary is inside the mixing cham-
ber, and the liquid surface is in the still; as mentioned before, the concentration
of our mixture is of 50 %. In a continuously operating system, the 3He must be
extracted from the dilute phase (to prevent it from saturating) and returned into
the concentrated phase keeping the system in a dynamic equilibrium. The 3He is
pumped away from the liquid surface in the still, which is typically maintained at
a temperature of 0.6 to 0.7 K. At this temperature the vapour pressure of the 3He
is about 1000 times higher than that of 4He, so 3He evaporates preferentially. A
small amount of heat is supplied to the still to promote the required flow. The
1A more detailed description of the 3He 4He dilution refrigerator can be found in Ref. [130]
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concentration of the 3He in the dilute phase in the still therefore becomes lower
than the one in the mixing chamber, and the osmotic pressure difference drives a
flow of 3He to the still. The 3He leaving the mixing chamber is used to cool the re-
turning flow of concentrated 3He in a series of heat exchangers. In the region where
the temperature is above about 50 mK, a conventional counterflow heat exchanger
can be used effectively, but at lower temperatures than this, the thermal boundary
resistance (Kapitza resistance) between the liquid and the solid walls increases as
T 3, so the contact area has to be increased as much as possible. This is often done
by using sintered silver heat exchangers. The room temperature vacuum pumping
system is used to remove the 3He from the still, and compress it to a pressure of
a few hundred millibar. The gas is then passed through filters and liquid nitro-
gen/liquid helium cold traps (not shown in the diagram), to remove impurities,
and returned to the cryostat, where it is pre-cooled in the main helium bath and
condensed on the 1 K pot. The primary impedance is used to maintain a high
enough pressure in the 1 K pot region for the gas to condense. The experimental
apparatus is mounted on or inside the mixing chamber, ensuring that it is in good
thermal contact with the dilute phase. In our case is mounted inside the mixing
chamber, so the sample will be immersed in a helium fluid. All connections to
the room temperature equipment are thermally anchored at various points on the
refrigerator to reduce the heat load on the mixing chamber and give the lowest
possible base temperature. The common procedure to control the temperature is
set the system to work with the maximum cooling power pumping the 3He while
applying heat in the still. Then, once the system is at its base temperature, TB, a
PID controller operates the heater in the mixing chamber to maintain the tempera-
ture T > TB stable. The temperature control is difficult at very low temperatures,
so the experiments are preferably performed in “one temperature direction”. The
temperature of the crucial parts of the system like the 1 K pot, the still, the mixing
chamber, and the liquid helium and nitrogen tanks are monitored using calibrated
RuO2 thermometers.
7.2 Experimental setup
The dilution refrigerator in our lab is a top-loading Kelvinox TLM 40, manu-
factured by Oxford Instruments, with a base temperature of ∼ 30 mK and a
superconducting NbTi coil to produce magnetic fields in the z direction. A ∼ 1 %
homogeneity in the magnetic field is ensured in the ±2 cm region respect to the
center of the magnet. The energization of the magnet is done with the 4G Magnet
Power Supply, made by the company Cryomagnetics, Inc. The limits in the usage
of this power supply are determined by the physical limitations and safety proto-








Figure 7.3: Photo of the experimental setup: two resistors, Ri (i = 1, 2);
four independent equidistant 2-turn pick-up coils, Cj (j = 1,...,4), that sew the
sample on a thin plastic layer; and a calibrated RuO2 thermometer, RS , that
measures the temperature at the sample space.
obtain in this dilution refrigerator is comprised between ±50 kOe, with a variable
sweeping rate up to 300 Oe/s (1.8 T/min). The measurements of the temperature
at the crucial parts of the dilution refrigerator are performed using the ac bridge
circuit AVS-46, manufactured by RV-Elektroniikka Oy. This equipment is primar-
ily designed for low temperature thermometry with a very-low power dissipation.
The temperature controller is a TS-530, made by RV-Elektroniikka Oy, and the
heater in the mixing chamber is powered with a PS2603 Dilution Refrigerator
Power Supply, fabricated by Oxford Instruments.
Fig. 7.3 shows a picture of the setup of coils and resistors used to measure the
spontaneous magnetic deflagrations. The system’s thermometer controlled by the
AVS-46 appears in the photo as RS. The design of the setup is almost identical
to the design shown in the previous chapter. Nevertheless, this setup is better in
every aspect: the coils are even more similar between them, the loops are sewed
tighter, the thermometers are placed closer to the edges and with less tin in the
soldering points, and the length of each connecting wire is substantially reduced.
Working at 30 mK requires an extra effort in every detail. The amplification stage
circuit described in Chap. 6 is used in this experiments. Nevertheless, keeping the
circuit structure, I had to made a new connection to place the amplification stage
as close as possible to the exit of the cryostat’s connections. Because we expected
to deal with very fast deflagrations, the amplified signal of each coil Ci, was sent
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to a 4-channel Tektronix DPO2014B oscilloscope connected to a computer. This
oscilloscope has a sampling rate of 100 MHz and stores up to 1 GS/s (gigasamples
per second). However, while the temporal resolution, 10 ns, is very good for our
purposes, it digitalizes the voltage with 8-bits resolution (256 levels). The voltage
across the resistor Ri is recorded using the data acquisition card NI-DAQ 6010,
connected to the same computer.
The protocol to measure the spontaneous deflagrations was the next, first the
system is cooled with zero applied magnetic field down to its base temperature,
TB. Then the magnetic field is swept up to 50 kOe with a sweeping rate of
300 Oe/s. With this first sweep we expect to observe an AFM→FM deflagration.
Once the system is at TB and 50 kOe, the temperature is slowly raised while the
magnetic field is swept back and forward between 50 and −50 kOe with the same
sweeping rate. This procedure should let us to observe temperature dependence
of the FM reversal spontaneous deflagrations, obviously if for a given temperature
the spontaneous deflagration field Hsp is smaller than 50 kOe. The number of
AFM→FM measurements was expected to be extremely limited due the difficulty
and cost (economic and in time) of increasing the temperature of the sample up
to T > 50 K. To try to reduce the time and the difficulty of increasing in a
controlled way the temperature of the sample we decided to try to set the temper-
ature of the mixing chamber to the temperature of the 1 K pot and then slowly
pull up the entire insert while controlling the temperature of the sample space
and the temperature of the other critical parts of the refrigerator. This procedure
increases rapidly the temperature of the sample, as we wanted. When the insert is
pushed back down the sample starts reducing its temperature rapidly, also as we
wanted. The problems appear when the insert approaches the mixing chamber.
Even performing the operation with extreme caution, the temperature of the mix-
ing chamber increases enough to force the need of repeating the entire “proper”
cooling procedure. Therefore, I could not increase the number of AFM→FM tran-
sitions as much as I wanted. However, we are about to see that I was able to obtain
a large number of spontaneous deflagrations in the FM reversal process, covering
a wide range of temperatures.
7.3 Analysis and results
On the one hand, the results obtained in Chap. 5 indicated the increasing depen-
dence of the spontaneous deflagration field Hsp with the decreasing temperature.
On the other hand, in the fit of the theoretical speed to the experimental propa-
gation speed showed in the previous chapter one finds that for Hig & 0.95Ha the
expected propagation speed is of the order of the speed of sound. Considering
both, one expects that lowering the temperature enough, the supersonic regime
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could be reached.
Two different aspects surprised us in the seek of magnetic detonations. The first
was that I was not able to observe induced voltage peaks in the first magnetization
curves. Because of the difficulty and cost just explained, I only tried to observe
them five times. The first three experiments were done at base temperature,
and the other two at two different temperatures, both below 1 K. There were
four possibilities to explain this unexpected behaviour: a) Either the AFM→FM
spontaneous magnetic deflagration did not occurred below 50 kOe; b) it occurred
at low fields and the induced voltage was too small to trigger the capture; c) the
AFM→FM magnetic transition becomes smooth, or d) simply the transition did
not take place at ultra-low temperatures.
The second surprising aspect of this measurements in the dilution refrigerator is
that I did not find magnetic detonations, but large reproducible jump discontinu-
ities in the spontaneous deflagration fields. In this section I will investigate in detail
the stepped discontinuities, also with measurements of the spontaneous magnetic
deflagrations performed in a PPMSr. The comparison between the measurements
done in those very different systems is the key factor that let me to present a new
and unexpected phenomenon in the Nd5Ge3 intermetallic compound.
7.3.1 Jump discontinuities in the spontaneous deflagration
field
Fig. 7.4 shows the results of the spontaneous deflagration field, Hsp, versus tem-
perature experiments in the dilution refrigerator. Three independent experiments
are shown in this figure. One experiment consisted in measuring the spontaneous
deflagrations with the sample “naked”, while in the other two the sample was cov-
ered with grease. Before mentioning the aim of measuring this different “thermal
coupling” conditions, I want to focus the attention to the clear and unexpected
jump discontinuities in the spontaneous deflagration field that appear at 1.3 and
0.9 K. Note that the stepped discontinuity at 1.3 K is large ∼ 5 kOe. Below 0.6 K
it seems that another small step appears, while it is not very clear in this experi-
ments. From the three independent measurements we find a large reproducibility
of the phenomenon. The “noise” in Hsp is different in each of the four regions
defined by the jump discontinuity temperatures. Above 1.3 K the uncertainty of
Hsp is small (almost all points follow a monotonic curve). Between 1.3 and 0.9 K,
the points seem to follow a definite curve but with an increased dispersion. Below
0.9 K the value of Hsp appears to become independent of the temperature, with a
dispersion that is reduced below 0.6 K.
With the study of the spontaneous deflagration field for different “thermal
coupling” conditions I tried to observe the effect of a change in the heat exchange
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Figure 7.4: Log-linear plot of the spontaneous deflagration field as a function of
the temperature. Three independent experiments are presented. The green and
blue diamonds correspond to experiments where the sample was covered with
grease. The experiment without grease is represented using red diamonds. We
observe clear jump discontinuities around 1.3 and 0.9 K, in all three experiments.
An apparent third discontinuity is observed around 0.6 K.
properties between the sample and the thermal bath. In Chap. 5 it was already
pointed out how, for the same system, the spontaneous deflagration field should
shift to lower values as the thermal contact with the environment became poorer.
Moreover, it was also indicated a necessary increase of the uncertainty of Hsp
due thermal fluctuations, that given the reduced effectiveness of the sample to
release the heat generated in the magnetic transition (relaxation), derive in a
thermal runaway that produces the deflagration. These two expected features
are observed in Fig. 7.4. As the temperature is reduced we observe how the
spontaneous deflagration fields obtained with the “naked” sample are larger than
ones obtained with the sample covered with grease. However, the second feature,
the increase in the uncertainty of Hsp seems to be relevant only at the lowest
temperatures. Besides the aim of this study was to check this two hypothesis, it
is worth to mention that the occurrence of the stepped discontinuities are found
at the same temperatures, and with the same change in magnitude.
I will now try to determine the origin of the jump discontinuities. The first
question to answer is if the amount of change in magnetization is the same in all the
spontaneous deflagrations. Incomplete avalanches at certain temperatures could
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Figure 7.5: Log-linear plot of the area defined by the signals of the four inde-
pendent coils, as a function of the temperature. The area remains constant in
the whole range of temperatures, with deviations less than 1h, indicating that
in all the observed spontaneous deflagrations the change in magnetization is the
same.
explain changes in theHsp(T ) curve. Our dilution refrigerator has not incorporated
a magnetometer by default (we have a dedicated SQUID magnetometer, designed
by my advisor [131], but it can not be operated together with the sample holder
that I needed to study the deflagrations). Therefore, unlike the measurements
done in the MPMSr system (see Chap. 6), we do not have direct measurements
of the magnetization after the spontaneous deflagration. However, we can know
the magnitude of the change in magnetization of the sample during the deflagra-
tion, just studying the area below the induced voltage curves of the coils. As
the coils are very similar to those used in the previous chapter, and the gain of
the amplification stage is the same, we know the expected area associated to a
certain change in magnetization. Comparing for a given temperature the values
of the areas obtained in the induced deflagrations in the MPMSr together with
the spontaneous ones obtained in the dilution refrigerator, we find that they are
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completely compatible. I. e., we confirm that, at “high” temperatures (∼ 2 K) the
change in magnetization observed in the FM reversal corresponds to the complete
reversal of the saturation magnetization. Once we know this at high temperatures
we can compare the areas for all the spontaneous deflagrations in the whole range
of temperatures. Fig. 7.5 shows the area defined by the signals of the four inde-
pendent coils as a function of the temperature. We observe that, within a 1h,
the area remains constant in the entire temperature range. We do not observe any
relevant discontinuity in the areas. Therefore, we have found that the ∆M in-
volved in all the spontaneous deflagrations measured corresponds to the complete
reversal of the magnetization saturation, and consequently we have discarded the
hypothetical influence of incomplete deflagrations on the stepped discontinuities.
The second question to answer in the determination of the nature of these jump
discontinuities is if there exists any discontinuity in the thermal properties of the
sample. Based on the specific heat experiments shown in Chap. 4 we can discard
abrupt changes in the thermal properties of this compound, at least in the range
covered by the specific heat measurements (0.3–140 K). Just to mention, I did
not found stepped changes in the C(T )FC as a function of the temperature, and
the erratic behaviour found around the Hsp in the C(H)FM curves was already
explained and clearly associated to a misalignment between the sample and the
applied magnetic field.
The last question I tried to answer is if there exists any discontinuity in the
thermal bath. The 3He concentration-temperature phase diagram shown in the de-
scription of the 3He 4He dilution refrigerator (see Fig. 7.1) has a important event
at 1.3 K, for an initial 3He concentration of 50% (which is exactly the 3He concen-
tration that we have in the mixture at room temperature). At 1.3 K the 4He of
the mixture has a transition from a fluid to a superfluid state. This transition is
so relevant in the properties of the thermal bath that we believe that can explain
the stepped discontinuity at 1.3 K. Also, following the cooling process in the phase
diagram, we see how around 0.8 K the 3He 4He suffers a second abrupt change,
enters the immiscibility region where the 3He separates in a diluted and a con-
centrated phases. The second observed jump discontinuity is found around 0.9 K,
so again we believed that the phase change in the mixture could be the origin of
the stepped discontinuity in the spontaneous deflagration field. There are no more
abrupt changes in the mixture below the phase separation curve so we can not
explain the discontinuity at 0.6 K.
If the nature of the jump discontinuities is completely related to the changes
in the 3He 4He mixture, then one should not observe them when performing the
same experiment in a cryostat that reach temperatures below 0.8 K without using
a mixture. As was mentioned in the description of the measurements of heat
capacity (Chap. 4), the PPMSr system, with the 3He option, can reach 0.35 K.
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Figure 7.6: Spontaneous deflagration field as a function of the temperature
measured in a PPMSr with the 3He option. Left panel: FM reversal experi-
ments. Right panel: AFM→FM experiments.
Also, unlike in the dilution refrigerator where the sample was immersed in fluid, in
the PPMSr the sample is only in thermal contact with the sample holder in a high
vacuum environment (0.9 mTorr). As in the case of the specific heat experiments,
the following results were obtained in the Universidad de Zaragoza. Because of the
specifications of the equipment, the experimental setup to study the spontaneous
deflagrations in the PPMSr consisted in a single 3-turns coils, centered in the
sample, and a resistor placed at one end. The induced voltage of the coil and the
voltage drop in the resistor were measured with the same equipment as the one
used in the dilution refrigerator, with the Tektronix DPO2014B oscilloscope and
the NI-DAQ 6010 data acquisition card respectively.
Fig. 7.6 shows two panels with the spontaneous deflagration fields in the FM
reversal (left panel), and in the AFM→FM transition (right panel). Let me start
commenting the right panel. As the reader can see, for the first time in this
thesis, error bars are used in the determination of the spontaneous deflagration
field (in all the previous measurements the uncertainty was smaller than the size
of the marks). The reason for those error bars is that the deflagrations were not
observed as peaks in the induced voltage, but as “slow” changes in the resistor. The
error bar corresponds to the uncertainty in the determination of the magnetic field
since it was being swept while the change in resistance was recorded “manually”.
167






















Figure 7.7: Log-linear plot of the spontaneous deflagration field as a function
of the temperature measured in three different equipments: MPMSr (squares),
3He 4He dilution refrigerator (triangles) and PPMSr (circles).
In the panel we observe a plateau below 0.9 K. Nevertheless, due the large error
bars, I can not ensure it. The values obtained for Hsp−AFM→FM are much smaller
than the ones obtained in the MPMSr system. Even taking into account the high
thermal isolation present in the PPMSr I can not explain such a reduction.
The left panel shows the spontaneous deflagration fields for the FM reversal as
a function of the temperature. Unexpectedly, we observe jump discontinuities as
in the dilution refrigerator experiments. Nonetheless, the magnitude of the step
is much smaller in this case. We can see a jump discontinuity at 1.2 K, and two
more at 0.6 and 0.5 K. The discontinuity around 0.9 K observed in the dilution
refrigerator is not found in these experiments. The environment is so different
between both cryostats that the only explanation is that those jump discontinuities
around 1.2 and 0.6 K are an intrinsic property of the sample. I consider that the
fact that the step around 0.9 has disappeared, and the one around 1.3 has largely
reduced its magnitude, mean the conjunction of the discontinuities associated with
the Nd5Ge3 and with the
3He 4He mixture.
A summary of all the spontaneous deflagrations measured in the different equip-
ments is shown in a log-linear plot in Fig. 7.7. In this figure is evident the rich
phenomena that we have found in this system.
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Figure 7.8: Speed of spontaneous deflagrations as a function of the spontaneous
deflagration field, Hsp. The measurements correspond to the experiment with
the sample “naked”. The color represents the temperature at which the defla-
gration took place. The vertical axis is broken between −80 and 15 m/s to show
in detail the two distinct regions of the speeds. The gray squares correspond to
speed of the induced deflagrations at 2 K in the MPMSr.
7.3.2 Anisotropic magnetic deflagrations
Following the procedure shown in the previous chapter to determine the propa-
gation speed of the induced magnetic deflagrations, we obtain the speed of the
spontaneous deflagrations. Fig. 7.8 shows the dependence of the speed with the
spontaneous deflagration field in the experiment with the sample “naked”. Be-
cause the jump discontinuities, it is obvious that we did not reached the supersonic
regime; actually, we barely double the fastest speed obtained in the induced defla-
grations. Nevertheless, looking at the figure we observe some strange phenomena.
For certain temperatures, the speed is either two times larger for the same given
field (points around 2.5 T), or three times larges in the oposite direction (around
the same field of 2.5 T, bottom part of the plot). This anomalies are also observed
in the speeds of the experiments where the sample was covered with grease. In
the plot are also represented the propagation speed of the induced deflagrations
at 2 K, showing how the speed is mainly defined by the magnetic field at which
occurs the deflagrations, being spontaneous or induced.
To understand the observed dependence of the propagation speed with the mag-
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Figure 7.9: Temporal evolution of the four characteristic induced voltage shapes
in the four 2-turn independent pick-up coils. The time scales have the zero set
at the time where the Coil 1 has its maximum.
netic field and temperature I checked one by one the shapes of the induced voltage
signals. I will show, referred to the experiment with the “naked” sample, the four
different type of shapes that I found to appear in the temperature range. These
four types are shown in Fig. 7.9. FromA toD, each shape correspond to a decreas-
ing temperature. The curves at the highest temperature A have the shape that
we already observed in the spontaneous deflagrations in the AFM→FM process at
5 K, measured in the MPMSr (Pag. 133). Nevertheless it does not correspond to
the shape of the induced deflagrations. It has to be mentioned that besides the
different shapes, the main difference between the AFM→FM spontaneous defla-
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gration curves and the curves of the FM reversal induced deflagrations was their
reversed order, i. e., the propagating front of magnetization change moved through
the sample in opposite directions. The fact that we are obtaining the same shape
in the spontaneous FM reversal indicates that the spontaneous deflagrations have
a preferred starting point at the end closer to the pick-up coils number 3 and 4.
This is supported by three of the four shape types presented in the figure. Before
commenting the intermediate temperatures I will discuss the shape of the type
shown in the D panel. We observe that the order has changed, being the pick-
up coils 1 and 2 the firsts to register a change in the magnetization. This shape
occurs only at the lowest temperature range, and I believe to be a side effect of
the measurement of the temperature at the resistor R1. The resistor R1 is placed
right at the end that is closer to the coil 1 (see the experimental setup shown in
Fig. 7.3). The current used to measure the temperature was 20 µA, which implies
a heat dissipation of . 1 µW. Certainly it is a tiny amount of power, but one can
not discard that at ultra-low temperatures this heat promote the appearance of
a spontaneous deflagration, moreover taking into account the observed change in
the shape and “direction” of the induced voltage signals.
Comparing the panels B and C we observe that both spontaneous deflagrations
occur at the same magnetic field, 2.6 T. Nevertheless the shapes are completely
different. This is the best proof that the parameter that control the shape of the
curves is the initial temperature rather than the magnetic field. The shape of the
curves at 1.113 K (D) looks similar to the shape of the A ones, but when studying
the whole set of curves I found that they have to be considered different. The
curves that have the shape of this type (B) are always smother than the A curves.
Finally, I want to center the attention on the shape defined by the curve shown
in the C panel. All the rest of shapes showed certain internal structure (which
is maintained repeating the process with the same experimental conditions, as we
have seen in the different reproducibility tests shown in the previous chapter), but
the internal structure of this shape is so evident that I have to consider that as
a hint of some hidden properties of this system. Taking a look at the curves we
can distinguish three main features. The first is that the induced voltage drop
suddenly in all the four coils almost at the same time. The second attribute is the
almost flat response observed in the totality (coil 4) or in parts of the curves (coils
3 to 1). The last characteristic is the presence of a marked peak “embedded” in
the enveloping plateau. It worths to mention that the curve shape observed at the
lowest temperatures share the first two properties.
To explain this features I suggest that the thermal conductivity of the Nd5Ge3
and/or the speed of the deflagration front are highly anisotropic. An schematic
diagram of the propagation of a magnetic deflagration in a system with a large
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Figure 7.10: Schematic diagram of the propagation of magnetic deflagrations in
a sample with anisotropic thermal conductivities and/or anisotropic magnetic
deflagration speed, as a function of the initial size of the deflagration front.
The four shapes observed, A. . .D, can be approximately obtained considering
a simple ellipsoid model.
anisotropy in the heat transport properties is shown in Fig. 7.10. In these diagrams
are considered the time evolution of deflagration fronts defined by ellipsoids, with
different initial sizes and origins. The ratio between the semi-axis represent the
anisotropy of the system. The shape that we are considering, C, would be compat-
ible with the response of the set of coils to a magnetic deflagration of the type C of
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the diagram. I. e., an elongated deflagration front that propagates rapidly across
the c-axis, resulting in a sequential peaked detection by the coils, followed by the
lateral movement of the deflagration front, which would give the synchronous flat
response of the coils. The shapeD obtained in the ultra-low temperatures could be
reproduced following theD schema. At “high” temperatures the initial front would
be larger, implying a propagation through the sample as a whole (schema A). This
schema results in a sequential peaked response when the front reaches the center
of each coil, as observed in the shape A. Despite being a simple model, it explains
reasonably well the experimental shapes. Therefore, I consider that what I have
observed in the shape of the magnetic deflagrations is an indirect measure of the
large anisotropy in the thermal transport and properties of the Nd5Ge3. I have to
mention that anisotropic magnetic deflagrations where investigated theoretically
in an squared sample of a single molecule magnet by Dion et al. in Ref. [127], and
studied experimentally in Gd5Ge3 single crystals cut along different directions by
Saül et al. in Ref. [9]; however, in this work they characterized the propagation
properties along each axis, but they did not observed a combined deflagration
propagating at different speeds in different directions.
I have extended the shape classification to the whole set of spontaneous mag-
netic deflagrations measured in the dilution refrigerator, including also the ones
obtained in the MPMSr and PPMSr systems. Fig. 7.11 shows up to seven dif-
ferent shapes found to appear in the experiments performed in the three different
cryostats (A. . .G). Note that the first four shapes corresponding to the dilution
refrigerator (panel A to D), are obtained at different temperatures than the ones
just shown in the previous figures.
Fig. 7.12 shows the discrete spectrum of shapes as a function of temperature
for the different spontaneous deflagration experiments: i) MPMSr AFM→FM,
ii) MPMSr FM reversal, iii) Dilution no-grease, iv) Dilution grease, v) PPMSr.
Each measured spontaneous deflagration is represented with a mark using the
colors defined by the labels of the shapes shown in Fig. 7.11. The vertical dashed
lines correspond to the temperatures of the jump discontinuities shown in Fig. 7.5.
These spectra reveal interesting phenomena. The first aspect we notice is that the
jump discontinuities observed in the spontaneous deflagration field are also present
in the shapes. The second remarkable detail is that each shape occurs in a rather
defined region of temperature. Both characteristic are very clear in the spectrum
obtained in the dilution refrigerator with the sample not covered with grease, iii.
In the spectra iv and v the range of appearance of the different shapes is also
defined, but the overlapping in temperatures is much larger. It seems obvious that
in more thermally isolated systems (the sample covered with grease in the dilution
refrigerator, and in high vacuum in the PPMSr), the conditions for the thermal
runaway are more propitious. In those systems, during the magnetic relaxation
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Figure 7.11: Time dependence of the seven distinct induced voltage shapes
observed in the spontaneous deflagration experiments carried out in different
equipments. The individual shapes are named from top to bottom, from left to
right, as A. . .G.
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Figure 7.12: Discrete spectrum of shapes as a function of temperature for
the different spontaneous deflagration experiments: i) MPMSr AFM→FM, ii)
MPMSr FM reversal, iii) Dilution no-grease, iv) Dilution grease, v) PPMSr.
The labelsA. . .G, and their colors, correspond to the shapes shown in Fig. 7.11.
The vertical dashed lines are the temperatures of the jump discontinuities in the
spontaneous deflagration field presented in Fig. 7.5.
that precedes the magnetic deflagrations, due the reduced thermal coupling to
the cold bath, the formation of the deflagration front is favoured, increasing the
probability to occur in more than one place at the same time. I. e., the “effective”
size of the deflagration front when the system is isolated is expected to have a larger
variability than in the case of a well thermalized system. Therefore considering
the model based on ellipsoids in which the shape is determined by the anisotropy
and by the initial size of the deflagration front, one can explain reasonably well
the overlapping occurrence of the different shapes as a function of the temperature
in the two mentioned systems.
Nevertheless, I do not have an explanation for these stepped discontinuities in
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the shape of the signals as a function of the temperature. As with the jump dis-
continuities in the spontaneous deflagration field, the fact that appear at the same
temperatures in two clearly distinct systems (dilution refrigerator vs. PPMSr)
makes me suspect that we are in presence of a new physical property of the Nd5Ge3
system. Please note that the measurements of the specific heat covered the range
of temperatures where we are observing this stepped discontinuities, without re-
porting any abrupt anomaly. However, I want just to note that at 1.2 K the system
has its minimum of heat capacity.
7.4 Conclusions
The goal initially pursued in this chapter was to reach the supersonic regime of
the propagation of the magnetization change front in the FM reversal and/or
in the AFM→FM transition. The experimental conditions required theoretically
to obtain magnetic detonations made me move from the MPMSr system to the
3He 4He dilution refrigerator. The operation of the dilution cryostat that we have
in the group is fully manual, and the complexity of the system is certainly high
because the number of delicate steps in the cooling procedure. Due the extreme
conditions of ultra-low temperature measurements, I made from scratch a new
experimental setup of coils and resistors, being better than the previous in every
aspect.
In the first measurements of spontaneous magnetic deflagrations we already
got an unexpected result. We could not observe magnetic deflagrations in the
AFM→FM transition. Moreover, jump discontinuities appear at definite tempera-
tures in the FM reversal spontaneous deflagration fields. I check the reproducibility
of these jumps, also modifying the “thermal coupling” between the sample and the
environment repeating the experiments with the sample covered in grease. First
I considered the abrupt changes that experiment a 3He 4He mixture (with a 3He
concentration of 50%) at 1.3 and 0.8 K. Being the first the 4He fluid-superfluid
temperature transition and the second the phase separation of the 3He fluid in two
phases with very different concentrations. However, as I repeated the experiments
in a PPMSr using a 3He option obtaining again some of the jump discontinuities,
I presented my hypothesis that this stepped discontinuities are related to intrinsic
properties of the sample. Then I proceded to study the dependence of the speed
with the spontaneous magnetic deflagration field. Since the obtained results were
very difficult to justify I explored all the obtained induced voltage curves. I found
that, in the experiment with the sample not covered with grease, four distinct
shapes are repeated in all the induced curves. I extended the study of the shape of
the induced voltage signals to the whole set of measurements of spontaneous mag-
netic deflagrations obtained in the three different equipments (MPMSr, PPMSr
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and 3He 4He dilution refrigerator); finding up to seven different shapes. Looking
this shapes in detail I came to propose a model of a system with a large anisotropy
on its thermal transport properties, at which different initial conditions of the spon-
taneous deflagration process, lead to very different shapes in the induced voltages
of the coils. Since the model describes well the results and because we already
know that the intermetallic compound is very anisotropic in many of its physical
properties, I consider the observed shapes as the first experimental evidence of the
anisotropic thermal transport properties in Nd5Ge3.
Nevertheless, I do have no explanation either for the jump discontinuities of the
spontaneous deflagration fields, or for the stepped discontinuities of the occurrence
of the distinct shapes. A deeper study, involving other physical properties of the
system, like electrical resistivity or magnetism, should be conducted in the range
of theses discontinuities, in order to unravel their origin. However, the specific
heat measurements performed (shown in Chap. 4) did not revealed any abrupt
anomaly at these temperatures.
In summary, this chapter is a clear example of serendipity. Trying to obtain




General conclusions and future work
I want to conclude this thesis dissertation summarizing the results presented in
the different chapters, together with some thoughts about future experiments.
This thesis is based in two very different magnetic materials with a common
property. Under certain conditions their magnetization changes are described by
the magnetic deflagration phenomena. My original contribution to the investiga-
tion of the magnetic deflagrations on the single molecule magnet Mn12 ac consist
in studying, for the first time, the deflagration phenomenon using magneto-optical
imaging. The results obtained revealed in images the spatial and temporal depen-
dence of the reversal of the magnetization. Moreover, the images were analyzed
in detail, finding that the measuring procedure was acting as a low-pass filter.
Therefore, improving the image recording protocol (loosing a bit of resolution
on the spatial distribution of magnetization), I expect to observe with clarity a
magnetic front of deflagration, being able to study its dynamics under different
magnetic field-temperature conditions, for example we could study the theoretical
predictions when a transverse magnetic is applied in addition to the longitudinal
field. Of course, there are other aspects where improvements can/must be made:
a longer rectangular sample, with a flat surface, and a smaller heater, for example.
The second material object of study in this thesis is the intermetallic compound
Nd5Ge3. This material possesses many interesting physical properties. While the
goal of this thesis was to unravel if the reported magnetic avalanches were in
reality magnetic deflagrations, I conducted different experiments, with the solely
intention of acquire as much knowledge as possible about the material in order to
understand the nature of the deflagration phenomena. In the literature there were
very few studies on single crystalline samples of this compound, so this thesis has
also contributed to expand the knowledge on the material, beyond its magnetic
properties. The reason to explain why I needed to fully understand the properties
of this system is that is the first time that magnetic deflagrations are observed in
two distinct phases of a magnetic material, and also the first time that are reported
to occur in a ferromagnet.
In the study of the different physical properties I have found rich phenom-
ena. The Nd5Ge3 presents abrupt transitions in almost every physical property
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explored. This is an indication of the strong coupling between the different prop-
erties with the magnetic structure and its interaction with an external applied
field. I have found spontaneous jumps in the heat capacity and in the electrical
resistivity. I have observed a rare phenomenon of spontaneous voltage generation
when the magnetization changes. In the specific heat measurement I have ob-
tained unexpected AFM contributions even with the system in the FM phase. In
the magnetization relaxation experiments I have reported spontaneous jumps in
the magnetization, with the magnetic field and the temperature being constant.
Certainly, this system is plenty of rich phenomena. And on top of all, the magnetic
deflagration.
In different chapters of this thesis I have studied the spontaneous and induced
deflagrations, as a function of the magnetic field and/or the temperature. The
fit of the theory to the experimental speeds was good enough to encourage us in
the hunt for magnetic detonations, because the extrapolation of the fitted curve.
Nevertheless, in a clear case of serendipity, instead of reaching the supersonic
deflagration regime, what I found was jump discontinuities in the spontaneous
deflagration fields. To understand their origin I repeated the experiments in a very
different cryostat, finding that, while some of the features could be affected by the
thermal bath, the spontaneous deflagration field presented stepped discontinuities
that had to be related to intrinsic properties. Was then when, looking at the
shape of the induced voltage curves obtained with the pick-up coils, I found that
the deflagrations in this system seem to be highly anisotropic.
One important part of the work done during my predoctoral period was ded-
icated to the design and fabrication of the different experimental setups, some of
them certainly tricky to fabricate and manipulate. Also, while are not described
in this dissertation, in the seven years that I have been in the group I have inves-
tigated many other things. Unfortunately, very few of them ended in satisfactory
results and had to be abandoned. I want to mention three: the study of the
Doppler Rotational Effect in single crystals of YIG, where I designed a complete
pneumatic setup using a dental turbine inside a special cryostat (a turbine with
a rotating speed of 360.000 rpm, indeed); the study of the reduction of the Curie
temperature on magnetite nanoparticles, in collaboration with Dr. Prozorov in the
Ames National Lab (Ames, Iowa); and the fabrication of large arrays (∼ 32) of
Hall sensors to measure the spatial propagation of magnetic deflagrations, done
during my stay with Dr. del Barco in the University of Central Florida (Orlando,
Florida).
I want to say some words about the future work that I think that has to be
done after this thesis. I would investigate in detail the electrical properties of
the Nd5Ge compound, from Hall measurements to Seebeck effect. I am convinced
(actually, I already have some data) that many interesting things are waiting to
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be discovered in this system. Moreover, taking into account that in this system
we can “activate” two different stable magnetic states with temperature (warming
up to 70 K) and with field (cooling with 5 kOe), I found very interesting to study
the change in the electrical properties between both states. Another proposal is to
extend the study of magnetic deflagrations to other materials: I am certainly sure
that this intermetallic compound is not the only ferromagnet that possess magnetic
deflagration phenomena. Therefore I motivate the study of similar compounds (all
with very large magnetic anisotropies), as CeFe2, Y2CoMnO6, R6Co1.67Si3 with
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