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On the quotient of the braid group by commutators
of transversal half-twists and its group actions
M. Teicher
Abstract. This paper presents and describes a quotient of the Artin braid group
by commutators of transversal half-twists and investigates its group actions. We
denote the quotient by B˜n and refer to the groups which admit an action of B˜n as
B˜n-groups. The group B˜n is an extension of a solvable group by a symmetric group.
We distinguish special elements in B˜n-groups which we call prime elements and we
give a criterion for an element to be prime. B˜n-groups appear as fundamental groups
of complements of branch curves.
In this paper we describe a quotient of the Artin braid group by commutators
of transversal half-twists and investigate its group actions. These groups turned
out to be extremely important in describing fundamental groups of complements
of branch curves (see, e.g., [Te]). The description here is completely independent
from the algebraic-geometrical background and provides an algebraic study of the
groups involved, using a topological approach to the braid group. We denote the
quotient by B˜n and refer to the groups which admit an action of B˜n as B˜n-groups.
In particular, we study P˜n, the image of the pure braid group in B˜n, and prove that
B˜n is an extension of a solvable group by a symmetric group. The main results
on the structure of B˜n are Theorem 6.4 and Corollary 6.5. We distinguish special
elements in B˜n-groups which we call prime elements, compute the action of half-
twists on prime elements (§2-§4), and finally we give a criterion for an element
to be prime (see Proposition 7.1). This criterion will be applied to the study of
fundamental groups of complements of branch curves.
Fundamental groups related to algebraic varieties are very important in clas-
sification problems and in topological studies in algebraic geometry. These groups
are very difficult to compute. The group B˜n and the B˜n-groups appeared when we
were computing such groups. It turns out that all new examples of fundamental
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2groups of complements of branch curves are B˜n-groups and unlike previous expec-
tations they are “almost solvable” (like B˜n itself) . Our future plans are to study
B˜n-groups indpendent of the fundamental group problems. The ultimate goal is to
classify all B˜n-groups.
The paper is divided as follows:
1. Definition of B˜n
2. B˜n-groups and prime elements
3. Polarized pairs and uniqueness of coherent pairs
4. B˜n-action of half-twists
5. Commutativity properties
6. On the structure of B˜n and P˜n
7. Criterion for prime element
Throughout this paper we use the following notations: D is a disc, K is a finite
subset of D, n = #K (n ≥ 4), the braid group Bn = Bn[D,K] is the group of all
diffeomorphisms β : D → D which preserve K and act as an identity on ∂D, under
the equivalence relation that β1 ∼ β2 if their actions on π1(D−K, ∗) coincide. For
any element X, Y in a group G we write XY = Y
−1XY. (The ordinary notation
for conjugation is XY = Y XY −1.)
§1. Definition of B˜n.
In this section we define the group B˜n. This group and the groups on which
it acts (called B˜n-groups) are the central objects of our investigation. We also
introduce the basic notions of a frame and a good quadrangle. In Claim 1.1 and
Lemma 1.2 we establish certain basic identities which will be used repeatedly in
later sections.
We recall here the definition of a half-twist in the braid group.
3Definition. Half-twist w.r.t.
[
−
1
2
,
1
2
]
Consider D1, the unit disc, ±
1
2
∈ D1. Take ρ : [0, 1] → [0, 1] continuous such
that ρ(r) = π for r ≤
1
2
and ρ(1) = 0. Define δ : D1 → D1 : δ(re
iθ) = rei(θ+ρ(r)).
Clearly, δ
(
1
2
)
= −
1
2
, δ
(
−
1
2
)
=
1
2
, and δ|∂D1 = Id. The disc of radius
1
2
rotates
180◦ counterclockwise. Outside of this disc it rotates by smaller and smaller angles
till it is fixed on the unit circle. Thus we get a braid [δ] ∈ B2
[
D1,
{
±
1
2
}]
. [δ] is
called the half-twist w.r.t. the segment
[
−
1
2
,
1
2
]
.
Using the above definition we define a general half-twist.
Definition. H(σ), half-twist w.r.t. a path σ.
Let D, K be as above, a, b ∈ K. Let σ be a path from a to b which does
not meet any other point of K. We take a small topological disc D2 ⊂ D such
that σ ⊂ D2, D2 ∩ K = {a, b}. We take a diffeomorphism ψ : D2 → D1 (unit
disc) such that ψ(σ) =
[
−1
2
, 1
2
]
. ψ(a) = −1
2
ψ(b) = 1
2
. We consider a “rotation”
ψδψ−1 : D2 → D2; ψδψ
−1 is the identity on the boundary of D2. We extend it to
D by the identity. We define the half-twist H(σ) to be the conjugacy class of the
extension of ψδψ−1.
Fig. 1.0
We sometimes denote the path by x and the corresponding half-twist H(x) by
4X.
Definition. Let D,K be as denoted above. Let H(σ1) and H(σ2) be 2 half-twists
in Bn = Bn[D,K]. We say that H(σ1) and H(σ2) are:
(i) weakly disjoint if σ1 ∩ σ2 ∩K = ∅.
(ii) transversal if σ1 and σ2 are weakly disjoint and intersect each other exactly
once (and not in any point of K), i.e., σ1 ∩σ2 = one point, σ1∩σ2 ∩K = ∅.
(iii) disjoint if σ1 ∩ σ2 = ∅.
(iv) adjacent if σ1 ∩ σ2 ∩K = one point.
(v) consecutive if they are adjacent and σ1 ∩ σ2 do not intersect outside of K,
i.e., σ1 ∩ σ2 = point ∈ K.
(vi) cyclic if σ1 ∩ σ2 = 2 points ∈ K.
Fig. 1.1
Claim 1.0. Let X, Y be two half-twists in Bn. Then:
(i) If X, Y are disjoint, then [X, Y ] = 1, i.e., XY = Y X.
(ii) If X, Y are consecutive, then 〈X, Y 〉 = XYXY −1X−1Y −1 = 1, thus
XYX = Y XY , XY −1 = YX and XY −1X−1 = Y.
We say then that X and Y satisfy the triple relation.
5(iii) If X = H(x) is represented by a diffeomorphism β and Y = H(y), then
YX = X
−1Y X = H((y)β). If X and Y are consecutive, then (y)β, x and y
create a triangle whose interior contains no points of K (see Fig. 1.2).
(iv) If X1, X2, X3 are 3 consecutive half-twists (see for example Fig. 1.4) then
[X2, (X2)X1X3 ] = (X3)
−2
X−1
2
(X1)
−2
X−1
2
X21X
2
3 .
Fig. 1.2
Proof. We will use the following observation: If a half-twist in Bn is determined by
a 180◦ rotation around σ, then its inverse is determined by a clockwise rotation.
An equation in Bn[D,K] may always be verified by studying the action of each side
of the equation on a set of generators of the fundamental group π1(D−K, ∗). The
action of a half-twist on a simple loop is easy to determine: If a, b ∈ K, and Γ1
and Γ2 are 2 simple loops around a and b, respectively, and if σ connects a and b
(σ ∩K = {a, b}), then H(σ) transfers Γ1 to Γ2, Γ2 to Γ2Γ1Γ
−1
2 , and does not move
any simple loop around any other point of K. H(σ)−1 transfers Γ1 to Γ
−1
1 Γ2Γ1 and
Γ2 to Γ1.
Claims (i), (ii) and (iii) follow from the above abservation. For example, for
(iii), and X, Y consecutive half-twists with x ∩ y = b note that β transfers b to c
and fixes a (see Fig. 1.2). Thus it transfers y to a path connecting a and c. Thus
H((y)β) fixes b and interchanges a and c. The same is true for X−1Y X and thus
they coincide. If X and Y are disjoint, (iii) is a trivial result of (i) and the above
6observation. Items (i) and (ii) are well-known properties of the braid group.
Claim (iv) is a consequence of (i) and (ii) as follows:
In Bn : [X1, X3] = 1 and 〈X1, X2〉 = 〈X3, X2〉 = 1. Thus by (ii), XiX
−1
j X
−1
i =
X−1j X
−1
i Xj for (i, j) = (2, 3) or (1,2) or (3,2) or (2,1). We shall use these relations
in the following list of equations:
[X2, (X2)X1X3 ]
= [X2, X
−1
3 X
−1
1 X2X1X3]
= X2X
−1
3 X
−1
1 X2X˜1X3X
−1
2 X
−1
3︸ ︷︷ ︸X−11 X−12 X1X3︷ ︸︸ ︷
(Claim 1.0(ii)) = X2X
−1
3 X
−1
1 X2X1X
−1
2 X
−1
3 X2X
−1
1 X
−1
2︸ ︷︷ ︸X1X3
(Claim 1.0(ii))
︷ ︸︸ ︷
X−11 X
−1
2 X1︸ ︷︷ ︸︷ ︸︸ ︷
([X1, X3] = 1) = X2X
−1
3 X
−1
1 X2X1X
−1
2 X
−1
1︸ ︷︷ ︸ X−13 X−12 X1X1X3︷ ︸︸ ︷
X−12 X
−1
1 X2
= X2X
−1
3 X
−2
1 X2 X
−1
3 X
−1
2︸ ︷︷ ︸X21X3
(Claim 1.0(ii))
︷ ︸︸ ︷
X−13 X
−1
2 X3
= X2X
−2
3 X
−2
1 X
−1
2 X
2
1X
2
3
= (X3)
−2
X−1
2
(X1)
−2
X−1
2
X21X
2
3 .

Remark.
(a) XYX = Y XY is called the triple relation.
(b) Claim (iv) will be used in the proof of Lemma 1.2 which is the first step in
understanding B˜n.
7Definition. B˜n
Let n ≥ 4. B˜n is the quotient of Bn, the braid group of order n, by the subgroup
normally generated by the commutators [H(σ1), H(σ2)], where H(σ1) and H(σ2)
are transversal half-twists.
Notation.
Let Y ∈ Bn. We denote the image of Y in B˜n by Y˜ . If Y is a half-twist in Bn
we call Y˜ a half-twist in B˜n. We call two half-twists Y˜ , X˜ in B˜n disjoint (or weakly
disjoint, adjacent, consecutive, transversal) if Y,X are disjoint (or weakly disjoint,
adjacent, consecutive, transversal).
Definition. A frame of B˜n
Let K = {a1 . . . an}. Let σi, i = 1 . . . n−1, be a consecutive sequence of simple
paths in D connecting the points of K such that σi ∩K = {ai, ai+1} and
σi ∩ σj =

∅ i 6= j, j + 1
aj i = j − 1
aj+1 i = j + 1
,
{Xi = H(σi)} is a frame of Bn and {X˜i} is a frame of B˜n.
Remark. We also refer to a frame as a standard base of B˜n. By the classical Artin
theorem, a frame generates B˜n (see [A]).
Definition. Polarized half-twist, polarization
We say that a half-twist X ∈ Bn (or X˜ in B˜n) is polarized if we choose an
order on the end points of X. The order is called the polarization of X (or X˜).
Definition. Orderly adjacent
Let X, Y (or X˜, Y˜ ) be two adjacent polarized half-twists in Bn (resp. in B˜n).
We say that X, Y (or X˜, Y˜ ) are orderly adjacent if their common point is the “end”
of one of them and the “origin” of another.
8Definition. Good quadrangle
Let H(σi), i = 1, . . . , 4, be four half-twists such that H(σi) is consecutive to
H(σi+1) (mod 4), H(σi) is disjoint from H(σi+2) (mod 4) and in the disc with
boundary
4⋃
i=1
σi there are no points of K (see Fig. 1.3).
We say that {H(σi)} is a good quadrangle in Bn, and {H˜(σi)} is a good
quadrangle in B˜n.
Fig. 1.3
Claim 1.1.
(a) transversal, disjoint ⇒ weakly disjoint.
consecutive ⇒ adjacent.
(b) Every two transversal or disjoint half-twists commute.
Every two consecutive half-twists satisfy the triple relation (X˜Y˜ X˜ = Y˜ X˜Y˜
or X˜−1Y˜ X˜ = Y˜ X˜Y˜ −1).
(c) Any two half-twists are conjugate to each other. It is possible to choose
the conjugacy element such that it commutes with any half-twist which is
disjoint from the given two half-twists.
(d) Any two pairs of disjoint (or transversal, consecutive, cyclic) half-twists are
conjugate to each other.
(e) Any two good quadrangles are conjugate to each other.
(f) Every two pairs of orderly adjacent (non-orderly adjacent) consecutive half-
twists are conjugate to each other, preserving the polarization.
9Proof. If the statements hold for Bn, they also hold for B˜n. We shall prove them
for Bn.
(a) By simple geometric observation in (D, k).
(b) By Claim 1.0(i),(ii).
(c) We consider here only 2 cases: The half-twists X, Y are consecutive; the
half-twists X, Y are disjoint. For X and Y consecutive we get from (b) that
(X)YX = Y. For X = H(x) and Y = H(y) disjoint half-twists, we choose
a simple path σ connecting an end point of x with an end point of y and
do not meet any other point of K and any other point of x ∪ y. Denote
Z = H(σ). Since X is consecutive to Z and Z is consecutive to Y we get
from the first case that (X)ZXY Z = (XZX)Y Z = ZY Z = Y.
(d) We only consider here the case in which (X1, X2) and (Y1, Y2) are 2 pairs of
disjoint half-twists. By (c) there exist b1 such that (X1)b1 = Y1 and b2 such
that (X2)b2 = Y2. Since X1 is disjoint from X2, for b1 chosen as in (c) we
get (X2)b1 = X2. Similarly, (Y1)b2 = Y1. Let b = b1b2. We get (X1)b = Y1
and (X2)b = Y2.
(e) Without loss of generality we can assume that the quadrangles are disjoint
(the paths and the interior). Take 2 disjoint quadrangles as in Fig. 1.3(a).
Fig. 1.3(a) Fig. 1.3(b)
Let zi (i = 1, 3) be a simple path connecting the end point of xi with the
beginning point of yi (i = 1, 3), see Fig. 1.3(b). Let b1 = Z1X1Y1Z1,
b3 = Z
−1
3 X
−1
3 Y
−1
3 Z
−1
3 . The choice of b1 assures that (X1)b1 = Y1, (X3)b3 =
10
Y3 (see (c)). Moreover, (X3)b1 = X3, (Y1)b3 = Y1. Let b = b1b3. Clearly,
(X1)b = Y1 and (X3)3 = Y3.We still have to show that (X2)b = Y2, (X4)b =
Y4. Now, (X2)b = (X2)Z1X1Y1Z1Z−13 X
−1
3
Y
−1
3
Z
−1
3
. By Claim 1.0(iii) (X2)Z1 =
H(t1) where t1 connects the 2 end points of X2 and Z1 that do not intersect
(see Fig. 1.3(b)). By Claim 1.0(i), H(t1)X1 = H(t1). By Claim 1.0(iii),
H(t1)Y1 = H(t2). Alternately, we apply Claim 1.0(i) and Claim 1.0(iii) and
finally get (X2)b = Y2. Similarly, we get (X4)b = Y4.
(f) The choices made in (b) preserve the polarization . 
Lemma 1.2(b) is an important relation in B˜n; its discovery was the first step
in understanding the structure of B˜n.
Lemma 1.2. If {Yi} i = 1, . . . , 4 is a good quadrangle in Bn, then
(a) Y˜1Y˜3 = Y˜3Y˜1,
(b) Y 21 Y
2
3 Y
−2
4 Y
−2
2 normally generates ker(Bn → B˜n). In particular,
Y˜ 21 Y˜
2
3 = Y˜
2
2 Y˜
2
4 .
Proof.
(a) Since Y˜1 and Y˜3 are disjoint half-twists, Claim 1.1(d) implies that they
commute.
(b) Since all pairs of transversal half-twists are conjugate to each other, ker(Bn →
B˜n) is normally generated by any such commutator or a conjugate of it. So to
prove (b) it is enough to show that Y 21 Y
2
3 Y
−2
4 Y
−2
2 is conjugate to a commutator of
transversal half-twists.
Let X1, X2, X3 be 3 half-twists such that X1 and X2 are consecutive, X2 and
X3 are consecutive and X1 and X3 are disjoint. Denote Xi = H(xi),
i = 1, . . . , 3. We use Claim 1.0(iii) to get a geometric description of
(X3)X−1
2
= H((x3)X
−1
2 ) (= (X2)X3) and of (X1)X−1
2
= H((x1)X
−1
2 ) (= (X2)X1),
(see Fig. 1.4(a)). We thus get that X1, (X3)X−1
2
, X3, (X1)X−1
2
is a good quadrangle.
By Claim 1.0(iv), (X−23 )X−1
2
(X1)
−2
X−1
2
X21X
2
3 = [X2, (X2)X1X3 ]. By Claim 1.0(iii)
applied twice, (X2)X1X3 is transversal to X2 (see Fig. 1.4(b) and (c)). Therefore
11
(X3)
−1
X−1
2
(X1)
−2
X−1
2
X21X
2
3 is a commutator of transversal half-twists.
Fig. 1.4(a)
Fig. 1.4(b) Fig. 1.4(c)
Since every 2 quadrangles are conjugate to each other, Y −22 Y
−2
4 Y
2
1 Y
2
3 is con-
jugate to a commutator of transversal half-twists. As explained in the beginning
this is enough to conclude that Y 21 Y
2
3 Y
−2
4 Y
−2
2 normally generates ker(Bn → B˜n).
In particular, Y˜ 21 Y˜
2
3 Y˜
−2
4 Y˜
−2
2 = 1 and Y˜
2
1 Y˜
2
3 = Y˜
2
2 Y˜
2
4 . 
§2. B˜n-groups and prime elements.
In this section we define a B˜n-group, prime elements of B˜n-groups and their
supporting half-twist. We present basic properties of a prime element (Lemma
2.1) and we prove 2 criteria for an element to be prime (Lemma 2.2 and Lemma
2.4). These criteria are necessary steps for Proposition 7.1 in which we prove a
criterion for prime elements which is easier to apply. These elements are called
prime elements since they satisfy an existence and a uniqueness property as proven
in Theorem 3.3.
Definition. B˜n − group.
12
A group G is called a B˜n-group if there exists a homomorphism B˜n → Aut(G).
For g ∈ G and b ∈ B˜n we denote by gb or (g)b, the element obtained from b acting
on g.
Definition. Prime element, supporting half-twist, corresponding central element,
axioms of prime elements
Let G be a B˜n-group.
An element g ∈ G is called a prime element of G if there exists a half-twist
X ∈ Bn and τ ∈ Center(G) with τ
2 = 1 and τb = τ ∀ b ∈ B˜n such that:
(1) gX˜−1 = g
−1τ.
(2) For every half-twist Y adjacent to X we have:
(a) gX˜Y˜ −1X˜−1 = g
−1
X˜
gX˜Y˜ −1
(b) gY˜ −1X˜−1 = g
−1gY˜ −1 .
(3) For every half-twist Z disjoint from X, gZ˜ = g.
The half-twist X (or X˜) is called the supporting half-twist of g,
The element τ is called the corresponding central element.
We shall refer to (1), (2) and (3) as Axiom (1), Axiom (2), Axiom (3), respec-
tively.
The following lemma gives the basic properties of prime elements.
Lemma 2.1.
Let G be a B˜n-group.
Let g be a prime element in G with supporting half-twist X and corresponding
central element τ. Then:
(1) gX˜ = gX˜−1 = g
−1τ, gX˜2 = g.
(2) gY˜ −2 = gτ ∀ Y consecutive half-twist to X.
(3) [g, gY˜−1 ] = τ ∀ Y consecutive half-twist to X.
Proof.
(1) gX˜−2 = (gX˜−1)X˜−1 = (g
−1τ)X˜−1 = (g
−1)X˜−1 · τ = (g
−1τ)−1τ = g ⇒ gX˜ =
gX˜−1
Axiom (1)
= g−1τ.
13
(2) gX˜−1Y˜ −1X˜−1 = (gX˜−1)Y˜ −1X˜−1 = (g
−1τ)Y˜ −1X˜−1 = (gY˜ −1X˜−1)
−1 · τ
Axiom (2)
=
g−1
Y˜ −1
· g · τ.
On the other hand,
gX˜−1Y˜ −1X˜−1 = gY˜ −1X˜−1Y˜ −1 = (gY˜ −1X˜−1)Y˜ −1
Axiom (2)
= (g−1gY˜ −1)Y˜ −1
= g−1
Y˜ −1
· gY˜ −2 .
Thus, gY˜ −2 = gτ.
(3) gX˜Y˜ −1X−1
Axiom (2)
= g−1
X˜
· gX˜Y˜ −1
by (1)
= g−1X gX˜Y˜ −1 = g · g
−1
Y˜ −1
· τ2.
On the other hand,
gX˜Y˜ −1X˜−1
by (1)
= (g−1τ)Y˜ −1X˜−1
Axiom (2)
= (g−1 · gY˜ −1)
−1 · τ = g−1
Y˜ −1
· g · τ.
Thus, g · g−1
Y˜ −1
· = g−1
Y˜ −1
· gτ.
Thus, gY˜ −1 · g · g
−1
Y˜ −1
· g−1 = τ−1 = τ.
Thus, [gY˜ −1 , g] = τ. 
Lemma 2.2. Let G be a B˜n-group. Let g be a prime element in G with supporting
half-twist X and corresponding central element τ. Let b ∈ B˜n. Then gb is a prime
element with supporting half-twist Xb and central element τ.
Proof. We use the fact that (ab)c = (ac)bc and (ab)c = acbc. We have to prove 3
properties:
(1) gX˜−1 = g
−1τ ⇒ (gX˜−1)b = (g
−1τ)b ⇒ gX˜−1b = g
−1
b τ ⇒ gbb−1X˜−1b =
(gb)
−1τ ⇒ (gb)X˜−1
b
= (gb)
−1 · τ.
(2) Let Y be a half-twist adjacent to Xb. Then Yb−1 is adjacent to X and
satisfies axiom (2) of prime elements for g, X and Y −1b . Namely: gY˜ −1
b−1
X˜−1 =
g−1gY˜ −1
b−1
and gX˜Y˜ −1
b−1
X˜−1 = g
−1
X˜
gX˜Y˜ −1
b−1
.
(a) gY˜ −1
b−1
X˜−1 = g
−1gY˜ −1
b−1
⇒
(gT˜−1
b−1
X˜−1)b = (g
−1gY˜ −1
b−1
)b ⇒
(gb)(Y˜
b−1
X˜−1)b
= (gb)
−1(gb)Y˜ −1 ⇒
14
(gb)Y˜ X˜−1
b
= g−1b · (gb)Y˜ −1 .
(b) gX˜Y˜ −1
b−1
X˜−1 = g
−1
X˜
gX˜Y˜ −1
b−1
⇒
(gb)X˜bY˜ −1X˜−1b
= (g−1b )X˜b(gb)X˜bY˜ −1 .
(3) Let Z be a half-twist disjoint from Xb. Then Zb−1 is disjoint from X. Then
gZ˜
b−1
= g. We conjugate gZ˜−1
b
= g by b to get: (gb)Z˜ = gb. 
We need the following technical lemma on Bn to prove later a criterion for a
prime element in a B˜n-group.
Claim 2.3. Let (X1, . . . , Xn−1) be a frame in Bn = Bn[D,K]. Let C(X1) = {b ∈
Bn|[b,X1] = 1} (centralizer of X1), Cp(X1) = {b ∈ Bn
∣∣ (X1)b = X1, preserving the
polarization}. Let σ = X2X
2
1X2. Then C(X1) is generated by {X1, σ,X3, . . . , Xn},
Cp(X1) is generated by {X
2
1 , σ,X3, . . . , Xn}.
Proof. Let K = {a1, . . . , an}. Let x1, . . . , xn−1 be a system of consecutive simple
paths in D, such that Xi = H(xi) (H(xi) is the half-twist corresponding to xi; xi
connects ai with ai+1). Let Γ1, . . . ,Γn be a free geometric base of π1(D − K, ∗)
consistent with (X1, . . . , Xn−1) (that is, (Γi+1)Xi = Γi, (Γi)Xi = ΓiΓi+1Γ
−1
i ,
(Γj)Xi = Γj for j 6= i, i + 1). We can assume that the xi do not intersect the
“tails” of Γ1, . . . ,Γn.
Let K1 be a finite set of D obtained from K ∪ {x1} by contracting x1 to a
point a˜2 ∈ x1. K1 = {a˜2, a3, . . . , an}. Let Bn−1 = Bn−1[D,K1]. Let Y2, . . . , Yn−1
be a frame of Bn−1, where Yi can be identified with Xi for i ≥ 3.
Let H = {b ∈ Bn−1
∣∣ (a˜2)b = a˜2}. From the short exact sequence 1 →
Pn−1 →֒ Bn−1 → Sn−1 → 1 (Pn−1 the pure braid group) we can conclude that
H is generated by Y3, . . . , Yn−1 and by the generators of Pn−1. We remove the
generators of Pn−1 that can be expressed in terms of Y3, . . . , Yn−1 (see [A],[B],
and [MoTe1], Section IV) and conclude that H is generated by Y 22 , Y3, . . . , Yn. The
element Y 22 corresponds to the motion M
′ of a˜2, a3, . . . , an described as follows:
a˜2, a4, . . . , an stays in place and a3 is moving around a˜2 in the positive direction
(see Fig. 2.(a)).
We define a homomorphism Φ : Cp(X1)→ H as follows:
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Fig. 2
Let U be a “narrow” neighborhood of x1 such that λ = ∂U is a simple loop.
Take b ∈ Cp(X1). It can be represented by a diffeomorphism β : D → D such that
β(K) = K, β|∂D = Id∂D and β|U = IdU (U = U ∪ λ).
The diffeomorphism β also defines an element of Bn−1[D,K1]. This element is
in fact in H since a˜2 ∈ x1 and thus (a˜2)β = a˜2. Denote this element by Φ(b). The
map Φ constructed in this way is obviously a homomorphism, Φ : Cp(x1) → H.
Clearly, X3, . . . , Xn−1 ∈ Cp(X1). Clearly, Φ(Xi) = Yi for i ≥ 3. Let M be the
following motion (D,K): a1, a2, a4, . . . , an are stationary and a3 goes around a1, a2
in the positive direction (Fig. 2(b)). Let u be the braid in Cp(X1) induced from
the motionM. Clearly, Φ(u) = Y 22 . Thus, Φ is onto and Φ(u),Φ(X3), . . . ,Φ(Xn−1)
generate H. One can check that u = Z231Z
2
32. But Z31 = X2X1X
−1
2 and Z32 = X2.
Thus u = σ. Thus Cp(X1) is generated by σ,X3, . . . , Xn−1 and a set of generators
for kerΦ.
Consider π1(D−K ∪x1, ∗). Let Γ˜2 be the path obtained by connecting λ with
∗ ∈ ∂D by a simple path intersecting each of Γ3, . . . ,Γn only at ∗. We get a (free)
geometric base Γ˜2,Γ3, . . . ,Γn of π1(D− (K ∪x1), ∗). It is obvious that Γ˜2 = Γ1Γ2.
Φ(b) defines in a natural way an automorphism of π1(Dk ∪ {X1}, ∗) such that Φ(b)
does not change the product Γ˜2Γ3 . . .Γn, and (Γ˜2)Φ(b) is a conjugate of Γ˜2.
Consider now any Z ∈ kerΦ. We have (Γ˜2)Z = Γ˜2 (Γ˜2 = Γ1Γ2), (Γj)Z =
Γj ∀j = 3, . . . , n. This implies that Z can be represented by a diffeomorphism
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which is the identity outside of U , that is, Z = Xℓ1, ℓ ∈ Z. Since Z ∈ Cp(X1),
ℓ must equal 0 (mod 2).
Thus, Cp(X1) is generated by X
2
1 , σ,X3, . . . , Xn−1. Clearly, C(X1) is gener-
ated by Cp(X1) and X1.  for the Claim
Lemma 2.4. Let {X1, . . . , Xn−1} be a frame in Bn, (X˜1, . . . , X˜n−1) their images
in B˜n. Let G be a B˜n-group. Let u ∈ G, τ ∈ G be such that
(1) uX˜−1
1
= u−1τ with τ2 = 1, τ ∈ Center(G), τb = τ ∀b ∈ B˜n;
(2a) uX˜−1
2
X˜
−1
1
= u−1uX˜−1
2
;
(2b) uX˜1X˜−12 X˜
−1
1
= u−1
X˜1
uX˜1X˜−12
;
(3) uX˜j = u ∀j = 3, . . . , n− 1.
Then u is a prime element in G, and X1 is its supporting half-twist and τ is
its central element.
Proof. Let Z ∈ Bn be any half-twist disjoint from X1, Z˜ be the image of Z in
B˜n. ∃b ∈ Bn such that (X1)b = X1, (X3)b = Z. By Claim 2.3, b belongs to the
subgroup of Bn generated by X1, X3, . . . , Xn−1 and σ = X2X
2
1X2. Let b˜ and σ˜ be
the images of b and σ in B˜n. We have uσ˜−1 = uX˜−1
2
X˜
−2
1
X˜
−1
2
= (uX˜−1
2
X˜
−1
1
)X˜−1
1
X˜
−1
2
=
(u−1uX˜−1
2
)X˜−1
1
X˜
−1
2
= (τu)X˜−1
2
· uX˜−1
2
X˜
−1
1
X˜
−1
2
= τuX˜−1
2
· uX˜−1
1
X˜
−1
2
X˜
−1
1
= τuX˜−1
2
·
(τu−1)X˜−1
2
X˜−1
1
= τ2uX˜−1
2
u−1
X˜−1
2
τ(τu) = u. Then uσ˜ = u. Now: uX˜j = u for j ≥ 3
(by assumption (3)) and uX˜2
1
= u (by assumption (1)). Thus, if X1 appears in b an
even number of times, then ub = u. Otherwise we replace b by bX1. The “new” b
satisfies the same requirement for b as above, as well as the equation ub˜ = u. Thus,
we can assume ub˜ = u. We have
uZ˜ = ub˜−1X˜3b˜ = uX˜3b˜ = ub˜ = u.
Let Y be a half-twist in Bn adjacent to X1. ∃b1 ∈ Bn such that (X1)b1 = X1,
(X2)b1 = Y . Let b˜1 and Y˜ be the images of b1 and Y in B˜n. As above, we can
choose b1 so that ub˜1 = u. Applying b˜1 on the assumptions (2a) and (2b) we get
(using ub˜1 = u, (X˜1)b˜1 = X˜1, (X˜2)b˜1 = Y˜ ):
uY˜ −1X˜−1
1
= u−1uY˜ −1 and uX˜1Y˜ −1X˜−11
= u−1
X˜1
uX˜1Y˜ −1 . 
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§3. Polarized pairs and uniqueness of coherent pairs.
In this section we extend the notion of a polarized half-twist to prime elements,
and we create polarized pairs which consist of a prime element and its supporting
half-twist when considered polarized. We also extend the notion of braids preserving
the polarization to coherent pairs.
The main results of this section are Theorem 3.3 and Corollary 3.5. In Theorem
3.3 we establish the unique existence of a polarized pair, with a given supporting
half-twist coherent to an original polarized pair. We denote by Lh,X˜(T˜ ) the unique
prime element with supporting half-twist T˜ in the new polarized pair which is
coherent to (h, X˜). In Corollary 3.5 we prove simultaneous conjugation.
Definition. Polarized pair
Let G be a B˜n-group, h a prime element of G, X its supporting half-twist.
If X is polarized, we say that (h,X) (or (h, X˜)) is a polarized pair with central
element τ, τ = hhX˜−1 .
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Definition. Coherent pairs, Anti-coherent pairs
We say that two polarized pairs (h1, X˜1) and (h2, X˜2) are coherent (anti-
coherent) if ∃b˜ ∈ B˜n such that (h1)b˜ = h2, (X˜1)b = X˜2, and b preserves (reverses)
the polarization.
Corollary 3.1. Coherent and anti-coherent polarized pairs have the same central
element.
Proof. The prime elements of coherent and anti-coherent pairs are conjugate to
each other. Thus by Lemma 2.2 we get the corollary. 
We need the following Lemma to prove later the unique existence of a polarized
pair with given supporting half-twist coherent to an original polarized pair.
Lemma 3.2. Let G be a B˜n-group. Let h ∈ G be a prime element with supporting
half-twist X. Let b ∈ Bn. Then Xb = X preserving the polarization ⇒ hb˜ = h.
Proof. We can choose a set of standard generators for Bn[D,K], {X1, . . . , Xn−1}
withX1 = X . Let σ = X2X
2
1X2. Consider Cp(X1), the centralizer ofX1, preserving
the polarization. By Lemma 2.3, Cp(X1) is the subgroup of Bn generated by
X21 , σ,X3, . . . , Xn−1. Since X˜3, . . . , X˜n−1 are disjoint from X˜1, they do not change
h (by axiom(3) of prime elements). By Lemma 2.1, hX˜2
1
= h. Consider hσ˜−1 =
hX˜−1
2
X˜−2
1
X˜−1
2
. We have:
hσ˜−1 = hX˜−1
2
X˜−2
1
X˜−1
2
= (hX˜−1
2
X˜−1
1
)X˜−1
1
X˜−1
2
by Axiom(2) of prime element
= (h−1hX˜−1
2
)X˜−1
1
X˜−1
2
= (h−1
X˜−1
1
hX˜−1
2
X˜
−1
1
)X˜−1
2
by Axiom(2) of prime element
= (τh · h−1hX˜−1
2
)X˜−1
2
= τhX˜−2
2
by Lemma 2.1(2)
= τhτ = h.
Thus hσ˜ = h. Thus, for every generator g of Cp(X), hg˜ = h. Since b ∈ Cp(X),
hb˜ = h. 
Theorem 3.3. (Existence and Uniqueness Theorem) Let G be a B˜n-group. Let
(h, X˜) be a polarized pair of G. Let T˜ be a polarized half-twist in B˜n. Then there
exists a unique prime element g ∈ G such that (g, T˜ ) and (h, X˜) are coherent.
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Proof. Let X, T ∈ Bn be polarized half-twists representing X˜ and T˜ . ∃b ∈ Bn
such that T = Xb preserving the polarization. Let b˜ be the image of b in B˜n.
Taking g = hb˜ we obtain a polarized pair (g, T˜ ) coherent with (h, X˜). To prove the
uniqueness of g, assume that (g1, T˜ ) is another polarized pair coherent with (h, X˜).
Then ∃b1 ∈ Bn with g1 = hb˜1 and T = Xb1 , preserving the polarization. We have
T = Xb1 = Xb and Xb1b−1 = X . Denote b2 = b1b
−1, so Xb2 = X (preserving the
polarization). By the previous lemma, hb˜2 = h. Thus, hb˜1 = hb˜ or g = g1. 
Definition. L(h,X˜)(T˜ )
Let (h, X˜) be a polarized pair. Let T˜ ∈ B˜n.We denote by L(h,X˜)(T˜ ) the unique
prime element such that (L(h,X˜)(T˜ ), T˜ ) is coherent with (h, X˜).
Lemma 3.4. Assume (h, X˜) and (g, X˜) are polarized pairs. Let τ be the central
element of (g, X˜). If (h, X˜) is anti-coherent to (g, X˜) then h = g−1 · τ.
Proof. By assumption, ∃b ∈ Bn such that g = hb˜ and X = Xb, reversing polariza-
tion. Thus XbX−1 = X, preserving the polarization. Thus (hb˜X˜−1 , X˜) is coherent
with (hb˜X˜−1 , X˜b˜X˜−1). Clearly, (h, X˜) is coherent with (hb˜X˜−1 , X˜b˜X˜−1). From unique-
ness, h = hb˜X˜−1 = gX˜−1 . Since τ is the central element of (g, X˜), τ = g · gX˜−1 .
Thus, gX−1 = g
−1τ. So h = g−1τ. 
From uniqueness we get simultaneous conjugation:
Corollary 3.5. If (ai, X˜) is coherent with (gi, Y˜ ) i = 1, 2, then there exist b ∈ B˜
such that (ai)b = gi, i = 1, 2.
Proof. Let b be the element of B˜n such that (a1)b = g1, (X˜)b = Y˜ .Now, ((a2)b, (X)b)
is coherent with (a2, X˜). Since (X˜)b = Y˜ , ((a2)b, Y˜ ) is coherent with (a2, X˜). The
pair (g2, Y˜ ) is also coherent with (a2, X˜). From uniqueness, (a2)b = g2. 
§4. B˜n-action of half-twists.
In this section we study the action of half-twists on prime elements. We com-
pute it for the case when the half-twist is adjacent to the supporting half-twist
(Proposition 4.1) and for the case in which it is transversal (Lemma 4.2). The
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action of a disjoint half-twist is part of the defining axioms of prime elements (Ax-
iom (iii)).
Proposition 4.1. Let G be a B˜n-group. Let (h, X˜) be a polarized pair of G with
coresponding central element τ. Let T, Y be 2 orderly adjacent polarized half-twists in
Bn. Denote by Y˜
′ the polarized half-twist obtained from Y˜ by changing polarization
(that is, T˜ , Y˜ ′ are not orderly adjacent). Denote by
L(T ) = L(h,X˜)(T˜ ),
L(Y ) = L(h,X˜)(Y˜ ),
L(Y ′) = L(h,X˜)(Y˜
′).
Then
(1) L(T )T˜−1 = L(T )
−1τ ;
(2) L(T )Y˜ −1 = L(T )L(Y );
(3) L(T )(Y˜ ′)−1 = L(Y
′)−1L(T ).
Proof.
(1) By Lemma 2.1(1).
(2) Let b ∈ Bn be such that L(T ) = hb˜ and T = Xb, preserving the polarization.
Let Y1 = Yb−1 . Then X, Y1 are adjacent half-twists (X = Tb−1 , Y1 = Yb−1), and
so hY˜ −1
1
X˜−1 = h
−1hY˜ −1
1
. Applying b˜ to that equation, we get (L(T ))Y˜ −1T˜−1 =
L(T )−1L(T )Y˜ −1 , or
L(T )Y˜ −1 = L(T ) · L(T )Y˜ −1T˜−1
Let b1 = bY
−1T−1. Then Xb1 = XbY −1T−1 = TY −1T−1 = Y (TY −1 = YT since
Y, T are adjacent). Since T, Y are orderly adjacent and Xb = T, preserving the
polarization, one can easily check that actually Xb1 = Y, preserving the polariza-
tion. Due to uniqueness of L(h,X˜)(Y˜ ) = L(Y ), we get L(Y ) = hb˜1 = hb˜Y˜ −1T˜−1 =
L(T )Y˜ −1T˜−1 . Together with the previous equation we get: L(T )Y˜ −1 = L(T )L(Y ),
which is (2).
(3) From (2) we get L(T )Y˜ ′−1 = L(T )Y˜ −1 = L(T )L(Y ). By Lemma 2.1
[L(T ), L(T )Y˜−1 ] = τ. Using (2) we substitute L(T )L(Y ) instead of L(T )Y˜ −1 and
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get τ = [L(T ), L(T )L(Y )] = [L(T ), L(Y )] and L(T )L(Y ) = τL(Y )L(T ). Thus
L(T )Y˜ ′−1 = τL(Y )L(T ).Using YY −1 = Y
′ (preserving the polarization) and unique-
ness, we can write L(Y ′) = L(Y )Y˜ −1 . By (1), L(Y )Y˜ −1 = L(Y )
−1τ , and thus
L(Y ′) = L(Y )−1τ. As a consequence, we get L(T )Y˜ ′−1 = L(Y
′)−1L(T ), which is
(3). 
Lemma 4.2. Let G be a B˜n-group. Let h ∈ G be a prime element with supporting
half-twist X. Let Z be a half-twist in Bn transversal to X. Then hZ˜ = h.
Proof. Let x, z be 2 transversally intersecting simple paths corresponding to X,Z
(see Fig. 4).
Fig. 4
There exists a simple path y such that the corresponding half-twist Y is adja-
cent to X and Z, and Z1 = ZY −2 is disjoint from X. Let z1 be the path correspond-
ing to Z1 (see Fig. 4). We have hZ˜ = hY˜ −2Z˜1Y˜ 2
by Lemma 2.1
= (hτ)Z˜1Y˜ 2 = (hτ)Y˜ 2 =
hτ · τ = h. 
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§5. Commutativity properties.
In this section we compute the commutator of prime elements depending on
the relative location of their supporting half-twists. We also prove a commutativity
result for P˜n (the image of Pn, the pure braid group, in B˜n) to be used in studying
the structure of P˜n as a B˜n-group in Section 6 (see Lemma 6.1).
Proposition 5.1. Let G be a B˜n-group. Let (g1, Y˜1), (g2, Y˜2) be 2 polarized pairs
of G. Assume that they are coherent or anti-coherent. Let τ be the corresponding
central element of (g1, Y˜1) (τ = g1(g1)Y˜ −1
1
).
Then
(1) if Y˜1, Y˜2 are adjacent, then [g1, g2] = τ ;
(2) if Y˜1, Y˜2 are disjoint or transversal, then [g1, g2] = 1.
Proof. We use in the proof a few identities concerning commutators in a group:
[a, bc] = [a, b][a, c]b−1
[a, ba] = [a, b−1]−1
b−1
= [a, b]
[a, a−1b] = [a, b]a = [b, a
−1]
(1) Assume first that (g1, Y˜1), (g2, Y˜2) are coherent. Take b ∈ B˜n with g2 =
(g1)b, Y˜2 = (Y˜1)b (preserving the polarization). Let b1 = Y˜
−1
2 Y˜
−1
1 . By Claim
1.1(b) (Y˜1)b1 = Y˜2. Assume that b1 preserves the polarization of Y˜1, Y˜2. We have
((g1)b1 , Y˜2) and (g2, Y˜2) coherent with (g1, Y˜1). By Theorem 3.3 (the uniqueness
part) we get (g1)b1 = g2. Thus we have g2 = (g1)b1 = (g1)Y˜ −1
2
Y˜
−1
1
by Axiom (2)
=
g−11 (g1)Y˜ −1
2
, and [g1, g2] = [g1, g
−1
1 (g1)Y˜ −1
2
] = [g1, (g1)Y˜ −1
2
]g1
by Lemma 2.1(3)
= τg1 = τ .
If b1 does not preserve the polarization of Y˜1, Y˜2, then b2 = b1Y˜2 does preserve
it. As above, we get g2 = (g1)b2 = (g1)Y˜ −1
2
Y˜ −1
1
Y˜2
= (g1)Y˜1Y˜ −12 Y˜
−1
1
= (g−11 τ)Y˜ −1
2
Y˜ −1
1
=
τ(g−11 )Y˜ −1
2
g1, and then [g1, g2] = [g1, τ(g
−1
1 )Y˜ −1
2
g1] = [g1, (g
−1
1 )Y˜ −1
2
] = [g1, (g1)Y˜ −1
2
]−1(g1)
Y˜
−1
2
by Lemma 2.1(3)
= τ .
Assume now that (g1, Y˜1), (g2, Y˜2) are anti-coherent. Denote by Y˜
′
2 the half-
twist obtained from Y˜2 by changing polarization. One can then check that (g1, Y˜1),
((g2)Y˜ −1
2
, Y˜ ′2) are coherent. By the above τ = [g1, (g2)Y˜ −1
2
]. By Corollary 3.1, τ is
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also the central element of (g2, Y˜2). Thus τ = g2(g2)Y˜ −1
2
, which implies (g2)Y˜ −1
2
=
g−12 τ. Thus τ = [g1, (g2)Y˜ −1
2
] = [g1, g
−1
2 τ ] = [g1, g
−1
2 ] = [g1, g2]
−1
g2
. Thus, [g1, g2] =
τ−1g2 = τ .
(2) We can assume that (g1, Y˜1), (g2, Y˜2) are coherent. (Otherwise, we replace
Y˜2 by Y˜
′
2 and g2 by (g2)Y˜ −1
2
and use [g1, (g2)Y˜ −1
2
] = [g1, g2]
−1
g2
as in (1).)
Consider first the case where Y˜1, Y˜2 are disjoint. We can choose a standard base
of B˜n, say (X˜1, X˜2, . . . , X˜n−1) such that X˜1 = Y˜1, X˜3 = Y˜2 and the given polariza-
tions of Y˜1, Y˜2 coincide with “consecutive” polarizations of X˜1, X˜3 (“end” of X˜1 =
“origin” of X˜2, “end” of X˜2 = “origin” of X˜3). Let b1 = X˜
−1
2 X˜
−1
1 X˜
−1
3 X˜
−1
2 . By the
proof of Claim 1.1, Y˜2 = (Y˜1)b1 , preserving the polarization. Then ((g1)b1 , Y2) =
((g1)b1 , (Y1)b1) is coherent with (g1, Y1). From Theorem 3.3 (uniqueness) it follows
that g2 = (g1)b1 = (g1)X˜−1
2
X˜−1
1
X˜−1
3
X˜−1
2
= (g−11 (g1)X˜−1
2
)X˜−1
3
X˜−1
2
= (g−11 )X˜−1
2
(g1)X˜−1
2
X˜−1
3
X˜−1
2
= (g−11 )X˜−1
2
(g1)X˜−1
3
X˜−1
2
X˜−1
3
= (g−11 )X˜−1
2
(g1)X˜−1
2
X˜−1
3
.
We can write [g1, g2] = [g1, (g
−1
1 )X˜−1
2
(g1)X˜−1
2
X˜−1
3
] = [g1, (g
−1
1 )X˜−1
2
]·[g1, (g1)X˜−1
2
X˜−1
3
](g1)
X˜
−1
2
.
By 2.1(3) [g1, (g1)X˜−1
2
] = τ , which implies [g1, (g1)X˜−1
2
X˜
−1
3
] = [g1, (g1)X˜−1
2
]X˜−1
3
=
τX˜−1
3
= τ . We also have [g1, (g
−1
1 )X−1
2
] = [g1, (g1)X−1
2
]−1(g1)
X
−1
2
= τ−1
(g1)
−1
X2
= τ−1.
Thus [g1, g2] = τ · τ
−1 = 1.
Assume now that Y˜1, Y˜2 are transversal. As in the proof of Lemma 4.2, we
can find a half-twist T˜ ∈ B˜n such that T˜ is adjacent to Y˜1, Y˜2 and Y˜
′
2 = (Y˜2)T˜−2
is disjoint from Y˜1. Let b ∈ B˜n be such that Y˜2 = (Y˜1)b, g2 = (g1)b. Let g
′
2 =
(g1)bT 2 = (g2)T˜−2 . Then (g
′
2, Y˜
′
2) is coherent with (g1, Y˜1). Since Y˜
′
2 , Y˜1 are disjoint,
we get from the above [g1, g
′
2] = 1. By Lemma 2.1 g
′
2 = (g2)T˜−2 = g2τ , or g2 = g
′
2τ .
Therefore, [g1, g2] = [g1, g
′
2τ ] = [g1, g
′
2] = 1. 
Note. Recall that there exists a natural homomorphism ψn : Bn → Sn where
ψn(Xi) is the transposition (i i + 1) for {Xi}
n−1
i=1 a frame of B˜n. Its kernel Pn =
kerψn is called the pure braid group. Recall from [B] and [ MoTe1] that Pn is
generated by {Z2ij}, where Zij = (Xi)Xi+1...Xj−1 .
Definition. P˜n
P˜n = ker(B˜n
ψ˜n
→ Sn), where ψn is induced naturally from ψn (n ≥ 4).
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Proposition 5.2. Assume n ≥ 4. Let X˜1, X˜2 be 2 adjacent half-twists in B˜n. Let
c = [X˜21 , X˜
2
2 ]. Then the commutant P˜
′
n of P˜n is generated by c where cb = c ∀b ∈
B˜n, and c
2 = 1. Moreover, if (Z˜1, Z˜2) is another pair of adjacent half-twists, then
[Z˜21 , Z˜
2
2 ] = [Z˜
2
1 , Z˜
−2
2 ] = [Z˜
−2
1 , Z˜
−2
2 ] = c. In particular, if (Y˜1, Y˜2) and (Z˜1, Z˜2) are
two pairs of adjacent half-twists then [Z˜21 , Z˜
2
2 ] = [Y˜
2
1 , Y˜
2
2 ].
Proof. Let Bn = Bn[D,K]). Complete X˜1 and X˜2 to X˜1, . . . , X˜n−1, a standard
base of B˜n, i.e., Xi = H(xi) and x1, . . . , xn−1 are simple consecutive paths in D.
Let c = [X˜21 , X˜
2
2 ]. Let X = (X1)X˜2X˜3 . By Claim 1.0(iii) repeated twice, H = H(x)
where x is as in Fig. 5(a). We have a quadrangle formed by x1, x2, x3, x, (see Fig.
5(a)).
Fig. 5
Evidently, X˜1, X˜2, X˜3, X˜ form a good quadrangle in B˜n. Thus by Lemma 1.2
(1.10) X˜21X˜
2
3 = X˜
2
2X˜
2.
Denote y1 = X˜
2
1 , y2 = X˜
2
2 , y3 = X˜
2
3 , y4 = X˜
2, (the squares of the edges),
d1 = X˜1X˜
2
2X˜
−1
1 , d2 = X˜2X˜
2
3X˜
−1
2 , (the squares of the diagonals), y
′ = X˜2X˜
2
1X˜
−1
2
(the square of the outer diagonal). See Fig. 5(b) where we denote the paths
corresponding to the half-twists whose squares we considered here. Clearly,
y1y3 = y3y1
d1 = (y
′)y−1
1
(y3)x2 = (d2)x−2
3
= (d2)y−1
3
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y1y2d1 = y2y1y
′ = ∆23 (a central element of P3).
We rewrite (1.10) to get
(1.11) y4 = y1y3y
−1
2
Conjugating (1.11) by X˜1, we get
(1.12) d2 = y1y3y
′−1;
conjugating (1.11) by X˜2 we get y4 = d1(d2)y−1
3
· y−12 . Since d1 = y1y
′y−11 ,
y4 = y1y
′y−11 y3d2y
−1
3 y
−1
2
by (1.12)
= y1y
′y−11 y3y1y3y
′−1y−13 y
−1
2 .
We compare the last expression with (1.11) to get
(1.13) y′y23y
′−1y−13 = y3, or [y
′, y23] = 1.
Since y′, y3 are squares of two adjacent half-twists in B˜n, and any two pairs of
adjacent half-twists are conjugate, we conclude from (1.13) that:
(1.14) If Z˜1, Z˜2 is a pair of adjacent half-twists in B˜n, [Z˜
2
1 , Z˜
4
2 ] = 1,
which also implies that [Z˜21 , Z˜
2
2 ] = [Z˜
−2
1 , Z˜
2
2 ] = [Z˜
2
1 , Z˜
−2
2 ] = [Z˜
−2
1 , Z˜
−2
2 ].
Conjugating (1.11) by X˜−13 we get
d1 = y1y3(d2)y−1
3
= y1y3 · y3d
−1
2 y
−1
3 = y1y
2
3 · d
−1
2 y
−1
3
(1.14)
= y1d
−1
2 y3,
We have by (1.14) that 1 = [y21, y2] = [y1, y2]y−1
1
· [y1, y2]. Denoting c = [y1, y2],
we can write
(1.15) cy−1
1
= c−1, or cy1 = c
−1.
Denote by P˜3 the subgroup of B˜n generated by y1, y2, d1, and by α = ∆
2
3 = y1y2d1 =
y2y1y
′ (a central element of P˜3), so that
(1.16) y′ = y−11 y
−1
2 α.
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So, cX˜1 = [y1, y2]X˜1 = [y1, y
′]
by (1.16)
= [y1, y
−1
1 y
−1
2 α] = y1 ·y
−1
1 y
−1
2 α ·y
−1
1 ·α
−1y2y1 =
y−12 y
−1
1 y2y1 = [y
−1
2 , y
−1
1 ] = [y2, y1] = c
−1. Thus we have cX˜2
1
= (c−1)X˜1 = c.
By (1.15) cX˜2
1
= cy1 = c
−1.
We compare the last two results to get c = c−1 or
(1.17) c2 = 1 and cX˜1 = c.
Using a conjugation which sends (X˜1, X˜2) to (X˜2, X˜1), we obtain from (1.17)
(1.18) c−1
X˜2
= c−1, or cX˜2 = c.
(1.17) and (1.18) show that ∀ z ∈ B˜3 (the subgroup of B˜n generated by X˜1, X˜2)
we have
(1.19) cz = c.
Consider now cX˜3 = [y1, y2]X˜3 = [y1, d2]
by (1.12)
= [y1, y1y3y
′−1] =
y1y1y3y
′−1y−11 y
′y−13 y
−1
1 = y1y3·(y1y
′−1y−11 y
′)y−13 y
−1
1
by (1.19)
= y1y3cy
−1
3 y
−1
1 = cy−1
1
y−1
3
=
cy−3
1
= cy3 = cX˜2
3
, in short cX˜2
3
= cX˜3 . This implies cX˜3 = c.
Since c = [X˜21 , X˜
2
2 ], we have ∀X˜j , j ≥ 4, cX˜j = c. Therefore, ∀j, cX˜j = c, and
thus ∀b ∈ B˜n cb = c.
Let (Y˜1, Y˜2) be another pair of adjacent half-twists. Since every 2 pairs of adja-
cent half-twists are conjugate in B˜n, ∃b ∈ B˜n such that [Y˜
2
1 , Y˜
2
2 ] = [X˜1, X˜
2
2 ]b = cb.
Since cb = c ∀b ∈ B˜n, [Y˜
2
1 , Y˜
2
2 ] = c. Since c
2 = 1, c ∈ Center(B˜n), we also have
[Y˜ 21 , Y˜
−2
2 ] = [Y˜
−2
1 , Y˜
−2
2 ] = c. In particular, if (Z˜1, Z˜2) is another pair of adjacent
half-twists, [Z˜21 , Z˜
2
2 ] = [Y˜
2
1 , Y˜
2
2 ] = c. Because any two disjoint and transversal half-
twists of B˜n commute, and P˜n is generated by Z˜
2
ij = (X˜
2
i )X˜i+1···X˜j−1 , 1 ≤ i < j ≤ n,
we conclude that P˜ ′n is generated by c. 
Remark 5.3. Throughout the rest of the paper we will use c for the generator of P˜ ′n.
We also recall from the above proposition that c = [X˜21 , X
2
2 ] for any 2 consecutive
half-twists in Bn, c ∈ CenterBn and c
2 = 1.
§6. On the structure of B˜n and P˜n.
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In Proposition 6.4 we establish a B˜n-isomorphism between P˜n and the B˜n-
group, G(n), whose definition and structure are given before the proposition (Claim
6.2). Proposition 6.4 will be used in the final section when we give the simplest
criterion for a prime element. Corollary 6.5 establishes the fact that B˜n is an
extension of a solvable group by a symmetric group, which is a structure type
theorem for B˜n.
If G is a group, we denote its abelianization by Ab(G). Recall that Ab(Bn) ≃ Z.
(This follows from the fact that Bn is generated by the half-twists and every 2 half-
twists are conjugate to each other (Claim 1.1(c)).
Definition. Pn,0
Pn,0 = ker(Pn → AbBn) (“degree zero” pure braids).
Definition. P˜n,0
P˜n,0 is the image of Pn,0 in P˜n.
Remark 6.0. Let X1, . . . , Xn−1 be a frame of Bn, Zij = (Xi)Xi+1·...·Xj−1 . Since Pn
is generated by {Z2ij}i<j (see [B]), P˜n,0 is generated by {X˜
2
1 Z˜
−2
ij }i<j . If g˜1 . . . g˜m is
another set of generators for P˜n,0, then {X˜
2
1 , g˜1, . . . , g˜m} generates P˜n.
Lemma 6.1. Let X1, X2 be 2 consecutive half-twists in Bn. Let
u = (X˜21 )X˜−1
2
X˜−22 . Then u ∈ P˜n,0, u is a prime element in P˜n (considered as
a B˜n-group), X˜1 is its supporting half-twist and c = [X˜
2
1 , X˜
2
2 ] is its coresponding
central element.
Proof. Clearly, u ∈ P˜n,0. We often use here the fact that (X1)X−1
2
= (X2)X1 as well
as the fact that [X˜±21 , X˜
±2
2 ] = c, i.e., X˜
−2
1 X˜
2
2 = cX˜
2
2X˜
−2
1 and (X˜
2
1 )X−1
2
= (X˜21)X2c
for c ∈ Center(B˜n), c
2 = 1. In particular, u = (X˜1)
2
X˜−1
2
X˜−22 = (X˜2)
2
X˜1
X˜−22 . Com-
plete X1, X2 to a frame of Bn : X1, . . . , Xn−1. (〈Xi, Xi+1〉 = 1 and [Xi, Xj] = 1
|i − j| > 2.). We shall use Lemma 2.4, and so we must check conditions (1), (2a),
(2b), (3) of the Lemma.
(1) We have uX˜−1
1
= (X˜22 )X˜1X˜−11
·(X˜−22 )X˜−1
1
= X˜22 ·(X˜
−2
1 )X˜2 . Let c = [X˜
2
1 , X˜
2
2 ].
By Proposition 5.2, (X˜−21 )X˜2 = (X˜
−2
1 )X˜−1
2
c. Thus uX˜−1
1
= X˜22 · (X˜
−2
1 )X˜−1
2
c = u−1c.
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By Proposition 5.2, we also know that cb = c ∀b ∈ B˜n, c ∈ Center B˜n and c
2 = 1.
(2a) Since [X˜
2
1 , X˜
2
2 ] = c, uX˜−1
2
= (X˜21 )X˜−2
2
· X˜−22 = cX˜
2
1X˜
−2
2 = X˜
−2
2 · X˜
2
1 , and
uX˜−1
2
X˜
−1
1
= (X˜−22 )X˜−1
1
· X˜21 = (X˜
−2
1 )X˜2 · X˜
2
1 = c(X˜
−2
1 )X˜−1
2
· X˜21 .
On the other hand, u−1uX˜−1
2
= X˜22 · (X˜
−2
1 )X˜−1
2
· X˜−22 · X˜
2
1 = c(X˜
−2
1 )X˜−1
2
· X˜21 .
We get
uX˜−1
2
X˜−1
1
= u−1uX˜−1
2
.
(2b) Using (1), we can write
uX˜1X˜−12
= (u−1c)X˜−1
2
= u−1
X˜−1
2
· c.
Conjugating by X˜−11 and using (2a) we get,
uX˜1X˜−12 X˜
−1
1
= (u−1)X˜−1
2
X˜−1
1
· c = u−1
X˜
−1
2
u · c.
Using (1) again we write
u−1
X˜1
uX˜1X˜−12
= cu · u−1
X˜
−1
2
c = u−1
X˜
−1
2
u · c.
(We use uX−1
2
= X−22 ·X
2
1 and [u, uX˜−1
2
] = [(X˜21)X˜−1
2
· X˜−22 , X˜
−2
2 X˜
2
1 ] = c · c · c = c).
Thus,
uX˜1X˜−12 X˜
−1
1
= u−1
X˜1
uX˜1X˜−12
.
(3) Clearly, ∀j ≥ 4, uX˜j = u. We need to check that uX˜3 = u. Consider
uX˜−1
3
= (X˜21 )X˜−1
2
X˜−1
3
(X˜−22 )X˜−1
3
.
Since u can also be written as u = (X˜21 )X˜−1
2
· X˜−22 = X˜
−2
2 · (X˜
2
1)X˜−1
2
· c =
X˜−22 · (X˜
2
1 )X˜2 , we have:
uX˜−1
3
= u⇔ (X˜21 )X˜−1
2
X˜−1
3
· (X˜−22 )X˜−1
3
= X˜−22 · (X˜
2
1 )X˜2 ⇔ X˜
2
2 · (X˜
2
1 )X˜−1
2
X˜−1
3
= (X˜21 )X˜2 · (X˜
2
2 )X˜−1
3
.
The last equality is valid since {(X˜1)X˜2 , X˜2, (X˜2)X˜−13
, (X˜1)X˜−1
2
X˜−1
3
} form a good
quadrangle. See Fig. 6 for the curves representing the quadrangle. (Recall that
(X1)X2 = H((x1)X2)). 
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Fig. 6
Construction of G(n).
For n ≥ 3 we define the group G(n) as follows:
Generators: s1, u1, u2, . . . , un−1.
Relations:
[s1, ui] = 1 ∀i = 1, 3, . . . n− 1; [ui, uj] = 1 when |i− j| ≥ 2;
[s1, u2] = [ui, ui+1] ∀i = 1, 2, . . . n− 2;
[u1, u2] = [u1, u2]s1 = [u1, u2]ui ∀i = 1, 2, . . . , n− 1;
[u1, u2]
2 = 1.
We denote: [u1, u2] by ν. Clearly, ν ∈ Center(G(n)), G(n) = {1, ν} and ν
2 = 1.
Equivalent construction of G(n).
Consider a free abelian group A(n) with generators S1, V1, . . . , Vn−1 and a
skew-symmetric Z/2- valued bilinear form Q(x, y) on A(n) defined by: Q(S1, Vi) =
0 ∀i = 1, 3, . . . , n − 1; Q(Vi, Vj) = 0 when |i− j| ≥ 2, Q(S1, V2) = Q(Vi, Vi+1) = 1
∀i = 1, 2, . . . , n− 2. One can check that there exists a unique central extension G
of A(n) by Z/2 with Ab(G) ≃ A(n) (G′ ≃ Z/2) and [x, y] = Q(x, y), ∀x, y ∈ G and
x, y the images of x, y in A(n).
Claim 6.2.
(1) The above central extension is isomorphic to G(n).
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(2) Ab(G(n)) is a free abelian group with n generators (i.e., A(n)) and G(n)′ ≃
Z/2 generated by ν = [u1, u2].
(3) The following formulas define a B˜n-action on G(n) for {X˜1, . . . , X˜n−1}, a
frame of B˜n.
X˜1-action X˜2-action X˜k-action, k ≥ 3
s1 → s1 s1 → u2s1 s1 → s1
u1 → u
−1
1 ν u1 → u2u1 uk−1 → ukuk−1
u2 → u1u2 u2 → u
−1
2 ν uk → u
−1
k ν
uj → uj ∀j ≥ 3 u3 → u2u3; uk+1 → ukuk+1
uj → uj ∀j ≥ 4 uj → uj ∀j 6= k − 1, k, k+ 1
(4) Let b ∈ B˜n, y = (X˜1)b. Then the y
2-action on G(n) coincides with the
conjugation by (s1)b.
(5) Let
(1.20)
sij =

s1 if (i, j) = (1, 2);
(s1)X˜2...X˜j−1
(
Claim 6.2(3)
= uj−1 . . . u2s1
)
if i = 1, j ≥ 2;
(s1)X˜2...X˜j−1X˜1...X˜i−1 =
{
ν · uj−1 . . . u1 · ui−1 . . . u2s1 if i ≥ 3, j > i
ν · uj−1 . . . u1s1 if i = 2, j > i.
Then
[sij , skl] =
{
ν if {i, j} ∩ {k, l} = 1;
1 otherwise.
(6) Let F˜n−1 be the subgroup of G(n) generated by {sn−1,n, sn−2,n, . . . , s1n}.
qThe generators X˜1, . . . , X˜n−1 of B˜n−1 act on F˜n−1 as follows:
(sjn)X˜k = sjn j 6= k, k + 1; k = 1 . . . n− 2(1.21)
(sk,n)X˜k = sk+1,n
(sk+1,n)X˜k = sknν = sk+1,nskns
−1
k+1,n.
Their actions correspond to the standard Hurwitz moves on (sn−1,n, sn−1,n, . . . , s1n)
(see for example [MoTe1], Chapter 4), and it defines a B˜n−1-action.
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(7) There is a natural chain of embeddings G(3) ⊂ G(4) ⊂ · · · ⊂ G(n − 1) ⊂
G(n) corresponding to the chain (s1, u1, u2) ⊂ (s1, u1, u2, u3) ⊂ . . . ⊂
(s1, u1, . . . un−1).
Proof.
(1), (2), and (3) are easy to verify.
(4) Consider first the case b = Id. From (3) we get for the X˜21 -action:
s1 → s1, u1 → u1, u2 → u2ν, uj → uj ∀j ≥ 3.
At the same time by the first construction
(s1)s1 = s1, (u1)s1 = u1, (u2)s1 = s
−1
1 u2s1 = u2ν, (uj)s1 = uj ∀j ≥ 3.
Thus X˜21 -action and s1-conjugation coincide. Consider now any b ∈ B˜n and any
g ∈ G(n). Let h = gb−1 . We have
g(X˜2
1
)b
= gb−1X˜2
1
b = ((h)X˜2
1
)b = (hs1)b = (hb)(s1)b = g(s1)b .
(5), (6), (7) are easy to verify. 
Lemma 6.3. Let n ≥ 3.
Let {X1, . . . , Xn−1} be a frame of Bn.
Let
Zij =

X1 if (i, j) = (1, 2);
(X1)X2...Xj−1 if i = 1, j ≥ 3;
(X1)X2...Xj−1X1...Xi−1 if i ≥ 2, j > i.
Let Z˜ij be the image of Zij in B˜n.
Consider G(n) as a B˜n-group as in Claim 6.2.
Then there exists a unique B˜n-surjection Λn : P˜n → G(n) with Λn(X˜
2
1 ) = s1
and Λn(Z˜
2
ij) = sij for 1 ≤ i < j ≤ n. (In particular, Λn(X˜
2
1 ) = s1).
Proof. Use induction on n.
By definition P˜3 is obtained from P3 by adding the relations [Z˜
2
12, Z˜
2
23] =
[Z˜212, Z˜
2
13] = [Z˜
2
23, Z˜
2
13] and [Z˜
2
12, Z˜
2
23]
2 = 1. By Proposition 5.2 the embedding
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P3 ⊂ P4 induces a homomorphism P˜3
i2→ P˜4. For n = 3, Λ3 : P˜3 → G(3) must be
defined by λ3(Z˜
2
ij) = sij , 1 ≤ i < j ≤ 3. One can check directly that Λ3 is well
defined, and that it is a B˜3-surjection. Uniqueness of such Λ3 is evident.
Assume now that n ≥ 4 and the desired Λn−1 : P˜n−1 → G(n− 1) exists.
We shall establish first a surjection Λˆn : Pn ։ G(n). Considering {X1, X2} ⊂
{X1, X2, X3} ⊂ . . . ⊂ {X1, . . . , Xn−1}, we get a chain of embeddings B3 ⊂ B4 ⊂
. . . ⊂ Bn and the corresponding chain P3 ⊂ P4 ⊂ . . . ⊂ Pn. To the latter corre-
sponds a chain of homomorphisms: P˜3
i3−→ P˜4
i4−→ . . .→ P˜n−1
in−1
−→ P˜n.
The Zij ’s defined here are in fact the same as those defined in Remark 6.0 (by
Claim 1.0(iii) and thus they generate Pn. For our proof it is better to use these
definitions of Zij ’s. It is also known that Pn ≃ Pn−1 ⋉ Fn−1, where Pn−1 is the
subgroup of Pn generated by {Z
2
ij , 1 ≤ i < j ≤ n− 1}, Fn−1 is the free subgroup of
Pn generated by {Z
2
in, 1 ≤ i ≤ n− 1}, and the semi-direct product Pn−1 ⋉ Fn−1 is
defined according to the Pn−1-action on Fn−1 which comes from the Bn−1-action
by conjugation (using Bn−1 ⊂ Bn ⊃ Pn). The latter coincides with the standard
Bn−1-action on Fn−1 (the generatorsXn−2, . . . , X1 of Bn−1 correspond to standard
Hurwitz moves on (Z2n−1,n, Z
2
n−2,n, . . . , Z
2
1n).
Using the canonical map Pn−1 → P˜n−1, we obtain from Λn−1 aBn−1-surjection
Λˆn−1 : Pn−1 → G(n−1). For the free subgroup Fn−1 of Pn generated by {Z
2
in, n−
1 ≤ i ≤ 1} define µn−1 : Fn−1 → G(n) by µn−1(Z
2
in) = sin. Considering Pn as
Pn−1 ⋉ Fn−1, we define Λˆn : Pn → G(n), which on Pn−1 coincides with Λˆn−1 :
Pn−1 → G(n − 1) ⊂ G(n) (see Claim 6.2(7)) and on Fn−1 coincides with µn−1 :
Fn−1 → G(n). To show that such Λˆn exists one has to check the following:
1) The conjugation of µn−1(Fn−1) by elements of Λˆn−1(Pn−1)(⊂ G(n)) coin-
cides with the Pn−1-action defined by Pn−1 ⊂ Bn−1 ⊂ Bn → B˜n and the given B˜n-
action on G(n). That is, ∀f ∈ µn−1(Fn−1) and ∀h of the form Λˆn−1(Y˜ ) (Y ∈ Pn−1)
we must have h−1fh = fY˜ .
2) The Pn−1-action on µn−1(Fn−1) (defined by Pn−1 ⊂ Bn−1 ⊂ Bn → B˜n and
the given B˜n-action on G(n)) comes from the Bn−1-action on µn−1(Fn−1) in which
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Xn−2, . . .X1 correspond to the standard Hurwitz moves on (sn−1,n, sn−2,n, . . . s1n).
Proof of 1). Since ∀b ∈ Bn−1, Λˆn−1((X
2
1 )b) = (s1)b we see from Claim 6.2 that
∀f ∈ µn−1(Fn−1), fΛˆn−1((X21 )b)
= (fs1)b = f(X˜2
1
)b
. Since Pn−1 is generated by
{Z2ij , 1 ≤ i < j ≤ n− 1}, i.e., by {(X
2
1 )b, b ∈ Bn} we get (1).
Proof of 2). It follows immediately from Claim 6.2(6).
Thus, 1) and 2) are true and we can extend Λˆn−1, µn−1 to a homomorphism
Λˆn : Pn(= Pn−1 ⋉ Fn−1)→ G(n). For 1 ≤ i < j ≤ n− 1 Λˆn(Z
2
ij) = Λˆn−1(Z
2
ij) =
sij , and for 1 ≤ i ≤ n − 1 Λˆn(Z
2
in) = µn−1(Z
2
in) = sin. Thus Λˆn(Z
2
ij) = sij for
1 ≤ i < j ≤ n.
Using induction, one can check directly that Λˆn is a Bn-homomorphism (recall
that by Claim 6.2 we have explicit formulas for sij ’s).
Since s1n = un−1 · . . . ·u2s1 (see 1.20), un−1 = s1n(un−2 . . . u2s1)
−1. Thus G(n)
is generated by G(n − 1) and s1n. But G(n − 1) = Λˆn−1(Pn−1) = Λˆn(Pn−1) and
s1n = Λˆn(Z
2
1n), and thus Λˆn is a Bn-surjection.
Let N = ker(Pn → P˜n) (= ker(Bn → B˜n)). Let T = X
2
1X
2
3X
−2
2 Z
−2
14 . By
Claim 1.2(b), N is generated by {Tb, b ∈ Bn}. We have Λˆn(T ) = Λˆ4(T ) = s1 ·
s34 · s
−1
23 s
−1
14
Claim 6.2
= s1 · νu3u2u1 · u2s1 · s
−1
1 u
−1
1 u
−1
2 ν · s
−1
1 u
−1
2 u
−1
3 = s1νu3u2ν ·
s−11 u
−1
2 u
−1
3 = νu3u2u
−1
2 u
−1
3 (since s1 commutes with u3, [s1, u2] = ν ∈ CenterG(n)
and ν2 = 1) = ν2 (since [u3, u2] = ν) = Id. Since Λˆn is a Bn-homomorphism, we
get Λˆn(Tb) = Id ∀b ∈ Bn, and thus Λˆn(N) = Id. Hence Λˆn defines canonically a
B˜n-surjection Λn : P˜n → G(n) with Λn(X˜
2
1 ) = s1.
Uniqueness of such Λn follows from the fact that P˜n is generated by the B˜n-
orbit of X˜21 . 
Theorem 6.4. There exists a unique B˜n-isomorphism Λn : P˜n → G(n) with
Λn(c) = ν (see 5.3 and 6.2), s.t. P˜n,0 is B˜n-isomorphic to the subgroup G0(n)
of G(n), generated by u1, . . . , un−1. In particular:
(1) Ab P˜n is a free abelian group with n generators.
(2) Ab P˜n,0 is a free abelian group generated by n − 1 prime elements where c
is the commutator of any 2 of them. P˜ ′n = P˜
′
n,0 ≃ Z/2, generated by c.
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(3) P˜n,0 is a primitive B˜n-group generated by the B˜n-orbit of a prime ele-
ment u = X˜21X˜
−2
2 , where X˜1, X˜2 are consecutive half-twists in B˜n, T˜ =
X˜−12 X˜1X˜2 is the supporting half-twist for u, and c = [X˜
2
1 , X˜
2
2 ] is its corre-
sponding central element.
Proof. We first prove (3), since we use it to prove that the surjection Λn from
Lemma 6.3 is in fact an isomorphism. Complete X˜1, X˜2 to a frame X˜1, . . . , X˜n−1
of B˜n. We apply conjugation by X˜2 on Lemma 6.1 and conclude using Lemma 2.2
that u is prime, its supporting half-twist is X˜−12 X˜1X˜2 and its corresponding central
element is c. By Remark 6.0, P˜n,0 is generated by {X˜
2
1 Z˜
−2
ij , l ≤ i < j ≤ n}. Since
X˜21 · Z˜
−2
ij = X˜
2
1 Z˜
−2
1i · Z˜
2
1i · Z˜
−2
ij and both X˜
2
1 Z˜
−2
1i , Z˜
2
1i · Z˜
−2
ij are conjugates of u (by
Claim 1.1(f)), P˜n,0 is generated by the B˜n- orbit of u. Therefore, P˜n,0 is a primitive
B˜n-group. Thus, we proved (3).
Polarize each Xi (and X˜i) according to the sequence (X1, . . .Xn−1) (the “end”
of Xi = the “origin” of Xi+1). By Theorem 3.3 ∀i = 1, . . . , n−1, ∃ a unique prime
element ξi = L(u,X˜1)(X˜i) ∈ P˜n,0 such that (ξi, X˜i) is coherent with (u, X˜1). Clearly
ξ1 = u. By Lemma 3.1 the corresponding central element of ξi, i = 1, . . . , n, is also
c.
By Proposition 4.1(1) and (2) we have ∀i = 1, . . . , n− 1:
(1.22) (ξi)X˜−1
i
= ξ−1i c (ξi)X˜−1
i−1
= ξiξi−1 (ξi)X˜−1
i+1
= ξiξi+1.
It is also clear (Axiom (3)) that ∀j 6= i, i− 1, i+ 1
(1.23) (ξi)X˜j = ξi.
We see from (1.22), (1.23) that the subgroup of P˜n,0 generated by {ξ1, . . . , ξn−1} is
closed under the B˜n-action. Since P˜n,0 is generated by the B˜n-orbit of u = ξ1, we
conclude that P˜n,0 is generated by {ξ1, . . . , ξn−1}. This implies (see Remark 6.0)
that P˜n is generated by {X˜
2
1 , ξ1, ξ2, . . . , ξn−1}.
Since X1 and X2 are consecutive, X˜2 = (X˜1)X˜−1
2
X˜−1
1
(Claim 1.0(ii)). By
the uniqueness of Theorem 3.3, ξ2 (= L(ξ1,X˜1)(X˜2)) = (ξ1)X˜−12 X˜
−1
1
which equals
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(X˜−21 )X˜2 · X˜
2
1 (ξ1 = u). Thus
(1.24) [X˜21 , ξ2] = c.
By Lemma 5.1 we have
(1.25) [ξi, ξj] =
{
c if |i− j| = 1
1 if |i− j| ≥ 2.
Observe also that
(1.26) (X˜21)X˜2 = ξ2 · X˜
2
1 .
Formulas (1.22)–(1.26) show that we can define a B˜n-homomorphism Mn :
G(n)→ P˜n with Mn(s1) = X˜
2
1 , Mn(ui) = ξi, i = 1, . . . , n− 1. (See Claim 6.2.)
Since P˜n is generated by the B˜n-orbit of X˜
2
1 and G(n) is generated by the
B˜n-orbit of s1, we conclude that Λn and Mn are inverses of each other. 
The next corollary immediately follows from Theorem 6.4
Corollary 6.5.
(1) We have the following sequence for B˜n :
1 < (P˜ ′n =)P˜
′
n,0 < P˜n,0 < P˜n < B˜n
where:
B˜n/P˜n ≃ Sn
P˜n/P˜n,0 ≃ Z
P˜n,0/P˜
′
n,0 ≃ Z
n−1
P˜ ′n,0(= P˜
′
n) ≃ Z2
(2) B˜n is an extension of a solvable group by a symmetric group. In particualr,
it is “almost solvable”, i.e., it contains a solvable group with a finite index.
§7. Criterion for prime element.
The criterion for an element of a B˜n-group to be prime, presented in this
section (Proposition 7.1), is simpler to use than previous ones but its proof is much
longer. The proof contains 8 lemmas. This criterion will be used in the application
of this paper to study fundamental groups which turn out to be B˜n-groups.
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Proposition 7.1. Assume n ≥ 5. Let G be a B˜n-group, (X˜1, X˜2, . . . , X˜n−1) be a
frame of B˜n. Let S be an element of G with the following properties:
(0) G is generated by {Sb, b ∈ B˜n};
(1a) SX˜−1
2
X˜−1
1
= S−1SX˜−1
2
;
(1b) SX˜1X˜−12 X˜
−1
1
= S−1
X˜1
SX˜1X˜−12
;
(2) For τ = SSX˜−1
1
, T = SX˜−1
2
we have:
(2a) τX˜2
1
= τ ;
(2b) τT = τ
−1
X˜1
;
(3) SX˜j = S ∀j ≥ 3;
(4) Sc = S, where c = [X˜
2
1 , X˜
2
2 ].
Then S is a prime element of G, X˜1 is the supporting half-twist of S and τ is
the corresponding central element. In particular, τ2 = 1, τ ∈ Center(G), τb = τ ∀
b ∈ B˜n.
Proof. The proof includes several lemmas. From Theorem 5.2, c ∈ Center(B˜n),
c2 = 1. From Theorem 6.4 it follows that P˜ ′n is generated by c. P˜
′
n is a normal
subgroup of B˜n. Write
˜˜Bn = B˜n/P˜
′
n,
˜˜Pn = P˜n/P˜
′
n = Ab P˜n. Clearly,
˜˜Pn is a
commutative group. We have
˜˜
ψn :
˜˜Bn ։ Sn. By abuse of notation we use ψn for
˜˜
ψn. Let Y ∈ Bn. By abuse of notation we denote the image of Y in B˜n or in
˜˜Bn or
in ˜˜Pn by the same symbol Y˜ . It is clear that B˜n acts on
˜˜Pn (through conjugations)
as the symmetric group Sn = B˜n/P˜n.
Since Sc = S and c ∈ Center B˜n, we have ∀b ∈ B˜n (Sb)c = Sbc = (Sc)b = Sb.
Since G is generated by {Sb, b ∈ B˜n} we have ∀g ∈ G, gc = g. In particular, we
conclude that B˜n acts on G as its quotient
˜˜Bn; in other words, G is a
˜˜Bn-group.
Let (D,K) be a model for Bn, K = {a1, . . . , an}, Bn = Bn[D,K]. Take any
ai1 , ai2 ∈ K. Let γ1, γ2 be two different simple paths in D − (K − ai1 − ai2)
connecting ai1 with ai2 , let H(γ1), H(γ2) be the half-twists corresponding to γ1, γ2,
and let H˜(γ1), H˜(γ2) be the images of H(γ1), H(γ2) in
˜˜Bn.
Lemma 1. Let γ1, γ2 be 2 simple paths in D−{K −ai1 −ai2} connecting ai1 with
ai2 . Then: H˜(γ1)
2 = H˜(γ2)
2.
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Proof of Lemma 1. Choose a frame of Bn (Y1, . . . , Yn−1) such that Y1 = H(γ1).
Let b ∈ Bn be such that γ2 = (γ1)b, that is, H(γ1)b = H(γ2). Let Y˜i be the image
of Yi in
˜˜Bn.
Let σ1 be the image of b in Sn. Since (ai)b = ai, (aj)b = aj , σ1 ∈ Stab(i) ∩
Stab(j) in Sn. The subgroup of
˜˜Bn generated by Y˜3, . . . , Y˜n−1 is mapped by
˜˜
ψn :
˜˜Bn → Sn onto Stab(i) ∩ Stab(j). Choose b˜1 in this subgroup with its image in
Sn equal to σ1. Clearly, (Y˜1)b˜1 = Y˜1. Since the image of b˜
−1
1 b˜ in Sn is equal to
σ−11 σ1 = Id, we have b˜
−1
1 b˜ ∈
˜˜Pn. Since
˜˜Pn is commutative when considering Y˜
2
1 as
an element of ˜˜Pn, (Y˜
2
1 )b−1
1
b˜ = Y˜
2
1 . Thus, we have
H˜(γ2)
2 = H˜(γ1)
2
b˜
= (Y˜ 21 )b˜1b˜−11 b˜
= (Y˜ 21 )b˜−1
1
b˜ = Y˜
2
1 = H˜(γ1)
2
 for Lemma 1
Definition. fij
∀i, j ∈ (1, . . . , n), i 6= j, we define fij ∈
˜˜Pn as follows: Take any simple path
γ in D − (K − ai − aj) connecting ai with aj . Let fij = H˜(γ)
2. Lemma 1 shows
that this definition does not depend on the choice of γ. We choose for i < j :
fij =
{
(X˜2i )Xi+1 · . . . ·Xj−1 2 < j − i
X˜2i i+ 1 = j.
It is clear that for σ1 the image in Sn of b ∈ B˜n we have
(fij)b = f(i)σ1,(j)σ1 .
It is clear from our choice of γ for fij = H˜(γ)
2 that
ψn(H˜(γ)) = (i, j).
It will be convenient to use the following notation for g ∈ G and b ∈ ˜˜Bn :
Notation. [g, b] :
For g ∈ G, b ∈ ˜˜Bn and the action of
˜˜Bn on G, we denote [g, b] = g · g
−1
b−1
.
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One can check that:
gb = g ⇔ [g, b] = 1
[g, b]z = gz(gz)
−1
b−1z
[g−1, b] = [g, b]−1g
[g, b−1] = [g, b]−1b
[g1g2, b] = [g2, b]g−1
1
· [g1, b]
[g, b1b2] = [g, b1] · [g, b2]b−1
1
.
Notation. Qb,l,m
∀b ∈ ˜˜Bn, ∀l,m ∈ (1, . . . , n), l 6= m, we denote Qb,l,m = [Sb, f
−1
lm ].
Lemma 2.
(i) Let b ∈ ˜˜Bn be such that ({1, 2})ψn(b) ∩ {l,m} = ∅. Then Qb,l,m = 1.
(ii) Let Q = QId,1,3 = [S, f
−1
13 ]. Then QX˜−1
2
= Q.
Proof of Lemma 2.
(i) Let {l1, m1} = ({l,m})ψn(b)
−1. So (flm)b−1 = fl1m1 . We have {1, 2} ∩
{l1, m1} = ∅, that is, 3 ≤ l1, 3 ≤ m1. By our choice, flm is a product of Xj
for j ≥ 3. Thus, using property (3) of S we get Sfl1,m1 = S. In other words,
[S, f−1l1,m1 ] = 1. We get
(Qb,l,m)b−1 = [Sb, f
−1
lm ]b−1 = [S, (f
−1
lm )b−1 ] = [S, f
−1
l1,m1
] = 1,
and so Qb,l,m = 1.  for Lemma 2(i)
(ii) From SX˜−1
2
X˜
−1
1
= S−1SX˜−1
2
(assumption (1a) of the Proposition) it follows
that SX˜−1
2
= SSX˜−1
2
X˜−1
1
. Applying X˜−13 , we get
(1.27) SX˜−1
2
X˜
−1
3
= SSX˜−1
2
X˜
−1
1
X˜
−1
3
which, after applying X˜−12 , gives
SX˜−1
2
X˜−1
3
X˜−1
2
= SX˜−1
2
SX˜−1
2
X˜−1
1
X˜−1
3
X˜−1
2
.
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Since SX˜−1
2
X˜−1
3
X˜−1
2
= SX˜−1
3
X˜−1
2
X˜−1
3
= SX˜−1
2
X˜−1
3
, we obtain SX˜−1
2
X˜−1
3
=
SX˜−1
2
SX˜−1
2
X˜−1
1
X˜−1
3
X˜−1
2
, or
(1.28) SX˜−1
2
= SX˜−1
2
X˜−1
3
S−1
X˜−1
2
X˜−1
1
X˜−1
3
X˜−1
2
Let b1 = X˜
−1
2 X˜
−1
1 X˜
−1
3 X˜
−1
2 . Observing that (f13)X˜−1
2
= f12, we get
from (1.28): QX˜−1
2
= [SX˜−1
2
, (f−113 )X˜−1
2
] = [SX˜−1
2
X˜−1
3
S−1b1 , f
−1
12 ]. Thus
(1.29) QX˜−1
2
= [S−1b1 , f
−1
12 ]S−1
X˜
−1
2
X˜
−1
3
· [SX˜−1
2
X˜−1
3
, f−112 ].
Since ψn(b1) = (2 3) (1 2) (3 4) (2 3) (products of transpositions),
({1, 2})ψn(bn) = {3, 4}. Since {3, 4} ∩ {1, 2} = ∅, we get from (i) that Qb1,1,2 = 1.
Thus, [S−1b1 , f
−1
12 ] = [Sb1 , f
−1
12 ]
−1
Sb1
= (Q−1b1,1,2)Sb1 . (1.29) now gives
(1.30) QX˜−1
2
= [SX˜−1
2
X˜
−1
3
, f−112 ].
Consider a quadrangle formed by {a1, a2, a3, a5}, as in Fig. 7.1. By Lemma
1.2, we can write in ˜˜Pn: f35f12 = f25f13, or f12 = f
−1
35 f25f13, f
−1
12 = f
−1
13 f
−1
25 f35.
Fig. 7.1
¿From (1.30) we get
(1.31) QX˜−1
2
= [SX˜−1
2
X˜
−1
3
, f−113 f
−1
25 f35] = [SX˜−1
2
X˜
−1
3
, f−113 ] · [SX˜−1
2
X˜
−1
3
, f−125 f35]f13
Consider [SX˜−1
2
X˜−1
3
, f−125 f35] = [SX˜−1
2
X˜−1
3
, f−125 ]·[SX˜−1
2
X˜−1
3
, f35]f25 = QX˜−1
2
X˜−1
3
,2,5·
[SX˜−1
2
X˜
−1
3
, f−135 ]
−1
f
−1
35
f25
= QX˜−1
2
X˜
−1
3
,2,5 · (Q
−1
X˜
−1
2
X˜
−1
3
,3,5
)f−1
35
f25
. Since ψ(X˜−12 X˜
−1
3 ) =
(2 3)(3 4), the images of {1, 2} under it are {1, 4}. But {1, 4} ∩ {2, 5} = ∅ and
{1, 4} ∩ {3, 5} = ∅. Thus, we get by (i) that QX˜−1
2
X˜−1
3
,2,5 = QX˜−1
2
X˜−1
3
,3,5 = 1, and
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so [SX˜−1
2
X˜−1
3
, f−125 f35] = 1. (1.31) now implies QX˜−1
2
= [SX˜−1
2
X˜−1
3
, f−113 ]. By (1.27)
SX˜−1
2
X˜−1
3
= S · SX˜−1
2
X˜−1
1
X˜−1
3
which gives
QX˜−1
2
= [S · SX˜−1
2
X˜−1
1
X˜−1
3
, f−113 ] = [SX˜−1
2
X˜−1
1
X˜−1
3
, f−113 ]S−1 · [S, f
−1
13 ]
= (QX˜−1
2
X˜−2
1
X˜−1
3
,1,3)S−1 ·Q.
The value of ψ(X˜−12 X˜
−1
1 X˜
−1
3 ) (= (2 3)(1 2)(3 4)) on {1, 2} is {2, 4}. Since
{2, 4} ∩ {1, 3} = ∅ we get from part (i) of the Lemma that QX˜−1
2
X˜
−1
1
X˜
−1
3
,1,3 = 1,
therefore,
QX˜−1
2
= Q  for Lemma 2(ii).
Lemma 3. τ = Q−1.
Proof of Lemma 3. By the assumption on τ, SX˜−1
1
= S−1τ. By definition of T,
TX˜−2
1
= SX˜−1
2
X˜−2
1
. We apply assumption (1a) twice to get, using SX˜−1
1
= S−1τ,
that
(S−1SX˜−1
2
)X˜−1
1
= S−1
X˜
−1
1
SX˜−1
2
X˜−1
1
= τ−1S · S−1SX˜−1
2
= τ−1SX˜−1
2
= τ−1T . Thus
TX˜−2
1
= τ−1T,
or
(1.32) τ−1 = TX˜−2
1
T−1.
Applying X˜21 on (1.32) and using τX˜2
1
= τ (assumption (2a)), we get
τ−1 = T · T−1
X˜2
1
= [T, X˜−21 ] = [SX˜−1
2
, f−112 ] = [S, (f
−1
12 )X˜2 ]X˜−12
= [S, f−113 ]X˜−1
2
= QX˜−1
2
by Lemma 2
= Q,
that is,
(1.33) τ−1 = Q, or τ = Q−1.  for Lemma 3
Lemma 4. ∀j ≥ 3, τX˜j = τ.
Proof of Lemma 4. From τ = SSX˜−1
1
and SX˜j = S ∀j ≥ 3 it follows that τX˜j = τ
∀j ≥ 3.  for Lemma 4.
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Lemma 5. τX˜1 = τ.
Proof of Lemma 5. Let us use now τ−1
X˜1
= τT ((2b) of the Proposition).
By Lemmas 2 and 3 τX˜2 = τ .
Thus, τT = τS
X˜
−1
2
= S−1
X˜−1
2
τSX˜−1
2
= (S−1τS)X˜−1
2
= (τS)X˜−1
2
.
So τX˜−1
1
= τX˜1 = τ
−1
T = (τ
−1
S )X˜−1
2
, or
(1.34) τS = τ
−1
X˜−1
1
X˜2
.
Since τX˜3 = τ and SX˜3 = S, we get (τS)X˜3 = τS and
(1.35) τX˜−1
1
X˜2X˜3
= (τ−1S )X˜3 = τ
−1
S = τX˜−1
1
X˜2
.
Applying X˜−12 on (1.35), we get τX˜−1
1
X˜2X˜3X˜
−1
2
= τX˜−1
1
. Since τX3 = τ and
〈X2, X3〉 = 1, τX˜−1
1
X˜2X˜3X˜
−1
2
= τX˜−1
1
X˜−1
3
X˜2X˜3
= τX˜−1
3
X˜−1
1
X˜2X˜3
= τX˜−1
1
X˜2X˜3
. Thus
(1.36.) τX˜−1
1
X˜2X˜3
= τX˜−1
1
Combining formulas (1.35)-(1.36) we get τX˜−1
1
= τX˜−1
1
X˜2
. Applying it to X˜1 we
get τ = τX˜−1
1
X˜2X˜1
= τX˜2X˜1X˜−12
= τX˜1X˜−12
. Thus τ = τX˜1X˜−12
, or τX˜1 = τX˜2 = τ .
 for Lemma 5.
Lemma 6. τX˜j = τ ∀j = 1, 2, . . . , n− 1.
Proof of Lemma 6. By Lemmas 2, 3, 4, 5. 
Lemma 7. τS = τ
−1.
Proof of Lemma 7. From τX˜1 = τX˜2 = τ and (1.34). 
Lemma 8. τS = τ .
Proof of Lemma 8. Consider assumption (1b) of the Proposition
SX˜1X˜−12 X˜
−1
1
= S−1
X˜1
SX˜1X˜−12
.
Using SX˜−1
1
= S−1τ and τX˜1 = τ , we get S = S
−1
X˜1
τ , or S−1
X˜1
= Sτ−1, SX˜1 =
τS−1. Assumption (1b) now gives (using τX˜i = τ ∀i = 1, . . . , n− 1)
τS−1
X˜−1
2
X˜−1
1
= Sτ−1 · τS−1
X˜−1
2
= SS−1
X˜−1
2
= ST−1.
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On the other hand, by (1a) and (2), SX˜−1
2
X˜−1
1
= S−1T. Thus
τS−1
X−1
2
X−11 = τT
−1S.
We compare the last 2 expressions to get τT−1S = ST−1, or
(1.37) τ = ST−1S−1T, or T−1
S−1
= τT−1.
By Lemmas 3 and 6 Q = QX˜−1
1
X˜
−1
2
X˜
−1
3
= [SX˜−1
1
X˜
−1
2
X˜
−1
3
, (f−113 )X˜−1
1
X˜
−1
2
X˜
−1
3
].
Thus
(1.38) Q = [SX˜−1
1
X˜−1
2
X˜−1
3
, f−124 ]
(we use ({1, 3})ψ(X˜−11 X˜
−1
2 X˜
−1
3 ) = ({1, 3})(1 2)(2 3)(3 4) = {4, 2}).
Considering a quadrangle formed by a2, a3, a4, a5 (see Fig. 7.2)
Fig. 7.2
we can write in ˜˜Pn (Lemma 2.2) f35f24 = f25f34, or f24 = f
−1
35 f25f34, f
−1
24 =
f−134 f
−1
25 f35. From (1.38) we get, denoting by b = X˜
−1
1 X˜
−1
2 X˜
−1
3 ,
Q = [SX˜−1
1
X˜−1
2
X˜−1
3
, f−124 ] = [Sb, f
−1
34 f
−1
25 f35]
(1.39)
= [Sb, f
−1
34 ][Sb, f
−1
25 f35]f34 = Qb,3,4 · [Sb, f
−1
25 ]f34 · [Sb, f35]f25f34
= Qb,3,4 · (Qb,2,5)f34 · [Sb, f
−1
35 ]
−1
f
−1
35
f25f34
= Qb,3,4 · (Qb,2,5)f34 · (Qb,3,5)
−1
X .
Now, ({1, 2})ψ(b) = {1, 2}(1 2)(2 3)(3 4) = {4, 1}. Since {4, 1} ∩ {2, 5} = ∅
and {4, 1} ∩ {3, 5} = ∅, we get by Lemma 2 that Qb,2,5 = Qb,3,5 = 1, and by (1.39)
Q = Qb,3,4.
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We can write SX˜−1
1
X˜−1
2
X˜−1
3
= (S−1τ)X˜−1
2
X˜−1
3
= S−1
X˜−1
2
X˜−1
3
τ = T−1
X˜−1
3
τ (using
τX˜i = τ ∀i). So Q = Qb,3,4 = [SX˜−11 X˜
−1
2
X˜−1
3
, f−134 ]
by f34=X˜
2
3= [T−1
X˜−1
3
τ, X˜−23 ] =
[τ, X˜−23 ]T
X˜
−1
3
· [T−1
X˜
−1
3
, X˜−23 ] = [T
−1
X˜
−1
3
, X˜−23 ] = [T
−1, X˜−23 ]X˜−1
3
. Since QX˜3 = Q,
we get
(1.40) Q = [T−1, X˜−23 ].
This implies QS−1 = (T
−1TX˜2
3
)S−1
assumption 3
= T−1
S−1
· (TS−1)X˜2
3
= [T−1
S−1
, X˜−23 ]
by (1.37)
= [τT−1, X˜−23 ] = [T
−1, X˜−23 ]τ−1 [τ, X˜
−2
3 ]
by Lemma 4
= [T−1, X˜−23 ]τ−1
by (1.40)
=
Qτ−1 .
Using Q = τ−1 we get τ−1
S−1
= τ−1
τ−1
. Thus, τS−1 = τ and τS = τ .
 for Lemma 8.
We can now finish the proof of Proposition 7.1.
By Lemma 2.4, we only have to prove that τ2 = 1, τb = τ ∀b ∈
˜˜Bn and
τ ∈ Center(G).
By the previous Lemma, τS = τ , and by Lemma 7, τS = τ
−1. Thus, τ = τ−1
and τ2 = 1.
By Lemma 6, τX˜i = τ ∀i ∈ (1, . . . , n− 1). Thus τb = τ ∀b ∈
˜˜Bn.
By Lemma 8, τS = τ , i.e. [τ, S] = 1. Let b ∈ B˜n : [τ, Sb] = [τb−1 , S]b =
[τ, S]b = 1.
Thus τ commutes with Sb ∀b ∈
˜˜Bn. Since ker(B˜n →
˜˜Bn) acts trivially on G,
˜˜Bn acts on G via B˜n, and thus τ commutes with Sb ∀b ∈ B˜n.
By assumption (0) of the proposition, G is generated by {Sb}b∈B˜n . Thus τ ∈
Center(G).
 for Proposition 7.1
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