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Geometric characters of physical objects greatly facilitate our understanding of the world. Along
with the founding of quantum mechanics, of particular interest is the geometry of quantum systems
from which many non-classical behaviors arise and exotic properties of the system can be inferred.
However, there is always the difficulty to illustrate geometry of quantum systems beyond the simplest
quantum bit model. One approach is to project the state space of quantum systems to the familiar
Euclidean space via measurements of observables on the system. Here we report the first experiment
measuring the geometry of such projections beyond one quantum bit. Specifically, we observe the
joint numerical ranges of a triple of observables in a three-level photonic system, providing complete
classification of the geometric objects. We further show that the geometry of different classes reveals
ground-state degeneracies of corresponding Hamiltonians, which is related to quantum phases in the
thermodynamic limit. Our results offer a versatile geometric approach for exploring and utilizing
the higher dimensional quantum systems.
Arising from Euclid’s first attempt of establishing
its axiomatic form, geometry has become an essential
method for understanding the physical world [1–6]. An
exemplary use of geometric method is in the creation of
statistical mechanics in 1870s, when Gibbs introduced a
geometric means to infer thermodynamic properties (e.g.
energy or entropy) of a system by considering a convex
body constituted by all possible values of physical quanti-
ties [7]. Shifting to quantum systems where the behaviors
are governed by quantum physics, the possible expecta-
tion values of physical quantities are instead acquired
by observing the entire space of quantum states, math-
ematically the set of all semi-definite matrices of trace
one Md = {ρ : ρ ≥ 0, Tr(ρ) = 1} in a d-dimensional
Hilbert space. As the state space of a single qubit has
a successful geometric representation known as Bloch
sphere [8, 9], there is no satisfactory geometric way to
represent a higher dimensional state space. Here we in-
vestigate the geometry of quantum states by considering
the convex body formed by expectation values of different
observables on all quantum states. This geometric con-
struction is equivalent to projecting the state spaceMd
to n-dimensional Euclidean space Rn via measurements
of n observables on the system and allows exploration of
physical properties of high-dimensional quantum systems
through their lower-dimensional projections.
Behind the geometric construction is the concept of
numerical range in mathematical terminology. Back in
1918, Toeplitz [10] introduced the numerical range of a
d×d complex matrix F , which is defined asW (F ) = {z =
〈ψ|F |ψ〉 : |ψ〉 ∈ Cd, 〈ψ|ψ〉 = 1}. Here F = F1 + iF2 in-
volves two Hermitian matrices F1, F2. The conjecture by
Toeplitz that W (F ) is convex was later proved by Haus-
dorff in 1919 [10, 11]. This result, named as Toeplitz-
Hausdorff theorem, initiated the topic in the field of lin-
ear algebra and convex analysis. A natural extension is
termed as joint numerical range (JNR) [12] involving a
collection of Hermitian matrices F = {F1, ..., Fn}
W (F) = {(〈ψ|F1|ψ〉, ..., 〈ψ|Fn|ψ〉) : |ψ〉 ∈ Cd, 〈ψ|ψ〉 = 1}.
The range W (F), as a subset of Rn, naturally forms
a geometric object in Euclidean space. Then the state
space projection via these matrices, which allows statis-
tical mixture of pure states |ψ〉, is simply the convex hull
of the JNR
L(F) = {(Tr(ρF1), ...,Tr(ρFn)) : ρ ∈Md}.
In the following, we are mainly concerned with the set
L(F) and do not distinguish the two definitions.
In recent years, the topic of numerical range has been
reviewed in the study of quantum phase transition [13–
16], quantum control [17] and error correcting codes in
quantum computing [18, 19]. Yet many characteristics
of JNR are still unknown for dimension as low as 3. Re-
cently, Szymański, Weis and Życzkowski made a crucial
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FIG. 1. Quantum state space projection and the joint numeri-
cal range (JNR). a, The state space of a qubit systemM2 can
be represented as a Bloch sphere, which is actually the JNR
formed by the expectation values of the three Pauli matrices
{σx, σy, σz}. Undergoing a linear transformation GL(2), the
Bloch sphere becomes an ellipsoid that is the JNR of other
three linearly independent matrices. b, The state space of a
higher-dimensional quantum system (d ≥ 3) is a convex set
with a more complicated structure. Following the qubit case,
these structures can be revealed by projecting the state space
Md to Rn through a set of n Hermitian observables. This
constitute the convex hull of the JNR, whose surface can be
generated by the ground states of a sequence of supporting
HamiltoniansH(~h), geometrically the supporting hyperplanes
Π (grey, solid lines). In general, ground-state degeneracy hap-
pens when flat portions appear on the surface.
step towards this problem by proving complete classifi-
cation of the JNR in the case d = n = 3 [20]. However,
experimentally recovering the geometry of JNR, together
with its classification, demands sampling adequate data,
which is a non-trivial issue requiring the ability to im-
plement universal quantum computation on a qudit sys-
tem [21–23]. To date there is no experimental observation
of such a geometric set, and the lack of experimental real-
ization in turn limits further understanding and exploit-
ing of such geometry. To bridge this gap, we performed
the measurement of JNRs by a triple of Hermitian op-
erators in a three-state photonic system (a qutrit). Our
experiment reveals the possible ground-state degenera-
cies of Hamiltonians in certain bases of F and relates
the degeneracies to quantum phases of the correspond-
ing system. To our knowledge this is the first experiment
allowing a complete observation of geometric projections
for system beyond a qubit.
A simple example of JNR is the well-known Bloch
sphere of a qubit system [8, 9] formed by the JNR of
Pauli operators {σx, σy, σz}, whereas the JNR of other
Hermitian matrices is equivalent to a transformation of
the Bloch sphere, as shown in Fig. 1a. Extended to the
general case, the JNR for n linearly independent Hermi-
tian observables F is also an n-dimensional projection
of the d-dimensional state space Md. The geometry of
JNR is associated with a class of supporting Hamiltoni-
ans H(~h) =
∑
hiFi in the basis F , i.e., an observable
corresponding to the total energy of the system. Here
~h = (h1, ..., hn) is an inward-pointing unit vector in Rn.
The surface of the JNR can be generated by the ground
states of the supporting Hamiltonians H(~h), having the
least energy within possible states under H. Geometri-
cally, each vector ~h determines a supporting hyperplane
Π that is tangent to the surface of JNR, as depicted in
Fig. 1b. The tangent point is acquired by the ground-
state of the supporting Hamiltonian H(~h), while the cor-
responding ground-state energy E can be obtained by
projecting the vector (〈ψ|F1|ψ〉, ..., 〈ψ|Fn|ψ〉) onto the
~h direction (see Supplemental Materials). If there ex-
ists a flat portion on the surface of JNR at a partic-
ular ~h, the supporting hyperplane will be tangent to
the whole portion instead of a single point. This indi-
cates a ground-state degeneracy in the sense that dif-
ferent ground-states are associated with one supporting
Hamiltonian H(~h) [16].
In the case d = n = 3, the image of the JNR forms
a three-dimensional oval that can be classified in terms
of its one- or two-dimensional faces, that is, segments
or filled ellipses. These faces are invariant under linear
transformation and translation. According to the number
of segments (s) and filled ellipses (e), all the JNRs can
be divided into ten possible categories [20], among which
eight categories are unitarily irreducible [24]:
s = 0; e = 0, 1, 2, 3, 4 and s = 1; e = 0, 1, 2.
The flat portion appears as ellipse when the linear span
of {F ′1, F
′
2, F
′
3, I2} is 3-dimensional, where {F
′
1, F
′
2, F
′
3} is
the projection of operators {F1, F2, F3} onto the degener-
ate subspace and I2 is the 2× 2 identity operator. When
the dimension of the linear span is reduced to 2, the flat
portion degenerates to a segment (see Supplemental Ma-
terials for details).
To measure the JNR, one can prepare identical copies
of quantum states and then the expectation values of F
can be obtained by separately measuring the collection of
observables on the same states. To this end, we prepare
single photons propagating in three modes which can be
mathematically described as spin-one particles with three
levels (denoted as |0〉, |1〉, |2〉 respectively). The single
photon is initially injected into one of the three modes.
By applying two sequential unitary operations on two
modes of the single photon (Fig. 2a), the system can
be prepared in any pure superposition of the three lev-
els, of the form |ψ〉 = cos θ1eiφ1 |0〉+sin θ1 sin θ2eiφ2 |1〉+
sin θ1 cos θ2 |2〉. The measurement of any Hermitian ob-
servable (Fig. 2b) is realized by a three-outcome quan-
tum measurement collapsing the state onto one of the
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FIG. 2. Experimental scheme. a, Preparation of single photonic qutrit state. A single photon propagates in three modes
representing three energy levels. Sequential two-mode unitary operations can evolve the system to an arbitrary superposition
of the three levels. b, Measurement of a Hermitian observable Fi. The three-outcome measurement is constituted by three
two-modes unitary transformations and detection parts, which projects input states onto the three eigenstates of the observable
Fi. c, Experimental set-up. Photon pairs are generated in a phase-matched potassium di-hydrogen phosphate (KDP) crystal
pumped by frequency-doubled Ti:Sapphire laser pulses and then separated by a polarizing beam splitter (PBS). A single photon
in the transmitted path is heralded by detection of a reflected photon at a detector. The state preparation module is composed
of two electronically-controlled half-wave plates (E-HWPs), two phase retarders (PRs) and a calcite beam displacer (BD). The
measurement part is composed of wave plates, BDs and three single photon counting modules (SPCMs). For some observables,
a quarter-wave plate (QWP) is inserted before BD3. Unlabelled HWPs are set to 45◦ or 0◦.
three eigenstates of the observable Fi. The state firstly
undergoes a unitary evolution consisting of three sequen-
tial two-mode unitaries, so that the input state is trans-
formed in the eigen-basis of the observable Fi [21]. At
the end we monitor the three output modes by photon
detectors. Expectation values of the observable can be
obtained by the statistics of the outcomes.
To realize the above scheme, we implement photonic
setups depicted in Fig. 2c. Heralded single photons
are generated via a spontaneous parametric downconver-
sion (SPDC) pumped by a pulsed laser. The prepara-
tion module involves waveplates and a calcite beam dis-
placer (BD) to distribute the single photons among three
modes, encoded in the horizontal and vertical polariza-
tions of a single path mode and another path mode. Two
variable phase retarders are also included in this mod-
ule to manipulate phases between different modes. As
a result an arbitrary pure qutrit state among the three
modes is prepared. The two-mode unitary evolutions in
the measurement part are accomplished by a set of wave-
plates along with mode transformations combining wave-
plates and BDs. After the evolution, we use three single
photon counting modules (SPCMs) to detect the single
photon and register the coincidence counts between the
three detectors and the heralding detectors with a co-
incidence logic. Then the clicks of the three detectors
indicate measuring the corresponding eigenvalues λ(i)j of
Fi. The waveplates in the measurement stage can be con-
figured in different settings (see Supplemental Materials),
thus enabling measurements of different observables with
the same set of states.
For each class of JNR we provide an example of the
3-tuple of observables F (see Supplemental Materials)
being measured in our experiment. Given the set of JNR
for n = 3 is convex [25] and any interior point can be ob-
tained by the mixture of boundary states, we randomly
sample 300 ground-states |ψg(θ, φ)〉 of supporting Hamil-
tonian
H(θ, φ) = sin θ cosφF1 + sin θ sinφF2 + cos θF3
according to the parameters θ, φ for each class, here (θ, φ)
defines the unit vector ~h = (sin θ cosφ, sin θ sinφ, cos θ).
Then we measure the expectation values of the three
observables with respect to these ground-states. Fig-
ure 3 illustrates the experimental results for the exem-
plary JNRs of eight classes. The theoretical JNR for
each class is ploted by sampling adequate ground-states
(more than 3000) and generating the convex hull of the
corresponding theoretical expectation values. The ex-
perimental results are all located near the boundary of
the theoretical predictions. The average similarity S be-
tween experimentally measured probability distributions
{pj} and the theoretical values {pthj } is above 0.994, with
S = (
√
p0pth0 +
√
p1pth1 +
√
p2pth2 )2. The convex hulls of
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FIG. 3. Complete observation of joint numerical range (JNR). a-h, Experimentally measured data (red dots) and the theoretical
predictions of JNR (chromatic convex bodies) for the examples of the eight possible classes. Each class is specified by the
number of segments (s) and filled ellipses (e) on the surface (ploted with gray lines) of the convex body. We sample 300
Hamiltonians involving the three operators for each class and measure the three observables on corresponding ground states.
The experimental results are in line with the theoretical predictions as they are near the boundary surfaces of these plots. The
classes (distinguished by segments and ellipses) are apparent according to the geometric characters in the plots.
the experimental data also show the same geometry fea-
tures (the number of s and e) and manifest high similar-
ity with the theoretical convex hulls of JNRs. Deviations
between the observed data and the theoretical values are
mainly attributed to systematic errors in the settings of
experimental parameters (see Supplemental Materials for
a detailed analysis).
Following the complete observation of the unitarily ir-
reducible geometric bodies, we now show how the geom-
etry of JNRs in Fig. 3 determines the ground-state ener-
gies and degeneracies of supporting Hamiltonians. In Fig.
4, by combining the measurement results of F1, F2, F3
with the corresponding unit vector (θ, φ) in H(θ, φ), we
give the corresponding energy E (red dots), the expec-
tation values of H(θ, φ), of the measured states versus θ
and φ. The resulting energies are in line with theoretical
prediction of ground state energies within experimental
errors. In particular, there is a clear correspondence be-
tween the segments and ellipses in Fig. 3 and the degen-
eracy points in Fig. 4. For example, the first class (Fig.
4a) corresponds to a gaped Hamiltonian and cannot see
any flat portions from the surface of its JNR. As for the
case s = 1, e = 1, there are two degeneracy points in the
band structure diagram, one is cone-shaped which is non-
analytic in all directions and corresponds to the ellipse on
the JNR and the other is Λ-shaped which is non-analytic
only in one direction and corresponds to the segment.
For quantum matters at zero temperature, the ground
states associated to a class of Hamiltonians are realized
as “quantum phases” of the matter. The degeneracy of
ground states, usually indicating a gap closing in the
system, is an important indicator of different quantum
phases, for example, in symmetry breaking, topological
ordered [26] and gapless phases. As demonstrated in our
experiment, the flat surfaces (ellipses and segments in the
case d = n = 3) on an image of JNR indicate ground-
state degeneracies under the class of Hamiltonians H(~h),
which represent different phases of the system. There-
fore, the geometry of JNRs can be viewed as an intuitive
geometric representation of quantum phases, with differ-
ent regions on the surface representing different phases.
Two states are in the same phase if they can adiabati-
cally evolve into each other without closing gap, equiv-
alently they can be changed into each other smoothly
without any singularity on the surface of the JNR (the
values of physical observables). This provides a geometric
method to investigate quantum phases [14], topological
orders [15] etc. by separately measuring (local) compo-
nents in the basis of Hamiltonians H, instead of studying
the global H [27]. The present scheme can be readily ex-
tended to more general Hamiltonians and more complex
systems. Restricted by imagination for higher dimen-
sional objects, we are here only illustrating the class of
Hamiltonians containing three observables.
Determining the ground state wavefunctions, together
with their degeneracies, is proven to be intractable ac-
cording to the theory of quantum computational com-
plexity. Theories of numerical ranges have been adopted
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FIG. 4. Determining ground state energy and degeneracy. a-h, The band structures of the lowest two bands for the eight classes
of Hamiltonians. Colored surfaces represent the energy of the ground state and the first excited state of the Hamiltonian H(θ, φ)
as a function of θ, φ. The experimental results (red dots) are computed by the experimental data of each class of JNR, as
indirectly measured expectation values of H(θ, φ). The number and feature of degeneracy points shown in the bands have a
correspondence with the number of segments and ellipses revealed on the JNR bodies.
in one of the basic problems in quantum chemistry, the
N -representability problem [28, 29], and the quantum
marginal problem in quantum information theory [30].
In this sense our work also foreshadows a new path for
addressing relevant problems with experimental measure-
ments of observables and geometric analysis.
Geometry of quantum systems is definitely essential
for understanding physical concepts from quantum mat-
ters to quantum information. We have identified the ge-
ometry of a three-level quantum system by conclusively
observing the complete classification of joint numerical
ranges (JNRs) by three observables. This yields the first
experimental illustration of quantum systems beyond a
qubit system. By separately measuring physical quan-
tities and constituting the convex bodies, we reveal the
deep relation between the geometric characters of JNR
and the ground-state degeneracy, and thereby quantum
phases of the system, governed by the supporting Hamil-
tonians. Our work opens the avenue for experimental
study of fascinating phenomena and intractable prob-
lems for quantum systems via geometric ways. This geo-
metric method is applicable to high-spin and many-body
systems, where the set of observables are happened to
be local Hamiltonians of subsystems which may be eas-
ier to conduct and investigate than the global one [27].
This versatile approach therefore enables further inves-
tigations to understand the complexity of quantum sys-
tems, to infer intriguing phases and properties of quan-
tum matters, al well as to utilize and harness quantum in-
formation covering entanglement certification [31], char-
acterization of quantum measurements [32], and preci-
sion metrology [33].
The authors thank Y. Zhao, H. Zhang for enlightening
discussions. This work was supported by the National
Key Research and Development Program of China (grant
no. 2017YFA0303703) and the National Natural Science
Foundation of China (grant nos. 11690032, 61490711,
11474159 and 11574145).
∗ These authors contributed equally to this work.
† zengb@ust.hk
‡ lijian.zhang@nju.edu.cn
[1] I. Bengtsson and K. Zyczkowski, Geometry of Quan-
tum States: An Introduction to Quantum Entanglement
(Cambridge University Press, 2006).
[2] J. Anandan and Y. Aharonov, Phys. Rev. Lett. 65, 1697
(1990).
[3] M. A. Nielsen, M. R. Dowling, M. Gu, and A. C. Do-
herty, Science 311, 1133 (2006).
[4] M. Walter, B. Doran, D. Gross, and M. Christandl, Sci-
ence 340, 1205 (2013).
[5] T. Li, L. Duca, M. Reitter, F. Grusdt, E. Demler, M. En-
dres, M. Schleier-Smith, I. Bloch, and U. Schneider, Sci-
ence 352, 1094 (2016).
[6] N. Flaschner, B. S. Rem, M. Tarnowski, D. Vogel, D.-
S. Luhmann, K. Sengstock, and C. Weitenberg, Science
352, 1091 (2016).
[7] J. W. Gibbs, Transactions of Connecticut Academy of
Arts and Sciences , 382 (1873).
[8] F. Bloch, Phys. Rev. 70, 460 (1946).
[9] R. P. Feynman, F. L. Vernon, and R. W. Hellwarth,
Journal of Applied Physics 28, 49 (1957).
[10] O. Toeplitz, Mathematische Zeitschrift 2, 187 (1918).
[11] F. Hausdorff, Mathematische Zeitschrift 3, 314 (1919).
[12] E. Gutkin and K. Życzkowski, Linear Algebra and its
Applications 438, 2394 (2013).
[13] J. Chen, Z. Ji, C.-K. Li, Y.-T. Poon, Y. Shen, N. Yu,
B. Zeng, and D. Zhou, New Journal of Physics 17,
083019 (2015).
6[14] V. Zauner, D. Draxler, L. Vanderstraeten, J. Haegeman,
and F. Verstraete, New Journal of Physics 18, 113033
(2016).
[15] J.-Y. Chen, Z. Ji, Z.-X. Liu, Y. Shen, and B. Zeng, Phys.
Rev. A 93, 012309 (2016).
[16] I. M. Spitkovsky and S. Weis, Journal of Mathematical
Physics 59, 121901 (2018).
[17] T. Schulte-herbrÃĳggen, G. Dirr, U. Helmke, and S. J.
Glaser, Linear and Multilinear Algebra 56, 3 (2008).
[18] D. W. Kribs, A. Pasieka, M. Laforest, C. Ryan, and
M. P. da Silva, Linear and Multilinear Algebra 57, 491
(2009).
[19] C.-K. Li and Y.-T. Poon, Journal of Operator Theory ,
335 (2011).
[20] K. Szymański, S. Weis, and K. Życzkowski, Linear Al-
gebra and its Applications 545, 148 (2018).
[21] M. Reck, A. Zeilinger, H. J. Bernstein, and P. Bertani,
Phys. Rev. Lett. 73, 58 (1994).
[22] J. Carolan, C. Harrold, C. Sparrow, E. Martín-López,
N. J. Russell, J. W. Silverstone, P. J. Shadbolt, N. Mat-
suda, M. Oguma, M. Itoh, G. D. Marshall, M. G. Thomp-
son, J. C. F. Matthews, T. Hashimoto, J. L. O’Brien, and
A. Laing, Science 349, 711 (2015).
[23] M. Y. Niu, I. L. Chuang, and J. H. Shapiro, Phys. Rev.
Lett. 120, 160502 (2018).
[24] The other two categories, s =∞, e = 0 or 1, correspond
to linearly dependent operator sets, whose JNRs can be
obtained by lower dimensional JNRs, as shown in the
Supplemental Materials.
[25] Y. Au-Yeung and Y. Poon, Southeast Asian Bull. Math.
3, 85 (1979).
[26] X.-G. Wen and Q. Niu, Physical Review B 41, 9377
(1990).
[27] C. Kokail, C. Maier, R. van Bijnen, T. Brydges, M. K.
Joshi, P. Jurcevic, C. A. Muschik, P. Silvi, R. Blatt, C. F.
Roos, and P. Zoller, Nature 569, 355 (2019).
[28] M.-E. Pistol, Chemical physics letters 400, 548 (2004).
[29] R. M. Erdahl, Journal of Mathematical Physics 13, 1608
(1972).
[30] A. A. Klyachko, in Journal of Physics: Conference Se-
ries, Vol. 36 (IOP Publishing, 2006) p. 72.
[31] C. Branciard, D. Rosset, Y.-C. Liang, and N. Gisin,
Phys. Rev. Lett. 110, 060405 (2013).
[32] A. Zhang, J. Xie, H. Xu, K. Zheng, H. Zhang,
Y.-T. Poon, V. Vedral, and L. Zhang,
http://arxiv.org/abs/1907.07536v1.
[33] J. S. Sidhu and P. Kok,
http://arxiv.org/abs/1907.06628v1.
[34] C.-K. Li and Y.-T. Poon, SIAM Journal on Matrix Anal-
ysis and Applications 21, 668 (2000).
[35] F. Bonsall and J. Duncan, London Math. Soc. Lecture
Notes Series 2 (1971).
[36] R. B. M. Clarke, V. M. Kendon, A. Chefles, S. M. Bar-
nett, E. Riis, and M. Sasaki, Phys. Rev. A 64, 012303
(2001).
[37] D. S. Keeler, L. Rodman, and I. M. Spitkovsky, Linear
Algebra and its Applications 252, 115 (1997).
7SUPPLEMENTAL MATERIALS FOR "OBSERVING GEOMETRY OF QUANTUM STATES IN A
THREE-LEVEL SYSTEM"
THEORETICAL FRAMEWORK
Numerical Range and its extensions
Mathematically, Numerical Range (NR)W (F ) of a d×d matrix F is {〈x|A |x〉 , |x〉 ∈ Cd, 〈x|x〉 = 1}. Physicists are
generally more interested in the case of F being a Hermitian matrix, i.e. F = F †. It is straightforward to observe that
W (F ) is the set of expected outcomes by measuring the observable F with pure quantum states. The first important
result of NR is called Toeplitz-Hausdorff theorem which states NRs are convex and compact[10, 11].
A natural generalization of Numerical Range is that, instead of measuring one observable, one may measure a set
of linearly independent operators F = {F1, · · · , Fn}. This is so called Joint Numerical Range (JNR)
W (F) = {(〈x|F1 |x〉 , 〈x|F2 |x〉 , · · · , 〈x|Fn |x〉), |x〉 ∈ Cd, 〈x|x〉 = 1} . (1)
The JNR of {F1, F2} can be merged into NR since it equals to the NR of A = F1 + iF2. Therefore, people usually
consider n ≥ 3 while studying JNR. In contrast with Numerical Range, JNR is usually not convex [25, 34]. In other
words, the measurement outcome set that using only pure states to measure a set of observables may not be convex.
The next problem is how to characterize measurements according to mixed states.
In 1979, Au-Yeung and Poon [25] studied a generalized JNR
W (r)(F) =
{(
r∑
i=1
〈xi|F1 |xi〉 ,
r∑
i=1
〈xi|F2 |xi〉 , · · · ,
r∑
i=1
〈xi|Fn |xi〉
)∣∣∣∣ r∑
i=1
〈xi|xi〉 = 1, |xi〉 ∈ Cd
}
. (2)
When r = 1, it reduces to standard JNR where r denotes the largest degree of quantum states used to measure the
operator set F . Notice that |xi〉 in Eq. (2) is not normalized. The probability pi of each component pure state
absorbed in |xi〉. Rewrite |xi〉 as √pi |x′i〉, where 〈xi|xi〉 = 1 and
∑
i pi = 1. We can reformulate W (r)(F) as
W (r)(F) =
{
(Tr(F1ρ),Tr(F2ρ), · · · ,Tr(Fnρ))
∣∣∣∣ r∑
i=1
pi|x′i〉〈x′i| = ρ,
r∑
i=1
pi = 1, 〈x′i|x′i〉 = 1, |x′i〉 ∈ Cd, pi ∈ [0, 1]
}
. (3)
In [25], a lower bound forW (r)(F) to be convex has been provided. For the scenario considered in this paper, which
is qutrit systems (d = 3) with three linear independent observables (n = 3), the measurement results of pure states
(JNR of F , W (F)) is convex. Moreover, in qutrit systems, if we allow the use of mixed states up to degree 2, then
W (r)(F) is convex whenever |F| < 8.
Another concept introduced in [35] is the Joint Algebraic Numerical Range (JANR)
L(F) =
{
(Tr(F1ρ),Tr(F2ρ), · · · ,Tr(Fnρ))
∣∣∣∣ρ is a quantum state} . (4)
Clearly, L(F) = Cov(W (F)). Since W (F) is convex for the case discussed in this paper (d = n = 3), we do not
distinguish the difference between the JANR and JNR in the following sections.
Supporting Hamiltonian and JNR
The surface of JNR is determined by the ground states of the class of Hamiltonians associated to F , which can be
written as
H(~h) =
∑
i
hiFi
with ~h = (h1, ..., hn) as the inward pointing unit vector in the n dimensional Euclidean space. This can be easily
understand as follows. First, it is obvious that the point (〈F1〉, ..., 〈Fn〉) with minimum value of 〈F1〉 can be obtained
by the eigen-state with minimum eigen-value of F1, which is equivalent to making a tangent plane of W (F) in the
direction (1, ..., 0) to get the tangent point as this extreme point. This tangent point also corresponds to the point
8obtained by the ground-state of H((1, ..., 0)). In order to get other surface points, we only need to rotate the plane
with inward pointing normal vector (1, ..., 0) to other direction ~h and tangent to W (F). This new tangent point
can be obtained by the minimum eigen-state of a rotated operator F ′ = ~h · (F1, ..., Fn), that is the ground-state of
supporting Hamiltonian H(~h). And we call the tangent plane in the ~h direction as supporting hyperplane, denoted
as Π. Moreover, it can be seen that the ground-state energy E can be written as
E =
∑
i
hi〈Fi〉,
which is equivalent to projecting (〈F1〉, ..., 〈Fn〉) onto the hˆ direction.
Physical Interpretation of Joint Algebraic Numerical Range
In this section, we discuss the structure of Joint Algebraic Numerical Range (or the convex hull of JNR). We
show that the boundary of JANR of a linearly independent set F of operators can be reached by ground states of
Hamiltonians H =
∑n
i=1 hiFi, where {h1, · · · , hn} ∈ Rn. For example, Fig. 5 is the structure of the first three energy
levels of a qudit system for which d = 9 and the set {F1, F2} was random generated.
The expected value of H according to a state |ψ〉 is
〈H〉ψ = 〈ψ|H|ψ〉 =
n∑
i=1
hi〈ψ|Fi|ψ〉 =
n∑
i=1
hi〈Fi〉ψ
It is easy to see that the minimum of 〈H〉ψ is achieved when |ψ〉 is the ground state of H. Notice that {h1, · · · , hn}
is a representation of H in terms of the operator set F . We denote the representation by ~h = (h1, · · · , hn).
Observe that ~h = (h1, · · · , hn) has the same eigenspaces with −~h and the eigenvalues differ from one anther with
a constant −1. In other words, the ground state of ~h becomes the highest excited states of −~h. Since ~h and −~h are
all in Rn, the image of ground states of such class of H (H =
∑n
i=1 hiFi) is the same as the image of highest excited
states of H. The same discussion could be extended to the second excited states and the second highest excited states
etc. Therefore, one only need to study dd2e levels of the eigenspaces.
In terms of geometry of JNR, people are more interested in ground states which form the boundary. If the ground
state ofH is not degenerate, there is only one point (〈F1〉ψ, 〈F2〉ψ, · · · , 〈Fn〉ψ) on the boundary of JANR corresponding
to the ground state.
Observation 1. Suppose F = {F1, F2, · · · , Fn} and {F1, F2, · · · , Fn, Id} is linearly independent. Let p be an extreme
point of JANR. Denote the inward pointing normal vector of the supporting plane (or tangent plane) at a point
p by ~hp. If the ground state of Hamiltonian H = ~hp · F is not degenerate, then there is only one state |ψ〉 with
p = (〈F1〉ψ, 〈F2〉ψ, · · · , 〈Fn〉ψ). Further, |ψ〉 is the ground state of H.
Physical Interpretation of JNR surface
The surface of joint numerical rangeW (F) is determined by the ground states of the class of Hamiltonians associated
with F . We considered the geometry of JNRs of three 3 by 3 Hermitian matrices in this paper. Suppose F =
{F1, F2, F3} where {F1, F2, F3, Id} is linearly independent. The analysis of the influence of ground state degeneracy
of such JNRs is given as follows:
Consider a supporting plane Π of W (F) with inward pointing normal vector ~h = (h1, h2, h3). Suppose H =∑3
i=1 hiFi has degenerate ground states. Then the degeneracy is 2-dimensional. Choose two ground states, |x1〉 and
|x2〉, orthogonal to each other. Let X be the 3 × 2 matrix with columns |x1〉 and |x2〉. Let S be the linear span of
the 2× 2 matrices {X∗FiX : 1 ≤ i ≤ 3} ∪ {I2}. Then 1 ≤ dim S ≤ 3. We have
1. If dim S = 1, then Π touches W (F) at a point.
2. If dim S = 2, then Π ∩W (F) is a non-degenerate line segment.
3. If dim S = 3, then Π ∩W (F) is a non-degenerate ellipse.
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FIG. 5. The Joint numerical range of two 9 by 9 random generated hermitian operators {F1, F2}. (d = 9 and n = 2) The colored
area is the JNR W (F) of F = {F1, F2}. The blue dots are the measurements according to ground states of H = h1F1 + h2F2,
which h1 and h2 are random generated. The cyan dots is formed by the first excited states of H. The green dots correspond
to the second excited states.
A A1 =
(0 0 1
0 0 0
1 0 0
)
A2 =
( 0 0 i
0 0 0
−i 0 0
)
A3 =
(0 0 0
0 0 1
0 1 0
)
B B1 =
(0 0 0
0 0 0
0 0 1
)
B2 =
(0 0 1
0 0 0
1 0 0
)
B3 =
(0 0 0
0 0 1
0 1 0
)
TABLE I. Two sets of hermitian matrices of Class 1.
For the first scenario, notice that, the two sets of operators in Table I are both belong to the first JNR class - there
are no lines and ellipses on the surfaces of their JNR. The class of Hamiltonians H =
∑
i hiAi attached to the set A
(the set of operators we use in the paper) does not have degenerated ground states.The Hamiltonian class attached
to the operator set B is truly the first scenario. That is, H = ∑i hiBi’s ground-state degenerecy appears as a point
on the JNR surface when ~h = (1, 0, 0).
The established JNR examples of Class 4 and Class 8 used in this paper, which has 3 ellipses and 2 ellipses plus
1 segement respectively, are appropriate examples for the second and third scenarios. Fig. 6 depicts their JNRs and
2-D projections. For Class 4, we have
F41 =
 0 0 00 0 0
0 0 1
 , F42 =
 0 1 01 0 0
0 0 0
 , F43 =
 0 i 1−i 0 0
1 0 0
 .
The projection of W (F) to the x-y plane (Fig. 6(a), W (F41, F42)) is a triangle with inward pointing normal vectors
(1, 0), (−1,−1) and (−1, 1) showing the degeneracy for ~h = (1, 0, 0), (−1,−1, 0) and (−1, 1, 0). The corresponding X
is given by  1 00 1
0 0
 , 1√
2
 1 01 0
0
√
2
 , 1√
2
 1 0−1 0
0
√
2

respectively. Direct calculation shows that dim S = 3 in all three cases. Therefore, W (F4) has three ellipses on its
surface.
The same discussion holds for W (F8). For Class 8, we have
F81 =
 0 0 00 0 0
0 0 1
 , F82 =
 0 0 10 0 0
1 0 0
 , F83 =
 0 1 01 0 0
0 0 0

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FIG. 6. The Joint Numerical Ranges of Class 4 and Class 8 and their projections to three coordinate planes.
The projection of W (F) to the x-zy plane (Fig. 6(g), W (F81, F83)) is a triangle with inward pointing normal vectors
(1, 0), (−1,−1) and (−1, 1) showing the degeneracy for ~h = (1, 0, 0), (−1, 0,−1) and (−1, 0, 1). The corresponding X
is given by  1 00 1
0 0
 , 1√
2
 1 01 0
0
√
2
 , 1√
2
 1 0−1 0
0
√
2

respectively. Direct calculation shows that dim S = 2 in the first case and dim S = 3 in last two cases. Therefore,
W (F8) has one line segment and two ellipses on its surface.
EXPERIMENTAL DETAILS
State Preparation
Light pulses with 830nm central wavelength from a ultrafast Ti:Sapphire laser (76MHz repetition rate; Coherent
Mira-HP) are firstly frequency doubled in a beta barium borate (β-BBO) crystal. The second harmonic laser then
pump a 10 mm bulk potassium dihydrogen phosphate (KDP) crystal phase-matched for type-II collinear degenerate
downconversion to produce photon pairs denoted as signal and idler. After the PBS, the idler mode is detected by a
SPCM (Excelitas Technologies, SPCM-AQRH-FC with a detection efficiency about 49%) as the trigger of the heralded
single photon source, whereas the signal mode is directed towards the following set-up (shown in Fig. 2c).
We use BD, wave plates and two phase retarders (PRs) to prepare arbitrary pure qutrit states encoded in the
polarization and spatial optical modes, depicted in the state preparation module in Fig. 2c in the main text. Sin-
gle photons with horizontal polarization |H〉 firstly been scrambled in the superposition of horizontal and vertical
11
polarization by HWPA with setting angle θA,
|ψ1〉 = cos θA |H〉+ sin θA |V 〉 .
Then followed by a PR , a relative phase between horizontal and vertical polarization is included and the state can
be written as
|ψ2〉 = eiφ1 cos θA |H〉+ sin θA |V 〉 .
After BD1, the state is in the superposition of two spatial mode |s1〉 (top) and |s2〉 (lower),
|ψ3〉 = eiφ1 cos θA |H〉 ⊗ |s1〉+ sin θA |V 〉 ⊗ |s2〉 .
In the spatial mode |s1〉, a HWP with angle 45◦ flip the polarization into |V 〉, while in spatial mode |s2〉, HWPB is
set to θB , therefore, the state after HWPB is
|ψ4〉 = eiφ1 cos θA |V 〉 ⊗ |s1〉+ sin θA(sin θB |H〉 − cos θB |V 〉)⊗ |s2〉 .
To generate arbitrary pure qutrit state, another relative phase still needed. Here we use the second PR simultaneously
manipulating the two spatial mode, introduce another phase factor φ2 between horizontal and vertical polarization
modes, thus in the end, when the photon pass through BD2, we have prepared an arbitrary qutrit state in the form
of
|ψ5〉 = eiφ1 cos θA |V 〉 ⊗ |s1〉+ eiφ2 sin θA sin θB |H〉 ⊗ |s1〉 − sin θA cos θB |V 〉 ⊗ |s2〉 .
By defining the three eigen-modes of the qutrit state as
|0〉 ≡ |H〉 ⊗ |s1〉 , |1〉 ≡ |V 〉 ⊗ |s1〉 , |2〉 ≡ |V 〉 ⊗ |s2〉 ,
the state of single photons go through the state preparation module can be written as
|ψ〉 = eiφ2 sin θA sin θB |0〉+ eiφ1 cos θA |1〉 − sin θA cos θB |2〉 .
For realistic implementation of the two PRs, we use different set-ups. LR1 is implemented by a liquid crystal phase
retarder (Thorlabs, LCC1113-B) with its optical axis parallel to the horizontal polarization. Different phase φ1 can
be realized by applying different voltage to this retarder. However, due to the tiny separating distance (4mm) of the
two spatial modes and limited retardance uniformity of the liquid crystal phase retarder, the second PR is realized
by a QWP-HWP-QWP configuration with two QWP setting at 45◦ and an E-HWP setting at φ24 , which equivalently
performing the unitary operation below by using the Jones matrix notation [36] of wave plates,
UQHQ = ei(pi−φ) |H〉 〈H|+ |V 〉 〈V | .
By electrically setting different angels to E-HWP, different φ2 can also be achieved.
Measurement of Joint Numerical Ranges
For the experimental observation of the classification of qutrit JNR, we experimentally measured the expectation
values of 8 classes of triple Hermitian observables F = (F1, F2, F3). For each classes, 300 boundary points were
measured by sampling 300 boundary states. The exemplary 8 classes of Hermitian observables we have measured is
shown in Table II.
To measure the expectation value 〈Fi〉 of a Hermitian observable Fi with respect to an arbitrary state |ψ〉, we first
rewrite |ψ〉 in the eigen-basis of Fi,
|ψ〉 = α |λ(i)0 〉+ β |λ(i)1 〉+ γ |λ(i)2 〉 ,
where |λ(i)j 〉 (j = 0, 1, 2) is the corresponding eigen-vector of the eigen-value λ(i)j of Fi. In order to measure the
probability that |ψ〉 been projected into each eigen-mode of Fi, we can first apply a unitary transformation
UFi = |0〉 〈λ(i)0 |+ |1〉 〈λ(i)1 |+ |2〉 〈λ(i)2 |
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TABLE II. 8 classes of F measured in our experiment.
Class Feature F
1 s = 0, e = 0 F11 =
(0 0 1
0 0 0
1 0 0
)
, F12 =
(0 0 i
0 0 0
i¯ 0 0
)
, F13 =
(0 0 0
0 0 1
0 1 0
)
2 s = 0, e = 1 F21 =
(0 0 0
0 0 0
0 0 1
)
, F22 =
(0 1 0
1 0 1
0 1 0
)
, F23 =
(0 i 1
i¯ 0 0
1 0 0
)
3 s = 0, e = 2 F31 =
(0 0 0
0 0 0
0 0 1
)
, F32 =
(0 1 1¯
1 0 0
1¯ 0 0
)
, F33 =
(1 0 0
0 1¯ 1
0 1 0
)
4 s = 0, e = 3 F41 =
(0 0 0
0 0 0
0 0 1
)
, F42 =
(0 1 0
1 0 0
0 0 0
)
, F43 =
(0 i 1
i¯ 0 0
1 0 0
)
5 s = 0, e = 4 F51 =
(0 0 0
0 0 0
0 0 1
)
, F52 =
(1 0 1
0 1¯ 0
1 0 0
)
, F53 =
(0 1 0
1 0 0
0 0 0
)
6 s = 1, e = 0 F61 =
(0 i 0
i¯ 0 0
0 0 1
)
, F62 =
(0 1 0
1 0 0
0 0 0
)
, F63 =
(0 0 1
0 0 0
1 0 0
)
7 s = 1, e = 1 F71 =
(0 0 0
0 0 0
0 0 1
)
, F72 =
(0 0 1¯
0 0 1
1¯ 1 0
)
, F73 =
(0 1 0
1 0 1
0 1 0
)
8 s = 1, e = 2 F81 =
(0 0 0
0 0 0
0 0 1
)
, F82 =
(0 0 1
0 0 0
1 0 0
)
, F83 =
(0 1 0
1 0 0
0 0 0
)
TABLE III. Wave plate setting angles for different non-diagonal observables.
Observable HWP1 QWP HWP2 HWP3
F11, F63, F82 90 * 90 112.5
F12 90 90 (before HWP1) 90 112.5
F13 45 * 90 67.5
F22, F73 45 * 67.5 112.5
F23, F43 90 0 (after HWP1) -67.5 -67.5
F32 90 * 112.5 67.5
F33 90 * 60.86 45
F42, F53, F62, F83 67.5 * 45 90
F52 45 * 60.86 90
F61 -67.5 0 (before HWP1) 90 90
F72 67.5 * 90 67.5
to |ψ〉, which transforms any state from the eigen-basis of Fi into computational or experimental basis, thus the
probability( |α|2, |β|2 and |γ|2) can be directly read out by projecting state UF |ψ〉 into the three experimental basis.
By defining detecting events in the experimental basis |j〉 (j = 0, 1, 2) as measuring the outcome λj , then 〈Fi〉 can
be derived by using 〈Fi〉 = |α|2λ0 + |β|2λ1 + |γ|2λ2. To realize this unitary operation UFi , we implemented a three
stage interferometer formed by BDs and wave plates, as shown in Fig. In each stage, BDs and HWPs permutate two
of the qutrit eigen-modes into the same spatial mode with different polarization, then the two modes were interfered
by HWP and QWP, which equivalently performing a 2 × 2 unitary on the two modes and leaving the third mode
unchanged. It has been shown that any 3 × 3 unitary operation U can be written as U = U3U2U1, where U1, U2, U3
are of the form
U1 =
m1 n1 0p1 q2 0
0 0 1
 , U2 =
m2 0 n20 1 0
p2 0 q2
 , U3 =
1 0 00 m3 n3
0 p3 q3
 ,
and mk, nk, pk, qk(k = 1, 2, 3) form a 2 × 2 unitary block. Therefore, by using the QWP-HWP-QWP configuration,
arbitrary 2 × 2 unitary block in Uk can be realized in each interference stage, and in principle, this three stage
interferometer can realize any 3 × 3 unitary U . In our experiments, the three stage interferometer from left to right
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perform unitary operations in the form of U1, U2 and U3 sequentially. For most of the observables in Table II, only
HWP is needed for the realization of UFi , and for some observables, QWP is needed, the wave plate setting angles of
all the non-diagonal observables listed in Table II are show in Table III. As for diagonal observables, UFi become the
identity operator, and all the wave plates set to zero.
Experimental Error Analysis
As mentioned in the main text, deviations between the observed data and the theoretical values are mainly attributed
to two kinds of systematic errors in the settings of experimental parameters. The first is the imperfection of the two
PRs. The QWP-HWP-QWP configuration involvs three wave plates which suffering misalignments of the optics axis
(typically ∼ 0.1 degree), retardation errors (typically ∼ λ/300 where λ = 830nm) and inaccuracies of setting angles
(typically ∼ 0.2 degree) while the liquid crystal phase retarder was pre-calibrated by a co-linear interferometer formed
by four wave plates which may transfer the experimental errors. Both cause inaccuracy in manipulating relative phase
between horizontal and vertical polarizations and also cause inaccuracy in calibrating the interferometers. The second
kind of systematic errors come from the slowly drift and slight vibrating of the interferometers in the measurement
progress, which cause a decreasing of interference visibility. Overall, all the experimental data were obtained with
interference visibility above 98.7%. The average similarity S of experimentally measured probability distributions
of all the operators are shown in Table IV. All the average similarities are above 0.994, which indicates well overall
performances of the experimental settings and high similarities between the experimental datas and theoretical JNRs.
TABLE IV. Average similarity S of experimentally measured probability distributions.
Class 1 2 3 4 5 6 7 8
S(F1) 0.9997 0.9998 0.9998 0.9997 0.9999 0.9979 0.9999 0.9997
S(F2) 0.9990 0.9985 0.9988 0.9986 0.9992 0.9986 0.9964 0.9948
S(F2) 0.9998 0.9992 0.9998 0.9991 0.9988 0.9996 0.9977 0.9955
Experimental Observations of Joint Numerical Ranges in the Case d = 3, n = 2
By projecting the three dimensional JNR in the main text into two dimensional plane, our experimental results also
show an complete observation of the four classes of L(F) in the case d = 3, n = 2 [37]. Four exemplary results are
shown in Fig. 7. From left to right, the four classes are: an oval (the convex hull of a sextic curve), the convex hull
of a quartic curve with a flat portion on the boundary, the convex hull of an ellipse and a point outside the ellipse, a
triangle. As the boundary states of L(F) with d = 3, n = 2 no longer being the boundary states in the case n = 2,
most of the experimental points are inside the range, but still show well agreements with the theoretically predicted
ranges.
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FIG. 7. Experimentally observed four classes of JNR of two 3 × 3 observables. Theoretical boundary curves of these two
dimensional plane sets are plotted with black lines while blue points (300 for each class) represent the experiment results.
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Two classes of unitarily reducible JNRs in the case d = n = 3
As mentioned in the main text, in the case d = n = 3, there are ten possible categories of JNRs according to the
number of ellipse e and segment s. The experimental results of the eight unitarily irreducible classes are shown in the
main text. The another two classes with s =∞, e = 1 and s =∞, e = 0 can be obtained by the experimental data of
the former eight classes, as we will show below.
Unitarily reducible means that the set of Hermitian matrices F is linearly dependent, thus the unitarily reducible
JNRs can be derived by lower dimensional JNRs. For example, the JNR with s = ∞, e = 1 can be generate by
rotating the triangle L(F51, F53) in Fig. 7(d) about its axis of symmetry. It is obviously that the resulting JNR have
infinite number of segments and a ellipse on its surface and can be represented as L(F51, F53, F53), which is available
from our experimental data. Similarly, for the case s = ∞, e = 0, it can also be derived by a scaling and rotating of
L(F51, F52) in Fig. 7(c).
