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Summary
This thesis deals with the three fluid dynamics problems: the problems of viscous fluid flow
in infinite sectors, in finite 2D domains with corners, and in infinite cones. First, unsteady
flows in sectors are considered. The initial flow regime is assumed to be radial, which
leads to self-similarity of the flows. Two essentially different types of flows are considered:
unsteady flows with a sink or a source at the corner, and unsteady flows evolving from an
initial regime in a cone with zero net flow rate. An efficient method is proposed to compute
such flows. The examples of flows are computed. The efficiency of the method is confirmed
on the basis of numerical experiments.
The ideas of the method of computation of flows in sectors are used in the problem of flow
in domains with corners. The problem is approached by a high-order finite element method
with exponential mesh refinement near the corners, coupled with analytical asymptotics of
the flow near the corners. Such approach allows one to compute position and intensity of
the eddies near the corners in addition to the other main features of the flow. The method
is tested on the problem of lid-driven cavity flow as well as on the problem of backward-
facing step flow. The results of computations of the lid-driven cavity problem show that
the proposed method computes the central eddy with accuracy comparable to the best of
existing methods and is more accurate for computing the corner eddies than the existing
methods. The results also indicate that the relative error of finding the eddies’ intensity
and position decreases uniformly for all the eddies as the mesh is refined (i.e. the relative
error in computation of different eddies does not depend on their size).
Last, steady flows and self-similar flows in infinite cones are considered. The problem
of steady flow in cones is approached by analytical and numerical means. The results of
vi
SUMMARY vii
asymptotic analysis and the numerical results agree with each other. Previously, there has
been no complete understanding of behaviour of flows in cones with wide opening angles
(wider than a half-space). In the present work, flows in cones with large opening angles
are consistently described. Self-similar flows in cones are also computed and analyzed. The
computational method is tested and its efficiency is confirmed.
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Fluid dynamics is a wide branch of science. One of the most basic and well-studied models
of fluid dynamics is the incompressible viscous fluid model. It is described by the system of
Navier-Stokes equations. The Navier-Stokes equations form the nonlinear system of partial
differential equations (PDEs). It is well-known that the Navier-Stokes system cannot be
solved analytically in the general case. Its analytical solutions are rarely available in the
literature and have been found only for the very basic problem formulations. That is why
most of the current research in fluid dynamics is based on the computational approach (or
on the experimental one).
This trend can be observed in research on the problem of viscous fluid flow in sectors.
The first analytical solutions of this problem in a very simple formulation were found almost
a century ago [31, 35]. Since then, several aspects of the problem have been studied and
other related problem formulations have been considered in the literature; with most of
the works used either purely numerical methods or both analytic and numerical methods.
However, almost all the previous research was focused only on the steady formulations,
which do not allow one to study evolution of flows. It is not an easy task to study evo-
lution of flows because unsteady flows cannot be studied analytically and it may take a
lot of computational resources to study them numerically. Therefore, designing an efficient
1
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computational method is necessary for studying evolution of flows in sectors and cones.
In the next section we are going to review the main findings for the problem of viscous
fluid flow in infinite sectors and other domains with corners. In section 1.2 we will give
a review of research on flows in cones. In section 1.3 we will analyze the existing results
on flows in sectors and cones and propose a new approach to study these flows. In section
1.4 we will briefly discuss the computational challenges of numerical simulation of flows in
sectors and cones.
1.1 Overview of Viscous Flows in Sectors and Domains with
Corners
Fluid flows in sectors and cones have a wide range of applications including mechanical
engineering, aerospace and water flow in rivers and canals. Such flows occur whenever there
is a plane corner or a conic apex in the flow domain, or when the domain has sector-like or
conic outlets to infinity.
2Α
Q
Figure 1.1: Illustration: a flow in a sector
The mathematical formulation of a problem of flow in sectors has three main dimen-
sionless parameters (see figure 1.1):
• the sector opening angle 2α,
• the dimensionless flow rate Qˆ (which is usually taken as 0 or ±1)
• and the Reynolds number Re.
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There are two basic types of flows in sectors:
1. flows due to a source (Qˆ = 1) or a sink (Qˆ = −1) at the corner point, and
2. flows with zero net flow rate (Qˆ = 0) due to some disturbance (e.g. at the initial
moment).
These types of flows have rather different properties and will be discussed separately. The
first type of flows is related to so-called Jeffery-Hamel flows and will be discussed in sub-
section 1.1.1. The second type of flows is related to Moffatt eddies and will be discussed in
subsection 1.1.2.
1.1.1 Jeffery-Hamel Flows
Mathematical modelling of flows in sectors has a long history. The first works were done
independently by Jeffery [35] and Hamel [31] in the beginning of the previous century. They
considered the problem in the simplest formulation and found a class of 2D steady radial
flows due to a source or a sink at the corner point. These flows are presently known as
Jeffery-Hamel flows.
I I or II1 II2 IV1 V1
Figure 1.2: The flow regimes I, II1, II2, IV2, and V2 (respectively, in left-to-right order),
notations of [22].
Rosenhead [54] was the first to give the complete set of solutions to the problem of
flow in sectors. He gave a classification of flows depending on the opening angle 2α and
the Reynolds number Re. Particularly, he found that for each pair (α,Re) there exists an
infinite number of “mathematically possible” Jeffery-Hamel flows. The flows of particular
interest are: a symmetric purely inflowing flow (denoted as I in figure 1.2), a symmetric
purely outflowing flow (denoted as “I or II1” in figure 1.2), a symmetric flow with two zones
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of inflow near to the sector sidewalls (denoted II2 in figure 1.2), and two antisymmetric flows
with one inflowing zone near a sidewall (denoted IV1 and V1 in figure 1.2). Rosenhead also
considered the limiting case α→ 0 corresponding to the plane Poiseuille flow.
Later Fraenkel [22] gave a more rigorous classification of the solutions together with
the analysis of bifurcations. Particularly, he found that the basic radial outflowing flow
(Qˆ = 1) ceases to be purely outflowing as the Reynolds number increases beyond a certain
Reynolds number denoted as Re2(α). The value Re = Re2(α) corresponds to the bifurcation
of Jeffery-Hamel flow when solution of four types II1, II2, IV1, V1 coincide. Also, Fraenkel
noticed that there is a critical angle of about 128.7◦, at which the solution is singular for
Re = 0.
In the later work Fraenkel [23] studied the flow in a region between slightly curved walls
[23] and proved that Jeffery-Hamel flows are asymptotics of steady flows between two curved
planes at the corner and at infinity. Also, Rivkind and Solonnikov [53] proved that steady
flows in domains with several sector-like outlets to infinity tend to Jeffery-Hamel flows in
these outlets. A 3D generalization of Jeffery-Hamel flows was considered by Stow, Duck,
and Hewitt [61] by allowing the third component of the velocity to be nonzero.
Stability of Jeffery-Hamel flows has been abundantly studied in the literature [6, 17, 19,
20, 25, 30, 36, 44, 51, 59]. Most of the research, however, deals with small and moderate
angles α (usually α ≤ 0.5 ≈ 28.6◦). It was established that the critical Reynolds number
Rec(α) for a divergent flow rapidly decreases as α increases, and on the other hand the
convergent flow becomes more stable as α increases. There is, however, no agreement on
the nature of the first bifurcation occurring as Re increases for a fixed α. Hamadiche,
Scott, and Jeandel [30] reported a supercritical Hopf bifurcation occurring first, Dennis et.
al. [19] found a pitchfork bifurcation occurring first, McAlpine and Drazin [44] reported
a subcritical Hopf bifurcation occurring first, Kerswell, Tutty, and Drazin [36] predicted a
subcritical pitchfork bifurcation. The later work [36], numerically predicting steady flows
periodic in space, was in a good agreement with the work of Tutty [63] on computing flows
in expanding channels, and with the recent experimental work of Putkaradze and Vorobieff
[51]. All the authors who studied stability agree that the critical Reynolds number is either
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somewhat less or equal to Re2(α), which means that only a flow of type II1 (see figure 1.2)
can be stable. If however, stability only with respect to symmetric disturbances is concerned,
then the solutions of type II1 can be stable for higher Reynolds numbers, presumably up to
Re = Re3(α).
Recently, a group of authors investigated the properties of Jeffery-Hamel flows in a
wide range of parameters α and Re (see [2, 3, 4, 5]). They designed an efficient numerical
method to compute all possible Jeffery-Hamel solutions for fixed α and Re and investigated
the kinematic and dynamic properties of the flows. Particularly, they have investigated the
radial flow in the vicinity of the critical angle 128.7◦, for which the solution for Re = 0
degenerates [2, 4].
1.1.2 Moffatt Flows
1.1.2.1 Flows in Infinite Sectors
Another formulation of the problem of flow in infinite sectors was first considered by
Rayleigh [52]. He considered steady non-radial Stokes flows in sectors with zero net flow
rate (Q = 0). However, he derived analytic solutions only for the case of 2α = 180◦ and
2α = 360◦ (a flow in a half-space and a flow around a semi-infinite wedge). Later Dean and
Montagnon [18] showed that the problem of flow in sectors with Q = 0 can be reduced to an
eigenvalue problem for an ODE (ordinary differential equation) with complex-valued eigen-
values and eigenfunctions, which can be found analytically (more precisely, the eigenvalue
problem is reduced to a single algebraic equation for the eigenvalues).
Moffatt [45, 46] interpreted the Dean and Montagnon’s solutions as the flows caused by
some disturbance far from the corner. He realized that the Dean and Montagnon’s solutions
describes the flows, which decay algebraically as the corner point is approached, and in the
case if the opening angle 2α is less than about 146.3◦ the flows consist of infinite series of
eddies with decreasing size and intensity rotating in alternating directions (see figure 1.3 for
illustration). If the opening angle is less than about 159.1◦ (Moffatt’s approximate value
was 156◦, the corrected value was given by Collins and Dennis [14]) and the disturbance
causing the flow is symmetric with respect to the central line, then the flow consists of pairs
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Figure 1.3: Illustration: streamlines of a flow with Moffatt eddies
of eddies symmetric with respect to the central line with decreasing size and intensity as the
corner is approached. Moffatt also found a similar sequence of eddies in a flow of electrically
conducting fluid. Presently, the eddies occurring in the fluid flow near the corner between
two planes are often referred as “Moffatt’s eddies”.
Taneda [62] performed an experimental verification of flow with Moffatt’s eddies. Using
a very long photographic exposure, he managed to observe the second eddy in the Moffatt’s
eddy sequence. However, due to strong damping of eddies as the corner is approached, it
was not possible to observe the consecutive eddies.
There is a number of generalizations to steady Moffatt eddies. In one of the recent
works by Branicki and Moffatt [10], Moffatt’s eddies were studied in an unsteady periodic
formulation. 3D generalizations include 3D flows in sectors (between 2 planes) [47, 55, 57],
and flows in cones [37, 43, 58, 65]. The later series of works will be reviewed in more detail in
the next section where we will discuss the literature regarding viscous fluid flows in domains
with corners.
1.1.2.2 Flows in Finite Domains with Corners
The property of Moffatt’s flows is such that they always occur near corners of the flow
domain. Even if the Reynolds number is high in the main flow (far from corners), the
inertia terms tend to zero as a corner is approached and hence the Moffatt’s asymptotics
is valid. There are numerous examples of flows in domains with corners (see some of
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the examples in [33]). One of the examples, most famous within the computational fluid
dynamics community, is a flow in the lid-driven cavity.
The lid-driven cavity problem has become a benchmark problem for researchers to test
the performance of numerical methods designed for computation of viscous fluid flows.
Particularly, among other criteria, the researchers examine the accuracy of their methods
based on how accurately they can compute the corner eddies. However, in the previous
works only a few eddies out of the infinite Moffatt’s eddy sequence were computed (max-
imum four corner eddies [7, 21] for certain Reynolds numbers). In addition, the accuracy
of finding intensity and position of the smaller eddies was less than the accuracy for the
larger eddies. Another example of flows in domains with corners frequently considered in
the literature is the backward-facing step flow problem.
1.2 Overview of Viscous Flows in Cones
In the problem of viscous fluid flow in cones (see illustration on figure 1.4), there are also
two distinct problem formulations, namely the problem of flow due to a source or a sink at
the apex of a cone, and the problem of flow with zero net flow rate near the apex due to
some disturbance. In the later formulation, it was established that there exists a sequence
of eddies with decreasing size and intensity [43, 58, 65], which in many ways is similar to
2D plane Moffatt eddies. However, the problem of flow due to a source or a sink in the
cone apex does not have an elegant solution similar to Jeffery-Hamel flows. The reason is
that the viscous terms and the inertia terms have different order near the apex and far from
the apex [32]. Therefore, a steady flow cannot be radial. It has different asymptotics near
the corner and far from the corner, with a transition zone merging the two asymptotics
together.
This section provides a review of research on flows in cones, mainly focusing on these
two formulations and on the case of axisymmetric flows. Flows with a source or a sink at
the apex of a cone will be discussed in subsection 1.2.1, and flows with Moffatt-type eddies
in the cone will be reviewed in subsection 1.2.2.
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Figure 1.4: Illustration: a flow in a cone
1.2.1 Flows due to a Source or a Sink at the Apex of a Cone
The problem of flow due to a source or a sink located at the apex of a cone is studied much
less extensively than its 2D counterpart and apparently some aspects of the problem are
not yet investigated or verified. One of the possible reasons might be that this problem is
essentially more complicated than the corresponding problem of flow in sectors.
The problem of flow in cones due to a source or a sink was first considered by Harrison
[32] shortly after the works of Jeffery and Hamel. Harrison found out that radial flows do not
exists in this case since the inertia terms are dominant over the viscous terms near the apex,
whereas the later are dominant over the former far from the apex. He derived analytically
the radial steady solutions to the Stokes equations and assumed that they describe the flows
far from the apex.
Bond [8] investigated further the problem of converging flow (i.e. a flow with a sink) in
cones mainly by experimental means. He noticed that Harrison’s solution for wide angles
α > 90◦ has zones with the reversed flow (i.e. outflowing zones) near the boundary of the
cone. He also noticed that according to Harrison’s solution, as the angle α increases further
and passes the critical angle α = 120◦, the velocity in the whole flow changes the sign: the
flow becomes outflowing near the axis of a cone and inflowing near the boundaries. At the
critical angle α = 120◦ Harrison’s solution becomes singular and hence does not describe
the flow with nonzero volumetric flow rate. Bond [8] conducts experiments to verify these
theoretical predictions.
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Bond’s experiment suggests that the flows are radial for α ≤ 90◦ and non-radial for
α > 90◦. For α > 90◦ (Bond used α = 110◦, α = 141◦, and α = 160◦), the observed
flows contained a ring-shaped eddy. Bond concludes that Harrison’s solution is not valid
for α > 90◦, since one of the underlying assumptions (namely, that the flow far from the
apex is radial) does not hold.
However, it can be argued that the non-radial flows observed by Bond [8] could be due
to the cone’s boundary. Indeed, this possibility is supported by his observation that “. . . the
liquid near the axis moved in almost straight lines towards the hole in the apex. . . but after
approaching the apex of the cone receded at angles θ given by 90◦ < θ < a”. This could
describe the radial flow near the apex of a cone, indicating that the observed eddy could be
a natural way to allow for the streamlines of the flow with both inflowing and outflowing
zones to be enclosed within a finite container.
Forty years later Ackerberg [1] considered converging flows at nonzero Reynolds numbers
far from the apex of a cone. He found the asymptotic expansion of the solution in terms
of inverse powers of the spherical radius r. He claimed that “except for cones with special
angles, all terms in this expansion may theoretically be found”. Ackerberg’s expansion did
not work for α = 90◦. Hence he conjectured that the flows for α ≥ 90◦ might not be radial.
He cites the Bond’s experiment in support of his conjecture, although Bond [8] stated that
the flow was almost radial for α = 90◦. Ackerberg’s work was perhaps the first work
attempting to explain the phenomena of non-radial flow for wide angles and singularity of
a radial solution at α = 120◦. However, the results of the present work suggest that his
conclusions are not accurate in this regard.
Wakiya [65], though considered another problem, namely the Stokes flow near the apex
of a cone with zero net flow rate, noticed that his result can be applicable to the flow far
from the apex. He obtained analytical solutions of the flow near the apex in the form
ψ = rλfλ(θ) (here r is the spherical radius and θ is the co-latitude) and noticed that his
family of solutions can also describe the flows far from the cone apex; however he believed
that “. . . these solutions do not produce flows of any practical interest”. We will show that
these solutions are different from those obtained by Ackerberg [1]; this implies that these
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solutions can produce additional terms in the asymptotic expansion of the flow far from
apex, thus showing that Ackerberg’s expansion is incomplete. Particularly, we will show
that in some cases, Wakiya’s solutions describe flows far from the apex.
The problem of flow far from the apex has not been investigated further, and a number
of open questions have remained to date. Particularly, it has not been clear
• whether the flow is radial for α > 90◦, and whether the non-radial flow in Bond’s
experiment for α > 90◦ illustrates the intrinsic non-radial flow or it was due to the
cone’s boundary;
• what is behaviour of the flow for the critical values of α (namely, for α = 90◦ and
α = 120◦) for which Harrison’s solution and Ackerberg’s expansion fails to produce an
answer, and whether it is possible to describe such flows with asymptotic expansion.
The nature of a flow near the apex seems to be better understood than the flow far from
the apex, though the former has also been a subject of academic discussions. The nonzero
volumetric flow rate necessitates for the velocity components of the flow to be ~v = O(r−2),
which makes the inertia forces dominate over the viscous forces:
(~v∇)~v = O(r−5), ν∆~v = O(r−4).
Hence the boundary layer is expected to emerge near the apex.
Goldstein [26] and Ackerberg [1] were the first ones to consider this problem in the case
of a sink at the apex. They realized that the boundary layer solution (in the case of a sink at
the apex) derived in a straightforward way involves a boundary layer decaying algebraically
as the cone sidewall is approached. They argued that this cannot happen in the real flow
(the classical boundary layers have an exponential decay) and therefore they suggested that
the outer flow should be of the order ~v = O(r−3), which makes the boundary layer decay
exponentially.
The works of Goldstein and Ackerberg were criticized in the further research. Shortly
after these works, Brown and Stewartson [11] produced the evidence that the algebraic
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decay of the boundary layer solution near the singularity is acceptable. They approxi-
mated the algebraically decaying boundary layer in the cone with a certain series (namely
Go¨rtler series [27]) of classical exponentially decaying boundary layer solutions. Brown and
Stewartson computed numerically the skin friction and the displacement thickness for the
exponential approximation of the boundary layer flow and showed that they tend to the
original algebraically decaying boundary layer solution as more terms in the series are taken.
Later Kuiken [38] produced more examples and more numerical data of 3D flows for which
an algebraic decay of boundary layer solutions seems to be valid. Though the evidence
of Brown and Stewartson [11], and Kuiken [38] supports plausibility of the algebraically
decaying boundary layer near the apex of a cone, there has been no direct evidence for the
algebraically decaying boundary layers in inflowing flows in cones.
To summarize, inflowing flows in cones with nonzero volumetric flow rate have different
asymptotics near the apex and far from it: the flow far from the apex is asymptotically
described by the Stokes equations, whereas the flow near the apex has a boundary layer
asymptotics. There is also a transitional flow between these two asymptotics which matches
them together. It seems that the transitional flow can only be computed numerically.
Ackerberg [1] attempted to analytically match the two asymptotics together, however his
attempt was not successful.
Steady outflowing flows in cones (i.e. flows due to a source at the apex) seem not to be
stable because of the adverse pressure gradients in the boundary layer near the apex of a
cone. Though the solutions of the respective boundary layer equations were studied in the
literature [40, 49, 64], these solutions seem not to be valid in the case of our problem.
1.2.2 Moffatt-type Eddies in Cones
Flows near the apex of a cone with zero volumetric flow rate have very similar properties
to 2D flows in sectors. Wakiya [65] extended Moffatt’s results for axisymmetric flows in
cones. He found that the flows have an algebraic decay as the apex is approached. Also, if
the angle is less than 80.9◦, there exists a sequence of toroidal eddies with decreasing size
and intensity.
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Shortly after the work of Wakiya appeared, two other works related to axisymmetric
Moffatt-like eddies in cones were published [37, 41]. Recently Malyuga [43] analytically
studied certain Stokes flows in cones and observed Moffatt-type eddies (both axisymmetric
and non-axisymmetric). Also, Shankar [58] recently considered the problem of Moffatt-type
eddies in cones in the general case of Stokes flow (i.e. not only for the axisymmetric case).
He found that in general, the flows for α < 74.5◦ consist of axially antisymmetric eddies
with decreasing size and intensity, unless the flow is caused by an axisymmetric disturbance.
In the case of an axisymmetric disturbance he re-confirmed Wakiya’s findings.
1.3 Analysis of Existing Results and the Proposed Approach
As we could see, there has been quite a large number of works on problems of flow in sectors
and cones. The case of zero volumetric flow rate has been investigated relatively well for
both flows in sectors and flows in cones; there seem to be no controversies regarding such
flows.
Jeffery-Hamel flows have also been studied extensively, however some of the aspects
of such flows need further investigation. Even though stability of Jeffery-Hamel flows has
been studied relatively well for small and moderate angles, no one has rigorously studied
stability for wide angles (α > 90◦). Particularly, the Stokes flow near the critical angle
α∗ ≈ 128.7 needs further investigation. Also, researchers generally study only so-called
spatial stability (by analysis of neighbouring steady solutions) assuming that the loss of
stability of Jeffery-Hamel flows is related to a pitchfork bifurcation. Though there seem to
be enough computational and experimental evidence supporting this assumption for small
angles (α < 0.5 ≈ 28.6◦), this assumption was not verified for larger angles α.
Flows in cones with nonzero volumetric flow rate Q 6= 0 has been studied much less
rigorously, mainly because these flows have a more complicated structure as compared to
Jeffery-Hamel flows. As we could see from the above review, behaviour of flows far from
the apex have not been studied well enough. Particularly, behaviour of flows far from the
apex of a cone with a large opening angle is not well understood. Also, a direct verification
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of the assumption of an algebraically decaying boundary layer near the apex of a cone may
give a stronger basis for boundary layer solutions derived on the basis of this assumption.
As shown in the above review, almost all the previous works considered flows in sectors
and cones in the steady formulation. The steady formulation only allows us to find steady
flows and to study their properties including stability, but does not allow us to study
evolution of flows. No one, except for the recent work on 2D Moffatt eddies [10], has
considered the unsteady formulation of the problem of flow in sectors or cones.
It is not surprising that no one has considered the unsteady formulation because it is a
computationally challenging problem. Indeed, only recently researchers started to compute
non-radial flows in the neighbourhood of parameters (α,Re) at which Jeffery-Hamel flows
lose stability. Numerical simulation of unsteady flows requires numerical solution of an
unsteady 2D or 3D initial-boundary-value problem since unsteady flows are necessarily be
non-radial. Moreover, there are other difficulties with the unsteady non-radial formulation:
the domain is infinite in the radial direction, and also there is a singularity of the solution
at the corner of the domain. Thus, designing an efficient computational method that could
handle all these difficulties is important for successful numerical simulation of unsteady
flows.
From the point of view of group theoretical analysis of differential equations, the steady
radial solutions (i.e. Jeffery-Hamel solutions) are invariant with respect to two transforma-
tions: translation in time and dilatation. As was noticed by Pukhnachev [50], if a solution
is required to be invariant only with respect to dilatation (such solutions are called self-
similar), the solution will describe an unsteady motion of fluid with radial initial velocity
distribution (in the 2D case). Moreover, as will be shown in the next chapter, the steady
solutions are asymptotics of such self-similar solutions. This allows us to study the processes
of evolution and equilibration of steady flows studied in the literature.
The self-similar solutions are described by a nonlinear PDE with two independent vari-
ables (for both, general 2D flows and axisymmetric 3D flows). This is an essential sim-
plification for computing unsteady flows as compared to the full Navier-Stokes equations.
However, this simplification allows us to set as initial conditions only a radial initial flow
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in the 2D case and some other special form of initial conditions in the 3D case. Despite
these limitations, we will be able to observe a number of new mechanical phenomena in the
self-similiar formulation. We must also note that for the self-similar solution to exist, there
should be no sources or sinks except at the corner point of a sector or at the apex of the
cone, there should be no external forces, and the physical parameters of the fluid should be
homogeneous.
1.4 Overview of Numerical Methods
Most of the modern computational methods can be divided into three major classes: finite-
difference methods (FDM), finite-element methods (FEM) and spectral methods (SM).
The last two classes of methods are so-called projection methods, where the approximate
solution is sought as an element of a finite-dimensional subspace of the space of solutions to
the original system of equations. In finite difference methods the solution is approximated
by its values at the grid points. In finite element methods the solution is expanded into the
finite series of functions which are nonzero only in a small domain of size O(h). Contrary
to finite difference and finite element methods, spectral methods expand the solution into
a series of functions which are nonzero almost everywhere in the domain. As a rule, these
functions are the eigenfunctions of a certain spectral problem. Due to this fact this class of
methods was called spectral.
Spectral methods appear to be essentially more efficient than finite-difference or finite-
element methods when applied to problems with a smooth solution with no singularities.
However, if the solution has some singularities (point singularities or boundary layers),
or has some sudden changes between flow regimes, or the domain is infinite in one of
the directions, then deriving an efficient spectral method becomes a challenge. Contrary to
spectral methods, there is no difficulty in deriving finite difference or finite element methods
in these cases. Also, finite difference and finite element methods have the advantage of
producing a linear algebraic system of discretized equations with a sparse matrix, whereas
spectral methods usually produce systems with a full matrix.
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When applying computational methods to the problem of self-similar flow in sectors
or self-similar axisymmetric flow in cones, we should take the properties of the flows into
account. The flows behave irregularly in the radial direction: the flows can have transitions
from one regime to another regime, the domain is infinite in radial direction, and the solution
has a singularity at the corner point. On the contrary, the flows behave regularly in the
spanwise direction (i.e. the polar angle or the spherical latitude), except for the case of
Navier-Stokes flows in cones with Q 6= 0 near the apex. Thus, for our problem it is natural
to use the combined method, namely the method with a spectral discretization for the radial
direction and a finite difference (or finite element) discretization for the other direction.
There are two major versions of spectral methods: Galerkin (or Petrov-Galerkin) meth-
ods and collocation methods. These two types of methods differ in the way the discretized
system of algebraic equations is derived from the original differential equation. In Galerkin
methods, the original equation is multiplied by the basis functions and integrated over the
domain. In the Petrov-Galerkin generalization, the equation is multiplied by the functions
different from the basis functions (i.e. the test functions are different from the basis func-
tions). Collocation methods evaluate the equation at a number of points (called collocation
points). The advantage of Galerkin methods is that they generally produce more accurate
solutions and are easier for theoretical analysis. However, application of Galerkin methods
to nonlinear equations has the difficulty of computing the integrals of products of several
basis functions and their derivatives. On the contrary, collocation methods, though they
can produce a larger truncation error, are easier to implement.
If combined spectral-finite difference discretization is applied to the problem of flow
in sectors or cones, we get a sparse matrix with a block structure, each block being a
full matrix. If we denote the number of grid points in the radial direction by Nr and
the number of points in the spanwise direction by Nθ, then the system of equations will
have an NrNθ × NrNθ matrix, with several diagonals of blocks, each block being a full
Nθ×Nθ matrix. The matrix is sparse due to the finite difference discretization in the radial
direction and the respective blocks are full due to the spectral discretization. For inverting
such matrices, it is advantageous to apply the direct methods of linear algebra: the total
CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW 16
number of CPU operations will be O(NrN
3
θ ), which is relatively small considering the fact
that the spectral discretization requires small Nθ to achieve a fixed accuracy.
1.5 Purpose and Value of the Work
The purpose of the current work was:
1. To implement the combined spectral-finite difference method coupled with a direct
solver for solving the problems of unsteady viscous fluid flow in sectors and cones.
2. To study evolution of Jeffery-Hamel flows in infinite sectors based on self-similar
formulation (i.e. self-similar flows in sectors with a source or a sink).
3. To study evolution of Moffatt eddies in infinite sectors based on self-similar formula-
tion (i.e. self-similar flows in sectors with zero net flow rate).
4. To design an efficient method of computing steady flows with Moffatt eddies in do-
mains with corners. The method should allow one to accurately compute position and
intensity of the eddies near the corners in addition to the other main features of the
flow.
5. To study axisymmetric flows in cones with nonzero net flow rate. Steady flows were
analyzed first, since their behaviour it not well understood yet. Then, unsteady self-
similar flows were computed.
6. To simulate evolution of Moffatt-type eddies in axisymmetric self-similar flows in
cones, and to compare the results of computations with the previous theoretical works
(i.e. self-similar flows in cones with zero net flow rate).
7. To investigate the performance of the combined spectral-finite difference method im-
plemented in this work. The performance was investigated on the basis of the problem
of flow in sectors and cones. The dependence of numerical error on the discretization
parameters was studied. Based on this dependence, the efficiency of the method was
evaluated.
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The results of the current research may contribute to a better understanding of evolution
of flows in sectors and cones (Jeffery-Hamel and Moffatt flows, and their counterparts in
cones). Flows in cones due to a sink or a source in the apex are of particular interest, since
behaviour of such flows has not been well understood.
The computational method proposed should show high performance when applied to
other similar problems in which the solution behaves regularly in one direction and irregu-
larly in the other one. Particularly, we expect that the method can be modified to efficiently
compute general (i.e. not necessarily axisymmetric) 3D flows in cones. To the best knowl-
edge of the author, this problem has not yet been approached in the full Navier-Stokes
formulation (though it was approached in the Stokes approximation and in the boundary
layer approximation).
Also, the method designed for computation of steady Moffatt eddies in domains with
corners shows higher performance than the existing methods, and can be used or generalized
to accurately compute other types of flows in domains with corners.
1.6 Organization of the Thesis
The thesis is organized as follows. First, the findings on flows in sectors are presented in
chapter 2. Second, the results on steady flows in domains with corners, namely a cavity
and a backward-facing step, are given in chapter 3. Third, the findings on axisymmetric
flows in cones are described in chapter 4. Last, the work is summarized in chapter 5.
Each of the chapters 2–4 has the following sections: Problem Formulation, Computa-
tional Method, and the respective sections with results and discussion for the problems
considered in the chapter. The reader will find a large number of similarities between
the problem formulation and the computational method for flows in sectors (chapter 2)
and cones (chapter 4). On the contrary, the problem formulation and the computational
method for the cavity flow and the backward-facing step flow (chapter 3) are quite different
from the other two. The results and conclusions for these three chapters are quite different,
though some similarities can be seen between chapters 2 and 4.
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For chapter 4 on flows in cones, the new results on steady flows precede the results on
unsteady self-similar flows. The reason for this order is that steady flows are mechanically
easier than self-similar flows. Also, as we will see below, self-similar flows asymptotically
converge to steady flows as time increases to ∞, therefore it is reasonable to study steady
flows first. However, an interesting fact worth noting is that chronologically the results on
self-similar flows were derived first in this work. These results gave some useful insights
on how to approach the open questions in the steady problem and interpret the results on
steady flows.
1.7 Notations and Terms
1.7.1 Notations
In this work, we will use the following notations:
α one half of the sector opening angle or an angle between cone’s axis and sidewalls;
0 < α < 180◦
β = cosα for the cone
ρ fluid density
ν fluid viscosity coefficient
Re Reynolds number
Q net flow rate coefficient; the total flow rate is 2Q for the sector and 2piQ for the
cone
Q1 net flow rate increase coefficient for the self-similar flow in a cone; the corre-
sponding net flow rate coefficient is Q(t) =
√
νtQ1
Ψ scaling for the stream function
R metric scale
t time variable
θ polar angle (sector) or co-latitude (cone), also referred as a “spanwise direction”
s = cos θ for the cone
r polar radius (sector) or spherical radius (cone)
ξ = r√
νt
(self-similar variable describing the self-similar flow)
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ζ = log(ξ)
rˆ = r/R dimensionless spherical radius
η = log rˆ
~v fluid velocity vector
vr radial component of velocity
vθ spanwise component of velocity
p fluid pressure
ψ stream function
ϕ, ψ˜ self-similar variables for the stream function
ψˇ = eζϕ for the case of flows in cones
·ˆ dimensionless variable (i.e. ψˆ, Qˆ)
Ω(·,·) domain for PDEs
Ωh(·,·) computational domain
ζl left boundary of computational domain in ζ
ζr right boundary of computational domain in ζ
ϕ(n) numerical solution on n-th iteration




n (θ/α) Gegenbauer polynomial
P1−λ(s) Legendre polynomial of first kind
P
(1,2)
n (·) Jacobi polynomial
Nζ number of nodes of the grid in ζ direction
Nθ number of basis functions in the spectral discretization in θ axis
Ns number of basis functions in the spectral discretization in s axis
ζ1 . . . ζNζ grid in ζ direction
θ1 . . . θNθ collocation points in θ direction (sector)
s1 . . . sNs collocation points in s direction (cone)
Lφ¯ linearized operator of the boundary-value problem which the numerical method
is applied to
Z∗ set of all non-negative integers
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1.7.2 Terms
Throughout the text, we will often use the following terms:
normalized axial velocity a value of radial velocity on the axis, normalized as rˆvˆr in the
case of a sector, and rˆ2vˆr in the case of a cone.
uniformly inflowing flow an inflowing (i.e. converging) radial flow whose velocity depends
only on the polar (in 2D) or the spherical (3D) radius.
self-similar flow a flow invariant with respect to dilatation in r and t.
self-similar variable a variable for description of self-similar flows. Self-similar variables




, ζ = log(ξ), θ, ϕ.
eddies’ size ratio ratio between the size of consecutive eddies in the Moffatt’s eddy se-
quence.
eddies’ intensity ratio ratio between the intensity of consecutive eddies in the Moffatt’s
eddy sequence. Intensity of an eddy is defined as the absolute value of the stream
function at the centre of the eddy (i.e. extremum value of the stream function).
Chapter 2
The Numerical Method for Flows
in Sectors
2.1 Problem Formulation
In this section we derive a formulation of the problem of unsteady self-similar viscous fluid
flow in sectors. First, we describe the general setting of the problem in subsection 2.1.1.
Then, we specify the system of equations and boundary conditions describing the flow in
subsections 2.1.2 and 2.1.3. The equations of self-similar flow are derived in subsection
2.1.4. The nondimensionalization is performed in subsection 2.1.5. The final form of the
boundary-value problem is stated in subsection 2.1.6. This boundary-value problem will be
analyzed in subsection 2.1.7 and subsequently solved numerically in the following sections
of this chapter.
2.1.1 General Setting
We consider an incompressible viscous fluid flow in an infinite sector with the opening angle
2α (see figure 1.1). In the polar coordinates the sector is described by
Ω(r,θ) = {(r, θ) : 0 < r <∞, −α < θ < α} .
21
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We assume that the flow is essentially two-dimensional, which means that all the flow
variables depend only on r and θ. The flow evolves in time t (0 < t < ∞). There can be
a constant nonzero net flow rate Q through the corner. The total volume of fluid flowing
through the corner point is 2Q per unit of length (unit of length in the third direction
perpendicular to r and θ axes) per unit of time; thus the units of Q are [Q] = m2/s. We
will say that the case Q > 0 corresponds to a source, or an outflow, or a divergent flow;
the case Q < 0 corresponds to a sink, or an inflow, or a convergent flow; the case Q = 0
corresponds to zero net flow rate. The kinematic viscosity coefficient of the fluid is denoted
as ν and the density of the fluid as ρ. The flow is described with the velocity field ~v(t, r, θ)
and the pressure function p(t, r, θ). The radial and spanwise components of the velocity are
vr(t, r, θ) and vθ(t, r, θ) respectively. The initial velocity distribution ~v0, which is assumed
to be radial, is prescribed at t = 0.
2.1.2 The Navier-Stokes Equations and the Boundary Conditions













































~ır and~ıθ are the unit vectors in r and θ directions respectively. The initial flow is prescribed:
~v|t=0 = ~v0(r, θ). (2.2)
The non-slip boundary conditions are set at the walls of the region:
~v|θ=±α = 0. (2.3)
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The net flow rate condition reads
α∫
−α
vrrdθ = 2Q. (2.4)




At r →∞, we assume that the flow decays:
lim
r→∞~v = 0. (2.5)
Setting the boundary conditions for r → 0 is not as straightforward as the other con-
ditions. The reason is that if Q 6= 0 then the velocity field has a singularity at r = 0. We
will consider two alternatives for the boundary conditions which will be denoted with the
same equation number, but with the additional ′ and ′′ signs after the equation number
(e.g. (2.6′) and (2.6′′)). Either of the two conditions will be denoted without the additional
signs (e.g. (2.6) or (2.1)–(2.6)). As we will see from the numerical results, these boundary
conditions produce essentially the same solution. In the existing works on steady flows,
either radial Jeffery-Hamel flow was prescribed at r → 0 [19, 30], or periodic boundary
conditions in r [30], or periodic boundary conditions in log(r) [36] were set. In our case, pe-
riodic boundary conditions are not appropriate because we intend to study flows in infinite
sectors. Therefore, we prescribe a radial Jeffery-Hamel flow (when Q 6= 0) at r → 0:
lim
r→0
r~v = ~V1(θ), (2.6
′)
where ~V1 denotes the prescribed velocity at the corner and has only the radial component
V1, which is equal to velocity in a Jeffery-Hamel flow. If Q = 0, we can set ~V1 = 0. As
alternative boundary conditions, we set the conditions that allow for an arbitrary radial
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(r~v) = 0. (2.6′′)
This is similar to so-called “open boundary conditions”, which are frequently used for flow
in channels.
The equations (2.1)–(2.6) constitute the initial-boundary-value problem which we in-
tend to solve after doing a number of simplifications. First, we will rewrite the system of
Navier-Stokes equations in terms of the stream function ψ (subsection 2.1.3). Then, we will
assume that the initial distribution is radial and hence will rewrite the initial-boundary-
value problem in terms of the self-similar variables (subsection 2.1.4). The boundary-value
problem resulting after introducing the self-similar variables will be solved numerically.
2.1.3 The Navier-Stokes Equations in Terms of the Stream Function
It is well known that the 2D Navier-Stokes equations can be formulated in terms of the






, vθ = −∂ψ
∂r
.











+ ν∆2(r,θ)ψ = 0 (2.7)
























































Note that the conditions (2.3), (2.4) have been grouped together into equation (2.9).
In the next subsection we are going to assume that the initial flow is radial and reduce
the original problem to the problem describing self-similar flows.
2.1.4 The Self-Similar Flows
We assume that the flow is self-similar, which means that the stream function does not
depend on t and r independently, but rather it depends on a combination ξ = r√
νt
. Hence
we introduce a new function ψ˜(ξ, θ) = ψ(t, r, θ). The variables ψ˜, ξ, and θ are called the
self-similar variables.











ψ˜(ξ, θ) = ψ0(r, θ).
It can be seen that for this condition to hold, ψ0(r, θ) should be a function of θ only:
ψ0(r, θ) = ψ0(θ). Hence the initial condition (2.8) takes the form
lim
ξ→∞
ψ˜(ξ, θ) = ψ0(θ). (2.12)
Note that conditions (2.12) automatically imply conditions (2.10).
Though condition (2.12) is enough for the theoretical analysis of the equations, we need
one more condition when we transfer the boundary conditions from infinity to the finite
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In fact, we can thus prove that ψ˜ converges to ψ0 faster than any inverse power of ξ.



















































. The domain of the variables (ξ, θ) is the same as the
spatial domain for (r, θ):
Ω(ξ,θ) = {(ξ, θ) : 0 < ξ <∞, −α < θ < α} .
The boundary-value problem (2.12)–(2.16) describes self-similar flows of fluid in sectors.
Self-similar flows admit arbitrary initial flows given by ψ0(θ). Thus, we can study evolution
of flows from initial radial regimes using the self-similar formulation.
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2.1.5 Nondimensionalization



















|Q| (Q 6= 0),
max
−α<θ<α
ψ0(θ) (Q = 0).
That is, we assume that the scale for ψ is determined by the net flow rate Q when it
is nonzero and by the initial flow for Q = 0. Then, introducing the dimensionless stream
function ψˆ = ψ˜/Ψ and the dimensionless net flow rate Qˆ = Q/Ψ, and denoting the Reynolds














+ ∆2(ξ,θ)ψˆ = 0, (2.17)
lim
ξ→∞

































where ψˆ1 is a dimensionless corner stream function, ψˆ0 is an initial stream function, and Qˆ
can either be 0 or ±1.
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2.1.6 The Final Form of the Boundary-Value Problem
Before we proceed with the analysis of the problem of fluid flow in sectors, we will rewrite
the boundary-value problem (2.17)–(2.20) in a more convenient way by introducing new



















































, ϕ0(θ) ≡ ψˆ0(θ), ϕ1(θ) ≡ ψˆ1(θ). The domain of the variables (ζ, θ)
is
Ω(ζ,θ) = {(ζ, θ) : −∞ < ζ <∞, −α < θ < α} . (2.25)
The boundary-value problem (2.21)–(2.24) will be analyzed in the next subsection and
will be solved numerically in the following sections.
2.1.7 Properties of the Problem of Self-Similar Flow
Here we will discuss some properties of the boundary-value problem (2.21)–(2.24) describing
self-similar flows in sectors on the basis of simple mechanical arguments without, however,
performing a rigorous analysis. These properties will subsequently be confirmed numerically.
First, consider the order of the terms in (2.21) as ζ → −∞ or ζ →∞. Due to conditions
(2.23), ϕ = O(1) for Qˆ 6= 0. Hence, as can be seen, the first term (linear inertia) in (2.21)
is O(1) and the last two terms (viscosity and nonlinear inertia) are O(e−2ζ) (= O(ξ−2)).
Therefore, the first term dominates far from the corner or for small time t, whereas the
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second two terms dominate near the corner or for large t. For Qˆ = 0, the stream function
ϕ vanishes as ζ → −∞, which makes the second term (viscosity) dominate over the other
two.





∆(ζ,θ)ϕ = 0, (2.26)
with the boundary conditions (2.22), (2.23). In terms of the original stream function
ψ(t, r, θ), the boundary conditions (2.22) imply that the flow converges to the initial flow
ψ0(r, θ) as t → 0 (note that t → 0 is equivalent to ζ → ∞). Also, the function ϕ = ϕ0(θ)
satisfies (2.26), which means that it should be the first term in asymptotic expansion of the
solution at ζ → ∞. Therefore, we conclude that a self-similar flow converges to the initial
regime as t→ 0.





















+ ∆2(ξ,θ)ψˆ = 0.
This equation describes a steady Navier-Stokes flow in a sector. Therefore, it is plausible to
conclude that a steady flow is the asymptotics for a self-similar flow near the corner or for
large time. For Qˆ = 0, the viscous term is dominant over the inertia term, and therefore
a steady Stokes flow is the asymptotics of a self-similar flow (steady Stokes flows near the
corner were studied by Moffatt [45, 46]).
Thus, combining these two properties of a self-similar flow, we may conclude that the
self-similar formulation allows us to set any initial flow as the boundary conditions for
ζ → ∞ and observe evolution of this flow till the flow equilibrates to a steady flow (as
ζ → −∞).
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2.2 The Computational Method
This section describes the numerical method of solving the boundary-value problem (2.21)–
(2.24). The derivation of the method consists in four steps, namely
1. linearization and transfer of the boundary conditions (subsection 2.2.1),
2. spectral discretization in the spanwise direction θ (subsection 2.2.2),
3. finite difference discretization in the radial direction r (subsection 2.2.3),
4. solution of the resulting discrete system (subsection 2.2.4).
2.2.1 Linearization and Transfer of Boundary Conditions
The boundary-value problem (2.21)–(2.24) is defined in the domain Ω(ζ,θ) given by (2.25).
The domain is infinite in ζ. To deal with the infinite domain we should either trans-
fer the boundary conditions from infinity or introduce the basis functions for a spectral
method defined in the infinite domain. As numerical computations suggest, the behaviour
of the solution is exponential with different asymptotics at two ends of the domain. These
asymptotics depend on angle α and are unknown a priori. This makes application of basis
functions defined in the infinite domain difficult since the standard basis functions have
specific asymptotics at infinity (say O
(
exp
(−x2)) for Hermite functions). Therefore, we
truncate the domain Ω(ζ,θ) to
Ωh(ζ,θ) = {(ζ, θ) : −ζl < ζ < ζr, −α < θ < α} ,

























Now instead of the boundary-value problem (2.21)–(2.24) we will solve the approximate
problem (2.21), (2.23), (2.27), (2.28). Its solution converges exponentially to the solution
of the original problem as ζl → −∞ and ζr → +∞. The points ζl and ζr are chosen based
on numerical experiments in such a way that the transfer of the boundary conditions does
not introduce any essential error into the approximate solution.
After transferring the boundary conditions from infinity we get the boundary-value
problem for the nonlinear elliptic equation in the finite domain. To solve this problem, we
linearize the equation to reduce the nonlinear problem to the sequence of linear problems




























Then the original nonlinear equation (2.21) can be written as Lϕ(ϕ) = 0. This equation
is solved iteratively. First, we choose an initial guess ϕ(0)(ζ, θ). As numerical experiments
show, it is sufficient to choose ϕ(0)(ζ, θ) = 0 (in this case the first iteration ϕ(1) is a solution




































until the difference between ϕ(n) and ϕ(n+1) becomes negligible.
As a result of truncating the domain and linearization, we get the linear boundary-value
problem (2.23), (2.27), (2.28), (2.30) in the finite domain Ωh(ζ,θ). Now we are ready to
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perform discretization of this boundary-value problem.
2.2.2 Spectral Discretization in the Spanwise Direction
The spectral discretization consists in expanding the unknown function into finite series in
terms of a special set of functions that are called basis functions. There are two major types
of the spectral discretization: a Galerkin method and a collocation method. It is not easy
to apply a Galerkin method to the non-linear problems since we would have to compute
integrals of products of basis functions and their derivatives. Therefore, we will only use a
collocation method.
For employing a collocation method, we need to specify basis functions and collocation
points. We will use a polynomial basis for our discretization, and the collocation points
derived in the work of Malek and Phillips [42]. Malek and Phillips proposed to choose
the collocation points from the condition that the integration rule corresponding to these
collocation points is as accurate as possible. They prove convergence of their method for
some model problems. Below we will confirm good performance of the discretization by
means of numerical computations.
We require the basis functions fk(θ) to satisfy the homogeneous boundary conditions in
θ:
fk(±α) = 0, f ′k(±α) = 0.
We construct such basis functions using the Chebyshev polynomials:





Tk+3 (θ/α) , (k = 1, 2, . . . , Nθ).
The choice of the Chebyshev polynomials is motivated mainly by ease of their computation
using cosine and arccosine functions.
The discretized solution ϕ(n)(ζ, θ) is written in terms of basis functions
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Q is a polynomial function satisfying the inhomogeneous boundary condi-
tions. The representation (2.31) satisfies the boundary conditions (2.23). The expansion
coefficients ck(ζ) are the new unknowns. To derive equations for ck, we will discretize
equations (2.30) using the collocation method.
We choose the collocation points as proposed in [42]. The choice of the collocation
points is based on the condition that the integration rule corresponding to these points is
the most accurate when applied to the polynomials satisfying the homogeneous boundary
conditions. This is equivalent to requiring that the corresponding collocation method is as
close to the corresponding Galerkin method as possible. In [42], the authors derive the set
of collocation points
{θl, l = 1, 2, . . . , Nθ}




(θl/α) = 0, l = 1, 2, . . . , Nθ.
Using the solution representation (2.31) and evaluating the equation (2.30) at the col-









= 0, l = 1, 2, . . . , Nθ,









, l = 1, 2, . . . , Nθ, (2.32)
where the operator Lϕn−1 is defined by (2.29). The equations (2.32) form a set of Nθ ODEs
of the fourth order with respect to ck. The boundary conditions for (2.32) can easily be
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derived from the transferred boundary conditions (2.27), (2.28):
ck(ζr) = (c0)k , c
′
k(ζr) = 0, (2.33)
ck(ζl) = (c1)k , c
′
k(ζl) = 0, (2.34
′)
c′k(ζl) = 0, c
′′
k(ζl) = 0, (2.34
′′)
where (c0)k and (c1)k are expansions of functions ϕ0(θ) and ϕ1(θ) in terms of f0(θ) and
fk(θ) (k = 1, 2, . . . , Nθ). The boundary-value problem (2.32)–(2.34) for a system of ODEs
will now be discretized using the finite difference method.
2.2.3 Finite Difference Discretization in the Radial Direction
Ζl Ζr
Ζ1 Ζ2 Ζ3 Ζ4 ... ... ΖNΘ-3 ΖNΘ-2 ΖNΘ-1 ΖNΘ
Figure 2.1: The grid in ζ axis
Now we have a linear system of ordinary differential equations (2.32) to be solved to-
gether with the boundary conditions (2.33), (2.34). To solve it, we introduce a grid with
Nζ points on the ζ axis (see figure 2.1):
{
ζj = ζl + (ζr − ζl) j − 2
Nζ − 5/2 : 1 ≤ j ≤ Nζ
}
,
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ck(ζ3)− 2ck(ζ2) + ck(ζ1)
h2
= 0. (2.36′′)
If it is required to improve the accuracy of the method, it is possible to use higher-order
finite-difference schemes. Also, finite-element methods could be used for discretization in ζ
as an alternative to the finite difference method.
2.2.4 Solution of the Linear System of Algebraic Equations
After the above second-order finite-difference discretization of the equations and the bound-
ary conditions, we get the system of linear algebraic equations with respect to the values
of coefficients ci at the grid points ζj . The resulting system is solved by QR decomposition
(Householder reflections) method. It is a direct method of linear algebra similar to Gaussian
elimination, but it uses the orthogonal reflection transformations, which makes the method
more robust as compared to the Gauss method.
As can be noticed, the matrix of the system has the size of NθNζ with (6Nθ−1) nonzero
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diagonals. Therefore, transformation of the matrix to the upper-triangular form requires
O(NθNζ) Householder reflection operations, each of which requires O(N
2
θ ) basic floating
point operations. The total CPU time for solving the system is O(NζN
3
θ ). Now we can
see that the combined spectral-finite difference method should be efficient when coupled
with the direct solver because spectral discretization allows us to take much smaller Nθ as
compared to finite-difference or finite-element discretization.
2.3 Computation of Self-Similar Flows with a Source or a
Sink
The proposed method was applied to the boundary-value problem (2.21)–(2.24) describing
self-similar viscous fluid flows in sectors.
The flows are presented mainly in the two ways: using the graphs of normalized radial





as a function of ζ, and using the graphs of streamlines. Sometimes, the graphs of spanwise
velocity rˆvˆθ(ζ, 0) or the stream function ϕ(ζ, 0) at the axis is presented. From a graph of
normalized axial velocity it is easy to observe the flow regimes at different points of time
and transitions between the regimes. A graph of streamlines gives an idea of the flow in
a sector at a particular point of time. The step size ∆ϕ = 0.2 is used for presenting the
graphs of streamlines.
2.3.1 Results on Stokes Flows, Different Initial and Boundary Conditions
First, we present the results on the Stokes flow (Re = 0) for the case of a source or a sink.
Since the Stokes flow for a sink is essentially the same (except for the change in sign of ϕ),
we present the results only for a source (Qˆ = 1). The computations were done for different
initial conditions and boundary conditions at the corner.
CHAPTER 2. THE NUMERICAL METHOD FOR FLOWS IN SECTORS 37
(a) stream function
















Figure 2.2: The prescribed stream function (2.37)
(a) stream function













Figure 2.3: The prescribed stream function (2.38)
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First, different initial conditions (2.22) were tried. Two initial stream functions were
tried: a stream function describing a symmetric purely inflowing or outflowing flow




and an asymmetric flow inflowing near one wall and outflowing near another one:






















are shown in figures 2.2 and 2.3.
The results of computations with the symmetric initial condition (2.37) for Re = 0 (the
Stokes model), Qˆ = 1, and for α = 30◦, 90◦, 115◦, and 135◦ are shown in figures 2.4–2.7.
The graph (a) on these figures shows the normalized axial velocity and the rest three graphs
show, respectively, streamlines of the regime of the flow close to the initial regime (graph
(b)), the transition between the initial and the final regime (graph (c)), and the regime
of the flow close to the final steady regime (graph (d)). As can be seen from figure 2.4,
the flow for α = 30◦ almost does not change, the flow for α = 90◦ has a visible difference
between the initial regime and the final regime, and for α = 115◦ and 135◦ there are zones
of reversed current. In all the cases, the flows converge to the steady Jeffery-Hamel flow as
tˆ→∞ (i.e. ζ → −∞), as predicted by the asymptotic analysis (section 2.1.7).
The results of computations with the asymmetric initial condition (2.38) for Re = 0
(the Stokes model) and for the same values of α are shown in figures 2.8–2.11. The graph
(a) on these figures shows the normalized radial velocity at the axis, and graph (b) shows
the normalized spanwise velocity. As can be seen from the graphs, the results for α ≥ 90◦
diverge as ζl → −∞, i.e. the normalized velocity is unbounded as ζl → −∞. In this case,
as the normalized velocity grows for α ≥ 90◦, the nonlinear inertia terms in the real flow
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.4: The flow with initial regime (2.37) for Re = 0 and α = 30◦
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.5: The flow with initial regime (2.37) for Re = 0 and α = 90◦
eventually become of the same order as the viscous terms and therefore the Navier-Stokes
equations should be considered, since the Stokes model is not valid for this case.
For Re > 0 (the full Navier-Stokes equations), the results of comparison of initial con-
ditions (2.37) and (2.38) are similar except that the critical angle αc is greater than 90
◦ for
the case of a sink (Qˆ = −1) and less than 90◦ for the case of a source (Qˆ = 1). This is in
agreement with the respective analytical studies of steady flows [22].
Different boundary conditions at the corner rˆ = 0 were tried to test sensitivity of the
method to these conditions. Three different versions of the boundary conditions at the
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.6: The flow with initial regime (2.37) for Re = 0 and α = 115◦
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.7: The flow with initial regime (2.37) for Re = 0 and α = 135◦
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(a) normalized axial velocity











(b) rˆvˆθ at the axis
(c) streamlines (d) streamlines
(e) streamlines
Figure 2.8: The flow with initial regime (2.38) for Re = 0 and α = 30◦
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(a) normalized axial velocity











(b) rˆvˆθ at the axis
Figure 2.9: The flow with initial regime (2.38) for Re = 0 and α = 90◦











(a) normalized axial velocity











(b) rˆvˆθ at the axis
Figure 2.10: The flow with initial regime (2.38) for Re = 0 and α = 115◦











(a) normalized axial velocity










(b) rˆvˆθ at the axis
Figure 2.11: The flow with initial regime (2.38) for Re = 0 and α = 135◦
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(a) normalized axial velocity









(b) rˆvˆθ at the axis
Figure 2.12: The flow with conditions (2.39) for Re = 0 and α = 30◦











(a) normalized axial velocity









(b) rˆvˆθ at the axis
Figure 2.13: The flow with conditions (2.39) for Re = 0 and α = 90◦
and the other condition with asymmetric ϕ1(θ):
lim
ζ→−∞






















These functions ϕ1(θ) are the same as the initial stream functions considered above (see
figures 2.37 and 2.38).
The flows computed with boundary conditions (2.39) for Re = 0 and α = 30◦, 90◦, 115◦,
and 135◦ are presented in figures 2.12–2.15. The flows computed with boundary conditions
(2.40) are presented in figures 2.16–2.19. Note that the results on the flows with boundary
conditions (2.24′′) have already been presented above (figures 2.4–2.7). As can be seen
from figures 2.16–2.19, the flows are stable for α = 30◦ and 90◦, but unstable for the wider
angles. If the boundary conditions are symmetric (which is the case for condition (2.39)),
the flow for α = 115◦ is also stable. The numerical experiments with a finer step size in α
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(a) normalized axial velocity











(b) rˆvˆθ at the axis
Figure 2.14: The flow with conditions (2.39) for Re = 0 and α = 115◦












(a) normalized axial velocity









(b) rˆvˆθ at the axis
Figure 2.15: The flow with conditions (2.39) for Re = 0 and α = 135◦













(a) normalized axial velocity











(b) rˆvˆθ at the axis
Figure 2.16: The flow with conditions (2.40) for Re = 0 and α = 30◦
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(a) normalized axial velocity













(b) rˆvˆθ at the axis
Figure 2.17: The flow with conditions (2.40) for Re = 0 and α = 90◦











(a) normalized axial velocity











(b) rˆvˆθ at the axis
Figure 2.18: The flow with conditions (2.40) for Re = 0 and α = 115◦











(a) normalized axial velocity











(b) rˆvˆθ at the axis
Figure 2.19: The flow with conditions (2.40) for Re = 0 and α = 135◦
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(for Re = 0) shows that the flows are stable up to α = 90◦ in general, and up to α ≈ 128.7◦
if all the boundary and the initial conditions are symmetric. This is in agreement with the
previous studies on stability of steady Jeffery-Hamel flows [22].
2.3.2 Results on Navier-Stokes Flows with a Source
The results on flows with a source at the corner (Qˆ = 1) for positive Reynolds numbers
are similar to the results for Re = 0, with the difference that the critical angle (starting
from which the solution is unstable) depends on Re and is smaller than 90◦ for general flow
and less than 128.7◦ for symmetric flow. When the corresponding Jeffery-Hamel solution is
unstable, unlike for the case of Stokes flow, it is not possible to compute the self-similar flow
even for the fixed ζl: Newton’s iterations do not converge, even if coupled with linesearch
strategies and computation on the sequence of Reynolds numbers. This may indicate a com-
plex unsteady behaviour of the solution, perhaps a turbulent behaviour for high Reynolds
numbers. Below we present the results only for the case when Jeffery-Hamel flows are
steady.
The results for α = 30◦, Re = 7 and asymmetric boundary conditions (2.40) are shown
in figure 2.20. For these parameters, Jeffery-Hamel flows are stable. It can be seen from the
graph of normalized axial velocity, there are two distinct radial regimes (constant segments
on the graph), corresponding to the initial flow (−10 < ζ < 0) and the steady Jeffery-Hamel
flow (ζ > 5). Also, the effects of the boundary conditions at the corner are seen to decay
fast as the distance from the corner increases.
The results for α = 30◦, Re = 9.5 and open boundary conditions (2.24′′) are shown
in figure 2.21. For these values of α and Re, the Jeffery-Hamel flow is stable only with
respect to the symmetric disturbances. As can be seen from the figure, the zones with a
reversed flow occur in this situation. Interestingly, in the process of equilibrating of the
Jeffery-Hamel flow, the stream function becomes larger than the maximum value for the
steady Jeffery-Hamel flow, which manifests in the two eddies occurring near the sidewalls
of the sector.
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.20: The flow with a source with conditions (2.40) for Re = 7 and α = 30◦
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.21: The flow with a source for Re = 9.5 and α = 30◦. Additional (dashed)
streamlines are ϕ = ±1.03 and ϕ = ±1.015.
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.22: The flow with a sink with initial regime (2.37) for Re = 100 and α = 30◦
2.3.3 Results on Navier-Stokes Flows with a Sink
Flows with a sink (Qˆ = −1) at the corner are always stable, provided that the Reynolds
number is large enough. The flows computed with Re = 100 are presented in figures
2.22–2.25 for α = 30◦, 90◦, 115◦, and 135◦ respectively. As can be seen, all flows are
purely inflowing in this case. The streamlines move closer to the sidewalls as the corner
is approached. For very high Reynolds numbers, the radial Jeffery-Hamel solutions have
boundary layers near the sidewalls. Hence, it is required to be studied additionally how
well these boundary layers are represented with the proposed spectral discretization.
Numerical experiments suggest that as Re → ∞, the computed solutions converge as
ζl → −∞ to some approximations of Jeffery-Hamel solutions (which is a theoretical limit).
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.23: The flow with a sink with initial regime (2.37) for Re = 100 and α = 90◦
Even if the Reynolds number is too large for the boundary layer to be represented for the
given Nθ, the method was found to produce adequate results, regardless of the value of ζl, α,
or other parameters. The terminal flows for very high Reynolds numbers approximate the
theoretical limit ϕ ∼ θ/α, regardless of the value of α. Figure 2.26 illustrates the computed
flows at ζ = ζl for Nθ = 5, 10, and 50, for large Reynolds numbers (Re > 10
6). As can
be seen, there is a pronounced Gibbs phenomenon in the approximation of the solution,
though otherwise the limit solution ϕ ∼ θ/α is adequately approximated.
2.3.4 Discussion
The numerical results suggest that in all the cases the behaviour of self-similar flows for
ζ → −∞ (i.e. t→∞) is similar to the behaviour of steady Jeffery-Hamel flows. For large α
or Re, self-similar flows diverge as ζl → −∞. If all the initial and boundary conditions are
symmetric, self-similar flows diverge for somewhat larger values of α and Re. Divergence of
self-similar flows means that self-similar flows are not stable to perturbation of the boundary
CHAPTER 2. THE NUMERICAL METHOD FOR FLOWS IN SECTORS 53











(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.24: The flow with a sink with initial regime (2.37) for Re = 100 and α = 115◦
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(a) normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 2.25: The flow with a sink with initial regime (2.37) for Re = 100 and α = 135◦
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(a) Nθ = 5, normalized axial velocity





(b) Nθ = 5, stream function













(c) Nθ = 10, normalized axial velocity







(d) Nθ = 10, stream function













(e) Nθ = 50, normalized axial velocity







(f) Nθ = 50, stream function
Figure 2.26: Numerical resolution of the boundary layer
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conditions at the corner. The same conclusions are valid for steady flows in sectors [22]. If
α and Re are small enough, self-similar flows approach the respective steady Jeffery-Hamel
flows as ζ becomes small enough. Thus, the self-similar formulation allows us to observe
evolution of radial initial regimes and equilibration of flows to the respective Jeffery-Hamel
regimes (when the later are stable).
Unfortunately, the present method does not allow us to study self-similar flows for the
range of parameters Re and α for which Jeffery-Hamel flows are unstable. Particularly, as
was stated earlier, self-similar flows were found to lose stability at the same time as steady
Jeffery-Hamel flows lose stability. This indicates that the flows for parameters beyond the
stability range of Jeffery-Hamel flows are not self-similar. It implies non-uniqueness of such
flows, since under the assumption of uniqueness, the flow evolving from a radial initial flow
is necessarily a self-similar one.
Self-similar Navier-Stokes flows with a source are stable for a smaller range of angles
α than Stokes flows. When Navier-Stokes flows with a source are stable, they converge to
Jeffery-Hamel flows as tˆ → ∞. A hydrodynamical effect of occurrence of two symmetric
eddies in the process of equilibration was observed in the computations. These symmetric
eddies travel away from the domain corner. This hydrodynamical effect, though not being
reported for the current problem, is quite well-known and intuitive: it is somewhat similar
to the rings of smoke travelling away from the hole they are emitted from. These eddies
occur for parameters (α,Re) for which the flow is unstable (to the asymmetric disturbances).
However, we believe that the eddies can still be seen in practice before the asymmetricity
develops, in the case if the initial flow is symmetric (for instance, if initially the fluid is at
rest).
Self-similar flows with a sink showed a predictable behaviour: such flows converge to
respective Jeffery-Hamel flows. For very high Reynolds numbers, flows with a sink have
boundary layers. It was found that the computational method adequately describes these
boundary layers (though the Gibbs phenomenon is present in the solution). Particularly,
the method does not diverge as Re → ∞. This feature will be especially valuable for
computation of flows in cones: the boundary layers always occur there, no matter how
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small Re is. We will present more results on accuracy of computation of boundary layers
with the proposed method in chapter 4 (for the problem of flow in cones).
2.4 Computation of Self-Similar Flows with Zero Net Flow
Rate
2.4.1 Results
In this subsection we present the results of computation of self-similar Navier-Stokes flows
with zero volumetric net flow rate. In this case, unsteady Moffatt-type eddies are expected
to occur near the apex.
Similarly to the way the results were presented earlier, we present the results in two ways:
using the graphs of ϕ at the symmetry axis θ = 0, and using the graphs of streamlines. A
variable step size for the stream function ∆ϕ is used in the streamlines graphs to illustrate
the low-intensity eddies near the corner.
The results of computations for α = 30◦ for Re = 0 and Re = 15 are presented in figures
2.27–2.28. As can be seen, for the case of the Stokes model (figure 2.27), the flow evolves
from the initial flow (graph (b)) to the steady flow with Moffatt eddies (graph (d)). The
same behaviour is observed for the flow with nonzero Reynolds number (figure 2.28), with
the difference that the first eddy is seen to be asymmetric.
The results of computations for wider angles (α = 45◦, 60◦, 75◦, 90◦, 135◦) for Re = 0
are presented in figures 2.29–2.33. For α = 45◦ and 60◦ the flows differ by the size ratio and
shape of eddies (in accordance with the theory [45, 46]), however, the results are essentially
the same as the results for α = 30◦. For α = 75◦, 90◦, and 135◦ the eddies do not occur.
Table 2.1: Intensity and size ratios of eddies
α theoretical [18, 45, 46] observed
size ratio intensity ratio size ratio intensity ratio
30◦ 5.0022 3446.5 4.9997 3437.1
45◦ 16.585 36394 16.567 36268
60◦ 180.86 9.6165 · 106 180.60 9.6071 · 106
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(a) stream function (b) streamlines
(c) streamlines (d) streamlines
Figure 2.27: The self-similar Flow with zero net flow rate for Re = 0 and α = 30◦
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(a) stream function (b) streamlines
(c) streamlines (d) streamlines
Figure 2.28: The self-similar Flow with zero net flow rate for Re = 15 and α = 30◦
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(a) stream function (b) streamlines
(c) streamlines (d) streamlines
Figure 2.29: The self-similar Flow with zero net flow rate for Re = 0 and α = 45◦









(a) stream function (b) streamlines
(c) streamlines (d) streamlines
Figure 2.30: The self-similar Flow with zero net flow rate for Re = 0 and α = 60◦
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(a) stream function (b) streamlines
Figure 2.31: The self-similar Flow with zero net flow rate for Re = 0 and α = 75◦









(a) stream function (b) streamlines
Figure 2.32: The self-similar Flow with zero net flow rate for Re = 0 and α = 90◦









(a) stream function (b) streamlines
Figure 2.33: The self-similar Flow with zero net flow rate for Re = 0 and α = 135◦
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To check the accuracy of the method, the size and intensity ratios were found from the
numerical solution and compared with the theoretical values [18, 45, 46]. The intensity
ratio is defined as the ratio between the absolute values of the stream function at the centre
of the eddies. The size ratio is defined as the ratio between the distances from the centres
of the eddies to the corner. The numerical results were computed with Nθ = 4, hζ = 0.01,
α = 30◦, 45◦, and 60◦. The results are shown in table 2.1. The theoretical ratios were
calculated from the algebraic equations in [18, 45, 46]. The “computed ratios” were taken
as ratios between the 4th and the 5th eddy in the computations.
2.4.2 Discussion
Similarly to the case of nonzero net flow rate, the numerical results suggest that in all the
cases, the flow converges to the quasi-steady flow as ζ → −∞ (i.e. t→∞). For α < 73.2◦,
the initial flow transforms into the flow with unsteady Moffatt eddies, for α > 73.2◦, the
flow monotonically decays as time advances. The Moffatt eddies in the computed flows are
quasi steady, but not strictly steady: their sizes increase as O(
√
tˆ) as time advances, though
at each point of time their size and intensity ratios are the same as for steady Moffatt eddies
(as follows from table 2.1).
Moffatt [45, 46] interpreted the solutions near corners (which were first derived by Dean
and Montagnon [18]) as a Stokes flow near the corner with eddies. He commented that
these flows occur as asymptotic solutions of the Navier-Stokes equations since the local
Reynolds number tends to zero as the corner is approached. Our numerical experiments
are in agreement with these arguments: the results for Re > 0 differ from the results for
Re = 0 only in the first eddy. The subsequent eddies have the same shape as for Re = 0.
The comparison of intensity and size ratios with the theoretical values indicates that
the proposed method can compute Moffatt eddies with a high accuracy, despite a possible
large ratio in intensity of consecutive eddies (e.g. 9.61 · 106 for α = 60◦). Moreover, in the
comparison, we took Nθ = 4 (i.e. basis functions were polynomials of 7th degree with 4
degrees of freedom). This means that we can use polynomials of relatively low degree to
accurately compute the corner eddies. In the next chapter we will propose a modification
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to a finite element method which allows us to compute flows in domains with corners with
accurate resolution of corner eddies.
Chapter 3
The Numerical Method for Steady
Flows with Corners
3.1 Problem Formulation
The problem of viscous fluid flow in a domain Ω is governed by the Navier-Stokes equations,












+∆∆ψ = 0, (x, y) ∈ Ω, (3.1)
where Re is the Reynolds number. This equation will be referred as the stream function
formulation of the Navier-Stokes equations. For simplicity, we consider only the Dirichlet







= ψ1, (x, y) ∈ ∂Ω, (3.2)
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where ∂Ω is the boundary of Ω, ∂∂n is the outward normal derivative on ∂Ω. The variational










































The structure of the flow depends on the problem under consideration. Our particular
interest is the structure of the flow in the vicinity of the corners. As was found by Moffatt,
any flow near the corner with angle smaller than the critical one consists of a series of eddies
with decreasing size and intensity as the corner point is approached [45, 46]. The first (i.e.
largest) eddies can be affected by the flow far from the corner as well as by the nonlinear
forces. However, such impact on the smaller eddies can be neglected and therefore their
behaviour is expected to be close to behaviour of the family of asymptotic solutions. To
summarize, the flow domain consists of
1. the part without the corner eddies,
2. the part with the relatively large corner eddies that might not be well described by
the asymptotic solution due to the impact of the flow far from the corner as well as
the impact of the nonlinear forces, and finally,
3. the part with the relatively small eddies that are well described by the asymptotic
solution.
To compute such structure of the flow, the computational method should have specific
properties. Namely, in the first part of the domain the mesh can be uniform (unless there
are other singular features of the solution that are of interest); in the second part the mesh
should be refined in such a way that all the eddies are represented with approximately the
same number of triangles in order to compute the eddies uniformly accurately; in the third
part the asymptotic solution itself can be used as a discretization.
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To derive the asymptotics for the solution near the corner, following the work of Moffatt
[45, 46], we can neglect the nonlinear terms because the velocity near the corner between
two rigid planes tends to zero. The polar coordinates, with the corner point as the origin,
can be separated in the equation (3.1) and hence the main term in the asymptotic solution
can be found as the real part of the following complex-valued function:
ψ = Crλfλ(θ),
where
fλ(θ) = d1 cos(λθ) + d2 sin(λθ) + d3 cos((λ− 2)θ) + d4 sin((λ− 2)θ).
Parameters d1, d2, d3, d4 are found from the non-slip boundary conditions and λ is defined
to satisfy the Stokes equation. Particularly, for the case of right angle
fλ(θ) = sin θ sin ((pi/2− θ) (λ− 1)) + sin (pi/2− θ) sin (θ (λ− 1)) , (3.4)
and λ ≈ 3.74 + 1.12i.
This asymptotic solution allows one to find the asymptotic ratio of eddies’ position and
intensity, which are defined as position and value of the stream function ψ at a local extrema.
However, absolute position and intensity of eddies depend on the complex-valued constant C
which depends on the particular problem. This constant can be found numerically for each
corner of the domain. By finding the constant C, we can compute position and intensity of

























Here the eddies are numbered with k = k0, k0 + 1, . . . in order of decreasing size, < and =
denote respectively the real and the imaginary part of a complex number, (rk, θk) give the
position of eddies in the polar coordinates, and ψk is the intensity of eddies.
In practice, we can find the constant C only approximately. It means that in compu-
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tations, there will be some error in eddies’ intensity and positions computed by (3.5) due
to the error in C. However, we can deduce from formulas (3.5) that the relative error of
computing the eddies does not depend on k, because k appear in the formula only as some
factor which does not involve C. Indeed, if we denote C˜ to be the approximation to C with











)))−arccot(arg(Cλfλ(pi4 )))) − 1 =
<(δC)−=(δC)<(λ)=(λ) +O(δC)2.
As we can see, the relative error of different eddies depends only on C and converges to
zero as δC → 0.
By approximately finding the constant C, it is possible to have the uniform relative error
for all the eddies in a numerical method. However, to our knowledge, no existing methods
can attain it. Our method introduced in this paper attains the uniform relative error, which
is numerically demonstrated in section 3.3. Particularly, we will observe that the relative
error of finding eddies’ intensity and position decreases uniformly for all the eddies as the
mesh is refined (i.e. the relative error in computation of different eddies does not depend
on their size).
3.2 The Computational Method
The discretization of the stream function formulation of the Navier-Stokes equations in
variational form (3.3) is based on Argyris elements. In order to compute the corner eddies
uniformly accurately, a special mesh and basis functions are constructed near the corners.
The nonlinear system of algebraic equations resulting from the discretization of (3.3) is
solved using Newton’s iteration. The linearized system of algebraic equations is solved by
the unsymmetric multifrontal method [15, 16] implemented in UMFPACK software package.
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Analysis of the literature dedicated to numerical solution of the lid-driven cavity problem
indicates that the methods with non-uniform mesh refinement near the boundaries generally
produce more accurate results for the corner eddies, though the primary eddy might be
computed as accurately as using uniform meshes. However, in the literature, the mesh
refinement function (grading function) is usually fixed to be piecewise polynomial in each
Cartesian coordinate, and it is usually not discussed what is the optimal mesh refinement
to resolve the eddy structure.
In the proposed method, we use the exponential mesh refinement near the corners. With
exponential mesh refinement, each corner eddy large enough to be resolved on the mesh
has approximately equal number of triangles for its representation. In addition, we assume
that in the triangle adjacent to the corner, size and intensity of the eddies are small enough








Figure 3.1: A domain decomposition near the corner
To construct a mesh, the domain is decomposed into several subdomains according to
the structure of the flow: the main subdomain without the corner eddies, the near-corner
subdomains with the relatively large corner eddies and the corner subdomains with the
small eddies. Thus, the domain is decomposed into 1 + 2Nc subdomains, where Nc is the
number of corners between rigid walls (the corners adjacent to inlets/outlets are not counted
since infinite series of eddies do not occur there). A typical domain decomposition near a
corner is shown in figure 3.1. There is one main subdomain (tagged with ”M” in figure 3.1),
one near-corner subdomain per each corner between rigid walls (tagged with ”NC” in figure
3.1), and one corner subdomain per each corner between rigid walls (tagged with ”C” in
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figure 3.1).
Apart from infinite series of eddies, there can be singularities in the flow at the corners.
For example, in the lid-driven cavity problem, there are singularities at the corners between
the moving lid and the side walls:
ψ =
2r
pi2 − 4 ((pi − 2θ) sin(θ)− piθ cos(θ)) +O(r
2), (3.6)
where r > 0 and 0 < θ < pi/2 are the polar coordinates, chosen so that the origin is in the
upper corner of the cavity and θ = pi/2 corresponds to the cavity lid. In the backward-facing




where λ1 ≈ 1.54, λ2 ≈ 1.91, λ3 ≈ 2.63 + 0.23i. It was previously found out that a special
treatment of these singularities can produce better results [9, 34]. The technique we use to
treat the corner singularities is similar to the technique we use to compute the corner eddies.
Namely, we perform the same mesh refinement and we match the asymptotic expansion (3.6)
or (3.7) at the corner triangle with the solution at the near-corner subdomain.
The organization of the rest of the section follows the proposed structure of the domain.
First, the discretization in the main subdomain is specified (subsection 3.2.1). Second,
the discretization in the near-corner subdomains is described (subsection 3.2.2). Last, the
discretization in the corner subdomains is derived (subsection 3.2.3).
3.2.1 Discretization in the Main Subdomain
The discretization of the stream function formulation of the Navier-Stokes equations in
variational form (3.3) in the main subdomain is done on the uniform mesh and is based on




ψ : ψ is C1-continuous, ψ ∈ P5(T ) for each triangle T
}
.





Figure 3.2: Argyris elements
Argyris elements are schematically shown in figure 3.2. The basis functions for such finite
element discretization are determined by 21 degrees of freedom: six degrees of freedom
at each vertex of the triangle corresponding to the values of ψ and its first and second
derivatives, and one degree of freedom corresponding to the normal derivative at the middle
















(vi), (i = 1, 2, 3);
∂ψ
∂n
(vij), (i, j = 1, 2, 3, i < j).
Here vi are the vertices of the triangle and vij are the midpoints of the edges (figure 3.2).
3.2.2 Discretization in the Near-Corner Subdomains
The discretization of equation (3.3) in the near-corner subdomain (trapezium ABGF in
figure 3.1) is also based on Argyris elements and is done on the exponentially graded mesh.
The mesh is chosen to be conforming with the mesh in the main subdomain and therefore
no additional techniques are involved to couple the solutions in these two subdomains.
To construct the mesh, the region ABGF is split into the smaller trapezia (figure 3.3)
by introducing the series of line segments parallel to AB (denoted as F1G1, . . . , FmGm
on the figure 3.3) and another series of segments of the lines whose extensions cross at
the corner point O (these lines are denoted as OD1, . . . , ODn in figure 3.3). Position of
the lines crossing at O is induced by the triangulation in the main subdomain: these lines
contain the nodes of the triangulation on the line segment AB. The distances between the















Figure 3.3: Trapezia splitting of the near-corner subdomain
lines parallel to AB are chosen to satisfy the exponential refinement property: the ratio of

























The constant k is chosen as k = 2−1/n to agree with the mesh in the main subdomain and






Figure 3.4: A triangular mesh of the near-corner subdomain
Finally, after splitting the near-corner subdomain into trapezia, each trapezium is di-
vided into two triangles avoiding obtuse triangles (figure 3.4). These triangles form the
triangulation in the near-corner subdomain.
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3.2.3 Discretization in the Corner Subdomains
We assume that in the corner subdomain (triangle OFG in figure 3.1), the asymptotics (3.4)
gives a sufficiently accurate approximation to the exact solution. Therefore, the solution
basis in the corner triangle OFG is chosen to be a set of only two functions, namely real
and imaginary part of the function fλ(θ) in (3.4):
Vh(4OFG) =
{
< (fλ)|4OFG , = (fλ)|4OFG
}
.
For the overall finite element discretization to be conforming, the basis functions should be
C1-continuous across the interface FG, that is, the jumps of any basis function ψk and its








These conditions, however, cannot be satisfied since the basis functions in OFG are not
polynomials, whereas the basis functions in FGBA are polynomials. Therefore, we satisfy
the interface conditions (3.8) approximately as described below.
If the values of a basis function in OFG were fixed, then the interface conditions (3.8)
would be nothing but the Dirichlet conditions at the segment FG. Therefore, we treat the
interface conditions (3.8) like the regular Dirichlet boundary conditions: we set the jumps
of the function and its first tangential, second tangential, normal, and mixed derivatives to
be equal to zero at the mesh points. In addition, we set the jumps of the normal derivative
to be equal to zero at the midpoints of the edges. More precisely, if the triangle v1v2v3 has



































The finite element basis constructed in this way approximately satisfies the interface con-
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Figure 3.5: A basis function near the edge A1A2 (1st function, mesh M0)
Figure 3.6: A basis function near the edge A1A2 (2nd function, mesh M0)
Figure 3.7: A basis function near the edge A1A2 (1st function, mesh M1)
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ditions (3.8). Examples of the basis functions are illustrated in figures 3.5, 3.6, 3.7, and
3.8.
One important remark needs to be made regarding refining the mesh. When refining
the mesh by a factor of 2, we expect the error to decrease at most by a factor of 26 (since
the basis functions are 5th degree polynomials). Then we also should shrink the domain
OFG as the mesh is refined in order to reduce the error of representation of the solution
with its asymptotics (3.4). This will expand the near-corner domain FGBA. The factor
of shrinking of the corner domain OFG needs to be chosen in such a way that on the one
hand, the error of representation of the solution with its asymptotics is not dominating,
and on the other hand, the number degrees of freedom of the discretization is not too large.
From the numerical experiments (see subsection 3.3.2 for details), it was established that a
shrinking factor of 4 is close to the optimal value for computation of the corner eddies. The
examples of the meshes in the main and near-corner subdomains for the lid-driven cavity
problem are shown in figure 3.9. The bold lines are the interfaces between subdomains.
3.3 Results of Computations and Discussion
The present method was applied to two problems: the lid-driven cavity problem, and the
backward-facing step problem. Since the lid-driven cavity problem is the most widely used
benchmark problem, the main focus was to compute the infinite series of eddies for the
lid-driven cavity flow and compare the data with the results available in the literature
(subsection 3.3.1). Also, different shrinking factors of corner subdomain were tested to
confirm that the factor of 4 is close to the optimal value (subsection 3.3.2). The backward-
facing step problem was also computed and compared with the available results (subsection
3.3.3).
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3.3.1 The Lid-Driven Cavity Problem





















where the domain Ω is the unit square Ω = (0, 1) × (0, 1), and us is a tangential velocity
on the boundary: us = 1 for y = 1, and us = 0 otherwise. The general structure of the
lid-driven cavity flow is sketched in figure 3.10. The flow consists of the primary eddy
(denoted as PE), a series of bottom left corner eddies (denoted as BL1, BL2, . . . , BLk,
. . . ), and a series of bottom right corner eddies (denoted as BR1, BR2, . . . , BRk, . . . ). The
eddies are numbered in order of decreasing size. For high Reynolds numbers, the top left
eddies (TL1 and TL2) can also appear in the flow. It is generally agreed among researchers
that the steady flow is stable for small and moderate Reynolds numbers. However, there
is no agreement regarding stability of the flow for higher Reynolds numbers. We compare
our high-Re results with one of the most accurate results available in the literature, namely
with the work of Barragy and Carey [7], who found the numerical solution to be stable up
to Re=12500. Also, we present our results for higher Re in order to illustrate the capability
of the present method to compute the infinite series of eddies for higher Re, as well as to
make it possible to compare the present results with other works.
The figures with the streamlines of the lid-driven cavity flow for Re=2500 are presented
in figure 3.11. The upper image contains the eddies PE, TL1, BL1, BR1, and also the small
eddies BL2 and BR2. The two lower images contain BL2, BL3 and BR2, BR3 respectively.
The images for the smaller eddies are almost not distinguishable from the lower two images
and therefore are not presented in the paper.
The lid-driven cavity problem was computed using the method described above. The
computations were done on five different meshes, denoted as M0, M1, M2, M3 and M4. The
meshes M0 and M1 are shown in figure 3.9. The parameters such as number of triangles,
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Table 3.1: Mesh parameters
Mesh Triangles DOF Reduced DOF Corner triangle size
M0 64 414 210 0.063
M1 388 2078 1490 0.016
M2 2052 10126 8578 0.0039
M3 10244 48334 44482 0.00098
M4 49156 226574 217346 0.00024
number of degrees of freedom (DOF) and size of a leg of the corner triangle (i.e. length
of OG in figure 3.4) are presented in table 3.1. The fourth column (reduced DOF) is the
number of degrees of freedom after application of the boundary conditions and the matching
conditions on the interface between corner and near-corner subdomains. The results on the
mesh M0 are substantially under-resolved for Re ≥ 1000 and therefore are not presented
here.
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Figure 3.8: A basis function near the edge A1A2 (2nd function, mesh M1)















Figure 3.10: Illustration: the structure of the eddies for the lid-driven cavity flow
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Figure 3.11: Streamlines for cavity flow for Re=2500.
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Comparison of the results of the present work on different meshes with the works avail-
able in the literature was carried out for Re=1000. The results are presented in table 3.2
(only the works that produce at least one of the two second corner eddies, BR2 or BL2, were
included in the table). The first column of the table indicates the work (the present work
or the existing work we compare with). The type of method used and its spatial accuracy
are presented in the second column. The abbreviations FE, Sp, and FD denote a finite
element, a spectral, and a finite difference method respectively. The third column indicates
the grid (or mesh) used and the number of degrees of freedom in the discretization. The
rest of the columns contain intensity (ψ) and position (x, y) of the respective eddies.
The best agreement of our results for Re=1000 is with the results of Botella and Peyret
[9], which seem to have the most accurate results for Re=1000 available in the literature.
The absolute difference in the stream function at the location of eddies between our work
and [9] is less than 10−7. As can be seen from table 3.2 (rows 5 and 6), the results on
the meshes 128× 128 and 160× 160 are very close to each other and are very close to the
results of the present work. The absolute difference in intensity of the primary eddy (PE)
is less than 10−7 and the difference for BL2 is 6 · 10−11. However, the relative difference
between computations on these two meshes is less than 10−6 for the primary eddy, and is
approximately 0.01 for BL2. This is the common feature of most of the other methods:
the relative accuracy of computation of the corner eddies is less than the accuracy for the
primary eddy; the smaller the eddy is, the less the relative accuracy is. On the contrary,
for the present method the relative difference between solutions on the meshes M3 and M4
for PE is approximately 1.68 · 10−7, for BL1 is 1.47 · 10−6, and for BL2 is 1.49 · 10−6. This
indicates that the proposed method allows one to compute the infinite number of eddies
with the relative error of computation of the corner eddies being essentially independent of
their size. We will observe this feature of the proposed method in more detail below.
The results for higher Reynolds numbers were compared with the results of Barragy and
Carey [7], which were found to be the most accurate results containing up to the 4th corner
eddies. The absolute difference between the present work and [7] in the value of the stream
function at the location of the eddies is less than 10−5. Intensity and position of some of
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the eddies for the present computations for different mesh refinements and the results of
Barragy and Carey [7] are presented in tables 3.3 and 3.4 (for Re=2500 and Re=12500
respectively).
Table 3.3 indicates that the present results for Re=2500 are more accurate for all the
eddies than the results of Barragy and Carey. The results for Re=12500 (table 3.4) on the
mesh M4 seem to be of comparable accuracy for the primary eddy and first three corner
eddies (BL1-BL3, BR1-BR3). However, the present method produces better results for
the fourth corner eddies (BL4 and BR4) than the method of Barragy and Carey [7]. The
deterioration of the accuracy of the present method for high Reynolds numbers is attributed
to the uniform mesh being used in the main subdomain in the present method. Barragy
and Carey used the graded mesh which might resolve the boundary layers near the walls
better.
It is also interesting to examine the relative error of finding intensity and position
of different corner eddies depending on the mesh. As can be observed from table 3.3
(Re=2500), the difference in eddies’ intensity and position between computations on two
consecutive meshes M3 and M4 decreases by a large factor (the difference between M3 and
M4 is about 30 times smaller than the difference between M2 and M3). This indicates fast
convergence of the numerical solution. Hence, we can estimate the error of the solution
on M1, M2, and M3 as the difference with the solution on M4. Also, since the difference
between the results of Barragy and Carey and the present results on the mesh M4 is much
larger than the difference between M3 and M4, we can also estimate the error of Barragy
and Carey’s solution as the difference between their solution and the present solution on M4.
The estimated relative error thus computed for the eddies BL1-BL4 is presented in table 3.5.
As can be seen from table 3.5, the method of Barragy and Carey (as well as all the methods
available in the literature and known to us) produces the relative error which increases for
the smaller eddies. On the contrary, the present method allows one to compute the whole
infinite series of eddies, and the relative error of finding the eddies’ intensity and position
decrease uniformly for all the eddies as the mesh is refined. That is, there is a bound on
the relative error of finding the eddies’ intensity and position, this bound is independent
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of size and intensity of the particular eddy and decreases as the mesh is refined. This is a
distinctive feature of the proposed method, which is a result of appropriate mesh refinement
near the corners as well as coupling the approximate solution with the exact asymptotics.
Intensity and position of all the eddies present in the flow were computed for Re=1000,
2500, 5000, 7500, 10000, 12500, 20000, and 25000. The fifth corner eddies (BL5 and BR5)
as well as the smaller eddies (sixth, seventh, etc.) were computed for the first time in
the present work. The results of the computations on the finest mesh (4th refinement) are
presented in tables 3.6-3.9. Table 3.6 presents the results for the primary eddy (PE) and the
top-left eddies (TL1 and TL2). Intensity and position of the first four secondary bottom-
left eddies (BL1, BL2, BL3, and BL4) and the first 4 secondary bottom-right eddies (BL1,
BR2, BR3, and BR4) are given in tables 3.7 and 3.8 respectively. Table 3.9 presents the
subsequent secondary bottom-left and bottom-right eddies (BLk, BRk for k = 5, 6, 7, . . .).
As was mentioned earlier, the solution for Re=20000 and Re=25000 might not be stable;
the results for Re=20000 and Re=25000 are presented to demonstrate the capability of the
present method to compute infinite series of eddies for high Reynolds numbers.
The secondary eddies starting from the fifth one (table 3.9) are computed for the first
time in the present work. The relative difference between computations of these eddies on
the meshes M3 and M4 was found to be relatively small (from 10−7 for Re=1000, to 0.02 for
Re=12500, to 0.2 for Re=25000). This suggests that the present results are very accurate
for small and moderate Reynolds numbers, relatively accurate for high Reynolds numbers,
and have the correct order of magnitude for very high Reynolds numbers.
3.3.2 Corner Subdomain Shrinking Factor
In order to find an optimal shrinking factor of the corner subdomain, computation of the
corner eddies for the lid-driven cavity problem with shrinking factors of 23/2 ≈ 2.8, 22 = 4,
and 25/2 ≈ 5.7 was done. Figure 3.12 shows the relative error of computation of the
fourth left corner eddy (BL4) plotted against the number of degrees of freedom (DOF).
Computations were done on the meshes M0, M1, M2, and M3. As earlier, the error was
approximately computed as the difference with the solution on the mesh M4. The continuous
























Figure 3.12: The estimated relative error of computation of BL4 for different shrinking
factors
line on graph 3.12 corresponds to the shrinking factor of 4, and the round and square markers
correspond to the shrinking factors of 23/2 and 25/2 respectively.
As can be seen from the graph, the error for the shrinking factor of 23/2 is insignificantly
less for DOF ≈ 2000 and is greater for the solution with more degrees of freedom. The error
for the shrinking factor of 25/2 is close to the error for the factor of 4 for the same mesh
refinement, which makes the shrinking factor of 25/2 less preferable because of larger degrees
of freedom for the same mesh refinement. Thus, the solution for the shrinking factor of 4
generally performs better than for the factors of 23/2 and 25/2, since, generally, it has the
smaller error for the same number of degrees of freedom. Therefore, we can conclude that
the shrinking factor of 4 is close to the optimal value.
3.3.3 The Backward-Facing Step Problem
The problem of flow around a backward-facing step is another benchmark problem used
for testing numerical methods. Unlike the lid-driven cavity problem, there are few works
that would compute several corner eddies for the backward-facing step problem. Also,
because there are more parameters to choose in the backward-facing step problem (i.e.
expansion ratio and two channel lengths), different authors perform computations using
different parameters. This makes comparison between different works for this problem
more difficult than for the lid-driven cavity problem. Therefore, instead of comprehensive
comparison of computation of series of corner eddies for this problem, we just compute the
backward-facing step flow for one choice of parameters and compare our results with one of
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Figure 3.13: Illustration: the structure of the domain and the eddies for the backward-facing
step flow
The schematic structure of the domain and the eddies for the backward-facing step flow
is shown in figure 3.13. There is one upper wall eddy (UW) and a series of corner eddies
(C1, C2, . . . , Ck, . . . ). The first corner eddy is sometimes referred in the literature as the
“lower wall eddy”.
We chose the parameters of the problem in accordance with the first computational
example of [29]. The domain sizes and Reynolds number in the computed example are
chosen as follows: L = 20, Le = 3, H = 1, h = 0.5, Re = 1000. The standard parabolic
velocity with a maximum value of 1 is prescribed at the inlet (at x = −Le). At the position
of the outlet x = L, contrary to the conventional outflow conditions, the velocity is set to
be equal to velocity at x→∞. We found that these boundary conditions produce the same
results as the other boundary conditions tried in the literature, but are easier to implement.

























2(3H − h− 2y)(y − h)2
3(H − h)2 , for x = −Le,
1
3
(3− 2y)y2, for x = L,
0, for − Le < x < L.
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There were 2 insignificant differences in choice of parameters between our work and
[29]. First, the value of Reynolds number in [29] was 500 due to the different way of
defining it. And second, the outlet boundary conditions in [29] were such that the normal
derivatives of velocity were zero at the outlet. However, as was stated in [29], with the
chosen outlet boundary conditions and the channel length L, their results were “channel-
length-independent”. For our case, we found out that our results are also independent of the
channel length: the relative difference in intensity of eddies between the flows with L = 20
and L = 25 is less than 10−12. Therefore, it is valid to compare these two examples.
Figure 3.14: Streamlines of the backward-facing step flow.
The graphs with streamlines of the backward-facing step flow are presented in figure
3.14. The upper graph has the eddies UW and C1, the lower left graph contains C1 and
C2, and the lower right graph shows C2 and C3.
The backward-facing step problem was computed on three different meshes denoted as
M1, M2, M3. The mesh M1 is shown in figure 3.15, where the bold lines correspond to the
boundaries of near-corner subdomains. Near the 90-degree corner the mesh is similar to
the near-corner mesh for the lid-driven cavity problem. The mesh at the backward-facing
270-degree corner is constructed by splitting the corner into three 90-degree angles and
combining the meshes for those 90-degree angles, as shown in figure 3.15. The details of the
meshes used are presented in table 3.10, where the table columns are the same as in table
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Figure 3.15: The mesh M1 used for the backward-facing step problem
3.1. Also, some details of the discretization of [29] are presented in table 3.1.
Intensity (ψ) and position (x, y) of the upper wall eddy UW and the corner eddies C1,
C2, C3, and Ck (k = 4, 5, . . .) are presented together with the results of [29] in table 3.11.
As can be seen from the table, the absolute difference in intensity of the eddies between
the present solution and [29] is of the order of 10−4. The absolute difference in intensity
between the present results on the meshes M2 and M3 is 1.1 · 10−8. The relative difference
in intensity of the eddies Ck (k ≥ 4) is 3.7 · 10−4. Thus, we can conclude that the proposed
method efficiently computes the solution of the backward-facing corner problem, and allows
one to compute all the eddies present in the flow relatively accurately.
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Table 3.3: Comparison of different eddies for Re=2500 for different refinements with Barragy
and Carey [7]
PE ψ x y
M1 −0.1229531 0.5232264 0.5433070
M2 −0.1214925 0.5197949 0.5439642
M3 −0.1214695 0.5197760 0.5439257
M4 −0.1214690 0.5197769 0.5439244
Barragy&Carey −0.1214621 0.5188822 0.5434181
BL1 ψ x y
M1 0.0008589064 0.08486497 0.1124206
M2 0.0009319561 0.08428356 0.1110820
M3 0.0009311176 0.08424130 0.1110051
M4 0.0009311474 0.08424181 0.1110061
Barragy&Carey 0.0009310542 0.08439557 0.1109646
BL2 ψ x y
M1 −2.561365 · 10−8 0.006180366 0.006180366
M2 −2.813986 · 10−8 0.006133761 0.006162933
M3 −2.811056 · 10−8 0.006129657 0.006158771
M4 −2.811158 · 10−8 0.006129716 0.006158831
Barragy&Carey −2.809461 · 10−8 0.006023922 0.006211389
BL3 ψ x y
M1 7.062414 · 10−13 0.0003730432 0.0003730432
M2 7.758873 · 10−13 0.0003711063 0.0003711063
M3 7.750788 · 10−13 0.0003708568 0.0003708568
M4 7.751069 · 10−13 0.0003708612 0.0003708595
Barragy&Carey 7.595817 · 10−13 0.0003884944 0.0003884944
BR1 ψ x y
M1 0.001739386 0.8549169 0.08763599
M2 0.002659379 0.8346474 0.09085711
M3 0.002662588 0.8343961 0.09075836
M4 0.002662432 0.8344014 0.09075692
Barragy&Carey 0.002662249 0.8342324 0.09075121
BR2 ψ x y
M1 −6.107748 · 10−8 0.9922088 0.007791156
M2 −1.223342 · 10−7 0.9904728 0.009371962
M3 −1.226814 · 10−7 0.9904590 0.009384841
M4 −1.226678 · 10−7 0.9904594 0.009384439
Barragy&Carey −1.226317 · 10−7 0.9903702 0.009321324
BR3 ψ x y
M1 1.684081 · 10−12 0.9995297 0.0004702695
M2 3.372570 · 10−12 0.9994297 0.0005702880
M3 3.382143 · 10−12 0.9994289 0.0005710936
M4 3.381770 · 10−12 0.9994289 0.0005710737
Barragy&Carey 3.366884 · 10−12 0.9994164 0.0005836428
BR4 ψ x y
M1 −4.643492 · 10−17 0.9999716 0.00002838518
M2 −9.299140 · 10−17 0.9999656 0.00003442224
M3 −9.325535 · 10−17 0.9999655 0.00003447087
M4 −9.324506 · 10−17 0.9999655 0.00003446937
Barragy&Carey −5.945803 · 10−16 0.9999354 0.00006458191
TL1 ψ x y
M1 0.0002137404 0.03705343 0.8860543
M2 0.0003454710 0.04307404 0.8893125
M3 0.0003434614 0.04300269 0.8893601
M4 0.0003434479 0.04300225 0.8893601
Barragy&Carey 0.0003433099 0.04329169 0.8890354
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Table 3.4: Comparison of different eddies for Re=12500 for different refinements with Bar-
ragy and Carey [7]
PE ψ x y
M2 −0.1245284 0.5166685 0.5257130
M3 −0.1223875 0.5109497 0.5288917
M4 −0.1223661 0.5110722 0.5288052
Barragy&Carey −0.1223584 0.5113304 0.5283202
BL1 ψ x y
M2 0.001535998 0.05467608 0.1797522
M3 0.001662061 0.05549707 0.1673713
M4 0.001667856 0.05552998 0.1675260
Barragy&Carey 0.001667752 0.05541802 0.1680841
BL2 ψ x y
M2 −4.078831 · 10−6 0.02505156 0.03127547
M3 −6.622290 · 10−6 0.02661348 0.03251247
M4 −6.789915 · 10−6 0.02678565 0.03269075
Barragy&Carey −6.787536 · 10−6 0.02655169 0.03282161
BL3 ψ x y
M2 1.093344 · 10−10 0.001669520 0.001669520
M3 1.783343 · 10−10 0.001759045 0.001760104
M4 1.828845 · 10−10 0.001769764 0.001770830
Barragy&Carey 1.828415 · 10−10 0.001767080 0.001767080
BL4 ψ x y
M2 −3.014661 · 10−15 0.0001007712 0.0001007712
M3 −4.917188 · 10−15 0.0001062069 0.0001062069
M4 −5.042648 · 10−15 0.0001068540 0.0001068540
Barragy&Carey −4.384933 · 10−15 0.0001292307 0.00006458191
BR1 ψ x y
M2 0.002106801 0.7972048 0.05290622
M3 0.003123291 0.7594222 0.05435194
M4 0.003100299 0.7598890 0.05417034
Barragy&Carey 0.003099803 0.7603326 0.05407320
BR2 ψ x y
M2 −0.00004778892 0.9458347 0.04838712
M3 −0.0002608272 0.9272493 0.08172105
M4 −0.0002559075 0.9273684 0.08114478
Barragy&Carey −0.0002558322 0.9275135 0.08121944
BR3 ψ x y
M2 1.304507 · 10−9 0.9969275 0.003073027
M3 7.941352 · 10−9 0.9951967 0.004828739
M4 7.759087 · 10−9 0.9952262 0.004798437
Barragy&Carey 7.750350 · 10−9 0.9952875 0.004899706
BR4 ψ x y
M2 −3.596902 · 10−14 0.9998145 0.0001854712
M3 −2.189624 · 10−13 0.9997093 0.0002906878
M4 −2.139370 · 10−13 0.9997111 0.0002888828
Barragy&Carey −2.077842 · 10−13 0.9996764 0.0002587290
TL1 ψ x y
M2 0.002659272 0.07126436 0.9117728
M3 0.003017535 0.07416998 0.9103214
M4 0.003006600 0.07406084 0.9104110
Barragy&Carey 0.003006256 0.07407443 0.9100436
TL2 ψ x y
M2 −2.128141 · 10−7 0.003520221 0.8342278
M3 −1.809690 · 10−6 0.007213993 0.8302868
M4 −1.716189 · 10−6 0.007084863 0.8305045
Barragy&Carey −1.712133 · 10−6 0.007148820 0.8307576
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Table 3.5: The estimated relative error of finding eddies’ intensity for Re=2500
BL1 BL2 BL3 BL4
present, M1 0.077583 0.088858 0.088846 0.088846
present, M2 0.00086856 0.0010060 0.0010069 0.0010069
present, M3 0.000031924 0.000036335 0.000036188 0.000036189
Barragy&Carey 0.00010006 0.00060359 0.020030 -
Table 3.6: The primary eddy and the top left eddies
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Table 3.7: The first four secondary bottom-left eddies
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Table 3.8: The first four secondary bottom-right eddies
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Table 3.9: The k-th secondary bottom-left and bottom-right eddy (k = 5, 6, 7, . . .). Here





(1.341304 · 10−22) Φk−5λ
(1.065212 · 10−6)Rk−5λ
(1.065212 · 10−6)Rk−5λ
(1.056380 · 10−21) Φk−5λ






(5.892847 · 10−22) Φk−5λ
(1.351140 · 10−6)Rk−5λ
(1.351140 · 10−6)Rk−5λ
(2.571033 · 10−21) Φk−5λ






(1.397442 · 10−21) Φk−5λ
(1.741995 · 10−6)Rk−5λ
(1.741995 · 10−6)Rk−5λ
(2.961451 · 10−20) Φk−5λ






(4.275209 · 10−21) Φk−5λ
(2.506923 · 10−6)Rk−5λ
(2.506923 · 10−6)Rk−5λ
(6.792962 · 10−19) Φk−5λ






(2.339541 · 10−20) Φk−5λ
(4.080535 · 10−6)Rk−5λ
(4.080535 · 10−6)Rk−5λ







(1.390402 · 10−19) Φk−5λ
(6.449646 · 10−6)Rk−5λ
(6.449646 · 10−6)Rk−5λ







(1.858293 · 10−18) Φk−5λ
(0.00001264402)Rk−5λ
(0.00001264402)Rk−5λ







(3.413930 · 10−18) Φk−5λ
(0.00001475125)Rk−5λ
(0.00001475125)Rk−5λ
(7.060695 · 10−17) Φk−5λ
1− (0.00003615330)Rk−5λ
(0.00003615330)Rk−5λ
Table 3.10: Mesh parameters
Work (mesh) Triangles DOF Reduced DOF Corner triangle size
present (M1) 2852 14268 11786 0.0020
present (M2) 11524 54790 49720 0.00049
present (M3) 46596 215666 205344 0.00012
[29] 23414 17564
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Table 3.11: Results of computation of the backward-facing corner problem
Work (mesh) UW C1 C2 C3
present ψ 0.3358312568 -0.022261362 5.00806 · 10−7 −1.383685 · 10−11
(M1) x 6.463736747 2.77208792 0.03233880 0.001953041
y 0.847563780 0.29352617 0.03246756 0.001953396
present ψ 0.3358309224 -0.022261464 4.92964 · 10−7 −1.359039 · 10−11
(M2) x 6.463424442 2.77233160 0.03241694 0.001950378
y 0.847566677 0.29352462 0.03221787 0.001950591
present ψ 0.3358309259 -0.022261475 4.92906 · 10−7 −1.359057 · 10−11
(M3) x 6.463423960 2.77233327 0.03241492 0.001950368
y 0.847566601 0.29352457 0.03221771 0.001950582
[29] ψ 0.3357 0.02215
x 6.47 2.76 not resolved not resolved
y 0.849 0.278
Work (mesh) Ck
present ψ (3.8887 · 10−16) Φk−4λ
(M1) x 0.000118619Rk−4λ
y 0.000118619Rk−4λ
present ψ (3.7459 · 10−16) Φk−4λ
(M2) x 0.000117718Rk−4λ
y 0.000117718Rk−4λ







The Numerical Method for Flows
in Cones
Axisymmetric flows in cones are relatively similar to flows in sectors. However, steady flows
in cones have not been studied as thoroughly as steady flows in sectors. Therefore, we
will study both steady axisymmetric flows in cones, and unsteady self-similar axisymmetric
flows cones.
4.1 The Self-Similar Problem Formulation
In this section we present the axisymmetric unsteady self-similar formulation of the problem
of viscous fluid flow in cones. First, we describe the general setting of the problem in sub-
section 4.1.1. Then, we specify the system of equations and boundary conditions describing
the flows in subsections 4.1.2 and 4.1.3. The equations of self-similar flow are derived in
subsection 4.1.4. The nondimensionalization is performed in subsection 4.1.5. The final
form of the boundary-value problem is stated in 4.1.6.
4.1.1 General Setting
We consider an incompressible viscous fluid flow in an infinite cone with the opening angle
2α (see figure 1.4). To describe the cone we use the spherical coordinates: the spherical
94
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radius r (0 ≤ r < ∞), the co-latitude θ (0 ≤ θ ≤ pi) and the longitude λ (0 ≤ λ < 2pi). In
the present work we will study only axisymmetric flows, which means that the longitudal
velocity component is zero and no variable depends on λ. Therefore, we will omit the
variable λ whenever appropriate, leaving only r and θ.
In the spherical coordinates the cone is described by
Ω(r,θ) = {(r, θ) : 0 < r <∞, 0 < θ < α} .
The flow evolves in time t (0 < t < ∞). There can be a constant nonzero volumetric flow
rate Q(t) through the apex of the cone, which on the contrary to the 2D case is allowed
to depend on time. Later we will show that Q(t) ∼ √t for self-similar flows. The total
volume of fluid flow per unit of time through the apex is 2piQ. Similarly to flows in sectors,
we will say that the case Q(t) > 0 corresponds to a source, or an outflow, or a divergent
flow; the case Q(t) < 0 corresponds to a sink, or an inflow, or a convergent flow; the case
Q(t) = 0 corresponds to zero net flow rate. The kinematic viscosity coefficient of the fluid
is denoted as ν, and the density of the fluid as ρ. The flow is described with the velocity
field ~v(t, r, θ) and the pressure function p(t, r, θ). The radial and spanwise component of
the velocity are vr(t, r, θ) and vθ(t, r, θ) respectively. The initial velocity distribution ~v0 is
prescribed at t = 0.
4.1.2 The Navier-Stokes Equations and the Boundary Conditions
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~ır and ~ıθ are the unit vectors in r and θ directions. The initial flow is prescribed:
~v|t=0 = ~v0(r, θ). (4.2)
The non-slip boundary conditions are set at the cone sidewalls:
~v|θ=α = 0. (4.3)




2 sin θdθ = Q(t). (4.4)
Note that the total volumetric flow rate is 2piQ(t), where 2pi results from integration over
the longitude 0 ≤ λ < 2pi. We assume that the initial velocity distribution ~v0 satisfies the




2 sin θdθ = Q(0). (4.5)
As r →∞, we assume that the flow decays:
lim
r→∞~v = 0. (4.6)
Similarly to the case of flows in sectors, we consider two alternative boundary conditions
for r = 0. The first condition is
lim
r→0
r2~v = ~V1(θ). (4.7
′)
If Q < 0, we can set ~V1 according to the boundary layer solution derived in [11]. If Q = 0,
we set ~V1 = 0. For Q > 0 no analytic solution is available and only the alternative condition









In the problem of flow in cones, the equations degenerate at the axis of the cone θ = 0
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(due to cot θ term in div~v and ∆~v). Therefore, we set an additional condition at θ = 0:
∃ lim
θ→0
~v(t, r, θ). (4.8)
The equations (4.1)–(4.8) constitute the initial-boundary-value problem which we intend
to solve after doing a number of simplifications, similarly to the case of flows in sectors.
First, we will rewrite the system describing axisymmetric flows in terms of the stream
function ψ (subsection 4.1.3). Then we will formulate the initial-boundary-value problem
describing self-similar flows (subsection 4.1.4). The boundary-value problem resulting after
introducing the self-similar variables will be solved numerically.
4.1.3 The Navier-Stokes Equations in Terms of the Stream Function
Similarly to the 2D Navier-Stokes equations, the 3D axisymmetric Navier-Stokes equations






















+ νL2(r,θ)ψ = 0 (4.9)







































































Note that the three conditions (4.3), (4.4), and (4.8) have been grouped together into two
conditions (4.11) and (4.14). Also, for the axisymmetric flow, the axis θ = 0 is a streamline
and hence the spanwise velocity vθ at the axis is zero, which is reflected in (4.14).
In the next subsection, by analogy with the problem of flow in sectors, we are going to
assume the self-similarity of the flow.
4.1.4 The Self-Similar Flows
We assume that the flow is self-similar, that is, it can be described in terms of the self-similar
variables ξ = r√
νt
, and ψ˜(ξ, θ) = 1rψ(t, r, θ).















It can be seen that for this condition to hold, ψ0(r, θ) should be of the form ψ0(r, θ) = rψ˜0(θ).
Then, the initial condition (4.10) takes the form
lim
ξ→∞
ψ˜(ξ, θ) = ψ˜0(θ). (4.15)
The flows of the form ψ0(r, θ) = rψ˜0(θ) occur due to a point source of momentum [39, 56, 60].
Note that conditions (4.15) automatically imply conditions (4.12). As before, we need one
more condition when we will transfer the condition (4.15) from infinity to the finite interval
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∂θ . Note that since Q(0) = 0 in (4.5), the function ψ˜0(θ)
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related to the initial stream function should satisfy a zero-net-flow-rate condition:
ψ˜0(0) = ψ˜0(α) = 0. (4.21)
The domain of the variables (ξ, θ) is the same as the spatial domain for (r, θ):
Ω(ξ,θ) = {(ξ, θ) : 0 < ξ <∞, 0 < θ < α} .
The boundary-value problem (4.15)–(4.20) describes self-similar flows in cones. Self-
similar flows are the flows evolving from the initial stream function of the form ψ0(r, θ) =
rψ˜0(θ).
4.1.5 Nondimensionalization



















|Q1| (Q1 6= 0),
max
−α<θ<α
ψ0(θ) (Q1 = 0).
That is, similarly to the case of flows in sectors, we assume that the scale for ψ is determined
by the net flow rate when it is nonzero and by the initial flow for zero net flow rate. Then,
introducing the dimensionless stream function ψˆ = ψ˜/Ψ and the dimensionless net flow rate
coefficient Qˆ1 = Q1/Ψ, and denoting the Reynolds number as Re = Ψ/ν, we can re-write
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ψˆ(ξ, θ) = 0, (4.26)
where ψˆ1 is a dimensionless corner stream function, ψˆ0 is an initial stream function, and Qˆ
can either be 0 or ±1.
As we see, the problem of self-similar flow in cones does not have a length scale. For
the purpose of interpretation of numerical results, we arbitrarily choose the length scale R













Then ξ = rˆ/
√
tˆ.
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4.1.6 The Final Form of the Boundary-Value Problem
Before we proceed with the formulation of the steady problem (section 4.2), we will rewrite
the boundary-value problem (4.22)–(4.26) in a more convenient way. First, we introduce









































































− cot θ ∂∂θ , ϕ0(θ) ≡ ψˆ0(θ), ϕ1(θ) ≡ ψˆ1(θ). The domain of the
variables (ζ, θ) is
Ω(ζ,θ) = {(ζ, θ) : −∞ < ζ <∞, 0 < θ < α} . (4.32)
To further simplify the equations and to eliminate the singularity at θ = 0 in the PDE,
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lim
ζ→−∞



























, ϕ|s=1 = 0, (4.37)
where β = cos(α), L˜(ζ,s) =
∂2
∂ζ2
+ ∂∂ζ + (1− s2) ∂
2
∂s2
, and the domain of the variables (ζ, s) is
Ω(ζ,s) = {(ζ, s) : −∞ < ζ <∞, β < s < 1} . (4.38)
The boundary-value problem (4.33)–(4.37) will be analyzed in section 4.3.1 and will be
solved numerically in sections 4.6 and 4.7.
4.2 The Steady Problem Formulation
In this section we present a steady formulation of a problem of viscous fluid flow in cones
due to a source or a sink at the apex. We continue derivation of the equations from
the subsection 4.1.3. The equations of steady flow are derived in subsection 4.2.1. The
nondimensionalization is performed in subsection 4.2.2. The final form of the boundary-
value problem is stated in 4.2.3.
4.2.1 Steady Flows
We assume that the flow is steady, which means that the stream function does not depend
on t: ψ = ψ(r, θ). For the sake of convenience, we will keep denoting the stream function





























































ψ(r, θ) = 0, (4.43)
Note that here Q(t) = Q = const.
4.2.2 Nondimensionalization













Unlike for the axisymmetric flow, there are essentially no dimensionless parameters in this
problem formulation (except, of course, α). The scaling for ψ is Ψ = |Q|. The characteristic
metric scale is R = |Q|/ν. Its physical meaning is a characteristic distance from the apex
at which the inertia terms are of the same order as the viscous terms.
Introducing the dimensionless variables ψˆ = ψ/Ψ, rˆ = r/R, and the dimensionless net

































































ψˆ(rˆ, θ) = 0, (4.48)
where ψˆ1 is a dimensionless stream function prescribed at the corner, and Qˆ can either be
−1 or 1.
4.2.3 The Final Form of the Boundary-Value Problem
As before, we will rewrite the boundary-value problem (4.44)–(4.48) in a more convenient



































































, and the domain of the variables (rˆ, s) is
Ω(rˆ,s) = {(rˆ, s) : 0 < rˆ <∞, β < s < 1} . (4.54)
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For computations, it is more convenient to use η = log rˆ instead of rˆ. The boundary-
























































− ∂∂η + (1− s2) ∂
2
∂s2
, and the domain of the variables (η, s) is
Ω(η,s) = {(η, s) : −∞ < η <∞, β < s < 1} . (4.60)
The boundary-value problem (4.55)–(4.59) will be used for the numerical solution,
whereas the problem (4.49)–(4.53) will mainly be used for analysis.
4.3 Analysis of Self-Similar and Steady Flows
In this section we present the analysis of self-similar flows (subsection 4.3.1) and steady
flows in cones (subsections 4.3.2 and 4.3.3). Unlike the case of flows in sectors, the viscous
terms and the nonlinear inertia terms in the respective equations of self-similar flow (4.33)
and steady flow (4.55) have different order. It means that in the actual flow in a cone, there
should be a flow regime with viscous terms dominating, a flow regime with the nonlinear
inertia terms dominating, and a flow regime with linear inertia terms dominating (in the
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case of unsteady self-similar flows).
4.3.1 The Self-Similar Problem
Here we will discuss some properties of the boundary-value problem (4.33)–(4.36) which
describes self-similar flows in cones, and compare these properties with the respective prop-
erties of self-similar flows in sectors (subsection 2.1.7). As before, the properties of the
flows will be examined on the basis of simple mechanical arguments without performing a
rigorous analysis. These properties will subsequently be confirmed numerically.
First, we consider the order of the terms in (4.33) as ζ → −∞ or ζ → ∞ for Qˆ 6= 0.
Note that ϕ = O(e−ζ) as ζ → −∞ due to conditions (4.35) and (4.36), and ϕ = O(1) as
ζ → ∞ due to conditions (4.34). Therefore, as ζ → −∞, the first term (linear inertia)
is O(e−ζ), the second term (nonlinear inertia) is O(e−4ζ), and the last term (viscosity) is
O(e−3ζ). For ζ → ∞, the first term is O(1), the second term is O(e−2ζ), and the last
term is O(e−2ζ). Thus, the first term in (4.33) dominates for small time t (or far from the
corner), the second term dominates for large time t (or near the corner), and the last term
may dominate for moderate time t and moderate distance rˆ from the corner. Below we
analyze the flow regimes dominated by the respective terms in (4.33) and the conditions
under which there exists a range of ζ on which the second term is dominant.





L˜(ζ,s)ϕ = 0, (4.61)
with the boundary conditions (4.34), (4.35). As before, in terms of the original stream
function ψ(t, r, θ), the boundary conditions (4.34) imply that the flow converges to the
initial flow given by ψ0(r, θ) as t → 0 (note that t → 0 is equivalent to ζ → ∞). Also,
the function ϕ = ϕ0(θ) satisfies (4.61), which means that it should be the first term in
asymptotic expansion of the solution at ζ →∞. Therefore, we conclude that a self-similar
flow converges to the initial regime.
At the small or moderate distance from the corner, or for moderate or large time, the
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These equations are essentially the same as the equations describing steady flows in sectors
(4.55)–(4.59). Therefore, it is plausible to conclude that a steady flow is the asymptotics
for a self-similar flow near the corner or for large time.
A property of a self-similar flow to be asymptotically described by the equations of
steady flow implies that the flow near the apex of a cone is actually quasi-steady, since the
net flow rate is not constant (Q = Q(t) =
√
νtQ1). The flow being quasi-steady means that
the flow at each point of time satisfies the equation of steady motion. In fact, as can be
shown, the flow near the apex is quasi-steady for any non-constant flow rate Q = Q(t), and
the stream function near the apex is of the form ψ = |Q(t)|g(r, θ), where g(r, θ) describes
the steady flow with the flow rate Qˆ = sgnQ.
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Analysis of (4.33) shows that the first term and the last term are of the same order at
ζ = O(1), whereas the second and the last term are of the same order at ζ = O(Re−1).
Therefore, the third term dominates over the first two terms in the interval O(1) < ζ <
O(Re−1) if Re  1. In the case if Re  1, the third term can never be dominating over
both first and second terms. For Re = O(1), the all three terms are of the same order at
ζ = O(1).
Figure 4.1: The colour-coded map of the modes of self-similar flows in a cone (red is initial
flow, blue is viscousity-dominated flow, green is inertia-dominated flow)
The above analysis of a flow at large, moderate, and small values of ζ implies that if
Re  1, there is a zone in a cone (the zone can depend on time) in which the flow is
dominated by the viscous terms. For the larger distance (equivalent to larger ζ), the flow
converges to the initial flow, and for the smaller distance (smaller ζ) the flow is dominated
by the inertia forces. In the case if Re 1, there are only two zones: a zone with the flow
close to the initial flow (large ζ), and a zone with inertia forces dominating (small ζ). In
the case of Re = O(1), there should be a transition zone where all three terms are of the
same order. The diagram illustrating these cases is shown in figure 4.1. The examples of
such flows in cones will be presented in section 4.6.
For Qˆ = 0, the analysis of order of terms is somewhat different due to a different order
of asymptotics near the corner (the stream function decays for ζ → −∞). However, the
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behaviour of the flow remains the same: for ζ → ∞ (small time tˆ) the flow is close to the
initial regime, and for ζ → −∞ the flow is close to the quasi-steady regime (a steady regime
was first studied by Wakiya [65]).
In the next subsection we will analyze steady flows far from the cone apex and in
subsection 4.3.3 we will briefly review some findings on the asymptotics of flows near the
apex.
4.3.2 Steady Flows Far from the Apex
The steady flow far from the apex (as rˆ →∞) is dominated by the viscous terms. Hence, the
solution of the Stokes equations should give us the first term in the asymptotic expansion
of the solution (though Bond [8] and Ackerberg [1] argued that it is not the case for the
large angles α). The analysis of the solution far from the apex follows the general idea of
Ackerberg [1] of expanding the solution in terms of powers of rˆ. However, we will show that
Ackerberg’s expansion is incomplete, we will give a complete form of the expansion, and
based on that we will correct some of Bond’s and Ackerberg’s assertions.
First, we will give the expansion for the Stokes equations (i.e. when (4.49) is substituted
with L2(rˆ,s)ψˆ = 0), in subsection 4.3.2.1. The analysis of the Stokes equations will give us
some useful insights on analysis of the Navier-Stokes equations, which will be performed in
subsection 4.3.2.2.
4.3.2.1 Stokes Equations
As was noticed by Harrison [32], the inertia terms in (4.49) are of the order O(rˆ−5), whereas
the viscous terms are of the order O(rˆ−4). Therefore, far from the cone the solution to the
Navier-Stokes equations (4.49) is expected to be asymptotically described by the Stokes
equations
L2(rˆ,s)ψˆ = 0, (4.66)
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Assuming that the flow is radial, Harrison derived a solution in the form
ψ(rˆ, s) = g0(s) =
(s− β)2(s+ 2β)
(1− β)2(1 + 2β) . (4.67)
In reality, there will always be some disturbance near the apex of a cone (due to the finite
size of inlet or due to inertia forces). Therefore, (4.67) can only be an approximation to the
flow far from the apex.
As can be seen, the expression (4.67) describes the radial flow for all values of β except
β = −1/2 = cos 120◦ (i.e. α = arccos(−1/2) = 120◦). To the author’s best knowledge, the
solution for the cone with angle α = 120◦ has never been presented in the literature. The
flow for α = 120◦ will be analyzed below.
Wakiya [65] showed that there is other kind of solutions to the homogeneous (i.e. with
zero net flow rate) Stokes equations in a cone of the form
ψˆ = rˆλkgλk(s),
where a complex-valued sequence λk (k = 1, 2, . . .) depends on α and is numbered in the
order of decrease of their real part. Wakiya studied the case λ ≥ 2 which corresponds to
flows near the apex. He also noticed that the same solutions for λ ≤ 1 correspond to flows
far from the apex, although he dismissed them as he believed that “these solutions do not
produce flows of any practical interest”.
Harrison’s and Wakiya’s solutions can be combined to describe a general non-radial flow
far from the apex. The flow can be described by the following expansion:





where ck are arbitrary constants, that can be found from the matching conditions or bound-
ary conditions near the apex.
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Table 4.1: Exponents λ1 and λ2
α β λ1 λ2
15◦ 0.965926 −15.5767 + 5.51373i −15.5767− 5.51373i
30◦ 0.866025 −7.0642 + 2.61393i −7.0642− 2.61393i
45◦ 0.707107 −4.24 + 1.56892i −4.24− 1.56892i
60◦ 0.5 −2.84076 + 0.959889i −2.84076− 0.959889i
75◦ 0.258819 −2.01722 + 0.436858i −2.01722− 0.436858i
90◦ 0 −1 −2
105◦ −0.258819 −0.397232 −1.91226− 0.295759i
120◦ −0.5 0 −1.49563− 0.363029i
135◦ −0.707107 0.288825 −1.1814− 0.306389i
150◦ −0.866025 0.510894 −0.93803− 0.156584i
165◦ −0.965926 0.693289 −0.995709
The functions gλk can be found in the form






, (λ 6= 0),
where the exponents λk satisfy the following equation [65]:
P1−λ(β)
(
βP ′′1−λ(β) + P
′
1−λ(β)
)− β (P ′1−λ(β))2 = 0.
Here P1−λ is the Legendre polynomial of first kind of degree 1 − λ. The first two leading
exponents for a range of angles are given in table 4.1. As we see from the table, the real
part of exponents λk grows with increase of α.
Figure 4.2: Asymptotic flow streamlines for α = 30◦
The term g0(s) in the series (4.68) is dominating for α < 120
◦, which means that the
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Figure 4.3: Asymptotic flow streamlines for α = 110◦
Figure 4.4: Asymptotic flow streamlines for α = 160◦
solution far from the apex is radial as α increases up to 120◦. The characteristic flow (for
α = 30◦) is shown in figure 4.2. In this figure and below, the streamline graphs are presented
with the stream function step size of ∆ψˆ = 0.1. For 90◦ < α < 120◦ the flow is radial, but
the zones with a reversed flow are present (see the flow for α = 110◦ in figure 4.3). For
α > 120◦, the term rλ1gλ1(s) is dominating over the radial flow term g0(s), which makes
the flow far from the apex non-radial. Analysis of values of λ2 shows that the next term
rλ2gλ2(s) can never dominate over g0(s). The characteristic flow (for α = 160
◦) is shown
in figure 4.4. It corresponds to the flow in figure 3 of [8]. As can be seen from figure 4.4
(left graph), the flow relatively near the apex is purely inflowing. At a certain distance
(depending on c1) from the apex, a reversed flow develops near the cone boundary, which
is seen to be non-radial (right graph).
For α = 120◦, the function g0(s) cannot be found by the formula (4.67). At the same
time the term rλ1gλ1(s) becomes of the same order as g0(s) as r →∞ (since λ1 = 0). This
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case is similar to the situation in the undetermined coefficients method in ODEs when, for
instance, the exponent λ in the right-hand side of ODE
∂y
∂x
+ ky = Aeλx
is the root of characteristic polynomial λ + k = 0. In this case the solution can be found
in the form y = c1xe
λx + c2e
λx. In our case, we are looking for solutions in the form
ψˆ(rˆ, s) = g(s)rˆ0 = g(s)e0η (recall that η = log(rˆ)). Therefore, for α = 120◦ it is reasonable
to seek the solution in the form
ψˆ(rˆ, s) = ηg0,1(s) + g0,0(s) + o(1) = log(rˆ)g0,1(s) + g0,0(s) + o(1) (4.69)
Indeed, it can be shown that there exists a solution in the form (4.69) with
g0,1 = −(1− s)(1 + 2s)
2
15− 4 log(2) ,
and
g0,0 = c1(1− s)(1 + 2s)2 + 4s
2 + 8s+ 3− 2 log(2)
15− 4 log(2) −
(s+ 1)(1− 2s)2 log(s+ 1)
15− 4 log(2) .
As before, c1 is an arbitrary constant. By introduction of another constant c˜1 =
ec1(15−4 log(2)), the expansion (4.69) takes the form





(1− s)(1 + 2s)2
15− 4 log(2) + o(1),
It can be seen that changing the constant c1 can only change the scales in the flow, but






The streamlines of the flow corresponding to the first two terms in expansion (4.69) are
shown in figure 4.5. The constant c1 was chosen to be 0. As can be seen from the figure (left
graph), the flow is somewhat similar to the case α = 160◦ (figure 4.4). The flow relatively
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Figure 4.5: Asymptotic flow streamlines for α = 120◦
near the apex is purely inflowing and at a certain distance from the apex (depending on
c1), a reversed flow develops near the cone boundary, which is seen to be non-radial (right
graph). Thus, α = 120◦ is the smallest value of α for which the Stokes flow far from the
apex ceases to be radial. It should be stressed that the transition from the radial flow to the
non-radial flow occur continuously, and not singularly as Harrison’s formula (4.67) might
suggest.
We judged if the flow far from the apex is radial or not for different cone opening
angles based on the Stokes model. However, one may argue, following Ackerberg [1], that
once the Navier-Stokes model is considered, the conclusions of analysis may change. In the
next subsection we will perform the analysis of the full Navier-Stokes equations and will
show that all the conclusions based on the Stokes model remain valid, on the contrary to
Ackerberg’s conclusions.
4.3.2.2 Navier-Stokes Equations
The expansion (4.68) is not valid for the Navier-Stokes equations because of the quadratic
inertia terms in (4.49). In general, substituting the expression
rµgµ(s) + r
νgν(s)
into (4.49) would generate the terms of order rµ, rν , r2µ−1, r2ν−1, and rν+µ−1. Therefore,
we can make the expansion valid for the Navier-Stokes equation by introducing extra terms
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in (4.68) in such a way that along with the terms of order rµ and rν there are terms of








where Z∗ is a set of all non-negative integers.
The strategy of finding the unknown functions g(−n0+n1λ1+n2λ2+...)(s) in the expansion
(4.70) is the following. We start with the dominating term in (4.70), be it g0(s) or gλ1(s),
substitute it into the Navier-Stokes equations (4.49) and find the function g0(s) or gλ1(s)
by letting the dominating term in the residual be equal to zero. Then we add the next term
into the expansion (which can be g0(s), or g1(s), or gλ1(s), depending on α) and find the
corresponding unknown function (g0(s), or g1(s), or gλ1(s)) by letting the next dominating
term in the residual be equal to zero. Each time the new function in the expansion is
included, the corresponding residual becomes of the smaller order.
While following the above strategy, when determining gν(s) for ν = −n0+n1λ1+n2λ2+
. . ., we need to solve the boundary-value problem [1]:


(1− s2)2givν − 4s(1− s2)g′′′ν (s) + 2(1− ν)(2− ν)(1− s2)g′′ν (s)










where δν is the Kronecker delta function and the right-hand side Fν(s) depends on functions
gµ for µ > ν. Therefore, adding the terms gν one by one in the order of decrease of ν allows
us to determine all the terms sequentially by solving (4.71). The only difficulty we can
possibly encounter in this process is that the equation (4.71) may not have any solutions.
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This can happen when there is a non-unique solution to the homogeneous equation, but
Fν 6= 0; i.e. when ν = −n0 + n1λ1 + n2λ2 + . . . coincides with some λk for k such that
nk = 0. We have already encountered this situation for α = 120
◦, (ν = n0 = 0 coincides
with λ0) and we have shown that in this situation we should change the form of (4.70) by
introducing the terms rν(log(r))m (m ∈ Z∗). Below we will also work out the case α = 90◦,
without, however, proving that the expansion can be found for all values of α.
The case α = 90◦ (flow due to outlet in half-space) is in a way special because in this
case λk = −k for all k. Particularly, the term rλ1gλ1 has the same exponent as r−1g1(s),
which means that we should modify the form of expansion (4.70) by introducing the terms
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1− s2) log(s+ 1)
− 3704(1− s)s2
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where Lin is the polylogarithm function.
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Figure 4.6: The asymptotic flow for α = 90◦
As we see, the main term of expansion (4.72) does not depend on r, which means that




. The flow for α = 90◦ is
shown in figure 4.6. As can be seen, the flow far from the apex is almost radial up to the
point where it transforms to the flow regime near the apex.
4.3.3 Steady Flows near the Apex
Near the apex of a cone the first term in (4.49) dominates. Hence, equations of the steady









It is well known that its solution is not consistent with the non-slip boundary conditions
(4.50). The solution to the Euler equation can be found by leaving only the non-penetration





The solution can be written as a simple radial inflowing/outflowing flow:
ψˆ(rˆ, θ) = Qˆ
1− s
1− β . (4.73)
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It is the first term in the asymptotic expansion of the solution around rˆ = 0. To satisfy the
other boundary conditions, one should introduce a boundary layer correction to (4.73):










The formula (4.74) can be rewritten as








where h = h(x) satisfies the following boundary-value problem for the Falkner-Skan equa-
tion: 

h′′′ + hh′′ − 4(1− h′2) = 0,
h(0) = 0, h′(0) = 0, lim
x→∞h
′(x) = −1.
The function 1+h′(x) has an algebraic decay at infinity, which is uncommon for the bound-
ary layer solutions. For more details on the asymptotic flow near the apex, the reader can
refer to [11, 38].
4.4 The Computational Method
The proposed computational method for numerical simulation of flows in cones is similar
to the method for flows in sectors. The only essential difference consists in the boundary
conditions in the spanwise direction. The difference in the boundary conditions requires
deriving another set of basis functions and collocation points for the spectral discretization
in s.
The methods for numerical solution of the self-similar problem (4.33)–(4.37) and the
steady problem (4.55)–(4.59) are essentially the same. Therefore, we first present the
method for self-similar flows. After this, in subsection 4.4.5 we will highlight the differences
between the method for steady flows and self-similar flows, and write down the method for
steady flows.
Similarly to the case of flows in sectors, the derivation of the method consists in four
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steps, namely
1. linearization and transfer of the boundary conditions (subsection 4.4.1),
2. spectral discretization in the spanwise direction θ (subsection 4.4.2),
3. finite difference discretization in the radial direction r (subsection 4.4.3),
4. solution of the resulting discrete system (subsection 4.4.4).
4.4.1 Linearization and Transfer of Boundary Conditions
As before, we truncate the domain Ω(ζ,θ) to
Ωh(ζ,θ) = {(ζ, θ) : −ζl < ζ < ζr, −α < θ < α} .

































Now instead of the boundary-value problem (4.33)–(4.37) we will solve the approximate
problem (4.33), (4.35), (4.37), (4.76), (4.77). Its solution converges exponentially to the
solution of the original problem as ζl → −∞ and ζr → +∞. The points ζl and ζr are
chosen based on numerical experiments so that the transfer of boundary conditions does
not introduce an essential error into the approximate solution.
After transferring the boundary conditions from infinity we get the boundary-value
problem for the nonlinear elliptical equation in the finite domain. To solve this problem, we
linearize the equation to reduce the nonlinear problem to the sequence of linear problems
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Then the original nonlinear equation (4.33) can be written as Lϕ(ϕ) = 0. This equation
is solved iteratively. First, we choose an initial guess ϕ(0)(ζ, θ). As numerical experiments
show, it is sufficient to choose ϕ(0)(ζ, θ) = 0 (in this case the first iteration ϕ(1) will be a











































until the difference between ϕ(n) and ϕ(n+1) becomes negligible.
As a result of truncating the domain and linearization, we get the linear boundary-value
problem (4.35), (4.37), (4.76), (4.77), (4.79) in the finite domain Ωh(ζ,θ). Now we are ready
to perform discretization of these equations.
4.4.2 Spectral Discretization in the Spanwise Direction
Similar to the case of flows in sectors, we will use a spectral collocation method in the
spanwise direction. The basis functions are chosen to be polynomials satisfying the homo-
geneous boundary conditions in s. The conditions in s are different from the case of flows
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in sectors, therefore we derive these conditions for the case of flows in cones separately.
After the basis functions are constructed, the collocation points are derived from the same
principle as before, namely from the condition that the integration rule associated with the
collocation points is the most accurate for basis polynomials.
We require the basis functions fk(s) to satisfy the homogeneous boundary conditions in
s:
fk(β) = 0, f
′
k(β) = 0, fk(1) = 0, ∃ lim
s→1
f ′k(s).



























The discretized solution is written in terms of the basis functions:










Qˆ is a polynomial function satisfying the inhomogeneous boundary
conditions. The representation (4.80) satisfies the boundary conditions (4.35). The expan-
sion coefficients ck(ζ) are the new unknowns. To derive equations for ck, we will discretize
equations (4.79) using the collocation method.
As before, the choice of collocation points is based on the condition that the integration
rule corresponding to these points is the most accurate when applied to the polynomi-
als satisfying the homogeneous boundary conditions. A simple analysis shows that such
collocation points
{sl, l = 1, 2, . . . , Ns}





2sl − 1− β
1− β
)
= 0, l = 1, 2, . . . , Ns.
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Using the solution representation (4.80) and evaluating the equation (4.79) at the col-









= 0, l = 1, 2, . . . , Ns,









, l = 1, 2, . . . , Ns, (4.81)
where the operator Lϕn−1 is defined by (4.78). The equations (4.81) form a set of Ns ODEs
of the fourth order with respect to ck. The boundary conditions for (4.81) can easily be
derived from the transferred boundary conditions (4.76), (4.77):
ck(ζr) = (c0)k , c
′


























where (c0)k and (c1)k are the respective coefficients of expansion of functions ϕ0(s) and ϕ1(s)
in terms of f0(s) and fk(s) (k = 1, 2, . . . , Ns). The boundary-value problem (4.81)–(4.83)
for a system of ODEs will now be discretized using a finite difference method.
4.4.3 Finite Difference Discretization in the Radial Direction
Now we have a linear system of ordinary differential equations (4.81) to be solved together
with the boundary conditions (4.82), (4.83). We solve it by essentially the same finite
difference method on the same grid (see figure 2.1):
{
ζj = ζl + (ζr − ζl) j − 2
Nζ − 5/2 : 1 ≤ j ≤ Nζ
}
,
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eζ3ck(ζ3)− 2eζ2ck(ζ2) + eζ1ck(ζ1)
h2
= 0. (4.85′′)
4.4.4 Solution of the Linear System of Algebraic Equations
After the above second-order finite-difference discretization of the equations and the bound-
ary conditions, we get the system of linear algebraic equations with respect to the values
of coefficients ci at the grid points ζj . As before, the resulting system is solved by QR
decomposition (Householder reflections) method.
Similarly to the case of flows in sectors, the matrix of the system has the size of NsNζ
with (6Ns − 1) nonzero diagonals, and total CPU time for solving the system is O(NζN3s ).
However, unlike the case of flows in sectors, there is always a boundary layer near the apex
of a cone. Therefore, if one needs to compute a flow with a boundary layer, the spectral
discretization will not be as advantageous as it would be in the case of a boundary-layer-free
flow (for instance, a flow in sector or a flow in a cone at a distance from the apex), because
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it will require a relatively large Ns for representing the boundary layers. Nevertheless, it
will be shown that the presented computational method has a spectral convergence at a
large and moderate distance from the apex, even despite the presence of boundary layers
in the solution.
4.4.5 The Computational Method for Steady Flows
There are some differences in computational method for the self-similar problem and the
steady problem, though they are very similar. Apart from obvious substitution of ϕ, ζ with
ψˆ and η, the following changes need to be made to derive a computational method for the
steady flow in a cone.



































according to the equation (4.55).
Second, for the steady problem (4.55)–(4.59) we cannot just transfer conditions (4.57) to
the finite interval because they would contradict the total flow condition (4.56). Therefore,
for the steady flow instead of (4.76) we set the “open boundary conditions”, (similar to















ck(ηNs)− 2ck(ηNs−1) + ck(ηNs−2)
h2
= 0, (4.87)








ck(η3)− 2ck(η2) + ck(η1)
h2
= 0, (4.88′′)
and the grid in η is
{
ηj = ηl + (ηr − ηl) j − 2






Nη − 3 ,
as shown in figure 4.7.
Ηl Ηr
Η1 Η2 Η3 Η4 ... ... ΗNΘ-3 ΗNΘ-2 ΗNΘ-1 ΗNΘ
Figure 4.7: The grid in η axis
4.5 Computation of Steady Flows in Cones with a Source or
a Sink
The proposed method was applied to problems of steady viscous fluid flow in cones and
self-similar viscous fluid flow in cones. First, we present the results on steady Stokes flows
(subsection 4.5.1); then on steady Navier-Stokes flows (subsection 4.5.2); and last, we discuss
the results obtained (subsection 4.5.3). The convergence of the computational method was
studied on the basis of the steady Navier-Stokes equations in a cone (subsection 4.5.2.2).
The results of computation of self-similar flows are presented in section 4.6.
Similarly to flows in sectors, the flows in cones are presented mainly in the two ways:





as a function of ζ, and using the graphs of streamlines. The step ∆ψˆ = 0.1 is used for
presenting the graphs of streamlines.
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4.5.1 Steady Stokes Flows in Cones due to a Source or a Sink
Steady Stokes flows (Re = 0) (4.55)–(4.59) due to a source (Qˆ = 1) or sink (Qˆ = −1) at the
apex of a cone were computed with the two versions of the boundary conditions at η → −∞,
namely (4.58′) and (4.58′′), which were approximated with conditions (4.88′) and (4.88′′).
We will compare the numerical results with the results of expansion of the Stokes flow far
from the apex (4.68). The results for a sink Qˆ = −1 and a source Qˆ = 1 are essentially the
same (since the problem is linear), therefore we just present the results for a source. The
flows presented below were computed using the following parameters: Ns = 7, Nη = 1000,
ηl = −20, ηr = 20.
First, we compute the flows with conditions (4.58′), by setting the approximate boundary
conditions (4.88′). At the apex, an approximation to the uniformly inflowing/outflowing





The results essentially differ for α < 120◦ and α ≥ 120◦.
(a) α = 30◦











(b) α = 110◦
Figure 4.8: The axial radial velocity, normalized by rˆ2, at the axis for the steady Stokes
flow in a sector for boundary conditions (4.58′) for small opening angles α.
For the small opening angles α < 120◦, the flow is radial, which is in agreement with
the asymptotic expansion analysis performed in section 4.3.2. Near the point where the
boundary conditions of the form (4.88′) were set, there is a transition zone from the flow
given by ψˆ = ψˆ1(s) to Harrison’s radial flow ψˆ = g0(s) (refer to (4.67)). The length of the
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(a) α = 120◦











(b) α = 160◦
Figure 4.9: The axial radial velocity, normalized by rˆ2, at the axis for the steady Stokes
flow in a sector for boundary conditions (4.58′) for large opening angles α.
zone depends on α: the closer α is to 0, the shorter is the transition zone. Outside this
transition zone, the radial flow ψˆ = g0(s) is observed. Neither the flow outside the transition
zone, nor the length of the transition zone depend on the ends of the computational domain
ηl and ηr (see figure 4.8)
For the large opening angles α ≥ 120◦, the flow depends on the ends of computational
domain, the further apart ηl and ηr are, the larger values of ψˆ are observed. Therefore,
in this case we should conclude that the computational procedure diverge for α ≥ 120◦ as









for α = 120◦ and 160◦ are shown in figure 4.9. It is interesting to observe that the flow for
α = 120◦ grows linearly in η (i.e. logarithmically in rˆ), whereas the flow for α > 120◦ grows
exponentially in η (i.e. algebraically in rˆ). This is in correspondence with the asymptotic
analysis of the Stokes equations (section 4.3.2.1).
When conditions (4.58′′) are taken, the flows computed are everywhere radial. As a
result, the numerical solutions obtained are the same as Harrison’s radial solutions [32]. It
means that in the expansion (4.68) the coefficients ck are all zero. For the case of the critical
angle α = 120◦, when Harrison’s radial solution g0(s) does not exist, the computational
method breaks down, thus failing to produce a result. For the larger opening angles α >
120◦, the method is unstable as ηl → −∞ and ηr →∞ due to the accumulation of round-off
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error, though the method produces the radial flow ψˆ = g0(s) for moderate ηl and ηr.
To summarize, the Stokes flow can be computed for the small opening angles α < 120◦
and it coincides with Harrison’s radial solution ψˆ = g0(s) [32]. In this case the results do not
depend on the particular choice of conditions (4.58′) or (4.58′′) as ηl → −∞ and ηr → ∞.
For the large opening angles α ≥ 120◦, the computational procedure is unstable or diverge.
The cause of divergence of computational procedure for α ≥ 120◦ is the growing terms in
the expansion (4.68). The coefficient c1 in this case cannot be determined from boundary
conditions (4.58′) as ηl → −∞. In the next subsection we will analyze the results of
computation of the Navier-Stokes equation, where behaviour of solution at η → −∞ is
different.
4.5.2 Steady Navier-Stokes Flows in Cones due to a Source or a Sink
Steady Navier-Stokes flows (Re 6= 0) (4.55)–(4.59) due to a source (Qˆ = 1) or a sink (Qˆ =
−1) at the apex of a cone were computed with the two versions of the boundary conditions
at η → −∞, namely (4.58′) and (4.58′′), which were approximated with conditions (4.88′)
and (4.88′′). We will compare the numerical results with the results of expansion of Navier-
Stokes flows far from the apex (4.70). The results on a sink (Qˆ = −1) and a source (Qˆ = 1)
differ essentially and therefore will be presented separately.
4.5.2.1 Flows due to a Sink
Near the apex (η → −∞), for the case of a sink (Qˆ = −1), the computed flows showed the
same pattern for any opening angle α. As the apex is approached, the flows tends to the
uniformly inflowing regime ψˆ = Qˆ 1−s1−β with formation of the boundary layer at the sidewalls
s = β (= arccosα), as predicted in [11, 38].
First, we compare the results of computations with boundary conditions (4.58′) and
(4.58′′). We computed the flows for α = 30◦, ηl = −10, ηr = 20, Ns = 11, Nη = 750.
The axial velocity at η = 0 (i.e. rˆ = 1) for both conditions, and the relative difference in
axial velocity are shown in figure 4.10. We can see that the difference in results for the two
boundary conditions can only be seen near η = ηl. Elsewhere, the difference is negligible
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(a) axial velocity; upper graph with
(4.58′), lower graph with (4.58′′)












(b) relative difference in axial velocity
Figure 4.10: Comparison of results of computations using boundary conditions (4.58′) and
(4.58′′), α = 30◦













(a) axial velocity; upper graph with
(4.58′), lower graph with (4.58′′)










(b) relative difference in axial velocity
Figure 4.11: Comparison of results of computations with boundary conditions (4.58′) and
(4.58′′), α = 160◦
and becomes of the level of machine precision as η moves away from ηl.
For the wide opening angles the results of comparison of the two boundary conditions are
somewhat different. Figure 4.11 shows the computed flows for α = 160◦, ηl = −10, ηr = 20,
Ns = 11, Nη = 875. Similarly to the case of small opening angles, there is a difference in two
flows near η = ηl, which vanishes as η moves away from ηl. However, as η moves further
away from ηl, the relative difference does not decrease to the level of machine precision.
This can be due to the growth of solution ψˆ and accumulation of round-off errors. Despite
this, it is possible to choose the parameters so that the difference between the solutions is
relatively small. For instance, for the choice of parameters above, the relative difference
between two solutions on the interval ζ > −3 is less than 10−6.
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(a) axial velocity (b) streamlines
Figure 4.12: The computed flow for α = 30◦
The flows for α = 30◦, 90◦, 110◦, 120◦, and 160◦ were computed with ηl = −10, ηr = 20,
Ns = 11, Nη = 1750. The boundary conditions (4.58
′′) were used.
The streamlines and the axial velocity for α = 30◦ are presented in figure 4.12. The
graph of streamlines (right graph) does not visually differ from the streamlines for Harrison’s
radial solution (see figure 4.2). The graph of axial velocity (left graph) illustrates the flow
asymptotically converging to Harrison’s radial solution far from the apex (large η) and to
the uniform inflow near the apex (negative η).
For the case of α = 110◦, the asymptotic analysis predicts a radial flow far from the
apex, with both inflow and outflow regions (see figure 4.3). Near the apex, the flow should
converge to a purely inflowing regime, so we should expect separation of the flow along the
cone sidewalls. The computed streamlines and axial velocity for α = 110◦ are presented
in figure 4.13. Similarly to the case of α = 30◦, the graph of axial velocity (left upper
graph) illustrates the flow asymptotically converging to Harrison’s radial solution far from
the apex (large η) and to the uniform inflow near the apex (negative η). From the graphs of
streamlines, in accordance with the asymptotic theory, we can see that the flow is close to
the uniform flow near the apex (upper right graph), to Harrison’s radial flow far from the
apex (lower right graph), and we can observe a transition zone with flow separation along
the cone sidewall (lower left graph).
The case of α = 120◦ is especially interesting, since for this case there is no Stokes radial
flow. Also, the computation of the Stokes non-radial flow with the open inlet boundary
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(a) axial velocity (b) streamlines, small zoom
(c) streamlines, medium zoom (d) streamlines, large zoom
Figure 4.13: The computed flow for α = 110◦
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(a) axial velocity (b) streamlines, small zoom
(c) streamlines, medium zoom (d) streamlines, large zoom
Figure 4.14: The computed flow for α = 120◦
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(a) axial velocity (b) streamlines, small zoom
(c) streamlines, medium zoom (d) streamlines, large zoom
Figure 4.15: The computed flow for α = 160◦
conditions at η → −∞ failed. The asymptotic analysis predicts a logarithmically increasing
stream function as rˆ →∞ (which linearly increases in η). The flow near the apex, as before,
is a purely inflowing radial flow. The computed streamlines and axial velocity for α = 120◦
are presented in figure 4.14. As can be seen from the axial velocity graph (upper left), the
flow tends to a radial flow near the apex (small η) and grows linearly far from the apex. The
computed streamlines show that near the apex and at a moderate distance from it (upper
right and lower left graphs), the flow is similar to the flow in the case of α = 110◦: the flow
is purely inflowing near the apex and there is a transition zone with a flow separation. At
a large distance (lower right graph), the flow tends to the non-radial flow predicted by the
asymptotic analysis performed in section 4.3.2 (see figure 4.5).
For α = 160◦, the results of computations (see figure 4.15) are also in accordance with
the asymptotic theory. The flow near the apex is purely inflowing and the flow far from the
apex converges to the non-radial flow found by the asymptotic analysis (figure 4.4). The
CHAPTER 4. THE NUMERICAL METHOD FOR FLOWS IN CONES 135
(a) computed flow (b) expansion O(ηe−η)
(c) expansion O(η2e−2η) (d) expansion O(η3e−3η)
Figure 4.16: Flows for α = 90◦
difference in scales between figures 4.15 and 4.4 is due to the choice of constant c1 in the
expansion (4.68).
It is also interesting to compare the flows given by analytical expansion with the com-
puted flows. However, to use the asymptotic expansions, one needs to know the a priori
unknown coefficients ck. They can be computed together with the numerical solution, in
a manner similar to the method developed for the problem of steady flow in domains with
corners (chapter 3) which would require modification of the present method. For the sake of
demonstration, we compute the flow for α = 90◦ and compare it with the expansion (4.72).
The flows resulting from computation and asymptotic expansions are shown on figure 4.16.
The coefficients c1 ≈ 3.14 and c2 ≈ 5 in the asymptotic expansions were estimated from the
numerical solution. The upper left graph is a computed flow, and the rest three graphs are
plotted from the asymptotic expansion. The upper right graph is Harrison’s radial solution,
the lower two are the O(η2e−2η) and O(η3e−3η) expansions. One can see that the higher-
order expansions (two lower graphs) reproduce behaviour of the solution far from the cone
better. However, behaviour near the cone is not described correctly by the higher-order
expansions.
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(a) axial velocity for Ns =
2, 4, 8, 16, 23, 11, 5, 3, 1 (top to bottom)









(b) velocity for Ns = 23 at η = ηl
Figure 4.17: The axial velocity for different Ns
4.5.2.2 Dependence of Computed Flows on Discretization Parameters
In this subsection we study dependence of the converging flow (Qˆ = −1) on discretization
parameters. Three characteristics were studied:
1. how close the flow near the apex of a cone is to the asymptotic flow,
2. how sensitive the flows in the transition zone (η ∼ 1) are to change of the discretization
parameters,
3. how close the flow far from the apex is to the asymptotics at η →∞.
To study how close the flow near the apex of a cone is to the asymptotic flow, we
compute the flows for α = 30◦ for different Ns, Nη, ηl, ηr. It was found that the results are
not essentially sensitive to change of parameters ηl, ηr, Nη in the range ηl ≤ −5, ηr ≥ 5,
Nη ≥ 800, unless they are too large (in absolute value) for the round-off error to build
up. However, the solution is sensitive to change of Ns. Velocity for ηl = −15, ηr = 20,
Nη = 875, and different Ns is shown in figure 4.17. The left plot shows the graph of axial
velocity for Ns = 2, 4, 8, 16, 23, 11, 5, 3, 1 (top to bottom). The right plot shows the graph
of velocity for Ns = 23 with respect to s. The dashed line corresponds to the uniformly
inflowing regime, which is an asymptotics at η → −∞ [11]. As can be seen from the figure,
the computed flows converge to the asymptotic regime as Ns increases. The numerical
results suggest that the convergence is O(N−1s ). Oscillations can be seen in the solution at
η = ηl because of the vanishing boundary layer as η → −∞. Hence it must be concluded
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(a) dependence on Ns




































(d) dependence on ζr
Figure 4.18: Dependence of the error of the axial velocity at η = 0 (transition zone) on
discretization parameters
that this boundary layer is not well-represented with the basis functions tried. However,
the fact that computations do not break down as the length of the boundary layer decrease
with a decrease of ζl indicates that the method is robust to decrease of ζl.
In the transition zone ζ ∼ 0, it could be expected that the accuracy is affected by the
boundary layer flow near ζ = ζl. However, surprisingly, the accuracy of the solution in the
transition zone does not essentially depend on the choice of Ns, Nη, ηl, ηr when they are
chosen large enough (by absolute value), and hence the solution is very accurate. Figure
4.18 shows the dependence of the axial velocity at η = 0 on the discretization parameters.
In the four plots, three out of four parameters were fixed at Ns = 7, ηl = −10, ηr = 20,
Nη = 875, and the fourth parameter was varied. When ηl or ηr were varied, Nη was
recomputed by the formula Nη = 25(ηr − ηl) (so that the grid step size is always fixed at
approximately hη = 0.04). The difference between two consecutive values of axial velocity
was taken as an error estimate. The points on the graphs represent the error estimate for
a particular computation and the dashed line represents the linear fitting in logarithmic
scale. As predicted, the error is observed to be exponential in ηl, ηr and Ns and quadratic
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Figure 4.19: Difference between the computed solution and the asymptotics at η → ∞
(solid line is the O(ηe−η) asymptotics, dashed line is the O(η2e−2η) asymptotics, dotted
line is the O(η3e−3η) asymptotics)
in Nη. It was confirmed that the error estimate in the neighbourhood of the parameters
Ns = 7, ηl = −10, ηr = 20, Nη = 875 for α = 30◦ was about 10−6. Note that the error
on the graphs (c) and (d) first decreases exponentially, but then it remains on the same
level of about 10−8 which is less than the total estimated error of about 10−6. Thus, we
can conclude that the flow in the transition zone is computed accurately despite oscillations
and slow convergence near the boundary layer.
Since the flow in the transition zone can be computed accurately, the flow far from the
apex is also expected to be computed accurately. In the previous subsection we observed
that the computed flow far from the apex is in qualitative agreement with the asymptotic
expansion for the case of α = 90◦. Figure 4.19 shows the difference between the computed
solution and the asymptotics at η → ∞ for α = 90◦. The parameters c1 and c2 were
estimated as c1 ≈ 3.14, c2 ≈ 5. It can be seen that the O(η2e−2η) asymptotics is closer
to the computed solution than the O(ηe−η) asymptotics for η & 1.5, and the O(η3e−3η)
asymptotics is closer to the computed solution than the O(η2e−2η) asymptotics for −0.5 .
η . 5. The last two asymptotics are of the same order for η & 5, which may be attributed
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(a) dependence on Ns (b) dependence on Nη
Figure 4.20: The flow with a source in a cone for α = 30◦
to the insufficient accuracy of the numerical solution to represent the fast-decaying flow
modes as η → ∞. In general, as can be seen from figure 4.19, the asymptotics and the
computed flow agree with relatively high accuracy.
In summary, it can be concluded that the present method computes the flow at moderate
and large distances from the apex with high accuracy, and gives satisfactory results for the
boundary layer near the apex of a cone.
4.5.2.3 Flows due to a Source
The case of a source (Qˆ = 1) is essentially different form the case of a sink. As we saw,
in the case of a sink, the velocity near the sidewalls increases as the apex is approached;
whereas in the case of a source, the velocity near the sidewalls decreases and presumably
reverses as the apex is approached (the axial velocity, respectively, increases).
The numerical solution can be produced only for the truncated cone, i.e. for ζl ∼ 0.
The results of computations for α = 30◦, 110◦, 160◦, 90◦. are shown on figures 4.20–4.23
respectively. The flow could not be computed for α = 120◦ because it was not possible
to choose ζl for which the method would converge. If ζl is chosen too large by absolute
value, the method fails to produce the solution for any α. This behaviour is similar to the
behaviour of the method for the 2D case when the Reynolds number is increased for the
case of outflow Qˆ = 1. The numerical procedure for 2D flows happens to diverge for Re
greater than or equal to the critical Re for which the flow is physically stable. Therefore,












(a) dependence on Ns (b) dependence on Nη
Figure 4.21: The flow with a source in a cone for α = 110◦











(a) dependence on Ns (b) dependence on Nη
(c) dependence on Nη (d) dependence on Nη
Figure 4.22: The flow with a source in a cone for α = 160◦













(a) dependence on Ns (b) dependence on Nη
(c) dependence on Nη (d) dependence on Nη
Figure 4.23: The flow with a source in a cone for α = 90◦
we assume that the flow due to a source in the apex is not stable.
4.5.3 Discussion
The main difference between steady flows in cones and steady flows in sectors is that the
viscous and the inertia terms in the former are of different orders near the apex and far from
the apex. Therefore, flows in cones cannot be purely radial (though the major asymptotic
terms at rˆ →∞ and rˆ → 0 are radial).
Steady flows in cones are more complicated and have not been studied as rigorously as
their 2D counterparts. Therefore, we first studied steady flows in cones before studying self-
similar flows. We applied both asymptotic and numerical analysis. The numerical results
and the asymptotic results are found to be in agreement with each other.
The Stokes flow in a cone with a sink at the apex could be computed only for angles
α < 120◦. The computed Stokes flows for α ≥ 120◦ did not converge as ζl and ζr increase (by
absolute value). Also, for wide angles, the results were sensitive to the types of boundary
conditions tried. On the contrary, Navier-Stokes flows in cones could be computed for any
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angle α and the results were not sensitive to the boundary conditions. This is an interesting
finding, because though the nonlinear terms far from the cone converge to zero, the flow far
from the cone is essentially affected by nonlinear behaviour of the flow near the apex.
The problem of steady flow in infinite cones has been considered previously in a number
of works. However, there has been no clear understanding of the nature of the flow far from
the apex for large opening angles (α ≥ 90◦). The results of the present work clarify some
of the unresolved issues in the previous works [1, 8, 32] on the flow far from the apex.
Particularly, the present results of both, the asymptotic analysis (section 4.3.2) and the
numerical experiments indicate that the flow far from the apex remains radial as the angle
increase up to α = 120◦ (on the contrary to Bond’s interpretation of his experimental results
[8] and to the assertion of Ackerberg [1]). According to our results, the asymptotic flow
for α = 110◦ (this particular angle was used in Bond’s experiment) is radial with zones of
reversed flow. Also, our results show that for angles larger than or equal to 120◦, the flow
in an infinite cone does not have eddies. Thus, we believe that the zones of reversed flow
enclosed within a finite container account for the eddies observed in Bond’s experiment near
the walls of the container (indeed, formation of eddies is the only natural way of having
enclosed streamlines in the finite container).
The Ackerberg’s assertion was based on impossibility of continuous extension of his
asymptotic series beyond α = 90◦. In the present work we showed that the Ackerberg’s
expansion was incomplete and demonstrated that if all the terms are included in the ex-
pansion, it can be extended to the case of α = 90◦ and beyond. Also, we computed several
terms in the expansion for α = 90◦ (up to O(η3e−3η)) and showed that the asymptotic
expansion is close to the numerical solution.
The flow near the critical angle of α = 120◦ was also described. The asymptotic and the
numerical results indicate that the flow ceases to be radial as the angle increases beyond
120◦. This situation is somewhat similar to the flow in a cone in a neighbourhood of
α ≈ 128.7, where the symmetric flow lose stability. The difference between these two cases
is that the flow for the cone remains steady and asymptotically satisfies the Stokes equation,
whereas in the case of a sector, the nonlinear terms become dominant, which causes the
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steady solution to lose stability.
No special treatment of the boundary layer has been implemented. In spite of this, it was
shown that the present computational method does not diverge as the apex is approached
and adequately describes the boundary layer flow near the apex for the case of a sink
at the apex, though the numerical solution has a pronounced Gibbs effect. Moreover, the
solution in the transitional zone converge exponentially as Ns →∞, though near the apex it
converges as O(N−1s ). This is a surprising fact, because in a similar situation of hyperbolic
problems with shock waves, the numerical solution loses its accuracy once the region is
affected by a shock wave (even if the solution is smooth after the shock wave passes). The
observed exponential convergence of the solution in the transition zone indicates that no
special treatment of the boundary layer is required for accurate computation of solution at
moderate and large distance from the apex.
The computed boundary layer flow was found to be in agreement with the works of
Brown and Stewartson [11], and Kuiken [38]: the present numerical results indicate a uni-
form inflow as the major term in the outer boundary layer expansion. In the case of a
uniform outer flow, the inner boundary layer correction term has an algebraic decay when
moving from the cone sidewalls inside the region [11, 38]. The algebraically decaying bound-
ary layers do not occur in classical boundary layer theory and therefore were a subject of
discussions. Though it is not possible to observe the rate of decay of the boundary layer
correction term with the present method, the obtained results indirectly support the asser-
tion of algebraically decaying boundary layers (since the exponentially decaying boundary
layers must have different outer flow [1, 26]).
The results indicate that the derived asymptotic expansions far from the apex and near
the apex agree with the numerical results. Therefore, it is possible to couple the analytical
asymptotics and the numerical method in the spirit of chapter 3 to devise an even more
efficient method of computing flows in cones, for which ζl and ζr can be chosen much closer
to each other, thus efficiently reducing the finite difference grid in ζ axis. Also, the more
terms are used in the boundary layer expansion of the solution near the apex, the higher
order convergence is expected near the apex (recall that without using the asymptotics, the
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error is O(N−1s )).
It was not possible to compute the steady flow in the full cone with a source at the
apex. The computational results in cones with the apex truncated suggest that the flow
decelerates near the walls. In a similar case of flows in sectors, such behaviour causes the
flow to lose stability as the Reynolds number increases. In the cone, the local Reynolds
number increases to infinity as the apex is approached, therefore it is reasonable to assume
that there are no stable steady flows with a source at the apex.
4.6 Computation of Self-Similar Flows in Cones with a
Source or a Sink
4.6.1 Self-Similar Navier-Stokes Flows with a Sink at the Apex
Computation of self-similar flows with nonzero volumetric flow rate was performed for a
wide range of parameters. These flows describe evolution of the flow from the initial regime
ψˆ = ψˆ0(rˆ, s) to the terminal quasi-steady regime ψˆ =
√
tˆψˆ(rˆ, s). The initial flow is of the
form ψ0(rˆ, s) = rˆψ˜0(s). The flows of this form correspond to flows due to a point source of
momentum [39, 56, 60].
Two types of initial conditions were tried: a “nonzero initial condition” and a “zero
initial condition” ψˆ0(rˆ, s) = 0. The first case illustrates evolution of different types of flows
and the last case corresponds to pumping or sucking the fluid in or out at the non-constant
volumetric rate Q(t) ∼ √t, when the fluid is initially at rest.
The flows are presented in nondimensionalized variables (see section 4.1.5 for more
details):
rˆ, s, tˆ, ξ =
rˆ√
tˆ












The graphs of dependence of normalized axial velocity on ζ, and streamline graphs are
presented for the computed flows. The axial velocity is normalized by rˆ−2:
rˆ2vˆr = −∂ψˆ
∂s
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for a vivid presentation of different flow regimes. When the fluid initially is not at rest, the










The streamlines are presented for different sizes of the domain in ξ, which is equivalent to
observing evolution of streamlines in a domain with the fixed size (i.e., same length in rˆ),




4.6.1.1 Flows with Zero Initial Conditions
We will first present the results on flows with the zero initial conditions ϕ0(s) = 0, as the
most interesting and perhaps the most natural case. It corresponds to the unsteady flow
of the fluid being initially at rest, due to a source or a sink with the volumetric flow rate
Q(t) ∼ √t.
The graphs of normalized axial velocity are presented in figures 4.24–4.26 for Re =
10−9, 0.01, and 100. Each figure shows the graphs for α = 30◦, 110◦, 120◦, 160◦. As we see
from figure 4.24 (corresponding to Re = 10−9), at small times (i.e. large ζ) the normalized
axial velocity is constant and corresponds to the axial velocity of uniformly inflowing flow.
Then at ζ ∼ 0, the normalized axial velocity starts to grow, reaches the highest value and
either remain constant for α = 30◦, 110◦, or decrease linearly in ζ for α = 120◦, or decrease
exponentially in ζ for α = 160◦. At ζ ∼ −20 ≈ log(Re) the normalized axial velocity again
decreases to the value corresponding to the uniformly inflowing flow. It should be noted
that though the normalized velocity first grows and then decays (as ζ decreases), the actual
velocity vˆr = − 1rˆ2 ∂ψˆ∂s always increases as the apex is approached. Thus, the self-similar flow
in a cone for Re = 10−9 is first a uniformly inflowing flow, and then it follows the behaviour
of the steady flow in a cone (studied in section 4.5.2), exactly as is anticipated from the
general mechanical analysis of the problem (section 4.3.1).
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(a) α = 30◦











(b) α = 110◦














(c) α = 120◦










(d) α = 160◦
Figure 4.24: The self-similar flow for Re = 10−9, normalized axial velocity










(a) α = 30◦












(b) α = 110◦













(c) α = 120◦














(d) α = 160◦
Figure 4.25: The self-similar flow for Re = 0.01, normalized axial velocity
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(a) α = 30◦











(b) α = 110◦














(c) α = 120◦












(d) α = 160◦
Figure 4.26: The self-similar flow for Re = 100, normalized axial velocity
For Re = 0.01 (figure 4.25), the interval where the self-similar flows correspond to the
linear quasi-steady flows in cones is smaller: as can be seen from the graphs, there is a small
interval on which the velocity grows above its value for the uniform stream. Also, as can
be seen, the graphs for α = 110◦ and α = 120◦ are relatively close to each other (despite
the fact that Harrison’s radial Stokes solution [32] is singular at α = 120◦). For Re = 100
(figure 4.26), the flows are almost everywhere uniformly inflowing, with a slight deviation
around ζ ∼ 2.
The streamlines of the computed flows are shown in figures 4.27–4.30. The streamlines
for α = 30◦ are almost indistinguishable for different flow regimes: figure 4.27 shows two
transitions between different regimes of the flow, however, the streamlines are seen almost
parallel. A better illustration of the flow streamlines is the case of α = 120◦ and Re = 10−9:
the flow is seen first to be purely inflowing (subfigure (a)), then it transforms to the Stokes
quasi-Steady flow (subfigure (c)) till it transforms back to the purely inflowing stream
(subfigure (d)).
For a moderately small Reynolds number, the zone where the flow is different from the
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(a) streamlines (b) streamlines
Figure 4.27: The self-similar flow for Re = 10−9 and α = 30◦
(a) streamlines (b) streamlines
(c) streamlines (d) streamlines
Figure 4.28: The self-similar flow for Re = 10−9 and α = 120◦
CHAPTER 4. THE NUMERICAL METHOD FOR FLOWS IN CONES 149
(a) streamlines (b) streamlines
(c) streamlines (d) streamlines
Figure 4.29: The self-similar flow for Re = 0.1 and α = 160◦
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(a) streamlines (b) streamlines
Figure 4.30: The self-similar flow for Re = 0.1 and α = 160◦
uniformly inflowing flow is quite small. Figure 4.29 illustrates the flow for Re = 0.1 and
α = 160◦. An eddy can be seen (subfigures (a) and (b)) in the transition zone between the
two purely inflowing regimes. For large Reynolds numbers, the flow is everywhere inflowing
(figure 4.30 illustrates this situation).
4.6.1.2 Flows with Nonzero Initial Conditions
In the case of nonzero initial conditions, the flow generally shows the same behaviour as for
the case of zero initial conditions: at small times, the flow follows the regime set at t = 0,

















respectively, where g1(s) = 16(1 − s/β)(s/β)2 is the first basis function in the spectral
discretization. The initial condition (4.89) (for the flow in figure 4.31) represents the initial
flow which is outflowing near the axis and inflowing near the sidewalls. The initial condition













(a) r−2-normalized axial velocity













(b) r−1-normalized axial velocity
(c) streamlines (d) streamlines
(e) streamlines (f) streamlines
Figure 4.31: The self-similar flow for Re = 0.0001 and α = 110◦ with initial conditions
(4.89)













(a) r−2-normalized axial velocity












(b) r−1-normalized axial velocity
(c) streamlines (d) streamlines
(e) streamlines (f) streamlines
Figure 4.32: The self-similar flow for Re = 0.0001 and α = 110◦ with initial conditions
(4.90)
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(a) r−2-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 4.33: The self-similar flow with a source for Re = 0.0001 and α = 110◦ with zero
initial conditions
(4.90) (for the flow in figure 4.32) represents the initial flow which is inflowing near the axis
and outflowing near the sidewalls. Graphs (a) and (b) in each figure show two normalized
axial velocities: rˆ2vˆr and rˆvˆr; the first graph demonstrates the terminal quasi-steady flow
and the second graph illustrates the development of the initial flow. The rest four graphs in
these two figures are the graphs of streamlines; graphs (c) and (d) show the transition from
the initial flow to the Stokes quasi-steady flow, graph (e) shows the Stokes quasi-steady
flow itself, and graph (f) shows the transition from the Stokes quasi-steady flow to the
Navier-Stokes quasi-steady flow.
4.6.2 Self-Similar Navier-Stokes Flows with a Source at the Apex
When there is a source at the apex of a cone, the behaviour of computational method for
self-similar flows is similar to the behaviour of computational method for steady flows. In
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(a) r−2-normalized axial velocity












(b) r−1-normalized axial velocity
(c) streamlines (d) streamlines
(e) streamlines (f) streamlines
Figure 4.34: The self-similar flow with a source for Re = 0.0001 and α = 110◦ with initial
conditions (4.89)
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(a) r−2-normalized axial velocity














(b) r−1-normalized axial velocity
(c) streamlines (d) streamlines
(e) streamlines (f) streamlines
Figure 4.35: The self-similar flow with a source for Re = 0.0001 and α = 110◦ with initial
conditions (4.90)
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particular, the method is sensitive to the choice of ζl: it does not converge for ζl large
enough (by absolute value) for the nonlinear inertia forces to be dominant. The results of
computations for Re = 0.0001 and α = 110◦ and ζl = −5 are presented in figures 4.33–4.35
for the sake of illustration. If ζl is chosen to be less than −5, the method will not converge.
Therefore, the flow for small ζ (large time tˆ), where the nonlinear inertia forces become
significant, might not be stable. In spite of this, the for large ζ, the transition between
the initial flow and the Stokes quasi-steady flow seems to be reasonably described by the
numerical solution.
4.6.3 Discussion
Self-similar flows in cones were computed for the first time in the present work. Self-
similar flows in cones describe the flows with a flow rate proportional to
√
t. The results
of computation of self-similar flows confirm the assertion that such flows tend to the quasi-
steady regime as t→∞. For the case of a source, the flows can only be computed in cones
with their apexes truncated, so that the nonlinear inertia terms do not dominate in the flow
region and do not destabilize the flow. For the case of a sink, the flows seem to be stable
and tend to the uniform quasi-steady flows with a boundary layer near the sidewalls.
The flows were computed for a particular form of Q(t), namely Q(t) ∼ √t. We believe
that in general, the similar patterns of the flows are valid for a general form of Q(t): there
will be a flow regime close to the initial flow, a steady regime with the viscous forces
dominating, and a steady regime with the nonlinear forces dominating. The difference will
be that in the case when Q(t) 
√
t, the transitions between these three regimes will not
be self-similar (and hence will be much harder to compute).
It is interesting to compare self-similar flows in cones with self-similar flows in sectors.
First, only the problem of self-similar flow in cones with a sink seems to be well-posed, unlike
the problem of flow in sectors, which is well-posed in the case of a source for a certain range
of Reynolds numbers (depending on an opening angle). Second, it was possible to compute
flows with a sink in cones for an arbitrary Reynolds number, whereas flows with a sink in
sectors could be computed only for relatively large Reynolds numbers. Third, because the
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nonlinear inertia forces will eventually dominate over the other forces as time advances,
the flow with a sink will turn to a uniform inflow regardless of the initial conditions or the
Reynolds number. The flow in the transition zone is affected by the viscosity forces and
depends on the Reynolds number: the smaller the Reynolds number is (i.e. the slower is
the increase in the volumetric net flow rate is), the larger is the transition zone. For flows
with α > 90◦, the eddies occur in the transition zone moving away from the apex. The 2D
flow with a sink, on the contrary, does not exhibit such phenomena.
The mechanism of occurrence of eddies in the converging flow in cones wider than a half-
space, is somewhat similar to the mechanism of occurrence of eddies in sectors: both eddies
are due to the flow with zones of reversed current. Similar eddies occur in the computed
outflowing flows in cones with truncated apexes.
4.7 Computation of Self-Similar Navier-Stokes Flows with
Zero Net Flow Rate
4.7.1 Results
In this subsection we present the results of computation of self-similar Navier-Stokes flows
with zero volumetric net flow rate. In this case, the unsteady Moffatt-type eddies are
expected to occur near the apex.
Similarly to the way the results were presented earlier, we present the results in two
ways: using the graphs of stream function inside the cone as a function of ζ, and using the
graphs of streamlines. A variable step size for the stream function ∆ϕ is used for in the
streamlines graphs to illustrate the low-intensity eddies near the apex.
The results of computations for α = 30◦ with Re = 0 and Re = 5 are presented in
figures 4.36–4.38. As can be seen, for the case Re = 0 (figure 4.36), the flow evolves from
the initial flow (graph (b)) to the quasi-steady flow with Moffatt eddies (graph (d)). The
same behaviour is observed for the flow with initial conditions (4.90) and nonzero Reynolds
number (figure 4.38). For initial conditions (4.89) (corresponding to the inflowing flow near
the walls), there is a transition zone between the initial regime and the quasi-steady regime
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(a) r−1-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 4.36: The self-similar flow with zero net flow rate for Re = 0 and α = 30◦ with initial
conditions (4.89)
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(a) r−1-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
(e) streamlines
Figure 4.37: The self-similar flow with zero net flow rate for Re = 5 and α = 30◦ with initial
conditions (4.89)
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(a) r−1-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 4.38: The self-similar flow with zero net flow rate for Re = 5 and α = 30◦ with initial
conditions (4.90)
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(a) r−1-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 4.39: The self-similar flow with zero net flow rate for Re = 0 and α = 45◦ with initial
conditions (4.89)
with Moffatt-type eddies. The transition zone has the reversed flow near the sidewalls of
the cone (figure 4.37, graph (c)).
The results of computations for wider angles (α = 45◦, 60◦, 75◦) for Re = 0 are presented
in figures 4.39–4.41. The flows differ by the size ratio and shape of eddies (in accordance
with [65]), however, the results are essentially the same as for α = 30◦. The angle α = 75◦
is close to the critical angle of 80.9◦ found by Wakiya [65] for which the eddies disappear.
Hence the eddy size ratio is so huge that the consecutive eddies cannot be seen on the same
graph. The flows for even wider angles (α > 80.9◦) monotonically decay as the apex is
approached and thus do not have the corner eddies.
The size and intensity ratios were found from the numerical solution and compared with
those found by Wakiya [65] analytically. The computations were made with Ns = 3 and
hζ = 0.01 (where hζ is a step size of the grid in ζ axis). The results of comparison are
presented in Table 4.2. The “computed ratios” were taken as ratios between 4th and 5th
eddy in the computations. The size and intensity ratios found from numerical solution in
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(a) r−1-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 4.40: The self-similar flow with zero net flow rate for Re = 0 and α = 60◦ with initial
conditions (4.89)
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(a) r−1-normalized axial velocity (b) streamlines
(c) streamlines (d) streamlines
Figure 4.41: The self-similar flow with zero net flow rate for Re = 0 and α = 75◦ with initial
conditions (4.89)
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Table 4.2: Intensity and size ratios of eddies
α theoretical [65] observed
size ratio intensity ratio size ratio intensity ratio
30◦ 3.32632 53849.9 3.33015 54284.8
45◦ 7.40679 266990 7.41364 268280
60◦ 26.3870 7.59639 · 106 26.416 7.63238 · 106
75◦ 1327.87 3.51892 · 1012 1333.15 3.57354 · 1012
the current study are in a good agreement with the theoretical values.
4.7.2 Discussion
The results on 3D self-similar flows with zero net flow rate are similar to those for 2D. The
eddies occur whenever a cone angle is smaller than the critical angle. The flows at large
time t tend to the quasi-steady regime with quasi-steady Moffatt-type eddies. Particularly,
the eddies’ intensity and size ratios in self-similar flows are the same as those in steady
flows.
When the Reynolds number is nonzero, the transition between the initial flow regime
and the quasi-steady regime may be different from the transition for Re = 0. Particularly,
in some cases, the transition zone may have a separation of flow near the cone sidewalls.
A remarkably good agreement of the theoretical and computational results indicates
efficiency of the present method. The present method, similarly to the 2D case, can be used
for computing the eddies in domains with conical vertices.
Chapter 5
Conclusion
Viscous fluid flows in infinite sectors, finite 2D domains with corners, and infinite cones were
considered. First, flows in sectors were considered. The problem of steady flow in sectors
has been studied extensively in the literature, therefore we focused mainly on the unsteady
self-similar formulation. The self-similar formulation allows one to set any radial flow regime
at t = 0 and study its evolution till the flow equilibrates to the steady (or quasi-steady)
regime. An efficient method was proposed to compute such flows. The method is based on
the combined spectral-finite difference discretization. Flows with a sink, a source, and zero
net flow rate were computed. It was found that self-similar flows are unstable for the same
values of parameters (α,Re) as steady Jeffery-Hamel flows are. This indicates that when
the Jeffery-Hamel flow is unstable, the actual flow is not self-similar, which implies a non-
uniqueness of the actual unsteady solution. The accuracy of the method was demonstrated
based on numerical experiments. The ideas of this method were used for the other two
problems, namely for the problem of flow in domains with corners and for the problem of
axisymmetric flow in infinite cones.
Second, a method for computing the infinite sequence of corner eddies in viscous fluid
flows in domains with corners was proposed. The method is based on Argyris finite el-
ement discretization for the stream function formulation of the Navier-Stokes equations,
exponential mesh refinement near corners, and matching the numerical solution with the
asymptotics of the flow near corners. The method was applied to two benchmark prob-
165
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lems: the lid-driven cavity problem and the backward-facing step problem. The results
of computations demonstrate high accuracy of the present method, show that the method
can accurately compute the infinite series of eddies, and indicate that the relative error of
finding eddies’ intensity and position decreases uniformly as the mesh is refined (i.e. the
error of finding intensity and position of different eddies does not depend on their size).
The comparison of the present results with the results available in the literature shows that
the present method produces solutions of the same or better accuracy than the existing
methods.
Last, axisymmetric flows in infinite cones were considered. There has been few works
on the problem of steady axisymmetric flow in cones, and some of the issues in this problem
have not been resolved. Hence we first considered the steady formulation of the problem.
We analyzed steady axisymmetric flows by analytic and numerical means. The results of
asymptotic and numerical analysis agree with each other. The present results indicate that
the flow far from the apex is radial for α < 120◦ and non-radial for α ≥ 120◦, which
is different from the results of the previous works made by Bond [8] and Ackerberg [1],
who asserted that the flow ceases to be radial beyond α = 90◦. The reasons that led
previous researchers to these assertions were discussed. Then, the self-similar formulation
was considered. Flows with a sink, a source, and zero net flow rate were computed. The
results were interpreted and compared with the results of 2D self-similar flows. The proposed
method for computation of flows in cones is similar to the method for computing flows in
sectors. Based on numerical experiments, the accuracy of the method was assessed. It was
confirmed that the method adequately computes the boundary layer flow near the apex and
is very accurate at moderate and large distances from the apex.
The approach proposed in the present work to study self-similar flows in sectors and
cones can also be used to study evolution and equilibration of other types of flows, which
have been studied only for the steady case. Particularly, it will be interesting to study
evolution of flows in the following two cases. First, it will be interesting to study evolution
of 3D flows in cones caused by a non-axisymmetric initial flow. This problem cannot be
reduced to a 2D problem and will require an application of spectral discretization in both
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transversal directions. Second, it will be interesting to study evolution of flows caused by a
point source of momentum [39, 56, 60].
The method of computation of steady viscous fluid flows in domains with corners can
also be applied to similar problems, including flows in 3D domains with conical vertices, and
more complicated models of fluid like liquid crystal model, viscoelastic models, magneto-
hydrodynamics, etc. It would also be interesting to compare this method and the methods
with adaptive mesh refinement near corners.
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