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We study the quadratic Zeeman effect (QZE) in a system of antiferromagnetic spin-1 bosons on a
square lattice and derive the ground-state phase diagrams by means of quantum Monte Carlo sim-
ulations and mean field treatment. The QZE imbalances the populations of the magnetic sublevels
σ = ±1 and σ = 0, and therefore affects the magnetic and mobility properties of the phases. Both
methods show that the tip of the even Mott lobes, stabilized by singlet state, is destroyed when
turning on the QZE, thus leaving the space to the superfluid phase. Contrariwise, the tips of odd
Mott lobes remain unaffected. Therefore, the Mott-superfluid transition with even filling strongly
depends on the strength of the QZE, and we show that the QZE can act as a control parameter for
this transition at fixed hopping. Using quantum Monte Carlo simulations, we elucidate the nature
of the phase transitions and examine in detail the nematic order: the first-order Mott-superfluid
transition with even filling observed in the absence of QZE becomes second order for weak QZE, in
contradistinction to our mean field results which predict a first-order transition in a larger range of
QZE. Furthermore, a spin nematic order with director along the z axis is found in the odd Mott
lobes and in the superfluid phase for energetically favored σ = ±1 states. In the superfluid phase
with even filling, the xy components of the nematic director remain finite only for moderate QZE.
PACS numbers: 05.30.Jp, 03.75.Hh, 67.85.Hj, 64.60.F- 03.75.Mn
I. INTRODUCTION
The use of ultracold bosonic systems as simula-
tors for the Bose-Hubbard model, proposed in 1998,1
quickly led to an experimental realization of the Mott-
superfluid transition in 2002.2 For the first time, ultra-
cold gases experiments allowed the simulation of well-
known condensed-matter systems3 and strongly corre-
lated states – e.g., Mott insulating state – thus con-
necting two so far distinct fields: atomic physics and
condensed-matter physics. Since then, ultracold atoms
in optical lattices are referred to as quantum simulators,
i.e., highly tunable systems suitable for the exploration
of quantum statistical lattice models,4 such as the Bose2
and Fermi5–7 Hubbard models.
Since the seminal work of Jaksch et al. in 1998,1
the motivation for considering many species of atoms,
or internal degree of freedom, has emerged from the
promising perspectives of observing coexisting phases,
quantum magnetism, and spin dynamics.8–17 Indeed,
mutlicomponent Bose-Einstein condensates, also called
spinor condensates, are ideal systems for engineering
quantum phase transitions,18 entanglement, metrology,19
thermometry,20 and have possible applications in
astrophysics21 and in quantum chromodynamics.22 The
spin degrees of freedom allow the study of multi band
condensed matter Hamiltonians and the interplay be-
tween magnetism and superfluidity.23,24 Contrary to
the standard Bose-Hubbard model with U(1) symme-
try, spinor condensates in optical lattice are described
by the extended Bose-Hubbard model where spin-spin
interactions introduce an additional symmetry.25,26 The
spontaneous breaking of this additional symmetry leads
to the establishment of quantum magnetism in the
Mott insulating and superfluid phases, and to multi-
ple transitions.27–33 The on-site spin-spin interaction can
be tuned by using Feshbach resonance34 and the nature
of the spin-spin interaction can be either ferromagnetic
(e.g., 87Rb) or antiferromagnetic (e.g., 23Na) depending
on the relative magnitudes of the scattering lengths in
the singlet and quintuplet channels.35
The ground-state phase diagram has been intensively
investigated using many methods: static and dynam-
ical mean-field theory,36–39 variational Monte Carlo,40
analytical,28,41,42 strong coupling expansion,43 density
matrix renormalization group,44,45 and quantum Monte
Carlo simulations.30,46,47 Similar to the standard Bose-
Hubbard model, the system adopts Mott-insulating (MI)
phases, when the filling is commensurate with the lat-
tice size and for large enough repulsion between parti-
cles, and a superfluid phase (SF) otherwise. The rich-
ness of these systems comes from the magnetic behav-
ior of these phases. The two-dimensional case with an-
tiferromagnetic spin-spin interactions is particularly in-
teresting: a singlet state, with vanishing local magnetic
moment, is observed in the MI phases with even filling
and a nematic state, i.e. a non trivial state breaking
spin-rotation symmetry without magnetic order, is ob-
served otherwise. These magnetic properties are well de-
scribed by the bilinear-biquadratic Heisenberg model in
the strong-coupling limit at integer filling.28,48–51 In the
weak-coupling limit, the magnetic properties of the su-
perfluidity can be investigated within the single mode
approximation, where spin and spatial degree of free-
dom are decoupled.52–55 Moreover, the phase transitions
are affected by the spin-spin interactions: the MI-SF
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2transition is first order for even densities (second order
otherwise),18,30,36,37,40,56 and a singlet-nematic transition
occurs inside the MI phases with even densities for small
spin-spin interactions.28–31
The addition of an external magnetic field completely
changes the picture: the square of the external magnetic
field B2, coupled with the square of the local magnetic
moment S2z , lifts the degeneracy between the magnetic
sublevels σ = ±1 and σ = 0, and thus constraints the
populations of these sublevels. This effect, called the
quadratic Zeeman effect in the literature, does not lift
the degeneracy between the states σ = +1 and σ = −1,
contrary to the Zeeman effect. Therefore, the square of
the magnetic field in the QZE is equivalent to the im-
purities in the Blume-Capel model in condensed-matter
physics.57 This QZE, which has been mostly studied in
dilute gas within the single mode approximation, acts
as a control parameter for the magnetic structure of the
superfluidity.11,52,53,58 Our study completes the picture
for strong interacting particles in optical lattices. As
shown below, the QZE not only affects the spin degrees
of freedom, but also impacts the mobility of the particles
and, therefore, the phase coherence. Furthermore, it was
experimentally observed that the nature of the MI-SF
transition with even densities is strongly affected by the
QZE.18
The purpose of this paper is to extend our preliminary
study30 by considering the QZE in the antiferromagnetic
spin-1 system at zero temperature. We derive the phase
diagrams and investigate the magnetic structure, thanks
to the correlations functions accessible with the QMC
method. The paper is organized as follows: In Sec. II,
we introduce the model and the methods used to study it.
The mean-field and QMC phase diagrams are discussed
in Sec. III and Sec. IV, respectively. The results obtained
by both methods are compared in Sec. IV. In Sec. V, we
summarize these results and give some final remarks.
II. HAMILTONIAN AND METHODS
A. Spin-1 Bose-Hubbard model with the quadratic
Zeeman energy
We consider a system of bosonic atoms in the hyper-
fine state F = 1 characterized by the magnetic quantum
number Fz = {±1, 0}. When these atoms are loaded in
an optical lattice, the system is governed by the extended
Bose-Hubbard Hamiltonian:26,28,59
Hˆ = −t
∑
σ,〈r,r′〉
(
a†σraσr′ + h.c.
)
+
U0
2
∑
r
nˆr (nˆr − 1)
+
U2
2
∑
r
(
Sˆ2r − 2nˆr
)
− q
∑
r
nˆ0r, (1)
where operator aσr (a
†
σr) annihilates (creates) a boson in
the Zeeman state σ = {±1, 0} (or σ = {↓, 0, ↑}) on site r
of a periodic square lattice of size L× L.
The first term in the Hamiltonian is the kinetic term
which allows particles to hop between neighboring sites
〈r, r′〉 with strength t. The number operator nˆr ≡∑
σ nˆσr =
∑
σ a
†
σraσr counts the total number of bosons
on site r. Nσ ≡
∑
r〈nˆσr〉 will denote the total num-
ber of σ bosons, ρσ ≡ Nσ/L2 the corresponding den-
sity, and ρ ≡ ∑σ ρσ the total density. The opera-
tor Sˆr = (Sˆx,r, Sˆy,r, Sˆz,r) is the spin operator where
Sˆα,r =
∑
σ,σ′ a
†
σrJα,σσ′aσ′r, α = {x, y, z} and the Jα,σσ′
are standard spin-1 matrices; hence
Sˆx,r =
1√
2
(
(a†↓r + a
†
↑r)a0r + a
†
0r(a↓r + a↑r)
)
,
Sˆy,r =
1√
2
(
(a†↓r − a†↑r)a0r − a†0r(a↓r − a↑r)
)
,
Sˆz,r = nˆ↑r − nˆ↓r .
(2)
The parameters U0 and U2 are the on-site spin-
independent and spin-dependent interaction terms. The
nature of the bosons determines the sign of U2 and con-
sequently the nature of the on-site spin-spin interaction,
whereas the spin-independent part is always repulsive,
U0 > 0. The U2 < 0 case (e.g.,
87Rb60) maximizes the
local magnetic moment
S2(0) ≡ 1
L2
∑
r
〈Sˆ2r〉. (3)
Therefore, this is referred to as the “ferromagnetic” case,
whereas the U2 > 0 case (e.g.
23Na28,61), which favors
minimum local magnetic moment, is referred to as “an-
tiferromagnetic”. In this article, the hopping parameter
sets the energy scale t = 1 and we focus on 23Na atoms,
i.e., U2 = 0.036U0.
28,61
The fourth term in Eq. (1) corresponds to the Zee-
man energy shift between the sublevels σ = ±1 and
σ = 0 with amplitude q. The parameter q arises ei-
ther from an applied magnetic field B, which leads to
the quadratic Zeeman energy with q ∼ B2, or from a
microwave field, which in this case leads to a positive or
negative q value.10,58
In the absence of Zeeman shift, i.e., q = 0, the Hamilto-
nian Hˆ Eq. (1) has the symmetry U(1)×SU(2), associated
with the total mass conservation [U(1) symmetry], times
the SU(2) symmetry of the spin rotation invariance on
the Bloch sphere. For q 6= 0, the SU(2) symmetry is re-
duced to U(1), leading to a model with global symmetry
U(1)×U(1).
Once developed, the Sˆ2r operator exhibits contact in-
teraction terms and conversion terms between the Zee-
man states, i.e., a†0ra
†
0ra↓ra↑r + h.c., which destroys a
pair of particles respectively in the Zeeman states ↑
and ↓ and creates two bosons in the state σ = 0, and
vice-versa. Therefore, only the total number of atoms
Ntot =
∑
r,σ〈nˆσr〉, associated to the U(1) symmetry, is
conserved.
3B. Mean-Field Approximation and quantum
Monte Carlo Simulations
We use a combined approach based on mean-field
theory, supplemented with numerically exact quantum
Monte Carlo (QMC) simulations.
Although the mean field approximation does not give
quantitatively accurate values for the phase boundaries,
it is a practical method which allows for the rapid re-
construction of phase diagrams.28,36,62 We use a mean-
field formulation based on a decoupling approximation
which decouples the hopping term to obtain an effective
one-site problem. Introducing the superfluid order pa-
rameter ψσ ≡ 〈a†σr〉 = 〈aσr〉, we replace the creation and
destruction operators on site r by their mean values ψσ.
Since we are interested in equilibrium states of spatially
uniform superfluids, the order parameters can be chosen
to be real. Using this ansatz, the kinetic-energy terms,
which are nondiagonal in boson creation and destruction
operators, are decoupled as
a†σraσr′ ' (a†σr + aσr′)ψσ − ψ2σ .
The Hamiltonian Eq. (1) is rewritten as a sum over local
terms Hˆ = ∑r HˆMFr , where
HˆMFr = −zt
∑
σ
[
(a†σr + aσr)ψσ − ψ2σ
]
+
U0
2
nˆr (nˆr − 1)
+
U2
2
(
Sˆ2r − 2nˆr
)
− qnˆ0r, (4)
where z = 4 is the number of nearest neighbors in a
square lattice. The mean-field Hamiltonian Eq. (4) can
be easily diagonalized numerically in a finite occupation-
number basis {|n−, n0, n+〉}, with the truncation nmax =
10, and the lowest eigenenergy is minimized with respect
to ψσ. This gives the order parameters of the ground
state and its eigenvector |ΨMFGS 〉. At zero temperature,
the system is in a Bose-Einstein condensed phase if at
least one of the order parameters is nonzero and is, oth-
erwise, in an insulating phase. The condensate fractions
and densities are respectively defined by
CMFσ ≡ |ψσ|2 , (5)
ρσ ≡ 〈ΨMFGS |a†σaσ|ΨMFGS 〉, (6)
with CMF =
∑
σ C
MF
σ the total condensate fraction.
Our QMC simulations are based on the Stochastic
Green Function algorithm63 with directed updates,64 an
exact quantum Monte Carlo technique that allows canon-
ical or grand canonical simulations of the system as well
as measurements of many-particle Green functions. In
particular, this algorithm can simulate efficiently the con-
version terms.
In this work, we used the canonical formulation where
the total number of bosons Ntot, is conserved whereas
the individual number of bosons Nσ fluctuate. The QMC
algorithm also conserves the total spin along z, Stot,z =
N+ −N−, which adds a constraint to the canonical one.
The value of Stot,z in a given canonical simulation is then
fixed by the choice of the initial numbers of particles.
In this paper, we work in the spin sector Stot,z = 0.
Due to this constraint, the magnetic physical quantities,
involving Sα,r operators, are identical for the x and y axes
but may be different for the z axis. The initial symmetry,
where all three axes should behave identically, is broken
in our simulations. Using this algorithm we were able
to simulate the system reliably for clusters going up to
L = 12 with N = 288 particles. A large enough inverse
temperature of β = 2L/t allows one to eliminate thermal
effects.
In particular, we calculate the averaged densities ρσ =∑
r〈nˆσr〉/L2 and the singlet density
ρsg ≡ 1
L2
〈Aˆ†sgAˆsg〉 , (7)
where Aˆ†sg =
1√
6
(2aˆ†↑aˆ
†
↓−aˆ†0aˆ†0), which measures the num-
ber of pairs of bosons with a vanishing magnetic local mo-
ment. The chemical potential is defined as the discrete
difference of the energy
µ(Ntot) = E(Ntot + 1)− E(Ntot), (8)
which is valid in the ground state where the free energy
is equal to the internal energy E = 〈Hˆ〉.
The analysis of the magnetic structure requires the cal-
culation of the local magnetic moment S2(0) = S2x(0) +
S2y(0) + S
2
z (0), where
S2α(0) ≡
1
L2
∑
r
〈Sˆ2α,r〉 , (9)
with components
Sˆ2x,y,r = a
†
0ra
†
0ra↑ra↓r + a
†
↓ra
†
↑ra0ra0r
+ (nˆ0r +
1
2 )(nˆ↓r + nˆ↑r) + nˆ0r ±O
Sˆ2z,r = nˆ
2
↑r + nˆ
2
↓r − 2nˆ↓rnˆ↑r
(10)
and 〈O〉 = 0, S2x(0) = S2y(0) using our algorithm. Since
local quantities are insufficient for indicating a long range
magnetic order, one needs to calculate the equal-time
spin-spin correlation functions
Sαα(R) ≡ 1
L2
∑
r
〈Sˆα,rSˆα,r+R〉 , (11)
and the magnetic structure factor
Sαα(k) ≡ 1
L2
∑
R
eik·RSαα(R) , (12)
where k = (kx, ky) and kx,y are integer multiples of 2pi/L.
The total global magnetization is given by M2tot = 2M
2
x+
M2z with M
2
α = Sαα(k = 0). Additionally, we calculate
4the order parameter of the nematic phase associated to
a director along the z axis defined by
Θzz ≡ 1
L4
∑
r,R
〈Sˆ2z,rSˆ2z,r+R〉 . (13)
The quantity Θzz is maximized when the spins align or
(randomly) antialign along the z axis.
We also calculate the one body Green functions
Gσ(R) =
1
2L2
∑
r
〈a†σr+Raσr + a†σraσr+R〉 , (14)
which measure the phase coherence of particles in Zee-
man state σ. The density of σ bosons with zero momen-
tum – here after called the condensate – is defined by
Cσ =
1
L2
∑
R
Gσ(R) . (15)
Finally, the superfluid density is given by65
ρs =
〈W 2〉
4tβ
, (16)
where the total winding number W = W−+W0 +W+ is
a topological quantity.
III. MEAN-FIELD PHASE DIAGRAMS
The minimization of the free energy of Hamiltonian
Eq. (1) leads to a competition between the local mag-
netic moment S2(0) (dominant at low |q|) and the Zee-
man term (dominant at large |q|). At large |q|, the min-
imization of the Zeeman term leads to an occupation of
state σ = 0 (σ = {↓, ↑}) for positive (negative) q. As we
will show, this competition leads to interesting effects for
filling ρ = 2 for which the local magnetic moment Eq. (9)
could be fully minimized, i.e., S2(0) = 0.
A. Phase Diagrams
In the no-hopping limit, t/U0 → 0, the charge gap is
easily calculated: the Mott phase with one boson per site
has an energy ε(ρ = 1) = 0 for q ≤ 0 and ε(ρ = 1) = −q
for q > 0, whereas the Mott phase with two bosons per
site has an energy
ε(ρ = 2) = U0
1− 1
2
√
4
(
q
U0
)2
− 4q U2
U20
+ 9
(
U2
U0
)2
− q − U2
2
, (17)
associated to the non-degenerate wave function
|Φρ=2〉 = α|1, 0, 1〉
− α
(√
4q2 − 4qU2 + 9U22 + 2q − U2
2
√
2U2
)
|0, 2, 0〉, (18)
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FIG. 1. (Color online) Mean field data at fixed t/U0 = 0.035
for q = 0 and q/U0 = 0.04. (a) The Mott phase, indicated
by the ρ = 2 plateau with CMF = 0 observed for q = 0,
disappears for q/U0 = 0.04. (b) The density ρ0 increases with
q. The jumps in the densities and in the condensate fraction
indicate first-order MI-SF transitions.
obtained by diagonalizing Eq. (1) in the Fock basis
|n−, n0, n+〉 = {|1, 0, 1〉, |0, 2, 0〉} with t = 0, and α
ensuring the normalization of the wave function. For
q = 0, the on-site energy ε(ρ = 2, q = 0) = U0 −
2U2 is minimized by minimizing S
2(0) = 0, that is
by adopting a the singlet state given by |Φρ=2,q=0〉 =
1√
3
(√
2|1, 0, 1〉 − |0, 2, 0〉). In the limits q → ±∞, the
wave function reads |Φρ=2,q→−∞〉 = |1, 0, 1〉 with energy
ε(ρ = 2) = U0 − U2 and |Φρ=2,q→+∞〉 = −|0, 2, 0〉 with
energy ε(ρ = 2) = U0−2q. Therefore, for q = 0, the base
of the Mott lobes for odd filling is ∆µ/U0 = 1− 2U2/U0,
whereas it is ∆µ/U0 = 1 + 2U2/U0 for even filling.
The even lobes grow at the expense of the odd ones,
which disappear entirely for U2/U0 = 0.5. In the limit
q → −∞, the base of the Mott lobes for odd filling
is ∆µ/U0 = 1 − U2/U0 which disappear entirely for
U2 = U0, whereas it is ∆µ/U0 = 1 + U2/U0 for even fill-
ing. For q → ∞, we recover the standard single-species
Bose-Hubbard model where the base of the Mott lobes
is (∆µ + q)/U0 = 1 for all filling (q is absorbed in the
chemical potential).
When turning on the hopping t 6= 0, the phase diagram
is calculated by plotting the total density ρ and the total
condensate fraction CMF versus µ/U0 for many hopping
t/U0 with fixed q/U0 value. An example of such a ver-
tical slice in the phase diagram is plotted in Fig. 1(a)
for t/U0 = 0.035. We see that all compressible regions,
κ ≡ ∂ρ/∂µ 6= 0, are superfluid with CMF 6= 0 while the
incompressible plateaus, κ = 0, are not superfluid, they
are the Mott insulators. Figure 1(a) also shows that in-
creasing q/U0 has a strong effect for ρ > 1: the charge
gap of the MI with ρ = 2, clearly observed for q = 0,
vanishes for q/U0 = 0.04. Furthermore, the population
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FIG. 2. (Color online) Mean-field phase diagrams for U2/U0 = 0.036 with (a) negative q and (b) positive q values. Contrary to
the ρ = 1 Mott lobe, q strongly affects the tip of the ρ = 2 Mott lobe. The dashed (plain) lines indicate a first- (second-) order
transition, and white dots are tricritical points. The vertical dashed line in (b) at t/U0 = 0.035 corresponds to the cut shown
in Fig. 1. False colors show the condensate fraction CMF for (a) q/U0 = −100 and (b) q/U0 = 100.
ρ± and ρ0 are sensitive to q: the population of state
σ = 0 (σ = {↓, ↑}) increases (decreases) with q, as ex-
pected [Fig. 1(b)]. The jump in the densities and in the
condensate fraction indicate a first-order Mott-superfluid
transition.30,36
As t/U0 increases, the MI regions are reduced and
eventually disappear. Outside the MI the system is su-
perfluid. The evolution of the mean-field phase diagrams
with respect to q/U0 is plotted in Fig. 2.
In the ρ = 1 Mott lobe, the local magnetic moment is
fixed at S2(0) = 2 and the densities are ρ− = 1 or ρ+ = 1
for q < 0 and ρ0 = 1 for q > 0. Clearly, the tip of the
ρ = 1 Mott lobe, which ends at tc/U0 ' 0.043, does not
vary with q. The situation is very different for ρ = 2,
where the possible minimization of S2(0) competes with
both the QZE and the kinetic term. For q = 0, the tip of
the ρ = 2 Mott lobe is stabilized by the creation of the
singlet state with S2(0) = 0. Since the QZE destroys the
singlet state, hence S2(0) 6= 0, we expect the superfluid
region for q 6= 0 to grow at the expense of the ρ = 2 Mott
region. This effect is clearly observed for both negative
and positive q values in Fig. 2(a) and 2(b). Furthermore,
the nature of the Mott-superfluid transition varies with
q for ρ > 1: first- (second-) order transitions are denoted
by dashed (plain) lines.
B. MI-SF transition versus QZE
We first focus on the Mott-superfluid transition at
fixed integer filling; see Fig. 3. As discussed before, the
cases ρ = 1, 2 exhibit different behaviors, since the sin-
glet state is destroyed by q for ρ = 2. Clearly, q has no
quantitative effect on the total condensate fraction CMF
for ρ = 1 since the local magnetic moment is fixed to
S2(0) = 2 and is insensitive to q; see Fig. 3(c). Never-
theless, q affects the distribution of the condensate pop-
ulations: CMF0 = 0 for q < 0, whereas C
MF
± = 0 for
q > 0 (not shown). Similar to the standard single species
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FIG. 3. (Color online) Mean-field Mott-superfluid transition
for (a), (b) ρ = 2 and (c) ρ = 1. The jump in CMF (vertical
dashed lines) indicates a first-order transition. The transition
is second order otherwise.
Bose-Hubbard model using the same mean field formu-
lation, the transition takes place at tc/U0 ' 0.043. For
ρ = 2, the destruction of the singlet state for q 6= 0 leads
to a shift of tc/U0 toward smaller values and the super-
fluid region grows at the expense of the Mott phase; see
Figs. 3(a) and 3(b). We recover the single species Bose-
Hubbard model with second order phase transition at
tc/U0 ' 0.025 for q → ∞; see Fig. 3(b). The transition
remains first-order for q < 0, whereas the transition be-
comes continuous for q/U0 > 0.04. Here also, q affects
the distribution of the condensate populations for which
6q/U0
0.8
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SF MI SF0
(b)
ρ0
ρ =ρ+ -
SF MI SF0
(a) ρ=2, t/U =0.0400
MF MF
C0MF
C  =C+
CMF
-
FIG. 4. (Color online) Mean-field data: q acts as a control
parameter for the ρ = 2 MI-SF transition at fixed hopping
t/U0 = 0.04. For q → −∞ the system is in the SF↓↑ with
CMF0 = 0 and enters in the MI phase at q/U0 = −0.08 when
increasing q. Then, the system suddenly adopts a SF0 phase
in which CMF± = 0 at q/U0 = 0.018. Both transitions are first
order.
CMF0 = 0 for q < 0, whereas C
MF
± = 0 for q > 0 (not
shown). These results are in qualitative agreement with
recent observations in three-dimensional lattice.18
The Mott-superfluid transition is also controlled by the
Zeeman parameter q when keeping t/U0 fixed.
18 Figure 4
shows the successive MI-SF transitions for t/U0 = 0.04
when increasing q/U0. For q → −∞, the superfluid phase
SF↓↑ is only composed by σ = {↓, ↑} bosons [Fig. 4(a)]
with balanced populations ρ+ = ρ− = 1 [Fig. 4(b)],
whereas for q → ∞, the superfluid phase SF0 is only
composed by σ = 0 bosons. Interestingly enough, the
system is in the ρ = 2 MI phase for q/U0 ∈ [−0.08, 0.018]
with non-integer densities ρσ. This effect is very similar
to the one observed for molecular and atomic mixtures
with species conversions for which the gap of the Mott
phase is tuned by an extended term in the Hamiltonian.32
In Fig. 4, both densities and condensate fractions jump
at the transitions, indicating first-order transitions.
For q > 0, the nature of the MI-SF0 transition depends
on the ratio t/U0; see Fig. 5. We still observe a first order
transition for t/U0 = 0.035, but the transition becomes
second order for t/U0 = 0.030. The first order appears at
the tip of the Mott lobe where the charge gap is mainly
stabilized by the formation of the singlet, i.e., for t/U0 >
0.03. Furthermore, the critical qc/U0 observed in Fig. 5
increases with U0/t since the Zeeman term has to destroy
the energy gap ∆ ∼ U0 of the Mott phase.
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FIG. 5. (Color online) Mean-field MI-SF0 transition con-
trolled by the q. Only the σ = 0 component is condensed
in the SF0 phase. The jump in C
MF
0 is the signal of a first-
order transition for t/U0 = 0.040 and t/U0 = 0.035, whereas
the transition is second order for t/U0 = 0.030.
IV. QUANTUM MONTE CARLO PHASE
DIAGRAMS
We first discuss the phase diagrams, the properties of
the phases with respect to the QZE, and then we focus
on the quantum phase transitions.
A. Phase Diagrams
For a fixed hopping t/U0, the boundaries of the ρ Mott
lobe are calculated with µ+(ρ) = E(ρL2 + 1) − E(ρL2)
and µ−(ρ) = E(ρL2) − E(ρL2 − 1). The charge gap
∆ ≡ µ+ − µ− vanishes at the tip of the Mott lobe in
the thermodynamic limit. The QMC phase diagrams
are plotted in Fig. 6 for positive and negative q. Sim-
ilar to the mean-field phase diagrams, Fig. 2, the tip of
the ρ = 1 Mott lobe does not vary with q, contrary to
the one of the ρ = 2 MI phase. This is because the
charge gap at the tip of the ρ = 2 Mott lobe – stabi-
lized by the creation of pairs of bosons in the singlet
state – is destroyed by q, thus leaving the space to the
superfluid phase when increasing |q|. As compared to
the mean field, which underestimates the quantum fluc-
tuations, the MI lobes end at larger tc/U0 values, for
all ρ and q. Therefore, the MI regions are much bigger
than the mean field ones, as expected, and the ρ = 1
Mott phase ends at tc/U0 ' 0.06, in agreement with the
single-species Bose-Hubbard model.66 In all the phases,
we observe neither ferromagnetism, nor Ne´el order, i.e.,
no peak in magnetic structure factor Sαα(k) [Eq. (12)]
for k = 0 and kx,y = pi. Nevertheless, we do observe a
signal of nematic order, as discussed below.
B. Densities, nematic order and MI-SF transition
vs. QZE
We first focus on the magnetic properties of the ρ = 1
Mott phase when varying q. Figure 7(a) shows the ef-
fect of the Zeeman term on the populations at fixed
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FIG. 6. (Color online) QMC phase diagrams with U2/U0 = 0.036 for (a) negative q and (b) positive q values (circles: L = 8;
triangles: L = 12). Contrary to the ρ = 1 Mott lobe, q strongly affects the tip of the ρ = 2 Mott lobe. The dashed (plain)
lines indicate a first- (second-) order transition. Contrary to the mean-field results Fig. 2, all the transitions are continuous for
q 6= 0. The vertical dashed line in (b) at t/U0 = 0.04 corresponds to the cut shown in Fig. 18.
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FIG. 7. (Color online) QMC data in the ρ = 1 MI phase. (a)
The Zeeman term q allows one to tune the populations from
a state fully composed by σ = {↓, ↑} particles for q < 0 to
a full σ = 0 state for q > 0. (b) As a consequence, q affects
the components of the magnetic local moment, whereas its
amplitude remains fixed S2(0) = 2.
t/U0 = 0.01. As expected, for q < 0, the system is only
composed by particles in states σ = {↓, ↑} (ρ± = 1/2),
whereas the system is fully composed by particles in state
σ = 0 (ρ0 = 1) for q > 0. For q = 0, the populations
are balanced ρ0 = ρ± ' 1/3. Nevertheless, for all q, the
local magnetic moment remains fixed at S2(0) = 2; see
Fig. 7(b). Therefore, the magnetic term in the Hamilto-
nian is constant and does not compete with the Zeeman
term. Since q affects the populations, the components of
the local magnetic moment are also affected, see Eq. (10),
such that S2x,y(0) = ρ±, S
2
z (0) = 2ρ± for q < 0, and
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FIG. 8. (Color online) QMC data in the ρ = 1 MI phase. (a)
Θzz 6= 0 and M2z = 0 are indicators of a nematic order along
z. (b) The nematic order along z implies M2z − S2z (0) < 0.
In the xy plane, we observe nonvanishing correlation M2x,y −
S2x,y(0) 6= 0 only for q = 0.
S2x,y(0) = ρ0, S
2
z (0) = 0 for q > 0, and the local magnetic
moment saturates to its maximal value S2(0) = 2ρ, ∀q.31
A finite local magnetic moment is a necessary but not
sufficient condition for the establishment of a magnetic
ordering, and we should carefully look at the nematic
correlation functions.50 The magnetic correlation func-
tions are plotted in Fig. 8. The nematic order parameter
Θzz 6= 0 is non zero for q ≤ 0; see Fig. 8(a). Indeed,
a nematic order along z is consistent with a vanishing
magnetization M2z = 0,
31,41 and non vanishing corre-
lation M2z − S2z (0) = 1L4
∑
r,R 6=0〈Sˆz,rSˆz,r+R〉 6= 0 ob-
served in Fig. 8(b). In the xy plane, we only observe
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FIG. 9. (Color online) QMC data in the ρ = 2 MI phase. (a)
The Zeeman term q tunes the populations from a state fully
composed by σ = {↓, ↑} particles for q → −∞ to a full σ = 0
state for q → +∞. For q = 0, the system adopts a singlet
state with balanced populations. Squares are the densities
calculated using the local wave function Eq. (18). (b) The
magnetic correlations are absent since M2tot − S2(0) = 0, ∀q.
non vanishing correlation functions for q = 0 for which
M2x,y − S2x,y(0) 6= 0. In conclusion, we observe a nematic
phase for q ≤ 0.
The situation is very different in the ρ = 2 Mott phase
since the local magnetic moment is fully minimized, i.e.,
S2(0) = 0, in the t/U0 → 0 limit. Therefore, the lo-
cal magnetic moment S2(0) and the Zeeman term are
in competition for minimizing the free energy of Hamil-
tonian Eq. (1). Similarto Fig. 7(a), the system is only
composed by particles in states σ = {↓, ↑} (ρ± = 1)
for q/U0 → −∞, whereas the system is fully composed
by particles in state σ = 0 (ρ0 = 2) for q/U0 → +∞;
see Fig. 9(a). Nevertheless, contrary to the ρ = 1 case
plotted in Fig. 7(a), we observe a smooth crossover at
q = 0 for which the system adopts a singlet state such
that ρsg = 1 and S
2(0) = 0; see Fig. 9(b). For q 6= 0, the
minimization of the Zeeman term breaks the singlet state
which leads to a non vanishing local moment S2(0) 6= 0
in the plane xy, i.e., S2x,y(0) 6= 0, but with S2z (0) = 0.
These local quantities are well described by the on-site
wave function Eq. (18). Clearly, |Φρ=2,q→−∞〉 = |1, 0, 1〉
leads to ρ± = 1, and |Φρ=2,q→+∞〉 = −|0, 2, 0〉 leads
to ρ0 = 2. For q = 0, the singlet state |Φρ=2,q=0〉 =
1√
3
(√
2|1, 0, 1〉 − |0, 2, 0〉) leads to ρ± = ρ0 = 2/3 and
〈a†0ra†0ra↑ra↓r〉 = −2/3 from Eq. (10). The finite local
moment obtained for q 6= 0 may suggest a magnetic or-
dering in the xy plane, since S2x,y(0) − 13S2(0) 6= 0.28,42
In fact, the contribution of the spin-spin correlation func-
tions, when removing the auto-correlation contribution,
vanishes, i.e., M2tot−S2(0) = 1L4
∑
σ,r,R6=0〈Sˆσ,rSˆσ,r+R〉 =
0. Therefore, there is no magnetic order for t/U0 = 0.01
in the ρ = 2 Mott phase ∀q.
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FIG. 10. (Color online) QMC data in the ρ = 2 SF phase
with L = 8: (a) the superfluid and singlet densities ρs, ρsg
are insensitive to q. (b) The condensate is supported by σ =
{↓, ↑} (σ = 0) bosons for q < 0 (q > 0) and the z component
of local magnetic moment S2z (0) vanishes for q > 0 due to
ρ± = 0. (c),(d) The magnetic moment M2tot vanishes for
q = 0 and we observe a nematic order along z only for q ≤ 0
(Θzz 6= 0) associated with negative correlations M2z −S2z (0) <
0. In the xy plane, the amplitude of the spin-spin correlations
|M2x,y − S2x,y(0)| reaches its maximum for q = 0 and vanishes
for q → ±∞.
We now focus on the ρ = 2 superfluid phase, in which
the kinetic term is dominant: the Bose-Einstein conden-
sation – associated with the spontaneous U(1) symmetry
breaking – occurs; hence ρs 6= 0 and Cσ 6= 0. Therefore,
the QZE also affects the condensate populations Cσ. As
an example, we focus on the case with t/U0 = 0.1; see
Fig. 10. The superfluid density ρs and singlet density
ρsg do not significantly vary with q, whereas the popu-
lations evolve from a state fully composed by σ = {↓, ↑}
particles for q → −∞ to a full σ = 0 state for q → +∞
[Fig. 10(a)]. Note that the redistribution of the popula-
tion at q = 0 is sharp – similar to the ρ = 1 MI phase in
Fig. 7(a). This is because the spin-spin interaction term
in Eq. (1) is now in competition with a dominant kinetic
term and has a smaller effective strength. The conden-
sates Cσ naturally follow the densities ρσ [Fig. 10(b)].
9The components of the local magnetic moment behave
qualitatively in the same way as in the ρ = 1 Mott phase,
Fig. 10(b), but do not reach their maximal values since a
small fraction of particles remains in the singlet state for
t/U0 = 0.1, that is S
2
x,y(0) < ρ±, S
2
z (0) < 2ρ± for q < 0,
and S2x,y(0) < ρ0 for q > 0; hence S
2(0) < 2ρ,∀q31 (or
equivalently 〈a†0ra†0ra↑ra↓r〉 < 0). Compared to the ρ = 1
Mott phase, the director of the nematic order in the ρ = 2
superfluid can belong to the three axes in a larger range
of q: the signal of a nematic phase along z is clearly
observed in Fig. 10(c) where Θzz 6= 0 for q ≤ 0. This
statement is strengthened by the non vanishing correla-
tion function M2z −S2z (0) < 0 in Fig. 10(d). Nevertheless,
Θzz = 0 for q > 0 indicates a vanishing nematic order
along z. Furthermore, in the xy plane, the amplitude
of the spin-spin correlations |M2x,y − S2x,y(0)| reaches its
maximum for q ' 0 and vanishes for q → ±∞. Inter-
estingly enough, the nematic correlations |M2tot − S2(0)|
are maximized when the global magnetism M2tot vanishes
at q = 0 [Fig. 10(c)]. Our results are in good agreement
with previous studies30,31,41 which have predicted a ne-
matic order in the superfluid phase with broken SU(2)
symmetry. In the limit U2  t, with U0 = q = 0
and ρ = 2, the nematic correlations take the exact value
M2tot − S2(0) = −2ρ = −4.31 With the data of Fig. 10,
we obviously find a smaller value |M2tot−S2(0)| ' 3.3 be-
cause of the non-negligible interactions U0 = 10 t which
allow the formation of a small fraction of particles in the
singlet state, hence 〈a†0ra†0ra↑ra↓r〉 < 0 from Eq. (10),
thus partially destroying the nematic order. In conclu-
sion, the director of the nematic order evolves form a
director along z for q → −∞ to a director with finite xyz
components at q ' 0. For q > 0, the director belongs
to the xy plane and the nematic order disappears as q is
increased.
For intermediate t/U0, the QZE can act as a control
parameter of the Mott-superfluid transition as shown at
the mean field level in Fig. 4. This effect is confirmed
by our QMC simulations for t/U0 = 0.045, where the
system adopts a Mott phase for q/U0 ∈ [−0.045, 0.01]
with ρs = 0 and is superfluid ρs 6= 0 otherwise; see
Fig. 11(a). In agreement with the mean-field results,
the densities evolve from ρ± = 1 for q/U0 → −∞ to
ρ0 = 2 for q/U0 → +∞, and ρ± = ρ0 = 2/3 at q/U0 = 0
where the local magnetic moment S2(0) and the magne-
tization M2tot are minimized; see Fig. 11(b). Although
the magnetization is strictly zero along the z axis, i.e.,
M2z = 0, we observe a clear signal of a nematic order
along the z axis in the SF↓↑ phase, i.e., Θzz 6= 0; see
Fig. 11(b). Furthermore, we observe nematic correlation
M2z −S2z (0) < 0 in the SF↓↑ phase, Fig. 11(c). In the SF0
phase for q/U0 > 0.01, the nematic order is developed in
the xy plane, where M2x,y − S2x,y(0) < 0; see Fig. 11(c).
Therefore, the QZE allows one to control both the phase
coherence and the director of the nematic order. Con-
trary to the mean-field predictions, our data for L = 8, 10
show continuous transitions.
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FIG. 11. (Color online) QMC data for ρ = 2 and L = 8 at
fixed hopping t/U0 = 0.045: q acts as a control parameter
for the MI-SF transition. For q → −∞ the system is in the
SF↓↑ with a nematic director along z axis and enters in the
MI phase at q/U0 ' −0.045 when increasing q. Then, the sys-
tem continuously adopts a SF0 phase with a nematic director
belonging to the xy plane at q/U0 ' 0.01. Both transitions
are second order.
C. Nature of the ρ = 1, 2 MI-SF transitions
Our mean-field results, Fig. 3, suggest that the nature
of the MI-SF transition varies with q for ρ = 2, whereas
it remains second order for ρ = 1. We now use the QMC
method for investigating this effect.
Similar to Fig. 3, the critical hopping tc/U0 at the
transition is highly sensitive to q for ρ = 2, but does
not change for ρ = 1; see Fig. 12. These different be-
havior comes from the possible minimization of S2(0) for
ρ = 2, whereas S2(0) = 2,∀q for ρ = 1. Therefore,
the minimization of the free energy of the Hamiltonian
Eq. (1) leads to a competition between the Zeeman term
and the minimization of S2(0) only for ρ = 2. However,
the QMC and mean-field predictions are in contradic-
tions: our QMC simulations explicitly indicate a first-
order transition – signaled by a jump in ρs in Figs. 12(a)
and 12(b) – only for q/U0 = 0. Indeed, even for very
small q values, e.g., q/U0 = 0.001, the jump in ρs van-
ishes, suggesting a second order transition. Nevertheless,
the density histograms plotted in Fig. 13 show double
peaks at the transition (tc/U0 ' 0.0494), thus indicat-
ing a weak first-order transition for q/U0 = 0.001. A
similar signal is observed for q/U0 = −0.005 but dis-
appears for q/U0 < −0.005 and q/U0 > 0.001. There-
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FIG. 12. (Color online) QMC data of the superfluid density
ρs at the MI-SF transition with L = 8 for ρ = 2 with (a)
negative q and (b) positive q, and (c) for ρ = 1, ∀q. Contrary
to the ρ = 2 case, ρs does not depend on q for ρ = 1. We
only observe a discontinuity in ρs for ρ = 2 and q = 0, and
the transition is first order; see zoom inset panel (b).
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FIG. 13. (Color online) QMC data with L = 8, ρ = 2, and
q/U0 = 0.001. The density histograms (a) P±(N) and (b)
P0(N) show a double peak structure close to the transition
at t/U0 = 0.0494 and t/U0 = 0.0496, thus indicating a weak
first-order transition.
fore, the transition is found to be first-order only for
q/U0 ∈ [−0.005, 0.001].
The nature of the ρ = 2 MI-SF transition is also de-
termined by using finite-size scaling analysis; see Fig. 14.
For q = 0, the jump in ρs remains finite for many sizes;
see Fig. 14(b), strengthening the conclusion of a first-
order transition associated with the symmetry breaking
of both U(1) and SU(2). This transition has been pre-
viously investigated30,36 and other signatures of a first-
order transition have been found using QMC simulations
(e.g., see Fig. 16 of Ref.30). For q/U0 /∈ [−0.005, 0.001],
the transition is found to be of the 3D XY nature; see
Figs. 14(a), 14(c), and 14(d). This result is not surpris-
ing in the limit q/U0 → +∞ since only the component
σ = 0 is populated, thus leading to a single species Bose-
Hubbard model. However, this result is more surprising
for small positive q/U0 and for large negative q/U0, since
a nematic order is established at the MI-SF transition,
thus potentially changing the nature of the transition, as
observed for q/U0 = 0.
D. Nematic order at the ρ = 2 MI-SF transition
with fixed q/U0
We now investigate the establishment of the nematic
order at the ρ = 2 MI-SF transition for large and zero |q|
values. To fix the idea, we begin with the simplest case,
q → +∞, for which we recover the single species Bose-
Hubbard model with ρ0 = 2 and ρ± = 0; see Fig. 15
for which q/U0 = 100. Since ρ± = 0, the local magnetic
moment along z trivially vanishes, S2z (0) = 0, whereas
S2x,y(0) = ρ0 is saturated; see Eq. (10). Obviously, there
is no magnetic order, M2tot − S2(0) = 0,∀q.57
In the other limit, q/U0 → −∞, the situation is
very different since the establishment of the phase co-
herence leads to the establishment of the nematic order.
In this limit, the densities read ρ± = 1 and ρ0 = 0,
∀q, and the system undergoes a phase transition from
a MI↑↓ to a SF↑↓. According to Eq. (10), this leads
to a saturated local magnetic moment in the xy plane
such that S2x,y(0) = ρ±, whereas a spin degree of free-
dom remains along the z axis. In this case, the mag-
netic SU(2) symmetry reduces to the Z2 Ising symme-
try. For t/U0 → 0, the Mott phase is described by the
on-site wave function |Φρ=2,q→−∞〉 = |1, 0, 1〉 ensuring
S2z (0) = 0. These results are observed for q/U0 = −100
in Fig. 16 (a). When increasing t/U0, the z compo-
nent of the magnetic local moment S2z (0) significantly
increases when the phase coherence is established ρs 6= 0,
at tc/U0 = 0.042. Indeed, the phase coherence involves
density fluctuations which prevents the full minimiza-
tion of S2z (0). Nevertheless, the magnetization M
2
z re-
mains zero for all t/U0; see Fig. 16(b). Furthermore,
the nematic order parameters Θzz becomes finite at
tc/U0 ' 0.042, thus indicating the establishment of a
nematic order along z associated with nematic correla-
tions M2z − S2z (0) = 1L4
∑
r,R 6=0〈Sˆz,rSˆz,r+R〉 6= 0 in the
superfluid phase. We observe a scaling of Θzz consis-
tent with the 3D Ising universality class, using exponents
β = 0.3265 and ν = 0.630167 (not shown). In conclusion,
we observe a continuous transition with broken U(1)×Z2
symmetries from a MI phase to a nematic SF with a di-
rector along z.
Finally, we discuss the case q = 0. The main dif-
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FIG. 14. (Color online) QMC scaling plots of the ρ = 2 MI-SF transition for (a) q/U0 = −100, (b) q/U0 = 0, (c) q/U0 = 0.005,
and (d) q/U0 = 0.02. For q 6= 0, the scaling of the condensate fractions C0, C± are consistent with a transition of the 3D XY
nature, even for small q/U0 (c). Critical exponents of the 3D XY universality classes are used for the scaling, i.e., β = 0.3479
and ν = 0.6706.67 The jump observed in ρs for q = 0 (b) indicates a first-order transition.
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FIG. 15. (Color online) QMC data of the ρ = 2 MI-SF tran-
sition with L = 8 and q/U0 = 100. The system behaves like
the standard single species Bose-Hubbard model with ρ0 = 2,
for which the transition belongs to the 3D XY universality
class,3 without magnetic order M2tot − S2(0) = 0.
ference with the previous cases is that the nematic or-
der could be established along the three axes in the su-
perfluid phase. In the t/U0 → 0 limit, the singlet MI
is described by the singlet wave function |Φρ=2,q=0〉 =
1√
3
(√
2|1, 0, 1〉 − |0, 2, 0〉) with ρsg = 1, ρ± = ρ0 = 2/3,
and S2α(0) = 0; see Fig. 17. The jump in ρs discussed
in Fig. 14(b) is also observed in the component of the
local magnetic moment S2α(0), which becomes finite in
the three axes x, y, z at the transition at tc/U0 ' 0.05
[Fig. 17(a)]. Furthermore, the singlet density ρsg and the
nematic order parameter Θzz also jump at the transition,
whereas the global magnetization M2tot remains zero; see
Fig. 17(b). Therefore, the nematic order and the phase
coherence are simultaneously established when the hop-
ping t/U0 is strong enough to destroy the singlet state.
Since M2tot = 0 and S
2
α(0) 6= 0 ∀α in the superfluid phase,
it is clear that the nematic correlations are finite along
the three axes, M2α − S2α(0) < 0 with α = {x, y, z}. In
conclusion, the system undergoes a first-order transition
t/U0
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ρs
2S (0)z
2
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FIG. 16. (Color online) QMC data for the ρ = 2 MI-SF
transition for q/U0 = −100 with L = 6 (circles), 8 (squares),
and 10 (triangles). We observe a continuous transition at
tc/U0 = 0.042 from a MI↑↓ (ρs = 0,Θzz = 0) to a nematic
SF↑↓ with a director along z (ρs 6= 0,Θzz 6= 0).
from a singlet MI to a fully nematic SF.
E. Vertical slice of the phase diagram
To complete the picture, we discuss a vertical slice in
the phase diagram Fig. 6(b). Figure 18 shows such a slice
at t/U0 = 0.04 for three values of q/U0. For q = 0, the
first and second Mott lobes are indicated by the plateaus
ρ = 1, 2, with a vanishing superfluid density ρs = 0;
see Fig. 18(a). When turning on the QZE, the ρ = 2
Mott gap reduces (e.g., q/U0 = 0.02) and disappears for
strong enough q (e.g., q/U0 = 100), thus leaving space to
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FIG. 17. (Color online) QMC data for the ρ = 2 MI-SF
transition for q/U0 = 0 and L = 8. The system undergoes a
first-order transition – indicated by a jump in the quantities
– from a singlet Mott insulator to a fully nematic superfluid.
a superfluid phase ρs 6= 0. This effect is not observed for
the ρ = 1 Mott gap. The density ρ0 increases with q and
saturates at ρ0 = ρ for very large q (e.g., q/U0 = 100);
see Fig. 18(b). Nevertheless, for q/U0 = 0.02, we still
observe a mixing in the populations close to the ρ = 2
Mott plateau due to the minimization of S2(0) which
forms singlet state pairs, and therefore populates the σ =
{↓, ↑} states. Furthermore, the competition between the
QZE and the spin-spin interaction is shown in Fig. 18
(c): for ρ > 1, the formation of singlet states is activated
for q = 0, thus leading to the minimization of the local
magnetic moment such that S2(0) ∼ 0 in the ρ = 2 Mott
phase [S2(0) does not strictly vanish for t/U0 = 0.04
since the hopping term destroys a small fraction of singlet
pairs]. For q/U0 = 0.02, the singlet pairs are partially
destroyed by the QZE and S2(0) takes a non vanishing
value in the ρ = 2 Mott phase. For very large q (e.g.,
q/U0 = 100), for which ρ0 = ρ, it is not possible to form
singlet state anymore and the magnetic local moment
saturates S2(0) = 2ρ; see Eq. (10).
Concerning the quantum phase transitions, our QMC
simulations predict continuous transitions, except for the
ρ = 2 MI-SF transitions with q = 0: the negative slope
in ρ versus µ indicates a negative compressibility since
κ = ∂ρ/∂µ < 0, thus indicating a metastable region.
This signal, which is a well-know signature of a first-order
transition in the canonical ensemble,30,62,68 is also ob-
served in other quantities, e.g., ρα, ρs, and S
2(0). These
QMC results for q = 0 are in good qualitative agreement
with mean field results of Fig. 1. Nevertheless, these two
approaches give incompatible predictions concerning the
nature of the ρ = 2 MI-SF transition for finite q: Accord-
ing to the mean-field approach, the ρ = 2 MI-SF transi-
tion should be first order for q/U0 = 0.02. However, the
first-order signature is not observed for q/U0 = 0.02 with
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FIG. 18. (Color online) QMC data of the vertical slice of
phase diagram Fig. 6(b) at fixed hopping t/U0 = 0.04 for
q/U0 = {0, 0.02, 100}. (a) Total density ρ, and superfluid
density ρs, (b) densities of each Zeeman state ρσ, and (c)
total magnetic local moment S2(0) as function of µ.
QMC simulation, for which the ρ = 2 MI-SF transition
is continuous; see Fig. 18.
V. CONCLUSIONS
Employing quantum Monte Carlo simulations and
mean-field theory, we derived the phase diagram of in-
teracting lattice spin-1 bosons subject to the QZE. The
interactions are among the simplest possible for such a
system: an on-site repulsion independent of spin and an
on-site antiferromagnetic coupling between spins on the
same site. The QZE splits the energy of the sublevels
σ = ±1 and σ = 0.
We have particularly focused on the magnetic proper-
ties of the Mott and superfluid phases, and on the Mott-
superfluid transition when varying the Zeeman splitting.
In the absence of QZE, the antiferromagnetic interac-
tions lead to the establishment of a nematic state – i.e., a
state breaking spin-rotation symmetry without magnetic
order – in the superfluid phase and in the Mott phases
with odd filling, whereas the system adopts a singlet state
with zero magnetic local moment in even Mott lobes.30
Both quantum Monte Carlo simulations and mean-field
theory show that the QZE, which directly impacts the
populations of σ = {±1, 0} states, destroys the singlet
13
state at the tip of the even Mott lobes, thus leaving the
space to the superfluid phase. This effect is not observed
in the Mott lobes with one particle per site since the
system cannot form a singlet state. Therefore, the QZE
acts as a control parameter for the MI-SF transition with
even filling and fixed hopping, as observed in a cubic
lattice.18 Our present study goes beyond the mean-field
approximation since quantum Monte Carlo simulations
give access to magnetic correlation functions required for
a reliable definition of a nematic order parameter. We
found a spin nematic order with director along the z axis
in the odd Mott lobes and in the superfluid phase for
favored σ = ±1 states, whereas the xy components of
the nematic director remain finite for moderate QZE in
the superfluid phase with even filling. We also elucidate
the nature of the quantum phase transitions: the Mott-
superfluid transition with even filling is found to be first
order for q/U0 ∈ [−0.005, 0.001] and is 3D XY other-
wise, contrary to the mean field approach which predicts
a first-order transition in a larger range, for q/U0 ≤ 0.04.
Our study clearly shows that the QZE is a control pa-
rameter for both the nematic structure and for the MI-SF
transition. This phenomenology sets the stage for future
experiments on spinor condensates in optical lattices, us-
ing state-of-the-art techniques.18,52,69
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