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Abstract
This work focuses on the asymptotic behavior of solutions for a class of neutral delay difference equations, which are discrete
analogues of a generalization of J.R. Haddock’s conjecture. It is shown that every bounded solution of the equations converges to
a constant. Our results improve some known results from the literature.
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1. Introduction
In [1], J.R. Haddock conjectured that each solution of the following equation:
(x(t) − cx(t − r))′ = −axγ (t) + axγ (t − r) (1.1)
tends to a constant as t → ∞, where 0 < c < 1, a ≥ 0, r ≥ 0 and γ > 0 is a quotient of positive odd integers. Wu [2]
showed that the conclusion of J.R. Haddock’s conjecture holds also for the more general equation
(x(t) − cx(t − r))′ = −F(x(t)) + F(x(t − r)), (1.2)
where r ≥ 0 and 0 < c < 1 are given constants, F : R1 −→ R1 is continuous and strictly increasing. Eq. (1.2) can be
used to model the transmission dynamics of material in an active compartmental system with one compartment and
one pipe coming out of and returning into the compartment (see Gyo¨ri and Wu [3]). Various scalar neutral equations
more general than Eq. (1.2) have been studied in the literature (see Krisztin and Wu [4] and references cited therein).
In this work, we consider the discrete analogues of a generalization of Eq. (1.2):
∇(xn − cxn−k) = −F(xn) + G(xn−k), (1.3)
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where k > 0 is an integer, 0 < c < 1, ∇ denotes the backward difference operator ∇yn = yn − yn−1, G and F are
continuous, and F is nondecreasing on R1. Recently, the second author and Yu [5] have considered Eq. (1.3) with F
assumed to be strictly increasing on R1, and proved that if F(z) − G(z) does not change sign for all z ∈ R1, then
every bounded solution of Eq. (1.3) tends to a constant as n → ∞; if F(z) ≡ G(z) for all z ∈ R1, then every solution
of Eq. (1.3) tends to a constant as n → ∞. See also [6–8] for related work.
In contrast to the assumption on F in [5], we assume throughout the rest of this work that F is nondecreasing
on R1. Surprisingly, as we will see, the asymptotic behavior of solutions of Eq. (1.3) mentioned above still holds
for Eq. (1.3) with F only assumed to be nondecreasing on R1. However, it is worth pointing out that when F is
nondecreasing, the approaches in [5] seem to fail to be applicable to Eq. (1.3) under no extra conditions. Moreover,
even though the abstract results of the recent paper [8] have been successfully applied to the special case where c = 0
in Eq. (1.3) and can also be applied to Eq. (1.3) with F strictly increasing on R1, they cannot be applied to Eq. (1.3)
with F nondecreasing on R1 (see Remark 2.1 below). In this work, we will take a rather different point of view in
dealing with the problem of convergence of Eq. (1.3). In fact, by transforming Eq. (1.3) equivalently into an auxiliary
system, we combine monotonicity arguments with discrete dynamical systems ideas to successfully give results for
the bounded solutions of Eq. (1.3) convergent to constants, which improve the corresponding results given in [5].
More precisely, we consider the following dynamical system generated by the continuous map H given by
u(n+1) = H (u(n)), n = 0, 1, . . . , (1.4)
where u(n) ∈ Rk+1, and the maps ϕ : R1 −→ R1 and H : Rk+1 −→ Rk+1 are defined by ϕ(x) = x + F(x) and
H (u1, u2, . . . , uk+1) = (u2, . . . , uk, uk+1, ϕ−1(uk+1 + G(u2) + cu2 − cu1)), respectively. For general background
on discrete dynamical systems, we refer the reader to [9,10]. It is easily seen that the maps ϕ(x) and ϕ−1(x) are
continuous and strictly increasing on R1, and hence H is continuous on Rk+1. Also, note that Eq. (1.3) is equivalent
to the system (1.4), so the study of the dynamics of Eq. (1.3) reduces to that of the discrete dynamical system {H n}
on Rk+1. Some monotonicity properties of the map H , together with the basic properties of the omega limit set (i.e.,
nonempty, compact, connected and invariant), are effectively employed in our analysis.
The remainder of this work is organized as follows. In Section 2, by using the monotone dynamical systems theory
developed in [11], we set out some notation to be used and establish several lemmas which are essential to the proofs
of our main results. The main results and their proofs are given in Section 3.
2. Notation and preliminaries
Throughout the rest of this work, we assume that the maps F , G are as defined in Eq. (1.3) and the maps ϕ, H are
as defined in system (1.4). The following notation will be useful. In what follows, we will use Rk+1+ to denote the set
of all nonnegative vectors in Rk+1. Define
K = {x ∈ Rk+1+ : xk+1 − cx1 ≥ 0}.
Then Rk+1+ and K are order cones in Rk+1. It follows that (Rk+1, Rk+1+ ) and (Rk+1, K ) are ordered Banach spaces.
For any x, y ∈ Rk+1 and a subset A ⊆ Rk+1, we write x ≤ y iff y − x ∈ Rk+1+ , x < y iff x ≤ y and x = y, x  y iff
y − x ∈ Int Rk+1+ , x ≤K y iff y − x ∈ K , x <K y iff x ≤K y and x = y, x K y iff y − x ∈ Int K , x ≤K A iff x ≤K y
for all y ∈ A, x <K A iff x <K y for all y ∈ A, x K A iff x K y for all y ∈ A. Related notation such as y ≥ x ,
y ≥K x , x ≥K A has the natural meaning. For any α ∈ R1, we write α̂ = (α, . . . , α) ∈ Rk+1.
For x ∈ Rk+1, let us define O(x) = {H n(x) : n ≥ 0}, where H n(x) = ((H n(x))1, (H n(x))2, . . . , (H n(x))k+1) =
H (H n−1(x)) for n = 1, 2, . . ., and H 0 ≡ IdRk+1 , in which IdRk+1 denotes the identical mapping from Rk+1 to Rk+1.
If, in addition, O(x) is bounded, the omega limit set of x is defined in the usual way as
ω(x) = {y ∈ Rk+1 : H nk (x) → y, for some nk → ∞}.
As is well known, ω(x) is nonempty, compact, connected and invariant.
Now, we are in a position to establish several lemmas which will be very much essential for proving our main
results.
Lemma 2.1. Let G(z) ≥ F(z) for all z ∈ R1, and assume that x ∈ Rk+1, α ∈ R1 with x ≥K α̂. Then H (x)≥K α̂.
Furthermore, if xk+1 − cx1 > (1 − c)α, then H k(x)K α̂.
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Proof. By assumption, we have
(H (x))k+1 = ϕ−1(xk+1 + G(x2) + cx2 − cx1)
≥ ϕ−1(xk+1 + F(x2) + cx2 − cx1)
= ϕ−1(xk+1 − cx1 + F(x2) + cx2)
≥ ϕ−1((1 − c)α + F(α) + cα)
= ϕ−1(α + F(α))
= α
and
(H (x))k+1 − c(H (x))1 = ϕ−1(xk+1 + G(x2) + cx2 − cx1) − cx2
≥ ϕ−1((1 − c)α + cx2 + F((1 − c)α + cx2)) − cx2
= (1 − c)α + cx2 − cx2
= (1 − c)α.
Therefore, by the definition of H and our assumption that x ≥K α̂, we get H (x)≥K α̂. If xk+1 − cx1 > (1 − c)α, let
us show next that (H (x))k+1 > α and (H (x))k+1 − cx2 > (1 − c)α. Indeed,
(H (x))k+1 ≥ ϕ−1(xk+1 + F(x2) + cx2 − cx1)
> ϕ−1((1 − c)α + cx2 + F((1 − c)α + cx2))
= (1 − c)α + cx2
= α + c(x2 − α)
≥ α.
From the above inequality, we also have
(H (x))k+1 − c(H (x))1 = (H (x))k+1 − cx2
> (1 − c)α.
So, by induction, we conclude that H k(x)K α̂. This completes the proof. 
Remark 2.1. In the last assertion of Lemma 2.1, if xk+1 − cx1 = (1 − c)α, then H k(x)K α̂ does not necessarily
hold. For example, letting G ≡ F ≡ 0, k = 1, x = (1, c) ∈ R2, and α = 0 in Lemma 2.1, we have x >K α̂ and
H (x) = (c, c2). This implies that neither H k(x) = α̂ nor H k(x)K α̂ holds, and therefore, the abstract results
obtained in [8] fail for Eq. (1.3).
By using similar arguments, we can prove the following.
Lemma 2.2. Let G(z) ≤ F(z) for all z ∈ R1, and assume that x ∈ Rk+1, α ∈ R1 with x ≤K α̂. Then H (x)≤K α̂.
Furthermore, if xk+1 − cx1 < (1 − c)α, then H k(x)K α̂.
Lemma 2.3. Let G(z) ≥ F(z) for all z ∈ R1. If x ∈ Rk+1 is given such that O(x) is bounded, then there exists
α∗ ∈ R1 such that ω(x) = {α̂∗}.
Proof. Let α∗ = sup{α ∈ R1 : α̂ ≤K ω(x)}. Then α∗ ∈ R1 and α̂∗ ≤K ω(x). Now, we show that ω(x) = {α̂∗}. By
contradiction, we assume that ω(x)\{α̂∗} = φ. We next distinguish two cases to finish the proof.
Case 1. qk+1 − cq1 > (1 − c)α∗ for some q ∈ ω(x).
In this case, we have H k(q)K α̂∗ by Lemma 2.1. Hence, by the definition and invariance of ω(x), there exist
n1 > 1 and β∗ > α∗ such that
H n1(x)≥K β̂∗ K α̂∗.
Therefore, by Lemma 2.1 once more, we obtain
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ω(x)≥K β̂∗ K α̂∗,
which yields a contradiction.
Case 2. qk+1 − cq1 = (1 − c)α∗ for all q ∈ ω(x).
In this case, let δ∗ = sup{qi : i = 1, 2, . . . , k + 1, q ∈ ω(x)}. Then δ∗ > α∗ and the compactness of ω(x) implies
that there exists q˜ ∈ ω(x) such that q˜k+1 = δ∗. Hence,
q˜k+1 − cq˜1 = δ∗ − cq˜1 ≥ δ∗ − cδ∗ > (1 − c)α∗.
Again we obtain a contradiction. This completes the proof. 
By using similar arguments, we can prove the following.
Lemma 2.4. Let G(z) ≤ F(z) for all z ∈ R1. If x ∈ Rk+1 is given such that O(x) is bounded, then there exists
α∗ ∈ R1 such that ω(x) = {α̂∗}.
3. Main results and their proofs
The main results of this work are as follows.
Theorem 3.1. Let {xn}∞n=−k be a bounded solution of (1.3) and let G(z) ≥ F(z) for all z ∈ R1 or G(z) ≤ F(z) for
all z ∈ R1. Then limn−→∞ xn = c for some constant c ∈ R1.
Proof. Let H be defined as that in the Introduction. Then we can see that (1.3) is equivalent to the system
u(n+1) = H (u(n)), n = 0, 1, . . . .
The theorem now follows immediately from Lemmas 2.3 and 2.4. 
Following from Lemmas 2.1–2.4 and the arguments in Theorem 3.1, we have
Theorem 3.2. Let {xn}∞n=−k be a solution of (1.3). If G(z) ≡ F(z) for all z ∈ R1, then limn−→∞ xn = c for some
constant c ∈ R1.
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