Abstract. We investigate the problem of minimizing the moment of inertia among convex surfaces in R 3 having a specified surface area. First we prove a minimizing surface exists, and derive a necessary condition holding at points of positive curvature. Then we show that an equilateral triangular prism is the optimal triangular prism, that the cube is the optimal rectangular prism, and that the sphere is (locally) optimal among ellipsoids.
Introduction
A convex surface C is the boundary of a 3-dimensional convex body. Writing dS for the surface area element on C, we can define the area, centroid and average moment of inertia of C by
dS(x).
We want to find the convex surface C that minimizes the normalized moment of inertia, that is, the scale invariant ratio J/A 2 . The convexity constraint ensures the minimization problem is interesting: without it, the moment of inertia can be made arbitrarily close to 0 by "crumpling" the surface to reduce its diameter.
R. R. Hall has remarked that the regular tetrahedron gives a lower value of J/A 2 than the sphere [8, p. 22] . We find that the cube and a certain equilateral triangular prism have even lower values, and that a truncated tetrahedron gets lower still. In addition to these examples, we have com- puted the moment ratio for the Platonic and Archimedean solids, for many prisms and antiprisms, and for the Johnson solids. Table 1 collects some of these values. Our calculations lead us to believe that the moment ratio always exceeds about .069, and that the minimizing surface is close to the truncated tetrahedron.
Motivations for the moment problem. The moment of inertia seems a natural extrinsic quantity to optimize, for a convex surface, since it equals the trace of the inertial matrix and is thus proportional to the average polar moment, by Proposition 7 below. Some similar optimization problems for convex surfaces are of enduring interest. Alexandrov raised long ago the problem of minimizing the geodesic diameter when the surface area is fixed [2, p. 417] . In the class of tetrahedral surfaces, Makai [11] and Zalgaller [16] have shown the regular tetrahedron is extremal.
In the full class of convex surfaces, Alexandrov conjectured the geodesic diameter is minimal for the degenerate "double disk". This conjecture remains open. Abreu and Freitas [1] recently proved it for surfaces of revolution.
At a technical level, the optimization of the moment ratio is an interesting nonlinear constrained optimization problem. The convexity constraint constitutes a nondifferentiable boundary to the constraint region, and there exist many local minima. Even within polyhedral classes having the same facial lattice, it is an interesting nonlinear constraint problem to maintain facial coplanarity and the coincidence of faces, for large valence vertices.
The solid moment problem. If instead of considering the moment of inertia of a surface one considers the moment of the region inside the surface, then the minimal moment is easily seen to be achieved for a ball, provided the volume of the region is held constant.
Results
Our first result gives existence of a surface minimizing the moment ratio.
Theorem 1. There exists a convex surface
for all convex surfaces C.
We prove the theorem in Section 3. The key step is to show that if the surface is "long", then its moment of inertia is large. Note we have no conjecture about the shape of the minimizer provided by Theorem 1.
Now that we know a minimizing surface exists, we seek an Euler-Lagrange condition on critical surfaces. The next theorem provides such a necessary condition for criticality within the class of positive mean curvature surfaces, and shows also that the sphere is critical. 
where n denotes any smooth unit vector field on a neighborhood of C that points in the outward normal direction on C.
This theorem is proved in Section 4. The proof carries over to higher dimensions without change. Note the theorem requires positive mean curvature, and thus does not apply to surfaces having flat boundary portions, such as the polyhedra in Table 1 .
We do not know whether there exist smooth surfaces other than the sphere that satisfy the necessary condition in Theorem 2.
We will develop a variety of minimality results within restricted classes of convex surfaces. We find that within each class, the moment of inertia is minimal for the surface possessing the most symmetry. Somewhat paradoxically, this principle does not hold globally: the sphere is a local minimizer within the class of ellipsoids, by Theorem 6 below, but as we saw in Table 1 , the sphere is certainly not the global minimizer. Thus it appears that you can have too much of a good thing (symmetry).
First we illustrate the symmetry principle on prisms, which are cartesian products of a planar region with an interval. We prove that among all 3-prisms (triangular prisms), a certain equilateral triangular prism is minimal.
Theorem 3. Let T be a triangular region in the plane, and h > 0. Then the triangular prism
with equality if and only the triangle T is equilateral and its perimeter length equals 4 √ 3h.
The proof is in Section 5.2. We further show that among all regular n-prisms, the equilateral prism (n = 3) is minimal.
with equality if and only the regular n-gon P n is an equilateral triangle (n = 3) with perimeter length equal to 4 √ 3h.
See Section 5.3 for the proof. It would be interesting to extend this result to all n-prisms, not just the regular ones.
Next we consider cuboids (meaning rectangular prisms, or boxes), and show in Section 5.4 that the cube has minimal moment of inertia.
with equality if and only if a = b = c (when the cuboid is a cube).
Among ellipsoids, we expect the sphere to be minimal. We have not been able to prove this conjecture, but we do prove local minimality. Remark on local minimality. The equilateral triangular prism of Theorem 3 is minimal in the class of triangular prisms, by that theorem. It is also locally minimal with respect to convexity-preserving perturbations of its vertices, as the third author (G. F. Liddell) will justify in a forthcoming work. An analogous local minimality result holds for cubes. The equilateral prism and cube are not globally minimal, though, as Table 1 makes clear.
These local minimality results represent an interesting departure from the two-dimensional case discussed in the Introduction, where the only convex n-gon that is locally minimal in its class is the globally-minimal equilateral triangle.
Our last result explains that the moment of inertia of a surface can be interpreted as an average polar moment. Thus J represents the "rotational mass" of the surface with respect to a randomly oriented impulsive force. The proposition is proved in Section 5.6. The intuition for it comes from observing that J equals the trace of the inertial matrix
j,k=1 , after we put the centroid at the origin. This paper aims to minimize the average polar moment J C of a surface about its centroid. One could also consider maximizing the minimal polar moment. For convex surfaces contained in a plane, this problem was treated by Ting [14] : the solution is a double-sided equilateral triangle. Or one could minimize the maximal polar moment: for convex surfaces contained in a plane, the solution is a double-sided disk. We know of no work for general convex surfaces, on these max/min problems. Section 6 concludes the paper by stating a different formula for the moment of inertia, and mentioning the Minkowski representation and support functions of convex surfaces as possible tools for future work. A moment maximization problem is stated there too, over affine classes of surfaces.
Proof of Theorem 1: Existence of a minimizer
First we collect some basic facts about surface area and moment of inertia. The surface area of a convex surface is constructed in classic works such as Bonnesen and Fenchel's book [3] . The existence of surface measure dS is deeper, and can be found, for example, by localizing results in Federer's book [4] . Existence of the centroid and moment of inertia then follow immediately.
The area and moment are continuous with respect to the Hausdorff metric: if the C j are convex sets converging to the bounded convex set C (assumed non-empty) then
Further, the area and moment of inertia are monotonic under convex con-
Here the notation J C/p = C |x − p| 2 dS(x) denotes the moment of inertia about the point p rather than about the centroid. Now we begin to prove existence of a minimizing surface. Write M = max{|x| : x ∈ C} for the maximum radius of a convex surface C. We will bound this radius in terms of the moment and area.
Lemma 8. If C is a convex surface with centroid at the origin, then
Proof of Lemma 8. Consider a convex body C whose boundary surface C has its centroid at the origin. Then the origin must belong to C, since the centroid is a convex combination of boundary points. (Here we regard the convex body C as including its boundary points.) Choose a point x ∈ C of maximal radius, M = |x|. Write u = x/M for the unit vector in the direction of x. Take a point y ∈ C of maximal distance b from the axis in direction u, that is, such that dist(Ru, z) ≤ b for all z ∈ C, with equality when z = y. Note b > 0.
The triangle ∆ with vertices at 0, x, y is contained in the convex body C, since the three vertices lie in C. Let P be the thin triangular prism of height 2ε having the triangle ∆ as its central cross-section. Letting ε → 0 gives a double-sided triangular region (a degenerate polyhedron). Applying the monotonicity under containment (1) of moments about the origin (noting that the origin belongs to ∆), we see that J C/0 ≥ 2J ∆/0 where J ∆/0 is the moment about the origin of the "single-sided" triangular region ∆. Now, J C/0 = J C since the centroid of C lies at the origin, and J ∆/0 = (A ∆ /6)(|x| 2 + x · y + |y| 2 ) as shown in (7) below. Observe that
by minimizing the quadratic with respect to the variable (u · y). Hence
To complete the proof of the lemma, we will show A ∆ ≥ A C /12π. Indeed, by monotonicity of area under convex containment, we see that
as we wanted to show. Proof of Theorem 1. Our task is to show there exists a convex body C whose boundary surface C attains the minimum moment ratio.
By scale invariance, it suffices to consider the family of convex surfaces with area 1. We might as well further restrict to surfaces having J C ≤ J C 0 , where C 0 is any given convex surface with area 1 (such as a cube).
Take a sequence of surfaces in the family for which the moment of inertia approaches the infimal moment value. By translation, we may assume each surface in the sequence has its centroid at the origin. Then each such surface is contained in a fixed ball, by Lemma 8, and so some subsequence of them converges in the Hausdorff metric to a limiting convex surface C, by the Blaschke selection theorem [3, p. 38] . By continuity, the limiting surface C has area 1 and minimal moment of inertia among all convex surfaces with area 1.
The surface C might conceivably be degenerate, meaning it might lie in a plane; degenerate surfaces are regarded as double-sided, for the purposes of surface area and moment of inertia. If C lies in a plane, then in order to have minimal moment for its area it must be a double-sided disk. The double-sided disk has moment ratio 1/4π by the "short cylinder" entry in Table 1 , but this value is not minimal among all convex surfaces. Hence C does not lie in a plane, and so it must be the boundary of a convex body. The existence proof is complete.
It follows from the above argument that convex surfaces with minimal moment of inertia must satisfy a positive lower bound on their inradius.
Proof of Theorem 2
Consider the one-parameter family of domains Ω t in R 3 defined by a smooth flow
Denote the boundary of Ω t by Γ t , and assume that Γ 0 = C is smooth, where C is some given convex surface.
Suppose C is a sphere. To show this sphere is a critical point of the moment ratio J/A 2 , we want the moment ratio of Γ t to have derivative zero at t = 0. When proving this fact, we may assume the centroid of Γ t stays fixed at the origin, by translating the flow, and that the flow preserves the area of Γ t , by rescaling the flow (which does not affect the scale-invariant moment ratio). We may further suppose the sphere Γ 0 has unit radius, by another rescaling of the flow. In other words, we need only consider the functional
and prove that J (0) = 0, assuming the flow is area-preserving and Γ 0 = S 2 .
Proposition 9. The unit sphere is a critical point of the functional J(t)
under area-preserving flows. That is, J (0) = 0 whenever F is a flow preserving the surface area and Γ 0 is equal to the unit sphere.
Proof of Proposition 9. One has the following expression (cf. [9, p. 14]) for the first variation of an integral functional on the boundary Γ t :
where n denotes the unit outer normal derivative on Γ t , extended smoothly to a unit vector field on a neighborhood of Γ t . In the case of J, the variational formula yields
On S 2 , the normal is n = x/|x| with divergence div(n) = 2/|x| = 2, and so
since we assume the flow is area preserving.
In order to derive a necessary condition for criticality, we shall now restrict ourselves to surfaces of positive mean curvature. We can suppose the centroid is at the origin, by a translation. If Γ 0 is a critical point for the moment ratio J(Γ t )/A(Γ t ) 2 for each flow of the form (2), then a constant K exists such that
Proof of Proposition 10. The divergence div(n) is positive on Γ 0 because it equals twice the mean curvature, that is, it is the sum of the principal curvatures of the surface (cf. [9, p. 14] ). Hence we may specify a harmonic function h on Ω 0 by its boundary values
on Γ 0 . Extend h smoothly to a neighborhood of Ω 0 , noting that h need not be harmonic off Ω 0 , and extend n to a smooth unit vector field on a neighborhood of Γ 0 . Define a flow field for (2) on a neighborhood of Γ 0 by
Then the first variation of the area is zero at t = 0:
by harmonicity of h. Now we show J (0) = 0. Clearly J(t) is greater than or equal to the moment of inertia J(Γ t ), with equality at t = 0 because the centroid of Γ 0 is assumed to lie at the origin. The criticality hypothesis on Γ 0 says that the first derivative of J(Γ t )/A(Γ t ) 2 equals zero at t = 0, and it follows that the same holds for J(t)/A(Γ t ) 2 . The first derivative of the area is zero by above, and hence J (0) = 0. Therefore
by definition of the boundary values of h, so that
This vanishing of the gradient means h is constant on the domain Ω 0 , so that its boundary values (3) equal some constant K on Γ 0 , implying the proposition.
Further proofs
5.1. Calculating moments by triangulation. When studying prisms later in the paper, we proceed by triangulating the surface C and then calculating the polar moment of each triangle and summing over the triangles to compute the total moment. We used this technique also to compute the examples in Table 1 .
So in this section we gather the moment formulas necessary for calculating moments by triangulation. We also treat rectangles, since they arise as side faces of our prisms.
Moment of a triangle. Consider a triangle T with side lengths l 1 , l 2 , l 3 and vertices q 1 , q 2 , q 3 ∈ R 3 . Then T has area
by Heron's formula. We will show T has centroid
and moment of inertia
To derive these formulas, first parametrize the triangle by (
The Jacobian of this linear transformation is easily computed to equal
The moment of inertia around this centroid is
from which formula (6) follows by straightforward calculation. Similarly, the moment of the triangle about the vertex q 3 is
If we apply the arithmetic-geometric mean inequality to Heron's formula (4), we find
where L = l 1 + l 2 + l 3 is the perimeter length of the triangle. Estimate (8) is the isoperimetric inequality for triangles, with equality holding if and only if the triangle is equilateral.
Moment of a rectangle. Consider a rectangle R with side lengths l 1 = l 3 , l 2 = l 4 and vertices q 1 , q 2 , q 3 , q 4 ∈ R 3 . Then R has area
and centroid c R = q 1 + q 2 + q 3 + q 4 4 and moment of inertia
as one can easily verify by parameterizing the rectangle.
Computing the moment of a triangulated surface. Consider a polyhedral surface S. Each non-triangular face can be triangulated (for example, about one of its vertices), so that now the surface can be regarded as a union of triangles, say T 1 , . . . , T k . The area A T j , centroid c T j and moment J T j of each triangle T j can be computed in terms of the vertices of the triangle, by formulas (4), (5) and (6) . Then the area of the entire surface is simply the sum of the areas,
and the centroid is the weighted sum of the centroids:
The moment of the surface equals the sum of the moments plus a translational correction term, as one sees by expanding the square:
This expression can now be evaluated using the formulas above for the centroid and moment of a triangle. If some of the T j are taken to be rectangles rather than triangles (which can be helpful when S itself has some rectangular faces), then to evaluate the corresponding parts of (10) we simply use the formulas for the centroid and moment of a rectangle, rather than the formulas for a triangle.
Proof of Theorem 3.
The task is to prove that among all 3-prisms (triangular prisms), the moment ratio is minimal for a certain regular (equilateral) 3-prism. We derive this result from Lemmas 12 and 13 below.
First we establish a general formula for the moment of a prism C = ∂(P × [−h, h]), where P is a bounded convex region in the plane (the crosssection of the prism). Write Q for the boundary curve of P , so that Q has length L Q = Q ds(x), centroid c Q = Q x ds(x)/L Q and moment of inertia
, where ds denotes arclength measure on Q.
Lemma 11. Let P be a bounded convex region in the plane, and h > 0.
The prism C = ∂(P × [−h, h]) has area
The lemma expresses J C purely in terms of quantities that are invariant under translations and rotations of the cross-section P .
Proof of Lemma 11. For simplicity, we write A = A P and L = L Q for the area of P and the length of its boundary, in this proof.
The moments of P and Q relative to the origin are J P/0 = P (x 2 1 + x 2 2 ) dx 1 dx 2 and J Q/0 = Q (x 2 1 + x 2 2 ) ds(x 1 , x 2 ), respectively. The sides of the prism have total area A sides = 2hL and moment about the origin given by
The ends of the prism have total area A ends = 2A and moment about the origin equal to
Summing, the area of the prism is A C = A sides + A ends = 2(hL + A), and its moment about the origin is J C/0 = J sides/0 + J ends/0 . The centroid of the prism is
as one sees by splitting into integrals over the sides and ends. The moment of inertia of the prism is
Thus the moment of inertia equals 2 times
The moment of inertia is of course invariant under the Euclidean group (translations and rotations) acting orthogonally to the x 3 -axis, and so it is natural to identify those terms in the above formula that are Euclideaninvariant; they are
The remaining terms are
and so this sum must also be Euclidean-invariant. Translating by c P , or in other words putting the centroid of P at the origin, shows that (11) equals
The lemma follows. Note this last formula could also be arrived at explicitly, by expanding (11) and rearranging.
Next we estimate the moment ratio of a triangular prism, in terms just of the fundamental geometric variables h, L, A, that is, in terms of the height, perimeter and cross-sectional area of the prism.
Lemma 12. Let P be a triangular region in the plane with area A and perimeter length L. Let h > 0. Then the triangular prism C = ∂(P ×[−h, h]) has moment ratio
with equality if and only if P is equilateral.
Proof of Lemma 12. Our starting point is the moment formula in Lemma 11. We may discard the term there involving |c P − c Q | 2 , since it is nonnegative, and equals zero when P is equilateral (by symmetry). Thus it suffices to show
with equality if and only if P is equilateral. Write q 1 , q 2 , q 3 for the vertices of Q = ∂P , and Q 1 , Q 2 , Q 3 for the opposing sides, with lengths l 1 , l 2 , l 3 . Then
by Cauchy-Schwarz, which gives (12) . Inequality (13) is the sharp isoperimetric inequality for the moment of inertia of a convex curve, due to H. Sachs [12, 13] , with a later proof by R. R. Hall [7, formula (9) ]. Let us give a direct proof in the current situation, where the curve is a triangle. The moment of the triangle Q is found as follows. Side Q 1 has centroid c Q 1 = (q 2 + q 3 )/2 by symmetry, and similarly for the other two sides, so that Q has centroid
Hence one finds
and similarly for the other sides. Next, the moment of side Q i about its centroid is easily computed as J Q i = l 3 i /12, and so
by Heron's formula (4) for A. The isoperimetric inequality for triangles (8) says that A ≤ L 2 /12 √ 3, with equality if and only if Q is equilateral. Applying this inequality to our formula above for J Q gives that
with equality if and only if Q is equilateral, which proves (13).
Incidentally, if we change (15) 
L then it holds for all convex curves, by a result of H. Walther [15] . Now we minimize the quantity in Lemma 12. 
Proof of Lemma 13. Scale invariance of R gives that R(th, tL, t 2 A) = R(h, L, A)
for all t > 0. Hence we may normalize
Then h and L are constrained to satisfy 0 < hL < 1. The isoperimetric inequality for triangles (8) further implies
with equality if and only if P is equilateral. After defining the new variables
we therefore have the constraints
as shown in Figure 1 , with equality holding for v if and only if P is equilateral. In terms of these new variables, and using that A = 1 − u, we have (
Our task is to minimize this function R over all points (u, v) in the constraint region. First we observe R is strictly increasing with u, because
Thus to minimize R we need only examine the left hand and bottom boundaries of the constraint region, together with the vertex where they meet. (The other vertex at u = 1, v = 0 can be ignored, because R is infinite there.) On the bottom boundary, we seek constrained critical points along the boundary segment v = 12 √ 3(1 − u), for 0 < u < 1. Substituting this expression for v into (16) gives that
Calculus reveals that the only critical point in 0 < u < 1 occurs at u = 3/4, where the value is
On the left hand boundary line
and so this boundary line does not provide the minimum. Hence the minimum value of R is given in (17), and the proof is complete except for the equality statement.
If equality holds in the lemma then by the proof above, u = 3/4 and v = 12
Solving these simultaneous equations for u and v yields that u = 3/4. Hence by (17), equality holds in the lemma.
5.3.
Proof of Theorem 4. Now we prove that among all regular n-prisms, the moment ratio is minimized by the equilateral 3-prism identified in Theorem 3.
Consider n ≥ 3 and inscribe a regular n-gon P n in the unit circle in the plane. Let h > 0, so that the surface
is a regular n-prism of height 2h > 0, with centroid at the origin.
To compute the area and moment of inertia of C, first "centrally" triangulate the n-gon, yielding n isosceles triangles that have a common vertex at the origin. Each such triangle T has sidelengths 1, 1, 2 sin θ, where
and has area A T = 1 2 sin 2θ = cos θ sin θ and moment of inertia
(1 + 2 sin 2 θ) cos θ sin θ about its centroid, by formula (6). The centroid of T sits at distance 2 3 cos θ from the origin, by formula (5), and hence the triangles T ± (0, 0, h) in the base and top of the prism have centroids that sit at distance (h 2 + ( 2 3 cos θ) 2 ) 1/2 from the origin.
The sides of the prism consist of n rectangles, with each rectangle R having sidelengths 2 sin θ, 2h, and hence area A R = 4h sin θ and moment of inertia
about its centroid, by formula (9) . That centroid lies in the center of the rectangle, at distance cos θ from the origin. We deduce the prism C has area
and has moment of inertia (by formula (10)) equal to
The moment ratio of C is therefore
Fix n, temporarily. Differentiating the moment ratio (18) with respect to h reveals that the derivative changes sign at h 0 = 0 and at
Obviously (18) is increasing as h → ∞. Hence the moment ratio is minimal (among all h ≥ 0) at h 1 . Substituting h = h 1 into (18) gives that the minimal value of the moment ratio among all regular n-prisms is
for θ = π/n. Thus the remaining task is to prove R n ≥ R 3 for n ≥ 3, with strict inequality when n ≥ 4. Figure 2 plots R n against n (for integer and non-integer values of n) and shows numerically that the minimum of R n over integers n ≥ 3 occurs at n = 3. Indeed one can compute the values of R n for n = 3, 4, 5, 6, 7 to be 
Notice g is decreasing. We will show f is increasing, for the φ-values we are interested in. Indeed we can express f in terms of powers of sin φ, as 
which is equivalent to sin φ > 2/3. Now that we know f is increasing in the range φ ∈ (arctan(.95), π/2), and that g is decreasing, we deduce the ratio f /g is increasing there.
To complete the proof of the case n ≥ 8, we need only observe that when φ takes its smallest allowable value, φ = arctan(.95), the ratio f (φ)/g(φ) evaluates to approximately .06951, which is larger than R 3 .06916. Hence R n ≥ f (φ)/g(φ) > R 3 for all n ≥ 8.
5.4.
Proof of Theorem 5. Now we show that among all cuboids (rectangular boxes), the moment ratio is minimal for the cube.
We can suppose a ≥ b ≥ c > 0. Then by straightforward calculation, the cuboid has area A = 8(ab + bc + ca) and moment
The inequality J/A 2 ≥ 5/72 in the theorem is equivalent to showing Q ≥ 0, with equality if and only if a = b = c.
To take advantage of the symmetries of the problem, we rotate the variables by defining new variables 
The direction (a, b, c) = (1, 1, 1) maps to the C-axis, and the images of the a, b and c-axes display a 3-fold rotational symmetry about the C-axis. Indeed, the images of the three vectors 
at the points
respectively, which are the cube roots of −1 in the complex A + iB-plane. In terms of the new variables, we compute
Writing A + iB = Re iθ , we get
where 
We first show |θ| ≤ Hence R has a critical point at (a, b, c) = (1, 1, 1) . (Of course we knew that already from the more abstract approach in Theorem 2.) Next observe by symmetry that the pure partial derivatives are all equal, with
and the mixed partial likewise, with
Thus the second derivative of R(t, t, t) can be written as 3α + 6β = 0, where
Since the second derivative of R(t, t, t) equals zero, we deduce β = − 
So from now on we can take a = b = 1. Let
R(c) = J(c)
A(c) 2 be the moment ratio of the ellipsoid. Notice (log R) (1) = 0 by criticality of the sphere, so that (log J) (1) = 2(log A) (1).
Thus the desired inequality (20), which says R (1) > 0, is equivalent to proving (log R) (1) > 0. Now,
where in the last step we used (21) and that the sphere has area A(1) = 4π and moment J(1) = 4π.
To proceed further, we parametrize the ellipsoid by so that (log R) (1) = 8/45 > 0, completing the proof.
5.6. Proof of Proposition 7. Translate C to put its centroid at the origin. The polar moment of C about the axis ξ ∈ S 2 equals
The expected value of this polar moment about a randomly chosen axis is
That is, J C is proportional to the expected polar moment, as claimed.
Other formulas, tools and problems
Another moment formula. A formula for the moment of inertia that one might conceivably use in trying to minimize the moment is
which is proved by writing x − y = (x − c C ) − (y − c C ). This formula has the virtue of requiring no knowledge of the centroid, but has the drawback of requiring a double integral.
Unused tools. There are powerful tools from convex geometry that we have not seen how to use, for the moment of inertia problem. (i) A convex surface can be represented by pushing its surface measure across to the sphere via the Gauss map. Our difficulty is that we cannot see how to represent the moment of inertia as an integral with respect to that pushed-across surface measure on the sphere. (ii) Convex bodies can also be described by their support functions. Again the difficulty is to find a suitable representation of the moment of inertia, this time in terms of the support function. The material in Groemer [5, Chapters 4, 5] might be a good place to start.
The maximization problem. Suppose we try to maximize the moment ratio instead of minimizing it. In two dimensions the maximum of J/L 3 is provided by the circle, with value 1/4π 2 , as Hurwitz [10] (and later Sachs [12] ) showed even without the convexity constraint on the curve. See Groemer [5, pp. 136-139 ] for a proof, historical remarks, and related references. In three dimensions, the maximization problem has no solution, as shown by the "tall cylinder" calculation in Table 1 . In other words, a long thin cylinder can have fixed surface area and arbitrarily large moment of inertia.
If one instead considers affine classes of surfaces, then the maximization problem becomes interesting, as Almut Burchard pointed out to us in conversation: one might try to find C solving
where T ranges over all affine (linear) transformations. Perhaps the ellipsoids are maximal here. Laugesen thanks the Department of Mathematics and Statistics at the University of Canterbury, for hosting him during several stages of this work. The late Adrian Iordache kindly told us the simple formula (6) for the moment of inertia of a triangular region in terms of its vertices. We are grateful
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