Abstract.-Because many stocks of Pacific salmon Oncorhynchus spp. are listed under the U.S. Endangered Species Act (ESA), research has focused on predicting the future population dynamics for these low-abundance stocks. One method used to make predictions is known as population viability analysis. Pacific salmon populations exhibit much higher apparent variability than other ESA-listed vertebrates, and high variability increases the probability of extinction. If the high variability is primarily due to counting methods, it could be reduced in model predictions by using methods that correct for measurement error, sampling error, or both. Using data from British Columbia pink salmon O. gorbuscha and Snake River springor summer-run Chinook salmon O. tshawytscha and several modeling approaches (Ricker, Dennis, and statespace models), we compared repeated counts of the same population (e.g., spawner and fry, dam and redd counts). We applied the methods to the first half of the time series and compared the predictions with the last half of the time series. The results demonstrated that having counts of all life stages of a Pacific salmon population is no guarantee that variability will be markedly reduced. Measurement error is not the primary cause of high variability in empirical estimates of abundance or in predicted future abundance for the stocks analyzed. The very wide bounds on predicted abundance limit the utility of the model predictions for making management decisions. Furthermore, obtaining more accurate or complete measurements of population abundance is unlikely to reduce the wide error bounds in predictions of future abundances.
Over the past 15 years many stocks of Pacific salmon Oncorhynchus spp. have been listed as threatened or endangered under the U.S. Endangered Species Act (ESA) (NOAA Fisheries 2005) . This has focused researchers' attention on a difficult problem: how best to predict the future course of population dynamics for listed stocks whose abundances are often greatly reduced from historic levels. One method used to make such predictions is known as population viability analysis (PVA). Several PVA methods have been used for modeling listed salmon populations, beginning with spawner-recruit (SR) models familiar to many fisheries biologists (e.g., Marmorek et al. 1998; Paulsen and Hinrichsen 2002) . More recently, researchers, drawing on methods used for other ESAlisted vertebrate species (e.g., northern spotted owl Strix occidentalis caurina, loggerhead sea turtle Caretta caretta, snail kite Rostrhamus sociabilis, and Bachman's sparrow Aimophifa aestivulis; Morris et al. 2002) , have employed diffusion approximation methods (e.g., Holmes 2004; Holmes and Semmens 2004) . These methods have also been applied for long-term projections by management agencies at the evolutionarily significant unit (ESU) and population levels (NOAA 2000) . Unlike spawner-recruit models diffusion approximation methods do not require information on the age of returning progeny (recruits) and, therefore, can be employed for stocks where the ageat-return data may be incomplete or missing. In the terminology of Dunham et al. (2006) , the spawnerrecruit methods are ''matrix'' models, while the simpler diffusion approximations are ''scalar'' methods. Matrix models may yield more accurate results in some circumstances at the cost of requiring data on age structure. The details differ among models, but in all cases one purpose for applying them is to predict future population numbers (including the likelihood of extinction) based on past trends in abundance.
In comparing diffusion approximation analyses for ESA-listed Pacific salmon with those for other species, researchers have noted that the Pacific salmon [Article] populations exhibit much higher apparent variability than other listed vertebrates (Hinrichsen 2001) . This is crucial to the predictions arising from PVA since, all else being equal, high variability increases the probability of extinction, sometimes substantially. This occurs because modeled population trajectories can reach zero (i.e., become extinct), or fall below a quasiextinction threshold, simply at random. Because this high variability appears to be unique to Pacific salmon populations (when compared with other ESA-listed vertebrates), much effort has recently been expended exploring methods to help understand and correct for high population variability (e.g., Holmes 2001; Staples et al. 2004) . If the apparent high variability is primarily a problem with counting methods it could be reduced by correcting for measurement error, sampling error, or both, and other possible problems. Some researchers have questioned whether PVA methods are useful or meaningful (Ludwig 1999; Fieberg and Ellner 2000) . However, no researcher to our knowledge has taken an empirical approach to this problem for Pacific salmon populations; i.e., comparing modeled population projections with empirical data on population abundance.
Because Pacific salmon have been culturally and economically important species to European settlers for over 100 years, substantial resources have been expended to estimate annual subadult and adult harvest, returns of adult spawners, and, less frequently, the number of emigrating juveniles (e.g., Marmorek and Peters 1998; Petrosky et al. 2001) . While no counting method is entirely free of error methods commonly employed include relatively accurate weir or dam counts for many stocks (as opposed to counts of parr or smolts or harvest estimates). In a few cases repeated estimates of abundance are made for the same stock and life stage (e.g., counts at multiple dams and repeated spawning ground surveys). In this study, we take advantage of several of these repeated estimates of abundance to investigate whether high variability in Pacific salmon population abundance can be at least partially attributed to measurement error. If the variability is a consequence of measurement error, then better methods might be employed to count salmon, albeit at higher costs than at present. This, in turn, will reduce uncertainty and inaccuracies in the population predictions resulting from PVAs. If, on the other hand, measurement error is a small fraction of the overall variability, this will have important implications for predicted population dynamics for ESA-listed stocks of Pacific salmon. This occurs because high variability leads to high risk of extinction. Furthermore, high variability limits researchers' abilities to provide useful predictions of future population trajectories to fishery management and regulatory agencies.
We begin with some definitions of sampling and measurement error. We then present the data used in the analyses, giving particular attention to the accuracy of estimates of adult and redd (nest) abundance. Next, we outline the methods applied to the data to compare repeated counts of the same population (e.g., dam and redd counts), along with the PVA methods employed to correct for sampling and measurement error. We then estimate model parameters using the first 20 years of the data series data and compare the predictions with the last 18-24 years of empirical estimates. We conclude with a discussion of the implications of high variability for predicting the future population dynamics of listed stocks using PVA.
Methods
Measurement error.-Measurement error may occur in several forms, some of which are easier to correct (via improved counting methods) than others. The first and most obvious is simple miscounting (e.g., 10 redds are present in a spawning reach, but observers only locate 9 of them due to high turbidity). The second is that only part of the spawning population may be counted (sampling error), as is often the case for index population or index reach counts. Here, the problem is that some adults are spawning outside the index reach and the index reach contains a variable fraction of the total spawning population over spawning cycles. Both problems can be addressed by counting adult spawners at a weir below the spawning area or employing repeated redd counts over the entire spawning area. The third potential problem is that even complete counts of adult spawners do not enumerate the entire population (another case of sampling error): juvenile and adult fish at sea are obviously not counted at dams or weirs or during spawning surveys. For most Pacific salmon species, this problem does not admit to any straightforward solution.
Data.-We used several time series of adult spawning escapements and redd counts and one series of juvenile production to test the predictive capabilities of the SR and PVA models; we present these data in increasing order of their susceptibility to measurement error. The first is a series of adult spawning escapements for pink salmon O. gorbuscha and the resulting production of juveniles, which we used to investigate whether the apparent high variability of Pacific salmon populations is caused by measuring only one life stage (spawners) among several that are possible (e.g., fry, parr, smolts, subadults, and adults). The series is taken from Essington et al. (2000) and consists of weir counts of female pink salmon and the resulting fry production in Weaver Creek, British Columbia from 1965 to 1997 (Figure 1 ). Because all pink salmon spawning populations consist of a single age-class, the estimates of spawning females and fry constitute a near census of the population, even though spawning males are omitted from the counts.
The second time series consisted of counts of wildorigin spring-summer-run Chinook salmon O. tshawytscha listed as threatened under the ESA in 1992. Adults passing upstream were counted as they pass over Ice Harbor (ICH), Lower Monumental, Little Goose, and Lower Granite (LGR) dams on the Snake River on their spawning migration to the tributary subbasins of the lower Snake River basin (Figure 2 ; Appendix 1). Details on data sources and counting methods for these estimates are outlined in Appendix 2. Since ICH was constructed in 1962 there has been an almost continuous record of spring-summer-run Chinook salmon that ascended the fish ladders at each dam ( Figure 3 ). Returning adults (ages 4 and 5) are separated from jacks (age 3) based on fish length as they are observed passing the fish counting window in each ladder. Some fish may not be counted due to passage via navigation locks, and others fall back below the dam, passing downstream via the turbines, spillways, or locks. However, the dam counts are believed to represent a near census of the population of adults returning to the Snake River basin above LGR. Since the late 1960s numerous spring-summer-run Chinook salmon hatchery programs have been established in the Snake River basin above LGR (Matthews and Waples 1991; Waples et al. 1991) . However, dam counts are maintained separately for both wild-and hatchery-origin Chinook salmon based on the presence of a complete adipose fin. (Virtually all hatchery-origin juveniles have their adipose fin clipped before release.) The wild proportion of the escapement was estimated by subtracting tributary harvest of hatchery adults and total hatchery returns of adults from the combined wild-and hatchery-origin dam count (Figure 4) .
The third time series consisted of counts of redds for spring-summer-run Chinook salmon in the lower Snake River basin above LGR except for the Clearwater River basin, which was excluded from the ESAlisted population because the origin of the run is uncertain (Figure 4 ; Appendix 1). We used redds from a combination of ground and aerial counts in reaches that were counted consistently in each stream known to support spring-summer-run Chinook salmon spawning populations. Redd density (redds per kilometer) for the run-at-large is an aggregate of redds counted in 34 spawning areas (Figure 2 ). Details on data sources and counting methods for these estimates are outlined in Appendix 2.
The final time series consisted of recruits (adult progeny returning to the uppermost dam or the spawning grounds) produced from both adults at the uppermost dam and seven Snake River springsummer-run Chinook salmon index stocks (Figure 2 ). The methods are reviewed in Schaller et al. (1999) , and the source data for individual stocks and years are found in Beamesderfer et al. (1996) . More details on the data sources and methods used for these estimates are outlined in Appendix 2.
As one moves from dam counts to redd densities to run reconstructions, more data and more assumptions are required. Furthermore, there is greater potential for measurement error when one must separate hatchery from wild fish at the dams, allow for the fact that redd counts cover index areas only, and extrapolate age at return (estimated from limited samples) to entire stocks.
Spawner-recruit model.-We first considered a Ricker model (Ricker 1954) , which makes use of age-structured spawner data to construct a time series of recruits (progeny returning to spawn in the future) versus spawners. The Ricker model is of the form
where R t is recruits from the spawners in brood year t, S t is spawners in year t, and w t is uncorrelated errors with mean zero and constant variance r
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. Age-at-return estimates are required to attribute recruits to the spawning population that produced them (e.g., 4-year-old recruits are the progeny of spawners from 4 years ago). We fitted this model in the usual way by applying ordinary least squares regression, that is,
where t ¼ 1, 2, . . . , T represents brood year (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) . The residuals are a mixture of measurement error and process or environmental variation. In contrast to the models we consider next, this model is density dependent, so the spawning population declines as recruits per spawner increase. All three models may also be estimated by means of bootstrapping or other methods that incorporate parameter uncertainty (Ellner and Fieberg 2003) . Briefly, the bootstrapping consists of drawing repeatedly from the data (with replacement), estimating a set of parameters including the error term, and using the resulting parameter set to project future population numbers. This incorporates both parameter uncertainty and prediction uncertainty. For the populations analyzed here, these methods result in only a slight Dennis model.-The Dennis model is density independent and does not make use of age-at-return data. Instead of modeling recruits per spawner as the Ricker model does, it models spawners in a given year in terms of spawners from the previous year. The model was developed by Dennis et al. (1991) and is a stochastic, discrete-time model of exponential growth described by the equation 
where t ¼ 1, 2, . . . , T, S t represents population abundance at time t, and l is the deterministic per-unitabundance growth rate in population density. The error term, g t , is included to model the stochastic deviations from long-term trend due to environmental effects. These errors are assumed to have a normal distribution with mean zero and variance Q. Letting a ¼ log e (S t ), the growth process can be expressed as
which represents a discrete-time random walk with drift process.
State-space models.-Because Pacific salmon may be counted with errors of the sort previously described we also used a model incorporating measurement error. The observed log abundance, y t , is related to the true ''state'' through the equation
where a t ¼ log e (S t ) is the true log abundance of spawners, and e t represents uncorrelated measurement errors (differences between actual and observed or estimated spawners) with mean zero and variance H.
Estimates of the state-space model parameters are obtained by means of the restricted maximum likelihood (REML) method. Although the method is only briefly summarized here, the details may be found in Staples et al. (2004) . The REML method uses the fact that the second differences of the observed escapements follow a multivariate normal distribution that does not depend on l (since the l terms in each y cancel) and has a known covariance structure that depends on Q (environmental or process error variance) and H (measurement error variance). The likelihood function formed by this multivariate normal distribution is maximized to obtain the REML estimates of Q and H. The parameter l is then estimated using a generalized least squares estimator of trend. The REML method was implemented using the R statistical package, and the likelihood function was maximized using the Boyden, Fletcher, Goldfarb, and Shanno quasi-Newton method with box constraints (L-BFGS-B) of Byrd et al. (1995) , which allowed Q and H to be constrained to be nonnegative (see Appendix 3 for R code to estimate the model).
Although the Ricker, Dennis, and state-space models are quite different, they all share an important feature: stationarity. That is, they all assume that the model parameters (a, b, l, etc.) are constant over time, showing no shifts due to anthropogenic effects or climate regime shifts. Furthermore, they assume that residuals are uncorrelated with one another. Therefore, abrupt jumps in spawner abundance are not likely to occur in projections or predictions made with these models. Table 1 summarizes model features and data requirements.
Population prediction.-To determine how well the alternative population models project spawner abundance, we compared predicted spawner abundance with actual population abundance over a time span of more than 20 years. Starting with the estimated spawner abundances in 1981 and the parameter estimates derived from the 1962-1981 data we predicted the spawner trajectories for 1982-2004 and compared the predictions with the actual spawner observations over the same period. We did this for the Ricker, Dennis, and state-space models.
To test the Ricker model, we constructed predicted trajectories using equation (2) prospectively. We began the projections by setting S 16 -S 20 equal to the observed spawner abundances over 1977-1981, then used the Ricker equation to project spawner abundances over 1982-2004 (S 21 -S 44 ) where S 44 represented spawner abundance in 2004. The age structure (age at return) of the projected recruits was assumed to be constant over time and was set to the average observed age structure over 1962-1981. We constructed 10,000 spawner trajectories and used these to build envelopes that encompassed 90% of the predicted log spawner abundances (5th and 95th percentiles of the predicted distribution). To test how accurately the spawnerrecruit model predicted spawners, we determined whether the prediction envelopes contained the actual spawner abundance observations over 1982-2004. To use the state-space model for prediction, we set the state-space parameters equal to their REML estimates. Prediction was accomplished by means of the state-space model (equation 5) prospectively. As with the Dennis model, we began the projections by setting a 20 equal to the observed log spawner abundance in 1981, then used equation (5) to project the actual log spawner abundances a 21 -a 44 . In contrast to the Dennis projections these projected log abundances were then perturbed by the estimated measurement error distributions to arrive at predictions of observed log spawner abundances. Because the measurement errors are assumed to be independent of one another, their variation does not propagate in the predictions. Using this projection technique, we constructed 10,000 trajectories and used these to build envelopes that encompassed 90% of the predicted spawner abundances.
Results
Having counts of all life stages of a Pacific salmon population is no guarantee that variability will be markedly reduced (Figure 1 ). The counts of female pink salmon spawners in Weaver Creek vary from less than 100 to over 2,000 during the 17 generations for which data are available. Similarly, estimates of fry production vary by a factor of about 40. The inability to count juveniles in freshwater or maturing fish at sea will reduce the accuracy of population size estimates, but having a census of an entire Pacific salmon population does not appear to reduce the interannual variation in population abundance.
Counts of adult spring-summer-run Chinook salmon at the lower Snake River dams (Figure 3 ) are both highly variable and highly correlated with each other (Spearman r . 0.988 among the four dams). The very high correlation among the counts, combined with the fact that the dam counts are a near census of the population of mature adults (see Methods and Appendix 1) strongly suggests that the high variability in the counts is not a consequence of measurement error, but is instead a feature of the actual population dynamics of this stock. One consideration with these data is that processes that might produce measurement error (e.g., fallback of adults) could vary from year to year, but still be correlated across the four dams. Strong evidence exists from radio tagging studies that fallback over the dams and ladder reascension among springsummer-run Chinook salmon (leading to inflation of adult Chinook salmon counts at the Snake River dams) is minimal and correlated with river flow. This results in a modest (2-11%) overcounting bias at the mainstem dams (Boggs et al. 2004 ). However, we found that correlation between dam counts at Lower Granite, which has a bias of no more than 2%, with Ice Harbor, which has a maximum bias of 11%, was extremely high (Spearman r . 0.992).
There also appears to be high variability over time in the wild portion of the adult return to the dams and associated redd densities in the 34 spawning areas (Figure 4 ). In addition, the redd counts, estimated independently from the dam counts, are highly correlated with the wild adult spawner estimate at the uppermost dam (Spearman r ¼ 0.946). As one might expect, since the redd counts are an index of a subset of the adult spawning population, the correlation is not quite as strong as the correlations among the dam counts of adult spawners, but the correlation again suggests that the high variability in the abundance over time is a real phenomenon rather than an artifact of measurement error.
The results from the application of the three models (Ricker, Dennis, and state-space) to the estimates of wild adults at the uppermost dam and the seven index stocks are shown in Table 2 . The stochastic growth rate, l, for both the Dennis model and the state-space model are negative for all eight populations, indicating declining numbers of adult spawners for the 20-year period. Similarly, the Ricker a parameter is negative for all populations, suggesting that, on average, the stocks did not replace themselves. The state-space model is the only model that attempts to estimate both environmental variation (Q) and measurement error (H). In all eight cases measurement error is estimated to be substantially higher than environmental variation. For the counts of adult spawners at the dams, commonly accepted to be the most accurate of the time series we used, the state-space model suggests that measurement error of 0.18 is three times higher than environmental variation, which is estimated at 0.0596. The most extreme example of this is for the Poverty Flat index population where environmental variation is estimated to be zero with all the variation accounted for as measurement error (Table 2) .
Figures 5-7 display model projections and actual abundance for an illustrative subset of the eight (Figure 6b ) predicts redd density of between 0 and 40 redds/km, with the upper bound more than twice the observed maximum redd density of 18 redds/km in 1963. The state-space model again under-predicts observed redd density with the upper bound being too low by a factor of 10 (Figure 6c) .
Application of the models to the Sulfur Creek spring-summer-run Chinook salmon index population shows the Ricker model's upper bounds are much higher than any observed values (Figure 7a ). Very wide upper and lower bounds are apparent for the Dennis model (Figure 7b ), the upper bound (.1,000 redds/km) being more than 30 times the maximum observed (28 redds/km in 1966). The state-space model again underpredicts recent redd density (Figure 7c ).
Discussion
Measurement error, in both the commonsense use (e.g., five fish were counted when 10 were present) and in the more technical senses defined earlier, can be problematic for measuring Pacific salmon populations. However, the results suggest that it is not the primary cause of high variability in estimates of Pacific salmon population abundance. The result contradicts findings for other species where estimates of environmental variance are usually small compared with sampling error variance (Holmes 2001) . This genuinely high variability, in turn, limits the utility of these types of models to predict the future. Furthermore, the results suggest that more accurate or complete measurements of population abundance are unlikely to reduce the variation in abundance estimates. High variation in abundance, in turn, results in very wide bounds on model predictions of future abundance.
Therefore, fishery managers should treat the predictions made by PVA models with caution. For the stocks analyzed here the predictions are either misleading (as with the state-space predictions for the wild spring-summer-run Chinook salmon adults at the uppermost dam) or are so broad as to be useless. For example, for the Sulfur Creek index population the Dennis model predicts that the stock will either decrease to zero or increase to levels many times higher than have ever been observed. At least on the face of it, one does not really need a model to make this conclusion. The state-space model often underpredicted returns, attributing what appears to be real (environmental) variation to measurement error. Furthermore, although the Ricker model, using additional data on age at return of adult spawners, performed somewhat better than the Dennis or state-space models, its predictions were also very broad. These results occurred despite our having used 20 years of data to calibrate the models-substantially more than is available for many ESA-listed stocks of Pacific salmon (NOAA BRT 2003) . Predictions using dam count data were not systematically tighter than those using redds or recruits per spawner despite the fact that dam counts have fewer potential sources of measurement error. These problems can also occur with healthy stocks: application of the Dennis and state-space models to spring Chinook salmon in the John Day basin, Oregon, resulted in very broad projections for the Dennis model and misattribution of variance to measurement error for the state space model.
What can be done to address these problems? First, we do not believe that state-space estimation techniques (or any other techniques known to us) applied to PVA are very useful for determining the extent of measurement error in time series of Pacific salmon abundance. If one needs to know precisely how many fish return to spawn (for example, as a means of detecting the effects of management actions on survival rates), then one must make more precise and accurate measurements rather than concocting more sophisticated (and more complicated) models. The trade-off, of course, is that more accurate methods (e.g., enumeration of adult spawners at weirs, repeated redd counts of entire spawning areas, using mark-recapture techniques) are more costly than less accurate methods, such as walking or flying an index area once to count redds.
Second, we strongly suspect that the high variability in the abundance of Pacific salmon populations will almost always preclude making accurate long-term predictions of abundance. We can think of only one exception. If one can both establish a strong correlation between abundance and some other factors (e.g., ocean conditions; Zabel et al. 2006 ) and accurately predict the values of those factors into the future, then it may be possible to make accurate long-term predictions. However, predicting changes in climate or other environmental covariates over several decades is, at best, very difficult. While harvest and other anthropogenic factors (e.g., dams, tributary habitat degradation) are obvious problems for the stocks analyzed here and for many other Pacific salmon stocks, changes in anthropogenic factors are unlikely to be the sole cause of either the general decline of ESA-listed stocks through the mid-1990s or the recent (post-2000) increases in adult spawner abundance. Application of much more complex models (e.g., Marmorek and Peters 1998), which explicitly incorporate harvest, hydrosystem, climate, and other effects, have very broad bounds on their population projections. Adding model complexity seems unlikely to reduce uncertainty in projections of abundance.
Rather than trying to predict future spawner abundance, it may be more useful to emphasize the development of data and analytical methods to assess the effects of human actions (beneficial or otherwise) on salmon life stage survival and productivity. Recent analyses on this topic for these stocks have demonstrated that this is possible (e.g., Paulsen and Fisher 2005; Williams et al. 2005) . Given that most human actionswith the significant exception of marine harvest-occur in freshwater environments, their effects are at least potentially monitorable using well-established technologies. These include use of passive integrated transponder (PIT) tags to estimate survival rates, operating juvenile migrant traps to estimate changes in juvenile production, and weirs to make accurate estimates of spawner abundance. This approach is preferable to making untenable predictions about the future trajectories of highly variable salmon stocks. Table 3 A.1).
Snake River Wild Spring-Summer-Run Chinook Salmon Escapement and Recruits
The estimated escapement of wild-origin adult spring-summer-run Chinook salmon above the uppermost dam on the Snake River was obtained from three Petrosky et al. 2001 ) and estimated from analysis of fin-ray growth patterns from fish sampled at Lower Granite Dam thereafter (see Kiefer et al. 2004 for the general methods used). The methods used were identical to those used for the figure in NOAA BRT (2003) . Although the methods used in NOAA BRT (2003) were not specified, we assume that they are similar to those used in Petrosky et al. (2001) since the wild adult escapement estimates are very similar in years in which data are available from both sources . Age-4-5 adult recruits from wild adults at the (Beamesderfer et al. 1997) . Typically, the counts have been done in index areas, a subset of the entire spawning reach used by springsummer-run Chinook salmon, and the index area counts are expanded to the entire spawning area based on the proportion of each spawning reach sampled (Schaller et al. 1999) . They are expanded further from redds to spawners based on estimates of sex ratios and of prespawning mortality derived from recoveries of female carcasses with substantial numbers of unspawned eggs. This yields estimates of the total spawning population for each index stream and year. Ages of the spawners are based on body size and scale sample analysis on carcasses recovered during the surveys. After each group of recruits is assigned to its appropriate parent group (e.g., age-5 recruits in year t are the progeny of brood year t À 5), summing over age-classes for each brood yields the total recruits for a brood year. (IDFG 2005) . Chinook salmon redds were counted either from fixed-wing aircraft or helicopters or by surveyors on foot in established river segments (transects). Most transects are counted multiple times over the course of a spawning season, and most surveys identified the total new redds counted during each survey; however, some only identified peak redds over all the surveys in a season.
Snake River Basin Redds per Kilometer
We used total or peak redds (if the total was not reported) counted from transects that were consistently counted for approximately the last 10 years of the data set (except in cases of limited visibility or restricted access, e.g. forest fires) from 1962 to 2003. We excluded transects that were dropped from long-term monitoring before 2003 or not surveyed for more than about three consecutive years. If multiple surveys were available for a transect (i.e., IDFG and the tribal fisheries departments count many streams independently, and some streams are counted both by air and on foot), we used the more consistently conducted survey (i.e., that with the more consistent starting and ending points and counting in most or all years). The length of streams surveyed (km) was obtained from multiple sources, depending on the starting and ending points. If the survey started at a stream mouth that appears on the 1:100,000-scale U.S. Geological Survey (USGS) topographic maps, we used the river kilometers from the Pacific Northwest River Reach File database (StreamNet 2005) . If the starting or ending points were described in some other way, we used stream length measured from 1:24,000 scale USGS topographic maps in electronic format (iGage Mapping Corp. 2005) .
