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Abstract. We obtain some sufficient conditions for the existence of the solutions and
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1. Introduction
In this paper we study the nonlinear differential equation














where A(t) and B(t) are r × r continuous matrices, f :   ×  r ×  r →  r is a
continuous function on   ×  2r , x is a r-vector, and [. ] is the integer part of a
number.
Also we will investigate the equation






with continuous matrices A and B.
*On leave from Department of Mathematics, Faculty of Science, University of Mansoura,
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Differential equations with piecewise constant argument (EPCA) represent a hy-
brid of continuous and discrete dynamical systems and therefore combine the prop-
erties of both the differential and difference equations. These equations have many
applications in the control theory and certain biomedical models [3].
The research of first order differential equations with piecewise constant arguments
of delay and advanced type was initiated by Cooke and Wiener [4] and Shah and
Wiener [7]. A lot of results concerning the scalar versions of equation (1) have been
studied in [1, 5, 8] and the references cited therein.
Our goal in this article is to derive the sufficient conditions for the existence of
solutions of equations (1) and (2) and the global asymptotic stability of equations (1)
and (2). An important tool in achieving this goal will be the variant of the variation
of constant formula for equation (2).
We note that the results related to Theorems 1 and 2 of this paper for equations
of the form (2) with constant matrices A and B are included in Theorem 1 [9]. Also
results concerning the existence and uniqueness are extensions of Theorem 1.1 [2].
2. Main Results
By a solution of equation (1) on (−∞,∞) we mean a function x(t) satisfying the
conditions
(i) x(t) is continuous on (−∞,∞);
(ii) the derivative x′(t) exists everywhere, with the possible exception of the half-
integer points n+ 12 , where one-sided derivatives exist;
(iii) Eq. (1) is satisfied on each interval
[
n− 12 , n+ 12
)
, with integer n.
In what follows we will use the norm of a p× q matrix A as
|A| = max{|aij | : i = 1, 2, . . . , p and j = 1, 2, . . . , q for p  q}.
The trivial solution of equation (1) is said to be globally asymptotically stable if
every solution x(t) of equation (1) tends to zero as t →∞.
I.
In this part, we prove our main results for equation (2). In Theorem 1 and Theo-
rem 2 below we will establish sufficient conditions for the existence and uniqueness of
the solutions of Eq. (2). These results follow from the representation of the solutions
of Eq. (2).
Theorem 2.1. Let the matrix









du, n = 0, 1, . . .
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be non-singular, then Eq. (2) has a unique solution on [0,∞) given by
(3) x(t) =
[
F (t, n) +
∫ t
n
B(s)F (t, s) ds
]
an,
where an is a solution of the difference equation
(4) an+1 = C
−1
n Dnan, n = 0, 1, . . . ,
Cn is defined above,
Dn = F (n+ 1, n) +
∫ n+ 12
n
B(s)F (n + 1, s) ds
and







 . For t ∈
[
n− 12 , n+ 12
)
, Eq. (2) reduces to
(5) x′(t) +A(t)x(t) = B(t)an, an = x(n).








































which is equivalent to
x(t) =
[
F (t, n) +
∫ t
n








































Again, for t ∈
[












































































































































































































or in the simple form
an+1 = C−1n Dnan, n = 0, 1, . . .
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where
Cn = I −
∫ n+1
n+ 12








Dn = F (n+ 1, n) +
∫ n+ 12
n
B(u)F (n+ 1, u) du,
which proves the Theorem. 
Remark 2.1. Taking A(t) = −A and B(t) = B in Theorem 2.1 above, we get




















x(t) =M(t− n)an, an = x(n),
where





and we obtain the result in [9].




is replaced by [t], we
get Theorem 1.1 in [2].
Theorem 2.2. The solution x(t) of Eq. (2) has a unique backward continuation
on (−∞, 0) given by (3) and
an−1 =W−1n Znan, n = 0,−1,−2, . . .































provided the matrix Wn is non-singular.
453
 . As in the proof of Theorem 2.1, for t ∈ [n − 12 , n+ 12 ) we have Eq. (3)




























Also, for t ∈ [n− 32 , n− 12
)









































































































an−1 =W−1n Znan, n = 0,−1, . . .
where Wn and Zn are defined by (9). The proof is completed. 
Theorem 2.3. Assume that
(i) |A(t)|  δ for some δ > 0 and |B(t)|  γ where 0 < γ < δ.
Then the trivial solution of Eq. (2) is globally asymptotically stable.
 . Let x(t) be a solution of Eq. (2). From Eq. (3) we have



















It follows from Condition (i) that
|Z(t)|  e−δ(t−n) + γ
∫ t
n




(13) |Z(t)|  1 + γ
δ
.
Now Eq. (4) implies
an+1 = Tnan, n = 0, 1, . . .
where Tn = C−1n Dn. Hence we obtain
an = Tn−1Tn−2 . . . T0a0, a0 = x(0), n = 0, 1, . . .
Thus
(14) |an| = |Tn−1| |Tn−2| . . . |T0| |a0|.
Now, Condition (i) gives
|Dn|  e−δ + γ
∫ n+ 12
n
e−δ(n+1−u) du, n = 0, 1, . . .
and so
















du. Then by using Condition (i), we have
|H |  γ
∫ n+1
n+ 12






Therefore, from the fact that |A| − |B| 
∣∣|A| − |B|
∣∣  |A−B| for the p× q matrices
A and B, we find




Thus Inequalities (15) and (16) give
(17) |Tn| = |C−1n | |Dn| = |Cn|−1|Dn| 
e−δ + γδ [e
−δ/2 − e−δ]
1− γδ [1− e−δ/2]
.
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Now we obtain γδ < 1 from (i). Consequently
γ
δ








[1− e−δ/2] + γ
δ









e−δ + γδ [e
−δ/2 − e−δ]
1− γδ [1− e−δ/2]
< 1.
Now from (17) we get
(18) |Tn|  λ < 1, n = 0, 1, . . .
where
λ =
e−δ + γδ [e
− δ2 − e−δ]














and the proof is completed. 
456
Example. Consider the differential equation






, t  0
where x(t) ∈  2 and A(t) and B(t) are 2× 2 matrices given by
A(t) =
[
















for some constants λ > 2 and β > 0. By Theorem 2.3, the trivial solution of Eq. (20)







In this section we study Eq. (1).
Theorem 2.4. Assume that the matrix Cn defined as in Theorem 2.1 is also




































where an is a solution of the difference equation
an+1 = Tnan +Wn, n = 0, 1, . . . ,(22)
Tn = C
−1
n Dn, Wn = C
−1
n (En + Fn),



































 . The proof is similar to that of Theorem 2.1 and therefore it is omitted.

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Theorem 2.5. Assume that Condition (i) in Theorem 2.3 holds. Let f(t, x, y), t ∈
 , x, y ∈  r satisfy
(ii) |f(t, x1, y1)− f(t, x2, y2)|  N(t)|x1 − x2|+K(t)|y1 − y2|




N(s) ds = α < ∞, and
∫ ∞
t0
K(s) ds = β < ∞, α, β ∈  + .
Then the trivial solution of Eq. (1) is globally asymptotically stable.
 . From Eq. (21) we find








































































By substituting from (25) in (24), we get







n−1Dn−1an−1 +Wn−1, n = 1, 2, . . .
Therefore from Theorem 2.1 in [6, p. 13] we have
an = Tn−1Tn−2 . . . T0a0 +
n−1∑
r=0
Tn−1Tn−2 . . . TrWr .
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Thus
|an|  |Tn−1| |Tn−2| . . . |T0| |a0|+
n−1∑
r=0
|Tn−1| |Tn−2| . . . |Tr| |Wr|.
Also as in Theorem 2.3, from (18) we find








































Then by Condition (i) we have
|Wn|  |C−1n |
∫ n+1
n
2e−δ(n+1−u)[N(u) +K(u)] |an| du.
So, from Inequality (16) and Condition (iii), we see that
(28) |Wn| 
2(α+ β)
1− γδ (1− e−δ)
|an| = L|an|,
where L = 2δ(α+β)
δ−γ(1−e−δ) . Then it follows from (27) and (28) that




Applying the discrete Gronwall’s inequality [6, p. 21] to Eq. (20), we obtain










(30) |an|  λn|a0|eLλ
n/(1−λ).
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In view of (26) and (30), we obtain
























































The proof is completed. 
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