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Abstract
We present a fast and accurate algorithm to solve Poisson problems in com-
plex geometries, using regular Cartesian grids. We consider a variety of
configurations, including Poisson problems with interfaces across which the
solution is discontinuous (of the type arising in multi-fluid flows). The algo-
rithm is based on a combination of the Correction Function Method (CFM)
and Boundary Integral Methods (BIM). Interface and boundary conditions
can be treated in a fast and accurate manner using boundary integral equa-
tions, and the associated BIM. Unfortunately, BIM can be costly when the
solution is needed everywhere in a grid, e.g. fluid flow problems. We use
the CFM to circumvent this issue. The solution from the BIM is used to
rewrite the problem as a series of Poisson problems in rectangular domains
— which requires the BIM solution at interfaces/boundaries only. These
Poisson problems involve discontinuities at interfaces, of the type that the
CFM can handle. Hence we use the CFM to solve them (to high order of
accuracy) with finite differences and a Fast Fourier Transform based fast
Poisson solver. We present 2-D examples of the algorithm applied to Poisson
problems involving complex geometries, including cases in which the solu-
tion is discontinuous. We show that the algorithm produces solutions that
converge with either 3rd or 4th order of accuracy, depending on the type of
boundary condition and solution discontinuity.
Keywords: Poisson equation, Correction Function Method, Interface jump,
High oder, Immersed Method, Embedded mesh
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1. Introduction.
In this paper we present a fast and accurate numerical algorithm to solve
Poisson problems in complex geometries, using regular Cartesian grids. It
can be applied to a wide variety of Poisson problems, particularly those with
interfaces across which jump conditions are prescribed for both the solution
and its weighted normal derivatives. The solution to problems of this type
is of fundamental importance in, for example, the description of fluid flows
separated by interfaces (e.g. the interfaces between immiscible fluids, or fluids
separated by a membrane). The algorithm is based on the combination of the
Correction Function Method (CFM) [1] and boundary integral formulations
of the Laplace equation [2–4].
Standard finite differences discretizations cannot be directly used in the
vicinity of a discontinuity interface. There is a variety of algorithms that
have been proposed for dealing with problems of this type (a brief review
of the literature is included below). In this paper we will employ the CFM.
The CFM produces accurate solutions by introducing smooth extensions (via
the correction function), across the interface, of the solution on each side.
These extensions are then used to complete the finite differences stencils
straddling the interface. This produces corrections which affect only the
right hand side of the linear system that would have resulted in the problem
without the interface. The idea is similar to the one used by the Immersed
Boundary Method [5], the Immersed Interface Method [6], and the Ghost
Fluid Method [7]. The difference is that in the CFM the corrections are not
computed using expansions. Instead, the correction function is used, which
is defined as the solution to a PDE, and can be separately solved with any
desired accuracy. As discussed in [1], the CFM can be employed to solve
the Poisson equation with an arbitrary immersed interface, across which the
solution obeys appropriate jump conditions, in a regular Cartesian grid.
However, the CFM [1] imposes restrictions on the type of interface jump
conditions that it allows, which are not (generally) satisfied by the problems
that arise in applications. In this paper we show how to remove these re-
strictions. To do so we build on an idea introduced by Mayo [8] to replace
the original problem by sub-problems, each of which can be solved with the
CFM. A brief summary of the process, described in detail in §4, follows.
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We write the solution as the sum of two components. The first component
satisfies the Poisson problem in which the jump in the normal derivative
across the interface is set to vanish. By construction this first problem can be
solved using the CFM. The second component solves the “deficit” problem, a
Laplace equation which takes care of the jumps in the normal derivatives at
the interface. This second problem can be solved using a boundary integral
method (BIM) [2, 3, 8]. However, we do not use the BIM to compute the
solution at every grid point, as this would be too costly. Instead we use the
potential densities (at the interface) from the BIM, to write a third problem
which the second component satisfies, which can be efficiently solved with
the CFM.
Furthermore, in the steps where the CFM is used, the solution domain
is embedded into a rectangular box. As a consequence, the linear algebraic
systems that a finite differences discretization and the CFM produce, can
be efficiently solved using Fast Fourier transform (FFT) techniques 1. Ef-
fectively, the problem is reduced to: (i) solving two standard (no interfaces,
which are removed by the CFM formulation) Poisson problems in a box,
with Dirichlet boundary conditions at the box boundary, and (ii) using a
BIM to compute potential densities at the interfaces and the boundary. The
overall solution procedure is fast: the costliest steps involve fast solutions of
boundary integral equations [9–11], and an FFT-based fast Poisson solver.
Finally, in principle the BIM and the CFM can be implemented to any
order of accuracy. Therefore, the present algorithm can be made as accurate
as one desires.
There exists a vast literature on immersed methods for the Poisson equa-
tion and related problems. By immersed methods here we mean: methods
where the entire solution domain (normally involving complex geometries)
is immersed into a regular Cartesian grid or triangulation. In particular,
the combination of boundary integral equations and immersed methods was
introduced in the seminal work by Mayo and co-authors [8, 12, 13]. Recent
work of particular interest focuses on Kernel-Free Boundary Integral Meth-
ods [14]. This new class may offer better efficiency for 3-D problems. Some
of the other well established methods include the work by Johansen and Col-
lela [15], the Immersed Boundary Method [5, 16, 17], the Immersed Interface
Method [6, 18–22], the Ghost Fluid Method [7, 23–27], and the Immersed
1No spectral methods involved. The discrete linear equations can be solved with FFT.
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Boundary Smooth Extension Method [28]. A recent development is the
Voronoi Interface Method [29], an extension of the Ghost Fluid Method that
achieves second accuracy in the solution and first order accuracy in the gra-
dient for all regimes. The finite element community has also made significant
progress in developing new immersed methods. For example, the work by
Dolbow and Harari [30], the Extended Finite Element Method [31], the Vir-
tual Node Method [32], the finite element versions of the Immersed Interface
Method [33–36], and the Exact Subgrid Interface Correction Method [37].
High order (specifically fourth order) implementations of some the meth-
ods mentioned above are known. For example: Ghost Fluid Method [38],
and combination of BIM and immersed methods [39, 40].
The present paper is inspired by the work by Mayo and co-authors [8, 12,
13]. We extend some of their general ideas by incorporating the CFM, which
allows us to solve Poisson problems involving interface jumps, and offers a
general framework to develop high order schemes.
The remainder of the paper is organized as follows. In §2 we introduce the
general Poisson problem that we seek to solve. In §3 we review well estab-
lished results pertaining to the potential formulation of the Laplace equation.
In §4 we present the proposed algorithm, and discuss details such as accuracy
and computational cost. In §5 we show examples of the algorithm applied
to problems involving complex geometries and interfaces of discontinuity,
including convergence results. Finally, §6 contains the conclusions.
2. Definition of the problem
2.1. Notation
Throughout this paper, ~x = (x1, x2, . . . ) ∈ Rν is the spatial vector (where
ν = 2 or ν = 3), ∆ is the Laplace operator defined by
∆ =
ν∑
i=1
∂2
∂x2i
, (1)
and Ω is an arbitrary, bounded and open, simply connected domain in Rν ,
with a piece-wise smooth boundary ∂Ω. This domain is split into two sub-
domains by a co-dimension 1 surface Γ disjoint from the boundary ∂Ω. We
denote the sub-domain interior to Γ by Ω−, and the sub-domain exterior to
Γ by Ω+. The situation we have in mind is best described by a picture: see
figure 1.
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Figure 1: Left: typical solution domain Ω, split by an internal interface Γ across which the
solution and the equation coefficients jump. Note that there is no problem with allowing
Ω− to have more than one component. Right: the box B enclosing Ω. The role of B is
explained in §4.
Let nˆ denote the unit vector normal to Γ, pointing towards Ω+, and let
u be a function defined in a neighborhood of Γ. Then
un = nˆ · ~∇u = nˆ · (ux1 , ux2 , . . . ) for ~x ∈ Γ (2)
denotes the derivative of u in the direction of nˆ. Similarly, mˆ and um de-
note the outer normal vector to the boundary ∂Ω, and the corresponding
directional derivative.
Furthermore, we are interested in problems that involve jumps. Let
~x = ~x0 + nˆ(~x0), where ~x0 ∈ Γ. Then, we denote jumps across the sur-
face Γ at ~x0 by
[u(~x0)]Γ = lim
↑0
u(~x)− lim
↓0
u(~x), (3)
and the corresponding mean value by
〈u(~x0)〉Γ = 1
2
lim
↑0
u(~x) +
1
2
lim
↓0
u(~x). (4)
Similar expressions apply to jumps across ∂Ω.
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2.2. Poisson problems with an interface
Our objective is to solve Poisson problems of the form:
~∇ · (β+~∇u(~x)) = f+(~x) for ~x ∈ Ω+, (5a)
~∇ · (β−~∇u(~x)) = f−(~x) for ~x ∈ Ω−, (5b)
with the jump conditions
[u(~x)]Γ = a(~x) for ~x ∈ Γ, (6a)[
βun(~x)
]
Γ
= b(~x) for ~x ∈ Γ, (6b)
and either Dirichlet or Neumann boundary conditions:
u(~x) = gD(~x) for ~x ∈ ∂Ω, (7a)
or um(~x) = gN(~x) for ~x ∈ ∂Ω. (7b)
Here β± are positive constants, f± : Ω± 7→ R, a, b : Γ 7→ R, and
gD, gN : ∂Ω 7→ R are some given functions. 2 Furthermore, in the case of
Neumann boundary condition, equation (7b), we further assume that the
following compatibility condition is satisfied∫
Ω
f dV =
∫
∂Ω
β+gN dS −
∫
Γ
b dS. (8)
In the development of the algorithm, it is convenient to rewrite (6b) in
terms of [un]Γ. We use the following identity
[pq] = 〈p〉[q] + [p]〈q〉, (9)
to write the alternative form
[un]Γ + λ〈un〉Γ = b(~x)/〈β〉Γ. (10)
where λ = [β]Γ/〈β〉Γ.
2As discussed in [1], how smooth these functions need to be is tied up to how accu-
rate an approximation is desired. For instance, for a 4th order algorithm, we must have
f± ∈ C2(Ω±), a ∈ C4(Γ), b ∈ C3(Γ), gD ∈ C4(∂Ω), and gN ∈ C3(∂Ω).
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The problems above are known as interior Poisson problems [3] because
we solve for u in the interior of the boundary ∂Ω. In contrast, in exterior
Poisson problems we solve for u in the exterior of ∂Ω. Exterior problems can
be solved with techniques analogous to the ones used in this paper, but we
will not consider them in here.
We also discuss the solution to open space problems, where the solution
is defined everywhere, i.e. Ω = Rν . In this case, we assume that f is com-
pact support and denote the support of f by Ωf . Furthermore, to guarantee
uniqueness, we also assume that the solution exhibits the following asymp-
totic behavior
u(~x) ∼ F
2pi
ln|~x|, for |~x|  1 and ν = 2, (11a)
u(~x) ∼ F
(ν − 2)Aν |~x|ν−2 , for |~x|  1 and ν = 3, (11b)
where Aν is area of the unit sphere in Rν , and
F =
1
β+
∫
Ω+
f+ dV +
1
β−
∫
Ω−
f− dV +
∫
Γ
[un]ΓdS. (12)
Remark 1. In the literature the case when β+ = β− is often called the
constant coefficients case, while β+ 6= β− is referred to as the discontinuous
coefficients case. There is also the case where β± = β±(~x), known as variable
coefficients case. This last case is not treated in this paper. ♣
Remark 2. The solution to (5–6) with Neumann boundary condition (7b)
(interior Neumann problem) is defined up to an arbitrary additive constant.
There is a number of techniques that can be used to obtain a solution to this
problem [3, 8, 41]. In §4.6 we discuss how we use the Generalized Minimum
Residual Method (GMRES) [42] to obtain accurate solutions to the singular
systems of equations that arise in this context. ♣
2.3. The large β ratio limit
Many applications in multiphase flows involve the solution of problems
like the ones above, with a large ratio between the coefficients β±. For
example, in the simulation of multi-phase flows, β is the reciprocal of the
fluid density, and hence for air-water interfaces the ratio of β± is 103. As we
will demonstrate, the solution algorithm presented in §4 is general enough to
deal with such ratios, and larger.
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However, the situation where β−/β+  1 involves a subtlety. In the limit
β−/β+ →∞, equation (10) yields u−n = 0, where u− denotes the restriction
of u to Ω−. Thus u− becomes the solution to a Poisson problem, with a
Neumann boundary condition on Γ = ∂Ω−. Hence u− is defined only up to
an arbitrary additive constant. For this reason, when β−/β+ is large, the
Poisson problem in (5–6) becomes poorly conditioned. This issue is intrinsic
to the problem being solved, independent of the numerical algorithm used.
In §4.7 we discuss an approach to to remove the poor conditioning in the
context of the algorithm described here.
3. Potential formulation
In this section we review a few basic results pertaining to the fundamental
solution of the Laplace equation, as they will be important to design our
method. A detailed discussion of these results are found in many textbooks
on the subject, e.g. [3, 4, 43].
Let Φ = Φ(~x, ~y) denote the fundamental solution of the Laplace equation,
defined by
∆ Φ = δ(~x− ~y), (13)
where δ denotes the Dirac delta distribution. In particular
• in 2-D, Φ = 1
2 pi
ln(|~x− ~y|),
• in 3-D, Φ = − 1
4pi |~x− ~y| ,
• generally, in ν ≥ 3 dimensions, Φ = − 1
(ν − 2)Aν |~x− ~y|ν−2 ,
where Aν = area of the unit sphere in Rν .
For ~x ∈ Γ (or ~x ∈ ∂Ω), Φn (or Φm) denotes the normal derivative of Φ(~x, ~y)
with respect to ~x. Furthermore, for ~x ∈ Γ and ~y ∈ ∂Ω, Φnm is the object:
Φnm =
∑
i j
nimj
∂2
∂xi ∂yj
Φ. (14)
Fairly straightforward, but tedious, calculations show that the singularity in
Φ is such that
For ~x ∈ Γ, Φ and Φn are integrable as functions of ~y in Γ. (15)
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Many common boundary integral formulations of the Laplace equation
follow from Green’s third identity [4]. This identity shows that the solution
to the Laplace equation can be written as a combination of single and double
layer potentials. For ease of presentation, here we describe single and double
layer potentials based on Γ, but similar results apply to ∂Ω.
A single layer potential solution based on Γ has the form
uSL(~x) =
∫
Γ
ρ(~y)Φ(~x, ~y) dS, (16)
where the integration is taken over ~y ∈ Γ, and ρ is the single layer density
defined over Γ. A single layer potential is a solution of the Laplace equation
everywhere in Rν , and it satisfies the following jump conditions
[uSL(~x)]Γ = 0, (17a)
[uSLn (~x)]Γ = ρ(~x). (17b)
Furthermore, let ~x = ~x0 +  nˆ(~x0), where ~x0 ∈ Γ. Then
lim
↑0
uSL(~x) = lim
↓0
uSL(~x) =
∫
Γ
ρ(~y)Φ(~x0, ~y) dS, (18)
and
lim
↑0
uSLn (~x) =
1
2
ρ(~x0) +
∫
Γ
ρ(~y)Φn(~x0, ~y) dS, (19a)
lim
↓0
uSLn (~x) = −
1
2
ρ(~x0) +
∫
Γ
ρ(~y)Φn(~x0, ~y) dS. (19b)
In open space problems we are also interested in the behavior of the single
layer potential at infinity. It is straightforward to show that
lim
|~x|→∞
uSL(~x) =

1
2pi
ln|~x|
∫
Γ
ρ(~y) dS, in ν = 2 dimensions,
− 1
(ν − 2)Aν |~x|ν−2
∫
Γ
ρ(~y) dS, in ν ≥ 3 dimensions.
(20)
A double layer potential solution based on Γ has the form
uDL(~x) =
∫
Γ
µ(~y)Φn(~x, ~y) dS, (21)
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where µ is the double layer density defined over Γ. A double layer potential
solution satisfies the following jump conditions
[uDL(~x)]Γ = −µ(~x), (22a)
[uDLn (~x)]Γ = 0. (22b)
In addition, with ~x = ~x0 +  nˆ(~x0),
lim
↑0
uDL(~x) = −1
2
µ(~x0) +
∫
Γ
µ(~y)Φn(~x0, ~y)dS, (23a)
lim
↓0
uDL(~x) =
1
2
µ(~x0) +
∫
Γ
µ(~y)Φn(~x0, ~y)dS. (23b)
The limits of the normal derivatives of (21) involve generalized functions on
Γ. However, these expressions are not of interest for the algorithm in §4.
4. Solution method
In this section we present an algorithm to solve the Poisson problems
introduced in §2.2. This algorithm is based on a combination of the Correc-
tion Function Method (CFM) [1] and an adaptation of the boundary integral
formulations of the Laplace equation [8, 12].
The solution is split into two components: u = v + w. The first com-
ponent, v, is the solution to a Poisson problem that can be solved with the
CFM — see remark 3 below. We present a formal definition of v is in §4.1.
The second component, w, is the solution to the “deficit” problem: a Laplace
equation that includes the the boundary and jump conditions that the CFM
cannot handle in a direct fashion. In §4.2–§4.3 we show how to solve for w
using a combination of boundary integral equations and the CFM.
We introduce the algorithm for interior problems in §4.1–§4.3, and extend
the algorithm to open space problems in §4.4. In §4.5 we comment on a few
details of practical relevance for the implementation of the algorithm. In §4.6
we address the issue of how to deal with the singular problem that arises when
Neumann conditions are imposed. In §4.7 show how to manage the poorly
conditioned problems that arise when β−  β+. Finally, in §4.8 we discuss
the accuracy and efficiency of the algorithm.
Remark 3. The Correction Function Method (CFM) [1] was developed to
deal with interface conditions of the form in (6), for the case when β− = β+.
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The CFM offers a framework to solve problems of this type, to high order of
accuracy, using finite differences on a regular Cartesian grid.
The CFM is based on the computation of a correction function, which
provides smooth and accurate extensions of u± across Γ. The correction
function is defined as the solution to a PDE problem and, in principle, can
be computed to an arbitrary order of accuracy. This correction function
can then be used to complete finite differences discretizations of the Laplace
operator, without loss of accuracy, for stencils that straddle Γ. The CFM
produces a discretized linear system whose coefficient matrix is the same as
the one that arises in the absence of interfaces — the systems differ only by
their right hand sides. Hence the same linear solvers that work for “standard”
Poisson problems can be used. A 4th order implementation of the CFM can
be found in [1]. We use this implementation to obtain the results presented
in §5. ♣
4.1. First solution component
The first solution component, v, incorporates the terms that can be di-
rectly solved with the CFM: the non-homogeneous source term, f , and the
jump [u]Γ = a. Furthermore, for the sake of simplicity and efficiency, v is
defined in a rectangular box B that includes Ω — see figure 1. Then, v is the
solution to the following Poisson problem:
∆v(~x) =

0
f+(~x)/β+
f−(~x)/β−
for ~x
for ~x
for ~x
∈ B/Ω,
∈ Ω+,
∈ Ω−,
(24a)
[v]Γ = a(~x) for ~x ∈ Γ, (24b)
[vn]Γ = 0 for ~x ∈ Γ, (24c)
[v]∂Ω = 0 for ~x ∈ ∂Ω, (24d)
[vm]∂Ω = 0 for ~x ∈ ∂Ω, (24e)
v(~x) = 0 for ~x ∈ ∂B. (24f)
By construction, (24) is a problem that can be solved using the CFM. Fur-
thermore, because the CFM does not affect the discretization of the Poisson
equation, and (24) is defined in a rectangular box, v can be computed with
a fast Poisson solver based on the FFT.
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4.2. Second solution component: boundary integral formulation
The second solution component, w, is the solution to the “deficit” problem
that follows from subtracting (24) from (5–7):
∆w(~x) = 0 for ~x ∈ Ω, (25a)
[w]Γ = 0 for ~x ∈ Γ, (25b)
[wn]Γ + λ〈wn〉Γ = b(~x)/〈β〉Γ − λvn(~x) for ~x ∈ Γ, (25c)
with boundary conditions
w(~x) = gD(~x)− v(~x) for ~x ∈ ∂Ω, (26a)
or wm(~x) = gN(~x)− vm(~x) for ~x ∈ ∂Ω. (26b)
Note that, because equation (24) includes the forcing term f , the “deficit”
problem (25) becomes a Laplace problem. An efficient approach to solve a
Laplace equation such as (25) is to use a boundary integral formulation. As
discussed in [4], Green’s third identity guarantees the solution to (25) can be
written as
w(~x) =
∫
Γ
ρΓ(~y) Φ(~x, ~y) dS
+
∫
∂Ω
(
ρ∂Ω(~y) Φ(~x, ~y) + µ∂Ω(~y) Φm(~x, ~y)
)
dS
for ~x ∈ Ω, (27)
where the integration is taken over ~y and Φ is the fundamental solution of the
Laplace equation. Expression (27) satisfies the Laplace equation identically.
Then, the unknown potential densities (ρ and µ) result from the jump and
boundary conditions. It follows directly from the formulas in §3 that these
conditions lead to the following expressions:
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Equations for the case of Dirichlet boundary conditions
ρ∂Ω(~x) = 0 for ~x ∈ ∂Ω, (28a)
ρΓ(~x) + λ
∫
Γ
ρΓ(~y) Φn(~x, ~y) dS+
λ
∫
∂Ω
µ∂Ω(~y) Φnm(~x, ~y) dS =
b(~x)
〈β〉Γ − λ vn(~x)
for ~x ∈ Γ, (28b)
µ∂Ω(~x) + 2
∫
Γ
ρΓ(~y) Φ(~x, ~y) dS+
2
∫
∂Ω
µ∂Ω(~y) Φm(~x, ~y) dS = 2 (gD(~x)− v(~x))
for ~x ∈ ∂Ω. (28c)
Equations for the case of Neumann boundary conditions
µ∂Ω(~x) = 0 for ~x ∈ ∂Ω, (29a)
ρΓ(~x) + λ
∫
Γ
ρΓ(~y) Φn(~x, ~y) dS+
λ
∫
∂Ω
ρ∂Ω(~y) Φn(~x, ~y) dS =
b(~x)
〈β〉Γ − λ vn(~x)
for ~x ∈ Γ, (29b)
−ρ∂Ω(~x) + 2
∫
Γ
ρΓ(~y) Φm(~x, ~y) dS+
2
∫
∂Ω
ρ∂Ω(~y) Φm(~x, ~y) dS = 2 (gN(~x)− vm(~x))
for ~x ∈ ∂Ω. (29c)
Each of (28) and (29) is a Fredholm integral equation of the second kind. This
class of integral equations has been studied extensively and there is a number
of well established numerical methods — Boundary Integral Methods (BIM)
— that can be used to solve for the single and double layer densities (ρ and
µ) [2, 3]. Nevertheless, although the densities can be computed accurately
and efficiently, the solution in Ω requires the computation of the single and
double layer potential solutions in (27). This last step can be expensive
when the solution is needed at a large number of points. In addition, the
singularities in (27) make evaluating the solution even more expensive in the
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vicinity of Γ and ∂Ω. These difficulties can be circumvented by computing
the solution inside Ω using finite differences, as proposed by Mayo [8] and
described in §4.3.
4.3. Second solution component: finite differences computation
Once the single and double layer potential densities are computed, (27)
can be used to extend w to the box B and obtain an equivalent definition of
w as the solution to the following Laplace problem:
∆w(~x) = 0 for ~x ∈ B, (30a)
[w]Γ = 0 for ~x ∈ Γ, (30b)
[wn]Γ = ρΓ(~x) for ~x ∈ Γ, (30c)
[w]∂Ω = −µ∂Ω(~x) for ~x ∈ ∂Ω, (30d)
[wn]∂Ω = ρ∂Ω(~x) for ~x ∈ ∂Ω, (30e)
w(~x) =
∫
Γ
ρΓ(~y) Φ(~x, ~y) dS
+
∫
∂Ω
(
ρ∂Ω(~y) Φ(~x, ~y) + µ∂Ω(~y) Φm(~x, ~y)
) for ~x ∈ ∂B. (30f)
This problem is, again, of the type that can be solved using the CFM. Fur-
thermore, it is also a problem in the box B, so that the discretized system
can be inverted very efficiently using the FFT.
Once v and w have been computed as the solutions to (24) and (30),
respectively, the solution to (5–7) follows from u = v + w.
4.4. Open space problems
The algorithm described in §4.1–§4.3 can be extended to open space prob-
lems easily. The adaptations required are described below.
In the computation of the first solution component, equation (24), Ω is
replaced by the support of f , denoted by Ωf . In this case, the box B must
enclose Ωf . Then, the first solution component is set to be
v(~x) =
{
0
solution to (24)
for ~x
for ~x
∈ Rν/Ωf ,
∈ Ωf . (31)
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Equation (31) results in jumps on v and vn across ∂Ωf . These jumps are
accounted for by the second solution component, which is required to satisfy:
[w]∂Ωf = −[v]∂Ωf , (32a)
[wm]∂Ωf = −[vm]∂Ωf . (32b)
Furthermore, since w and u are equal outside Ωf , the asymptotic behavior
of w is given by
w(~x) ∼ F
2pi
ln|~x|, for |~x|  1 and ν = 2, (33a)
w(~x) ∼ F
(ν − 2)Aν |~x|ν−2 , for |~x|  1 and ν = 3, (33b)
where Aν is area of the unit sphere in Rν and F is defined in (12). As
a consequence, the second solution component can be represented by the
integral formulation
w(~x) =
∫
Γ
ρΓ(~y) Φ(~x, ~y) dS
−
∫
∂Ωf
(
[vm]∂Ωf (~y) Φ(~x, ~y) + [v]∂Ωf (~y) Φm(~x, ~y)
)
dS
for ~x ∈ Rν , (34)
where ρΓ is the solution to the following integral equation:
ρΓ(~x) + λ
∫
Γ
ρΓ(~y) Φn(~x, ~y) dS =
b(~x)
〈β〉Γ − λ vn(~x) for ~x ∈ Γ. (35)
The remainder of the algorithm is identical to the case of an interior
Poisson problem, described in §4.1–§4.3.
4.5. Implementation details
We complete the description of the algorithm with some implementation
details. First, the BIM requires a discretization of Γ and ∂Ω. However, these
discretizations are completely independent of the computational grid used
by the finite differences in §4.1 and §4.3. In fact, it is possible to have a BIM
which is more accurate than the finite differences scheme. In this case the
discretization used for Γ and ∂Ω can be coarser than the finite differences
grid.
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Second, in general the boundary integral formulation results in non-
symmetric equations — see (28), (29), and (35). This lack of symmetry stems
from Φn and Φm, which are not symmetric functions
3. As a consequence, the
linear systems that result from the discretization of these equations are also
not symmetric, and this fact must be taken into consideration when solv-
ing these linear systems. Here we adopt the Generalized Minimal Residual
(GMRES) method to solve these linear systems, since it has been identified
as an efficient method to solve integral equations [44]. The only exception is
the case of poorly conditioned problems described in §4.7.
Third, the rectangular domain B is arbitrary. However, to reduce the
number of grid points outside the region of interest, B should enclose Ω as
tightly as possible. On the other hand, evaluating (30f) too close to ∂Ω is
difficult. Hence, the distance from ∂Ω to ∂B should not be too small. In our
calculations we used the distance of three times the discretization spacing
used for ∂Ω, as suggested by Mayo [8].
Fourth, the CFM demands the computation of the jump conditions at a
number of points along the interfaces. In the present algorithm, the jump
conditions for w are given in terms of the potential densities computed using
a BIM. Hence, interpolation is needed to compute the values at the points
required by the CFM.
Fifth, the algorithm requires the evaluation of the normal derivative vn
along Γ. There is not a unique way to compute vn. The solution adopted here
is to use Hermite polynomials to represent v in grid cells that are crossed
by Γ. This approach requires the computation of derivatives of v at grid
nodes adjacent to Γ. We perform these computations with finite differences,
using the correction function to extend the solution across Γ. Furthermore,
although v is discontinuous, vn is continuous across Γ — see (24c). Thus vn
can be computed using the Hermite polynomial representation of either v+
or v−. The same argument is valid for the computation of vm along ∂Ω.
Finally, in principle, the algorithm can solve problems that involve inter-
faces with multiple corners. In this case, the user must choose a BIM that
produces accurate solutions in the presence of corners. Some options are
described in [3]. Also, the implementation of the CFM described in [1] needs
to be adaptated to take into account the presence of corners. In this paper
we restrict our attention to smooth interfaces to simplify the presentation of
3We call a function f of two variables symmetric when f(x1, x2) = f(x2, x1).
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the algorithm.
4.6. Singular problems
As mentioned in remark 2, the solution to the interior Neumann prob-
lem is only defined up to a constant. In this section we discuss the use of
the Generalized Minimal Residual (GMRES) method [42] to circumvent this
issue.
Consider a general linear system of the form
Ax = y. (36)
The following result follows from theorem 2.6 of ref. [45]
Corolary 1. GMRES is guaranteed to produce a solution to (36) without
breakdown if
(i) range(A) ∩ nullspace(A) = ∅, and
(ii) y ∈ range(A).
In addition, GMRES produces the solution that minimizes the least-squares
problem ‖Ax− b‖2. ♣
For the sake of clarity, in this section we limit our discussion to the interior
Neumann problem without jumps — the same arguments apply to the full
problem. In this situation, (29) reduces to
Kρ∂Ω = −ρ∂Ω(~x) + 2
∫
∂Ω
ρ∂Ω(~y) Φm(~x, ~y) dS
= 2 (gN(~x)− vm(~x))
for ~x ∈ ∂Ω, (37)
where K denotes the integral operator associated with the interior Neumann
problem. Below we use known properties of K to show that (37) satisfies
conditions (i) and (ii) of corollary 1 at the continuous level. While we cannot
prove it, our numerical experiments indicate that these properties carry over
to the discretizations that we used, and that GMRES is very robust in solving
the linear systems that arise.
Proof that (37) satisfies (i) and (ii) of corollary 1.
First: it is known (see ref. [3]) that nullspace(K) is the one-dimensional
space spanned by a ψ ∈ C1(∂Ω) with the property∫
∂Ω
ψΦ dS = 1. (38)
17
Furthermore, as shown in ref. [46], it follows from the maximum/minimum
principle of the Laplace equation that either ψ ≤ 0 or ψ ≥ 0. As a conse-
quence, ∫
∂Ω
ψ dS 6= 0. (39)
Second: it also known (see ref. [3]) that∫
∂Ω
ϕdS = 0⇐⇒ ϕ ∈ range(K) ∀ϕ ∈ C1(∂Ω). (40)
Thus, it follows from (39) and (40) that
range(K) ∩ nullspace(K) = ∅. (41)
Finally: it follows from the divergence theorem that∫
∂Ω
gN dS =
∫
∂Ω
vm dS =
1
β
∫
Ω
f dV , (42)
where it is assumed that β = β+ = β−. As a consequence,
(gN − vm) ∈ range(K). (43)
Therefore, (37) satisfies conditions (i) and (ii) of corollary 1 at the continuous
level. ♣
Let Ax = b be the linear system resulting from one of our discretizations
of (37). Our numerical experiments show that GMRES is very robust in
solving PAx = Pb, where
P = I − eqT , (44)
e = {1 . . . 1}T , and q is the vector of quadrature weights used to discretize the
integral operator in (37). The projection operator P guarantees that, despite
discretization errors, (i) Pb ∈ range(PA), and (ii) that range(PA) lies in the
space of zero-mean vectors. These conditions are valid for the continuous
operator K, and are essential to show that the conditions of corollary 1 are
satisfied at the continuous level. Furthermore, by using the same quadrature
rule to construct the projection P , this step is guaranteed not affect the
accuracy order of the numerical approximation.
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4.7. Poorly conditioned problems
As explained in §2.3, Poisson problems that involve jumps in [βun] become
poorly conditioned when β−  β+. In this section we discuss how this issue
affects the algorithm presented here, and propose a solution. For the sake of
clarity, we limit this discussion to open space problems. However, the same
arguments apply to interior problems.
When β−  β+, (35) is poorly conditioned because it approaches the
singular case of a Neumann problem. In this case, although (35) is poorly
conditioned, the problem is not singular. Hence, corollary 1 guarantees that
GMRES will produce a solution without breakdown. However, the poor
conditioning of (35) means that the solution is very sensitive to truncation
errors that occur in finite accuracy arithmetic. Our examples show that,
depending on the ratio β−/β+, this effect may be large enough to render the
solution unreliable, even when very accurate numerical methods are used.
We address this issue by add adding to the equations a constraint that
removes the poor conditioning. This constraint must be based on an identity
that is satisfied by the solution to the Poisson equation. For instance, the
following identity follows from (5), (10), and the divergence theorem,∫
Γ
[un]Γ dS =
2
λ+ 2
( 1
〈β〉Γ
∫
Γ
b dS − λ
β−
∫
Ω−
f− dV
)
. (45)
Then, from (17b) and (45), it can be shown that the solution must satisfy
the following constraint:∫
Γ
ρΓ dS =
∫
Γ
[un] dS
=
2
λ+ 2
( 1
〈β〉Γ
∫
Γ
b dS − λ
β−
∫
Ω−
f− dV
)
.
(46)
We also notice that, in the limit when β−/β+ →∞ (λ→ −2) this constraint
becomes an equation that removes the singular nature of the Neumann limit,
by selecting a specific solution out of the infinitely many possible. Thus we
add this extra constraint to the system to be solved, to remove the poor
conditioning of the β−  β+ problem. Our numerical calculations indicate
that this works.
Furthermore, the right hand side of (46) depends on known problem data
only, and should be precomputed, so that the actual condition imposed is:
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∫
Γ
ρΓ dS = known constant. The poor problem conditioning is then shifted
to the accurate computation of the right hand side in (46), which is done
separately. When the denominator (λ + 2) is small, the integrals in the
numerator must be computed very carefully, so that their difference is known
accurately.
The accuracy with which the right hand side in (46) needs to be computed
depends on the accuracy desired for the underlying Poisson problem. An
error of size ε in the computation of (46) results in a shift of ρΓ by ε/SΓ,
where SΓ denotes the area of the surface Γ. In turn, this error propagates to
u via the jump condition (30c) and the boundary condition (30f). The error
in u depends on the geometry of Γ and ∂Ω, but it scales as O(ε).
In the examples shown in §5, the integrals are computed with spectral
accuracy using the trapezoidal rule 4. In real applications, physical reasoning
may help to deduce the correct value for the integral of ρΓ. For instance, in
many fluid flow problems the integral is identically zero.
Finally, when (46) is enforced as an additional condition to (35), the
result is an overdetermined linear system. We solve the normal equation
associated with this overdetermined system using the Conjugate Gradient
(CG) method [42].
4.8. Accuracy and efficiency
In this section we discuss the accuracy and efficiency of the algorithm.
The accuracy is determined by five factors:
1. Representation of interfaces and boundaries. The interface and
boundary conditions must be enforced with accuracy comparable with
the rest of the algorithm. Thus, the position of the interfaces and
boundaries must be known in an equally accurate fashion. For the ex-
amples in §5 we represent surfaces with equally spaced markers. Geo-
metrical properties are computed with trigonometric interpolation [47].
2. Accuracy of the BIM. The accuracy of these methods depends on the
smoothness of: the interfaces, the boundaries, and the data provided
on these surfaces. For smooth and well resolved surfaces, Nystrom’s
4Consider a 2pi-periodic function φ ∈ Hq(2pi), q > 1/2. Then, lemma 7.3.3 of ref. [3]
shows that | ∫ 2pi
0
φ(s)ds− Th(φ)| ≤ C||φ||q hq, where Th denotes the trapezoidal rule with
discretization size h, and C is a constant (independent of φ, q, and h).
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method [3] is guaranteed to converge as fast as the quadrature rule
used to approximate the integrals.
3. Interpolation of the single and double layer potential densities.
As pointed out in §4.5, interpolation of the solution obtained with the
BIM, to the points required by the CFM, may be needed. In this
paper the examples are in 2-D, with smooth geometries. Thus we
use trigonometric interpolation [47], which can be efficiently computed
using the FFT, and has optimal accuracy.
4. Accuracy of the CFM. There is no “in principle” limit to the CFM
accuracy [1], provided that the data (source terms and jump functions)
are smooth enough. In our examples we use a 4th order implementation.
5. Computation of normal derivatives. When the problem involves
discontinuity interfaces, or Neumann boundary condition, the algo-
rithm requires the computation of the normal derivative of v along
Γ or ∂Ω. Within the context of our implementation, this computation
causes an order loss in the CFM, relative to its nominal accuracy. The
reason is that the Hermite interpolants used to calculate the correc-
tion function produce derivatives with one order less accuracy than the
function values.
The overall accuracy of the algorithm is determined by the least accurate of
the factors listed above. Since, in principle, each of these factors can be made
as accurate as needed; there is no inherent limit to the algorithm order.
In the examples in §5, we use a 4th order implementation of the CFM.
Hence, the overall accuracy of the algorithm is (i) 4th order in the case of
an interior Dirichlet problem without a discontinuity interface, and (ii) 3rd
order in cases involving either Neumann boundary conditions or discontinuity
interfaces, since these problems require the computation of derivatives of v.
For the purpose of evaluating the operation count of the algorithm, let
us assume that (i) the BIM interfaces and boundaries are discretized using
a total of k nodes, and (ii) the finite differences discretization of the compu-
tational domain involves M nodes.5 Then the break down of the operation
count is as follows (note that the space dimension is ν).
1. BIM operation count. This depends on the specific choice of method.
In principle, a general BIM requires O(k3) operations. However, there
5These two discretizations are independent of each other.
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is a number of techniques that can be used to reduce the operation
count to O(k2) or even to O(k), see [9–11].
2. Operation count of computing boundary conditions. Equation
(30f) requires integrations to evaluate the boundary conditions. This
yields O(k) operations per node on the boundary. Thus the total op-
eration count from the boundary conditions is O(kM (ν−1)/ν).
3. Operation count of interpolation. Depending on the technique
used, the operation count of computing interpolants for the potential
densities varies between O(k) and O(k2). After the interpolants are
known, the operation count of evaluating the densities at the locations
needed by the CFM is O(M (ν−1)/ν).
4. CFM Operation count. Computing the correction function requires
the solution of a small linear system (12 × 12 for 4th order accuracy
in 2-D) at each grid node close to the interface or the boundary. The
operation count of this step is O(M (ν−1)/ν). However, note that these
linear systems depend on the geometry of the problem only — thus
their coefficient matrices need to be computed only once. As a conse-
quence, even though the CFM is used more than once to obtain the
full solution, the additional operation count incurred over a single use
is rather minimal.
5. Operation count of finite differences discretization. Since all the
problems solved with finite differences are defined in a rectangular do-
main, the resulting linear systems can be inverted using the FFT. This
is one of the fastest methods available to solve the Poisson equation,
with operation count O(M logM).
5. Results
Here we present three examples of computations in 2-D using the al-
gorithm proposed in §4. In the first example we consider the problem of
imposing Dirichlet or Neumann conditions on an immersed boundary — i.e.
interior Dirichlet or Neumann problems with no interfaces. In the second
example we solve an open space Poisson problem, including a discontinuity
interface. Finally, in the third example we consider a combination of the pre-
vious two: interior Poisson problems with Dirichlet or Neumann conditions
on an immersed boundary, and a discontinuity interface. Furthermore, in the
second and third examples we consider very large β ratios of 106.
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The algorithm presented in §4 combines different numerical methods,
each of which has several possible variants. The specific variants used for the
calculations presented in this section are as follows.
• For the boundary integral equation we use Nystrom’s method with
trapezoidal quadrature rule [3, 8, 9]. For smooth interfaces and data,
this method has optimal convergence and accuracy. Furthermore, in
most cases we solve the linear system that results from this discretiza-
tion using the General Minimal Residual (GMRES) method [42]. The
exceptions are cases in which β−  β+. In these cases we add the
constraint (46), resulting in overdetermined linear systems. We solve
the normal equations related to these overdetermined linear systems
using the Conjugate Gradient (CG) method [42].
• For the interpolation of single and double layer potential densities we
use FFT-based trigonometric interpolants [47].
• Interfaces and boundaries immersed in regular Cartesian grids are rep-
resented by markers equispaced along the curves.6 Geometrical infor-
mation is computed based on trigonometric interpolation.
• The Laplace and Poisson equations are discretized using the standard
9-point stencil [1]. This discretization results in 4th order accuracy.
• We use the 4th order implementation of the CFM described in ref. [1].
Nystrom’s method converges rapidly for problems involving smooth data,
such as the examples below. For this reason, we were able to obtain satisfac-
tory results by setting
hΓ ≈ h∂Ω ≈ 2h,
where hΓ and h∂Ω denote the discretization spacing along Γ and ∂Ω used in
Nystrom’s method, and h denotes the spacing of the grid used in the finite
differences steps. The relationships between hΓ, h∂Ω, and h are approximate
because Nystrom’s method requires a uniform discretization.
In the three examples considered here, the boundaries and interfaces
are either circles, or “smooth five-pointed stars”. These geometries can be
6For 3-D versions of the algorithm see the last paragraph in section 6.
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parametrized as follows:
x = R cos(θ), y = R sin(θ), (47)
where R = r0 + δ sin(5 θ). Here δ and r0 are parameters defined in each
example. Note that with the parametrization (47), an equi-spaced set of
markers along the boundaries/interfaces does not correspond to uniformly
spaced values of θ. Thus, in order to determine the θ-coordinates of the
markers, a Newton iteration is used in a pre-processing step. This is explained
below.
First, Gaussian quadrature is applied to a very fine discretization of the
boundary/interface to compute its length. Once the length of the bound-
ary/interface is known, the spacing that corresponds to a distribution of
uniformly distanced markers (h∂Γ or hΓ) can be determined. Next, the iter-
ative process begins. A distribution of markers that correspond to uniformly
spaced values of θ is used as an initial guess. Then, for each new marker, a
Newton iteration is used to solve the problem
F (~xi) = dist(~xi, ~xi−1)− h∂Ω = 0 (or hΓ), (48)
where the distance between the current guess and the previous marker is
computed using Gaussian quadrature. Finally, the process is repeated until
the position of all markers has been determined.
5.1. Example 1. Interior Dirichlet and Neumann problems
In this example, the solution domain is the interior region bounded by the
curve defined by (47), with δ = 0.3 and r0 = 1. Figure 2 shows Ω immersed
in a regular Cartesian discretization of a square box.
For this domain, consider the Poisson equation associated with the exact
solution
u(x, y) = cos(x) sin(y), (49)
with either Dirichlet or Neumann boundary condition. Figure 2 shows a plot
the solution obtained with the present algorithm in the Dirichlet case (the
solution outside Ω is set to zero). In the Neumann problem, the solution
is only defined up to an arbitrary constant, and the constant “picked” by
GMRES may not correspond to (49). Hence we shift the Neumann solution
such that u(0, 0) = 0. After this step, both Dirichlet and Neumann solutions
become visually indistinguishable.
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Figure 2: Left: solution domain Ω for example 1, embedded into a Cartesian grid. Right:
solution obtained with the algorithm proposed in this paper.
Figure 3 illustrates the convergence of the method with a plot of the
L∞ norm of the error versus h. The measured convergence rates are listed
in table 1 at the end of this section. The measured rates indicate that
the observed convergence is consistent with 4th order in the Dirichlet case,
and 3rd order in the Neumann case. These results are as expected since we
apply the algorithm with a combination of 4th order numerical methods. The
order loss in the Neumann problem occurs because the algorithm requires the
computation of vm along ∂Ω.
Figure 3 also shows the number of GMRES iterations needed to com-
pute the potential distribution of the boundary integral formulation. No
preconditioner is used, and the residual tolerance is set to 10−10. This figure
shows that GMRES converges with a relatively small number of iterations,
and that the number of iterations that does not depend on the size of the
problem. These observations indicate that GMRES is an adequate solver for
this problem.
5.2. Example 2. Open space problem with a discontinuity interface
In this example we solve the Poisson problem, defined in R2, associated
with the exact solution
u+(x, y) = exp(−(x2 + y2)/0.0008), (50a)
u−(x, y) = cos(x) sin(y) + 1.5. (50b)
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Figure 3: Left: error convergence for the Dirichlet and Neumann Poisson problems in
example 1. Error is measured in the L∞ norm. The straight lines were obtained by least
squares fits and their slopes correspond to the measured convergence rates – see table 1.
Right: number of GMRES iterations needed to compute the potential distributions at the
boundary ∂Ω. Here n indicates the number of markers used to discretize the boundary.
The discontinuity interface, Γ, is defined by the curve (47), with parameters
δ = 0.03 and r0 = 0.1. Furthermore, we consider two cases in which the
coefficients β± have large jumps across the discontinuity interface:
(i) β− = 1, β+ = 106,
(ii) β− = 106, β+ = 1.
Note that the source term decays rapidly, such that we can consider
f+(r) ≈ 0 for r > 0.4. Hence, we set Ωf = {r|r ≤ 0.4} and solve the
problem in a square region slightly larger than Ωf .
In addition, case (ii) is an example of the poorly conditioned problems
discussed in §2.3. Thus, a direct application of any solution algorithm can
lead to poor results in this case. For this reason we apply the prescription in
§4.7 and impose the constraint:∫
Γ
ρΓ dS = −2.4846. (51)
As shown in §4.7, this constraint can be computed with the original problem’s
data. The right hand side in (51) is computed using Gaussian quadrature,
and the constraint is implemented with the four digits of accuracy shown
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Figure 4: Left: computational box B used in example 2. The solid black line represents
the interface Γ, and the dashed line is the circle that defines the support of the source
term. Right: solution obtained with the algorithm proposed in this paper.
above. Figure 4 shows the solution to case (ii) computed with (51). This
solution is visually indistinguishable from the solution obtained in case (i).
Figure 5 shows the convergence of the error in the L∞ norm in both
cases (i) and (ii). In case (ii) we plot the error obtained for the constrained
and unconstrained problems. The measured convergence rates are listed in
table 1 at the end of this section. As expected, the measured rates are 3rd
order for both cases: (i) and the constrained problem in (ii). The solution to
the unconstrained problem results in O(1) errors, even though the residual
produced by GMRES is smaller than 10−10 in all cases. This example shows
how sensitive to errors the unconstrained problem becomes when β−/β+  1.
In calculations with smaller beta-ratios the convergence of the unconstrained
problem can be ascertained to be 3rd order.
Finally, figure 6 shows the number of iterations the Krylov solver (either
GMRES or CG) requires to converge to a residual tolerance of 10−10. The
Krylov solver is used to compute the potential distribution of the boundary
integral formulation. The unconstrained problem results in a non-symmetric
linear system that is solved using GMRES. On the other hand, the con-
strained problem results in an overdetermined linear system, and the normal
equation is solved using CG. Figure 6 shows that the Krylov solvers con-
verge with a relatively small number of iterations, and that the number of
iterations that does not depend on the size of the problem. Note that no
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pre-conditioners are used with GMRES and CG.
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(a) case (i): β− = 1, β+ = 106. (b) case (ii): β− = 106, β+ = 1.
Figure 5: Error convergence: L∞ norm of the error for the Poisson problems with discon-
tinuous coefficients in example 2. The straight lines were obtained by least squares fits
and their slopes correspond to the measured convergence rates – see table 1.
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Figure 6: Convergence of Krylov solvers: number of iterations needed to compute the
potential distributions at the interfaces Γ and ∂Ωf . Here n indicates the total number of
markers used to discretize both interfaces.
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5.3. Example 3. Interior Dirichlet and Neumann Poisson problems with a
discontinuity interface
In this example, the solution domain is the unit disk, while the discon-
tinuity interface is defined by (47) with parameters δ = 0.1 and r0 = 0.5.
Figure 7 shows the solution domain and the interface immersed in a regular
Cartesian grid. In this domain, we solve the interior Dirichlet and Neumann
Poisson problems associated with the exact solution
u+(x, y) = x2 + y2, (52a)
u−(x, y) = cos(x) sin(y) + 2. (52b)
Furthermore, as in §5.2, we consider two cases in which the coefficients β±
have large jumps across the discontinuity interface:
(i) β− = 1, β+ = 106,
(ii) β− = 106, β+ = 1.
Case (ii) is another instance of the poorly conditioned problem discussed in
§2.3. Hence, in this example we apply the prescription in §4.7 and impose
the constraint: ∫
Γ
ρΓ dS = 3.2044. (53)
The right hand side in (53) is computed using Gaussian quadrature, and the
constraint is implemented with the four digits of accuracy shown above.
In addition, the solutions to the Neumann problems are only defined up to
an arbitrary constant. GMRES will automatically “pick” a constant, which
may not correspond to (52). Hence, we shift the Neumann solutions to obtain
u−(0, 0) = 2. After this shift, the Dirichlet and Neumann solutions to case
(i), and case (ii) with (53), become visually indistinguishable. Figure 7 shows
the solution to the constrained Neumann problem in case (ii).
The convergence of error, measured in the L∞ norm, is displayed in fig-
ure 8. In case (ii) we plot the error obtained for the constrained and uncon-
strained problems. The measured convergence rates are listed in table 1 at
the end of this section. As expected, we observe 3rd order convergence for
case (i) and the constrained problem of case (ii). Furthermore, the errors ob-
tained for the unconstrained problem are significantly larger than the errors
obtained for the constrained problem in case (ii).
Finally, figure 9 shows the number of iterations the Krylov solver (either
GMRES or CG) requires to converge to a residual tolerance of 10−10. As
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Figure 7: Left: solution domain Ω for example 3, embedded in a Cartesian Grid. The
boundary ∂Ω, and the discontinuity interface Γ, are the thick solid lines. Right: solution
obtained with the algorithm proposed in this paper.
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Figure 8: Error convergence: L∞ norm of the error for the Poisson problems with discon-
tinuous coefficients in example 3. The straight lines were obtained by least squares fits
and their slopes correspond to the measured convergence rates – see table 1.
in previous examples, no preconditioners were used. Once again we observe
that the Krylov solvers converge with a relatively small number of iterations,
and that the number of iterations that does not depend on the size of the
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problem.
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Figure 9: Convergence of Krylov solvers: number of iterations needed to compute the
potential distributions at the interfaces Γ and the boundary ∂Ω. Here n indicates the
total number of markers used to discretize both the interface and the boundary.
6. Conclusion
In this paper we presented an algorithm to solve Poisson problems in
arbitrarily shaped domains immersed in regular Cartesian grids. The algo-
rithm can be applied to a wide range of Poisson problems, including cases
with prescribed internal jumps on both the solution and the weighted normal
derivatives (with prescribed weights on each side). In particular, we showed
that the algorithm produces good results even when the ratio between the
weights is very large — as is the case in many multi-phase flow applications.
Mayo and collaborators [8, 12, 13] proposed a similar method for the
Laplace and Poisson equations in an immersed setting. However, they con-
sidered only the case of immersed boundaries, and not interfaces of disconti-
nuity. Furthermore, extensions of their method to general order of accuracy
do not seem to be straightforward. In contrast, because we use the Cor-
rection Function Method (CFM), our method (at least in principle) can be
readily extended to any desired order of accuracy.
The algorithm presented here relies on efficient and accurate numerical
methods. The algorithm is comprised of three sub-problems: a boundary
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Table 1: Measured convergence rate of the error in the L∞ norm for examples 1 through
3 — see figures 3, 5, and 8. Error limits correspond to one standard deviation of the
least squares error. Only solutions with error smaller than 0.01 were considered, since the
measured convergence rates serve as estimates of the asymptotic order of accuracy of the
algorithm.
Problem
Measured Theoretical
convergence convergence
rate rate
Ex. 1 – Dirichlet 3.8± 0.1 4.0
Ex. 1 – Neumann 3.2± 0.1 3.0
Ex. 2 – case (i) 2.8± 0.2 3.0
Ex. 2 – case (ii) constrained 3.1± 0.1 3.0
Ex. 3 – case (i) – Dirichlet 3.3± 0.1 3.0
Ex. 3 – case (i) – Neumann 3.4± 0.3 3.0
Ex. 3 – case (ii) constrained – Dirichlet 3.3± 0.1 3.0
Ex. 3 – case (ii) constrained – Neumann 3.1± 0.1 3.0
integral equation, and two “constant coefficients” Poisson problems defined
in rectangular domains 7. The boundary integral equation is solved using well
established boundary integral methods (BIM), whereas the Poisson equations
are solved with finite differences and the CFM.
The accuracy of the algorithm was illustrated with several 2-D examples.
The version of the algorithm implemented achieved 3rd or 4th order of ac-
curacy, depending on the characteristics of the problem. However, the BIM
and CFM may be implemented to any order of accuracy. Hence, there is
no inherent limit to the accuracy that can be achieved with the algorithm
proposed here.
Finally, the algorithm can be extended to 3-D. We have not yet im-
plemented the algorithm in 3-D because the evaluation of the integrals in
equation (30f) becomes an efficiency bottleneck. However, recent work [14]
on the Kernel-Free Boundary Integral Method (KFBIM) provides a natural
path for addressing this issue. Currently we are investigating the joint use of
the CFM and the KFBIM for the purpose of obtaining an algorithm that is
7The meaning that “constant coefficients” has in this context is explained in remark 1.
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both high order (as the algorithm in this paper), and also efficient in 3-D.
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