ABSTRACT. The conventional RAIM based on the least square algorithm of the residuals of the snapshot data can detect the single outlier with high probability, but it can miss the multiple outliers frequently. So, it invites a serious problem of the missed detection. We must clarify this problem, and develop a method to prevent the missed detection of the multiple outliers. In the present paper, a method to detect multiple outliers more correctly is discussed, and the numerical results seem much improved and appropriate.
INTRODUCTION
The conventional RAIM based on the least square algorithm of the residuals of the snapshot data can detect the single outlier with high probability, but it can miss the multiple outliers frequently. This can be proved mathematically. For example, if the outliers are any linear combinations of the columns of the design matrix, the residuals due to these outliers are equal to zero. Namely, these outliers may not be detected correctly by analyzing the residuals. So, it invites a serious problem of the missed and/or wrong detection. Many researchers have challenged to solve this problem. However, none of them has succeeded in obtaining a reliable method for detecting multiple outliers.
In the present paper, the problem is reexamined from the very basic level, and a new method is proposed for outlier detection. The problem is transformed into a minimum value problem, where the number of the outliers and the list of the satellites with the outliers are the parts of the unknowns. However, several solutions to the problem could exist when the redundancy is not enough, and we must choose a realistic solution among them. Introduction of a constraint to the solution could be effective to choose the solution from the candidates. For example, if the outliers are assumed positive, the numerical results seem improved and appropriate in a case when the outliers are really positive. However, the outliers due to multi-path could be positive or negative. A complete solution without imposing any constraints may require more redundancy or more information other than residuals.
MATHEMATICAL BACKGROUND

Observation Equations
The pseudo range observation equation is given as 
where i 0i 0 is defined as 2 0 2 0
Let the number of the satellites be N . Then, the observation equations can be written in a matrix form as f e x H y f e H , (7) where x x in equation (5) is replaced by x for simplicity, and 
(8f) The outlier f may be considered as a part of the solution or a part of errors. If f is a part of the solution, the observation equation (7) 
If we assume f is constant through the whole observation, this equation has a same structure as that for the carrier phase positioning. However, f changes with time in general, and this makes the problem rather difficult.
Property of Residuals and Outliers
In this section, f is considered as a part of errors (Teunissen (1998) (20) Equation (18b) means that the matrix P is singular. And if the vector f e f is a linear combination of columns of the design matrix H , it makes the residual zero because of equation (18b) Detection of the outliers from the residual r is discussed in Appendix A. 
ALGORITHM FOR OUTLIER IDENTIFICATION
(22b) Equation (22) ) ( 
H H
x and f may be expressed as
and the variance matrices x Q and f Q of x and f are derived as
and the variance matrix r Q is obtained as
If the order of matrix C is 1 1 N and C and f become a vector c and a scalar f , The row vector A can be written as 
where the following relation is used to derive equation (34): 
In appendix A, the outliers may be obtained from a method based on the residuals r or equation (19). Equations (32) and (33) correspond to equations (A.5) and (A.7) in Appendix A respectively. It has been confirmed numerically by the present authors that the same results are obtained by the method discussed in Appendix A.
Solution of Observation Equation for Identification and Magnitude Determination of Unknown Outliers by the New Method
Let N and q be the numbers of the satellites and the outliers. The Observation equation is given by e Cf Hx y e C H ,
where C is q N q matrix, and
components are one and the other zero. However, C is also one of the unknowns in this case. Namely, q and 1 , ,
under the constraints if necessary, for example:
where
The constraint condition (38b) is not necessarily required, but an appropriate constraint condition may be effective if there is any. In the present paper, we assume that the delay of the signal corresponds to the positive outlier. If any abnormality in the ionosphere or troposphere is the source of outliers, it will be detected as a positive outlier, since the code signal is delayed by the abnormality in the ionosphere or troposphere. However, this does not apply when the outliers are generated by multi-path. In that case, the outliers could be either positive or negative.
The residual vector r is obtained as
If the outliers are big enough and the observation errors are small enough, the magnitude or norm of the residual vectors for the observation equations including the correct outliers as a part of the solution becomes the minimum. This could be proven as follows.
If the observation error e in equation (21) is zero for simplicity, the solution x and f of the least square problem (38) would be the correct ones, that is, x and f . They make R equal to zero, that is, the minimum of R .
The minimum problem defined by equation (38) 
NUMERICAL RESULTS
The data were downloaded from the homepage of ARGN (Australian Regional GPS Network, http://www.ga.gov.au/bin/data_server/). Data obtained on Nov. 6, 2006 (0:00:00 GPS time) for station Tow2 (Townsville) are analyzed. Nine satellites, that is, 3, 6, 7, 14, 15, 16, 18, 21 and 22 are used.
Seriousness of Wrong Detection
A Very Interesting Case
In some cases, the conventional method can't detect correctly even the single outlier. In an example shown in Table 1 , six satellites were used and PRN 16 include an outlier with magnitude 100m. However, the magnitude of residual of PRN 16 is the smallest among the satellites. Furthermore, the root of sum of squares of residuals without outlier is bigger than that with outlier. Table 2 . The magnitude of the component corresponding to PRN 16 in the column corresponding to PRN 16 is 0.01 and smaller than those corresponding to other than PRN 18 in the column. So, the residual of PRN 16 can't be the biggest, and the outlier included in PRN 16 can't be detected by the conventional method. In the following, we consider the reason for wrong detection of a single outlier in general. Since we have f P Pe r P P ,
there are two possibilities of wrong detection:
(1) Outlier f is small and masked by noise e (2) Corresponding component in matrix P is small in the corresponding column. Generally speaking, case (2) is very serious. The outlier could never be detected correctly.
Dependency of Residuals on Magnitude of Outliers
In case of multiple outliers, the correct detection by the conventional method is usually very difficult. In next examples, the number of satellites are nine, and the outliers are in SVs. 0, 3 and 5 or PRN 03, 14 and 16. Dependency of residuals on magnitude of outliers is shown in Table 3 and Figure 2 . The magnitudes of the outliers are 0, 10, 100, 1000 and 10000. When the magnitudes of the outliers are big, the residuals of SVs 1, 3 and 8 are big, and these satellite would be judged to have outliers instead of SVs. 0, 3 and 5, if we consider the number of the outliers is three. However, there is no reason to consider the number of the outliers is three. In general, we can't decide the number of the outliers by the conventional method. In Figure 3 , components of residual due to noise e and outlier f are estimated. The residual component due to noise f e f is an engen vector of P or a linear combination of columns of H (4) f is an engen vector of P or a linear combination of columns of H (1) and (4) are most serious case, the outliers could never be detected.
Details of Outlier Detection by the Conventional Method
In the following examples, nine satellites are used.
Observation equation (21) 
where y is the value when outliers don't exist.
The observation error is assumed to satisfy for simplicity: Hence, the correct answers are not obtained in Case 1 through 3. Namely, the residual can't give the correct identifications of the outliers, even in case of the single outlier in the above example.
H =
Solutions for the three cases by the new method are now obtained below by using algorithm discussed in section 3.2.
Details of Outlier Detection by the New Method
In the following examples, we introduce a constraint that the outliers are positive. by q is shown in Table 6 . If the number bigger than the real outliers is assumed, the residual becomes very small as shown in Table 6 . The difference of coordinates between with outliers detected and without outliers is much smaller than the difference of coordinates between with and without outliers, and the precision of the positioning increases by detecting outliers. Since 0 f and 1 f are obtained as 01  .  107  and  23  .  87 very close to 100, the improvement of the precision is rather big. Table 8 is smaller than  93  .  13 which is the value of | _ | vector res without outliers, we consider that the number of outlier q is 2 and the satellite number 0 i is 3 and 5 .
(3) If the number bigger than the real outliers is assumed, the residual becomes very small as shown in Table 9 . The difference of coordinates between with outliers detected and without outliers is smaller than the difference of coordinates between with and without outliers, and the precision of the positioning increases by detecting outliers. However, the improvement of the precision is not big. This may come from the rather poor estimation of 2 f . The further improvement may be expected for Case 3. Table 12 is smaller than  93  .  13 which is the value of | _ | vector res without outliers, we consider that the number of outlier q is 3 and the satellite number 0 i is 0 , 3 and 5 .
(4) If the number bigger than the real outliers is assumed, the residual becomes very small as shown in Table 13 . 
Effectiveness of the New Method
Effectiveness of the New Method is shown below through the detection of 2 outliers in 7~9 satellites given in Table 14 . The conventional method considers the outliers as a part of the observation errors. The new method developed in the present paper treats them as unknowns in the observation equations. In this example, no constraints are introduced. When the number of the satellites or the redundancy of the observation equations is increased, the both method show the higher detection rate. However, the correct detection rate by the new method is much higher than those by the conventional method as shown in Figure 4 .
Next example shows result of three outliers (PRN 03, 14, 16) among nine satellites (PRN 03, 06, 07, 14, 15, 16, 18, 21, 22). As shown in Figure 5 , when the magnitude of the outliers is 100m, the correct combination of outliers (blue line: i0_3_5) is masked by a wrong combination (magenta line: i0_1_3). However, as the magnitude of the outliers become bigger, the magnitude of the residual of the correct combination becomes the smallest, and the outliers are correctly detected. However, correct specification of satellites with outliers is possible when item (1) applies, if we can lower the magnitude of noise. For the purpose, we need a low noise receiver.
Fig. 5. Masking of correct detection by noise
If the number of satellites is big enough and we have sufficient redundancy in LSM, we can avoid the wrong detection as shown in Figure 4 . When the number of satellites is not enough, introduction of a constraint is very effective. The assumption that the outlier is positive is not always correct, since the multi-path error could be positive or negative. If the receiver is on the ground, map matching would give a reasonable constraint.
CONCLUSIONS
The properties of the residuals obtained by the least square procedures for solving the observation equations are discussed. Mathematically, the outliers can't be determined by the conventional method or by checking the residuals alone. For example, some kind of outliers make residual zero. So, this kind of outliers may not be detected by the conventional method or by checking the residuals alone.
The following results are obtained through the present discussion:
(1) In the present paper, the number of the outliers and the magnitude of outliers are also unknowns in the observation equation. This strengthens the correct detection of the outliers and also makes it possible to estimate more precise positioning by removing the outliers. (2) The satellites including outliers are identified correctly even when the redundancy of the observation is not enough, if a constraint such that the outliers are positive is introduced. (3) However, the outliers due to multi-path could be positive or negative. So, when the redundancy of the observation is not enough, there is a possibility that these outliers can't be solved on the basis of the observation equation alone. (4) The estimated magnitude of the outliers itself is a little bit poor. (5) If the outliers are identified correctly, the coordinates of the receiver are estimated much more precisely than those estimated without identifying the outliers. (6) In order to reduce the masking effects by noise, a low-noise receiver is required. (7) The present approach alone may not be sufficient for a highly reliable RAIM. The detection of outliers from the sequence of the observation signals should also be investigated. A combination with INS would also increase the reliability.
APPENDIX A. DETECTION OF THE OUTLIERS FROM THE RESIDUAL r
If the number of the outliers is small and the redundancy 4 4 N is big enough, the possibility that r is zero may be small. 
