Recent microwave reflection measurements of Josephson junction ladders have suggested the presence of nearly coherent collective charge oscillations deep in the insulating phase. Here we develop a qualitative understanding of such coherent charge modes by studying the local dynamical conductivity of the insulating phase of a finite length sine-Gordon model. By considering parameters near the non-interacting Fermion limit where the charge operator dominantly couples to solitonantisoliton pairs of the sine-Gordon model, we find that the local dynamical resistance shows an array of sharp peaks in frequency representing coherent phase oscillations on top of an incoherent background. The strength of the coherent peaks relative to the incoherent background increases as a powerlaw in frequency as well as exponentially as the Luttinger parameter approaches a critical value. The dynamical conductivity also clearly shows the insulating gap. We then compare the results in the high frequency limit to a perturbative estimate of phase-slip-induced decay of plasmons in the Josephson junction ladder. arXiv:1811.07941v2 [cond-mat.supr-con] 
I. INTRODUCTION
Quantum dynamics of many-body systems has received a lot of recent interest and has been at the crux of recent conceptual developments such as the phenomena of many-body localization [1] and AdS-CFT correspondence [2] . This recent interest represents an attempt to extend our knowledge beyond the understanding of static quantum phenomena in terms of quantum field theory using the renormalization group [3] . It is becoming clearer that such traditional approaches, such as analytic continuation of imaginary time correlators [3] , are insufficient to discuss quantum dynamical phenomena, which are becoming more accessible in experiments. One testbed for understanding such dynamical quantum phenomena is the study of conductance at the superconductorinsulator critical point. Note that even dc conductance is really defined as a limit of vanishingly small frequency. The theory in two dimensions leads to a prediction of interesting consequences of the particle-vortex duality such as universal conductance [4] that are borne out by experiments [5] [6] [7] . Microwave measurements of the ac conductivity have revealed intriguing signatures of residual superfluid stiffness even in the insulating phase [8] . The superfluid-insulator transition in the Bose-Hubbard model [3, 9] also turned out to be quite interesting in the context of ultra-cold atoms where an under-damped Higgs mode [10] was observed [11] .
A conceptually simpler context where the superfluidinsulator transition (SIT) was predicted to occur [12] is that of one dimensional chains of Josephson junctions (JJ). Such a system, in the vicinity of the SIT quantum critical point, is described by the sine-Gordon Hamiltonian [13] (rescaled to fit the convention for SIT [14] ) of the form
where ∂ x φ ∝ ρ(x), which is the density of Cooper pairs in the system and j is the current density operator that is canonically conjugate to φ and v c is the speed of the superfluid phase oscillations (also equivalently the charge velocity). Note that at g = 0, the superconducting phase variable (defined as θ ∝ dxj(x)) is algebraically ordered allowing us to define superfluid phase oscillations. Such oscillations may also be thought of as plasma oscillations of the charge density ρ(x) accompanied by coherent oscillation of the current density j(x). The parameter g in Eq. 1 is related to the amplitude of phase slips in the chain that would manifest as decay of supercurrent [15, 16] and K is the Luttinger parameter, which manifests as the impedance of the chain and determines the transport of the chain at weak values of g. Specifically, the Hamiltonian H would describe a near-critical insulating phase for the clean JJ array at long wavelengths for K < 2 (or 3/2 in the disordered case) [13, 14] . This transition was observed in SQUID arrays, where the effective Josephson coupling, which controls K and g, are tuned across the transition [17] . While the dc transport properties of the superconductor-insulator transition in JJ arrays had been studied previously [17] , the dynamical properties have only recently begun to be explored [20, 21] . One such study, which considered the microwave response (schematic shown in Fig. 1 ) of such JJ arrays [21] , have revealed coherent superfluid-like phase oscillations deep in the insulating phase of such JJ arrays. In contrast to microwave measurements of two dimensional films [8] , these measurements [21] suggest phase coherence across the entire length of the JJ array. The reflection probe in Fig. 1 applies an ac electric field with frequency ω to the end island of the JJ array. The ac conductivity, σ R (ω) = ωχ(ω) (where χ(ω) is the imaginary polarizability), of the end of the JJ array can be extracted from the reflection amplitude. Note that in this discussion we are ignoring powerlaw prefactors of ω that arise from coupling efficiency of χ to the transmission line. The end ac electric field excites the phase mode of the JJ array. The phase oscillations of the finite JJ array occur at a discrete set of frequencies ω resulting in a uniform array of peaks in χ(ω). These oscillation peaks appear to broaden out and disappear as one goes to lower frequencies consistent with there being no dc conductance.
This is surprising at first glance because a JJ array in the insulating phase is not expected to have any kind of superconducting coherence. More precisely, the phaseslip term proportional to g that is responsible for the insulator also leads to a decay of the collective phase oscillations from the other terms in Eq. 1. The phase slip parameter g has to exceed the finite size gap to produce an insulator. At the same time the experimental observation of the collective oscillations require the energy broadening that is controlled by g to be much smaller than 1/L. One might suspect [22] that a direct application of the renormalization group that is at the heart of the SIT [12] is responsible for the apparent absence of g at high frequencies. However, as we will discuss at the end, this approach appears to be limited by analytic continuation from imaginary to real frequencies.
In this work we show that an ideal sine-Gordon insulator described by Eq. 1 at vanishingly small temperatures support broadened superfluid oscillations that appear nearly sharp at high frequencies. These oscillations persist to frequencies to near above the insulating gap that is related to g. Such clean sine-Gordon models have been proposed to be realized in strongly interacting ultracold Bose gases [23] . Distinct from the perturbative analysis, the phase oscillations that can be measured from the dynamical polarizability χ is composed of peaks that decrease in amplitude relative to a non-oscillating (i.e. incoherent) background as the frequency decreases towards the gap. Increasing the Luttinger parameter K towards the boundary of the superconducting phase leads to a faster power-law increase of the amplitude of the coherent plasma oscillation peaks relative to the incoherent background. While these conclusions might apply to a superfluid-insulator transition in the context of ultra-cold atoms [23] , a discussion of the superconductor system requires the consideration of disorder and band curvature. Near the parameter value K 1, we show that our conclusions apply qualitatively to the disordered case. Finally, we compare the results obtained with the perturbative decay rate of high frequency phase modes in the microscopic charge disordered JJ ladder model. The decay of the single plasmon state is studied by an application of Fermi's golden rule to quantum phase slips, which are tunneling events over the Josephson barrier. This study allows us to put the theoretical results in the context of expectations from experimentally realistic superconducting JJ array that has substantial charge disorder as well as a non-linear plasmon dispersion.
II. SOLITON-ANTISOLITON PAIR EXCITATION RATES
The elementary excitations of the sine-Gordon model described by Eq. 1 are solitons (antisolitons) where the phase φ jumps by ±π between different minima of the cosine potential in Eq. 1. Since the phase φ is related to the charge density ρ(x) ∝ ∂ x φ, so that such solitons (antisolitons) are associated with charge ±2e. An exact solution of the sine-Gordon Hamiltonian reveals that such solitons can be viewed as essentially non-interacting relativistic quantum particles with mass [24] 
with a dispersion (energy versus momentum relation) shown in Fig. 2 (a). In the above ξ = K/(2 − K) and Υ is a momentum cut-off scale. The phase oscillations of the JJ array, which are neutral excitations, must therefore be composed of solitonantisoliton pairs to conserve charge. We can extract the dispersion of such a phase mode by considering the energy of such a soliton-antisoliton pair in Fig. 2 (a). To elucidate the energy of such a pair in Fig. 2 (a) we have flipped the sign of the energy of the antisoliton so that the energy of the pair can be read off from the separation along the y-axis. On the other hand, the momentum of the soliton-antisoliton pair can be read off from the separation of the points on the x-axis of Fig. 2(a) . Since the phase mode is a composite of a soliton and an antisoliton, one can see from Fig. 2 (a) that any pair of points (i.e. soliton-antisoliton pair) separated along the x-axis by momentum q contributes to the phase mode at momentum q. These pairs occur over a spread of energies leading to a natural broadening of the phase mode at momentum q. This is reminescent of the broadening of the magnon mode in the transverse field Ising model [3] . However, one can see from the shape of the dispersion that if q m/v c , then one can form a large density of pairs (of extent ∼ q) where both soliton and anti-soliton are ultra-relativistic and are propagating nearly at the velocity v c . They therefore satisfy the dispersion relation ω = v c q. One thus expects a peak in the phase oscillations with energy ω ≈ v c q. An alternative way to see this is to consider soliton-antisoliton pairs at q ∼ 0. While such pairs exist for all energies above 2m, there is a divergence in the density of states of such excitations at ω ∼ 2m. Using the relativistic invariance of the sine-Gordon model, one can treat this resonance as a particle with mass 2m. For high frequencies ω 2m, the soliton-antisoliton pair becomes ultra-relativistic with ω
This results in a uniform array of peaks in the dynamical conductivity.
To obtain a more quantitative understanding of the dynamical charge susceptibility we compute χ(ω) directly.
Unfortunately, for general values of K, the charge operator can couple to multiple soliton-antisoliton pairs. To avoid this complication we restrict our attention to K 1, which is deep in the insulating phase. At K = 1, the solitons and antisolitons can be thought of as free Dirac Fermions [13, 25, 26] and the charge density operator couples to exactly one soliton-antisoliton pair. This is not necessarily a huge restriction because even at K significantly different from 1, at small values of g, the low frequency properties are still dominated by K = 1, which is one of the Luther-Emery fixed points [13, 26] . For the rest of this and the next section we set the charge velocity v c = 1. In the limit K = 1, the sine-Gordon model Eq. 1 is equivalent [25] to the massive 1D Dirac model with Hamiltonian
The imaginary part of the local dynamical (i.e. ω dependent) polarizability χ is given by
where E k = ± √ k 2 + m 2 are the energy of solitons (antisolitons) and the matrix element is given by
Here u(k), v(k) are the positive and negative energy spinor eigenstates of Eq. 4. Ignoring, for now, the finite size constraint,
where the matrix element of the transition shown in Fig. 2 (a). After some straightforward integration we obtain
where
As suggested by Fig. 2(a) , the susceptibility χ diverges near ω 2 q 2 + 4m 2 , where χ diverges as In contrast, χ decays as χ ∼ 2q 2 /ω 4 for ω q. The divergence represents a coherent excitation of the type seen in Fig. 2 (b), while the second limit is what dominates the incoherent background. The total contribution of the background at a frequency ω comes from q ω and is approximated by
On the other hand, the prefactor of the peak scale as
This suggests that the peak rises compared to the background at higher frequencies so that the plasmon modes become better defined in this regime as seen in Fig. 2(b) . The qualitative understanding of the coherent peaks in χ(ω) from the analytic calculations in the previous paragraph can be verified by an exact calculation of the susceptibility χ(ω) using Eq. 5, the result of which is plotted in Fig. 2(b) . As shown in the inset of Fig. 2(b) , the shaded areas in Fig. 2(b) are really a closely spaced set of peaks on an incoherent background. The shape of the peaks is consistent with the analytic expectations. The height of the peaks versus the background depends on finite size effects. Considering the shaded areas in Fig. 2(b) , which elucidates the height of the coherent peaks, we see that the height of the oscillations increases with frequency relative to the height of the incoherent background, which is consistent with the experiments [21] .
The discussion above for K = 1 also applies for K 1. In this case the excitation process in the non-interacting Thirring model is replaced by the form-factor for creating an unbound soliton-antisoliton pair [27] . For the general interacting case, contributions from multiple pairs must be considered. However, such contributions are likely to be small close to the non-interacting point. Under this assumption, the matrix element for the charge susceptibility χ is modified as [28] 
and ϑ j are the rapidities of the solitons that are defined by the equation k j = m sinh ϑ j . For weakly attractive Fermions, K 1, the interaction part of the form factor f ∼ ϑ for small ϑ and f ∼ e αϑ for ϑ 1, where α is a K dependent constant. For q m, ϑ ∼ log q so f ∝ q 2α . This leads to a K dependent power-law for the increasing of the absorption peaks as one goes to more strongly attractive Fermions i.e. towards the superfluid phase. A stronger K dependence of the peaks arises from the soliton mass in Eq. 2.
The result of the above calculation, which is plotted in Fig. 3 , shows the suppression of oscillations as one increases the impedance towards the resistance quantum consistent with recent microwave measurements [21] . The combined effect of these two contributions from changing K are used to plot the K dependence of the oscillations in χ in Fig. 3 . The results for deep in the insulating phase (i.e. K ∼ 1), which are shown in the red dashed curve, shows suppressed oscillations consistent with recent experiments [21] . In comparison the solid blue curve 3, which is less insulating (i.e. K ∼ 1.4), shows much stronger oscillations. As discussed earlier, our one soliton-antisoliton pair formalism cannot be used to consider Luttinger parameter K far from the non-interacting point K = 1. Thus it is clear from Fig. 3 that the signatures of coherent modes in the dynamical polarizability χ are suppressed as one approaches decreases K. One way to understand this suppression is to note that Eq. 2 predicts the mass to increase as K decreases. This leads to a decrease in the effective frequency relative to mass. Following Fig. 2(b) such a reduced effetive frequency is expected to suppress resistance oscillations.
III. DISORDERED THIRRING MODEL
Let us now consider the effect of weak disorder, which is an intrinsic part of the JJ ladder set-up. Despite the fact that such disorder breaks integrability, we can think of weak charge disorder as introducing a pinning potential for the massive solitons of the sine-Gordon Hamiltonian in Eq. 1. For K < 3/2 and weak disorder, such potentials lead to pinning of all low energy solitons leading to an insulating phase [19] . Higher energy solitons can be obtained by applying a Lorentz boost, have shorter lengthscales and are therefore not scattered by smooth disorder. Such smooth disorder does not scatter solitonantisoliton pairs that would generate the high momentum phase modes. To develop a more quantitative sense of the dynamic charge response in disordered systems, we resort to the mapping of the sine-Gordon model to the massive Thirring model [25] , which is equivalent to the massive Dirac model with interactions with the Hamiltonian written as:
where µ = 0, 1 are indices that are summed over and ζ = π(K −1 −1) < 0 (for K > 1) is an interaction strength and the Ψ σ are eigenstates of σ z . The mass term m(x) is spatially varying because of charge disorder so that m(x) = 0. Let us assume that the back-scattering mass m(x) can be treated perturbatively. Considering the interaction within the mean-field approximation, we observe that the attractive i.e. ζ < 0 fermion-fermion interaction renormalizes the back-scattering potential
where the expectation is taken about the m = ζ = 0 state. Taking the Fourier transform of the above equation we see that the long wave-length (i.e. q → 0) components of m are strongly enhanced as
This is consistent with the renormalization group analysis of Eq. 15, where m(x) is a relevant perturbation. Moti-vated by this result, we consider a backscattering potential m(x) with a correlation function |m q | 2 = F (q) = A/(1 + Bq 2 ). The resulting correlation function χ, which can be calculated using a trivial generalization of Eq. 5 is plotted in Fig. 4 shows a disorder gap at low frequency and plasma oscillations at high frequency. Consistent with the intutive argument at the beginning of this section, high frequency soliton-antisoliton pairs that contribute to χ are frequencies ω m are not scattered by the disorder and therefore lead to coherent oscillations in χ(ω) seen in Fig. 4 . On the other hand, the low energy solitons are pinned by the disorder domain walls. The low energy excitation constitutes bound resonances from exciting vibration modes of such bound solitons. Such solitons being localized and random appear as a seqeunce of random peaks in Fig. 4 that are qualitatively different from Fig. 2(b) .
IV. MICROSCOPIC DECAY RATE FROM QUANTUM PHASE SLIPS
In this section we compare the high frequency regime of the results from the sine-Gordon model to a microscopic model for a JJ array that includes both island capacitance C g , JJ capacitance C J as well as charge disorder. Specifically, we assume the junction to be modelled by the Hamiltonian:
where N i and θ i are number of Cooper pairs and phase at site i, E J is the Josephson energy of junctions and
with charging energies E 0,1 defined as E 0 = e 2 /2C g and E 1 = e 2 /2C J . {Q s} are random stray charges satisfying Q i Q j = Dδ i,j where · represents ensemble average over the disorder. For energy of states below the Josephson energy E J , we expect (θ i −θ i−1 ) to be localized near 2πν i (where ν i is an integer) so that the Hamiltonian can be approximated by the quadratic form,
The Hilbert space is separated into subspaces labeled by their winding numbers w = i ν i which represents minima of the Hamiltonian in Eq. 18. Therefore, formally, we must consider H 0 to be block diagonal in different w.
where H w is the transformed quadratic Hamiltonian at winding number w,
and
Diagonalizing H w gives rise to sound-like plasmonic excitation ( = 1),
is the dispersion of the plasmonic mode that becomes linear (∼ ck) with sound speed v c = √ 8E 0 E J as k goes to 0 and reaches a maximum at the plasma frequency ω p = √ 8E 1 E J . The different sectors are coupled through quantum phase slip (QPS) processes in which ν i changes as ν i → ν i ±δ i,j . Defining the transition amplitude to be g, we can write the effective Hamiltonian to be of the sine-Gordon form
As elaborated in the appendix, the matrix element g is found by taking the ratio between decay rates from sine-Gardon term and one from explicit calculation of the microscopic model (18) . The operatorsT /T −1 are shifts between different winding sectors w so they satisfy the
As a final step one can formally defineΦ to be canonically conjugate to w (i.e. [w,Φ] = i) so thatT = e iΦ . Following this definition we can define a shifted θ and φ variables as (θ i −θ i−1 ) = (θ i − θ i−1 ) − 2πw/M and φ i = φ i +Φ. These definitions still satisfy the essential commutation relations of θ, φ (i.e. [θ j ,φ k+1 −φ k ] = iδ jk ). With this definition H SG takes a canonical form FIG. 5. Decay rate for plasmonic excitation on a ring of length M = 1600 with system parameters D = 0.005, E1/EJ = 0.5 under different E0. The decay rate increase at lower wavevectors ( i.e. k → 0) is consistent with weaker peaks at smaller frequencies obtained from the sine-Gordon model. Moreover, the suppresion of decay rate as E0 decreases is again consistent with the experiment [21] .
where N j are now defined as N j = − 1 2π (φ j+1 −φ j ). Thus, by relaxing the periodic boundary conditions onθ j , H SG manifestly takes the form of a discretized sine-Gordon model.
The disorder from Q j can be eliminated by a unitary transformation e −i j Qjθj which shifts the disorder potential into the cosine term by shifting the fieldφ j as φ j =φ j − 2π j m=1 Q m . The phase-slip-induced decay rate of a plasmon at zero winding |k ≡ a † k |0 to states |n with energy ε n can be written using Fermi's golden rule as
where Λ ≡ g j cosφ j and Λ(t) = e iH0t Λe −iH0t . Disorder averaging the rate gives
where C(l) is the correlation function of the Aharonov-Casher phase shift,
The decay rate for plasmon scaled by ( g E J ) 2 evaluated by (29) is shown in Fig. 5 . System parameters are chosen to be M = 1600, D = 0.005 and E 1 /E J = 0.5 while E 0 /E J is tuned. Finally, to obtain a finite result from Eq. 28, we introduce a Gaussian broadening η = 0.5ω kmin in the energy conservation delta function, which appears as a Gaussian cutoff in the time-intergral in Eq. 29. Such a broadening is essential to obtain a result from Fermi's Golden rule since for linear dispersion, which applies in the low energy limit, the energy difference excluding the winding induced energy shift 2π 2 E J w 2 /M is always a multiple of 2πv c /M . Since there is no specific relation between v c and E J the energy conservation cannot be satisfied in general at low orders. In principle, this issue may be circumvented at finite temperature -but would require going beyond strict Fermi's Golden rule by using the decay rate to create a broadening.
V. DISCUSSION AND CONCLUSIONS
In summary we have studied a scenario that generates coherent plasma oscillations above the gap of an insulating JJ array. Such JJ arrays in the limit of large junction capacitance can be described by a discrete sine-Gordon model. While the simplest model for the JJ array [12] is a quantum rotor model [3] , physical JJ arrays can have substantial junction capacitance [18] as well as charge disorder [19] that can qualitatively modify the behavior of the JJ array. The presence of a substantial JJ capacitance allows one to suppress the phase slip amplitude g, while keeping the Luttinger parameter (or inverse impedance) K small (i.e. order unity) from a comparatively small ground capacitance [18] .
In this work we have shown that collective neutral excitations that describe the local dynamical conductivity σ R are dominated by soliton-antisoliton pairs in the limit where the Luttinger parameter K ∼ 1 (corresponding to impedance of order of a conductance quantum). Such solitons travel at essentially the sound velocity v c leading to quantized frequency resonances spaced by 2πv c /M . The observation of a definite plasmon velocity requires the JJ array to be in the quantum critical regime so that it is described by the relativistic sine-Gordon model. This turns out to be a good approximation for long JJ arrays in the limit of large JJ capacitance [18] discussed in the last paragraph.
The coherent phase peaks in χ = σ R /ω are also found to be robust to smooth disorder that doesn't backscatter the solitons. We also show that screening of the disorder for K 1 leads a smoothening of the disorder potential. The high frequency solitons are also shorter in spatial extent (Lorentz contraction) reducing the scattering from smooth potentials. However as the frequency of the perturbation is lowered leading to the excitation of slower solitons, these solitons acquire mass-induced dispersion as well as back scattering from disorder. This leads to a natural broadening of the resonances at lower frequency consistent with recent experiments [21] . We also find that the resonances rest on an incoherent background also seen in the experimental data for high impedance wires [21] . Additionally, the models considered here all have a gap leading to insulating transport in dc, which is also consistent with the recent experiments [21] . The insulating behavior maybe understood as charge disorder pinning of the charged solitons [19] .
Formally, one can attribute the observed coherent phase oscillations at high frequency to the ineffectiveness of the quantum phase slip term proportional to g in Eq. 1. In fact, recent work [22] shows how the small value of g at high frequencies can be understood from the perturbative RG approach to the SIT in JJ arrays [12] . Such a perturbative treatment of g has been shown [14] to be particularly valid for chains with large JJ capacitance since the strength of the phase-slips g is in principle parametrically independent of K. While perturbative RG is great for extracting imaginary time correlators, the derivation of the dynamical conductivity σ R (ω) in real space or alternatively, the self-energy of plasmons in real space requires analytic continuation into real frequency [22] . Such an analytic continuation leads to a life-time that can be understood as a decay of plasmons from the quantum phase slip term in Eq. 1.
In the last section of this work, we consider the perturbative decay of plasmons due to quantum phase slips, similar to recent work [22] . However, in contrast to previous work [22] , we avoid analytic continuation and directly use Fermi's Golden rule with the quantum phase slip term in Eq. 1 being treated as a perturbation. However, we find that strictly speaking such a perturbative decay maybe limited or artificially enhanced by energy conservation in a finite chain. If one uses periodic boundary conditions, as we use for most of the results here, the final phase slipped state includes a supercurrent that costs an energy E J /M , which doesn't match any difference of plasmon energies. Additionally, even ignoring this, the plasmon spectrum is not completely linear so that the plasmon energies do not match the energies of any lower pair of plasmons. On the other hand, one can ignore this supercurrent for a linear chain and plasmon dispersion is nearly linear at low energies, so one can argue that the energy conservation delta function might be exactly satisfied. A consequence of this is that, as discussed in Appendix B, reducing the broadening substantially below the level spacing (i.e. ω kmin ) (in the absence of the energy shift) leads to a slow divergence of the decay rate with increasing length of the system that is only limited by band curvature effects. Technically, these divergences indicate a break-down of perturbative decay of the longest wave-length plasmons in long chains, though in principle, the decay could be regulated by a self-consistent treatment where the decay rate contribution to the broadening is accounted for. These problems are avoided in previous field theory work [22] by ignoring the finite size effects on the plasmon self-energy. In this work we formally circumvent this problem by assuming a strong decay of the low energy modes that could be justified through some form of self-consistent contribution of the decay rate to broadening. A systematic selfconsistent perturbative treatment of this intrinsic decay must be left to future work. The non-self-consistent calculation done here leads to decay rates that increase as one reduces wave-vector k consistent with both experiment [21] and recent theory [22] , though the validity of this calculation assumes an additional source of broadening or excitation that comes from finite temperature. It is not clear that the system describes an insulator at such temperatures. Finite size effects must be accounted for carefully in the modeling of the ac response experiments in JJ arrays [21] since the coherence is probed through the presence of finite-size resonances in the local susceptibility. Such resonances are absent in the conventional ac response of the infinite system [12, 13] .
The sine-Gordon model treatment in the earlier part of this work avoids these issues and demonstrates that the experimental results are qualitatively consistent with the ideal disordered sine-Gordon model. On the other hand, our theory only applies to chains that are at high enough impedances to be deep in the insulating phase. It will be interesting to extend this work further away from the non-interacting Fermion limit K ∼ 1. In this work we took advantage of the integrability of the clean sine-Gordon model as well as that of the disordered sine-Gordon model at the Luther-Emery point [13, 26] to describe finite real frequency dynamics. On the other hand, the general disordered sine-Gordon model is not integrable and likely exhibits interesting dynamical behavior related to many-body localization [1] . This likely leads to avenues for interesting work on this system in the future.
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