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a b s t r a c t
This paper studies the pricing of variance swap derivatives with stochastic volatility by
the control variate method. A closed form solution is derived for the approximate model
with deterministic volatility, which plays the key role in the paper, and an efficient control
variate technique is therefore proposed when the volatility obeys the log-normal process.
By the analysis of moments for the underlying processes, the optimal volatility function
in the approximate model is constructed. The numerical results show the high efficiency
of our method; the results coincide with the theoretical results. The idea in the paper is
also applicable for the valuation of other types of variance swap, options with stochastic
volatility and other financial derivatives with multi-factor models.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Over the last few years, manymarket participants have started trading variance swaps. Those are securities whose payoff
depends on the realized variance of anunderlying asset or an index return. Realized variance is the variance of the underlying
asset’s return over the life of the variance derivative. The investors can use these forward contracts on annualized variance
to gain exposure to future levels of variance. And one can also use these instruments to speculate on future variance levels,
to trade the spread between implied and realized variance levels, or to hedge the variance exposures of other positions.
Variance swap is a popular financial derivative, and it is a forward contract in which one agrees to pay the counterparty
a notional amount M , timing difference between a fixed level and a realized level of variance, respectively. Its payoff at
expiration is equal to
Payoff = M × (σ 2R − K 2var),
where K 2var is called the variance strike for the variance swap, and σ
2
R is the realized variance which is determined by the
variance of the asset’s return over the life of the swap. The holder of a variance swap receives M for every point when the
realized variance σ 2R exceeds the strike. The procedure for calculating the realized variance is usually clearly specified in
the contract and includes details about the source and observation frequency of the price of the underlying asset, and the
method to calculate the variance.
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Generally speaking, market participants would rather trade volatility than variance, and a number of people prefer
volatility swaps. However, because of the good property of the pricing of variance swaps, they are recommended to clients
by many institutes. The research on variance swaps is more systematic and complete than that on volatility swaps, such as
the additive property of the variance. The pricing of volatility swaps is usually approximated with the help of the results
of variance swaps. Recently, on the basis of standard variance swaps, a new generation of variance swap derivatives has
appeared and they have become increasingly popular: examples are Corridor Variance Swaps, Gamma Variance Swaps, and
Conditional Variance Swaps.
In the recentwork of Derman et al. [1], the authors have examined the properties of variance swaps, and they showed that
variance swaps canbe theoretically replicated by a static position in European call andput options of all strikes and adynamic
trading strategy in the underlying asset, based on the Black–Scholes [2] pricing theory. Heston and Nandi [3] provided
analytical solutions for the pricing of volatility swap derivatives under discrete and continuous cases. Then Javaheri et al.
[4] discussed the valuation of volatility swaps in the GARCH(1,1) stochastic volatility model. They used a partial differential
equation approach to determine the first two moments of the realized variance and then used a convexity approximation
to price the volatility swaps. Little and Pant [5] developed a finite difference method for the valuation of variance swaps
in the case of discrete sampling in an extended Black–Scholes framework. Detemple and Osakwe [6] priced European and
American options on the terminal value of volatility when the volatility follows a diffusion process. Carr et al. [7] priced
options on realized variance by directly modeling the quadratic variation of the underlying process using a Levy process.
Carr and Lee [8] priced arbitrary payoffs of realized variance provided that a zero correlation assumption held between the
stock price process and the variance process. Broadie and Jain [9] studied the pricing and hedging of volatility derivatives for
the case of continuously sampled variancewith a partial differential equationmethod, and they obtained a good property for
the hedging strategy. However, they gave no discussion about the discretely sampled variance casewhich ismore applicable
in financial practice.
The method of control variates is one of the most widely used variance reduction techniques. Its popularity rests on
the ease of implementation, the availability of controls, and on the straightforward intuition of the underlying theory. The
method of control variate exploits information about the errors in estimates of known quantities, and is often used to reduce
the error in an estimate of an unknown quantity, as explained in detail in [10,11]. We start by considering the problem of
estimating the expectation of a random variable V , the discounted payoff of a derivative. Let V1, . . . , Vm be outputs from
m replications of a simulation and suppose that Vi are independent and identically distributed (i.i.d.). The estimator of the
price is the average
V = V1 + · · · + Vm
m
.
Suppose that on each simulation there is another output Xi along with Vi and the pairs (Xi, Vi) are i.i.d. Furthermore, the
expectation E[Xi] = E[X] is assumed known. Then for any fixed coefficient b we can calculate Vi(b) = Vi − b(Xi − E[X])
from the ith simulation. So the control variate estimator of the price is given by
V (b) = V − b(X − E[X]) = 1
m
m∑
i=1
(Vi − b(Xi − E[X])).
The observed error (X − E[X]) serves as a control. Obviously V (b) = V − b(X − E[X]) is an unbiased estimator of E(V ), and
its variance is
Var(V (b)) = Var(V )+ b2Var(X)− 2b√Var(V )Var(X)ρXV .
The optimal coefficient b∗ = Cov[X,V ]Var(X) minimizes the variance, which is given by
Var(V (b∗)) = (1− ρ2XV )Var(V ).
This suggests that a rather high degree of correlation is needed for a control variate to yield substantial benefits. Higher
correlation means better variance reduction. According to the variety of problems, different types of instruments can be
chosen as controls, including underlying assets, tractable options, bond prices, tractable dynamics, hedges and so on.
The literature in the theory and applications of control variates is quite extensive, and we just give a simple list here.
Kemna and Vorst [12] studied the valuation of arithmetic average Asian options with the control variate method. They used
geometric average Asian options, standard options and the underlying stock price as the control variate, and the results show
that geometric average Asian options have greatest correlation and variance reduction efficiency. Clewlow and Carverhill
[13] studied the valuation of contingent claimswith hedge instruments as control variables, as the calculation of the optimal
coefficient is identical to the calculation of the optimal hedge ratio in minimum-variance hedging, and any instrument that
serves as an effective hedge also serves as an effective control variate if it can be easily priced. Recently, Malene and Mikkel
[14] investigated the valuation of Bermuda swaptions in a LIBOR market model using the control variate method. They
tested many control variables including bonds, caps, caplets, delta hedge and swaps, and the computation results show that
caps have the greatest efficiency. But they did not give a theoretical proof on choosing effective controls. Denis and Grigori
[15] discussed a Monte Carlo simulation for the valuation of an American option by decomposing an American option into
a European option and an consumption process. They tried to choose the best underlying process as control in order to
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minimize the variance. Chiarella et al. [16] studied the valuation of interest rate derivatives under the HJM framework
with jumps using the control variate method. Furthermore, Avellaneda [17] and Glasserman [18] researched the connection
between the control variate and weighted Monte Carlo calibration.
In this paper, we study the pricing methods for variance swap derivatives under the stochastic volatility structure. Using
a partial differential equation (PDE) method, we build pricing models for the variance swap under the cases of continuously
sampled and discretely sampled variance, respectively. A closed form solution is derived directly for the case of continuously
sampling by the PDE method. Then an efficient control variate method is proposed for the case of discretely sampled
variancewhich ismore applicable in financial practice as the asset’s volatility cannot be observed directly in themarket. The
closed form solutions are derived for the price of the variance swap under a deterministic volatility assumption, by which a
suitable control estimator is constructed under the stochastic volatility structure. By the analysis of the first two moments
of the underlying processes, a highly efficient control variate is given. The methods used in the paper are also applicable
to the valuation of other types of variance swap, such as Corridor Variance Swaps, Gamma Variance Swaps, Conditional
Variance Swaps, Asian options with discrete sampling and stochastic volatility and other financial derivatives with multi-
factor models.
The rest of the paper is organized as follows. We begin by modeling variance swaps using the PDE method under the
stochastic volatility assumption in Section 2. In Section 3, the control variate method for Monte Carlo simulation for the
valuation of these derivatives is proposed. The analytical solution for the control variate is easily attained with the help of
the PDE approach. Then,with themoment analysis for the underlying stochastic processes, an ‘‘optimal volatility’’ is selected
for developing the highly efficient control variate. In Section 4, the computational results are shown, and they coincide with
the theoretical analysis well. Concluding remarks are given in Section 5.
2. Modeling of variance swap
In this sectionwebuild the partial differential equation pricingmodel for the variance swapunder the stochastic volatility
assumption. The research on stochastic volatility began in the early 1970’s. In 1973, Black and Scholes made a major
breakthrough by deriving pricing formulas for vanilla options written on the stock. The Black–Scholes model assumes that
the volatility term is a constant. This assumption is not always satisfied by real-life options as the probability distribution of
an equity has a fatter left tail and thinner right tail than the lognormal distribution as in [2], and the assumption of constant
volatility in a financial model is incompatible with derivative prices observed in the market, verified by the volatility smile.
The concept of stochastic volatility was introduced in [19], and subsequent developments include the work of Scott [20],
Stein and Stein [21], Ball and Roma [22], and Heston [23]. They proposed different stochastic volatility models.
The stochastic volatilitymodel used in this paper is the Geometric BrownianMotion proposed by Hull andWhite in 1987.
Under the martingale measure, the underlying asset and volatility are assumed to obey the following stochastic differential
equations:
dS(t)
S(t)
= rdt + σtdW1t , σt =
√
Y (t), (1)
dY (t)
Y (t)
= µdt + σˆdW2t , (2)
where r is deterministic interest rate; µ > 0 is the drift of the volatility; σˆ > 0 is the volatility of volatility;W1t andW2t
are Winner processes, Cov(dW1t , dW2t) = ρdt . We further suppose that the market has no arbitrage, and that there are no
transaction costs. There are N observation dates 0 = T0 < T1 < T2 <, . . . , < TN = T . Si , S(Ti) is the asset price on the ith
date, and Yi , Y (Ti) is the instantaneous variance at Ti. The payoff function for the variance swap at maturity T is
V |t=T = M ×
(
N∑
i=1
1
T
(
ln
(
Si
Si−1
))2
− K 2var
)
, h(S0, S1, . . . , SN). (3)
It can be shown as in the work of Brockhaus and Long [24] that
lim
N→∞
N∑
i=1
1
T
(
ln
(
Si
Si−1
))2
= 1
T
∫ T
0
σ 2t dt. (4)
For this case of continuously sampled variance, the payoff function for the variance swap at maturity T is
W |t=T = M ×
(
1
T
∫ T
0
σ 2t dt − K 2var
)
. (5)
Nextwe shall establish the partial differential equationwhichmodels this variance swap anddeduce its closed form solution.
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Define a state variable Jt to measure the accumulated variance: Jt = 1t
∫ t
0 Y (s)ds. This state variable is known at time t
and satisfies the differential equation dJtdt = 1t (Yt − Jt). The price process of the derivative is denoted byW = W (Yt , Jt , t).
At the small time interval (t, t + dt), the change of the price of the variance swap is
dW = ∂W
∂t
dt + ∂W
∂Y
dY + ∂W
∂ J
dJ + 1
2
∂2W
∂Y 2
dY 2.
As there is no default risk and risk neutral, we have E[dW ] = rWdt . Then we attain the partial differential equation for the
price processW (Yt , Jt , t) of the variance swap with payoff (5):
∂W
∂t
+ µY ∂W
∂Y
+ 1
2
σˆ 2Y 2
∂2W
∂Y 2
+ ∂W
∂ J
Y − J
t
− rW = 0, 0 < J, Y <∞, 0 ≤ t ≤ T ,
W |t=T = M(J − K 2var).
(6)
It is easy see that the solution of above problem has the form
W (Y , J, t) = A(t; T )J + B(t; T )Y + C(t; T ), (7)
where
A(t; T ) = Mte
−r(T−t)
T
, B(t; T ) = M[e
−(r−µ)(T−t) − e−r(T−t)]
µT
, C(t; T ) = −MK 2vare−r(T−t).
We can therefore obtain the price of the variance swap with continuously sampled variance from the above price process.
Theorem 2.1. The price of the variance swap for the case of continuously sampled variance with payoff (5) is
W |t=0 = W (Y0, Y0, 0) = MY0
µT
[e−(r−µ)T − e−rT ] −MK 2vare−rT ,
where Kvar , Y0,M, µ, T , r are given as in (1)–(3).
For the case of discretely sampled variance, the payoff function is expressed by Eq. (3). Then we establish the pricing
model for the derivative with the PDE method. In this problem there are two sources of randomness instead of one. When
constructing a portfolio, the derivatives cannot be perfectly hedged with just the underlying asset. Instead we need another
benchmark derivative called V ∗t with different maturity and different strike but the same underlying asset. Then, during an
arbitrary observation interval (Ti−1, Ti), we construct a riskless portfolioΠ , containing the product V , the quantity∆1 of the
underlying asset, and the quantity∆2 of another traded derivative V˙t with differentmaturity and strike but same underlying
asset. By Ito’s lemma and the ∆-hedging principle, we choose ∆1 and ∆2 to make Π riskless during [t, t + dt]. Then the
equation governing V can be written as in [19]:
LV ,
∂V
∂t
+ rS ∂V
∂S
+ µV ∂V
∂Y
+ 1
2
YS2
∂2V
∂S2
+ 1
2
σˆ 2Y 2
∂2V
∂Y 2
+ ρσˆ SY 32 ∂
2V
∂S∂Y
− rV = 0.
As the market is assumed to have no arbitrage, the price of the variance swap should be continuous at Ti. Let V = Vi(i =
1, 2, . . . ,N), t ∈ (Ti−1, Ti); the partial differential equation pricing model for the variance swap is therefore given by{
LVN = 0, 0 < S, Y <∞, TN−1 ≤ t < TN = T ,
VN |t=T = h(S0, S1, . . . , SN−1, S), (8){
LVi = 0, 0 < S, Y <∞, Ti−1 ≤ t < Ti
Vi|t=Ti = Vi+1|t=Ti , (i = 1, 2, . . . ,N − 1). (9)
If the analytical solution VN(S0, S1, . . . , SN−1, S, t) is obtained from the first problem, (8), then at t = TN−1, S =
SN−1, VN−1|t=TN−1 = VN(S0, S1, . . . , SN−1, SN−1, TN−1), which is the initial value of the second problem with i = N − 1.
Therefore, the following solutions VN−1, . . . , V1 can be solved by induction.
Hull and White [19] proposed a probabilistic approach to the special case N = 1, ρ = 0 of the above problem, by the
introduction of the mean variance over the life of the derivative security defined by the stochastic integral Y¯ = 1T
∫ T
0 Ytdt .
They got the formal solution
V (St , Yt , t) =
∫
q(Y¯ |Yt ) · e−r(T−t)
∫ +∞
−∞
1√
2pi
exp
[
−1
2
ϑ2
]
h
(
S0e
√
Y¯ (T−t)ϑ−βY¯ (T−t)
)
dϑdY¯ ,
where α = −r − 1
2σ 2
(r − σ 22 )2, β = 12 − rσ 2 . Let q(Y¯ |Yt ) be the density function of Y¯ simplified by q(Y¯ ); then it is shown
that q satisfies the following differential equation:
∂q
∂t
+ Y¯ − Y
T − t
∂q
∂ Y¯
+ 1
2
σˆ 2Y¯ 2
∂q
∂Y
+ µY ∂q
∂Y
= 0.
However, there is no closed form solution to this problem.
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Similarly, as V is continuous at Ti, we can derive the formal solution of the above problem (8)–(9) with ρ = 0
V (S, Y , 0) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
q(Y 1), . . . , q(YN)(2pi)−
N
2 exp
{
N∑
i=1
αi1Ti + 12
N∑
i=1
β2i Y i1Ti −
ϑ21+, . . . ,+ϑ2N
2
}
× h
(
S0 exp
(√
Y 11T1 − β1
√
Y 11T1
)
, . . . , S0 exp
(√
Y 11T1
× ϑ1 − β1
√
Y 11T1+, . . . ,
√
YN1TNϑN − βN
√
YN1TN
))
dϑ1, . . . , dϑNdY 1 · · · dYN , (10)
where Y i =
∫ Ti
Ti−1
Yt
Ti−Ti−1 dt , αi = −r − 1∑ Y i(r−Y i/2)2 , βi = 12 − rY i . Let q(Y i) be the density of Y i satisfying the following
equation:
∂q
∂t
+ Y¯i − Yi
T − t
∂q
∂ Y¯i
+ 1
2
σˆ 2Y¯ 2i
∂q
∂Yi
+ µYi ∂q
∂Yi
= 0.
As there is no closed form solution to q(Y i), it is difficult to derive the analytical expression of (10). If the finite difference
method is used directly to solve this path-dependent variable problem (8)–(9), it is really an enormous job. For example,
even if there are only 20 grid points for the S direction, the number of computed variables will reach 205 ≈ 5 × 107 for
N = 5, which means too much computation cost. So, in the next section, we will evaluate the variance swap using Monte
Carlo simulation with control variate techniques.
3. Control variate method for Monte Carlo simulation
3.1. PDE approach for the variance swap with deterministic volatility
We consider the variance swap under the assumption of deterministic function volatility instead of the stochastic
volatility model (1)–(2). The asset is assumed to follow
dS(t)
S(t)
= rdt + σ(t)dW1t , (11)
where r is the interest rate;σ(t) > 0 is the deterministic time-dependent volatility,whichwill be chosen in next subsection;
W1t is the same Winner process as in (1). W = W (S, t) denotes the price of this derivative, and the payoff function at
maturity is also h(S0, S1, . . . , SN) as in (3). Then, similar to the derivation of (8)–(9) in Section 2, the PDE pricing model of
the product is given by
L1W = ∂W
∂t
+ rS ∂W
∂S
+ 1
2
σ 2(t)S2
∂2W
∂S2
− rW = 0 0 < S <∞, Ti−1 < t ≤ Ti,
W |t=T = h(S0, S1, . . . , SN),
W |t=T+i−1 = W |t=T−i−1 , (i = 1, 2, . . . ,N).
(12)
We shall derive the closed form solution to the above problem.
First, when there is a single observation point, the model becomes{
L1W = 0 0 < S <∞, 0 < t ≤ T ,
W |t=T = h(S0, S).
The analytical solution is given by
W (S0, 0) =
∫ ∞
−∞
1√
2pi
exp
(
−rT − ϑ
2
2
)
h
S0, S0 exp
α1(0)+ ϑ
√∫ T
0
σ 2(ω)dω − n
∫ T
0
σ 2(ω)dω
 dϑ, (13)
where α1(t) = r(T − t), n = 12 .
Second, when there are N observation points, the model becomes{
LWN = 0, 0 < S <∞, TN−1 ≤ t < TN = T ,
WN |t=T = h(S0, S1, . . . , SN−1, S),{
LWi = 0, 0 < S <∞, Ti−1 ≤ t < Ti.
Wi|t=Ti = Vi+1|t=T+i , (i = 1, 2, . . . ,N − 1),
J. Ma, C. Xu / Journal of Computational and Applied Mathematics 235 (2010) 108–119 113
where 0 < T1 < · · · < TN = T ,Wi(i = 1, 2 · · ·N) denotes the value ofW during [Ti−1, Ti]. By formula (13) and the method
of induction, the pricing formula of the derivative with N observation dates can be expressed as
W (S0, 0) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
1
(
√
2pi)N
exp
(−rT − (ϑ21 + · · · + ϑ2N) /2) h
×
S0, S0 exp
rT1 + ϑ1
√∫ T1
0
σ 2(ω)dω − n
∫ T1
0
σ 2(ω)dω
 ,
S0 exp
rT2 + ϑ2
√∫ T2
T1
σ 2(ω)dω + ϑ1
√∫ T1
0
σ 2(ω)dω − n
∫ T2
0
σ 2(ω)dω
 , . . . ,
S0 exp
(
rT + ϑN
√∫ T
TN−1
σ 2(ω)dω + ϑN−1
√∫ TN−1
TN−2
σ 2(ω)dω + · · · ,−n
∫ T
0
σ 2(ω)dω
))
dϑ1 · · · dϑN . (14)
Theorem 3.1. The price of the variance swap with N discrete observation dates under the stochastic process (11) is given by
W (S0, 0) = M exp(−rT )T
 N∑
i=1
r21Ti2 + (1− r1Ti) ∫ Ti
Ti−1
σ 2(ω)dω + 1
4
(∫ Ti
Ti−1
σ 2(ω)dω
)2− TK 2var
 ,
where M, r, σ (t), Kvar , T are the same as in the previous sections.
Proof. Substituting h(S0, S1, . . . , SN) into (14) yields
W (S0, 0) = e
−rTM
T
N∑
i=1
∫ +∞
−∞
· · ·
∫ +∞
−∞
1
(
√
2pi)N
exp
(
−ϑ
2
1 + · · · + ϑ2N
2
)
×
{
r(Ti − Ti−1)+ ϑi
√∫ Ti
Ti−1
σ 2(ω)dω −
∫ Ti
Ti−1
σ 2(ω)dω
}2
− K 2varMe−rT ,
= (I1 − TK 2var)
Me−rT
T
.
Then, by calculating directly,
I1 =
N∑
i=1
(r1Ti)2 + (1− 2r1Ti)
∫ Ti
Ti−1
σ 2(ω)dω + n2
(∫ Ti
Ti−1
σ 2(ω)dω
)2
+
∫ Ti
Ti−1
σ 2(ω)dω
 .
Therefore,
W (S0, 0) = M exp(−rT )T
 N∑
i=1
r21Ti2 + (1− r1Ti) ∫ Ti
Ti−1
σ 2(ω)dω + 1
4
(∫ Ti
Ti−1
σ 2(ω)dω
)2− TK 2var
 .
In particular, when σ(t) is equal to a constant σ , the price is simplified to
W (S0, 0) = Me
−rT
T
[
σ 2T +
(
r2 + 1
4
σ 4 − rσ 2
) N∑
i=1
1T 2i − TK 2var
]
. 
Remark 3.1. When N → ∞ and max1<i≤N 1Ti → 0, the above expression is the same as the one in Theorem 2.1 when
µ→ 0+, σˆ → 0+.
3.2. Control variate for valuation of the variance swap
The control variate method is one of the most widely used variance reduction techniques. The explicit algorithm for the
valuation of the variance swap with control variate techniques is given as follows.
(i) Divide [0, T ] into n parts with mesh size1t = T/n = tk+1 − tk, and make sure that the set of time discrimination points
{tk}nk=1 covers the set of observation dates {Ti}Ni=1. Based on the diffusion process (11), generate a standard normal random
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number Z1,jk and the set
S1,j(tk+1) = S1,j(tk) exp
((
r − 1
2
σ 2(tk)
)
1t + σ(tk)
√
1tZ1,jk
)
, S1,j(t0) = S0,
where σ(t) is a deterministic function of t which will be chosen later. Then a replication j of the stock price St is attained.
(ii) According to the variance swap contract and replication j in (i), set the price of control variate
Xj = M exp(−rT )
N∑
i=1
 1
T
ln
(
S1,ji
S1,ji−1
)2
− K 2var
 ,
where S1,ji = S1,j(Ti).
(iii) Let
S2,j(tk+1) = S2,j(tk) exp
((
r − 1
2
(σ
j
tk)
2
)
1t + σ jtk
√
1tZ1,jk
)
, S2,j(t0) = S0
with the same sequence Z1,jk as in (i), where σ
j
tk is governed by σ
j
tk =
√
Y jk, and
Y jk+1 = Y jk exp
((
µ− 1
2
σˆ 2
)
1t + σˆ√1tZ2,jk
)
,
where Z2,jk and Z
1,j
k are standard normal random variables with correlative coefficient ρ which can be generated by two
independent variables Z1,jk and U
j
k, Z
2,j
k = ρZ1,jk +
√
1− ρ2U jk. Then replication j of the stock prices St following (1) and (2)
is simulated.
(iv) According to the clause of variance swap, and replication j in (iii), set the price
Vj = M exp(−rT )
 N∑
i=1
 1
T
ln
(
S2,ji
S2,ji−1
)2
− K 2var
 .
(v) Set
Vj(b) = Vj − b(Xj − E[X]),
where E[X] is given byW (S0, 0) in Theorem 3.1.
(vi) The control variate estimate of the price of variance swap under the stochastic volatility structure (1)–(2) is finally
obtained from the mean ofm replications,
V (b) = 1
m
m∑
j=1
Vj(b) = V − b(X − E[X]),
with the fixed volatility function σ(t) in (11), and the optimal coefficient b∗ = σV ρVX
σX
= Cov[X,V ]Var[X] which minimizes the
variance Vj(b). However, in practice, Cov[X, V ] is unknown, we may use an estimate of b∗, which is given by
bˇm =
m∑
i=1
(Xi − X)(Vi − V )
(
m∑
i=1
(Xi − X)2
)−1
.
The key step of the control variate in this algorithm lies in choosing a favorable volatility function σ(t). We hope to
choose a representative volatility σ(t) to make sure that there is high correlation between the control variate X and V . With
the analysis of moment relations between (1), (2) and (11), we obtain Theorem 3.2.
Theorem 3.2. When the volatility function satisfies σ 2(t) = Y0eµt , t ∈ [0, T ], the first two moments of (11) approximately
equal those of (1) and (2) at any time t.
Proof. For any time t ∈ [0, T ], the first two moments of (11) are
E(S(1)t ) = S0 exp(rt),
E((S(1)t )
2) = S20 exp
(
2rt −
∫ t
0
σ 2(s)ds+ 2
∫ t
0
σ 2(s)dW1(s)
)
= S20 exp
(
2rt +
∫ t
0
σ 2(s)ds
)
.
J. Ma, C. Xu / Journal of Computational and Applied Mathematics 235 (2010) 108–119 115
Table 1
The results with N = 1, µ = 0.0.
Paths σ (1) σ (2) R Price Error
1000 0.1500 0.1500 159.0614 21.39 0.0061
2000 0.1500 0.1500 147.3817 21.39 0.0047
5000 0.1500 0.1500 146.2758 21.40 0.0031
8000 0.1500 0.1500 144.3252 21.39 0.0026
10000 0.1500 0.1500 142.7051 21.39 0.0022
Table 2
The results with N = 1, µ = 0.05.
Paths R1 R2 Price Error
100 214.3687 94.5927 23.3497 0.0200
400 160.7320 83.9650 23.3402 0.0101
1000 157.7391 85.0311 23.3442 0.0063
2000 146.2710 81.9947 23.3436 0.0049
5000 145.1456 82.4042 23.3526 0.0032
8000 143.2535 80.5270 23.3504 0.0025
For (1) and (2), we have
E(S(2)t ) = E
[
S0 exp
(∫ t
0
(
r − 1
2
Y (s)
)
ds+
∫ t
0
√
Y (s)dW1s
)]
= S0 exp(rt),
E((S(2)t )
2) = S20E
[
exp
(
2rt + 2
∫ t
0
√
Y (s)dW1s − 2
∫ t
0
Y (s)ds+
∫ t
0
Y (s)ds
)]
.
If the stochastic integral
∫ t
0 Y (s)ds is approximated by the mean integral
∫ t
0 E(Y (s))ds, then by the exponential martingale
theorem, the second moment is expressed as
E
(
(S(2)t )
2
)
= S20 exp
(
2rt +
∫ t
0
E(Y (s))ds
)
= S20 exp
(
2rt +
∫ t
0
Y0 exp(µs)ds
)
.
If the initial values of stock prices between the two processes are same, and σ 2(t) is equal to Y0(exp(µt)), then their
corresponding moments are equivalent at any time t .
This means that (11) approximately equals (1) and (2) in the sense of moments, if σ(t) is chosen as in Theorem 3.2 above.
The control variate in this case is viewed as the ‘‘optimal control’’ and is regarded as having the greatest efficiency of variance
reduction, which will be shown in Section 4. 
4. Computation results and analysis
We present some computational results based on the algorithm described in Section 3; the volatility function σ(t) is
given by Theorem 3.2. Parameters M = 1000, r = 0.05, σˆ = 0.01, T = 1, Y0 = 0.152 are chosen, and the time period of
[0, T ] is divided into 100 parts with mesh size1t = T/100, according to the data on the clause. The strike volatility Kvar is
just a constant decrement, having no effect on the numerical results, so Kvar = 0 is supposed without loss of generality. The
results with parameters µ = 0, 0.05, 0.15, 0.20 and observed frequency N = 1, 5, 50, 100 are recorded separately.
Table 1 shows the results of the variance reduction ratios, the prices of the derivative and estimate errors from the control
variate Monte Carlo simulations with different simulation paths for the case of N = 1, µ = 0. Furthermore, for this special
case, an unconstrained optimization problemmaxσ∗{ Var[Vj]minb{Var[Vj(b)]} } is also discussed, in order to confirm the ‘‘optimality’’ of
the control variate governed by Theorem 3.2. A direct search method is used to solve this optimal problem as in [25]. Here
the searched optimal volatility σ ∗ denoted by σ (2) in the third row of Table 1 is compared with the volatility σ (1) in the
second row determined by Theorem 3.2. Here b∗ is equal to Cov[X,V ]Var(X) with their sample counterparts yielding the estimate
bˇm. Then R is used to denote the variance reduction ratio. From Table 1 we can see that σ (1) given by Theorem 3.2 is equal
to σ (2) searched by the optimization problem every time. This shows that the given control volatility function is optimal.
Then all the variance reduction ratios are greater than 142; in particular, the ratio is 159 when the number of simulation
paths equals 1000. The simulation error is very small every time, about 10−3, which is a generally satisfactory result. Fig. 1
plots the searched situation of the optimization problem. It shows that when the searched optimal result is equal to 0.1500,
the ratio of variance reduction is maximal, which coincides with the result in Theorem 3.2. It also shows that the variance
reduction ratios are symmetrically distributed with the center σ ∗ = 0.1500.
Table 2 records the results with parameters N = 1, µ = 0.05. In addition, a contrast is made to the results R2 with only
a single control volatility constant σ(t) = 0.1519 over all the time range of [0, T ]. The variance reduction ratio with time-
dependent volatility function σ(t) = 0.15√e0.05t is denoted by R1. From Table 2 we can see the ratio R1 is evidently greater
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Fig. 1. The searched results with N = 1, µ = 0.
Table 3
The simulation results with N = 5, µ = 0.05.
Paths R1 R2 Price Error
100 105.6288 59.7758 22.2271 0.0150
400 91.6542 57.9560 22.2333 0.0079
1000 92.9264 53.624 22.2300 0.0048
2000 90.7246 55.9692 22.2279 0.0036
5000 89.8794 55.3777 22.2311 0.0022
8000 88.1141 54.9926 22.2288 0.0018
Table 4
The simulation results with N = 5, µ = 0.15.
Paths R1 R2 Price Error
100 103.9356 24.0866 23.3627 0.0161
400 90.2941 23.9784 23.3695 0.0084
1000 91.4448 22.2537 23.3659 0.0051
2000 89.4065 23.0953 23.3637 0.0038
5000 88.5442 22.8921 23.3671 0.0024
8000 86.8550 22.7557 23.3647 0.0019
than R2, especially for small number of simulation paths 100 and 400, and their corresponding ratios are nearly (214, 94)
and (160, 84), respectively. Their simulation errors are also very small, nearly at the 10−3 level, and the error decreases
gradually as the number of simulation paths increases. Then the price of variance swap with bigger µ is higher than that
with smaller µ in Table 1.
Tables 3 and 4 show the simulation results with parameters N = 5, µ = 0.05 and N = 5, µ = 0.15, where σ(t) is
chosen as 0.15
√
e0.05t and 0.15
√
e0.15t , respectively. The simulation results with the control variate method show that the
algorithm has obvious variance reduction effects. And the comparisons show that the variance reduction ratios R1 with the
time-dependent volatility function are evidently greater than those (R2) with control volatility constant, especially for bigger
µ. For example, for smaller µ = 0.05, the comparative ratios R1 and R2 in the last two lines of Table 3 are nearly (89, 55)
and (88, 54), and for bigger µ = 0.15, the comparative ratios are (88, 22) and (86, 22). Therefore, when µ = 0.15, the
contrast is more evident. From Tables 3 and 4 we can also see that the control variate algorithm is stable, and the estimated
errors are all small, at about the 10−3 level. Moreover, the price of the swap increases when µ increases. The reason is that
if the volatility has an increase tendency, the asset will have a wild fluctuation. High risk means high return, and therefore
the price of the variance swap grows with increase of µ.
Fig. 2 shows scatter plots of simulated values ofMe−r(T−t)(
∑N
i=1(log
Si
Si−1 )
2 − K 2var) with stochastic volatility against the
valuesMe−r(T−t)(
∑N
i=1(log
Si
Si−1 )
2−K 2var)with deterministic volatility for the casesN = 1 andN = 5, respectively. The plots
show the strong correlations between the two cases: their resulting correlations are all greater than 0.99.
Next we examine the variance reduction effects for more observation dates N . Table 5 shows the variance reduction
ratios, prices and estimate errors for N = 50, µ = 0.05 and µ = 0.30. Table 6 shows the variance reduction ratios, prices
and estimate errors for N = 100, µ = 0.05 and µ = 0.20. They all indicate that our control variate algorithm has obvious
variance reduction effects. The computational efficiency will increase by using the control variate method proposed here.
The number of simulations without control variate would have to be increased by a factor of R2 in order to achieve the
same accuracy as a given number of simulations with control variate. Fig. 3 shows scatter plots of the simulated values of
Me−r(T−t)(
∑N
i=1(log
Si
Si−1 )
2 − K 2var)with stochastic volatility against those with deterministic volatility for the cases N = 50
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Fig. 2. Scatter plots of values of the two types of variance swap for N = 1 and N = 5.
Table 5
The results with N = 50, µ = 0.05 and µ = 0.30.
Paths R1 Price Error R1 Price Error
100 45.7408 21.9824 0.0113 44.5784 24.9723 0.0132
400 33.9638 21.9939 0.0064 33.0905 24.9853 0.0075
1000 34.4814 21.9955 0.0040 33.6513 24.9873 0.0046
2000 33.1545 21.9942 0.0029 32.3045 24.9860 0.0034
3000 33.6089 21.9760 0.0024 32.7315 24.9866 0.0028
5000 33.8978 21.9959 0.0018 33.0078 24.9881 0.0022
Table 6
The results with N = 100, µ = 0.05 and µ = 0.20.
Paths R1 Price Error R1 Price Error
100 30.5803 21.9483 0.0113 30.2096 23.6926 0.0124
400 24.2421 21.9618 0.0063 23.8125 23.7073 0.0069
1000 24.6768 21.9631 0.0039 24.2500 23.7088 0.0043
2000 24.0664 21.9617 0.0029 23.6088 23.7073 0.0032
3000 24.4139 21.9621 0.0024 23.9824 23.7078 0.0026
5000 24.6780 21.9628 0.0018 24.2515 23.7086 0.0020
Fig. 3. Scatter plots of values of the two types of variance swap for N = 50 and N = 100.
and N = 100, respectively. The plots show the strong correlations between the two cases: their resulting correlations are
also greater than 0.99. From the last row of Tables 5 and 6, we can find that the estimated errors are stable and also very
small, at about the 10−3 level, the same as those of N = 1 and N = 5. Furthermore, the price of the variance swap is
also increasing along with increasing µ, just as before. From the above tables, although we still get stable estimated errors,
which remain at the 10−3 level, the variance reduction ratios have a small decreasing tendency as the observation frequency
increases. The reason is that the variance reduction ratio R is calculated from Var(V )Var(V (b)) , and the variance from the basic Monte
Carlo simulation Var(V ) decreases as the observation frequency N increases, as seen from Fig. 4, which also reflects that the
variance from the control variate Monte Carlo simulation is stable for different observation frequencies.
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Fig. 4. Relations between the variance from the basic Monte Carlo simulation and N .
Table 7
The results with µ = 0.05, N = 5 and N = 50.
Paths Price Error Ratio Paths Price Error Ratio
500 22.414 0.6218 1.0002 500 21.8855 0.1914 1.0000
1000 22.3448 0.4436 1.0007 1000 21.8829 0.1367 1.0001
3000 22.6317 0.2624 1.0001 3000 21.9764 0.0801 1.0001
5000 22.5439 0.2010 1.0000 5000 21.9696 0.0624 1.0007
Table 8
The results with µ = 0.05, N = 100 and N = 1000.
Paths Price Error Ratio Paths Price Error Ratio
500 21.0103 0.1361 1.0017 500 21.9436 0.0454 1.0117
1000 22.0117 0.0994 1.0001 1000 21.9049 0.0317 1.0104
3000 21.9390 0.0575 1.0000 3000 21.9317 0.0180 1.0095
5000 21.9526 0.0447 1.0002 5000 21.9365 0.0141 1.0101
Fig. 5. Scatter plots of values of the two types of variance swap for N = 5 and N = 50.
Remark 4.1. By result (4) in Section 2, it seems that we can takeW in (7) as a good control variate, especially for variance
swap with high observation frequencies. The computation results are listed in Tables 7 and 8 for this new control variate.
By the results in Tables 7 and 8, we can see that the effect of variance reduction with new control variate W is not
good, since the variance reduction ratios are just bigger than 1. This reflects that the correlation between the new control
variate (continuous sampling) and the problem (discrete sampling) is weak. Fig. 5 shows scatter plots of simulated values
of Me−r(T−t)(
∑N
i=1
1
T (ln(
Si
Si−1 ))
2 − K 2var) against the values of Me−r(T−t)( 1T
∫ T
0 σ
2
t dt − K 2var) for the cases of N = 5, N = 50,
N = 100 and N = 1000, respectively. They show the weak correlations between the variance swap with discrete sampling
and continuous sampling. The resulting correlation is−0.052, 0.038, 0.073 and 0.140, respectively (Fig. 6).
The reason for this is that the new control variate is just related to the Brownian motionW2t , but withoutW1t .
5. Conclusion
In this paper, we have built a partial differential equation pricing model for the variance swap under the cases of
continuous sampling and discrete sampling, respectively. Then control variate technique is applied to the valuation of
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Fig. 6. Scatter plots of values of the two types of variance swap for N = 100 and N = 1000.
variance swaps with more complicated processes, based on the closed form solutions in a simplified model. Then with the
analysis of the moments for the underlying processes, a favorable method to determine how to choose an efficient control
variate for Monte Carlo simulation is developed. The idea in this paper can also be extended to other variance swaps, such
as Corridor Variance Swaps, Gamma Variance Swaps and Conditional Variance Swaps, and even to derivatives with other
stochastic volatility models or multi-factor models.
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