be an exact probability preserving Markov map as in [AI] .
We can and do assume that X is a topological Markov shift: endowed with the Polish topology inherited from the product topology on aN.
Then T is locally invertible with respect to a in the sense that for each n 2:
1, a E a~-l the map Tn : a ---t Tn a is nonsingular and invertible. The inverse of this map is denoted Va : Tn a ---t a and given by Va(Xl, X2, •.. ) 
The partition a enables definition of a Holder class of metrics {d r : 0 < r < 1} onX:
For n 2: 1, define an : X ---t a~-l by X E an(x) E a~-l.
For x,y E X define t(x,y):= min{n 2: 1: an(x) =J an(y)} (:S 00).
For r E (0,1) define d r : X x X ---t lR by dr (x, y) := rt(x,y) .
It is easily seen that the identity: (X, d r ) ---t (X, d s ) is Holder continuous V r, s E (0,1). Accordingly, we define the Holder constants of a function h : X ---t M with values in a metric space (M, p) by
Dr,x(h):= sup· p(h(x), h(y)) x,yEX rt(x,y)
Let Lr(M) := {h : X ---t M: sUPaEa Dr,a(h) < oo}. In case M = lR we simply write L r := Lr(M) instead.
Recall (see e.g. [A-Dl] ) that (X, B, m, T, a) has the Gibbs property if:J C > 1, 0 < r < I such that V n 2: 1, a E a~-l, m(a) > 0: The proof of the theorem is given in the subsequent sections. The only non-trivial implications are 4.) ===} 3.) and 1.) ===} 5.). Our proofs certainly follows general concepts, like [L-R-W] and [F] for the first implication and [S] for the second. In particular the last section contains a ratio limit theorem of independent interest.
where f E L 1 (m) and 9 E Loo(m). For a Gibbs-Markov map T this operator has the form
and for the group extension Tc/>
Fix some r E (0,1) and let f3 denote the coarsest partition such that Tn C CJ(f3).
We define the Banach space L of all L oo functions f : X ---+ lR with
We may assume that r is chosen so large that Dc/> = Dr,¢> < 00. It is shown in
Proof of 4.) ===} 3.).
It is sufficient to show relative exactness (see [G] 
for all wELl (m) and r E L 1 (G) satisfying Ie rdg = O. Moreover, we may and will reduce to those W which are Lipschitz continuous and those r which are Lipschitz continuous and have compact support. We define the operators M t :
. Let WE L 1 (X) and let the measures {J.Ln,x : n 2' : 1} on G be defined by
Tn(z)=x
We'll show that the measures {J.Ln,x : n 2' : 1} are completely mixing in measure.
is Lipschitz continuous with Lipschitz constant ynlwl(x)IIF -MtFIILICG).
Proof. Since t; F(x, g) = t n F (·, 9 -1>n(-) )(x), it suffices to show the theorem for a subclass which generates a dense subspace in L 1 (X x G). Here we take the class of all functions W® f where W belongs to the space Land f is an integrable and Lipschitz continuous function on G.
It also follows from the above that
whence as before,
GROUP EXTENSIONS OF GIBBS-MARKOV
By induction it is easily seen that for n fixed and k~1
Since the function
is of class L it follows that for k -+ 00 whence 5
lim sup IltLn,x * f1IL 1 (G) ::; C('1f @ f).
n-+oo
By (1) and (2), given f > 0, we can choose no so large that for n~no Using (1) once again,
The proposition follows easily. The additional claim follows from
In order to show the theorem it is left to prove the following
Proof. The proof of this statement follows from a series of facts:
Define the measures lIn,x = Lrn(z)=x Pn(X, z)6z on x. 
In order to see this claim, let nl be any subsequence and choose mj so that (4) for x E n where n is a T-invariant set of full measure. On the one hand it follows from this that for every B fixed (5)
because the integrand is uniformly bounded and pointwise convergent by (4).
On the other hand, for x E n,
by (5), hence for x E n proving claim 1. 
Claim 2 follows from (7) and (8) 
l4>n(v a (V)) -4>n(v a (w))I:::; Dc/> Ld(T1(va(v)),T1(va(w))) 1=0
Since f has compact support Similarly, there exists a constant C 1 (also depending on the Lipschitz constant of '1J) so that
where La extends over all a E (o:)~-l : Tn a J Au B.
Claim 4:
There exists a set n of measure 1 and a constant C > 0 with the following property:
By claims 1-3 there exists a subsequence {mj : j 2 I} C N and a subset n so that (3), (6) and (9) hold for any x En, k 2: 1 and v,w E T-k({x}). Therefore
Vk,x w {w} Cd(v, w) ,
The lower bound is shown in the same way, proving claim 4.
GROUP EXTENSIONS OF GIBBS-MARKOV
Claim 5:
First observe that the set of t E G satisfying the claim is a group. In fact, the claim holds for the identity in G, and by proposition 1
Hence it suffices to prove the claim for t in a generating set Go. Moreover, it suffices to prove the claim for f Lipschitz continuous with compact support, since C('1'0f) is L 1 (G)-norm continuous. By assumption, and by claim 4 there is a measurable set nEB of full measure, a constant C > 0 and a subset Go C G generating G such that for all x E nand
It suffices to show the claim for r 2:: o. For even k Claim 6:
This fact is well known from standard arguments of ergodic transformations: Indeed, as it is well known,
Proof of 1.)~5.)
Ratio limit theorem for symmetric cocycles.
Suppose that ¢> : X -+ G is Holder continuous, aperiodic and symmetric in the sense that there exists a probability preserving transformation S : X -+ X such that ST = T Sand ¢> 0 S = -¢>, then there exists Un > 0 such that
As shown in [A-D1], ,~P, is continuous (G ---+ Hom(L, L) ), and :J f> 0, 0( ) < 1 and continuous functions
IA(,)I~1 with equality iff, = 0, 
where p(T/) := sUP7)::::;hl::::;€ IA(,) I < 1. Thus
Un(T/)
rv Un as n ---+ 00 V 0 < T/~f.
(by reality, for some°< () < 1). Since l(,)fR (-y(y) Proof.
Consider the mixing Gibbs-Markov map (X x X, B(X x X), TxT, m x m, a x a) equipped with the cocycle ¢ : X X X --+ G defined by ¢(x, x') := <p(x) -<p(x ' ). The cocycle ¢ : X X X --+ G is also Holder continuous, aperiodic, but also symmetric: ¢ 0 S = -¢ where S(x, x') := (x', x) ( 
evidently S(T x T) = (T x T)S).
Thus the conclusion of the corollary holds and this is the lemma.
