Within the SEQUOIA project, funded by the DARPA EQUiPS program, we pursue algorithmic approaches that enable comprehensive design under uncertainty, through inclusion of aleatory/parametric and epistemic/model form uncertainties within scalable forward/inverse UQ approaches. These statistical methods are embedded within design processes that manage computational expense through active subspace, multilevel-multifidelity, and reduced-order modeling approximations. To demonstrate these methods, we focus on the design of devices that involve multi-physics interactions in advanced aerospace vehicles. A particular problem of interest is the shape design of nozzles for advanced vehicles such as the Northrop Grumman UCAS X-47B, involving coupled aero-structural-thermal simulations for nozzle performance. In this paper, we explore a combination of multilevel and multifidelity forward and inverse UQ algorithms to reduce the overall computational cost of the analysis by leveraging hierarchies of model form (i.e., multifidelity hierarchies) and solution discretization (i.e., multilevel hierarchies) in order of exploit trade offs between solution accuracy and cost. In particular, we seek the most cost effective fusion of information across complex multi-dimensional modeling hierarchies. Results to date indicate the utility of multiple approaches, including methods that optimally allocate resources when estimator variance varies smoothly across levels, methods that allocate sufficient sampling density based on sparsity estimates, and methods that employ greedy multilevel refinement.
I. Introduction
In the context of the DARPA-funded project "Scalable Environment for Quantification of Uncertainty and Optimization in Industrial Applications (SEQUOIA)", 1 we are interested in the design under uncertainty of devices that involve aero-structural-thermal interactions in advanced aerospace vehicles. A problem of interest is integrated nozzles for advanced vehicles such as the Northrop Grumman UCAS X-47B shown in Figure 1 . Geometry data and estimated performances of the X-47B are reported in Table 1 . 8 One of the fundamental components within design under uncertainty is the ability to efficiently propagate uncertainty through one or more simulation codes. A single realization for the simulation of the system requires the solution of a multi-physics problem, namely an aero-thermo-elastic analysis, which can be computationally expensive when high-fidelity models are used. The goal of this work is to present how multilevel/multifidelity strategies can be devised to reduce the overall analysis cost by combining a limited number of high fidelity realizations with a much larger number of lower fidelity realizations.
Augmenting the application of multilevel-multifidelity approaches to forward UQ, inverse UQ is also of critical importance as it allows observational/experimental data on a physical system to be be used to reduce the uncertainty in a models predictions. Bayesian inference is an effective tool for inferring the distribution of parameters ξ using model simulations and observational data d. methods are the most popular means of generating samples from the posterior distribution. However MCMC is too expensive to perform with high-fidelity computational models, since the evaluation of the likelihood requires running the high-fidelity simulation at candidate parameter values O(10 4 − −10 6 ) times. Several approaches to this challenge employ low-cost surrogates in place of the expensive forward model. 3, 18, 21, 28 Within SEQUOIA, we utilize our multilevel-multifidelity strategies to draw samples from the posterior distribution of a high-fidelity model. Specifically we construct multilevel-multifidelity emulators for the forward map using a series of polynomial approximations of the model discrepancies. These emulators provide analytic derivative information (gradients and Hessians), allowing for full-Newton pre-solves for the point of maximum a posteriori probability (MAP) followed by Hessian-based proposal densities for generating Markov chain samples that are informed about the local shape of the posterior distribution. These emulators can subsequently be adaptively refined in regions of high posterior density.
Multilevel-multifidelity methods are also under investigation for optimization as described in 22. Similar concepts arise with respect to the tailoring of algorithms to multilevel hierarchies of discretization levels and multifidelity hierarchies of model forms. In this case, multigrid optimization algorithms are specifically tailored for multilevel hierarchies, and trust-region model management algorithms can be expanded to recursively address deep multifidelity hierarchies of varying model forms.
This paper is organized as follows. We summarize our previous approaches to multilevel-multifidelity forward UQ with sampling methods in §II and expansion methods based on rate estimation in §III. Application problems are described in §IV and associated numerical results in §V, motivating additional algorithm developments described in §VI and summary remarks in §VII.
II. Multilevel-multifidelity sampling methods
Monte Carlo algorithm, historically the first developed for stochastic simulations, is popular due to its simplicity, flexibility and provably convergent behavior. Let consider here an abstract PDE governing the evolution of a QoI, Q = Q(x, ξ, t), where x ∈ Ω ⊂ R n and t ∈ T ⊂ R + are the spatial and temporal coordinates respectively and ξ ∈ Ξ ⊂ R d denotes a vector of d random variables. We are interested in the evaluations of statistics of Q, for instance its expected value E [Q], over the space Ξ when a discretization of the PDE is assumed. If the number of spatial degrees-of-freedom is M , we can assume that
for M → ∞, therefore a MC estimator for the expected value of Q M , based on N realizations, is defined as
where we denote a single ith realization Q
which is drawn according to the joint distribution p(ξ). The mean square error (MSE) is
where N −1 Var (Q M ) represents the variance of the estimator whereas (E [Q M − Q]) 2 is the deterministic bias. In order to produce accurate UQ prediction not only the single deterministic realization must be accurate (high resolution and high-fidelity), but also the statistics needs to be computed on a large set of N realizations in order to reduce the variability of the results. A close inspection of the variance term of the MC estimator reveals that it is directly proportional to the variance of the QoI and inversely proportional to the number of realizations N . Therefore, in MC simulation is common to increase the number of realizations N in order to reduce the stochastic contribution to the mean square error up to obtain a balance with the deterministic bias. We consider two main approaches to reduce the variance of the estimator in order to balance this contribution with the deterministic accuracy: a multilevel decomposition of the QoI and a multifidelity control variate strategy. Moreover the two approaches can be combined in order to obtain an even more efficient multilevel-multifidelity algorithm.
In order to reduce the variance term N −1 Var (Q M ) in Eq. (2) beside the direct approach of increasing N , many more sophisticated alternatives have been proposed. 20, 27 In the following to distinguish between fidelity levels we use the superscript LF for low and HF for high-fidelity, respectively.
It is always possible to re-write the generic QoI obtained from high-fidelity computations Q HF M adding a term which depends only on low-fidelity realizations
where Q LF M is the approximation of Q given by a low-fidelity model for which a fixed discretization level M is chosen. The MC estimator of Q HF,CV M results to be unbiased irrespectively from the value of α. Therefore we can use this additional degree-of-freedom in order to reduce the variance of the estimator. Finally, the minimized variance of the MC control variates estimator is
which guarantees always a variance reduction with respect to the standard MC estimator since 0 < ρ 2 < 1 is the correlation between the LF and HF model.
In many engineering applications, in order to obtain LF models a very natural choice is to rely on the spatial discretization, i.e. coarse representation are computationally cheaper with respect to their highresolution counterpart and can provide highly correlated solutions. In this particular case, the convergence properties of the deterministic scheme can be used to build a specialized multifidelity scheme called multilevel.
If we assume here that several resolution levels {M : = 0, . . . , M } with
= M are available, we can exploit the linearity of the expected value operator and expanding in a telescopic sum (through levels)
We define a difference function Y according to is unbiased and has a variance equal to
The advantage of this formulation resides in two main differences with respect to the standard MC estimator. The first peculiarity of MLMC is the expansion of the variance over resolution levels, which does not contain covariance terms because on each level the MC estimator is, by definition, using independent sets of samples. The second difference with respect to MC is that the estimator, except for the coarsest = 0 level, is written for the difference function Y HF . Hence, under the hypothesis that Q HF M → Q for M → ∞, it is legitimate to assume Y HF → 0, therefore the variance contribution of the different resolution levels decreases with . The computational cost can be minimized under a variance constrain by means of a Lagrange multiplier and the optimal sample allocation as result of the minimization is
where ε 2 represent the overall target MSE. The multifidelity and multilevel approach just presented can be combined to achieve a larger variance reduction. 7, 12, 13 The main idea is to expand the expected value of the QoI over the resolution levels (multilevel) by targeting the difference function Y HF on each level. The MC estimator for each Y HF can be written by using a multifidelity control variate approach with estimated control means for the LF model.
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The optimization problem differs from the previous one in for the presence of the equivalent cost C eq , induced by the LF evaluations and is obtained as
where the optimal redistribution of samples across LF and HF is given by
On each level the sample allocation between LF and HF is controlled by r which in turn depends on the correlation ρ 2 and the computational cost ratio w = C HF /C LF .
III. Multilevel-multifidelity expansion methods with rate estimation
Optimal resource allocation in multilevel Monte Carlo is enabled by the known estimator variance for the sample average approximation of the mean
It is desirable to replace the simple sample average approximation with alternative estimators that can potentially achieve faster convergence rates. In particular, in the presence of regularity of the QoIs and possibly sparsity of the solution representation, we have developed a multilevel expansion strategy which employs a parameterized estimator variance. We have explored multilevel PCE methods based on sparse recovery for which rates of estimator convergence are approximated using variance data from k-fold cross-validation. Formulations were developed for global rate parameters γ, κ which lead to an uncoupled level-by-level sample allocation, 7 based on minimizing aggregate cost subject to an MSE error balance:
Pursuing a finer granularity in rate estimation (e.g., supporting different rates for discrepancy spectra), we can introduce level-dependent rate parameters γ l , κ l which lead to a coupled system requiring an iterative solution:
A special case of the level-dependent rate parameter formulation would be to assume κ l = rp l for candidate basis order p l at level l and a global regularity parameter r. This approach is deemed most appropriate when the spectral content per level is largely independent. On the other hand, when a discrepancy function is rendered sparse by the accurate representation of lower order terms at lower levels, the relationship with the candidate basis order p l is largely broken.
In the following sections, we briefly describe the core foundational techniques used within this multilevel machinery: sparse representations computed using compressed sensing and low rank representations computed using regression.
III.A. Multilevel polynomial chaos: sparse representations via compressed sensing
Regression-based PCE approaches solve the linear system:
for a set of PCE coefficients α that best reproduce a set of response values R. Each row of the matrix Ψ contains the N t multivariate polynomial terms Ψ j evaluated at a particular ξ sample. It is common to combine this coefficient estimation approach with a total-order chaos expansion in order to keep sampling requirements low. In this case, simulation requirements scale as
(r is a collocation ratio with typical values 0.1 ≤ r ≤ 2).
Various methods can be employed to solve (14) . The relative accuracy of each method is problem dependent. Traditionally, the most frequently used method has been least squares regression. However when Ψ is under-determined, minimizing the residual with respect to the 2 norm typically produces poor solutions. Compressed sensing methods have been successfully used to address this limitation.
2, 4 Such methods attempt to only identify the elements of the coefficient vector α with the largest magnitude and enforce as many elements as possible to be zero. Such solutions are often called sparse solutions.
• Basis Pursuit (BP) α = arg min α 1 such that Ψα = R
The BP solution is obtained by transforming (15) to a linear program which is then solved using the primal-dual interior-point method
The BPDN solution is computed by transforming (16) to a quadratic cone problem which is solved using the log-barrier Newton method.
When the matrix Ψ is not over-determined the BP and BPDN solvers used will not return a solution.
In such situations these methods simply return the least squares solution.
• Orthogonal Matching Pursuit (OMP)
OMP is a heuristic method which greedily finds an approximation to (17) . In contrast to the aforementioned techniques for solving BP and BPDN, which minimize an objective function, OMP constructs a sparse solution by iteratively building up an approximation of the solution vector α. The vector is approximated as a linear combination of a subset of active columns of Ψ. The active set of columns is built column by column, in a greedy fashion, such that at each iteration the inactive column with the highest correlation (inner product) with the current residual is added.
• Least Angle Regression (LARS) and Least Absolute Shrinkage and Selection Operator (LASSO)
A greedy solution can be found to (18) using the LARS algorithm. Alternatively, with only a small modification, one can provide a rigorous solution to this global optimization problem, which we refer to as the LASSO solution. Such an approach is identical to the homotopy algorithm of Osborne et al.
The LARS algorithm is similar to OMP. LARS again maintains an active set of columns and again builds this set by adding the column with the largest correlation with the residual to the current residual. However, unlike OMP, LARS solves a penalized least squares problem at each step taking a step along an equiangular direction, that is, a direction having equal angles with the vectors in the active set. LARS and OMP do not allow a column (PCE basis) to leave the active set. However if this restriction is removed from LARS (it cannot be from OMP) the resulting algorithm can provably solve (18) and generates the LASSO solution.
• Elastic net
The elastic net was developed to overcome some of the limitations of the LASSO formulation. Specifically: if the (M × N ) Vandermonde matrix Ψ is over-determined (M > N ), the LASSO selects at most N variables before it saturates, because of the nature of the convex optimization problem; if there is a group of variables among which the pairwise correlations are very high, then the LASSO tends to select only one variable from the group and does not care which one is selected; and finally if there are high correlations between predictors, it has been empirically observed that the prediction performance of the LASSO is dominated by ridge regression.Here we note that it is hard to estimate the λ penalty in practice and the aforementioned issues typically do not arise very often when solving (14) . The elastic net formulation can be solved with a minor modification of the LARS algorithm.
III.B. Multilevel functional tensor-train: low rank representations via regression
As the dimensionality of the problem increases, the sparsity exploiting algorithm described above encounters the curse of dimensionality stemming from the enumeration of the polynomial basis functions that make up the vandermonde-like matrix. To mitigate this curse of dimensionality we propose to exploit low-multilinear rank structure for the approximated functions. For example, a multivariate function, e.g., denoting a quantity of interest, may be represented as an expansion in a tensor product basis according to
. . .
where C ∈ R P d is a tensor representing the coefficients of f using orthogonal bases φ
for all k. One way to mitigate this curse of dimensionality is by using tensor decompositions 19 to represent C in a reduced format. One can, for example, consider the tensor-train (TT) decomposition, 25 which represents the tensors as
where C k [i k ] ∈ R r k−1 ×r k are matrices and the above equation describes a sequence of matrix multiplication, and r 0 , . . . , r d (with r 0 = r d = 1) are called the TT-ranks. Note that only O(dP r 2 ), where r k < r for all k, floating point numbers need to be stored. In other words, the storage requirements for representing the coefficient tensor in the TT format grows linearly with dimension.
In this work we further build upon such low rank approximation by using the algebraic form of the TT as an ansatz for representing the functions. The resulting approximation format is called the functional tensor train, 14, 26 and it is able to capture high-order structure while maintaining linear growth in computational complexity with problem size. In this format, we represent a d-dimensional function f (x 1 , . . . , x d ) through a sum of a small number of products of univariate functions f
Our model requires storing O(dr 2 ) univariate functions. It also increases the expressivity of our approximation since the univariate functions f
need not be represented as linear expansions of polynomial functions of the same order within each dimension. Instead, we are able to vary the order within dimensions and are able to use nonlinear approximations such as kernels with adjustable centers or piecewise polynomials with adaptively located knots as well.
To use the FT in the regression context needed for ML computation, we use a recently developed gradient-based optimization techique 15 for finding the parameters of each univariate function to fit some data
by minimizing the least-squares objective.
In that paper, we show that a gradient-based procedure has a computational complexity that also grows linearly with dimension, develop a rank-adaptation scheme to adapt the complexity of the representation to data, and empirically demonstrate improved performance over existing alternating least squares type optimization algorithms.
In this work, we extend the FT by allowing the algorithm to recover a separate low-rank representation for each discrepancy level. The results of the MLFT are reported in the next section where a comparison between it and MLMC and MLPCE is also reported.
IV. Application Problems

IV.A. Simple test problems
In order to demonstrate the relation between different multilevel/multifidelity techniques we selected an array of synthetic problems. These test functions are reported below and they are all bi-fidelity test functions.
• Currin et al. 
IV.B. Steady state diffusion
In this section we consider the following elliptic 1D problem:
where x is the spatial coordinate, ξ a vector of independent random input parameters and a(x, ξ) denotes the (random) diffusivity field. The following Dirichlet boundary conditions are also assumed
We are interested in quantifying the uncertainty in the solution u at specified spatial locations:x = 0.05, 0.5, 0.95. We represent the random diffusivity field a using the following expansion
where 
For the particular test case in this section d = 9, therefore I ξ = [−1, 1] 9 and five uniform spatial discretizations of 4, 8, 16, 32 and 64 elements are selected.
IV.C. SEQUOIA nozzle
In this project we mainly focus on an aero-thermo-elastic problem inspired by the Northrop Grumman UCAS X-47B which is powered by a Pratt & Whitney F100-PW-220 turbofan engine without after-burning capabilities for which we want to design the nozzle device. During normal operative conditions the nozzle structure is exposed to both thermal and mechanical loading. Therefore the nozzle structures needs to include a two-layer array, namely a thermal and a loading layer, placed internally and externally, respectively.
The evaluation of the performance of this device involves the solution of a multi-physics problems which is constituted by the following steps. A simplified engine model simulator needs to be adopted [8] [9] [10] to generate the inlet condition for the nozzle. These conditions are subsequently used as input for the computational fluid dynamics (CFD) step. The SU2 5 CFD code is used to solve the internal flow and generate the temperature and pressure profile along the nozzle wall. An array of SU2 flow realizations in the presence of different nozzle geometries is reported in figure 2 as an example.
Afterward, the temperature profile is provided to a thermal FEM solver which computes the temperature distribution over the entire volume, i.e. the nozzle structure. Finally, the pressure distribution at the wall and the temperature field inside the structure serve as input conditions for a FEM structural solver which computes the stresses distributions in the structure. An example of the thermal field and mechanical stresses is reported in figure 3 .
The need for accurate CFD and FEM solutions poses a challenge for the entire OUU approach because the order of numerical evaluations that can be performed is really limited. Therefore we devised an array of less expensive models that can be adopted in order to reduce the overall computational cost. The main idea is to perform a feasible number of high-fidelity realizations and complement them with a much larger number of low-fidelity simulations. In order to generate a low-fidelity approximation of the solution different strategies can be adopted. A first low-fidelity model can be designed by using a simplified CFD analysis, namely a non ideal one dimensional model for the computation of the flow, and coarse thermal and mechanical FEM analyses. This low-fidelity already proved to be a good choice in order to reduce the cost of forward propagation UQ studies. 13 For the final paper we will also consider the possibility to include RANS simulations for the high-fidelity CFD model and Euler realizations as low fidelity. All the CFD choices, with the exception of the non ideal 1D solver, come with an additional embedded degree of sophistication which is the spatial resolution adopted. Therefore, we are able to exploit both multilevel and multifidelity dimension in order to obtain the most efficient algorithm. The structural analysis is always performed with FEM solvers for which the only dimension we are able to exploit is the spatial resolution.
V. Numerical Results
V.A. ML/MF Monte Carlo
In previous studies 13 we were able to demonstrate the superior behavior of the MLMF over both MC and MLMC for a problem formulation based on low-and medium-fidelity where medium-fidelity (2D Euler) is also discretized on a coarse, medium and fine mesh. In Figure 4 the results, for a 15 dimensional problem, in term of normalized estimated standard deviation of the estimator are reported for MC, MLMC and MLMF. Figure 5 are a set of results for multilevel PCE applied to the steady state diffusion test problem with five discretization levels. Results for differing assumed values of κ (1, 1.5, 2, and 3) are averaged across a set of randomized experiments and compared to single fidelity compressed sensing and bi-fidelity compressed sensing with a fixed sample ratio (10 times more low fidelity samples than high fidelity samples). A cubic growth in cost (consistent with direct linear solvers) is assumed with respect to increasing spatial resolution. It is evident that ML PCE outperforms single-fidelity and bi-fidelity PCE approaches for this problem, and higher assumed κ rates result in more accurate results, albeit with diminishing returns as κ is increased. Further, the tails on the right of Figure 5 (b) result from issues with mutual coherence due to solution of very large systems at the coarsest resolution. This stressed our compressed sensing solvers and provided additional motivation for investigating functional tensor train approaches, which are expected to exhibit improved scalability with system size.
Shown in
V.B.2. SEQUOIA nozzle
PCE approaches, in conjunction with compressed sparse recovery of the expansion coefficients, can take advantage of the regularity of the solution and, therefore might exhibits higher convergence rates than sampling based method. Moreover, this family of techniques is also useful to produce a surrogate that can be employed for inverse UQ studies or optimization. In Figure 6 the results obtained by using ML PCE compared to sampling based method are reported. This case is related to the 15 dimensional problem with low-fidelity model based on the simplified thermal and mechanical analysis, and the rate parameters in Eq. 12 are fixed at γ = 1, κ = 2. 
V.C. Simple test problems
For all the test functions in §IV.IV.A, the following test procedure has been employed. An array of 1000 repetitions has been adopted in order to compute the probability density function of the expected value recovered by the different estimators. A set of 3 values for the number of coarse resolution realizations is selected as N low = {200, 400, 600, }. For the number of ∆ realizations (the discrepancy between high-and low-fidelity) the set is N high = {10, 20, 40, 80, 160}. For each combination of low-fidelity and ∆ evaluations, a polynomial ranging between 0 th (constant) and 6 th degree is obtained. The main steps of this numerical investigation consist of:
1. For the largest number of low-fidelity and ∆ realizations {600, 160}, polynomial degree options are compared and the one with the lowest variance (deg ) is selected;
2. For the highest number of N low realizations and deg , the effect of the number of high-fidelity realizations is investigated;
3. For some choices of the number of high-fidelity simulations and for the deg , the probability density function (PDF) for the expected value is compared among MLMC, MLFT and MLPCE.
In the following sections, results for each of the test functions are presented and discussed.
V.C.1. Currin function
For the Currin function, Figure 7 provides results that show the dependence on polynomial degree and the number of high-fidelity realizations. From Figure 7 (a) it is possible to select deg = 6. For this value of the polynomial degree, the effect of the high-fidelity realizations is investigated in 7(b). For MLMC, the polynomial degree is not relevant since this case does not involve a polynomial reconstruction; rather, these distributions provide a consistent reference. Conversely, for both FT and PCE, the variance of the estimator decreases as the polynomial degree increase. For this reason, the selected polynomial degree deg = 6 is the highest available. In Figure 7 (b), MLMC exhibits the well-known slow rate of convergence with respect to the number of high-fidelity simulations, whereas both FT and PCE have an almost constant variance up to reaching a threshold, after which the polynomial recovery is very sharp. For this function, this threshold occurs approximately between 40 and 80 evaluations. In order to highlight the sharper recovery for MLFT and MLPCE, Figure 8 displays the PDFs that result for 80 and 160 high-fidelity simulations. For 80 high-fidelity realizations, the PCE and FT recovery are very sharp and outperform MLMC. Increasing to 160 high fidelity simulations, the MLFT and MLPCE recoveries sharpen further, while retaining a small bias relative to the reference solution.
V.C.2. Park 1 function
For the Park 1 test function, Figure 9 shows the dependence on polynomial degree and high-fidelity simulations. For this function, we select deg = 4 in Figure 9 (a) as sufficient to guarantee a sharp recovery and carry this forward for evaluating the effect of the number of high-fidelity simulations in Figure 9 (b). In Figure 9 (b), a bias is evident for both MLFT and MLPC for a small number of samples (N high = 10, 20) and an abrupt transition occurs between N high = 40 and 80 for MLPCE. For MLFT, the transition is less abrupt with a sharp recovery obtained by 160 high-fidelity simulations.
In Figure 10 , the PDFs for the recovered expected values are reported in the transitional range of N high = 40 and 80, and it is evident that the recovery for both MLPCE and MLFT is much sharper than MLMC. MLPCE obtains a very accurate recovery at or above N high = 80, whereas MLFT still exhibits a 
V.C.3. Park 2 function
The results for the Park 2 function are reported in Figure 11 . An optimal degree deg = 4 is selected in this case from the inspection of Figure 11 recovery is illustrated in Figure 12 where the number of high-fidelity realizations is set to 20 and 40. In this case both MLPCE and MLFT outperform MLMC, and for N high = 40, both approaches achieve a very accurate recovery with negligible variability.
V.C.4. Short column function
For the short column test function, the results are reported in Figure 13 . In 13(a), the dependence on polynomial degree is shown for which deg = 5 is selected. Both MLFT and MLPCE exhibit a small bias for N high = 10 and 20, and an abrupt transition to a sharp recovery is not evident for the considered range of high-fidelity simulations (see Figure 13(b) ). The PDF for the recovered expected value is reported in Figure 14 where it is evident that the polynomial recovery is less sharp than for the previous cases. The performance of MLMC, MLPCE and MLFT are 
V.D. Sparse/low rank for nozzle
A set of simulations for the Sequoia nozzle problem has been obtained with two spatial discretizations for the 2D RANS code coupled with a thermo-structural FEM solver. The database is built for a reference UQ problem constituted by 102 uniform uncertain parameters describing the manufacturing tolerances of the nozzle walls. The database is queried in order to evaluate MLMC, MLFT and MLPCE for N low = 494 and an increasing number of N high = {26, 53, 79, 119}. The polynomial degree (selected from data for the simple test problems in §V.C) is fixed at 2. The results are reported in Figure 15 , where the effect of the number of high-fidelity realizations is illustrated in Figure 15 (a) and the PDF for the expected value is reported in Figure 15(b) . By comparing the MLMC distribution to the MLPCE and MLFT results, it is evident that the variance is much smaller for both the polynomial regressions than for MLMC, although there is some bias for small sample sizes. For the highest number of high-fidelity simulations (119) in Figure 15(b) , the bias is small and the MLFT approach exhibits a slightly narrower distribution than MLPCE. VI. Multilevel-multifidelity expansion methods: beyond rate estimation
Based on the previous set of numerical experiments, it has been observed that both sparse recovery and low-rank approximation are typically characterized by an abrupt transition from a poor recovery to an accurate one -thus, the assumption of a smooth rate of convergence may be inaccurate for statistical estimators using our compressed sensing and functional tensor train approaches. For this reason, we have started investigating alterative approaches, as enumerated in the following sections.
VI.A. Multilevel polynomial chaos based on restricted isometry
As implied above, a key to accuracy in sparse recovery is having sufficient samples to be on the correct side of the abrupt transition from a poor recovery to an accurate one. One tool that is available is theory associated with the restricted isometry property (RIP) for sparse recovery. As described in 17, a sufficient number of samples for an accurate recovery is related to the sparsity s l , the mutual coherence L l of the basis, and the cardinality of the basis C l as
To leverage this relationship, we have developed a new multilevel approach that shapes the sample profile based on the observed sparsity, starting from a pilot sample and then adapting based on the recovered sparsity until convergence in the sample profile is achieved. In practice, the RIP sampling levels indicated by Eq. 26 are quite conservative, and we enforce a constraint on the profile that N l ≤ rC l for some collocation ratio r. When this contraint is encountered, the profile is scaled such that its shape is preserved. For the steady state diffusion equation Eq. (24) we report below a first set of preliminary results. We compared statistics (mean and standard deviation) for u(x = 0.5, ξ) for 5 different repetitions of the algorithm with an increasing number of pilot samples. We used a total of 6 pilot samples profiles ranging from {200, 100, 50, 25, 12} to {6400, 3200, 1600, 800, 400}. In Fig. 16 preliminary results for mean and standard deviation for the multilevel PCE with RIP samples are reported against the equivalent number of high-fidelity realizations.
VI.B. Multilevel greedy refinement
An alternative to shaping a profile based on optimized resource allocation or theoretical sampling requirements is greedy adaptation. In the greedy approach, one or more refinement candidates is generated per discretization level/model form and the best candidate among all of the levels/forms is selected based on its impact on the aggregated multilevel PCE statistics, normalized by relative cost. It is important to distinguish this integrated approach where all level candidates are competed simultaneously from an approach where each level/form is adapted independently based on its local statistics, as the former leverages the modeling hierarchy to generate a sampling profile that achieves the greatest refinement impact per unit cost. Building on the initial greedy multifidelity sparse grid algorithm described in 6, 23, we are pursuing generalizations that will enumerate refinement candidates across multiple model hierarchy dimensions and will admit multiple candidate generation and evaluation strategies. As an initial demonstration of this approach, we choose candidate generation by sparse grid index sets (a generalized sparse grid for each level) and candidate evaluation by the norm of the induced change in the multilevel response covariance matrix (generated from the aggregated multilevel PCE that results from each level refinement candidate), normalized by the number of new sample points in each index set and the relative cost of these points.
In Figure 17 , we present preliminary results for greedy multilevel PCE alongside the previous compressed sensing results from Figure 5 . The point here is not to compare sparse grids with compressed sensing, but rather to show the continuing evolution in our multilevel-multifidelity algorithmic approaches over time, from multifidelity PCE (circa 2012 23 ) to multilevel PCE (circa 2016 7 ) to greedy multilevel PCE (now). It is evident Figure 17 : Convergence for greedy multilevel PCE based on generalized sparse grids compared to previous approaches. Test problem is steady state diffusion with nine random variables and one, two, or five discretization levels.
that greedy multilevel performance is quite good and convergence of this explicit integration approach can be readily extended beyond the point where the multilevel compressed sensing approach encounters numerical difficulties due to high mutual coherence within large implicit coarse-grid regression solves. In Table 2 , we present the final sample profiles for greedy multilevel PCE following the adaptation. In Table 2 : Final sample profiles for greedy multilevel refinement applied to steady state diffusion (9 random variables, 5 discretization levels).
nine dimensions for generalized sparse grids initiated from level-zero, all levels incur a minimum 2n + 1 = 19 evaluation cost due to the initial set of level-one candidate index sets. The table shows how this minimum evaluation requirement is eventually replaced with an optimized multievel sample profile, which also sheds light on the relative efficiency for low sample levels at the left of Figure 17 .
In Figure 18 , we present preliminary results for greedy multilevel PCE using compressed sensing and a uniform refinement of each level's candidate basis order, alongside the previous compressed sensing results. Figure 18 : Convergence for greedy multilevel PCE based on generalized sparse grids compared to previous approaches. Test problem is steady state diffusion with nine random variables and one, two, or five discretization levels.
In Table 3 , we present the final sample profiles for this greedy multilevel compressed sensing approach. Here, the minimum evaluation requirement per level has increased to 50 samples, resulting from initialization using a first-order basis and an enforced collocation ratio of 0.9 (a second-order candidate in nine dimensions contains 55 terms and the collocation ratio requires 50 terms).
VII. Concluding remarks
In summary, we have provided an overview of recent activities in the area of multilevel-multifidelity strategies for forward UQ analysis. Initial work in multilevel-multifidelity Monte Carlo methods led to interest in alternative, fast-converging statistical estimators based on sparse recovery and low rank representations.
