Understanding how users' search behavior is influenced by real world events is important both for social science research and for designing better search engines for users. In this paper, we study how to model the influence of events on user queries by framing it as a novel data mining problem. Specifically, given a text description of an event, we mine the search log data to identify queries that are triggered by it and further characterize the temporal trend of influence created by the same event on user queries. We solve this data mining problem by proposing computational measures that quantify the influence of an event on a query to identify triggered queries and then, proposing a novel extension of Hawkes process to model the evolutionary trend of the influence of an event on search queries. Evaluation results using news articles and search log data show that the proposed approach is effective for identification of queries triggered by events reported in news articles and characterization of the influence trend over time, opening up many interesting opportunities of applications such as comparative analysis of influential events and prediction of event-triggered queries by users.
INTRODUCTION
While much work has been done on improving a search engine, little attention has been paid to how external factors influence the user search behavior, which is clearly important for improving a search engine. One important type of external factor is the trending events that "significantly" attract the general mass. Consider the following example. The hollywood movie "Captain America : Civil war" was released on May 6, 2016 and NYTimes published a review article [1] about the movie on the same day. To analyze how users search for this trending event, we collected two months (April and May, 2016) query log data from a well-known commercial search engine (https://search.yahoo.com/) and retrieved the top 500 unique queries relevant to the published NYTimes article using the BM25 [25] , a state-of-theart retrieval function. For these top 500 relevant queries, we plot their frequency distributions within the two months (April and May, 2016) in Figure 1 . Here, the vertical red line indicates the release time of the movie (as well as the publication time of the NYTimes article about it). The x-axis represents "time in days" where the movie release time is set to be zero; the preceding and following days were set accordingly. The y-axis represents the corresponding frequency of the top 500 unique queries retrieved using BM25. From Figure 1, two things are evident. First, the user search activity suddenly increases near the time when the event occurred and second, the activity exponentially goes down as we move away from the origin. This confirms the fact that the "release" of the movie triggered a lot of user queries asking for relevant information, thus influenced user search behavior "significantly". What kind of events tend to be most influential? How long does the influence last? Can we predict whether a user's query was triggered by a particular event? Besides being interesting social science research questions, these questions are also interesting from the perspective of improving the utility of a search engine. For example, if we can detect when a user's query is triggered by a particular event, it would help improve query auto-completion (by leveraging the terms occurring in news articles about the triggering event), improve the search results (by recommending relevant topics to the event), improve future query volume prediction, and detect influential events (which can then be recommended to users that might be searching for related topics).
To the best of our knowledge, the questions mentioned above have not been addressed in the existing work. In this paper, we conduct the first study of the problem of modeling the influence of trending events on users' search behavior from the perspective of data mining. Specifically, we frame the problem as a novel data mining problem where, given a text description of an event, we mine the search log data to identify queries that are triggered by it and further characterize the temporal trend of influence created by the same event on user queries. From data mining perspective, such a joint mining problem is novel and presents interesting challenges. First, "Influence" is an abstract concept and thus, it is not straight-forward how to measure influence. Second, how can we fully characterize the influence of an event on search queries? Finally, how should we formally define this data mining problem?
To tackle these challenges, we focus on studying how an event might have triggered queries from users. This restrictive perspective allows us to quantitatively measure "influence" based on the number of queries triggered by the event.
To determine whether a query is triggered by an event, we propose to make the decision based on both textual similarity and temporal proximity between the clicked web documents by users filing the query and the text description of the event. To capture how the influence of an event on user queries evolve over time, we propose a formal model based on the Hawkes process to characterize the trend of influence.
We evaluate the proposed influence modeling methods using two sets of data-sets: 1) NYtimes articles: we collected the most read articles from NYtimes during two months span of April and May, 2016 using the NYtimes developers API to use them as trending events and 2) Query-log data: We also collected two months contemporary query log data from a widely used popular search engine (https://search. yahoo.com).
Evaluation results using these data sets show that the proposed approach is effective for identification of queries triggered by events reported in news articles and characterization of the influence trend over time. We further show that the proposed extended Hawkes model is useful in many ways, including improving the accuracy of predicting whether a newly entered query by a user was triggered by an event (which further enables a search engine to optimize its response to the query accordingly) and answering many interesting questions related to understanding the influence of events on queries.
In Summary, we make the following contributions in this paper: (1) We conduct the first study of modeling the influence of trending events on search queries and frame the problem as a new data mining problem. (2) We propose a computational method for measuring the influence of an event on a query and discovering triggered queries by an event. (3) We propose a novel extension of Hawkes process to model the influence trend of an event on user queries over time. (4) We propose a way to quantitatively evaluate an influence model using the task of predicting whether a newly entered query by a user has been triggered by some event, and show that both the method for measuring influence and the extended Hawkes process are useful for this prediction task, and they can be used immediately in a search engine to potentially customize the response of the search engine to a user's event-triggered query based on the event.
RELATED WORK
Search query logs have been extensively studied to understand user search behavior and provide better search experience [17, 21, 29] . Existing work mostly focused on the inference of users' search intent based on their own search habit and search history. On the other hand, our paper tries to model how user behavior on a search engine is influenced by external factors such as trending events.
Temporal Information Retrieval and Event Detection are two areas closely related to our work. While Event Detection has been studied vastly in the literature (see [3] for a recent survey), research interest on Temporal Information Retrieval has grown recently [7] . However, we want to emphasize that, neither of these is the intended goal of this study and our primary motivation is somewhat orthogonal. To be more specific, our work does not intend to study how time-sensitive information needs can be addressed [10, 4] or how users' information need change over time [20] or how to detect some events from social networks/news media [3] . Rather, given that some event has already been reported, we go one step further to investigate how the event may impact/influence the search behavior of the users.
The notion of event-based retrieval was introduced by Strötgen and Gertz [28] by returning events instead of documents. Zhang et al. [32] addressed the detection of recurrent event queries. Ghoreishi and Sun [13] introduced a binary classifier for detecting queries related to popular events. Kanhabua [19] extended the work [13] by enabling the classifier to detect less popular queries beside popular ones. However, all these approaches are supervised classification methods and largely depend on the quality of training labels provided by humans, whereas our approach is completely unsupervised.
Kairam et. al. [18] investigated the online information dynamics surrounding trending events, by performing joint analysis of large-scale search and social media activity. Matsubara et. al. [22] presented a new model for mining large scale co-evolving online activities. Pekhimenko et al. [24] designed a system named "PocketTrend" that automatically detects trending topics in real time, identified the search content associated to the topics, and then intelligently pushed this content to users' local machine in a timely manner. However, none of these studies provide answer to the question: how to model the temporal trend of influence created by an event on user queries, which is one of the primary motivations of our work.
Another important topic related to this paper is point process, which has been used to model social networks [5] and natural events [33] . People find self-exciting point processes naturally suitable to model continuous-time events where the occurrence of one event can affect the likelihood of subsequent events in the future. One important self-exciting process is Hawkes process, which was first used to analyze earthquakes [33] , and then widely applied to many different areas, such as market modeling [12] , crime modeling [27] , conflict [30] , viral videos on the Web [9] etc. In this work, we extend the original Hawkes process to propose a new model that can capture the dynamics of influence by trending events on user search behavior.
PROBLEM FORMULATION
We solve the problem of modeling the influence of an event on search queries by framing it as a novel data mining problem where we would jointly mine two different types of data, i.e., text data describing many events and search log data that contains user queries and clickthrough records. We assume that each event, E, is represented as a tuple <WE,tE>, where, WE is some natural text description of that event (e.g., some news article about that event) and tE is the publication timestamp of WE. A query is represented as a tuple with three attributes, i.e., <Wq,tq,Uq>. Here, Wq is the set of keywords that query q contains, tq is the timestamp of the query submission and Uq is the URL that the user clicked after posing the query. The desired output includes the following three elements: 1. Influential Events (or "Trending Events"): An influential event is any event E that attracts the interest of the general mass significantly and has triggered queries from many users. We want to discover a set of most influential events from the data sets. 2. Triggered Queries: A triggered query (denoted by q) by event E is a query entered by a user due to knowing information about event E. In other words, had the user not heard about E, he/she would not have entered query q. For each influential event E, we want to discover all the triggered queries by the event.
3. Influence Trend Model (or just Influence Model): An influence trend model for event E is a parameterized process that can model the temporal trend of influence by event E on user search queries. The parameter values of the model should be interpretable for characterizing how the intensity of the influence evolves over time.
The rationale of requiring the model to be parameterized with interpretable parameters is so that we can use the parameter values to obtain a concise quantitative summary of the dynamics of the influence from an event, which is essential for enabling many interesting applications of influence analysis (e.g., answering questions such as "how quickly does the influence intensity grow over time?" and "how quickly the influence disappears?") Our problem formulation would enable many interesting applications, particularly for understanding what kind of events tend to have more significant influence on user queries, what kind of queries were triggered by a particular event, and how the influence evolves over time. Such analysis can be potentially configured to compare different kinds of events, similar events reported in different time periods or by different sources, and to compare different user groups to understand how different groups of users may have been influenced by the same event in different ways.
METHODS FOR INFLUENCE DISCOV-ERY AND CHARACTERIZATION
To solve the proposed influence mining problem, we need to complete three subtasks: 1) Discovery of events that have significantly influenced user queries, which we will refer to as influential events. 2) Discovery of queries influenced by any influential event, which we will refer to as event-triggered queries, or simply triggered queries. 3) Characterization of the temporal trend of the influence of an influential event on user queries over time. All these tasks are new tasks that are challenging due to the lack of labeled data for supervised learning. They have not been studied in the previous work, thus we do not have natural baseline methods to start with either. Below we present our proposed unsupervised method for solving all the three problems.
A careful analysis of these tasks suggests that subtask one and subtask two both rely on solving the basic problem of determining whether one event has influenced a query. Once we can do that, we would be able to quantify the influence of an event by counting how many queries are influenced by the event, and also easily obtain which queries are influenced by which event.
To solve subtask three, we propose to model the frequency of triggered queries over time with a temporal process model based on the Hawkes process, which assumes that the frequency of triggered queries at time t is a function of a base frequency λ0 capturing the general popularity of this kind of queries, how quickly the influence decreases over time (captured by a parameter β), and the homogeneity of user search behavior over time (captured by a parameter α). The advantage of such a model is that by fitting the model to our observed frequency of triggered queries, we can obtain these meaningful parameters that are directly useful for characterizing the trend of influence.
Discovery of influential events and triggered queries
Our basic problem is the following: Given a query and an event, how can we know whether the event has influenced the query? Due to the complexity of the notion of influence, a completely rigorous definition of influence is nearly impossible. To make the problem more tractable, we propose three reasonable heuristics to guide us in designing a computational measure of influence. Specifically, given an event E =< WE, tE > and a particular query submission q =< Wq, tq, Uq >, we can reasonably make the following three assumptions about influence, which would help us design a function to computationally measure the influence of E on q. Here, we denote the content of the clicked-URL, i.e., content(Uq) simply by WU . Assumption 4.1 (Query-Textual-Similarity). The higher the textual-similarity between WE and Wq, the higher the chances that q is triggered/influenced by E. This assumption allows us to prune cases where the query is completely irrelevant to the event.
Assumption 4.2 (Temporal-Similarity). The higher the temporal-similarity between tq and tE, the higher the chances that q is triggered/influenced by E. This assumption allows us to distinguish queries triggered by similar events in the past from those triggered by a current event.
The Temporal-Similarity is important because Query-Textual Similarity alone is insufficient. For example, consider the two trending events "US election 2012" and "US election 2016". Now, if a user poses a query "US election", it is hard to tell which event actually triggered the query submission. However, if we know the timestamp of the query submission, we can better predict the triggering event. For example, if the query was posed in the year 2016, then with high probability, it was triggered by the event "US election 2016" as it was trending at that moment. On the other hand, if it was posed in the year 2012, probably the triggering event was "US election 2012". Thus, besides textual similarity, temporal similarity also plays an important role in predicting the influence.
Another useful piece of information that helps to verify whether some event E indeed influenced the submission of query q is the content of the URL which the user clicked after posing the query. If the content of the clicked-URL, i.e., Uq, is highly similar to the text description of event E, that means the user was actually looking for news about the same event. This, in turn, means that query q was influenced/triggered by event E. This gives us our third heuristic: Assumption 4.3 (ClickedURL-Textual-Similarity). The higher the textual-similarity between WE and WU (WU is the text of the clicked documents by users who entered query q), the higher the chances that E triggered/influenced q.
Intuitively, we would like to design a measure that combines all the three heuristics so that a query-event pair would be scored high if (1) the query text is similar to the event text description, (2) the clicked documents are similar to the event text description, and (3) the time stamp of the query and that of the event are close. One way to combine them is to design a similarity/distance function for each of these three dimensions and combine the three functions into one single scoring function. Specifically, we use the the following scoring function to measure the influence:
We discuss these components in more detail below: T xtSim(W E , Wq): Similarity between query-document pair has been studied in the literature for a long time. One popular function from the literature is the "Okapi BM25" ranking function [25] . However, we could not use "Okapi BM25" directly for the major limitations discussed below.
First, each "event-text" (description of the event) usually contains a title and a body. The title often contains more important words pertaining to the event, while the body contains verbose details. It is thus necessary to put more emphasis on matching the title keywords first and then match the body details. The original "BM25" similarity function unfortunately does not provide such customizations. "BM25F" [31] , an extension of BM25, handles this relative term weighting scenario, although "BM25F" is also not directly applicable to our problem setting for the following reason: To be able to compare the influence across different trending events, it is necessary that the "BM25F" score computed for different pairs of "event-text" and "query-text" be comparable. However, this is not the case because there is a large variance in the length of both "event-text" and "querytext". One might argue that, "BM25F" provides "Document Length Normalization" and "Relative Term Weighting", which should resolve the problem. But ones careful attention would reveal that "BM25F" is designed for a setting where the information need, i.e., the query is constant and only the document is varied to compute the similarity. But, in our case, both the document and query are variable and thus, we need both "document length normalization" and some kind of "query length normalization".
To address the two issues mentioned above, we use the following modified version of BM25 as the TxtSim function to fit our problem setting. Let, WE =< WE 1 , WE 2 , ......., WE n > be the "event-text" and Wq =< Wq 1 , Wq 2 , ......., Wq n > be the "query-text".
Note that, equation 2 is similar to the original "BM25" with the exception of the new term ω(WE i ) and the constraint that the weights must sum to 1. ω(WE i ) is essentially the weight of each n-gram in the "event-text" which reflects the importance of that particular n-gram with respect to the "event-text". ω(WE i ) allows the T xtSim(WE, Wq) to be comparable across different WE and Wq as we enforce the constraint
Furthermore, one can easily set ω(WE i ) in such a way so that title n-grams get more weight than body n-grams as well as bigrams get more weight over unigrams and vice-versa. The specific weights we used for our experiments are mentioned in section 6. The IDF (inverse document frequency) and TF (term frequency) bear the usual meaning as in the original BM25 function.
T xtSim(W E , W U ): T xtSim(WE, WU ) is basically the similarity between a pair of documents, in contrast with T xtSim(WE, Wq), which is the similarity between a query and document pair. T xtSim(WE, WU ) is almost similar to T xtSim(WE, Wq) with the exception that T xtSim(WE, Wq) contains only one ω (for WE), while T xtSim(WE, WU ) contains two, i.e., ω1 and ω2, where ω1 and ω2 are weight distributions for the event-text (WE) and clicked-url-content (WU ) respectively.
3) The essence of equation 3 is that matching an n-gram which has high weights for both WE and WU contributes more to the similarity between WE and WU , whereas, ngrams having low weights for one/both of the articles contribute less to the similarity.
T mpSim(t E , tq): The T mpSim function is expected to behave in the following way: if two events are far distant in time, their temporal similarity should be low; whereas, if they are close in time, the temporal similarity should be high. We also assume that the temporal similarity decreases exponentially as the distance in time increases. Below is an example of a function with such desired properties, where δ is the decaying parameter:
T mpSim(tE, tq) = e −δ.|t E −tq | (4)
Influence Trend Modeling
Once we can measure the influence an event E has over different user queries, the next task is to model the trend of such influence over time. Such modeling would allow us to study the characteristics of influence in a systematic way and enable many interesting applications like predicting future volume of queries, optimizing search recommendations etc. To accomplish this, we propose function T rend(E, t), which takes as input an event E and timestamp t and returns the popularity/trendiness of event E at timestamp t. There are many ways one can define how to measure the popularity/trendiness of an event. For example, the number of tweets related to the event, number of views for news articles relating to the event, click counts for the event webpage, number of social media posts sharing the event etc. In this work, we define popularity/trendiness of an event by the users tendency to pose queries that are relevant to the event. We choose this definition because we are specifically interested in modeling the influence of trending events on user search behavior.
Defining the T rend(E, t) is not trivial. First, we introduce a set of assumptions that will help us formalize the notion of "trendiness". Assumption 4.4 (Influence Growth). Each query submitted to search engine τ that is relevant to event E increases the chance of subsequent submission(s) of relevant queries to τ , thus, grows the trendiness/influence of event E. Assumption 4.4 simply says that each relevant query submission from one user indicates an increase in the tendency of other users to pose similar relevant queries. In other words, the trendiness of an event is directly/indirectly influenced by the previous query submissions relevant to the same event, which in turn, reflects the tendency to receive new queries relevant to the event. To see the rationale of Assumption 4.4, consider a scenario when a user is exposed to an event that he/she feels interested about, the user may use multiple queries to find out more about the event and then share the event details on some social media platform or talk to some friends about the event. These friends, being interested in the event after hearing about it, may do further search. Thus, the influence of the event propagates from one user to another and reflects in their search activity. As another example scenario, say some popular news portal publishes a featured article about some event. Many people would then read that article to know about the event/incident and start searching for more details about it. In this case, new incoming queries searching about a particular event gives useful indication about further submission of similar relevant queries. Thus, a significant number of relevant queries actually indicate the growth of the trendiness/influence of the event.
Given that the "trendiness" of an event, E, at moment t is dependent on all the relevant (w.r.t. E) queries posed before timestamp t, the next obvious question is: to what extent each of the previous queries contribute to the current "trendiness"? To answer this, we make two further assumptions as mentioned below. Assumption 4.5 (Query Relevance). The contribution of a query q (submitted at time tq) to the "trendiness" of an event E at moment t, where t > tq, is proportional to the textual similarity between the "event-text", WE and the "query-text", Wq, i.e., T xtSim(WE, Wq). Assumption 4.6 (Query Timestamp). The contribution of a query q (submitted at time tq) to the "trendiness" of an event E at moment t, where t > tq, exponentially decays as the difference between t and tq increases. Assumption 4.5 and 4.6 are very reasonable. Assumption 4.5 basically says that, highly relevant queries grow the trendiness of an event, thus, indicates the growth in the volume of future relevant queries; at the same time, Assumption 4.6 says that the contribution of a past query to the current "trendiness" of the event decays exponentially with time.
A parametric model for influence
Incorporating these two assumptions, we introduce Equation 5 presented below to compute the "trendiness" of an event E at time t.
T rend(E, t)
Equation 5 contains three parameters, i.e., λ0, α and β. λ0 is a constant which reflects the base trendiness that is assumed to be always present. α is a scaling factor to control the contribution of T xtSim(WE, Wi) on the current "trendiness" and β is the scaling factor to control the exponential decay in time. W1, W2, ......, Wn represents all the queries relevant to event E that were posed before timestamp t. Equation 5 is not entirely new; it is similar to the selfexciting point processes [11] e.g. Hawkes Process [16] . However, the point processes models the recurring events of the same type, whereas our task is to model influences of one type of event (e.g. Trending articles) on other type of events (e.g. user search behavior). Thus, we include the textual-similarity between the past queries and event-text, i.e., T xtSim(WE, Wi), into the basic Hawkes process to fit our problem scenario. Figure 2 shows a hypothetical simulation of how equation 5 works. Without loss of generality, we assume that T xtSim(WE, Wi) = 1.0 for any choice of WE and Wi. However, this choice does not affect our attempt to present the spirit of equation 5. The x-axis in Figure 2 represents time and the y-axis represents the corresponding "trendiness" of some hypothetical event E. The "Blue" dots represent each query submission that is relevant to E. These "Blue" dots were generated by simulating the Hawkes Process (see [23] for details). For this particular simulation, λ0, α and β were set to 0.5, 2.5 and 3.0 respectively. This means, there is always a base trendiness of λ0 equal to 0.5. The "trendiness" goes up as people start querying about the event E (note the first blue dot), which, increases the chance of generating further queries. Thus, the volume of queries influenced by E and "trendiness" of E grows mutually by enhancing each other. For example, at the vicinity of time zone t = 6, a lot of queries were posed which resulted in further query submissions and the "trendiness" rises up significantly. The "trendiness" goes down exponentially with time if no further queries are posed. This is signified by the exponential decay near time zone t = 8. Note that, the current estimate of "trendiness" is directly correlated to the expected volume of relevant queries in near future. The higher the current "trendiness" is, the more the probability of observing high volume of relevant queries in future. However, the estimate of "trendiness" is incrementally updated as we move forward in time and observe (do not observe) new user queries.
Estimation of the parameters
Let the set of parameters be Λ = {λ0, α, β}. We adopt maximum likelihood estimation technique to find the optimal parameter values for equation 5 . First, we show how to compute the log-likelihood for a single event E and then we extend it to multiple events case. Considering the query submission sequence q1,q2, ........, qn (all related to event E) as a simple point process, the likelihood for a single trending event can be written as follows (see [23] for background):
log(T rend(E, tq i )) (6) After some simple mathematical operations, equation 6 boils down to the following form:
Given the close form of the log likelihood function (equation 7), the optimization problem to find the optimal parameter set Λ * is written as follows:
For multiple events E1, E2, ....Em, the optimization problem is extended in the following way:
One can use any non-linear optimization method to solve this maximization problem. Nelder-Mead Simplex Method [14] is one such popular optimization technique. Another useful approach is the Sequential Least SQuares Programming (SLSQP) [6] .
EXPERIMENTAL DESIGN
Data Sets: We collected two sets of data sets: one for trending events and one for user query history. We call these two data sets Trending-Event dataset and Query-Log dataset respectively. The following two paragraphs provide details about these two data-sets:
Trending-Event data-set: An obvious choice for a text data set describing events is news articles (though other data such as social media might also be applicable). The NYTimes Developers Network (thanks to them) provides a very useful api called "The Most Popular API" [2] , which automatically provides the url's of the most e-mailed, most shared and most viewed articles from NYTimes.com during the last month from the date of the issue of the query. We chose to use this API because of two major benefits: 1) it Table 1 shows some details about the data-set.
Query-Log data-set:
To analyze the user queries contemporary to the articles in Trending-Event data-set, we use the two-months (April and May, 2016) user query log data from the widely used search engine at https://search.yahoo.com. Each query submission q is represented as a tuple <query-text, timestamp, clickedU RL>. The two-months query log data contains 105, 925, 732 query submissions in total. To keep the computation feasible, for each article E in the Trending-Event data-set, we retrieved top 500 unique (in terms of text) queries that has at least a similarity score of 1.5 (with respect to E) according the textual similarity function in equation 2 and discarded the rest. This filtering step is reasonable because if the textual similarity is very low (less than 1.5), we assume that the influence prediction problem becomes trivial, i.e., there is no influence of E on the query. Thus, textual similarity itself is sufficient in this case to decide whether there is an influence or not. However, more challenging cases are when the query shares a high degree of textual similarity to the event E, but still is not influenced by the event. In this paper, we focus on these type of queries with significant textual similarity to the event and assume that the other queries are not influenced by any event in our data set. The summary of this data-set is presented in Table 2 . Predictive modeling for quantitative evaluation: Quantitative evaluation of the mining results pose challenges because there is a lack of gold standard for what events are influential and the ground truth for the true influence trend of an event. We overcome this difficulty by proposing a way to perform indirect quantitative evaluation based on the task of predicting whether a user's newly input query is triggered by an event. The prediction setup is intended to simulate a real application scenario when a search engine receives a query from a user. In such a scenario, it would be beneficial for the search engine to "know" whether this query was triggered by a particular event since if it was, then the search engine would be able to leverage this knowledge to optimize the search results to be presented to the user (e.g., recommending content related to this event).
With such a setup, we can use the component techniques in our proposed mining approach, including text similarity functions, temporal similarity function, and the extended Hawkes model, to construct a prediction model to attempt to predict whether a "new" query in a separate held-out search log data set is influenced by any event based solely on the query without using any clickthrough information. The clickthrough information, however, is only used to create the gold standard labels for the evaluation purposes, i.e., whether such a query is indeed triggered by an event (we used equation 1 from section 4.1 along with threshold 0.01). One can argue that a better way to create the gold standard labels is to involve human judgments. However, for our data-set, this means the human annotators would have to go through 1, 318, 359 <event, query, url-content> triplets, which is practically infeasible. So, we had to opt for some automated techniques for annotating the gold standard labels.
To evaluate the quality of the gold standard labels created by our automatic approach, we randomly sampled 200 positive and 200 negative examples labeled by the automatic process. Then, we asked three volunteers to independently go through these 400 <event, query, url-content> triplets and manually label each of them with 1 if, after reading the event description and contents of "url-content", the annotator thinks the query was indeed influenced by the event or 0, otherwise. We computed Cohen's kappa coefficient [8] to measure the inter-rater-agreement which was found to be reasonably high, i.e., 0.835. Thus, we conclude that the gold labels created by our automatic approach is reliable.
The labeled data-set created in the way previously described is highly imbalanced as most of the queries are not influenced with respect to some particular event E. To make the data-sets balanced, we randomly under-sampled from the pool of the negative samples to match the size of the positive examples for reporting the results in section 6. Concretely, we can use the following equation (eqn. 10) to compute the influence relation between event E and query q without using the clickthrough information and then pick a reasonable threshold to separate the influenced queries from the rest. We did threshold analysis which showed that the prediction model remains very stable for wide range of threshold value, i.e., [0.8, 5] and we chose 1.0 for our experiments (the details are omitted due to lack of space). We call this model the "IP" (Influence Prediction) model.
Performance Metric: To evaluate the performance of the proposed predictive model, i.e., IP , we use the four popular measures available in the literature: precision, recall, specificity and F-measure (see [15] for details). We also present results for the recently introduced K-measure [26] to show that "IP" model achieves better performance in terms of this new measure too. 
RESULTS
In this section, we report our experimental findings including both qualitative and quantitative evaluation results. We first start with some implementation details, then describe the qualitative and quantitative evaluation sequentially.
Implementation Detail
For the weight distribution ω in equation 2, we followed the weighting scheme presented in Table 3 . This significance of Table 3 is that it puts more weight on the title-text matching (0.7) in comparison to the body-text matching. Similarly, it puts more weight on bigram-matching (0.7) in comparison to unigram-matching (0.3). An immediate consequence is that, bigram-matching in the title-text gets the highest reward (0.49), whereas, unigram-matching in the body-text gets the least reward (0.09). In other words, the weights for all bi-grams in the title of the event-text summed up to 0.49 and the weight of each individual bi-gram is proportional to its term frequency in the title-text. Similarly, the weights for all unigrams in the body of the event-text summed up to 0.09 and the weight of each individual unigram is proportional to its term frequency in the bodytext. The same weighting scheme was used for ω1(WE i ) and ω2(WE i ) in equation 3.
The "trendiness" parameters, i.e, Λ = {λ0, α, β} are learnt automatically using equation 9 (see table 6 for the exact values). Parameter δ (equation 4) was heuristically set to 0.8. This heuristic value is not an issue because for all the variants of the "IP" model (mentioned in table 7), we use the same δ value, thus, the optimal value is irrelevant for comparative analysis.
Qualitative evaluation
We show some sample data mining results to analyze their quality. First, we show the top four most influential events for each category in our data set as measured by the overall/total number of triggered queries in Table 4 . They are all intuitively influential events. For example, the top one for category "Movies" is the release of "Caption America : Civil War", while the top one for category "World" is the "Panama Papers leaked".
Second, we show a sample of triggered queries with highest frequency for the event "curt schilling fired from espn" and event "panama papers leaked" in Table 5 . We see that these queries are indeed well associated with these events.
Finally, we examine the optimal parameters learned by fitting the modified Hawkes model in Table 6 .
Interpreting Model Parameters: We focus on interpreting the optimal values of the modeling parameters, Λ = {λ0, α, β}, which are automatically learnt by the estimation technique introduced in section 4.2.2. Table 6 : Trendiness parameter for different types of events.
to some trending event. Table 6 shows that people usually have the most interest (λ0 = 0.0656) in the US category, i.e., events related to the national affairs. While the international affairs, i.e., "World" category generally draws the least attention (λ0 = 0.0117). Next, α models the degree of homogeneity in user search behavior. So, high value of α means high degree of similarity in the intra-community search pattern. For example, in case of the category "US" (α = 1.0892) and "Movies" (α = 0.9082), we found the homogeneity to be significantly higher than for the category "Sports" (α = 0.4810) or "World" (α = 0.1464), indicating the search behavior is more diverse and discrete for the "Sports" and "World" category. Finally, β models the decay in user interest with time; thus, high value of β indicates a quick drop of interest among the general mass. As expected, β obtained for the "Movies" category (β = 2.6539) was found to be the highest, as people usually talks a lot about movies when they get released and the topic disappears quickly in few days. However, to our surprise, we also obtained high value of β for the "US" category (β = 2.3727). One plausible explanation for this fact may be that there are too many national news to follow and people switch their interest from time to time following different national news. On the other hand, value of β for the "Sports" (β = 1.0208) and "World" (β = 0.3292) category was found to be smaller, indicating the general interest is somewhat more prevailing in these cases. All these results show some qualitative analysis about how effective our proposed mining model is.
Capturing Trend: To verify how well our proposed extended Hawkes model can capture the trend of influence by some event on user queries, we generated the simulated "trendiness" plot ( Figure 3 ) for the event "Captain America : Civil War" (The real data is plotted in Figure 1 ). To generate Figure 3 , we used the learnt optimal parameters from table 6, i.e., {λ0, α, β} = {0.0420, 0.9082, 2.6539}. We also assumed that at a certain moment t, we know all the past queries that were influenced by the event along with their textual similarity to the event-text. Then, we used equation 5 to compute T rend(E, t) at different t and plotted that in Figure 3 . Cross examination of Figure 3 and 1 reveals that, the extended Hawkes model can, in fact, capture the real trend quite reasonably. Our qualitative analysis thus shows that overall the proposed approach is able to generate meaningful and interesting knowledge that can help better understand the influence of news events on user queries.
Method
TxtSim 
Quantitative evaluation with predictive modeling
We now turn to quantitative evaluation of the proposed approach using the predictive modeling task for predicting whether a user's newly input query has been influenced by an event. To better understand the role of each three basic components of the "IP" model (see equation 10), we create four different versions of our model by throwing out one or more components at a time and using the rest of the components to predict the influence of events on user queries. Table 7 shows these different versions of IP model along with the components it contains. For example, the "txt" method only contains the "TxtSim" component, while "txttrend" contains both "TxtSim" and "Trend" components, but does not incorporate the "TmpSim" component. From now onwards, we refer to all the methods compared in this paper by the terminology introduced in Table 8 : Prediction Results for different IP models used equation 2 as the "TxtSim" component. We also experimented with other text-similarity functions, e.g., TF-IDF cosine similarity; however, the results turned out to be significantly poor (more than 10% relative difference in Fmeasure) as compared to using equation 2 [the details are omitted due to lack of space]. Table 8 shows the summary of the performance obtained by the four different versions of "IP" model on the Trending event and Query-Log Dataset. For each method and eventcategory, the table reports the F-measure (with corresponding Precision and Recall, i.e., Recall-f) and and K-measure (with corresponding Specificity and Recall, i.e., Recall-K). Each result reported in Table 8 is the average of 25 runs using five-iterated-five-fold cross validation, each time with a random initialization of the parameter set {λ0, α, β}. It is evident that for all the categories of events, the "txttime-trnd" method performs the best in terms of both Fmeasure and K-measure. For example, in case of the category "Movies", the "txt-time-trnd" method obtains a Fmeasure and K-measure value of 0.8087 and 0.5532 respectively, while the only textual similarity based method, i.e., "txt" achieves a F-measure and K-measure value of 0.6667 and 0.2366 respectively.
Close observation of Table 8 reveals that, only textual similarity is not sufficient for the influence prediction task as demonstrated by the relative poor performance of the "txt" method. Adding the "TmpSim" component, i.e., "txttime" improves the prediction accuracy, although not to a significant degree. However, adding the "Trend" component to the "TxtSim" component results in a significant jump in the prediction accuracy ("txt-trnd" method) which verifies that the "Trend" component is very important to detect the influence of events on user query submissions. For example, for the "US" category, "txt" obtains a F-measure value of 0.6710 and "txt-time" obtains 0.7441, whereas, "txt-trnd" obtains a F-measure value of 0.8120. Finally, combining all the three components, i.e., "txt-time-trnd" achieves slightly better performance (F-measure 0.8155) than "txt-trnd" (Fmeasure 0.8120) signifying the fact that, once we have incorporated the "Trend" component, there is little room for "TmpSim" to further improve the prediction performance. This verifies our assumption that, "Trend" is an essential component for this kind of influence prediction task.
Overall, these quantitative evaluation results show that the basic component techniques we proposed for modeling influence, i.e., text similarity, temporal similarity, and extended Hawkes model, are all useful for the prediction task, suggesting that they indeed capture useful signals for modeling the influence relation of events on user queries. It is especially interesting to note that the modified Hawkes model provides a "trendiness" score that is shown to be beneficial for the prediction task, suggesting that the model has indeed captured the trend of influence well.
CONCLUSION AND FUTURE WORK
In this paper, we conducted the first study of how trending events influence search queries, where we frame the problem as a novel data mining problem of joint mining of trending event news data and search log data. We proposed a computational method to quantitatively measure the influence of an event on a query and to discover queries triggered by the event. Specifically, we proposed a novel extension of Hawkes process to model the evolutionary trend of the influence of an event on search queries. Evaluation results show that our proposed approach effectively identifies queries triggered by events and characterizes the influence trend of different types of events.
Although we mainly applied the proposed model to the problem where we predict if a query was triggered by an event, our model can be applied to many other problems. For example, it can help query auto-completion by leveraging terms related to the triggering event, and it can also improve search results by boosting documents that are relevant to the event. In addition, analysis on different characteristics of the events can enable us accurately detect more influential events. All of these interesting directions are left as future work.
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