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Abstract
Let (A,m) be a d-dimensional Noetherian local ring, M a finite Cohen–Macaulay A-module of
dimension r , and let I be an ideal of definition for M . We define the notion of minimal multiplicity of
Cohen–Macaulay modules with respect to I and show that if M has minimal multiplicity with respect
to I then the associated graded module GI (M) is Cohen–Macaulay. When A is Cohen–Macaulay,
M is maximal Cohen–Macaulay, and I is m-primary, we find a relation between the first Hilbert
coefficient of M , A, and SyzA1 (M).
 2003 Elsevier Science (USA). All rights reserved.
Introduction
Let (A,m) be a Noetherian local ring of dimension d with residue field k = A/m.
Let M be a finite Cohen–Macaulay A-module. Let I be an ideal of definition for M; i.e.
mnM ⊆ IM for some n > 0. Let GI (A) be the associated graded ring of A with respect to
I and let GI (M) be the associated graded module of M (with respect to I ) considered as
a graded GI (A)-module.
The Hilbert–Samuel function of M with respect to I is the function
n → λ(M/In+1M) for all n 0.
It is well known that for large values of n it is given by a polynomial pIM(n) of degree
r = dimM , called the Hilbert–Samuel polynomial of M with respect to I . It can be written
in the form
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r∑
i=0
(−1)ieIi (M)
(
X+ r − i
r − i
)
.
The integers eI0(M), e
I
1(M), . . . , e
I
r (M) are called the Hilbert coefficients of M with
respect to I . The number eI0(M) is also called the multiplicity of M with respect to I .
The existence of the Hilbert–Samuel polynomial is equivalent to the fact that the formal
power series
∑
n0 λ(M/I
n+1M)zn represents a rational function of a special type:
∑
n0
λ
(
M/In+1M
)
zn = h
I
M(z)
(1− z)r+1 where r = dimM and
hIM(z)= hI0(M)+ hI1(M)z+ · · · + hIs (M)zs ∈ Z[z].
The polynomial hIM(z) is called the h-polynomial of M . It follows from the definition that
hI0(M)= λ(M/IM) and hI1(M)= λ
(
IM/I 2M
)− rλ(M/IM).
If f is a polynomial we use f (i) to denote the ith formal derivative of f . It is easy to see
that eIi (M) = h(i)M (1)/i! for 0  i  r . It is also convenient to set eIi (M)= h(i)M (1)/i! for
all i  0. When I =m we drop the superscript m; for example, we write ei(M) instead of
emi (M).
When M = A there has been a lot of research regarding Hilbert coefficients and their
relation to depth GI (A). In the module case relatively little is known (see [2]). The
motivation for this paper is to extend results of Abhyankar [1], Sally [9], Huneke [4] and
Ooishi [7] for Cohen–Macaulay rings to Cohen–Macaulay modules. In particular, we show
in Theorem 14 that there is an inequality
eI0(M) hI0(M)+ hI1(M). (1)
This generalizes Abhyankar’s inequality for M =A and I =m. If equality holds in Eq. (1)
then we say M has minimal multiplicity with respect to I . We prove in Theorem 16 that if
M has minimal multiplicity with respect to I then GI(M) is Cohen–Macaulay.
Northcott proved that an inequality eI1(A)  eI0(A) − λ(A/I) holds for Cohen–
Macaulay local ring (see [6]). Fillmore extended it to Cohen–Macaulay modules [2, p. 218],
i.e.
eI1(M) eI0(M)− λ(M/IM).
We show that if equality holds then M has minimal multiplicity with respect to I , this
extends the theorem due to Huneke and Ooishi.
When A is Cohen–Macaulay, M a maximal Cohen–Macaulay A-module and I is
m-primary we prove in Proposition 17 the inequality
eI1(A)µ(M) eI1(M)+ eI1
(
SyzA1 (M)
)
.
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µ(M)e1(A) e1(M)+ e1
(
SyzA1 (M)
)+ e0(SyzA1 (M)),
µ(M)
(
e1(A)− e0(A)+ 1
)
 e1(M)− e0(M)+µ(M).
Here is an overview of the contents of the paper. In Section 1 we introduce notation
and discuss a few preliminary facts that we need. In Section 2 we extend to modules some
of the basic techniques used to study Hilbert functions of a ring, in particular, Valabrega
and Valla’s Theorem, Sally descent, Singh’s inequality. In Section 3 we prove our main
result which characterizes Cohen–Macaulay modules of minimal multiplicity. Section 4
we assume A is Cohen–Macaulay and M is maximal Cohen–Macaulay and prove the
inequalities as stated above.
1. Preliminaries
In this paper all rings are commutative Noetherian and all modules are assumed finite.
Let (A,m) be a local ring of dimension d with residue field k = A/m. Let M be a finite
A-module. Let I be an ideal of definition of M i.e. mnM ⊆ IM for some n > 0. Let
GI (A) =⊕n0 In/In+1 be the associated graded ring of A with respect to I and let
GI (M)=⊕n0 InM/In+1M be the associated graded module of M (with respect to I )
considered as a graded GI(A) module. We let λ(N) denote the length of an A-module N
and µ(N) number of its minimal generators. The function HI(M,n)= λ(InM/In+1M),
defined for all n 0, is called the Hilbert function of M . The formal power series
HIM(z)=
∑
n0
HI(M,n)zn
is called the Hilbert series of M . It is easy to see that
∑
n0
λ
(
M/In+1M
)
zn = H
I
M(z)
(1− z) .
We set depthGI (M) = grade(M,GI (M)) where M = m/I ⊕ (⊕n1 In/In+1) is the
irrelevant maximal ideal of GI (A).
If m is a non-zero element of M and if j is the largest integer such that m ∈ I jM , then
we let m∗ denote the image of m in I jM/Ij+1M . If L is a submodule of M , then L∗
denotes the graded submodule of GI(M) generated by all l∗ with l ∈ L. It is well known
that GI (M/L)∼=GI (M)/L∗.
Remark 1. Let x1, . . . , xr be a sequence in A with xi ∈ I and set J = (x1, . . . , xr). For
the ring B =A/J , the ideal K = I/J and the B-module N =M/JM there is an equality
GI (N)=GK(N). Since GK(B)=GI(A)/J ∗ it follows that
depthG (A) GI (N)= depthG (B) GK(N).I K
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group R is the direct sum of A and M . The multiplication is defined by
(a, x)(b, y)= (ab, ay+ bx) for all a, b ∈A and x, y ∈M.
It is known that R is a local Noetherian ring with maximal ideal n= (m,M) and that M is
an ideal of R with M2 = 0. Set L= (I,M). There are equalities Li = (I i , I i−1M) for all
i  1, and so we have
GL(R)=GI (A)GI (M)(−1).
Let x1, x2, . . . , xs be a sequence in A. Set yi = (xi,0) for i = 1, . . . , s. It is clear that
y1, . . . , ys form an R-regular sequence if and only if x1, . . . , xs form both a A-regular
sequence and an M-regular sequence.
2. Basic techniques
For M = A the theorem below follows from a result of Valabrega and Valla (see [14,
2.7]). We use it to obtain a result for modules.
Theorem 3. Let (A,m) be a local ring, M an A-module, and I an ideal of definition
for M . Let x1, x2, . . . , xr be an M-regular sequence with xi ∈ I \ I 2 for i = 1,2, . . . , r . Set
J = (x1, x2, . . . , xr ). The following conditions are equivalent:
(i) x∗1 , x∗2 , . . . , x∗r is a GI (M)-regular sequence.
(ii) I iM ∩ JM = I i−1JM for all i  1.
Proof. Assume first x∗1 , x∗2 , . . . , x∗r is a GI (A)-regular sequence. It is easy to see that
x1, x2, . . . , xr is an A-regular sequence. By Valabrega and Valla’s theorem for the ring
A we get that In+1 ∩ J = InJ for all n  1. Let R = A M . Set L = (I,M). We have
Li = (I i, I i−1M). We set yi = (xi,0) for all i , 1 i  r . Note that Q= (y1, . . . , yr)R =
(J, JM) and that y1, . . . , yr form an R-regular sequence.
For all i  0 we have the following equalities:
Li+1 ∩Q= (I i+1 ∩ J, I iM ∩ JM),
QLi = (J, JM)(I i , I i−1M)= (J I i , I i−1JM + I iJM)= (J I i , I i−1JM).
It follows that Li+1 ∩Q =QLi if and only if I i ∩ JM = I i−1JM . Using Valabrega
and Valla’s theorem for the ring R we see that y∗1 , y∗2 , . . . , y∗r is a G(R)-regular sequence
if and only if Li+1 ∩Q=QLi . It follows that x∗1 , x∗2 , . . . , x∗r is a GI (M)-regular sequence
if and only if InM ∩ JM = In−1JM for all n 1.
To treat the general case we set
A′ =A[X1,X2, . . . ,Xr ](m,X1,X2,...,Xr ) and Q= (I,X1,X2, . . . ,Xr)A′.
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sequence. The A-algebra homomorphism A[X1,X2, . . . ,Xr ] → A mapping Xi to xi for
i = 1, . . . , r induces a ring homomorphism A′ →A that turns M into a A′-module.
One easily checks that GQ(M)=GI (M) and X1,X2, . . . ,Xr is an M-sequence.
Set K = (X1,X2, . . . ,Xr)A′. For every submodule N of M and for all i  1 we also
have:
Qi = (I i , I i−1K, . . . , IKi−1,Ki)A′, QiN = I iN, KiN = J iN,
QiM ∩KM = I iM ∩ JM, Qi−1KM = I i−1JM.
It follows that QiM ∩ KM = Qi−1KM if and only if I iM ∩ JM = I i−1JM . The
sequence X∗1 ,X∗2, . . . ,X∗r is GQ(A′)-regular; so by the already settled case we get
that it is a GQ(M)-regular sequence if and only if QiM ∩ KM = Qi−1KM . Since
GQ(M) = GI (M), we conclude that the sequence x∗1 , . . . , x∗r is GI (M)-regular if and
only if I iM ∩ JM = I i−1JM for all i  1. ✷
Definition 4. A property P is called sufficiently general and a element a ∈ I is called
sufficiently general element of an ideal I if the following holds:
Let I be an ideal in A, minimally generated by y1, y2, . . . , yl . An element a ∈ I is
said to be sufficiently general with respect to some property P if there exists a non-empty
Zariski-open subset U of kl such that whenever a =∑aiyi and the image of (a1, . . . , al)
in kl lies in U , then a satisfies P .
An element x ∈ I is called superficial for M with respect to I if there exists an integer
c > 0 such that
(InM :M x)∩ I cM = In−1M for all n > c.
We omit the phrase “with respect to I” if the ideal is clear from the context.
It is well known that if k is infinite then a sufficiently general element of I is superficial
for M (see [13, p. 303]).
If the residue field is finite we resort to the standard trick to replace A by A′ = A[X]S
and M by M ′ = M ⊗A A[X]S where S = A[X] \ mA[X]. It is easy to check that the
residue field of A′ is k(X), the field of rational functions over k. It that case HI(M,n)=
HIA
′
(M ′, n) for all n 0 and
depthGI(A) GI (M)= depthGIA′ (A′) GIA′(M ′).
Therefore, for many problems we may without loss of generality assume k is infinite.
Remark 5. (i) If depth M > 0 then it is easy to see that every M-superficial element is also
M-regular. See [3, 2.1] for the case M =A.
(ii) If x is superficial and M-regular, then by using the Artin–Rees lemma for M and
xM one gets (InM :M x)= In−1M for all n 0. See [10, p. 8] for the case M =A.
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is superficial for M/(x1, . . . , xi−1) for i = 1, . . . , s. A sequence x1, . . . , xs in A is called
a superficial M-regular sequence with respect to I if x1, . . . , xs is both an M-regular
sequence and a M-superficial sequence with respect to I . Again we will omit the phrase
“with respect to I” if I is clear from the context. The next lemma is well known. We
include a proof for completeness.
Lemma 6. Let (A,m) be a local ring, M an A module, and I an ideal for definition of M .
Let x1, . . . , xr be a superficial M-regular sequence. We then have (x1, x2, . . . , xr )M ∩
I iM = (x1, x2, . . . , xr )I i−1M for all i 0.
Proof. We argue by induction on r . The case r = 1 follows from Remark 5(ii). We assume
the result holds for r = n − 1 and prove it for r = n. Set N =M/(x1, x2, . . . , xn−1)M .
Since xn is both regular and superficial on N , we have
(I iN :N xn)= I i−1N for all i 0.
By induction hypothesis we have
(x1, . . . , xn−1)M ∩ I iM = (x1, . . . , xn−1)I i−1M for all i 0.
We take i large enough so that both preceding conditions hold. Choose t in (x1, . . . , xn)M∩
I iM and write it as t = t1 + xnl with t1 ∈ (x1, . . . , xn−1)M . The equality t¯ = xnl¯ implies
l¯ ∈ I i−1M . Then l = t2 + l1 with t2 ∈ (x1, . . . , xn−1)M and l1 ∈ I i−1M . Therefore, we
have t = t1 + xn(l1 + t2), and so
t − xnl1 = t1 + xnt2 ∈ (x1, . . . , xn−1)M ∩ I iM = (x1, . . . , xn−1)M.
It follows that t ∈ (x1, . . . , xn)I i−1M as desired. ✷
We use the preceding lemma and Theorem 3 to prove the following result.
Theorem 7. Let (A,m) be a local ring, M an A module, and I an ideal of definition for M .
Let x1, x2, . . . , xr be a superficial M-regular sequence and set J = (x1, x2, . . . , xr). The
following conditions are equivalent:
(i) x∗1 , x∗2 , . . . , x∗r is a GI (M)-regular sequence.
(ii) (JM)∗ = (x∗1 , x∗2 , . . . , x∗r )GI (M).
(iii) The canonical map
η :GI (M)
/(
x∗1 , x
∗
2 , . . . , x
∗
r
)
GI (M)→GI (M/JM)
is an isomorphism.
88 T.J. Puthenpurakal / Journal of Algebra 264 (2003) 82–97Proof. By definition, for each i  0 there is an equality
(JM)∗i =
JM ∩ I iM + I i+1M
Ii+1M
. (∗)
(i) ⇒ (ii). Theorem 3 implies JM ∩ I iM = J I i−1M for all i  1. Therefore, the
equality (∗) becomes
(JM)∗i =
J I i−1M + I i+1M
Ii+1M
= ((x∗1 , x∗2 , . . . , x∗r )GI (M))i .
So we get (JM)∗ = (x∗1 , x∗2 , . . . , x∗r )GI (M).
(ii)⇒ (i). Using (∗) we get
JM ∩ I iM = J I i−1M mod I i+1M. (∗∗)
By Lemma 6 there exists a least positive integer l such that JM ∩ I iM = J I i−1M for
all i  l. If l = 1 then JM ∩ I l−1M  J I l−2M . If t ∈ JM ∩ I l−1M \ J I l−2M , then by
(∗∗) we get t1 ∈ J I l−2M such that t − t1 ∈ JM ∩ I lM = J I l−1M . So we get t ∈ J I l−2M
a contradiction. Therefore l = 1, so (i) holds.
(ii)⇒ (iii) follows from the isomorphism GI (M/JM)∼=GI (M)/(JM)∗.
(iii)⇒ (ii) because (x∗1 , x∗2 , . . . , x∗r )GI (M)⊆ ((x1, x2, . . . , xr)M)∗. ✷
The next theorem is useful for arguments by induction on the dimension of M . In the
ring case the statement (2) below is referred to as Sally descent; we use the same name in
the module case as well.
Theorem 8. Let (A,m) be a local ring, M an A-module, and I an ideal of definition
for M . Let x1, x2, . . . , xr be a superficial M-regular sequence. If we let J = (x1, . . . , xr),
(B,n)= (A/J,m/J ), N =M/JM , and K = I/J then
(1) depthGIAGI (M) r if and only if x∗1 , x∗2 , . . . , x∗r is a GI (M)-sequence;(2) depthGI (A) GI (M) r + 1 if and only depthGK(B) GK(N) 1.
Proof. (1) If x∗1 , x∗2 , . . . , x∗r is a GI (M)-sequence, then clearly depth GI (M) r .
Conversely, if depth GI (M) r , then we prove by induction on r that x∗1 , . . . , x∗r is a
GI (M)-sequence. We first prove the assertion for r = 1. We can choose a homogeneous
element y ∈GI (A) such that y is GI(M)-regular. Since x1 is M-superficial and M-regular
there exists an integer no such that (0 :GI (M) x∗1 )n = 0 for all n  n0. If p ∈ GI(M) is
homogeneous with x∗1p = 0 then x∗1ysp = 0, where s is chosen so that c = s degy +
degp  n0. Therefore we get ysp ∈ (0 :GI (M) x1)c = 0. This forces p = 0.
Assume the assertion holds for r = n − 1. So x∗1 , . . . , x∗n−1 is GI (M)-regular by the
induction hypothesis. Set J1 = (x1, . . . , xn−1) and J ∗1 = (x∗1 , . . . , x∗n−1). Theorem 7 yields
GI (M)/J
∗
1 GI (M) = GI (M/J1M) and so we get depth G(M/J1M)  1. Since xr is
(M/J1M)-superficial, the result for r = 1 shows that x∗n is regular on GI(M/J1M) =
GI (M/J
∗GI (M)). Therefore, x∗, x∗, . . . , x∗n is a GI (M)-sequence.1 1 2
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depthG(A) GI (M)  r + 1. By (1) we see that x∗1 , x∗2 , . . . , x∗r , is a GI (M)-sequence and
from Theorem 7 we get
GI (M)
/(
x∗1 , . . . , x∗r
)
GI (M)=GI
(
M/(x1, . . . , xr)M
)
.
Therefore, we get depth GI (N)  1. Conversely if depth GI (N)  1, then an argument
similar to that for the case M = A [3, 2.2] shows that x∗1 , x∗2 , . . . , x∗r is a GI (M) regular
sequence. By Theorem 7 we get
GI (M/JM)=GI (M)
/(
x∗1 , . . . , x∗r
)
GI (M).
Therefore, depth GI (M) r + 1. ✷
The first part of the following theorem is proved by Singh [12, Theorem 1] for M = A.
The same proof applies to the general case. Part (2) follows from part (1). We use  and
 to denote coefficient-wise inequalities of formal power series.
Theorem 9. Let (A,m) be a local ring, M an A-module, and I an ideal of definition forM .
If x ∈ I \ I 2, N =M/xM , and K = I/xI then
(1) H I (M,n)= λ(N/Kn+1N)− λ( In+1M :M x
InM
)
;
(2) H IM(z)
HKN (z)
1− z with equality if and only if x
∗ is GI (M)-regular.
Singh’s theorem motivates the introduction of the following entities:
bIn(x,M)= λ
(
In+1M :M x/InM
)
, bIx,M(z)=
∑
n0
bIn(x,M)z
n.
Notice that bI0(x,M)= 0. We note two useful corollaries of the previous theorem.
Corollary 10. Let (A,m) be a Noetherian ring, M an A-module of dimension r , and I an
ideal of definition for M . Let x ∈ I be both M-superficial and M-regular. Set B = A/x .
For the B-module N =M/xM and the ideal K = I/(x) in B the following hold:
(1) dimN = dimM − 1 and hK0 (N)= hI0(M).
(2) bIx,M(z) is a polynomial.
(3) hIM(z)= hKN(z)− (1− z)rbIx,M(z).
(4) hI1(M)= hK1 (N) if and only if I 2M ∩ xM = xIM .
(5) eKi (N)= eIi (M) for every i = 0,1, . . . , r − 1.
(6) eIr (M)= eKr (N)− (−1)r
∑
j1 b
I
n(x,M).
(7) x∗ is GI (M)-regular if and only if bIn(x,M)= 0 for all n 0.
(8) eIr (M)= eIr (N) if and only if x∗ is GI (M)-regular.
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for n 0, which gives (2). Theorem 9(1) gives (3). Notice that bI1(x,M)= 0 if and only
if I 2M ∩ xM = xIM; from this (4) is obvious. Both (5) and (6) follow from (3). The
assertion of (7) is clear and (8) follows from (6) and (7). ✷
Corollary 11. Let (A,m) be a local ring, M an A-module of dimension r , and I an
ideal of definition for M . Let x1, x2, . . . , xs be a superficial M-regular sequence. For
N =M/(x1, . . . , xs)M and K = I/(x1, . . . , xs) the following hold:
(1) hK0 (N)= hI0(M) and eIi (N)= eIi (M) for every i = 0,1, . . . , r − s.
(2) hIN(z)= hIM(z) if and only if x∗1 , x∗2 , . . . , x∗s is a GI (M)-regular sequence.
Proof. (1) The result follows from Corollary 10, (1) and (4), by induction on s.
(2) Set E = GI(M)/(x∗1 , x∗2 , . . . , x∗s )GI (M). If x∗1 , x∗2 , . . . , x∗s is a GI (M)-regular
sequence then the h-vector of GI(M) is the same as the h-vector of E. By Theorem 7(3)
we get GK(N)=E and so we have hKN(z)= hIM(z).
Conversely if hIN(z)= hIM(z) then we have HIM(z)= hIN(z)/(1− z)s . We get the result
by induction on r using Theorem 9(2). ✷
We use Corollary 10 to extend the proof of Northcott’s theorem for rings given in [16,
6.7] to modules.
Proposition 12. Let (A,m) be a local ring, M a Cohen–Macaulay A-module, and I an
ideal of definition of M . Then eI1(M) eI0(M)− λ(M/IM).
Proof. Notice that λ(M/IM) = hI0(M). Using Corollary 11(1) it suffices to prove the
proposition for dimensions 0 and 1.
If dimM = 0 then hIi (M)=HI(M, i) 0. Since
eI1(M)=
∑
i1
ihIi (M)= e10(M)− hI0(M)+
∑
i2
(i − 1)hIi (M),
we get eI1(M) eI0(M)− hI0(M).
When dimM = 1, choose x ∈ I be a superficial M-regular element. For N =M/xM ,
K = I/(x) we have
eI1(M) eK1 (N) eK0 (N)− hK0 (N)= eI0(M)− hI0(M).
The first inequality holds from Corollary 10(6) and the second one is the dimension-zero
case proved above. The equality is due to Corollary 10, (1) and (4). ✷
When M has dimension one a classical theorem on one-dimensional Cohen–Macaulay
local rings extends to modules.
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A and I be an ideal of definition for M . Let x ∈ I be an M-superficial element and set
ρIj (M)= λ
(
I j+1M/xIjM
) for all j  0.
The following equalities then hold:
(1) ρI0 (M)= eI0(M)− hI0(M).
(2) HI(M,j)= eI0(M)− ρIj (M) for all j  0.
(3) If deghIM(z)= s then ρIj (M)= 0 for all j  s and
hIM(z)= hI0(M)+
s∑
i=1
(
ρIi−1(M)− ρIi (M)
)
zi.
(4) eI1(M)=
∑
i0 ρ
I
j (M).
Proof. By Corollary 10(4) we have eI0(M) = eK0 (M/xM) = λ(M/xM). From this (1)
follows. For (2) the proof given in [16, 6.18] for M =A applies to the general case. Finally
notice that (2) implies (3) and that (3) implies (4). ✷
The proposition shows that for each j the number ρIj (M) = eI0(M) − HI(M,j) is
independent of x .
3. Cohen–Macaulay modules of minimal multiplicity
When (A,m) is a Cohen–Macaulay local ring of dimension d and x1, x2, . . . , xd a
maximal A-superficial sequence the Abhyankar–Sally equality (see [11, 2.4]) reads:
e0(A)= 1+µ(m)− d + λ
(
m2/(x1, . . . , xd)m
)
.
Note that h0(A) = 1 and h1(A) = µ(m) − d . Valla extended this identity to m-primary
ideals (see [15, Lemma 1]). We extend it further to modules.
Theorem 14. Let A be a local ring, M a Cohen–Macaulay A-module of dimension r and
I an ideal of definition for M . Let x1, x2, . . . , xr be a maximal M-superficial sequence. Set
J = (x1, x2, . . . , xr ). We have the following equality:
eI0(M)= hI0(M)+ hI1(M)+ λ
(
I 2M/JIM
)
.
Proof. First we assume that x1, x2, . . . , xr is an A-regular sequence. Denote the Koszul
complex on x1, x2, . . . , xr as KA(x). Using this resolution of A/J and the fact J ⊆ I we
get
λ
(
TorA1 (A/J,M/IM)
)= rλ(M/IM).
92 T.J. Puthenpurakal / Journal of Algebra 264 (2003) 82–97Next we tensor the exact sequence
0→ IM →M→M/IM → 0
with A/J to get the exact sequence
0→ TorA1 (A/J,M/IM)→ IM/J IM →M/JM→M/IM → 0.
Computing lengths we get
eI0(M)= λ(M/IM)− rλ(M/IM)+ λ(IM/J IM). (2)
Finally from the sequence
0→ I 2M/JIM→ IM/J IM → IM/I 2M → 0
we get
λ(IM/J IM)= λ(I 2M/JIM)+ λ(IM/I 2M). (3)
Putting (2) and (3) above together we get the desired equality.
We now prove the result in general. Let (Â, m̂) be the m-adic completion of A. Since
Â is a faithfully flat A algebra we can assume that A⊂ Â. Set Iˆ = IÂ. Note that we have
G
Iˆ
(M̂) ∼=GA(M). It is also clear that if x is M-superficial then it is also M̂-superficial.
Furthermore I 2M/JIM ∼= I 2M̂/J IM̂ . Therefore we may assume as well that A is
complete. By Cohen’s Structure Theorem there exists a regular local ring (Q,n) such that
A = Q/L for some ideal L in Q. Set K be the inverse image of the ideal I . For i =
1,2, . . . , r pick yi ∈K such that yi = xi . Since M is Cohen–Macaulay x1, x2, . . . , xr is an
M-regular sequence and so y1, y2, . . . , yr form a Q-regular sequence (see [8, 6.2.3]). Note
that GI (M) = GK(M) and that I 2M/JIM = K2M/(y1, y2, . . . , yr)KM . The special
case considered above gives the desired equality. ✷
We refer to the equality in the previous theorem as the Abhyankar–Sally equality.
The previous theorem allows us to make the following definition.
Definition 15. Let A be a Noetherian local ring, M a Cohen–Macaulay A-module and
I an ideal of definition for M . We say M has minimal multiplicity with respect to I if
eI0(M)= hI0(M)+ hI1(M).
When M =A we have the usual definition of Cohen–Macaulay local ring with minimal
multiplicity. We now prove the following theorem.
Theorem 16. Let A be a Noetherian local ring, M a Cohen–Macaulay A-module and I
an ideal of definition for M . If M has minimal multiplicity then GI (A)-module GI (M) is
Cohen–Macaulay. Furthermore, the following conditions are equivalent:
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(ii) For every maximal M-superficial sequence x1, x2, . . . , xr there is an equality
I 2M = (x1, x2, . . . , xr)IM.
(iii) deghIM(z) 1.
(iv) eI1(M)= eI0(M)− λ(M/IM).
Proof. When dimM = 0, there is nothing to prove. So assume dimM = r > 0. Let
x1, x2, . . . , xr be a maximal M-superficial sequence. Then by the Abhyankar–Sally
equality we get I 2M = J IM . Therefore InM = J In−1M for all n  2. Therefore
we get InM ∩ JM = In−1JM for all n  1. Since M is Cohen–Macaulay we have
that x1, x2, . . . , xr is also an M-regular sequence. Therefore by Theorem 3 we get
x∗1 , x∗2 , . . . , x∗r is a GI (M)-regular sequence and so we get GI (M) is Cohen–Macaulay.
The Abhyankar–Sally equality gives the equivalence of (i) and (ii). If we assume (ii),
then by Theorem 16 we get thatGI (M) is Cohen–Macaulay and so by Theorem 8(1) we get
x∗1 , x∗2 , . . . , x∗r is a GI (M)-regular sequence and so by Corollary 11(2) we have hM(z)=
hM/JM(z). Clearly deghM/JM(z) 1 and so we have (iii). Clearly (iii) implies (iv).
We now prove (iv)⇒ (i).
If dimM = 0 then hIi (M)=HI(M, i) 0. Since
eI1(M)=
∑
i1
ihIi (M)= eI0(M)− hI0 +
∑
i2
(i − 1)hIi (M),
we get hIi (M)= 0 for all i  2. Therefore eI0(M)= hI0(M)+hI1(M) and so M has minimal
multiplicity.
If dimM = 1 and x is M-superficial then set ρIj (M) = λ(I i+1M/xIjM). By
Proposition 13(3), we have
eI1(M)=
∑
i0
ρIi (M)= eI0(M)− hI0(M)+
∑
i2
ρIi (M).
So we get ρIi (M)= 0 for all i  1. In particular, ρI1 (M)= 0; therefore we get I 2M = xIM
and this implies that M has minimal multiplicity. As proved earlier this implies that GI (M)
is Cohen–Macaulay.
When dimM = r > 1 and x1, . . . , xr is a maximal M-superficial sequence, we set N =
M/(x1, x2, . . . , xr−1)M . Clearly dimN = 1. By Corollary 11(1) we have eI0(N)= eI0(M)
and eI1(N) = eI1(M). Therefore by the one-dimensional case we get that N has minimal
multiplicity and GI (N) is Cohen–Macaulay. So by Sally descent (see Theorem 8(2)) we
see that GI (M) is Cohen–Macaulay. From Corollary 11(2) we have hIM(z)= hIN(z); so it
follows that M has minimal multiplicity. ✷
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In this section we assume that A is Cohen–Macaulay and I is an m-primary ideal. If
M is a finite A-module we denote the first syzygy module of M by SyzA1 (M). When M is
maximal Cohen–MacaulayA-module then SyzA1 (M) is zero (whenM is free) or a maximal
Cohen–Macaulay A-module. Since multiplicity is additive on exact sequences of modules
of the same dimension we have that
eI0(A)µ(M)= eI0(M)+ eI0
(
SyzA1 (M)
)
.
For eI1(M) we consider the function n → λ(TorA1 (M,A/In+1)). In the next proposition
we show that this function a polynomial for n 0 of degree at most d − 1. A similarly
looking, but different result is proved by Kodiyalam [5, Theorem 2].
Proposition 17. Let A be a Cohen–Macaulay local ring of dimension d , I an m-primary
ideal, and let M be a maximal Cohen–Macaulay A-module. Then
(1)
∑
n0
λ
(
TorA1 (M,A/I
n+1)
)
zn = h
I
N(z)−µ(M)hIA(z)+ hIM(z)
(1− z)d+1 .
(2) For n 0 the function n → λ(TorA1 (M,A/In+1)) is given by a polynomial tIM(z) of
the form:
tIM(z) =
(
eI1(A)µ(M)− eI1(M)− eI1
(
SyzA1 (M)
)) zd−1
(d − 1)! + lower terms in z.
(3) eI1(A)µ(M) eI1(M)+ eI1(SyzA1 (M)).
Proof. Set F = Aµ(M), N = Syz1(M), and Tn = λ(TorA1 (M,A/In+1)). Notice that
hF (z)= µ(M)hA(z). We tensor the exact sequence
0→N → F →M→ 0
with A/In+1 to get the exact sequence
0→ TorA1
(
M,A/In+1
)→N/In+1N → F/In+1F →M/In+1M→ 0.
Computing lengths we have
∑
n0
Tnz
n =
∑
n0
λ
(
N/In+1N
)
zn −
∑
n0
λ
(
F/In+1F
)
zn +
∑
n0
λ
(
M/In+1M
)
zn
= h
I
N(z)
d+1 −
µ(M)hIA(z)
d+1 +
hIM(z)
d+1(1− z) (1− z) (1− z)
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I
N(z)−µ(M)hIA(z)+ hIM(z)
(1− z)d+1 ;
so we get (1). Set l(z) = hIN(z) − hIF (z) + hIM(z). Since multiplicity is additive on
short exact sequences, we have that l(1) = eI0(N) − eI0(F ) + eI0(M) = 0. Write l(z) =
(1− z)s(z). This shows deg tIM(z) d − 1. We have
s(1)=−l′(1)=−eI1(N)+µ(M)eI1(A)− eI1(M).
Using this we get (2). Finally notice that (3) follows from (2). ✷
When I =m we have more precise results.
Theorem 18. Let A be a Cohen–Macaulay local ring of dimension d  1 and let M be a
maximal Cohen–Macaulay A-module. The following conditions are equivalent:
(i) M is free.
(ii) tM(z)= 0.
(iii) deg tM(z) < d − 1.
(iv) e1µ(M)= e1(M)+ e1(SyzA1 (M)).
The theorem above proves that if M is non-free maximal Cohen–Macaulay module then
deg tM(z) = d − 1. Theorem 21(i) gives information on its leading coefficient. For both
theorems we need the following lemma.
Lemma 19. If A is a Cohen–Macaulay local ring of dimension one and M is a maximal
Cohen–Macaulay A-module, then
λ
(
TorA1
(
M,A/mn+1
))
 e0
(
SyzA1 (M)
) for all n 0.
Proof. Since dimA= 1, Proposition 17 shows that λ(TorA1 (M,A/mn+1) is constant (say
equal to l) for all large n. Choose n0 large enough such that for all n n0 we have
λ
(
TorA1
(
M,A/mn+1
))= l,
H (M,n)= e0(M), H(A,n)= e0(A).
Pick n > n0 and consider the exact sequence
0→ m
n
mn+1
→ A
mn+1
→ A
mn
→ 0.
We tensor it with M to get the exact sequence
TorA1 (M,A/m
n)→M ⊗A m
n
→ M → M → 0. (∗)
mn+1 mn+1M mnM
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M ⊗A m
n
mn+1
=
(
M
mM
)e
.
Computing lengths using the exact sequence (∗) we have
l  eµ(M)− λ(M/mn+1M)+ λ(M/mnM)= eµ(M)− λ(mnM/mn+1M)
= eµ(M)− e0(M)= e0
(
SyzA1 (M)
)
.
This establishes the assertion of the lemma. ✷
Proof of Theorem 18. The implications (i) ⇒ (ii) and (ii) ⇒ (iii) are clear. By
Proposition 17 we get (iii)⇔ (iv). So it remains to prove (iv)⇒ (i).
We first assume d = 1. If e1µ(M) = e1(M) + e1(SyzA1 (M)) then by Proposition 17
we get tM(z) = 0; i.e. TorA1 (M,A/mn+1) = 0 for all n  0. By Lemma 19 we get
e(SyzA1 (M))= 0. This implies SyzA1 (M)= 0. Therefore M is free.
When dimM > 1 we prove it first assuming k is infinite. Let x1, x2, . . . , xd be
a superficial sequence for A⊕M⊕SyzA1 (M). Let J = (x1, x2, . . . , xd−1), B =A/J , M1 =
M/JM , and N1 = SyzA1 (M)/J SyzA1 (M). Since x1, x2, . . . , xd−1 is regular on A and M ,
we have N1 ∼= SyzB1 (M1). Also note that µ(M) = µ(M1). By Corollary 11(1), we have
e1(B) = e1(A), e1(M1) = e1(M), and e1(SyzB1 (M1)) = e1(SyzA1 (M)). Therefore, by the
dimension-one case, we get M1 is free B-module. Since TorA1 (M,k)∼= TorB1 (M1, k)= 0,
we get that M is a free A-module.
If k is finite then set A′ =A[X]S andM ′ =M⊗AA[X]S where S =A[X]\mA[X]. The
residue field of A′ is k(X) is infinite. Furthermore, H(M,n)=H(M ′, n) for all n 0. In
particular, µ(M ′)= µ(M). Since A′ is flat over A, we get SyzA′1 (M ′)∼= SyzA1 (M)⊗A A′.
So we have
e1µ(M
′)− e1(M ′)− e1
(
SyzA1 (M)⊗A′
)= e1µ(M)− e1(M)− e1(SyzA1 (M))= 0.
Therefore by the previous case M ′ is free. So SyzA1 (M)⊗A′ = 0 and since A′ is faithfully
flat over A we get SyzA1 (M)= 0 and so M is free. ✷
Remark 20. The preceding theorem fails for arbitrary m-primary ideals. Let (A,m) be a
non-regular Cohen–Macaulay local ring of positive dimension d , with an infinite residue
field. Let M be a non-free maximal Cohen–Macaulay A-module. Let x1, . . . , xd be a
regular sequence for M , A, and N = SyzA1 (M). Set J = (x1, . . . , xd). It is easy to see
that
hJA(z)= eJ0 (A), hJM(z)= eJ0 (M), hJN(z)= eJ0 (N).
From Proposition 17(i) we get tJM(z)= 0.
We now prove the following theorem.
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maximal Cohen–Macaulay A-module. Then
(1) µ(M)e1(A)− e1(M)− e1(SyzA1 (M)) e0(SyzA1 (M)).
(2) µ(M)(e1(A)− e0(A)+ 1) e1(M)− e0(M)+µ(M).
Proof. Note that by Corollary 11(1) it suffices to prove the result for dimension one. Also
clearly the result holds when M is free. Therefore assume M is non-free.
Using Theorem 18 we get that tM(z) = µ(M)e1 − e1(M) − e1(SyzA1 (M)). Using
Lemma 19 we get (1).
We get (2) from (1) by using the fact that e0(SyzA1 (M)) = µ(M)e0 − e0(M) and by
rearranging terms in (1). ✷
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