The IPv6 over Low-Power Wireless Personal Area Network (6LoWPAN) protocol stack is a key part of the Internet of Things (IoT) where the 6LoWPAN motes will account for the majority of the IoT 'things'. In 6LoWPAN networks, heavy network traffic causes congestion which significantly affects the overall performance and the quality of service metrics. In this paper, a new analytical model of congestion for 6LoWPAN networks is proposed using Markov chain and queuing theory. The derived model calculates the buffer loss probability and the channel loss probability as well as the number of received packets at the final destination in the presence of congestion. Also, we calculate the actual wireless channel capacity of IEEE 802.15.4 with and without collisions based on Contiki OS implementation. The validation of the proposed model is performed with different scenarios through simulation by using Contiki OS and Cooja simulator. Simulation results show that the analytical modelling of congestion has an accurate agreement with simulation.
Introduction
The IoT is considered to be the next big challenge for the Internet research community and it has recently drawn significant research attention [1] . The IoT will comprise billions of intelligent communicating things such as wireless sensor nodes, radio frequency identification (RFID) tags and near field communication (NFC) devices that extend the border of the world with physical entities and virtual components [2] . Wireless sensor networks (WSNs) are considered as one of the most important elements in the IoT. 6LoWPAN [3] is used for full integration of WSN with the Internet where sensor nodes implement the Internet Protocol (IP) stack though it was originally designed for wired networks. However, the implementation of the TCP/IP model in WSN and 6LoWPAN networks has many issues due to the limitation of bandwidth, energy and buffer resources. Transmission Control Protocol (TCP) requires extra resources for connection setup and termination before and after the data transmission whilst User Datagram Protocol (UDP) does not provide a congestion control mechanism. Thus, TCP and UDP are not efficient for WSN and 6LoWPAN networks [1] . Therefore, one of the main issues in WSN and 6LoWPAN networks is congestion that causes packet loss, increased energy consumption and degraded throughput.
Congestion occurs when multiple sensor nodes start to send packets concurrently at high data rate or when a node relays many flows across the network. Thus, link collision on the wireless channel and packet overflow at buffer nodes occur in the network [4] . Recently, a few papers have investigated and addressed congestion in 6LoWPAN networks [5] [6] [7] [8] [9] [10] [11] [12] , but none considered congestion assessment and analysis through analytical modelling. In this paper, we propose an analytical model to study the 6LoWPAN network performance in the presence of congestion (e.g. how many packets are lost due to buffer overflow and the average number of packets received by a sink node) using Markov chain analysis and queuing theory. Queuing theory is one of the most important tools for studying and analysing computer network performance [13, 14] . Queuing analysis is considered as a special case of Markov chains. It deals with queues (nodes' buffers) where customers (packets) compete to be processed by servers (sensor nodes). Also, we calculate the IEEE 802.15.4 effective channel capacity based on Contiki OS implementation with and without wireless channel collision occurrence. Finally, we validate our modelling with different parameters i.e. number of nodes, buffer sizes and offered loads, through simulation using Contiki OS [15] and Cooja simulator [16] .
The reminder of the paper is structured as follows: In Section 2, we introduce the system model. In Section 3 and 4, we derive an analytical model of congestion in 6LoWPAN networks that calculates the buffer loss probability and channel loss probability respectively. Section 5 calculates the actual IEEE 802.15.4 channel capacity based on Contiki OS implementation. The accuracy of the derived model is evaluated through simulation in Section 6. Finally, Section 7 concludes this paper.
System model
In 6LoWPAN networks, the IPv6 routing protocol for low-power and lossy networks (RPL) [17] is responsible for constructing the network topology. Three types of nodes are defined: sink (root) nodes which provide connectivity to other networks, intermediate nodes which forward packets to the sink and leaf nodes. Consider a network of M leaf nodes, L 1 , . . . , L k , . . . , L M , one intermediate node, I , and one sink node, S. The topology of the network is shown in Fig. 1 . In the network, we denote by l k,i the link between node L k and node I and l i,s the link between node I and node S. For node I , we define a children set, ∆ I , to be all nodes that have node I as a next-hop node. Each node in the network has a buffer of B packet size. We assume that the wireless channel capacity (CC b ) in bit per second is distributed among nodes as the intermediate node has half portion of the leaf node. The reason is that the radio of the intermediate node is receiving and transmitting at the same time whereas the leaf node's radio is just sending traffic. Also, we assume that the sensor nodes run the contention based IEEE 802.15.4 MAC protocol with unslotted CSMA/CA as an access mechanism.
When congestion occurs, the packets are lost either at the sensor node (buffer overflow) or on the wireless channel. Fig. 2 shows the node model for the leaf and intermediate nodes. In  Fig. 2 , the applications in the leaf nodes, L 1 , L 2 , . . . .., L M , generate packets at an average data rate of λ 
where j = 1, 2, . . . , k, . . . , M, and the total arrival packets at node I is λ
When node I receives the packets, it stores them in its buffer to forward them later to the sink node S with an average departure rate of µ I . In the following sections, we develop a model to calculate the probabilities of packet buffer loss and channel loss in the network.
Buffer loss probability
In this section, we perform Markov chain analysis to calculate the buffer loss probability (P bu f f er −loss ). The states of the Markov chain represent the number of packets stored in the buffer. Consider the packet arrivals are independent binomial distribution with a mean rate of λ (packet/s) and a mean service time of each packet is assumed 1/µ. The buffer can be modelled as an M/M/1/B model where B represents the buffer size. We take the time step of state transitions equals to the inverse of the maximum data rate which is the channel capacity in packet per second (CC p ) as follows:
where CC p = CC b /N and N is packet length in bits. At a given time step a maximum of one packet can arrive at or leave the buffer. We assume that at a certain time step, the probability of packet arrival is P arr and the probability that a packet leaves the queue is P dep . The state transition diagram for the M/M/1/B queue is shown in Fig. 3 where
The equilibrium (steady state) distribution vector of the transition matrix is given by:
To simplify the analysis, we consider that the applications at the leaf nodes generate packets with equal data rate of an average of λ L where λ
For the leaf nodes, the probability of packet arrival at the buffer is P L arr = λ L /CC P and the probability of packet departure is
As the channel capacity is distributed among nodes with leaf node having twice portion of the intermediate node, the maximum departure rate at a leaf node can be written as: µ L max = 2CC p /(2M + 1). Thus, the average number of lost packets per time step T at each leaf node's buffer is:
and the average number of lost packets per second at each leaf node's buffer is as follows:
Thus, the probability of lost packets at the leaf node's buffer is given by:
For the intermediate node I , the probability of packet arrival at the buffer is P I arr = λ I total /CC p and the probability of packet departure is P 
Thus, the average number of lost packets per time step T at the intermediate node's buffer is as follows:
and the average number of lost packets per second at the intermediate node's buffer is given by:
Thus, we can write the probability of lost packets at the intermediate node's buffer as:
We also can write the total average number of lost packets per second at the buffers in the network as:
Ultimately, the total probability of lost packets at nodes' buffers in the network is:
Substituting equations (4), (7) and (9) in (10), we get:
The average number of received packets per second at sink node (λ S ) is:
4. Channel loss probability
In the IEEE 802.15.4 CSMA/CA, packets are assumed to be lost in the wireless channel due to two reasons: (1) Channel access failure: when a node tries to transmit a packet, it performs a CCA to sense the wireless channel. If the channel is idle, then the node begins to transmit. Otherwise, it increments the value of two parameters; the number of backoff (NB) and the backoff exponent (BE). After that, the node waits for a random time in the range [0, (2 B E − 1)] backoff unit periods before it does the CCA again. Each backoff unit period equals 20 symbols * 16 µs/symbol [18] . This process continues until the value of BE exceeds the value of macMaxCSMABackoffs parameter. Then, the packet is discarded due to channel access failure. (2) Maximum number of retransmission limit: when the node sends the packets it waits for an ACK packet. If the node does not receive the ACK packet due to a collision or an ACK timeout expires, then, it increments the retransmission count and tries to retransmit the packet. If the number of retransmissions reaches the maximum number of the retransmissions parameter macMaxFrameRetries, then, the packet is dropped. Thus, the probability of channel loss for node j (P j ch−loss ) is:
where P j ca f is the probability of packet loss due to channel access failure, P j mrl is the probability of packet loss due to the maximum number of retransmissions limit and j is the node ID.
In [19] 
where α j is the probability that CCA is busy, P coll, j is the probability that a transmitted packet encounters a collision, m is the maximum number of backoffs and n is the maximum number of retransmissions, for node j. For more details about P j ca f and P j mrl , please refer to [19] .
Contiki-based IEEE 802.15.4 effective channel capacity
The developed buffer loss probability model depends on a set of parameters; one of them is the actual channel capacity. We do validation of our proposed modelling with Contiki OS and Cooja simulator. In this section, we estimate the actual channel capacity based on Contiki 3.0 OS implementation. The IEEE 802.15.4 standard supports a maximum data rate at the physical layer of 250 kbps in the 2.4 GHz band. In reality, the effective data rate is smaller than 250 kbps and its actual value varies with time due to channel access algorithm operation, overhead of ACK packet transmission, collisions and number of active nodes. Contiki OS uses unslotted CSMA/CA as a channel access mechanism and it implements the data link layer as three sublayers: framer, RDC and medium access control (MAC). In the simulation, these are 802.15.4 (framer), nullrdc (RDC) and CSMA (MAC). When the application generates packets, they are passed down to the MAC layer through the network layer and sicslowpan layer. When the MAC layer receives the packets, it enqueues them into its buffer. After that, the MAC layer sends the packets to the nullrdc layer which calls a function called 'NETSTACK RADIO.prepare' to prepare the packet with the radio. While preparing, if the radio is currently receiving a packet over air or it has already received a packet that needs to be read before sending an ACK packet, then, the radio returns 'TX COLLISION'. Otherwise, the nullrdc calls another function called 'NETSTACK RADIO.transmit' to send the already prepared packet. Next, the nullrdc layer waits for ACK packet with a time called macAckWaitDuration. If the ACK is received during the wait time, the nullrdc waits again for a time called 'AFTER ACK DETECTED WAIT TIME' (T A A D ) and then returns 'TX OK' to the CSMA layer. Otherwise, if macAckWaitDuration time ends and ACK is not received, the nullrdc returns 'TX NOACK'. When the CSMA layer gets 'TX OK', it dequeues the successful transmitted packet and sends the next packets. Otherwise, if it gets 'TX COLLISION' or 'TX NOACK', the CSMA waits for a random backoff time in the range [time, time+2 B E ×time] where time is channel check interval which equals 1/channel check rate. Then, after the backoff time ends, the CSMA layer retransmits the packet again. The MAC layer makes macMaxFrameRetries retransmission attempts and if unsuccessful, the packet is dropped. When the packet is received, it waits for a time called tur nar ound time and then it sends the ACK packet. Fig. 4 shows the TimeLine of 6 motes where one of them sends packets to others. Clearly, we can see the packet transmission time, turnaround time, ACK transmission time and wait time which includes T A A D as well as other times. Also, we can see that when a collision occurs (two nodes transmit at the same time), the collided nodes wait for macAckWaitDuration plus a random backoff time before they try to transmit again.
Considering that a collision does not occur, the maximum effective data rate, E D R max , that Contiki 3.0 OS can support is as follows: (16) where N is the data packet length (in bits) and T nocoll is the actual time needed to transmit one data packet without collision. The maximum data packet length that IEEE 802.15.4 link can support is 127 bytes and T nocoll is calculated as follows:
T nocoll = T data + tur nar ound time + T AC K + T wait (17) where T data and T AC K are the amount of time required to transmit data packet and ACK packet respectively. T ur nar ound time is the time required to switch between transmit and receive, or vice versa and T wait includes T A A D and other times as shown in Fig. 4 . Thus, E D R max is calculated as:
In practice, transmissions typically suffer collisions. When a collision does occur, the actual data rate goes down as the probability of collision increases in the network. When a collision occurs, the mote retransmits the collided packet. This takes extra time which includes transmission time of the collided data packet, macAckWaitDuration and random backoff time as shown in Fig. 4 . Thus, the actual data rate, AD R, with a probability of collision of P collision is as follows:
where T coll is the actual time needed to transmit one data packet within collision and one retransmission attempt and is calculated as:
Please For example, with a probability of collision of 5%, the actual data rate can be calculated as follows: For more information about the values used in E D R max and AD R equations (e.g. T data = 4.256 ms), please refer to [20] [21] [22] .
When a node enters a backoff period and there are other active nodes within transmission range that have data packets to send. During this backoff period other active nodes still utilize this time by sending their data packets. Thus, as there are active nodes during a backoff period of a collided node, the channel time is utilized as much as possible and therefore the actual channel capacity increases. Also, as the active nodes can detect the idle time of the wireless channel quickly, the channel utilization will be high and therefore, the actual channel capacity increases. Overall, the actual channel capacity is not constant and it varies according to network circumstances. The actual channel capacity is affected by many factors such as probability of collision, number of active nodes and the utilization rate of idle wireless channel time by active nodes. In [20, 21] , Sun et al. have developed effective channel capacity estimation of IEEE 802.15.4 beaconless mode without taking account of the random backoff time and collision occurrence. Also, in [22] , Latré et al. have determined throughput of unslotted IEEE 802.15.4 with unreal assumptions (no losses due to collisions, no packets are lost due to buffer overflow, perfect channel with bit error rate of zero). In our modelling validation, we estimate the actual channel capacity value based on our simulation results.
Simulation results
In this section, we present simulation results by using Contiki 3.0 OS and Cooja simulator to validate our buffer loss probability modelling for varying number of leaf nodes, buffer sizes and various offered loads. The protocols and simulation parameters used in the simulation are shown in Table 1 (macMin B E and macMax B E values were chosen based on the default settings of Contiki OS). The total duration time of each simulation is set to be 60 s and during the simulation time, each leaf node sends data packets periodically to the sink node with an offered load of 32 packet/s.
In the first scenario, we change the number of leaf nodes to 2, 4, 6, 8 and 10 where each leaf node's application generates packets with an average rate of 32 packet/s. Fig. 5 shows the average number of dropped packets per second due to buffer overflow in the leaf node and the intermediate node estimated by simulation and using analytical modelling. From this figure, we can observe a good agreement between simulation and analytical results. Also, we can see that as the number of leaf nodes increases in the network, the number of lost packets due to buffer overflow increases in both leaf node and intermediate node. The reason is that as the number of leaf nodes increases, the portion of channel capacity for each node is reduced and therefore the departure rate of each node becomes lower and the probability of buffer loss becomes high. Next, in the second scenario, we set the number of leaf nodes to 5 and we changed the buffer size to 5, 10, 15 and 20 packets. Fig. 6 shows the average number of buffer loss packets in the leaf node and the intermediate node per second. We notice close correlation between simulation and modelling results. It is clear that as the buffer size increases, the average number of lost packets at leaf node's buffer decreases while it increases in the intermediate node. The reason is that when the buffer size is increased in the leaf node, the probability of buffer loss decreases and the leaf node's departure rate increases. As the departure rate of leaf node is increased, the arrival rate at the intermediate node is increased and therefore the probability of buffer loss becomes higher.
In the last scenario, we changed the offered load to 1, 2, 4, 8, 16 and 32 packet/s and set the number of leaf nodes to 5. Fig. 7 shows the number of dropped packets at the buffers of the leaf and intermediate nodes every second with different offered loads. From this figure, we can see matched results between simulation and analytical modelling. Also, we can see that when the offered load is increased, the average number of buffer dropped packets increases in the leaf and intermediate nodes.
Finally, Fig. 8 shows the average number of received packets at the sink node every second for the three scenarios above. From the figure, we notice that the simulation and analytical results have the same trend and a good consistency. Also, we can see that the number of received packets at the sink increases with: decreasing the number of leaf nodes, increasing the buffer size and increasing the offered load until it reaches a certain rate (4 packet/s) after that the number of received packets at the sink starts decreasing. Overall, the scenarios show that the analytical modelling results have a good agreement with the simulation results. Also, the simulation results show that our analytical modelling of congestion accurately models the buffer loss probability and the average number of received packets at the sink node. However, the main difference between analytical model and simulation model is the assumption the leaf node has a double portion of the wireless channel as compared to ) - the intermediate node which will not always hold with the simulation model.
Conclusion
In this paper, we have presented an analytical model for 6LoWPAN network in the presence of congestion using Markov chain analysis and queuing theory. We have derived the expressions for the buffer loss probability and throughput at the sink. Also, we have calculated the IEEE 802.15.4 actual channel capacity under an unslotted CSMA-CA with and without collisions based on Contiki 3.0 implementation. Simulation results show that our analytical modelling of congestion has an accurate and good matching with the simulation for different scenarios and various parameters. Also, simulation results show that: (i) As the number of leaf nodes increases, buffer overflow increases in the network, (ii) As buffer size is increased, buffer overflow at the leaf node decreases while it increases at the intermediate node, and (iii) As offered load is increased, the number of dropped packets increases in the leaf and intermediate nodes.
