We design a succinct data structure for representing a poset that, given two elements, can report whether one precedes the other in constant time. This is equivalent to succinctly representing the transitive closure graph of the poset, and we note that the same method can also be used to succinctly represent the transitive reduction graph. For an n element poset, the data structure occupies n 2 /4 + o(n 2 ) bits in the worst case. Furthermore, a slight extension to this data structure yields a succinct oracle for reachability in arbitrary directed graphs. Thus, using no more than a quarter of the space required to represent an arbitrary directed graph, reachability queries can be supported in constant time. We also consider the operation of listing all the successors or predecessors of a given element, and show how to do this in constant time per element reported using a slightly modified version of our succinct data structure.
Introduction
Partially ordered sets, or posets, are useful for modelling relationships between objects, and appear in many different areas, such as natural language processing, machine learning, and database systems (see, for instance, [36, p. 4] ). As problem instances in these areas are ever-increasing in size, developing more space efficient data structures for representing posets is becoming an increasingly important problem.
By a constructive enumeration argument, Kleitman and Rothschild [28] showed that the number of size n posets is 2 n 2 /4+O(n) . Thus, the information theory lower bound dictates that storing an arbitrary poset requires lg(2 n 2 /4+O(n) ) = n 2 /4 + O(n) bits. 1 This naturally raises the question of how a poset can be represented using only n 2 /4 + o(n 2 ) bits, and support efficient query operations.
It is well-known that, since a poset is a special kind of directed acyclic graph, we can represent it using an upper triangular bit matrix. The bit matrix approach occupies n 2 /2 + o(n 2 ) bits of space, and can support precedence (i.e., less than) queries in constant time: only a single bit must be examined. However, the leading coefficient is twice the information theory lower bound for representing a poset, so it raises the question of whether it is possible to do better.
The purpose of this paper is to close this gap by describing a succinct data structure for representing arbitrary posets. We give a detailed description of our results in Sect. 4 , but first provide some definitions in Sect. 2 and then highlight some of the previous work related to this problem in Sect. 3.
Definitions and Notation
A poset P is a reflexive, antisymmetric, transitive binary relation on a set S of n vertices 2 , denoted P = (S, ). Let s 1 Each poset P = (S, ) is uniquely described by a directed acyclic graph, or DAG, G C = (S, E C ), where E C = {(s 1 , s 2 ) : s 1 ≺ s 2 } is the set of edges. The DAG G C is the transitive closure graph of P. Note that a precedence query for vertices s 1 and s 2 is equivalent to the query "Is the edge (s 1 , s 2 ) in E C ?" Alternatively, let G R = (S, E R ) be the DAG such that E R = {(s 1 , s 2 ) : s 1 ≺ s 2 , s 3 ∈S , s 1 ≺ s 3 ≺ s 2 }, i.e., the minimal set of edges that imply all the edges in E C by transitivity. The DAG G R also uniquely describes P, and is called the transitive reduction graph of P.
Posets are often illustrated using a Hasse diagram, which displays all the edges in the transitive reduction, and indicates the direction of an edge (s 1 Vertices s 1 and s 2 are sources, and vertices s 6 and s 7 are sinks. In all our diagrams, paths from sources to sinks go upward above s 2 . In fact, we use the terminology above and below to refer to edges in the Hasse diagram, or transitive reduction; for example if s 1 is above s 2 , then (s 2 , s 1 ) ∈ E R . We refer to vertices that have no outward edges in the transitive reduction as sinks, and vertices that have no inward edges in the transitive reduction as sources. See Fig. 1 for an example. Since all these concepts are equivalent, we may freely move between them when discussing a poset, depending on which representation is the most convenient.
A chain of a poset, P = (S, ), is a totally ordered subset C = {c 1 , . . . , c k } ⊆ S; i.e., c i ≺ c j iff i < j, for 1 ≤ i < j ≤ k. An antichain is a subset A = {a 1 , . . . , a k } ⊆ S, such that each a i a j , for i = j. The height of a poset is the number of vertices in its maximum chain 3 , and the width of a poset is the number of vertices in its maximum antichain. The following theorem is fundamental in partial order theory, and relates the size of minimal decompositions of chains and antichains to the width and height of the partial order:
Theorem 1 (Dilworth's Theorem and its dual [44] 
) If P = (S, ) is a poset of width w, then there is a decomposition of S into vertex disjoint sets C 1 ∪ · · · ∪ C w = S, where C i is a chain. Dually, if h is the height of P, then there is a decomposition of S into vertex disjoint sets A 1 ∪ . . . ∪ A h = S, where A i is an antichain.
Given a poset P = (S, ), a linear extension L = (S, 1 ) of P is a total ordering of S, i.e., a chain defined on the vertices in S with respect to the relation 1 , such that if s i ≺ s j for some i, j ∈ [1, n], then s i ≺ 1 s j . However, note that the converse is not necessarily true: we cannot determine whether s i ≺ s j just based on the fact that s i ≺ 1 s j . Let L = {L 1 = (S, 1 ), v, L k = (S, k )} denote a set of linear extensions of a poset P = (S, ). L is said to be a realizer of P, if, for all s i , s j ∈ S, s i ≺ s j implies s i ≺ k s j for all 1 ≤ k ≤ k, and s i ≺ k s j for all 1 ≤ k ≤ k implies s i ≺ s j . The order dimension of a poset P is the cardinality of the smallest realizer for P.
Based on the previous definitions, consider any chain C = {s 1 , . . . , s k } of P. In the transitive closure, each edge (s i , s j ) is present, where 1 ≤ i < j ≤ k. Similarly, in the transitive reduction, no edge (s i , s j ) is present, unless j = i + 1 for each 1 ≤ i < k; many theorems about posets use the fact that no forbidden polygon exists in the transitive reduction, consisting of directed edges (s i , s i+1 ), . . . , (s j−1 , s j ), (s i , s j ). 4 For example, Kleitman and Rothschild [27] use this property to count the number of distinct posets on n vertices.
Given a poset P = (S, ), and two vertices s 1 , s 2 ∈ S, the join of s 1 We use K q,q to refer to a balanced biclique with parts of size q, i.e., an undirected
Finally, we make use of the following inequalities:
is the standard entropy function. We have:
for integers U ≥ N ≥ 1.
Previous Work
One way of storing a poset is by representing either its transitive closure graph, or transitive reduction graph, using an adjacency matrix. If we topologically order the vertices of this graph, then we can use an upper triangular matrix to represent the edges, since the graph is a DAG. Such a matrix occupies n 2 bits, and can, in a single bit probe, be used to report whether an edge exists in the graph between two vertices. Thus, this simple approach achieves a space bound that is roughly two times the information theory lower bound.
Since a poset is a special case of a DAG, the succinct graph representation of Farzan and Munro [11] can be used to represent posets. Given a poset with n vertices and m relations (i.e., edges in the transitive closure graph), this representation occupies
provided m is either o(n ε ), or Ω(n 2 / log 1−ε n) for any constant ε > 0. In the alternative case, when m does not satisfy these bounds, they gave a representation that occupies
We note that both of these representations support precedence queries in constant time, as well as listing all predecessors (resp. successors) of a vertex in the transitive closure in constant time per vertex reported. One might ask, "What is the value of m for a typical poset?" As it turns out, for a poset selected uniformly at random from the set of all possible posets, we have m = n 2 /8 + Θ(n 7/8 ) with high probability [28] . Thus, applying Lemma 2 to Eq. 1, we get that the space (ignoring lower order terms) is at least 0.8112 n 2 ≈ 0.4056n 2 bits, with high probability. Thus, this representation is smaller than the plain adjacency matrix with high probability, but still fails to match the information theory lower bound in general.
A very different representation, called the ChainMerge structure, was proposed by Daskalakis et al. [7] , and occupies Θ(wn) words of space, where w is the width of the poset. The data structure essentially stores a minimum cardinality chain decomposition of the poset, and for each pair of chains, structural information on how the vertices relate to one another. The ChainMerge structure, like the other representations mentioned so far, supports precedence queries in constant time.
Recently, Farzan and Fischer [10] presented a data structure that represents a poset using 2wn(1 + o(1)) + (1 + ε)n lg n bits, where w is the width of the poset, and ε > 0 is an arbitrary positive constant. This data structure supports precedence queries in constant time, and many other operations in time proportional to the width of the poset. These operations are best expressed in terms of the transitive closure and reduction graphs, and include:
1. reporting all t out predecessors (resp. successors) of a vertex in O(w + t out ) time; 2. reporting all vertices above (resp. below) an arbitrary vertex in O(w 2 ) time; 3. reporting an arbitrary neighbour of a vertex in the transitive reduction in O(w) time; 4. reporting whether an edge exists between two vertices in the transitive reduction in O(w) time; 5. reporting all t out vertices that, for two vertices s 1 and s 2 , are preceded by s 1 and precede s 2 in O(w + t out ) time; 6. reporting the set of vertices in the join (resp. meet) of a set of t in vertices in O(w 2 + t in ) time; 7. and, reporting an arbitrary vertex in the join (resp. meet) of a set of t in vertices in O(w min{t in , w}) time.
The basic idea of their data structure is to encode the ChainMerge structure of Daskalakis et al. [7] using bit strings, and to answer queries by using rank and select queries on these bit strings. We note that since both structures rely on finding a minimum chain decomposition, they require O(w 2 n lg(n/w)) construction time [7] . If w is sufficiently large, then this can be improved to O(n 2.3729 ), since finding a minimum chain decomposition is no harder than solving the maximum matching problem, which, in turn, is no harder than matrix multiplication [33] .
Since the data structure of Farzan and Fischer [10] is adaptive on the width, it is appropriate for posets where the width is small relative to n. However, if we select a poset of n vertices uniformly at random from the set of all possible n vertex posets, then it will have width n/2 + o(n) with high probability [28, 41] . Thus, this representation will occupy n 2 + o(n 2 ) bits, which is roughly four times the information theory lower bound. Furthermore, the time to construct the data structure of Farzan and Fischer is O(n 2.3729 ). Finally, with the exception of constant time precedence queries, all other operations described above take O(n) time for such a poset.
Other Related Work
For subclasses of posets, space efficient representations have been developed, though they are not succinct. These subclasses include: lattices [21, 39, 40] , distributive lattices [22] , Hasse diagrams representable by certain subclasses of planar DAGs [15] and forests [17] . There has been work on finding space efficient encodings of posets based on the size of their order dimension, or related measures of dimension that generalize order dimension, including: boolean dimension [14] [15] [16] , encoding dimension [20] , string dimension [18] , and rectangle dimension [30] . However, it is well-known that it is an NP-complete problem to determine whether the order dimension of a poset is 3 or larger [45] 5 , and similar NP-completeness proofs exist for several of these alternative proposed measures of dimension [37] . As far as we are aware, boolean dimension [15] is the only alternative proposal that is known to be computable in polynomial time, and for arbitrary posets does not yield a succinct representation. Even approximating the order dimension of a partial order to within a factor of O(n 0.5−ε ) for any constant ε > 0 is NP-hard [24] , though we are not aware of such hardness of approximation results for these similar measures.
There is also work on representing arbitrary binary relations in a compact form [2, 3] . Since a poset is a special case of a binary relation, i.e., a transitive one, these representations can be used to represent a poset. However, for an arbitrary poset, these representations overshoot the information theory lower bound for posets by a lg n factor, and do not support constant time precedence queries.
For an arbitrary DAG, the reachability relation between vertices is a poset: i.e., given two vertices, s 1 and s 2 , the relation of whether there a directed path from s 1 to s 2 in the DAG. Clearly, if we can answer precedence queries in an arbitrary poset, then we can answer reachability queries in an arbitrary DAG. We note that there is a great deal of work in the area of developing reachability (and distance) oracles for specific classes of directed graphs, such as planar directed graphs [42] . There is also work on distance oracles for undirected graphs, in both the approximate case, such as the seminal work of Thorup and Zwick [43] (see also the hundreds of papers by which it is referenced), and in the exact case [13] . However, none of the previous work has considered how to achieve succinct space for arbitrary directed graphs. For example, Thorup and Zwick [43, Proposition 5.2] mention that Ω(n 2 ) bits are required for reachability in a directed graph, but do not consider constant factors. There are numerous papers from the database community about answering reachability queries in directed graphs, starting with the paper of Agrawal, Borgida, and Jagadish [1] . Many different techniques have been proposed, such as tree cover, path-tree cover, 2-hop and 3-hop indexing (see Jin et al. [26] for a brief survey). These techniques are aimed at directed graphs where m = o(n 2 ), and do not provide a succinct representation in the case of arbitrary directed graphs.
Finally we note that other than precedence queries, representations of posets have been explored that support efficient counting of linear extensions, and generation of a random linear extension [8] . There is also work on developing labelling schemes for graphs, so that reachability and adjacency can be tested efficiently by comparing graph labels [38] .
Our Contributions
Our results all hold in the word-RAM model of computation with word size Ω(lg n) bits. Our main result is summarized in the following theorem:
Theorem 2 Let P = (S, ) be a poset, where |S| = n. There is a succinct data structure for representing P that occupies n 2 /4 + O(n 2 lg lg n/ lg n) bits, and can support precedence queries in constant time: i.e., given vertices s 1 , s 2 ∈ S, report whether s 1 s 2 .
Note that, unlike-for instance-the structure of a labelled tree, the structure of a poset requires far more bits to represent than a labelling of its vertices. Thus, in order to refer to the vertices in the poset, we can assume each vertex has a label; i.e, an integer associated with it, drawn from the range [1, n] . We further note that we are also free to relabel the vertices, as an entire set of labels will require only Θ(n lg n) bits. Consequently, we will always refers to vertices by their labels, so often when we refer to "vertex s 1 ", it means "the vertex in S with label s 1 ", depending on context. Theorem 2 implies that we can, in constant time, answer queries of the form, "Is the edge (s 1 , s 2 ) in the transitive closure graph of P?" In fact, we can also apply the same representation to support, in constant time, queries of the form, "Is the edge (s 1 , s 2 ) in the transitive reduction graph of P?" However, at present we can only support efficient queries in one or the other, not both simultaneously using succinct space. For this reason we focus on the closure, since it is more interesting, but state the following theorem: 
We also show that both of these data structures can be constructed efficiently. We have the following result:
Theorem 4 Given the transitive closure (resp. reduction) graph of a poset P, the data structure of Theorem 2 (resp. Theorem 3) can be constructed for P in time O(n 2+ε ), for any constant ε ∈ (0, 1.42]. The smaller the constant ε is chosen to be, the larger the constant factor in the lower order space term-O(n 2 lg lg n/ lg n)-becomes.
Reachability in Directed Graphs Theorem 2 implies that there is a data structure that occupies n 2 /4 + o(n 2 ) bits, and can support reachability queries in a DAG, in constant time. As far as we are aware, this is the first reachability oracle for arbitrary DAGs that uses strictly less space than an upper triangular bit matrix in the worst case, and supports reachability queries in constant time. We can even strengthen this observation by noting that for an arbitrary directed graph G, the condensation of G-the graph that results by contracting each strongly connected component into a single vertex [6, Section 22.5]-is a DAG. Given vertices s 1 and s 2 , if s 1 and s 2 are in the same strongly connected component, then s 2 is reachable from s 1 . Otherwise, we can apply Theorem 2 to the condensation of G. Thus, we get the following corollary: Note that even in the worst case when Φ = n, the space bound of the previous corollary is roughly a quarter of the space required to represent an arbitrary directed graph.
Corollary 1 Let G be a directed graph with n vertices and Φ strongly connected components. There is a data structure that occupies
Switching back to the terminology of order theory, the previous corollary generalizes Theorem 2 to the larger class of binary relations known as quasi-orders: i.e., binary relations that are reflexive and transitive, but not necessarily antisymmetric. In fact, reflexivity does not restrict the binary relation very much, so we can further generalize Theorem 2 to arbitrary transitive binary relations.
Theorem 5 Let T = (S, ) be a transitive binary relation on a set of vertices S,
where |S| = n. There is a succinct data structure for representing T that occupies n 2 /4 + O(n 2 lg lg n/ lg n) bits, and can support precedence queries in constant time: i.e., given two vertices s 1 , s 2 ∈ S, report whether s 1 s 2 .
Additional operations We also ask the question of what additional operations can be supported by our representation. We show that with a few changes, the data structure can support efficient listing of both the predecessors and successors of an arbitrary vertex. We note that these changes reveal a trade-off in the leading term of the space bound, but also make the lower order term slightly worse. In particular, we have the following: Overview of the data structure and techniques used The main idea behind our succinct data structure is an algorithm for compressing a poset so that it occupies space matching the information theory lower bound, to within lower order terms. The difficulty is ensuring that we are able to query the compressed structure efficiently. Our first attempt at designing a compression algorithm was essentially a reverse engineered version of an enumeration proof by Kleitman and Rothschild [27] . Although the algorithm achieved the desired space bound, there was no obvious way to answer queries on the compressed data due to one crucial compression step 6 . Though there are several other enumeration proofs (cf., [5, 28] ), they appeal to a similar strategy, making them difficult to use as the basis for a data structure. This led us to develop an alternate compression algorithm, that borrows techniques from extremal graph theory. In particular, we make use of algorithmic approaches to solving the Zarankiewicz Problem. This problem asks, "What is the minimum number of edges a bipartite graph must have before it is guaranteed to contain a balanced biclique K q,q as a subgraph?" There is a well-known result by Kövári et al. [29] that gives a bound for any q, but does not provide much intuition on how to find such a biclique. We make use of a recent result by Mubayi and Turán [32] that allows us to find such bicliques efficiently.
Theorem 6 Let P = (S, ) be a poset on n vertices and m relations. Using a data structure of size lg
It would seem conceptually simpler to present our compression algorithm as having two steps. In the first step, we preprocess the poset, removing edges in its transitive closure graph, to create a new poset where the height is not too large. We refer to what remains as a flat poset. We then make use of the fact that, in a flat poset, either balanced biclique subgraphs of the transitive closure graph-containing Ω(lg n/ lg lg n) vertices-must exist, or the poset is relatively sparsely connected. In the former case, the connectivity between these balanced biclique subgraphs and the remaining vertices is shown to be space efficient to encode using the fact that all edges implied by transitivity are in the transitive closure graph. Once we encode the edges, we can remove the vertices in the biclique from the poset and apply the same idea recursively. In the latter case, we can directly apply techniques from the area of succinct data structures to compress the poset.
After discussing the data structure and how it is used, we return to the question of how efficiently it can be constructed. One issue is that Mubayi and Turán's analysis [32] of the running time for their algorithm only examines the time taken to compute a single biclique. Since our construction algorithm computes many bicliques, we describe a simple way of efficiently computing a set of vertex disjoint bicliques using Mubayi and Turán's algorithm. We note that this idea is not entirely original, as batch computation of bicliques that cover the edges of a graph, called clique stripping, has been studied previously by Feder and Motwani [12] . Clique stripping finds applications in speeding up existing algorithms on graphs by transforming the input into an equivalent graph that has fewer edges. Mubayi and Turán appear to have overlooked this related work, and we note that Feder and Motwani's algorithm can be used to find balanced bicliques, though they do not discuss this feature. The main difference between our construction algorithm and the clique stripping algorithm is that our biclique covering is vertex disjoint rather than edge disjoint.
Road Map
In the next section, we present preliminary succinct data structures that are used throughout the paper. Then in the following section we describe our succinct data structure for representing the transitive closure graph of a poset (Theorem 2). Then in Sect. 7 we prove Theorems 3 and 5. In Sect. 8 we examine how to construct the data structure of Theorem 2, and prove Theorem 4. Finally, in Sect. 9 we show how to efficiently support the listing the predecessors and successors of an arbitrary vertex.
Preliminary Succinct Data Structures
Given a bit string B of length U we make use of the following fundamental operations [25] : We make frequent use of the following succinct data structure: 7 We note that the lower order term of the previous lemma has subsequently been improved by Pǎtraşcu [34] . We also will use the following lemma, that follows immediately by combining the previous lemma with a matrix decomposition strategy of Farzan and Munro [9, 11] : Lemma 4 (Refer to Section 5.4.3 [9] ) In the word-RAM model with word size Ω(lg(U 1 U 2 )) bits, a U 1 × U 2 bit matrix containing N ones can be represented by a data structure that occupies
bits of space, such that access can be computed for any entry in constant time, and both rank j and select j can be supported on any row or column in constant time, for j ∈ {0, 1}.
Finally, in several places we wish to state our results in full generality by referencing the costs of representing bit strings. We use the following definitions:
Definition 1 Let SA(U, N ) denote the space cost of storing a bit string of length U bits, containing at most N ones, such that the operation access can be performed in constant time, and CTA(U, N ) denote its construction time. Let SR(U, N ) denote the space cost of storing a bit string of length U bits, containing at most N ones, such that the operation rank 1 can be performed in constant time.
The Data Structure
In this section we describe a succinct data structure for representing posets.
Flattening a Poset
Let γ ≥ 1 be a parameter, to be fixed later; the reader would not be misled by thinking that we will eventually set γ = lg n. We call a poset γ -flat if it has height no greater than γ . In this section, we describe a preprocessing algorithm for posets, transforming a poset into a γ -flat poset, without losing any information about its original structure. After describing this preprocessing algorithm, we develop a compression algorithm for flat posets. Using the preprocessing algorithm together with the compression algorithm, and an additional index, yields a succinct data structure for posets.
Height-Based Antichain Decomposition
Let P = (S, ) be an arbitrary poset with transitive closure graph G C = (S, E C ). We define the height of a vertex s 1 ∈ S to be the cardinality of the maximum length chain that has s 1 as the maximum vertex; i.e., no vertex is above s 1 in the chain. Thus, all sources are of height 1. Let h(P) denote the height of P; we use h for brevity when j=1 A j , for 1 < i ≤ h(P); i.e., we recursively remove the sources of P to form the next antichain.
Remark 1 There are many ways that a poset can be decomposed into antichains. We choose the height-based method described above mainly because it is the simplest method of which we are aware. We also note that, though the above method returns a decomposition into a minimum number of antichains by Theorem 1, the lengths of these antichains are rather arbitrary. For the purposes of our data structure, we wish to have antichains that are also large relative to n. Instead of trying to come up with a method of decomposing antichains to maximize antichain length, we will merge consecutive antichains together, changing the structure of the poset, so that we end up with a poset that has long antichains.
As a next step, we compute a linear extension L of the poset P in the following way, using A. The linear extension L is such that all vertices in A i are ordered before those in A i+1 for all 1 ≤ i < h, and the vertices within the same antichain A i are ordered arbitrarily within L. We write S(i) to denote the vertex ordered i-th in L. Similarly, given any subset S ⊆ S, we use the notation S (x) to denote the vertex ordered 8 x-th among the vertices in the subset S , according to the linear extension L, where 1 ≤ x ≤ |S |. We illustrate these concepts in Fig. 2 .
We often use the linear extension L to record subsets of S in the following way. For any fixed subset S , we can imagine a bit string B of length n, where bit i is a 1 if S(i) ∈ S , and 0 otherwise. Then based on the previous definitions, we have S (i) = S (select 1 (B, i) ). That is, we can use select operations to efficiently determine which elements are in the subset S , given the bit string B. Later, this particular linear extension will be used extensively, since our data structure will store multiple subsets of S.
Merging Antichains
We now describe a preprocessing algorithm to transform an arbitrary poset P into a γ -flat posetP. We assume P is not γ -flat, otherwise we are done. Given two consecutive antichains A i and A i+1 , we define a merge step to be the operation of replacing A i and A i+1 by a new antichain A i = A i ∪ A i+1 , and outputting and removing all the edges between vertices in A i and A i+1 in the transitive closure of P, i.e., E C (A i ∪ A i+1 ) . We say that A i+1 is the upper antichain, A i is the lower antichain, and refer to the new antichain A i as the merged antichain. Each antichain A j where j > i + 1 becomes antichain A j−1 in the residual decomposition, after the merge step.
To represent the edges that were removed, let B be a bit string, storing n 2 bits, one for each possible edge in the transitive closure graph of P. Thus B can be thought of as an upper triangular adjacency matrix (of bits). Each time an edge (S(x), S(y)) is removed during a merge step, we record a bit in B representing the pair (x, y) in B. Obviously, we do not wish to store B in its raw form, as it would occupy n 2 bits, so we soon discuss how to represent B so that it occupies subquadratic space. 
The Flatten Algorithm
There are many possible ways that we could apply merge steps to the poset in order to make it γ -flat. The simple method we choose is presented in algorithm Flatten. LetÃ be the residual antichain decomposition that remains after executing Flatten(A, 1), andP be the resulting poset. The number of antichains inÃ is at most γ , and therefore the resulting posetP is γ -flat. We make the following further observation:
Proof For each of the at most γ antichains inÃ, there are two cases. Either the antichain was not created as the result of merge steps, or the antichain has size at most 2n/γ , and is the result of some sequence of merge steps. In the latter case, at most O(n 2 /γ 2 ) edges were output, since a DAG with O(n/γ ) vertices can have at most this many edges. Therefore, the total number of edges removed during all merge steps
Next, we show how to answer precedence queries on vertices that end up in the same antichain in the residual decomposition: Proof Recall that each merge step writes the removed edges to the bit string B. By Lemma 5, at most O(n 2 /γ ) edges are deleted by the Flatten algorithm. Thus, at most O(n 2 /γ ) ones appear in B, which has length n 2 . We also store an array of size Θ(n lg n) bits that, given the label of a vertex s, returns x and i such that S(x) = s, and s ∈ A i .
Suppose we are given two vertices s 1 and s 2 that we wish to determine the relationship between. We use the array to find x, y, i, and j such that S(x) = s 1 , S(y)
In terms of construction time, the edges written to B can be determined in O(n 2 /γ ) time by carefully scanning through the array storing L.
Remark 2 If we choose γ ≥ lg n, and use Lemma 3 to represent bit strings, then the data structure of the previous lemma occupies O(n 2 lg lg n/ lg n) bits, by Lemma 1, and can be constructed in O(n 2 ) time. We note that other representations of bit strings can be used to achieve an asymptotically smaller space bound when γ = ω(lg n) (e.g., [35] ). However, as we shall see later, this data structure is not the bottleneck that causes the lower order term of Theorem 2 to be of order O(n 2 lg lg n/ lg n).
Compressing Flat Posets
In this section we describe a compression algorithm for flat posets that, in the worst case, matches the information theory lower bound to within lower order terms. We begin by stating the following lemma, which is an algorithmic solution to the Zarankiewicz problem: For our purposes in this section, Lemma 7 will suffice, but we will examine the problem of computing such bicliques in more detail in Sect. 8.
Let P be a lg n-flat poset, G C = (S, E C ) be its transitive closure, and A = {A 1 , . . . , A h } be its height-based antichain decomposition (discussed in the last section), which contains h ≤ lg n antichains. We now prove our key lemma, which is crucial for the compression algorithm.
Fig. 3 Illustration of Lemma 8.
Left the case where j > i + 1. If there is an edge (v 0 , v) ∈ E C , then all the dark gray edges must exist. Middle the case where j < i. If there is an edge (v, v 0 ) ∈ E C , then all the dark gray edges must exist. Right suppose the white vertices form a biclique, and are ordered bottom to top and left to right by L. We can recover the edges between the biclique and v 1 , v 2 , w 1 , and w 2 by storing the bit strings 0101, 1110, 1100, and 0010, respectively, provided we know for each vertex whether it is in A 1 In more explicit terms, consider a biclique in the lowest two antichains X ⊂ G C (A 1 ∪ A 2 ) where τ = |X |, and any vertex v ∈ S\(A 1 ∪ A 2 ). Let x 0 x 1 · · · x τ/2 be a bit string, where bit x 0 is a control bit that indicates whether there is any edge from vertices in X ∩ A 2 to v in E C . If x 0 = 1, then x i indicates whether (X (i + τ/2), v) ∈ E C , for 1 ≤ i ≤ τ/2; we need not consider vertices in X ∩ A 1 , since they all have edges to v. Otherwise, x i indicates whether (X (i), v) ∈ E C . Thus, by checking two bits, we can determine whether an edge between X (i) and v exists, for any 1 ≤ i ≤ τ .
Lemma 8 (Key Lemma) Consider the subgraph G
ϒ = G C (A i ∪ A i+1 ) for some 1 ≤ i < h,
and ignore the edge directions so that G ϒ is undirected. Suppose G ϒ contains a balanced biclique subgraph with vertex set X , and |X | = τ ; i.e., G(X ) is a K τ/2,τ/2 . Then there are at most 2 τ/2+1 − 1 ways that the vertices in X can have edges to a vertex in S\(A i ∪ A i+1 ).

Proof Each vertex v ∈ S\(A i ∪ A i+1 ) is in
Furthermore, since there are no edges between pairs of vertices w ∈ A j and v 0 ∈ X ∩ A j , for j ∈ [1, 2], the same encoding can be used for vertices in A 1 ∪ A 2 \X . If w ∈ A 2 \X , then we set x 0 to 0, indicating that any edges to w come from vertices in X ∩ A 1 . Otherwise, we set x 0 to 1, indicating that any edge must go from w to vertices in X ∩ A 2 , and no vertex in X ∩ A 1 . Note that, we must first know whether w is in antichain A 1 or not to properly interpret the bits x 0 · · · x τ/2 . See Fig. 3 (right) for an example.
Lemma 9 Consider the undirected graph formed by the vertices and edges in G
ϒ = G C (A 1 ∪ A 2 ). If |V | ≥ α min
vertices (where α min is the constant from Lemma 7) and
|E C (A 1 ∪ A 2 )| > n 2 / lg α n for any constant α > 0, then the undirected graph G ϒ contains a K τ/2,
τ/2 as a subgraph, where τ = Ω(lg n/ lg lg n) and τ = O(lg n).
Proof In order to have n 2 / lg α n edges, for any constant α > 0, G ϒ must contain at least Θ(n/ lg α/2 n) vertices. In this extreme case, τ = Θ(lg(n/ lg α/2 n)) = Θ(lg n), for sufficiently large n, by Lemma 7. In the other extreme case, there are Θ(n) vertices in A 1 ∪ A 2 , and thus τ = Ω(lg n/ lg(lg α (n))) = Ω(lg n/ lg lg n), by Lemma 7.
Consider the algorithm Compress-Flat. The main idea is to apply Lemma 9 to the bottom two consecutive antichains in the antichain decomposition, if they have many edges-defined on line 3-between them in the transitive closure graph. If they have few edges between them, then we apply a merge step. The algorithm terminates when only one antichain remains. We refer to the case starting on line 4 as the dense case, and the case on lines 9-11 as the sparse case. We now prove that the size of the output of Compress-Flat matches the information theory lower bound to within lower order terms. Note that Compress-Flat, as described, is not truly a compression algorithm, as an additional index-that we describe later-will be needed to interpret the output.
Lemma 10 The output of Compress-Flat(P, n, A, h) is no more than n
Proof In the base case (line 2), the lemma trivially holds since nothing is output. Next we show that the total output from all the sparse cases does not exceed SA( n 2 , n 2 / lg n) bits. Recall that a merge step records a bit in the string B corresponding to each edge that was removed. Since there can be at most lg n merge steps-P has height at most lg n-and each merge step removes at most n 2 / lg 2 n edges, at most n 2 / lg n bits are written to the bit string B. 9 Thus, we spend SA( n 2 , n 2 / lg n) bits to store the output from the sparse cases.
We now prove the lemma by strong induction for the dense cases. Let S(n) denote the number of bits output by Compress-Flat(P, n, A, h) in the dense cases. We can assume S(n 0 ) ≤ n 2 0 /4 + α 0 (n 2 0 lg lg n 0 )/ lg n 0 for all n 0 < n, where α 0 > 0 is a sufficiently large constant. All additional self-delimiting information-for example, storing the length of the strings output on line 5-occupies no more than α 1 lg n bits for some constant α 1 > 0. Finally, recall that α 2 lg n/ lg lg n ≤ τ ≤ α 3 lg n for some constants α 2 , α 3 > 0, by Lemma 9. We have:
Note that through our choice of α 0 and α 4 , we can ensure that α 5 − α 4 is a positive constant. This rightmost term absorbs the discrepancy between the lg(n − τ ) term in the denominator, and the desired lg n term. Thus, the induction holds.
Remark 3
The previous lemma contains the bottleneck that causes the lower order term of Theorem 2 to be O(n 2 lg lg n/ lg n) bits. For example, if it were possible to find balanced biclique subgraphs containing ω(lg n) vertices in graphs with n vertices and o(n 2 / lg 2 n) edges, then it would be possible to improve the lower order term to o(n 2 lg lg n/ lg n). However, since we want to make the bicliques as large as possible without causing the representation of the sparse cases, or the index of Lemma 6, to exceed O(n 2 lg lg n/ lg n) bits, we choose γ = lg n and set α = 2 in Lemma 9.
Next, we show how to support precedence queries on a lg n-flat poset, using the output of the Compress-Flat algorithm. If vertex s is removed in the dense case, we say s is associated with the output on line 5.
Lemma 11 Let P be a lg n-flat poset on n vertices, with antichain decomposition
There is a data structure of size n 2 /4 + O(n 2 lg lg n/ lg n) + SA( Proof We augment the output of Compress-Flat with additional data structures in order to answer queries efficiently. We denote the first set of vertices removed in a dense case as X 1 , the second set as X 2 , and so on. Let X κ denote the last set of vertices removed in a dense case. We next prove that κ = O(n lg lg n/ lg n). Consider the following recurrence:
is the constant from Lemma 7),
S n − α 6 lg n lg lg n + 1 for some constant α 6 > 0, otherwise.
The maximum value of κ is S(n), provided we select α 6 to be the constant factor hidden by the big-Omega term from Lemma 9. We note that, following the analysis 
we get κ = O(n lg lg n/ lg n).
We define Map (x) = |{s : s ∈ S , s = S(y), y ≤ x}|, i.e., the number of vertices in S that are ordered no more than x-th in S according to the linear extension L. We next discuss how to compute Map (x) in constant time, for any 1 ≤ ≤ κ and 1 ≤ x ≤ n, using a data structure of size SR(k, k) bits, where k = O(n 2 lg lg n/ lg n). Define MapStr to be a bit string, where
Overall, these data structures occupy the claimed space bound since κ = O(n lg lg n/ lg n), and each bit string has length n. To compute Map (x) we return rank 1 (MapStr , x) .
Consider each vertex s ∈ S. After executing Compress-Flat, it is either the case that s is removed from the poset during the dense case as part of the biclique X k , or is never removed and ends up in a antichain of height 1 produced during the sparse case. We store an array of records of size Θ(n lg n) bits, denoted Record, where: removed.
An example of the previous definitions can be found in Fig. 4 . As in Lemma 6, we store an Θ(n lg n) bit array that, in constant time, can return the order of an arbitrary vertex s in the linear extension L, as well as the index of the antichain that contains s in A. Thus, for vertices s 1 and s 2 we can return i, j, x and y such that A i , A j ∈ A, s 1 ∈ A i , s 2 ∈ A j , S(x) = s 1 , and S(y) = s 2 . The overall claimed space bound holds by Lemma 10. We present the algorithm Precedence-Query that shows how to use these indices to answer a query to the data structure. The algorithm has several cases, but each case can clearly be computed in O(1) time. Note that we may be required to determine whether a query vertex, s 1 or s 2 was inÂ 1 when a biclique X was removed in order to interpret the bits stored in EdgeArr. This can be done by comparing
We now prove our main theorem:
Proof (Proof of Theorem 2) The theorem follows by combining Lemmas 6 (with γ set to lg n) and 11, and by using the data structure of Lemma 3 to represent the bit strings. Thus, SA( n 2 , n 2 /γ ) = O(n 2 lg lg n/ lg n), and SR(k, k) = O(n 2 lg lg n/ lg n), since the value k = O(n 2 lg lg n/ lg n). This yields an overall space bound of n 2 /4 + O(n 2 lg lg n/ lg n). Given two vertices s 1 and s 2 , we check the index of Lemma 6 to determine if both s 1 and s 2 were put in the same residual antichain by the Flatten algorithm. If they were, then the index of Lemma 6 is capable of answering whether s 1 ≺ s 2 . If not, we defer the question to the index of Lemma 11.
Extension to Transitive Reductions and Transitive Relations
The proof of Theorem 3 is very similar to that of Theorem 2, with a few minor differences. In this section we describe those differences in detail. First, we observe that there is a simpler way of reducing the height of the transitive reduction, compared to Lemma 6.
Lemma 12 Let G R = (S, E R ) be the transitive reduction graph of a poset P = (S, ). For a given vertex s ∈ S, let Γ (s) denote the set of neighbours (both in-and outneighbours) of s in G R . The height of the poset, h, is no more than 2n/(min s∈S |Γ (s)|).
Proof Let C denote a maximum length chain of vertices in S. Consider an arbitrary vertex s 1 ∈ (S\C). It cannot be the case that there are edges (s 1 , s 2 ) and (s 1 , s 3 ) in E R , where s 2 , s 3 ∈ C, since that would mean there is a forbidden polygon in E R . By the same argument, there cannot be edges (s 2 , s 1 ) and (s 3 , s 1 ) in E R . Thus, each vertex s 1 ∈ (S\C) can have edges to at most two vertices in C; at most one above and at most one below. C can therefore have no more than 2n/(min s 1 ∈S |Γ (s 1 )|) vertices.
The previous lemma can be used as a flattening algorithm for the transitive reduction graph. We recursively remove all vertices that have less than n/(2 lg n) neighbours in the transitive reduction graph, and record the neighbours using a bit string, compressed by the data structure of Lemma 3. As a result, the remaining poset has height at most lg n. Let S denote the set of removed vertices, and suppose we are given two vertices s 1 , s 2 ∈ S, and asked to report their relation. If s 1 or s 2 are in S , then we can do this in constant time, using an index of size SA(
Since S ≤ n, this index can be used as a replacement for Lemma 6. The remaining ingredient is to swap Lemma 8 with the following similar lemma: 
Lemma 13 (Key Lemma for Transitive Reduction Graphs) Consider the subgraph
G ϒ = G R (A i ∪ A i+1 ) for some 1 ≤ i < h,
iff S(i) S(i).
Thus, by using n bits, we can report whether s s in constant time, for any s ∈ S. We define a quasiorder P = (S, ≺ ), where s 1 ≺ s 2 if s 1 s 2 , for all distinct vertices s 1 , s 2 ∈ S. We represent the quasiorder P using Corollary 1. Given s 1 , s 2 ∈ S, if s 1 = s 2 , and S(i) = s 1 , then we query B R and report "s 1 s 2 " iff B R [i] = 1, otherwise, we query the representation of P to determine whether s 1 precedes s 2 .
Issues Relating to Construction
The algorithm Compress-Flat takesÕ(n 3 ) time to execute. This follows from the fact that each biclique takes time Θ(|E|) = Θ(n 2 ) to find by Lemma 7, and the total number of bicliques removed during the construction of the data structure is O(n lg lg n/ lg n) by Inequality 2. The time to construct the additional indices required by Theorem 2, described in Lemmas 11 and 6, are O(n 2 ), and are therefore dominated by the cost of executing Compress-Flat.
In this section, we examine the bottleneck of constructing our data structure, Lemma 7, more carefully. After working through the algorithm, we improve the running time to O(n 2+ε ) for any constant ε ∈ (0, 1.42]. Note that this running time assumes we are given the transitive closure graph of P as input. We begin with a more specific restatement of Lemma 7 (Theorem 2 of Mubayi and Turán [32] ): 
We include a graph of the function in the exponent from Eq. 3 in Fig. 5 . Using the previous lemma, we prove the following. We assign each vertex in G a unique label between 1 and |V |: e.g., a topological ordering would suffice. The graph G is then represented using adjacency lists for each vertex, where each adjacency list is implemented as a balanced binary search tree. Each adjacency list is sorted based on the unique vertex labels. We also store a heap, implemented as a balanced binary search tree as well, that contains all vertices in H sorted in non-increasing order of degree.
Let i = 1. We extract r = qn 2 i−1 /m vertices from the heap; i.e., the r vertices of highest degree in H . We then execute Find-Bipartite(H, r, q ), where
where W −1 is the function defining the lower branch of the Lambert W-function. This ensures ε > ε 0 (1 + (1/ ln(4e))(1 + ln(1/ε 0 ))). Recall that Find-Bipartite(H, r, q ) finds a biclique subgraph of H . Let X i denote the vertex set of this subgraph. We have α 2 lg n i−1 / lg lg n i−1 ≤ |X i | ≤ α 3 lg n i−1 by Lemma 9; since the constant is affected by ε 0 , the size of the auxiliary data structures for Lemma 11 will be proportional to 1/ε 0 by Inequality 2. For each v ∈ X i , we update the adjacency lists of all vertices adjacent to v, and also update their keys in the heap to reflect the removal of v. Next, we increment i, then we repeat the whole process on the subset of vertices H \ The preprocessing time to construct the adjacency lists, compute the degree of all vertices, and store them in a heap is O(n 2 lg n), since there are at most n 2 edges in H . By Lemma 14, executing Find-Bipartite(H, r, q ) requires time o(n 1+ε ). Updating the heap and structure of the adjacency lists for H after each biclique is removed requires O(n lg 2 n) time, since each biclique contains O(lg n) vertices that potentially have edges to O(n) vertices. In order to terminate, κ can be no larger than O(n lg lg n/ lg n), since V (H ) ≤ n and by the recurrence in Inequality 2. Therefore, the running time is O(n 2+ε ); all polylogarithmic factors are absorbed by the ε.
We now prove Theorem 4:
Proof (Proof of Theorem 4) Computing the antichain decomposition of P is equivalent to topologically sorting the transitive closure graph of P, which takes O(n 2 ) time. Furthermore, the index of Lemma 6 can be constructed in O(n 2 ) time, provided we use the bit string representation of Lemma 3. We now consider the execution of Compress-Flat. The sparse cases require time O(n 2 ) overall since they examine each of the O(n 2 ) possible edges in constant time per edge. We apply Lemma 8 during the dense cases, with parameter equal to some constant ε < ε, so that the running time is O(n 2+ε ). Since there are at most lg n merge steps, this means we must apply Lemma 8 at most lg n times, and therefore the total running time of Compress-Flat is O(n 2+ε lg n) = O(n 2+ε ).
Additional Operations
Until now, we have only considered the operation of answering precedence queries on two vertices in the poset. In this section we consider some additional operations.
Another Representation That Yields More Operations
Let us turn our attention to the array EdgeArr , output during the dense case to represent the edges between biclique X and the rest of the vertices in the poset, for a fixed ∈ [1, κ] . Recall the discussion following Lemma 8, regarding the bit string that is output to describe the edges between an arbitrary vertex and the vertices in a removed biclique. We can think of EdgeArr as having two sections. As before, let S = S\∪ i=1 X i . The first section is a bit string of |S | control bits, each corresponding to a vertex in s ∈ S , indicating whether a vertex in the top part of X has an edge to (or possibly from) s. The second section can be interpreted as a |X |/2 × |S | bit matrix, EdgeMat , that, together with the control bits, indicates which edges are present between the vertices in X and those in S .
We modify how these two sections are stored. First, we store the control bits in a separate bit string ContArr , where ContArr 6 We can reinterpret EdgeArr as a bit string and two matrices EdgeMat_0 and EdgeMat_1
cating how X has edges to the vertex S (x). Second, we divide EdgeMat into two bit matrices EdgeMat_0 and EdgeMat_1 . EdgeMat_0 is a |X |/2 × rank 0 (ContArr , |S |) matrix, consisting of those columns in EdgeArr whose control bit was a zero. The bits in column i of EdgeMat_0 correspond to the bits in column select 0 (ContArr , i) of EdgeMat . EdgeMat_1 is the analogous array constructed for the columns with control bits set to one. See Fig. 6 for an illustration; note that this data structure is essentially a one-level wavelet tree [19] . We represent each of the matrices EdgeMat_0 and EdgeMat_1 using Lemma 4, and each ContArr using Lemma 3, for 1 ≤ ≤ κ. Let m be the number of edges in the transitive closure graph of P, and m be the number of 1 bits in EdgeMat . Note that κ =1 |n ||X |/2 ≤ n 2 /4 by Lemma 11, and κ =1 m = m ≤ m, so the space for the matrices stored in the index of Lemma 4 is:
The space for the control bit arrays is at most O(n 2 lg lg n/ lg n) by Inequality 2. Combined with the remaining data structures described in Lemma 11, the overall space bound is lg
Next, we show how to use this new representation to list the predecessors and successors of an arbitrary vertex, proving Theorem 6:
Proof (Proof of Theorem 6) We store the data structure of Theorem 2, modified as discussed above. Recall that there are two parts to the data structure of Theorem 2: a "sparse" adjacency matrix B which stores the edges removed during merge steps, and a collection of control bit arrays and matrices (discussed above). We store two copies of the adjacency matrix B, represented using the data structure of Lemma 3. One is in row-major order, and the other is in column-major order. This allows us to support all three desired operations in constant time, on those edges output during the sparse cases. Alternatively, we could store one copy of the adjacency matrix, represented using Lemma 4; asymptotically it will make no difference as these adjacency matrices do not dominate the space cost. We now discuss how to support the three types of operations on edges removed during dense cases:
Precedence Queries Recall the discussion following Lemma For each vertex in s ∈ S we store a data structure that indicates, for each biclique removed in the dense case, X 1 , …, X κ , whether X contained a vertex that precedes s. This data structure is stored as a bit string PredStr s , where PredStr s [i] = 1 iff X contains a vertex that precedes s. We store PredStr s using the data structure of Lemma 3, so that we can support select 1 queries in constant time on PredStr s . We also store, for each biclique X , the list of vertices in X sorted in order according to L. These data structures occupy at most O(κn + n lg n) = O(n 2 lg lg n/ lg n) bits by Lemma 3 and the bound on κ following Inequality 2.
To answer a query on s, lookup x such that S(x) = s. We perform select queries on PredStr s , to find a biclique X that contains vertices that precede s. (x) ) of EdgeMat_0 to determine the vertices in the bottom part of X that precede s. Since each rank query in ContArr takes constant time, and each select query on columns of the matrices takes constant time, the time to list a single predecessor is constant.
Successor Queries Similar to the predecessor query, for each vertex in s ∈ S, we store a data structure that indicates, for each biclique removed in the dense case X 1 , . . . , X κ , whether X contained a vertex that succeeds s. This data structure is represented as a bit string SuccStr s , where SuccStr s [i] = 1 iff X contains a vertex that succeeds s. We store SuccStr s using the data structure of Lemma 3, so that we can support select 1 queries in constant time on SuccStr s . This occupies at most O(n 2 lg lg n/ lg n) bits by Inequality 2 and Lemma 3.
First we find all of the bicliques that contain successors of s in the following way. 
Summary and Concluding Remarks
We have presented the first succinct data structure for arbitrary posets. For a poset of n vertices, our data structure occupies n 2 /4 + o(n 2 ) bits and supports precedence queries in constant time. This is equivalent to supporting constant time queries of the form, "Is the edge (s 1 , s 2 ) in the transitive closure graph of P?" With minor modifications, we have shown that the data structure can also be used to answer queries of the form, "Is the edge (s 1 , s 2 ) in the transitive reduction graph of P?", using the same amount of space. We have also shown that our representation can be used to efficiently support the listing of predecessors and successors of an arbitrary vertex in constant time per vertex reported.
Currently the best algorithm for computing the transitive closure of a partial order matches that of boolean matrix multiplication for two n × n matrices. We have shown that, given the transitive closure as input, our data structure can be constructed in asymptotically less time than this. Thus, the bottleneck for constructing our data structure (like most data structures for representing posets) is the computation of the transitive closure. We close with two interesting open problems:
1. Is there a way to reduce the lower order term in our representation of posets? The enumeration argument of Kleitman and Rothschild [28] has a linear lower order term, whereas ours is O(n 2 lg lg n/lgn). 2. Significantly better space bounds can be achieved if we fix characteristics of the poset (e.g., the width [10] ), or impose the condition that the adjacency matrix be sparse. Is it possible to simultaneously achieve optimal space bounds and query times in such cases? 3. The trivial adjacency bit matrix representation of a poset occupies n 2 bits, and can be used to answer a precedence query in 1 bit probe. The succinct representation we have described occupies n 2 /4 + o(n 2 ) bits, but requires Θ(lg n) bit probes. Is there a representation that is succinct and uses o(lg n) bit probes? What is the trade-off between space and the number of probes required for this problem?
