ABSTRACT Accurately determining power consumer harmonic contribution determination is an effective method to solve power quality disputes and alleviate harmonic pollution of power grids. This paper proposes a multi-harmonic sources harmonic contribution determination algorithm based on data filtering and cluster analysis. Aiming at the problem of background harmonic fluctuation, this paper uses the cross-approximation entropy (CAE) algorithm to filter the effective data segments of the harmonic voltage and current at the point of common coupling (PCC) to avoid the interference caused by background harmonics. For the problem of harmonic impedance changes of system, using the density-based spatial clustering of applications with noise (DBSCAN) clustering algorithm to detect the harmonic impedance changes of the system. The harmonic contribution under different system harmonic impedance is calculated based on the data of each class cluster. The accuracy of the proposed method is improved compared with existing methods. The experimental analysis demonstrates the effectiveness and superiority of the algorithm.
I. INTRODUCTION
With a large number of power electronic devices connected to the power grid, the harmonic pollution caused by it has become one of the prominent problems affecting the power quality of the power grid. In order to avoid power quality disputes and effectively suppress harmonic pollution in the power grid, a ''reward and punishment'' supervision program has been proposed internationally [1] . An important prerequisite for the implementation of this program is the accurate determination of the harmonic contribution of power users [2] - [4] .
The key to determinate of harmonic contribution is to accurately estimate the harmonic impedance of system. The existing methods of estimating harmonic impedance are mainly divided into two categories, non-invasive and invasive methods. Invasive methods use the transient harmonic voltages and current increments at the PCC to calculate
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harmonic impedance by creating short-term disturbances in the system. It mainly includes harmonic current injection method, switching capacitor method [5] - [8] . Non-invasive methods mainly include fluctuation method and linear regression method. [9] - [13] . Since the invasive methods may cause disturbance to the power grid and the cost of engineering experiment is high, the method is more difficult to implement. Therefore, current research focuses on the optimization of non-invasive methods. Because the non-intervention methods are more feasible.
Compared to the fluctuation method [14] , [15] , the most widely used in practice is linear regression. The principle of this method is to calculate the regression coefficient of the corresponding equation according to the voltage and current measurement values at the PCC in the harmonic equivalent circuit and obtain the system harmonic impedance parameters. This method requires the system to be relatively stable, that is, the system harmonic impedance and system harmonic voltage changes are small. Reference [16] proposed a method using binary linear regression to estimate the real and imaginary parts of harmonic complex impedance. However, the result of real and imaginary parts of the harmonic complex impedance and background harmonic voltage is not the true least squares solution of the original problem, and the error of the result is larger. On this basis, reference [17] proposed a method of complex linear least squares to solve this problem, making up for the shortcomings of the reference [16] . Reference [18] uses the least squares method to estimate harmonic impedance, since the least squares method is to minimize the sum of squared residuals, singular data often has a great influence on the sum of squares of residuals, that is, the result of estimation is very sensitive to singular values and lack of robustness. In [19] , the robust total least squares regression is used to estimate the harmonic impedance of the system, which makes up the short board of the reference [18] , but there is still room for improvement. Reference [20] proposed a data filtering technique based on the three-point method and abandoned the singular points with large background harmonic fluctuations. The data points with stable background harmonics are preserved, so as to calculate the harmonic impedance of the system and obtain good result. It can be seen that avoiding the influence of singular points of background harmonic fluctuation is the key to improve the accuracy of calculation.
In addition to the above, most of the existing researches are based on the fact that the system's harmonic impedance is constant. Little research has been done to consider system impedance changes. In actual situations, the input of the equipment, the change of reactive power compensation, etc. will cause the changes of harmonic impedance of system, which directly affects the result of the determination of harmonic contribution. Therefore, the harmonic impedance changes should be effectively identified, and then the calculation of harmonic contribution should be carried out while the harmonic impedance is stable. That is to say, if the harmonic impedance of the system changes in a set of harmonic monitoring data, the harmonic contribution should be calculated in stages.
Therefore, this paper proposes a method of harmonic contribution determination based on CAE and DBSCAN clustering. Aiming at the problem of background harmonic fluctuation, this paper firstly applies the CAE algorithm to select the effective harmonic voltage and current data segments at the PCC to avoid the interference caused by background harmonics. Secondly, uses the DBSCAN clustering algorithm to cluster the retained data. That is to detect changes of harmonic impedance in the retained data. Finally, the harmonic contribution of each stage is calculated based on the clustered data. The effectiveness of the algorithm is verified by detailed simulation analysis, and compared with the existed algorithms, the superiority of the proposed algorithm is verified.
The rest of the article is divided into four parts, the basic principle of multi-harmonic sources harmonic contribution determination is introduced in the second part, and the third part is the principle of the proposed algorithm, including principle of CAE data filtering algorithm, principle of DBSCAN clustering algorithm and the algorithm performs the steps, and the fourth part is the experimental analysis. The last part is the conclusion.
II. PRINCIPLE OF MULTI-HARMONIC SOURCES HARMONIC CONTRIBUTION DETERMINATION
As shown in Fig.1(a) , there are three main harmonic sources A, B and C in the system. The harmonic voltage distortion at the node X is generated by all harmonic sources. The simplified circuit of Fig.1(a) is shown in Fig.1(b) . The h-th harmonic voltage U Xh of node X can be obtained according to (1) : The equivalent vector schematic is shown in Fig.2 . Equation (1) can be rewritten as:
Collect the harmonic voltage U Xh at node X and the harmonic currents I Ah , I Bh and I Ch data on the three feeder branches.
|Z h | cos θ , coefficients of harmonic current are calculated by method of multiple linear regression. And then get the result of harmonic contribution of each harmonic source. For the contribution of each harmonic sources, taking harmonic source A as an example, the harmonic contribution R A is:
The fluctuation of the background harmonic voltage U 0 is one of the important factors affecting the accuracy of |Z h | cos θ . As shown in Fig.1(b) , if the influence of background harmonic fluctuation caused by the remaining network in the red frame is excluded, the harmonic voltage U PCC at the PCC is linear with the harmonic current I PCC . Ideally, the waveform trend of U PCC and I PCC should be consistent, and the error of the (3) would be 0. Therefore, this paper uses the CAE algorithm to filter out the data segments with large background harmonic fluctuations, so as to improve the accuracy of the result. It can be known from (3) that determination of the harmonic contribution should be based on the fact that the system harmonic impedance remains unchanged. If the system harmonic impedance changes during the monitoring time, we should calculate the system harmonic impedance in stages. Therefore, this paper uses the DBSCAN clustering algorithm to segment the harmonic monitoring data, and then calculate the system harmonic impedance and harmonic contribution of each stage separately.
III. MULTI-HARMONIC SOURCES HARMONIC CONTRIBUTION DETERMINATION ALGORITHM A. CROSS APPROXIMATE ENTROPY THEORY
In order to screen out the waveform segments of U PCC which is similar to I PCC , the article introduces the Cross Approximate Entropy (CAE) algorithm. In view of the fact that traditional entropy requires a large amount of sampled data, is sensitive to noise, and is not easy to converge, Steven M. Pincus proposed approximate entropy (AE) in the 1990s from the perspective of measuring the complexity of time series.
Let the two different time series be i(t) and j(t) respectively, specify a data window with m points as shown in equations (4) 
and (5). Decompose i(t), j(t) into (N -m+1) m-dimensional vectors:
The distance between X p and X q is represented by
There is a similar tolerance r. COV means covariance:
Count the number of distances less than r in X p and X q , and use N p,m,r to represent. Calculate the ratio of N p,m,r to (N-m+1), as shown in formula (6):
Obtaining the degree of cross-correlation between the two curves, as shown in (8):
Increase the number of data window to m+1, repeat the above equation (4) 
In this paper, the similarity between U PCC and I PCC waveforms is measured by the CAE. It can be seen from the (9) that the smaller the CAE, the more similar the U PCC and I PCC waveforms is, which means that the fluctuation of the background harmonics is smaller. In this way, the harmonic monitoring data is filtered.
B. PRINCIPLE OF DBSCAN CLUSTERING ALGORITHM
DBSCAN is a density-based clustering algorithm that determines the partitioning of clusters by the tightness of the sample distribution [21] , [22] . DBSCAN uses the neighborhood (ε, MinPts) to describe the tightness of the sample set. Where ε describes the radius of the neighborhood and MinPts is the number of samples in the neighborhood. Suppose a set of samples is D= (x 1 , x 2 ,. . . , x m ),
1) ε-NEIGHBORHOOD
For x j ∈ D, the ε-neighborhood contains the set of samples in D where the distance from x j is less than or equal to ε,
≤ ε}, the number of samples in this sample set is recorded as |N ε (x j )|.
2) CORE OBJECT
For any sample x j ∈ D, if its ε-neighbor corresponding N ε (x j ) contains at least MinPts samples, ie if |N ε (x j )| ≥MinPts, then x j is the core object.
3) DIRECTLY DENSITY-REACHABLE
If the x i is in the ε-neighborhood of x j (x j is the core object), then xi is said to be directly reached by x j density. Note that the opposite is not necessarily true unless and x i is also the core object, as shown in Fig. 3(a) . 
4) DENSITY-REACHABLE
For the three core objects of sample x i , x j and x l , as shown in Fig.3(b) , The relationship between the two of the three samples is satisfied the third point (Density direct), Then their relationship is Density-Reachable.
5) DENSITY CONNECTION
For x i and x j , if there is a core object sample x l such that both x i and x j are Density-Reachable by x l density, then x i and x j are Density connection, as shown in Fig.3(c) . The DBSCAN algorithm can derive the density connected set from the relationship of 3),4),5) above, and can effectively divide the harmonic current and voltage data samples into different clusters to adapt to the system harmonic impedance changes.
Compared with the more commonly used K-means algorithm, the algorithm only needs to determine two parameters, ε and MinPts, without determining the number of clusters. This is very suitable for researchers, because during the monitoring time, we don't know how many times the harmonic impedance of system has changed. Therefore, this paper uses DBSCAN algorithm to cluster the harmonic data at PCC point, to check if the system harmonic impedance has changed during the monitoring period. This is to ensure that the calculation of harmonic contribution is performed under conditions where the system harmonic impedance is stable.
C. ALGORITHM PERFORMS THE STEPS
The calculation of harmonic contribution is mainly divided into three parts: data filtering part, cluster analysis part and harmonic contribution calculation part. As is shown in Fig.4 ., in the data filtering part, U PCC , I PCC harmonic data is first collected. In order to avoid the influence of data amplitude and dimension on the calculation results of CAE, the harmonic data are normalized. The data normalization formula is shown in (10):
where x N represents the normalized result of the sample data, x min is the minimum value of the sample set, and x max is the maximum value of the sample set. Then divide the data into n data segments, each data segment contains L data points. In order to avoid truncating the effective data waveform, the choice of L should not be too large, where L = 10. Calculate the CAE value for each segment and compare it to the threshold. Segments that are less than the threshold are reserved, and vice versa. Group all reserved data segments into a new data set. Then DBSCAN clustering analysis is performed on data set A. The parameters selected in this paper are ε = 0.6 and MinPts = 5. Due to changes in the harmonic impedance of the system, the set A will be divided into k clusters. The number of clusters(k) correspond to the number of changes in system harmonic impedance (exclude the noise). Then, corresponding to the harmonic data of each cluster, the feeder current data at the corresponding moment is taken out, the harmonic impedance is calculated by least squares multiple linear regression method. Finally, calculate the harmonic contribution of each harmonic source by (3).
IV. EXPERIMENT ANALYSIS
According to the flow chart of Fig.4 , three experiments are used to verify the effectiveness and superiority of the proposed algorithm. The purpose of each experiment is different.
A. EXPERIMENT 1
When calculating the harmonic impedance by linear regression, the choice of data directly affects the accuracy of harmonic impedance calculation. Therefore, the single harmonic source simulation circuit of Fig.5 is used to verify the effectiveness of the CAE algorithm. The voltage level of the simulation circuit is 10kV, in which the background harmonic is replaced by the harmonic source I 0 , the system harmonic impedance is Z s , the load is Z C , and the user side harmonic source is I C . The specific parameters are shown in Table 1 :
The system simulation time is set to 40s, and a set of 5th harmonic voltage and current data is collected as a sample every 0.02s. The 5th harmonic voltage waveform of the PCC VOLUME 7, 2019 and the 5th harmonic current waveform of I C are shown in the Fig.6 :
The parameters of the CAE calculation in this paper are set to L = 10 and m = 2. Each 10 data points is a data segment, and the simulation data is divided into 200 data segments, and the CAE values of each data segment are calculated. Data segments smaller than the CAE threshold are reserved, and vice versa. In this paper, the enumeration method is used to analyze the selection of the CAE threshold parameters. The threshold selection range of CAE is set to 0.03∼0.1. Fig.7 is a correlation curve between regression error and CAE threshold. The calculation formula of the error is (11): error = estimated value-theoretical value theoretical value (11) As shown in Fig.7 , when the CAE threshold is greater than 0.06, the calculation error of the harmonic impedance is maintained at about 0.15, and when the CAE threshold is less than 0.06, the error is drastically decreased. This means that the proposed algorithm filters out some data segments that interfere with the results. When the threshold is taken as 0.045, the error of the harmonic impedance calculation can be stabilized at around 0.026. Therefore, the CAE threshold is chosen to be 0.045.
In addition, the paper uses the random vector method in the reference [10] (Method 1), the least squares method in the reference [12] (Method 2) and the reference [20] three-point method (Method 3) to calculate the system harmonic impedance, respectively. It can be seen from the results in Table 2 that Method 1 and Method 2 directly calculate the acquired waveform. Although the method itself considers the influence of background harmonics, the result of harmonic impedance calculation has a large deviation from the theoretical value. In the third method, the three-point method is used to eliminate the data points with large background harmonic interference, and the calculation accuracy has been greatly improved. The method proposed in this paper has stronger ability to screen data, the accuracy of calculation results is higher.
B. EXPERIMENT 2
As shown in Fig.8 below, the simulation circuit is built as a 10kV power grid. There are three harmonic sources on the user side. The harmonic currents are I c1 , I c2 , I c3 , the feeder branch load is Z 1 , Z 2 , Z 3 , and the system harmonic impedance is Z S . The background harmonics are replaced by current source I 0 . The parameters of each component are shown in the When the harmonic impedance of the system changes, it is necessary to detect the change of the harmonic impedance of the system during the monitoring time to ensure that the harmonic contribution of each user is accurately calculated under the condition that the harmonic impedance of the system is stable. The algorithm flow is shown in Fig.4 . The simulation time is 40s, and a set of harmonic voltage and current data is collected every 0.02s. In this experiment, the 5th harmonic data of I c1 , I c2 , I c3 , I PCC , and U PCC were collected. Taking harmonic source 1 as an example. The system harmonic impedance is switched twice during the entire simulation. Z s has different values in the three-time segments from 0 to 15s, 15s to 30s, and 30s to 40s. The sampling points of the three-time segments are 750, 750, 500 respectively.
The 5th harmonic voltage and current waveform of the PCC are shown in the Fig.9(a), (b) :
Firstly, the 5th harmonic data of I PCC and U PCC are filtered, and then the retained data is analyzed by DBSCAN clustering (parameters ε = 0.6, MinPts = 5). As shown in Fig.10 below, it can be seen from (a) and (c) that a large number of interference points are discarded, and the remaining points exhibit a clear law of harmonic impedance variation of the system. The results after clustering are as shown in (b) and (d), and three data clusters can be clearly obtained in (d). It can be seen that the results in (b) are rather messy. Data filtering based on CAE has a significant optimization effect on clustering results. Blue, green, and red represent the three kinds of system harmonic impedance, respectively. This paper evaluates the Fig.10 (b) , (d) clustering results by silhouette coefficient. Its calculation formula is as shown in (12), where a(i) represents the average distance of the sample i into the same cluster, also known as intra-cluster dissimilarity, and b(i) represents the average distance from sample i to other cluster samples, and can also be called intercluster dissimilarity.
When S i is close to 1, the sample is correctly divided, and when it is close to -1, the sample is divided incorrectly. When it is close to 0, the sample is at the boundary of two clusters, which causes some interference to the cluster analysis. The S i of the samples in Fig.10 (b) , (d) are shown in the Fig.11(a), (b) . The quality of a set of data clustering results is evaluated by S i (average of all samples' S i ).
In Fig 11(a) , (b), the abscissa is the S i value and the ordinate is the cluster number. In Fig 11(a) , the S i value of each sample in 18 clusters is disordered, and S i = 0.4578.
The harmonic data filtered by the CAE algorithm can be accurately divided into three clusters, corresponding to the three stages of harmonic impedance change of system, (The point where the silhouette coefficient is close to -1 is the noise point in the Fig 10(d) ), S i = 0.9596. This shows that, after filtering by CAE algorithm, the variation of the system harmonic impedance can be clearly reflected.
Corresponding to the reserved I PCC data points, the data of the feeder branch currents I 1 , I 2 , and I 3 are selected, and the least squares multiple linear regression is performed. The calculation results are shown in the Table 4 . The calculation error at each moment is less than 3%.
Thereby, the harmonic contribution of the harmonic source 1 can be calculated. The results are shown in Table, and the harmonic contribution in the Table 5 is the average of the harmonic contribution of the retained data.
From the above results, the proposed method is more accurate. If the data are not segmented, the data sampling points as shown in Fig 10 (a) or (c) are directly estimated. The results are far from the theoretical values, is not credible.
C. EXPERIMENT 3
In order to consider the accuracy of the harmonic contribution determination algorithm in the actual power grid, this paper selects the IEEE 14-node standard network with a reference capacity of 100MVA for analysis. As mentioned VOLUME 7, 2019 above, changes in the harmonic impedance of the system may be caused by changes in the operating mode of the system, new equipment inputs, or changes in reactive power compensation. In this paper, the harmonic impedance of the system is changed by switching the capacitor, reactive power compensation for the power grid. The amount of capacitance compensation added to node 6 is 4000kVAR and 5000kVAR, as shown by the red box in Fig.12 , respectively. Therefore, the whole process can be divided into three processes, at time one, no capacitor switching, at time two, a 4000kVAR capacitor switching, and at time three, a 5000kVAR capacitor switching.
Harmonic sources HS1, HS2 and HS3 are added to nodes 12, 13, and 14, respectively. And at the node 6, the interference of the background harmonics I 0 is added. The parameters are as shown in the Table 6 .
The process parameters such as simulation running time and sampling rate are consistent with experiment 2. The results of harmonic contribution determination are shown in Table 7 HS1, HS2, and HS3 represent harmonic contributions of three harmonic sources to node 6.
It can be seen from the above results that the maximum error rate of the proposed method is 7.91%. The accuracy of the harmonic sources contribution determination can reach more than 92%, which proves that the method has good practical application ability.
V. CONCLUSION
This paper proposes a multi-harmonic sources harmonic contribution determination algorithm based on CAE and DBSCAN clustering algorithm. The use of CAE algorithm eliminates the influence of background harmonics on system harmonic impedance calculation. The DBSCAN clustering algorithm is used to detect the harmonic impedance changes of the system. The harmonic contribution at each moment during the monitoring period is calculated. The proposed method is effective for both single harmonic source and multiple harmonic sources. The simulation experiment proves that the accuracy of the proposed method can reach more than 92%. For each moment of system harmonic impedance change, the proposed method can give accurate harmonic contribution results and it has good practicability.
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