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We investigate the existence of reﬂection formulas supported on a ﬁnite set. It is found
that for solutions of the Laplace and Helmholtz equation there are no ﬁnitely supported
reﬂection principles unless the support is a single point. This conﬁrms that in order
to construct a reﬂection formula that is not ‘point to point’, it is necessary to consider
a continuous support. For solutions of the wave equation ∂2u/∂x∂ y = 0, there exist ﬁnitely
supported reﬂection principles that can be constructed explicitly. For solutions of the
telegraph equation ∂2u/∂x∂ y+λ2u = 0, we show that if a reﬂection principle is supported
on less than ﬁve points then it is a point to point reﬂection principle.
© 2008 Elsevier Inc. All rights reserved.
0. Introduction
In 1870, H.A. Schwarz [12] formulated the following reﬂection principle for harmonic functions: If U is a domain in R2
which is divided in two components U1 and U2 by a real analytic curve Γ , then there exists an anti-conformal mapping
R : U → U that permutes the domains U1 and U2 and such that for any solution u(x, y) of the Laplace equation u = 0
vanishing at Γ we have that
u(x, y) = −u(R(x, y)) for all (x, y) ∈ U .
In general, a reﬂection formula, or a reﬂection principle, is a statement that relates the value at a certain predetermined
point P ∈ U1 of the solutions to a differential equation, vanishing on Γ , with their values at predetermined points belonging
to U2. More precisely,
Deﬁnition 1. Given a real-analytic curve Γ = {(x, y) ∈ U ⊆ R2: f (x; y) = 0} that divides the domain U in two connected
components U1 and U2, we say that (P ,μ) is a reﬂection principle for the differential operator L with respect to the
curve Γ in the domain U if
(1) P is a point in U1 and μ is a signed measure (or in the more general case a distribution) supported at U2.
(2) For all functions u : U → R such that Lu = 0 and uΓ = 0, we have that
u(P ) =
∫
u(Q )dμ(Q ).
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R. Restrepo López / J. Math. Anal. Appl. 351 (2009) 556–566 557It is of particular interest when the support of μ is a single point. In this case we say that the reﬂection principle is
‘point to point’. We will be interested in the case when the support of μ is a ﬁnite set. In this situation we say that the
reﬂection principle is ‘ﬁnitely supported’.
As was pointed out before, the existence of reﬂection principles was ﬁrst established by H.A. Schwarz in 1870, but many
further developments occurred in the last century. Study [14] gave an elegant geometric interpretation of the Schwarz reﬂec-
tion mapping through the ‘Study rectangle’ in C2, showing the advantages of passing to the complex space when studying
the reﬂection principle. Garabedian [4] was the ﬁrst to notice that more general reﬂection formulas may be considered.
Khavinson and Shapiro [7] showed that for solutions to the Helmholtz equation ( + λ2)u = 0, a point to point reﬂection
principle holds only when Γ is a line segment. Regarding also the Helmholtz operator, Savina, Sternin and Shatalov [9,10,13]
gave explicit reﬂection formulas for a general reﬂection principle. In their work, the support of μ is a path connecting Γ
with the Schwarz reﬂection point. Although this is an important result, the question about the existence of a reﬂection
principle in which the support of μ is separated from Γ remains open. Savina [11] extended this kind of formulas for
higher order elliptic equations and also for the Helmholtz operator with Neumann condition (∂u/∂n)Γ = 0. Ebenfelt and
Khavinson [2] studied the Laplace operator in higher dimensions, settling the problem of the existence of a point to point
reﬂection principle for any dimension n  3. They showed that when n is odd, the point to point reﬂection principles are
very rare, being possible only when Γ is a sphere or a hyperplane. In contrast, when n is even, the point to point reﬂection
principles are possible if the so-called strong Study condition is satisﬁed. Ebenfelt [3] studied the real Helmholtz operator
in R3 obtaining that there are hypersurfaces Γ other than hyperplanes in which a point to point reﬂection principle holds.
Finally, we point out the result of D. Aberra [1] regarding the Helmholtz operator, in which he showed that the only point
to point reﬂection principle for which μ is a distribution supported at one point Q happens when Γ is a line and the
points P and Q are symmetric with respect to Γ .
The purpose of this article is to investigate the existence of reﬂection formulas supported on a ﬁnite set in several
situations including the Laplace and Helmholtz equations, as well as the equation ∂2u/∂x∂ y + λ2u = 0. We have found that
for solutions of the Laplace and Helmholtz equation there are no ﬁnitely supported reﬂection principles unless the support
is a single point, verifying that in order to construct a reﬂection formula that is not ‘point to point’, is necessary to consider
a continuous support. For solutions of the wave equation ∂2u/∂x∂ y = 0, it is the case that there exist ﬁnitely supported
reﬂection principles, and we explicitly construct some of these. For the telegraph equation ∂2u/∂x∂ y + λ2u = 0, we show
that if a reﬂection principle is supported on less than ﬁve points, then it is a point to point reﬂection principle.
1. Reﬂection principles for solutions of the equationu + λ2u = 0
Khavinson and Shapiro [7] showed that a point to point reﬂection principle for the operator  + λ2 in the plane exists
if and only if Γ is a line segment and the points are symmetric with respect to Γ . Aberra [1] extended this result, showing
the following.
Theorem 2 (Aberra). Let Γ = {(x, y) ∈ U ⊆ R2: f (x; y) = 0} be a real-analytic curve such that ∇ f (x, y) = 0 on Γ . If u(P ) = Tu for
all u such that uΓ = 0 and u + λ2u = 0 where T is a distribution supported at a point Q and P and Q are suﬃciently close to Γ ,
then
(1) T = −δQ .
(2) Γ is a line.
(3) P and Q are symmetric with respect to Γ .
Our purpose in this section is to extend Khavinson and Shapiro result in another direction. Assuming that μ is ﬁnitely
supported, is it still true that the only reﬂection principle is the one described in the previous theorem? The answer to this
question is aﬃrmative as the following theorem states.
Theorem 3. Let Γ = {(x, y) ∈ U ⊆ R2: f (x; y) = 0} be a real-analytic curve such that ∇ f (x, y) = 0 on Γ . If (P ,μ) is a ﬁnitely
supported reﬂection principle for the Helmholtz operator  + λ2 with respect to the curve Γ in a domain V , suﬃciently close to Γ ,
then
(1) If λ = 0 we have that μ = −δR(P ) .
(2) If λ = 0 we have that μ = −δR(P ) and Γ is a line.
(Here R(P ) is the Schwarz reﬂection [8, Proposition 9.1] of the point P with respect to the curve Γ .)
Proof. The curve Γ is real analytic, that is, the function f (x, y) is real-analytic. Then there is a natural extension of f (x, y)
to some domain U˜ ⊆ C2. Let us call this extension f˜ (X, Y ). Now, let Γ˜ = {(x, y) ∈ U˜ ⊆ C2: f˜ (x; y) = 0}. Using the fact that
∇ f (x, y) = 0 in Γ , it is possible to choose U˜ in such a way that ∇ f˜ (X, Y ) = 0 in U˜ .
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(z,w) = ϕ(X, Y ) = (X + iY , X − iY ). (1)
Note that
∂ f
∂z
= 1
2
(
∂ f
∂ X
− i ∂ f
∂Y
)
= 0 in U˜
and
∂ f
∂w
= 1
2
(
∂ f
∂ X
+ i ∂ f
∂Y
)
= 0 in U˜ .
Therefore, by the implicit function theorem, there are neighborhoods O 1, O 2 ⊆ C and an injective analytic function
α : O 1 → C such that
Γ˜ = {(z,w) ∈ O 1 × O 2: w = α(z)}.
(Notice that R(z) = α(z) is precisely the Schwarz reﬂection of z with respect to Γ .) We also can choose O 1 and O 2 in such
a way that for any entire function ϕ(z,w), the problem
∂u
∂z∂w
+ λ2u = 0,
∂zuΓ˜ = ϕ(z,w),
uΓ˜ = 0 (2)
has a solution in O 1 × O 2. This is possible by the quantitative Cauchy–Kovalevskaya theorem ([8, Section 3.1] or [6]).
Let V ⊆ R2 be a neighborhood of Γ such that V ⊆ O 1 × O 2. Now, if u(z,w) : O 1 × O 2 → C is such that
∂u
∂z∂w
+ λ2u = 0,
uΓ˜ = 0,
then ReuΓ = 0, ImuΓ˜ = 0 and, also, it holds in V that
∂2 Reu
∂x2
+ ∂
2 Reu
∂ y2
+ λ2 Reu = 0,
∂2 Imu
∂x2
+ ∂
2 Imu
∂ y2
+ λ2 Imu = 0.
Thus, if (P ,μ) is a reﬂection principle for the Helmholtz operator with respect to Γ , in V , we have that
u(P ) = Reu(P ) + i Imu(P ) =
∫
Reu(Q )dμ(Q ) + i
∫
Imu(Q )dμ(Q ) =
∫
u(Q )dμ(Q ). (3)
Let us point out also that u has an integral representation given by
u(z,w) =
∫
γz,w
J
(
2λ
√
(z′ − z)(α(z′) − w))∂zu(z′,α(z′))dz′,
where γz,w is any path contained in O 1 with endpoints α−1(w) and z (see Lemma 4 following).
Given n distinct points {(zi, zi)}ni=1 in the same connected component of V \Γ , we have that for i = j, α−1(zi) = α−1(z j)
due to the injectivity of α. Moreover, it is also true that α−1(zi) = z j , otherwise we would have that zi = α(z j) = R(z j)
(the Schwarz reﬂection with respect to Γ ) and the points (z1, z1) and (z2, z2) would be in different connected components
of V \Γ . In view of this, we can ﬁnd disjoint paths {γi}ni=1 ⊆ O 1 such that γi has endpoints α−1(zi) and zi and such that∑n
i=1 γi does not have any loops. Consider, for instance, the collection of points {(zi, zi)}ni=1 := supp(μ), setting (z1, z1) =
(α−1(zP ),α(zP )) where P = (zP , zP ) (even if this point is not in the support). Notice that
u(P ) =
∫
−γ1
J0
(
2λ
√
(z′ − zP )
(
α(z′) − zP
))
∂zu
(
z′,α(z′)
)
dz′
and for i = 1, . . . ,n,
u(zi, zi) =
∫
J0
(
2λ
√
(z′ − zi)
(
α(z′) − zi
))
∂zu
(
z′,α(z′)
)
dz′.γi
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−γ1
J0
(
2λ
√
(z′ − zP )
(
α(z′) − zP
))
∂zu
(
z′,α(z′)
)
dz′ =
n∑
i=1
μi
( ∫
γi
J0
(
2λ
√
(z′ − zi)
(
α(z′) − zi
))
∂zu
(
z′,α(z′)
)
dz′
)
,
where μi = μ({(zi, zi)}). In particular choosing ∂zu(z′,α(z′)) = p(z′) where p(z′) is a polynomial in C (this is possible
setting ϕ(z,w) = p(z) in Eq. (2)), we conclude that∫
∑
γi
M(z′)p(z′)dz′ = 0 (4)
for all polynomials p(z′) where
M(z′) =
n∑
i=2
μi J0
(
2λ
√
(z′ − zi)
(
α(z′) − zi
))
1γi (z
′) + J0
(
2λ
√
(z′ − zP )
(
α(z′) − zP
))
1γ1 (z
′)
+ μ1 J0
(
2λ
√(
z′ − α−1(zP )
)(
α(z′) − α(zP )
))
1γ1 (z
′)
and 1γ (z) is the characteristic function of the path γ .
Since the path
∑n
i=1 γi does not have any loops, C\
∑n
i=1 γi is connected, and, by Lavrentiev’s theorem, the polynomi-
als p(z′) restricted to
∑n
i=1 γi are dense in the space of continuous functions over
∑n
i=1 γi . Hence, from Eq. (4) we conclude
that M(z′) = 0 in ∑ni=1 γi . Using the disjointness of the paths {γi}ni=1, we have that μi = 0 for i = 2, . . . ,n and also that for
all z′ ∈ γ1,
0 = J0
(
2λ
√
(z′ − zP )
(
α(z′) − zP
))+ μ1 J0(2λ√(z′ − α−1(zP ))(α(z′) − α(zP ))). (5)
Notice that the expression on the right of (5) is analytic in O 1, therefore this equation holds, in fact, for all z′ ∈ O 1.
Evaluating (5) at z′ = zP we get that μ1 = −1 and using the fact that (α−1(zP ),α(zP )) is the Schwarz reﬂection of the
point (zP , zP ), we conclude that μ = −δR(P ) .
In the case λ = 0, the function J0(2λ
√
z′) is injective in a neighborhood of z′ = 0, therefore from the formula (5) and
the analyticity of α(z′), we obtain that
(z′ − zP )
(
α(z′) − zP
)= (z′ − α−1(zP ))(α(z′) − α(zP )),
which implies that Γ˜ is a plane in C2 and therefore Γ is a line in R2. 
The next lemma was used in the proof, it is essentially similar to classical integral representations of solutions of a
hyperbolic problem in terms of the Riemann function [5].
Lemma 4. Let O 1 and O 2 be two domains contained in C and α(z′) : O 1 → O 2 an analytic function. If u : O 1 × O 2 → C is such that
∂u
∂z∂w + λ2u = 0 and uΓ˜ = 0 where Γ˜ = {(z,w) ∈ O 1 × O 2: w = α(z)}, then u has an integral representation given by
u(z,w) =
∫
γz,w
J0
(
2λ
√
(z′ − z)(α(z′) − w))∂zu(z′,α(z′))dz′,
where J0(z) is the Bessel function of order 0 and γz,w is any path contained in O 1 and with endpoints α−1(w) and z.
Proof. Let v(z′,w ′; z,w) = J0(2λ√(z′ − z)(w ′ − w)). Notice that v is an entire function on (z′,w ′; z,w) such that v = 1 on
the complex lines z′ = z and w ′ = w and such that ∂v
∂z′∂w ′ + λ2v = 0.
Let u(z,w) be a solution to ∂u
∂z′∂w ′ + λ2u = 0, uΓ = 0. Notice that
0 = v
(
∂u
∂z′∂w ′
+ λ2u
)
− u
(
∂v
∂z′∂w ′
+ λ2v
)
= ∂w ′ (v∂z′u) − ∂z′ (u∂w ′ v).
Now, deﬁne A = (z,α(z)), B = (α−1(w),w) and C = (z,w). Also let Γ1 be a path from C to A contained in the complex
line z′ = z, let Γ2 be a path from B to C contained in the complex line w ′ = w and let Γ be a path from A to B contained
in Γ˜ . Then, integrating ∂w ′ (v∂z′u) − ∂z′ (u∂w ′ v) over a surface with boundary Γ1 + Γ2 + Γ and applying Green’s theorem
yields
0 =
∫ ∫
Ω
[
∂w ′ (v∂z′u) − ∂z′ (u∂w ′ v)
]
dz′ dw ′ =
∫
Γ1+Γ2+Γ
(v∂z′u)dz
′ + (u∂w ′ v)dw ′ =
∫
Γ
(v∂z′u)dz
′ + u(z,w).
In particular, taking Γ = −(γz,w ,α(γz,w)) we obtain the desired result. 
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2u
∂x∂ y = 0
The interpretation due to Study [14] of the Schwarz reﬂection principle using the Study’s rectangle, exhibits in particular,
the existence of a point to point reﬂection principle for the operator ∂2/∂x∂ y. The following question then is natural. Are
there reﬂection principles supported at more than one point? The answer to this question is aﬃrmative: we can obtain a
large class of ﬁnitely supported reﬂection principles for this operator.
Theorem 5. Let α(x) be a real analytic function which is monotone in the interval [a,b] and let V = [a,b] × α([a,b]). The curve
Γ = {(x, y) ∈ V : y = α(x)} divides the domain V in two connected components V1 and V2 . Let us assume that
(1) P = (x0, y0) ∈ V1 .
(2) μ =∑ni=1μiδQ i for some Q i = (xi, yi) ∈ V2 and some μi ∈ R, i = 1, . . . ,n.
(3)
∑n
i=1 μi1γi (t) = 1γ0(t) for all t ∈ [a,b], where γi is the interval bounded by the points α−1(yi) and xi .
Then, (P ,μ) is a reﬂection principle for the operator ∂2/∂x∂ y = 0 with respect to the curve Γ , in the domain V .
Proof. Any solution u(x, y) to the problem ∂
2u
∂x∂ y = 0, uΓ = 0 on V has an integral representation given by
u(x, y) =
x∫
α−1(y)
∂xu
(
t,α(t)
)
dt.
Therefore,
u(P ) −
n∑
i=1
μiu(Q i) =
∫
γ0
∂xu
(
t,α(t)
)
dt −
n∑
i=1
μi
∫
γi
∂xu
(
t,α(t)
)
dt
=
b∫
a
∂xu
(
t,α(t)
)(
1γ0(t) −
n∑
i=1
μi1γi (t)
)
dt
= 0. 
Remark 6. The hypothesis of the theorem can easily be satisﬁed. Indeed, Fig. 1 shows some conﬁgurations for which the
hypothesis holds.
Remark 7. It is important to notice that the existence of ﬁnitely supported reﬂection principles for the wave equation
∂u/∂x∂ y = 0, implies, through the change of variables (1), the existence in C2 of ﬁnitely supported reﬂection principles for
the Laplace equation.
3. Reﬂection principles for solutions of the equation ∂
2u
∂x∂ y + λ2u = 0
The characterization of ﬁnitely supported reﬂection principles for the telegraph operator ∂2/∂x∂ y + λ2 is rather more
complicated. Extending the characterization of point to point reﬂection principles obtained by Khavinson and Shapiro [7],
we can show that the only ‘four points to one point’ reﬂection principles, that is, reﬂection principles supported at less than
5 points, occur in the canonical case, that is, when μ = −δQ , Γ = {(x, y): y = α(x)} is a line and Q = (α−1(yP ),α(xP )). In
order to prove this, let us ﬁrst state some properties of the zero Bessel function.
Lemma 8. Let α(x) be a monotone real-analytic function deﬁned in an interval I ⊆ R, then
(1) For any r1, . . . , rm, r ∈ I such that ri = r j whenever i = j, the functions{
J0
(
2λ
√
(t − r)(α(t) − α(ri)))}mi=1
are linearly independent in I .
(2) For any r1, . . . , rm, r ∈ I such that ri = r j whenever i = j, the functions{
J0
(
2λ
√
(t − ri)
(
α(t) − α(r)))}mi=1
are linearly independent in I .
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(3) For any r1 < r < r2 in I , the functions{
J0
(
2λ
√
(t − r)(α(t) − α(r1))), J0(2λ√(t − r2)(α(t) − α(r)))}
are linearly independent in I .
(4) For any r < r1, r2 in I , the functions{
J0
(
2λ
√
(t − r)(α(t) − α(r1))), J0(2λ√(t − r2)(α(t) − α(r)))}
are linearly independent in I , unless r1 = r2 and
α(t) = α(r1) − α(r)
r1 − r (t − r1) + α(r1).
Proof. Let us prove each item separately.
(1) Given two functions g(t) and F (t) and given a point t0 such that all the derivatives of g(t) exist at t0 and all the
derivatives of F (t) exist at g(t0), we have that
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[
F
(
g(t)
)]
t=t0 =
n∑
k=1
F (k)(g(t0))
k!
∑
j1+···+ jk=n
ji ,..., jk1
(
n
j1, . . . , jk
)
g( j1)(t0) · · · g( jk)(t0). (6)
Now, let F (t) = J0(2λ
√
t) and gi(t) = (t − r)(α(t) − α(ri)). Notice that
F (k)
(
gi(r)
)= (−1)kλ2k
k!
and
g( j)i (r) =
{
α(r) − α(ri) if j = 1,
jα( j−1)(r) if j  2.
Therefore, from Eq. (6), we have that
Dn
[
F
(
gi(t)
)]
(r) =
n∑
k=1
(−1)kλ2k
(k!)2 pn,k
(
α(r) − α(ri)
)
, (7)
where
pn,k(t) = n!
(n − k)!
min{k,n−k}∑
d=0
(
k
d
)
tk−d
∑
j1+···+ jd=n−k
ji ,..., jd1
(
n − k
j1, . . . , jd
)
α( j1)(r) · · ·α( jd)(r).
Deﬁne now the polynomials
Pn(t) =
n∑
k=1
(−1)kλ2k
(k!)2 pn,k(t),
so that (7) becomes
Dn
[
F
(
gi(t)
)]
(r) = Pn
(
α(r) − α(ri)
)
, for n 1.
Notice that the leading term of Pn(t) is given by
ln(t) = (−α
′(r)tλ2)n
n! .
The Wronskian of the functions { J0(2λ√(t − r)(α(t) − α(ri)))}mi=1 (which are real-analytic in I), at t = r, is given by the
determinant∣∣[Pi−1(α(r) − α(r j))]mi, j=1∣∣= ∣∣[li−1(α(r) − α(r j))]mi, j=1∣∣
=
∣∣∣∣[ (−α′(r))i−1λ2(i−1)(i − 1)! (α(r) − α(r j))i−1
]m
i, j=1
∣∣∣∣
=
(
m−1∏
k=0
(−α′(r))kλ2k
k!
)( ∏
1i<i′m
(
α(ri) − α(ri′)
))
and the later expression is different from zero, implying that the functions { J0(2λ√(t − r)(α(t) − α(ri)))}mi=1 are linearly
independent in I .
(2) Using the change of variables t′ = α−1(t), the statement is equivalent to the fact that{
J0
(
2λ
√(
α−1(t) − ri
)(
t − α(r)))}mi=1
are linearly independent in I , which follows from (1) of this lemma.
(3) Suppose that there exists a constant c such that for all t ∈ I
J0
(
2λ
√
(t − r)(α(t) − α(r1)))= c J0(2λ√(t − r2)(α(t) − α(r))). (8)
Evaluating (8) at t = r we obtain that c = 1 and evaluating the derivative of (8) at t = r, we get that
(−1)λ2(α(r) − α(r1))= (−1)λ2(r − r2)α′(r),
or, equivalently,
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(
α(r) − α(r1)
r − r1
)(
r − r1
r − r2
)
.
But the monotonicity of α(t) implies that α′(r) and α(r)−α(r1)r−r1 have the same sign, while
r−r1
r−r2 is negative, giving a contra-
diction.
(4) Once again, let us suppose that for some constant c we have that for all t ∈ I ,
J0
(
2λ
√
(t − r)(α(t) − α(r1)))= c J0(2λ√(t − r2)(α(t) − α(r))). (9)
Evaluating (9) at t = r we get that c = 1, and therefore, for all t ∈ I
J0
(
2λ
√
(t − r)(α(t) − α(r1)))= J0(2λ√(t − r2)(α(t) − α(r))). (10)
The function J0(2λ
√
t) is real-analytic and one to one in a neighborhood of t = 0, therefore from (10) we get that
(t − r)(α(t) − α(r1)) = (t − r2)(α(t) − α(r)) for all t ∈ I . This implies that r1 = r2 and
α(t) = α(r1) − α(r)
r1 − r (t − r1) + α(r1). 
The following lemma concerns also the zero Bessel function but it is a bit more sophisticated.
Lemma 9. Let α(x) be a decreasing real analytic function deﬁned in an interval [a,b] ⊆ R. Let Γ be the graph of α(x), let U = [a,b]×
[α(a),α(b)] and let U1,U2 be the connected components of U\Γ , namely U1 = {(x, y): y < α(x)} and U2 = {(x, y): y > α(x)}.
Consider the points {(xi, yi)}ni=0 where (x0, y0) ∈ U1 and {(xi, yi)}ni=1 ⊆ U2 . Now, deﬁne
l0 =
[
x0,α
−1(y0)
];
li =
[
α−1(yi), xi
]
, for i = 1, . . . ,n;
Ls =
{
i: α−1(yi) = s, i = 1, . . . ,n
};
Rs = {i: xi = s, i = 1, . . . ,n}.
Assume that for some λ > 0 and some λi = 0, i = 1, . . . ,n, we have that for almost all t ∈ [a,b],
0 = J0
(
2λ
√
(t − x0)
(
α(t) − y0
))
1l0 (t) +
n∑
i=1
λi J0
(
2λ
√
(t − xi)
(
α(t) − yi
))
1li (t).
Then,
(1) For all s ∈ [a,b]\{x0,α−1(y0)}, Ls = ∅ if and only if Rs = ∅.
(2) For all s ∈ [a,b]\{x0,α−1(y0)}, it is not the case that |Ls| = |Rs| = 1.
(3) If s < s′ , then |Ls ∩ Rs′ | 1.
(4) If s s′ , then Ls′ ∩ Rs = ∅.
Proof. Let us prove (1) and (2). (3) and (4) follow directly from the deﬁnitions.
(1) For the implication Ls = ∅ ⇒ Rs = ∅, assume that Rs = ∅, Ls = ∅ and let F = {i: s ∈ li , i = 0, . . . ,n}. For a.a. t
suﬃciently close to s from the right, we have∑
i∈F\Rs
λi J0
(
2λ
√
(t − xi)
(
α(t) − yi
))= 0, (11)
while for a.a. t suﬃciently close to s from the left, we have∑
_i ∈ Fλi J0
(
2λ
√
(t − xi)
(
α(t) − yi
))= 0. (12)
Both expressions on the left-hand side of (11), (12) are analytic for all t ∈ [a,b], therefore both equalities (11) and (12) hold
for all t ∈ [a,b]. Subtracting these two equations, we obtain∑
i∈Rs
λi J0
(
2λ
√
(t − s)(α(t) − yi))= 0,
contradicting the linear independence in [a,b] of the set{
J0
(
2λ
√
(t − xi)
(
α(t) − yi
))}
i∈Rs ,
stated in (1) of Lemma 8.
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(2) Assume that Ls = {i0}, Rs = { j0} and let F = {i: s ∈ li, i = 0, . . . ,n}. For a.a. t suﬃciently close to s from the left we
have ∑
i∈F\Ls
λi J0
(
2λ
√
(t − xi)
(
α(t) − yi
))= 0, (13)
while for a.a. t suﬃciently close to s from the right we have∑
i∈F\Rs
λi J0
(
2λ
√
(t − xi)
(
α(t) − yi
))= 0. (14)
Using the analyticity in [a,b] of the expressions in the left-hand side of (13) and (14), just as in the proof of the ﬁrst
statement, we obtain after subtracting (13) and (14), that for all t ∈ [a,b],
λi0 J0
(
2λ
√
(t − xi0)
(
α(t) − α(s)))= λ j0 J0(2λ√(t − s)(α(t) − y j0)),
contradicting the linear independence of the set{
J0
(
2λ
√
(t − xi0)
(
α(t) − α(s))), J0(2λ√(t − s)(α(t) − y j0))}
in [a,b] indicated in (3) of Lemma 8. 
The following is the main theorem of the section.
Theorem 10. Let α(x) be a real-analytic function, monotone in the interval [a,b] and let V = [a,b] × α([a,b]). Assume that
(P (x0, y0),μ) is a reﬂection principle for the modiﬁed Helmholtz operator with respect to the curve Γ = {(x, y) ∈ V : y = α(x)}
in a domain U ⊆ V . If μ is ﬁnitely supported and supp(μ) 4 then α(t) is a line and μ = −δQ , where Q = (α−1(y0),α(x0)).
Proof. If u(x, y) satisﬁes the equation ∂u
∂x∂ y + λ2u = 0, uΓ = 0 on U , then u(x, y) has the integral representation
u(x, y) =
x∫
α−1(y)
J0
(
2λ
√
(t − x)(α(t) − y))∂xu(t,α(t))dt (15)
for all (x, y) ∈ V .
Without loss of generality, we can assume that α(t) is decreasing and that P (x0, y0) is in the lower component of U \Γ .
Let suppμ = {Q i(xi, yi), i = 1, . . . ,n}. The reﬂection principle (P ,μ) and Eq. (15) imply that
−
α−1(y0)∫
x0
J0
(
2λ
√
(t − x0)
(
α(t) − y0
))
∂xu
(
t,α(t)
)
dt
=
n∑
i=1
( xi∫
α−1(yi)
J0
(
2λ
√
(t − xi)
(
α(t) − yi
))
∂xu
(
t,α(t)
)
dt
)
μ(Q i) (16)
for all analytic data ∂xu(t,α(t)).
Deﬁne the intervals l0 = [x0,α−1(y0)] and li = [α−1(yi), xi] for i = 1, . . . ,n and let
M(t) = J0
(
2λ
√
(t − x0)
(
α(t) − y0
))
1l0 (t) +
n∑
i=1
J0
(
2λ
√
(t − xi)
(
α(t) − yi
))
μ(Q i)1li (t).
Using this notation, Eq. (16) implies, in particular, that
∫ b
a M(t)p(t)dt = 0 for any polynomial p(t) and therefore M(t) = 0
for almost all t ∈ [a,b]. That is for almost all t ∈ [a,b]
0 = J0
(
2λ
√
(t − x0)
(
α(t) − y0
))
1[x0,α−1(y0)](t) +
n∑
i=1
J0
(
2λ
√
(t − xi)
(
α(t) − yi
))
μ(Q i)1[α−1(yi),xi](t).
Notice then, that the hypotheses of Lemma 9 hold here. Using the ‘rules’ (1)–(4) stated in Lemma 9, we continue the
proof using a combinatorial argument.
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essarily x∗ ∈ {x0,α−1(y0)}. Similarly, if x∗ := sup{xi: i = 1, . . . ,n}, we have that Rx∗ = ∅ while Lx∗ = ∅, therefore, using (1)
of Lemma 9, x∗ ∈ {x0,α−1(y0)}. It is clear that x∗ < x∗ , then necessarily x∗ = x0 and x∗ = α−1(y0). In particular we have
that Lx0 = ∅.
Let us treat the cases |Lx0 | 2 and |Lx0 | = 1 separately.
For the case |Lx0 |  2, notice that |Lx0 |  2 implies that for some i ∈ Lx0 , xi < α−1(y0), therefore if we deﬁne xa :=
inf{xi: i = 1, . . . ,n}, then x0 > xa > α−1(y0), implying that xa /∈ {x0,α−1(y0)} and Rxa = ∅. Using (1) of Lemma 9 we obtain
that Lxa = ∅. Note that, in particular, xa ∈ {α−1(yi) > x0: i = 1, . . . ,n}.
Now, deﬁne xb := inf{α−1(yi) > x0: i = 1, . . . ,n}. Note that xb  xa and therefore xb /∈ {x0,α−1(y0)}. Combining this with
the fact that Lxb = ∅ and using (1) of Lemma 9, we obtain that Rxb = ∅, implying in particular that xb ∈ {xi: i = 1, . . . ,n}
and therefore xb  xa . Now, let x′ = xa = xb and let i ∈ Rx′ . If it is the case that α−1(yi) > x0 then
α−1(yi) inf
{
α−1(yi) > x0: i = 1, . . . ,n
}= x′ = xi
which is a contradiction to the fact that Q i is in the upper component of U\Γ . Therefore we have that i ∈ Lx0 for all i ∈ Rx′ .
Recalling (3) of Lemma 9 we obtain that |Rx′ | = 1.
Now, |Rx′ | = 1 and x′ /∈ {x0,α−1(y0)}, by (2) of Lemma 9 we have |Lx′ | 2. In particular, for some i ∈ Lx′ , xi < α−1(y0).
Deﬁne x′′ := inf{xi > x′: i = 1, . . . ,n}, then x′′ /∈ {x0,α−1(y0)} and Rx′′ = ∅ which by (1) of Lemma 9, implies that |Lx′′ | 1.
Combining the previous observations, supp(μ)  |Lx0 | + |Lx′ | + |Lx′′ |  2 + 2 + 1, which contradicts the hypothesis that
supp(μ) 4.
Let us consider now the case |Lx0 | = 1. Let Lx0 = {i0}. For t > x0 suﬃciently close to x0 we have
0 = J0
(
2λ
√
(t − x0)
(
α(t) − y0
))+ J0(2λ√(t − xi0 )(α(t) − α(x0)))μ(Q i0 ). (17)
The analyticity of (17) implies the equation to hold for all t ∈ [a,b], therefore, implying the linear dependence in [a,b]
of the set{
J0
(
2λ
√
(t − x0)
(
α(t) − y0
))
, J0
(
2λ
√
(t − xi0 )
(
α(t) − α(x0)
))}
.
Using (4) of Lemma 8 we get that xi0 = α−1(y0) (and therefore Q i0 = (α−1(y0),α(x0))), μ(Q i0) = −1 and α(t) satisﬁes the
formula
α(t) = y0 − α(x0)
α−1(x0) − x0
(
t − α−1(x0)
)+ x0.
Also, we have supp(μ) = 1, otherwise, taking x′ := inf{α−1(yi) > x0: i = 1, . . . ,n} it would be the case that Rx′ = ∅ and
Lx′ = ∅, which is a contradiction to (1) of Lemma 9. 
4. Final remarks
As was stated in the beginning, there are no reﬂection principles supported at multiple points for solutions of the
Helmholtz and Laplace equation. This fact has practical interpretations in physics, in particular generalizing the solution of
the classical antenna problem. There are further problems in this direction, e.g., the determination of a reﬂection principle
when μ is a ﬁnitely supported distribution, or the veriﬁcation or refutation of the existence of a ﬁnitely supported reﬂection
principle for solutions of the Helmholtz and Laplace equation in higher dimensions. The most important is the general
problem of determining the compactly supported reﬂection principles for these operators, which in spite of the work of
Savina et al., is still an open and very interesting problem if we want to have a support separated from Γ .
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