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The unitary rank of an element 7’ in a von Neumann algebra ?I is defined as the 
smallest number u( 2’) for which there is a convex combination of unitartes from B 
of length u(T) and equalling T. We determine the unitary rank for every element T 
in the closed unit ball of ‘II in terms of the index i(T) of T and the distance a(T) 
from T to the group of invertible elements in ‘ZI. If i(T) = 0, then u( 7) < 2; if 
i(7’)+0, then u(T)=n when n-1<2(1-a(T)))‘<n, and ~(T)=rn when 
a( 7) = 1. We also determine precisely which asymmetric onvex decomposittons of 
T can be realized. We show that only an approximate version of these results holds 
m a general C*-algebra. $2 1986 Academic Press. Inc 
1. INTRODUCTION 
For an element T in a unital *-algebra ‘u, the unitary rank u(T) of T is 
defined as the smallest number n, such that T= a, UI + . . . + a, U, for 
some convex combination LIP ,..., a, of elements U1,..., U, in the group 42(a) 
of unitary elements in VI. If no such unitary decomposition exists (in par- 
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ticular if (I TI( > 1 ), we define u(T) = co. Using Gardner’s proof of the 
Russo-Dye theorem [2] as a springboard, a fairly detailed study of unitary 
rank in C*-algebras was carried out in 143. It is shown there that if 
u(T) < n, then T is actually a mean of n unitary elements [4, Corollary 151. 
Another result, giving the approximate size of the set of elements with a 
given unitary rank, is 
THEOREM 1.1 [4, 51. Let T be an element of a C*-algebra ‘$I and put 
d,,=dist(nT,%(‘S)). Zfd,<n- 1 then u(T)<n. Zfu(T)<n then d,,<n- 1. 
Working here in the more special case of von Neumann algebras we can 
sharpen the result above and give a more intrinsic characterization of the 
unitary rank. Our main tool will be the theory of unitary approximation, 
begun by Rogers in [9] and completed in [7]. For further reference we 
outline the basic notions and main results in that theory. It requires the 
generalized index in von Neumann algebras, as developed in [6]. For our 
purposes it will be enough if the reader recalls (or takes as definition) that 
the index i(T) of an element T in a von Neumann algebra ‘3 is zero if and 
only if T = U 1 TI for some unitary U in ‘X 
For an element T in a von Neumann algebra %, let CI( T) denote the dis- 
tance from T to the group of invertible elements in 2I. As proved in [7, 
Theorem 2.91, this number is the smallest a 3 0, such that for all E > 0, 
E(v-4 ~+EI)-F(t-O, a+&]), 
where E(I), F(L) are the spectral resolutions for ( T( and 1 T*l, respectively, 
and N denotes the Murray-von Neumann equivalence of projections in 2l. 
Thus c1( T) = 0 for all T precisely when 2I is finite [I]. In case a is a 
(infinite) factor on a separable Hilbert space the computation of the 
parameter a(T) is relatively straightforward: If 9l is of type III and if m(T) 
denotes the lower bound of the spectrum of ITI, then 
a(T)=max{m(T), m(T*)}. 
(Recall here that the spectra of 1 TI and IT*/ are equal, except maybe for 
the point zero.) If now ‘% is a semi-finite (infinite) factor and if X denotes 
the norm-closed ideal generated by the finite projections in ‘?I, R: ?I 3 ‘8/X 
the quotient map and m,(T) the lower bound of the spectrum of rc( 1 TI) 
(i.e., m,(T) = m(z( T))), then a(T) = 0 if i(T) = 0, whereas 
~4 T) = max { m,( T), m,( T* I> 
if i(T) # 0. We can now state the results on unitary approximation that we 
are going to use: 
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THEOREM 1.2 [7, 3.11. Zf i(T) = 0, then the partial isometry in the polar 
decomposition for T extends to a unitary U in 2I, such that 
dist(T, %@I)) = maxi (1 T(j - 1, 1 -m(T)} = (IT- UIl. 
THEOREM 1.3 [7, 3.41. If i(T) #O, then 
dist( T, %!(‘?I)) = max{ 1) T/I - 1, 1 + c(( T)}. 
THEOREM 1.4 [7, 4.51. Zf i(T) # 0 and a(T) # 0, there is a unitary U in 
42(9I) such that dist( T, a(%)) = I( T- UI/. 
THEOREM 1.5 [7, 4.1 and 4.21. Zf i( T) # 0 and dist( T, %(2l)) = 1, there is 
no unitary U in 42(2l) with I/T- UII = 1. Such u T will exist unless 2I is 
finite. 
The authors wish to thank Uffe Haagerup for his generous help with 
some ingeneous computations with functions on the unit disk. 
2. MAIN RESULTS 
In this section, 2I will denote a von Neumann algebra, ‘$I’ its closed unit 
ball, and %@I) the group of unitary elements in ‘?I. 
LEMMA 2.1. For T in 911L, the following conditions are equivalent: 
(i) i(T)=O; 
(ii) T= U ITI for some U in 42(a); 
(iii) T= i(U, + U,) with U, and U2 in %!(a); 
(iv) T= i( W+ S) with W in %(‘$I) and S in ‘$I’. 
Proof We already noted the equivalence (i)o(ii) in the Introduction. 
The salient fact is that i(T) = 0 precisely when the projections on ker T and 
ker T* are equivalent in 2I. Further details can be found in [6]. The 
implication (ii) * (iii) is easily obtained from Murray and von Neumann’s 
classical observation that W= ITI + i(Z- 1Tl’)“’ is in %!(‘?I) with I TI = 
$( W+ W*). The implication (iii) = (iv) is trivial. 
To show that (iv) * (ii), assume that 9I c B(z), and let x be a unit vec- 
tor in X”. If I1SI/ < 1, then by the Cauchy-Schwarz inequality we have 
IlSx-x11=0 if and only if (Sxlx)= 1, in which case IIS*x-xl1 =O. It 
follows that S - Z and S* -I have the same kernel, P(H), where P is a 
projection in ‘K If therefore S - Z= I/ IS - II is the polar decomposition, 
then U,,= V+P is unitary, with S-Z= U, (S-II. 
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Replacing S by - W*S in the argument above we obtain 
T=+W(Z+ W*S)=fWU,, (I+ W*S( = U(TJ 
with U= WV,,, as desired. 
COROLLARY 2.2. If T is in ‘%I’, then the unitary rank u(T) of T is < 2 if 
and only if i(T) = 0. 
Gardner’s observation in [2] was that in every C*-algebra ‘$I one has 
s+ %(2q c @(2I) + %(2l), 
when llS[l < 1. The implication (iv) * (iii) in Lemma 2.1 shows that in a 
von Neumann algebra one may even take [IS/I = 1. The next lemma shar- 
pens Gardner’s result in another direction. It is valid in any C*-algebra. 
LEMMA 2.3. Zf S is in ‘?I with llSlj <E < 1, then for each Win %(‘$I) there 
are U1, U2 in %(‘?I) with 
Proof Since W+ S= W(Z+ W*S) and 11 W*SII < 1, it follows that 
W+ S is invertible, so that W+ S = U I W+ SI with U in !&(2l). Assume 
now that 5H c !B(Z). Since [ISll Q E, we have 
l-E<JI(W+S)X(I<l+E 
for every unit vector x in &‘. The same being true for II I W+ SI XII, we con- 
clude that the spectrum of I W+ SI is contained in the interval [ 1 - E, 
l+s]. Taking A=(l+s)-‘IW+SI, we deduce from [4, Lemma61 that 
A = (1 -a) V, + aV, for some V,, V, in %(a), where we have l -2a = 
(1 -s)(l +s)-‘, i.e., a=&(1 +E)-‘. It follows that 
W+S=UIW+Sl=(l+E)U((l-a) V,+aV,)=UV,+b-UV, 
as desired. 
LEMMA 2.4. Take T in ‘%I’ with i(T) # 0 and 0 <a(T) < 1, and put /I = 
2(1 -a(T))-‘. There is a U, in %(a) such that I(yT- U,,ll <y - 1 for all 
rafi. Zfr</? then dist(yT,%(%))>y-1. 
Proof. By Theorem 1.3 we have 
dist(yl: %!@I)) = max{ y II TII - 1, ycr( T) + 11. (*) 
If this distance is <y - 1, then ycl(T) + 1 <y - 1, and therefore 
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y > 2( 1 - a( 7’))) ’ = fl. On the other hand, if we insert y = /I in the distance 
formula (*) above, we find that dist(/W, e(g)) =/?-J 1. Since a(T)>O, 
p - 1 # 1, so by Theorem 1.4 there is a U0 in a(‘%) with lj/?r-- UOj\ = j3 - I. 
Finally, if y > p then 
(IYT- U,Il <y-p+ IIPT- U,II =y-p+p- 1 =y- 1. 
LEMMA 2.5. Zf T is in 911 with i(T) # 0 and a(T) = 0, there is for every 
e > 0 a U, in %!(‘?I) with \I(2 + E) T- U,\I < 1 + E. 
Proc$ Arguing as in Lemma 2.4 we see from the formula (*) that 
dist((2 + E) T, %(a)) < 1 + E, and since 1 + E # 1 there is a U, in %(‘?I) for 
which 11(2+&) T- U,(I d 1 +E. 
THEOREM 2.6. Take T in 9I’, and assume that i(T) ZO and that 
O<a(T)< 1. Set p=2(1 --u(T))-‘. 
(i) The unitary rank of T is u(T) =n, where n is determined by 
n-l<fi<n. 
(ii) There is a convex combination 
T=b-‘(U, + ... + U,, -I)+fip’(B+ 1 -n) U, 
with U, ,..., U, in oli(2l). 
(iii) For every convex combination T= a, U, + . . . + a, U, with 
II,,..., U, in %(2I), one has /I-‘(fl+ 1 -n)<aa,6flp’ for 1 <idn. 
Proof. By Lemma 2.4 we find U0 in %@I), such that, if we take 
S=(p- l)-‘(BT- U,) then llSl/ < 1. Applying Lemma2.1 n-2 times we 
get 
/?T=U,+(j-l)S=U,+V,+(/?-2)s 
=u,+u,+v,+(p-3)s= “. 
=U,$ ... $U,_r$-V,~_,+(p-n+l)S. 
Lemma 2.3 with I’,- 2 and (/I+ 1 -n) S in place of W and S gives 
V n-2+(B+1-n)S=U,P,+(P+1-n)U,, 
from which the desired convex combination in (ii) follows. 
If there is a convex combination T= a, U, + . . . + a, U, with U, ,..., U, 
in %(‘$I), then for each i we have 
IIu;‘T-U,I/=~,~ Ila,U,+ ... +a,U,-a,U,II<a;-‘-1. 
By Lemma 2.4 this implies that a,- ’ > fi. Thus a, < fl- ’ for all i. Summing 
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over i this means that 1 d rnp-‘, whence B <m. Taken together with the 
first part of the proof it implies that u(T) = n. Finally, if a, < /J ~ ‘(a + 1 - n) 
for some i, then (1-a,)(n-1)~‘>~~‘, so Ci,,u,>(n--l)p-‘, thus at 
least for some j # i we must have u, > a-‘. But that, as we just proved, is 
impossible, so that fi-‘(/3 + 1 -n) is indeed a lower bound for the u,‘s. 
COROLLARY 2.7. With the notation as in 2.6, if 2( 1 -a(T))-’ is an 
integer, i.e., /? = n (= u(T)), then the only convex combination T= a, U, + 
. .* + a,, U, with U1,..., lf, in %‘(a) is a, = n-I for all i. 
PROPOSITION 2.8. With the notation as in 2.6, if T= a, U, + . . . + a,, U,, 
and a, = /I-’ for some i, then U, is a unitary approximant for T. 
Proof If, say, a, =p-l, then 
IIT-U,II~lla,U,-U,Il+Ila,U,+ ... +a,U,II 
<2(1-a,)=2(1-f(l-a(T)))=l+a(T). 
Since 1) TJI 6 1 it follows from Theorem 1.3 that dist( T, &(‘$I)) = 1 + a(T), so 
U, is an approximant for T. 
PROPOSITION 2.9. With the notation as in 2.6, if 0 < ak d jF1 for 
1 6 k < n, and C ak = 1, there are unitaries U, ,..., U,, in %(‘$I) such that T= 
alUl+ .‘. +a,Un. 
Proof Consider the n points x(l),..., xc”) in R”, whose coordinates are 
all equal to B-’ except that one coordinate is fi-‘(/? + 1 -n). The convex 
hull A of x(l),..., x(“) . 1s easily seen to be the intersection between the hyper- 
plane H, and the halfspaces Hk, 1 <k 6 n, where 
Ho= XEFY xx,=1 { / }, H,=jxtR”lx,GP-I}. 
In particular, A is a regular simplex in R” - ’ if viewed as a subset of H,. 
Since by Theorem 2.6 we have a convex decomposition of T with coef- 
ficients p-l,..., b-‘, /F’@+ 1 -n), it follows from [4, Theorem 141 that 
each vector a = (al ,..., a,) in A is a possible set of coeffkients for a decom- 
position of T with unitaries from !&(a). 
THEOREM 2.10. Take T in 2I’ and assume that i(T) # 0 and a(T) = 0. 
Then u(T) = 3, but for every E > 0 there is a convex combination 
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with U,, U2, U, in %(‘$I). For every convex combination T= a, U, + a2 U2 + 
a3 U, with U,, U2, U3 in &(Yl) one has ai < i for all i. 
Proof. By Lemma 2.5 we find U, in q(9.I) such that, if we take 
S=(l+a)-l((2+s)T-U,) then ljS(1<1. Arguing exactly as in the 
previous theorem we get 
as desired. Thus u(T) < 3, but since i(T) #O we know from Corollary 2.2 
that u(T) > 2; whence u(T) = 3. 
If T= a, U, + a2 U2 + a3 U3 is a convex combination, then for each i, 
lla; ‘T- U,II =a;-’ IIT-a,U,jJ <a,-‘(1 -a,)=a,- ’ - 1. 
Since i(T) # 0 we know from the formula in Theorem 1.3 that 1 < 
dist(a;‘T, %!@I)), and from Theorem 1.5 it now follows that 1 < 
la;-‘T- UII for every U in g(g). Consequently, 1 <a,-’ - 1, so that a, < $. 
FRO~OSITION 2.11. IfTisin’U’, thenu(T)<co ifandonlyifi(T)=Oor 
M(T)< 1. 
Proof: The sufficiency of the conditions i(T) = 0 or a(T) < 1 follows 
from Corollary 2.2 and Theorems 2.6 and 2.10. 
Conversely, if T = a, U, + . . . + a,U, for some convex combination of 
unitaries, and i(T) # 0, then as in the proof of Proposition 2.8, 
1 +GI(T)G (IT- UJI <2(1-a,), 
so that cr(T)<l-2a,<l. 
PROPOSITION 2.12. For a separable Hilbert space X, the only operators 
in the closed unit ball of B(Z) that are not a convex combination of 
unitaries are those of the form 
T=V+K, 
for some nonunitary isometry or co-isometry V and some compact operator 
K. 
Proof Recall that the classical index for an operator T in El(X) is 
defined as i(T) = dim ker T- dim ker T*. If now T = V + K and, say 
V* V = Z but VV* #I, then, since I’ is left Fredholm, i(T) = i(V) < 0. 
Moreover, a(T) is the lower bound for the essential spectrum of I TI (cf. the 
Introduction); and since ) V/I = Z, that bound is 1. It follows from 
Proposition 2.11 that u(T) = co. 
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Conversely, assume that i(T) < 0 and tl( T) = 1. Thus the essential spec- 
trum of I TJ is { 1 }. If rc: B(X) + 5(%)/.X denotes the quotient map onto 
the Calkin algebra, then n( ( ZJ) is positive with spectrum ( 11, so rc( 1 TI ) = 
n(l). Since i(r) < 0 we can find a decomposition T = V I TI, where V is an 
isometry; and since i(T) # 0 we know that V is nonunitary. It follows that 
so that T- V is compact, as desired. 
Remark 2.13. It is evident that similar descriptions of the convex hull 
of the unitaries can be given for any factor on a separable Hilbert space. 
Thus 
TE ‘?I’\conv @(2l) 
for 9l of type II,, if and only if T= V+ K, where V is a nonunitary 
isometry or co-isometry and K is in X: the closed ideal generated by the 
finite projections in QL The proof of Proposition 2.12 applies verbatim. 
Even simpler is the case when ‘9I is of type III. Here a(T) = 1 if and only if 
T is a nonunitary isometry or co-isometry, so these operators are the only 
elements in 21z’ outside conv @(‘%). 
The remarkable fact about conv %(5X) is its large size: in a sense it con- 
tains every element possible. For as shown by Kadison [3] the isometries 
and co-isometries form the set of extreme points in ‘8’ for any factor, so 
the nonunitary ones are, of course, not in conv %(?I). The elements arising 
from (generalized) compact perturbations of extreme points should not 
surprise us. As the next result shows, the parameter a(T) which determines 
the unitary rank of T (when i(T) # 0) is invariant under compact pertur- 
bations. 
PROPOSITION 2.14. Let X denote the norm-closed ideal in 2l generated 
by the finite projections in ‘8. Then for each T in CLI and K in X, 
a(T)=a(T+ K). 
Proof: Choose an invertible A in ‘?I so that for S = T+ K-A, 
JISIJ =cr(T+K)+&. 
Then in particular, A is Fredholm, so by [6, 7.41, 
i(T-S)=i(A)=O. 
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Now i( T - S) = 0 implies tl( T - S) = 0, cf. Lemma 2.1, so we conclude that 
a(T) C IlSll + 4T- S) = IISII 
=cr(T+K)+&. 
Hence a(T) < c1( T + K). Replacing K with -K and T with T + K we obtain 
the reverse inequality, and thus a(T) = a( T + K). 
PROPOSITION 2.15. With 37 as in 2.14, take T in %’ and K in 3” such 
that T+ K is in ‘3’. Assume that neither T nor T+ K are unitary and that 
either i(T) and i( T + K) are both zero, or both are nonzero. Then 
u(T)=u(T+K). 
Proof: If i(T)=i(T+K)=O, we have u(T)=u(T+K)=2 by 
Corollary 2.2 (in conjunction with the assumption that neither operator is 
unitary). 
Assume now that i(T) and i( T + K) are both nonzero. We know in any 
case by Proposition 2.14, that U(T) = a( T+ K). If CX( T) = 1, then u(T) = 
u( T + K) = cc by Proposition 2.11. If c(( T) < 1, then from Theorem 2.6 we 
know that u(T) - 1 < 2(1 -a(T))-’ <u(T), and similarly for T+ K. This 
determines that u(T) = u( T + K). 
Remark 2.16. Recall from [6, Sects. 3 and 41 that T in ‘%I is semi- 
Fredholm relative to the ideal X as in 2.14 if there is a central projection P 
in 2l such that P 1 TI + (1 - P) (T*( is invertible modulo Xx. In this 
situation i(T) = i( T + K) by [6, 7.41. Note, however, that the index i as we 
have defined it on all of ‘?I is not in general stable under perturbations from 
X (although it is stable under finite perturbations [6, 6.31). 
COROLLARY 2.17. Let X be as in 2.14 and take T in 2I’ and K in X 
such that T + K is in ‘9X’. Assume that neither T nor T + K is unitary. 
(i) If T is semi-Fredholm, then u(T) = u( T + K). 
(ii) Zfa(T)>O, then u(T)=u(T+K). 
Proof. Case (i) follows from Proposition 2.15 by Remark 2.16. In case 
(ii), note that a(T) > 0 implies i(T) # 0 (cf. Lemma 2.1); and since c(( T) = 
c1( T+ K), case (ii) follows by Proposition 2.15. 
Remark 2.18. Even for 9l= B(X) the formula u(T) = u( T + K) does 
not hold unrestrictedly. Clearly we may have u(T) = 1 but u( T + K) = 2, if 
T is unitary and T + K is not. More interestingly, we may have u(T) = 2 
but u( T + K) = 3. It suffices to take T = 0 and K such that i(K) # 0 (e.g., a 
weighted unilateral shift). Note, however, that u(T) = 2 implies a( T + K) = 
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a(T) = 0 by Proposition 2.14 so that the unitary rank of T+ K is at most 
2 + as described in Theorem 2.10. 
If u( 7’) > 3 then c1( T) > 0 so that now u( T+ K) = u(T) by Corollary 2.17. 
3. RESULTS FOR C*-ALGEBRAS 
In this section, ‘8 will denote a unital C*-algebra, ‘$I’ its closed unit ball, 
and %@I) the group of unitary elements in 2l. In this more general 
situation the precise results from Section 2 do not hold, since topological 
obstructions now get in the way. An approximate version of Theorem 2.6 
can be established in a general C*-algebra; this improves Theorem 1.1. 
PROPOSITION 3.1. Assume that T is in %I’ and dist(/?T, @(VI)) < /3 - 1 for 
some /I > 1, with n - 1 < B <n. Then there is a convex combination 
T=P-‘(U, + .a. + v,-,)+/wa+ 1 -n) u,, 
with U, ,..., U, in %!(N). 
ProoJ: By assumption there is a U0 in %@I) such that with S= 
(P- W’(PT- uo) we have j/Sjj < 1. Applying Gardner’s result n - 2 times, 
cf. remarks preceding Lemma 2.3, we get 
PT=U,,+(/?-l)S=U,+ ... + Un--2+ Vne2+(P-n+ 1)s; 
and again Lemma 2.3 gives 
V .-2+(P-n+1)S=Un-1+(~+1-n)Un, 
as desired. 
Note that the condition dist(/?T, a(%)) < /I - 1 inevitably entails 
11 TII < 1; so that, as in [4], the C*-algebraic methods only apply to the 
open unit ball of Cu. The following example illustrates the topological 
obstruction we may encounter, and gives a counterexample to Theorem 2.6 
in a C*-algebraic setting. We are indebted to Haagerup for the arguments. 
EXAMPLE 3.2. Let D denote the closed unit disk in C, and let S be the 
element in C( ID) given by S(z) = z, z E D. For each natural number n 2 2, 
the element T = (1 - (l/n)) S + (l/n) I has norm one and its distance to the 
group of invertible elements in C(D) is 1 - (2/n). Moreover, I(nT- I([ = 
CONVEX COMBINATIONS OF UNITARIES 375 
n - 1. However, there do not exist unitary elements U, ,..., U,, in C(D) such 
that 
T=i(U,+ . . . + U,,). 
n 
Indeed, if such a decomposition could be found, then 
U,(z) - 1 = (n - 1) z - (U,(z) + ‘. . + U,(z)). 
If z = exp itl, --n < 0 < rr, then the right-hand side lies inside the disk with 
center (n - 1) exp id and radius n - 1; in particular, it lies in the half-plane 
of w in C for which Re(w exp - i0) >, 0. Writing U,(exp i6) = exp iv, with 
v = v(Q) and --71< v < rr, this implies that 
0 < Re( (exp iv - 1) exp - i0) = Re(exp i( v - 6) - exp - 8) 
= cos(v - 0) - cos 0, 
whence Iv - 8) ,< JBI. It follows that 
O<vd28 if 0606lt, 
28<v<O if -7c<860. 
If U,( - 1) # 1, then as 8 moves from 0 to rc, the point exp iu will move 
from 1 to U,( - 1) starting along the upper half-circle, and will not wind 
around the whole circle. Similarly, as 8 moves from -rc to 0, the point 
exp iv moves from U,( - 1) to 1, finishing along the lower half-circle 
without winding around the whole circle. Necessarily then, the winding 
number of the curve 0 --+ U,(exp itI) is 1. However, since we also have the 
curves 0 + U,(r exp ie) on the unit circle for 0 < r 6 1, one of which (r = 0) 
is constant, the winding number must be 0, a contradiction. 
We conclude from the argument above that U,( - 1) = 1. Similarly, 
U,(-1)= ... =U,,(-l)=l. But then 
l+Jr(--I)+ ..‘+U,(-l))#T(-1)= -l+f, 
in contradiction with the decomposition of T. 
In [8], Guyan Robertson shows that if S(z) = z, z E D, and T= 
(1 - (l/n)) S, then for any decomposition 
T=; (u, + ... + u,) 
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with unitaries U, ,..., U, in C(D) one must have m > n. As pointed out to us 
by Haagerup one must, in fact, have m > n. Otherwise, if m = n, then 
U,(z) = (n- 1) z- (U,(z) + ... + U,(Z)). 
With z = exp i0 and U,(z) =exp iv we reason as before to show that 
COS(V - 0) 2 0, whence Iv - 01~ in. Thus the winding number of the curve 
6 + U,(exp 8) is 1, and we reach a contradiction as above. 
The same argument (using the fact that the winding numbers of two cur- 
ves d1 and & on the unit circle are equal if 1~1(8)-$2(0)1 <2 for every 0) 
will show that u(T)>n in C(D) if T=aSfor a>l-2n-‘. We return to 
the critical case /I TII = 1 - 2~’ in Proposition 3.6. 
The element T = $(S + I) with S as above, is a limit of invertible elements 
of C(D), and therefore aT has unitary rank 2+ (i.e., a decomposition as 
described in Theorem 2.10) for every a < 1 by [4, Proposition 171. It is 
reasonable to expect this to be the case also for a = 1 (thus providing a 
characterization of the closure of the invertible elements in ‘$I’). As we shall 
see this conjecture holds at least when 9I is commutative. 
PROPOSITION 3.3. Zf T is a normal element in ?I’ and 0 is not an interior 
point in its spectrum sp( T), then u(T) 6 3, and for every E > 0 there is a con- 
vex combination 
T=;(l-E) U,+t(l-E) u,+Eu,, 
with U,, Uz, U, in 42(a). 
Proof. Given E > 0 it suffices to find a unitary V such that for some 
E’ < E the element S= T- E’V is invertible with /ISI/ < 1 -E’. Because then 
with U1 and U, in %@I) by the Murray-von Neumann construction (see 
the proof of 2.1), so that we have a unitary decomposition of T with coef- 
ficients f( 1 -E’), $( 1 -E’), E’. From this we may obtain another decom- 
position with coefficients t( 1 - E), # 1 -E), E, by applying [4, Theorem 141, 
since the latter decomposition is “nearer to the mean” than the former. 
By assumption there is a z not in sp(T) with 1.~1 <E. Without loss of 
generality we may assume that z = --E. For a suitably small 6 3 0 this 
implies that the set 
r= (z=rexpiBI&<r<E+6, lel2~--6) 
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is disjoint from sp(T). By Tietze’s extension theorem we can find a con- 
tinuous function g: A --, [--‘II, n] on the set 
such that g(s exp 8) = n, and g((s + 6) exp 8) = 8 for all 6. Put f = exp ig, 
and extend f continuously to Kb\r by setting f(r exp i0) = - 1 for Y < E and 
f(rexpi@=expie for r>s+& Then V=f(T) is unitary, and S=T-EV 
is invertible, because z - &f(z) # 0 for every z in sp( T). Furthermore, I/ SI/ 6 
1 - E, because 
[Z-&f(Z)1 = lz-&Z (ZJ 
for Iz( > E + 6, whereas 
Iz - d(z)l G 12 .1+&61--E 
for IzI 6 s + 6 (assuming that 3.5 + 6 d 1). This completes the proof. 
THEOREM 3.4 (cf. [4, 23). For every T in ‘$I’ there are unitaries U and V 
in u1G(‘u) such that T= (I+ U* + V. 
Proof. Write T= A + iB with A and B self-adjoint. Then for every state 
dJ of a, 
&I!)~ f q3(B)2 = I&A + iB)12 < 1, 
so that 11 All d 1 and IlBll < 1 by [S, 4.3.41. Set 
C= 4(A - (I- B2)“*) 
and note that l[Cll Q 1. Thus we can define unitaries 
u= c+ i(Z- C2)l’2, V= (I- B2)“* + iB, 
and it is immediate that 
U+U*+V=2C+V=A+iB=T. 
CONJECTURE 3.5. If T is in 58 and 11 TII < 1 - 2n-’ then u(T) < n. 
Case. By [4, Theorem 1 ] we know that u(T) < n if I/ TI( < 1 - 2n ~ ‘, and 
the example in [4, Remark 41 shows that the estimate in the conjecture 
above is best possible. 
If II TII < 2 then T= U + U* + i( V + V*) with U and V in %(5X). Indeed, 
if T = A + iB as before, then II A\( d 2 and (IBI( < 2, so we can take 
U=+A+i(Z-aA2)1’2, V=+B+i(Z-aB2)“‘. 
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378 OLSEN AND PEDERSEN 
This calculation proves Conjecture 3.5 in the case n = 4, and of course n = 3 
follows from Theorem 3.4 (For n = 1, 2, the conjecture is trivially true). For 
higher values of n new ideas seem to be needed. Note that the von 
Neumann approach via Lemma 2.1 is denied us, because if we take 
9I = C(D) and S(z) = z, z E D, then S + 14 %(‘$I) + %!(a), cf. Example 3.2. 
The next result establishes Conjecture 3.5 in the commutative case. 
PROPOSITION 3.6 (Haagerup). If T is a normal element in ‘?I with 1) TII < 
1 --n-l, then u(T)<n. 
Proof: By spectral theory it suffices to find unitary functions U, ,..., u, in 
C(D) such that ~~(2) + ... + u,(z) = (n - 2) z for every z in D. Then the 
operators U, =u,Jn(n-2)-’ T), 1~ k<n, in %(‘%) will have T as their 
mean. 
Toward this end, put u=exp itl and u=exp i(n-228(n-2)-l) for 
181 <7c-2271~‘. Note that (-l)n~2~“-2= 1. As 8 turns from -7c+27c~’ 
to n - 2m - ‘, the point u will go from Z0 to z0 through 1, where z0 = 
-exp( - 2zin - ‘), -and v will go from Z0 to z,, through - 1. Consequently 
there is for each z in D a unique tI such that z lies on the line segment from 
v to U. The assignments z + U(Z) and z + D(Z) therefore define unitary 
functions in C(D). 
The vectors u -z and z - u in @ have the same sign, so 
(u-z)(Z)= Ju-z( Iz-01. 
However, the triangles d(u, z IzJ -l, z) and d( -z IzI -‘, U, z) are similar, so 
Iu-z[ ~z-u~=(l-~z~)(1+~z~)=1-~z~2. Inserting this in the equation 
above we get -(u-z)=(1-Uuz)u. Since (--l)n~2un-2=1 we can 
eliminate u to obtain 
(U-z)“-2U2-(1 -uZ)“-2=0. (*) 
For a given z in 113, the polynomial equation (*) has exactly n solutions. Set 
uk(z) = exp(2nikn-‘) u(exp( -2~ikn-‘) z) 
for 1~ k < n (so that u = u,), and check that these numbers are solutions to 
(*). Moreover, they are all distinct. Otherwise wu(z) = U(WZ) for some z in 
D and w # 1 (actually w = exp(2dkn-‘) with k-c n). Since Z-U = 
(1 - uZ) u, this implies that 
u(wz)=(Wz-u(wz))(1-U(wz)Gz-’ 
= w(z - u(z))( 1 - U(Z) 5))’ = wu(z). 
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In particular, U(Z) u(z)-’ = U(W) u(wz)-l. However, if u =exp i6 then u = 
expi(x-26(n-2)-1), so 
MU -’ = -exp(in(n - 2))’ 0), 
and this function has no fixed points. 
Since the leading coefficient in the polynomial (*) is 1 and the coefficient 
to u ‘- ’ is -(n - 2) z we conclude that 
241(z)+ ... + u,(z) = (n - 2) z, 
as desired. 
It is perhaps instructive to relate the two conditions dist(/W, %(‘%I)) 6 
/I - 1 and (I TII < 1 - 2fi-‘, both of which are employed in the theory of 
unitary rank. 
PROPOSITION 3.7. Zf T is in ‘8 and j? > 2 then 11 TI/ < 1 - 2/V ’ if and only 
if IIPT- UII < /?-- 1 for eoery U in 4!~(9I). 
Proof: If (I Tj( $ 1 - 2/V’ then clearly 
IIPT-Ull<(P-2)+1=p-1 
for every U in %(‘%). Conversely, if we always have II/?T- UI( 6 /I - 1, take 
an arbitrary convex combination S = a, U, + ... + a, U, of unitaries and 
compute 
IW-Sll <a, IIPT- U,Il + ... +a, IIPT- U,I( <j?- 1. 
Given E > 0 we can choose S such that I( /I TII S + TII <E by the Russo-Dye 
theorem. Consequently, 
W- 1) II TII 2 IISIITII T- IITII SII 
2 IIBII VI T+ TII - E = (PII TII + 1) II VI - E. 
Thus PIITll + 1 <fi-- 1 and lITI/ d 1-28-l. 
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