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In this paper, we summarize our recent work on establishing, for
the first time, an algorithm for the symbolic solution of linear
boundary problems. We put our work in the frame of Wen-
Tsun Wu’s approach to algorithmic problem solving in analysis,
geometry, and logic by mapping the significant aspects of the
underlying domains into algebra. We briefly compare this with
the lines of thought of Wolfgang Groebner. For building up the
necessary tower of domains in a generic and flexible way, we use
the machinery of algorithmic functors introduced in our Theorema
project. The essence of this concept is explained in the first section
of the paper.
Themain part of the paper then describes our symbolic analysis
approach to linear boundary problems, which hinges on three
basic principles: (1) Differentiation as well as integration is treated
axiomatically, setting up an algebraic data structure that can
encode the problem statement (differential equation and boundary
conditions) and suitable symbolic expressions for their solution
(Green’s operators qua integral operators). (2) Abstract boundary
problems are introduced as pairs consisting of an epimorphism on
a vector space (abstract differential operator) and a subspace of
its dual (abstract boundary conditions). (3) Operator algebras are
treated by noncommutative polynomials, modulo Groebner bases
for certain relation ideals.
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1. Introduction
Professor Wen-Tsun Wu, by his oeuvre, marked a significant turning point in 20th century
mathematics: The introduction of algorithms in abstract algebra, analysis, and logic.
Mathematics in the 19th century excelled in creating a wealth of new notions, theorems, and
methods for difficult problems in all areas of mathematics (mainly motivated by problems in the
natural sciences). However, 19th century mathematics did not yet work out the abstract, structural,
axiomatic aspects of mathematical theories, it did not yet clearly understand the logical foundation
of mathematics, and it had no clear notion of algorithm. Rather, the mathematics of the 19th century
was all about concrete objects, reasoning was intuitive, and methods were formulated by just giving
typical examples.
In the 20th century, the abstract, axiomatic approachwas introduced in mathematics, culminating
in the Bourbaki effort for which Wen-Tsun Wu also made important contributions. At the same
time – and in close interaction with the abstract, axiomatic approach – fundamental insight into
the foundation of mathematics was gained in the emerging field of mathematical logic. In this
context it appeared to be necessary to come up with a clear notion of algorithm, in other words,
a notion of universal computing mechanisms (universal programmable computers). Interestingly,
this happened quite some years before the advent of the first physical devices that made universal
programmable computing possible. And also interestingly, while the fundamentally mathematical
invention of computer (in the sense of universal programmable computing device) revolutionized
science, technology, and practical life in the 20th century, abstract (‘‘pure’’) mathematics more and
more forgot computing, up to the point that words like ‘‘algorithms’’, ‘‘computers’’, ‘‘efficiency’’, etc.
do not even occur in the Bourbaki collection. This is unfortunate: it had and has quite negative
consequences for the role mathematics plays today in society, education, and politics.
One may of course reply that numerical mathematics was and is considered to be the
computational outlet of mathematics and the bridge to engineering and real life. However, for many
mathematicians, numerical mathematics is a compromise leading away from true mathematics by
replacing the actual mathematical objects and domains by finitary approximations. In contrast, in our
view, the algorithmic treatment of mathematical problems in the original, non-approximated, domains
is the core of mathematical aspiration, which strives toward understanding a difficult problem so
deeply that the infinitelymany instances of the problemcanbehandled by auniform ‘‘rule’’ (a theorem
that has to be proved). However, how can problems in abstract mathematical structures, notably
structures in analysis (in which we deal with uncountable sets of non-finitary objects like the field of
real numbers or various function algebras) be turned into problems in algorithmic domains: domains
consisting of countably many finitary (computer representable) objects with decidable membership
and algorithmic functions and predicates on them?
The clue is that, instead of solving problems in the actual mathematical domains (which are
essentially non-algorithmic), one considers finitary representations of these domains – meaning
finitary object representations for countable subsets of the domain carriers – and one develops a
mathematical theory that maps the operations in the original domains to algorithmic ones on the
finitary representations. Typically, the theory necessary for that is quite demanding. It might seem
that the inevitable limitation imposed by countable subsets of the abstract domains must lead to
insignificant results. However, gathering more and more non-trivial theory will gradually expand the
algorithmically subsets to cover more and more of the practically interesting cases.
For example, the problem of indefinite integration was first solved completely by Risch’
theory (Risch, 1969) for the countable domain of elementary transcendental functions (real functions
representable by elementary transcendental expressions). The basic domain was later expanded by
more andmore additional functions, with a suitable theory built up along theway. The same approach
can be repeated in thewhole hierarchy of domains starting from basic algebraic ones like the rationals
or algebraic numbers, continuing through function domains on such domains, then operator domains
on the function domains, and so on.
In a sense, all of mathematics is made part of algebra by this technique of finitary representations
of domains via symbolic expressions. This is also true about the algorithmization of the meta-level of
mathematics, i.e. logic: For example, the most popular algorithm for automated theorem proving in
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first-order predicate logic, Robinson’s resolution method, basically turns proving first order formulas
with quantifiers into solving systems of algebraic equations of a very general nature (clauses).
Main-stream mathematics in the 20th century, has turned away from algorithms. Main-stream
computer science, to a great extent, has turned away from mathematics. And mathematical logic
– despite its exciting results about the possibilities and limitations of automation in mathematical
thinking – has had very little influence on the daily practice of the working mathematician. In these
surroundings, Wen-Tsun Wu, set a brilliant example of bringing together structural mathematics
(Bourbakism, based on set theory), mathematical logic and algorithmics, exploiting their dynamic
interactions (Wu, 2008). He showed how structural mathematics (notably parts of the theory of
differential equations) can be cast in algebraic terms accessible to algorithms, and he demonstrated
how algebraization can make geometrical theorem proving algorithmic.
We like to compare this with the attitude and contribution ofWolfgang Groebner (1899–1980): His
attitude and endeavor basically pointed into the same direction as Wu’s with a noticeable difference
in style that can be explained by his being twenty years older than Wu. He was heavily involved in
the structural/set theoretic reformulation of algebraic geometry (polynomial ideal theory), and he
had always viewed analysis (differential equations), algebra, and geometry (differential geometry) as
closely related areas, in all of which he was a true master. His work has always been directed toward
establishing methods (Lie series for the numerical treatment of differential equations; algebraic
methods for what at his timewas calledmain problem of polynomial ideal theory, which in retrospect
can be seen as the problem of constructing what are now called Groebner bases). His approach to
algorithms was still example-based but he became very excited, toward the end of his professional
life, by the advent of computers that would make both numerics and algebraic algorithmics truly
mechanized.
We are now at the verge of a new century. Of course, nobody knows where mathematics will
be at the end of the 21st century. In our personal view, we believe in and work for a mathematics
that combines the abstract/axiomatic/structural ‘‘pure’’ aspect with the algorithmic world (including
computer science) by using formal logic as a working language. In this way the activity of building up
mathematical theories (invention of notions, invention and proof of theorems, invention of problems,
invention and verification of algorithms) is turned into a systematic, computer-supported process.
This is the motivation for our TH∃OREM∀ system (Buchberger et al., 2006), which we think stands in
the tradition of people like Wu, Groebner and many others but tries to go a significant step further in
the algorithmization of the mathematical invention and verification process itself.
In this paper, we survey recent work within the TH∃OREM∀ group that has resulted in symbolic
algorithms for linear boundary problems, which can be seen as a further step in the algorithmization
of analysis by algebraization and as a contribution to the emerging field of what could be called
symbolic analysis—that part of symbolic computation that deals with problems from analysis, notably
differential equations (Seiler, 1997), (Grabmeier et al., 2003, Section 2.11); cf. also the eponymous
workshops of the FoCM conference series (Cucker and Shub, 1997). Beyond differential equations,
there are undoubtedly numerous other areas in (functional) analysis that would benefit from a new
treatment and evolution in symbolic analysis.
One such area is boundary problems (Stakgold, 2000; Duffy, 2001), the next obvious candidate
after differential equations. The symbolic analysis of boundary problems has just started: there is
a large, virtually unexplored territory ahead of us. In particular, virtually all results so far are for
linear problems (and also the present survey of our work is restricted to this case). Even for such
problems, however, mathematical software systems like Mathematica and Maple deliver solutions
only in special cases, without a clear specification of the solvable cases (see Example 14).
The symbolic treatment of (linear) boundary problems has a somewhat functional analytic flavor:
The boundary conditions of a well-posed boundary problem serve to define the Green’s operator, an
integral operator that maps an arbitrary forcing function to the unique solution of the problem. Since
this is a linear operator, just as the differential operator (the left-hand side of the differential equation)
and the accompanying boundary operators (the left-hand sides of the boundary conditions), one is
naturally led to consider operator algebras—but without a topology.
The research summarized here originated from a joint seminar between the TH∃OREM∀ group and
the group of Professor Heinz W. Engl of the RICAM institute. In this seminar, we came across the
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paper Helton and Wavrik (1994) in which it was shown how noncommutative Groebner bases can
be used for simplifying formulas in operator model theory. However, in Helton and Wavrik (1994)
it was not noticed that Groebner bases have in fact another – maybe more important – potential:
solving by elimination. It turned out that the solving aspect of Groebner bases can be brought to bear
on linear boundary problems if all the relevant basic operators (differential, integral, boundary) are
characterized by their fundamental interactions (Rosenkranz et al., 2003). Not only some contrived
solutions are found in this way but exactly the well-known Green’s functions of the classical Sturm–
Liouville theory (which is restricted to self-adjoint differential operators of second order). This came
to us as a surprise and illustrates another aspect of the intrinsic power of Groebner bases.
In its current form, the whole method hinges on one particular Groebner basis, which can be
considered as a kind of universal Groebner bases for the set of linear boundary problems. As a
consequence, the solving aspect of Groebner bases was pushed back to the simplifying aspect (but
we expect that the former will have a comeback for certain future applications of symbolic boundary
problems). The Groebner basis for linear boundary problems, in essence, is an encoding of the axioms of
integro-differential algebras (Definition 1) on the operator level, cast in a suitable (noncommutative)
polynomial domain.
It is a non-trivial task to find a suitable tower of algebraic domains in which this Groebner basis
lives naturally. This is themore technical aspect of our work. For this, a very general – and algorithmic
– notion of functor is crucial (Buchberger, 2001, 2008), which we introduced in the TH∃OREM∀ system
and which allow the construction of domains like the ones we need in the context of our approach
to linear boundary problems. For the details of the hierarchy of domains and functors that make it
possible to obtain the solutions of linear boundary problems as Green’s functions by simplification
modulo theGroebner basis,we refer to the recent thesis (Tec, 2011) by L. Tec of the TH∃OREM∀ group. In
this paper,we explain themathematical design of this approach (Sections 3–5) aswell as its realization
by the notion and implementation of domains and functors in the TH∃OREM∀ system (Section 2).
The work surveyed in this paper is based on the following contributions (of course wemust restrict
ourselves to the most important ones):
- Buchberger initiated and leads the TH∃OREM∀ project and, in particular, introduced TH∃OREM∀
domains and functors, notably the Groebner ring functor based on the notion of a reduction
ring (Buchberger, 2001).
- Rosenkranz created the symbolic approach to boundary problems (Rosenkranz, 2003, 2005),
introducing the notion of integro-differential algebras and their operator rings (see the beginning
of Section 3) as well as a solution algorithm.
- Engl and Buchberger provided valuable stimuli at this early stage (Rosenkranz et al., 2003),
especially in the context of the Helton/Wavrik paper (see above).
- Regensburger and Rosenkranz jointly developed and elaborated the symbolic approach to bound-
ary problems from 2004 to 2010. The key results of this period are the multiplication/factorization
of boundary problems (Rosenkranz and Regensburger, 2008b), abstract boundary problems (Re-
gensburger and Rosenkranz, 2009a), and integro-differential polynomials (Rosenkranz and Regens-
burger, 2008a).
- Tec contributed the detailed implementation of the necessary domains and functors in her doctoral
thesis (Tec, 2011), under the guidance of Buchberger, Rosenkranz, and Regensburger.
- Rosenkranz introduced the ring of partial integro-differential operators (Rosenkranz et al., 2009);
work on this topic is ongoing (Section 5).
As indicated above, we see the symbolic analysis of boundary problems as a vast, as yet (almost)
unexplored territory; we hope for contributions from a variety of different people and different
approaches.
2. Domains, functors, categories
Functors are an elegant tool for making algorithms domain-dependent. In our view, a functor is
any function that takes domains as arguments and produces other domains. A domain is a carrier
together with a couple of operations on the carrier. In other words, a functor takes the carriers and
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the operations of the input domains and defines the carrier and the operations of the resulting domain
in terms of the carriers and the operations of the input domains. In the case where the definitions of
the operations in the functor are algorithmic, the operations in the resulting domain are algorithmic
provided the operations in the input domains are.
A functor can also be understood as a mechanism that transforms properties of the input domains
into properties of the output domain. We call a collection of formulas that describe properties of
domains a ‘‘category description’’. Correspondingly, a category is the collection of all domains (taken
from some universe of domains) that satisfy a given category description. The notions of category and
functor are of course closely related to the corresponding notions in category theory. However, here
we do not impose any algebraic properties on these notions. Any properties of operations on carriers
constitute a category and any function (in particular any algorithmic function) mapping domains
(carriers and operations) to new domains is a functor.
For a given functor F , we can formulate conservation theorems. These are theorems of the following
structure (brackets are used in TH∃OREM∀ for denoting function application): If domains U, V , . . . ,
are in categories C,D, . . . then F [U, V , . . . ] is in category H . (Example of a typical conservation
theorem: If C is a ring then the polynomial domain over C is also a ring.)
Our TH∃OREM∀ setting of the functor view and methodology is very similar to the view and
methodology of functors in Standard ML (Milner et al., 1997) but differs from it in two important
respects:
• It ismore general because it allowsmuchmore general constructions of carrier sets and operations,
including nonalgorithmic constructions using all definition mechanisms of mathematics.
• It allows the formulation of categories and conservation theorems within the same language,
namely the TH∃OREM∀ version of predicate logic, and also aims at providing automated reasoning
facilities for conservation theorems (as part of a general methodology for automated proofs).
Technically, there are many different ways of defining domains. In most algebra books, a domain
is a tuple consisting of a carrier set and a couple of operations (functions and predicates) on the
carrier. However, for TH∃OREM∀, we have adopted a crucially different representation,whichwe found
advantageous for algorithmicmathematicswherewe do notwant to have infinite sets as basic objects.
This representation, in a certain respect, follows the concept of interpretation in model theory: An
interpretation assigns operations (i.e. functions and predicates) to operations symbols (i.e. function
symbols and predicate symbols).
In more detail, we say that a domain U can be applied to an operation f yielding an operation U[f ]
that can now be applied to a couple of arguments, say x and y, to obtain U[f ][x, y]. It is clear that, for
this formulation of domains,weneed the possibility ofCurrying in our language sinceU[f ] is a function
that can then be applied to arguments x, y. Furthermore, we allow the abbreviating two-dimensional
notation
f
U
[x, y]
for U[f ][x, y]. The carrier of a domain is not described by a set but by a unary decision predicate that
yields true or false depending on whether or not the input belongs to the carrier of D. Typically, we
will denote this decision predicate by ∈, so that
∈
U
[x]
yields true or false depending on whether or not the input x belongs to U .
Note that functors – in addition to arguments that are domains – may also have a couple of other
input arguments as, for example the number n of indeterminates for the functor that constructs the
domain of polynomials froma given coefficient domain or the number n for the functor that constructs
the n-ary Cartesian product of a domain, etc.
As an example of a functor let us formulate, in TH∃OREM∀ notation, the functor DirectProduct that
takes a domain U with operation + and forms the direct product of U with itself:
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DirectProduct[U] = Functor[N, any[X, x1, x2, y1, y2],
∈
N
[X] ⇔

IsTuple[X] ∧ |X | = 2 ∧ ∈
U
[X1] ∧ ∈
U
[X2]

⟨x1, x2⟩ +
N
⟨y1, y2⟩ = ⟨x1+
U
y1, x2+
U
y2⟩
]
This should be understood as follows: Assume that we have a domain U with the unary decision
predicate U[∈] and a binary function U[+]. Then DirectProduct[U], the application of the functor
DirectProduct to the domain U , gives us a new domain, let us call it N for the moment, such that
∀
X

∈
N
[X] ⇔

IsTuple[X] ∧ |X | = 2∧ ∈
U
[X1]∧ ∈
U
[X2]

,
where the built-in predicate IsTuple decides whether a given object is a tuple, i.e. an object of the form
⟨a1, . . . , an⟩ and |X | denotes the length of tuple X . In words: We have N[∈][X], meaning X belongs to
N , iff X is a tuple of length 2 andU[∈][X1] aswell asU[∈][X2], meaning the first and second component
of X belong to U . The definition
⟨x1, x2⟩ +
N
⟨y1, y2⟩ = ⟨x1+
U
y1, x2+
U
y2⟩
describes the fact that the operation N[+] in the new domain N is defined componentwise on tuples,
using the operation U[+] in U on the components.
Note that the TH∃OREM∀ functor construct can be conceived as an abbreviation of a predicate logic
formulawith a such a quantifier so that no new inference rules for functors are necessary. For example,
the above functor definition can be read as an abbreviation of the following formula:
DirectProduct[U] = such an N that
∀X

∈
N
[X] ⇔

IsTuple[X] ∧ |X | = 2∧ ∈
U
[X1]∧ ∈
U
[X2]

∀
x1,x2,y1,y2
⟨x1, x2⟩ +
N
⟨y1, y2⟩ = ⟨x1+
U
y1, x2+
U
y2⟩
Here the big wedge is the TH∃OREM∀ notation for a multi-line conjunction.
We illustrate now for the above example functor how one can call the functor in a typical
computation in the frame of a TH∃OREM∀ standard session. For this we introduce the integers as basic
domain by an introduction functor (a functor with no arguments):
IntegerNumbers[] = Functor[N, any[x, y],
∈
N
[x] ⇔ is-integer[x]
x+
N
y = x+ y
]
Here is-integer and+ refer to theMathematica built-in operations IntegerQ and Plus (ifwe implement
TH∃OREM∀ within Mathematica). Now we can define, for example, the following simple tower of
domains:
Z := IntegerNumbers[]
Z2 := DirectProduct[Z]
Z22 := DirectProduct[Z2]
We can now evaluate arbitrary expressions over Z, Z2, and Z22. For example, the terms
2+
Z
3,∈
Z
[3],∈
Z
[3.5], ⟨4, 7⟩ +
Z2
⟨2, 14⟩, and ⟨⟨4, 7⟩, ⟨−5, 7⟩⟩ +
Z22
⟨⟨1,−2⟩, ⟨−3, 5⟩⟩
evaluate to 5, True, False, ⟨6, 21⟩, and ⟨⟨5, 5⟩, ⟨−8, 12⟩⟩, respectively.
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Fig. 1. Hierarchy of domains and functors
Let us also give an example of a simple categorywith a corresponding conservation theorem in the
TH∃OREM∀ language:
IsCommutid[U] ⇔

∀∈
U
[x],∈
U
[y]
∈
U
[x+
U
y]
∀∈
U
[x],∈
U
[y]
x+
U
y = y+
U
x
IsCommutid[U] ⇒ IsCommutid[DirectProduct[U]]
In words: The domain U is a commutid (a commutative magma) with respect to the operation+ in U
iff, for all objects x and y belonging to U , also U[+][x, y] belongs to U and is equal to U[+][y, x].
It is the ultimate goal of TH∃OREM∀ to support the automated proof of such theorems (as any other
theorems). Of course, the difficulty of such proofs depends on the semantic complexity of the formulas
in the functors and category descriptions. Typically, the operations in algorithmic functors are defined
by induction, and the properties in algebraic categories are expressed by equalities. However, in
a general build-up of mathematics by functors and categories, the definitions of operations in
category descriptionmay be arbitrary formulas. Hence onemust expect that the (automated) proof of
conservation theorems can be arbitrarily complex. In fact, in the PhD thesis (Tomuţa, 1998), the proof
of simple conservation theorems for algebraic categories and simple functors were already generated
automatically within TH∃OREM∀. The conservation theorems in the hierarchy of algebraic domains
needed in our algorithm for linear boundary problems are still proved by hand.
Let us now sketch the hierarchy of domains and functors we build up for the symbolic treatment
of linear boundary problems (Fig. 1). As indicated before, the core piece of the symbolic engine is the
algorithmic treatment of the relevant operators—the algebraF [∂, r ] of integro-differential operators
(Section 5). It is created as a domain R by the functor Intdiff-Op, based on two input domains P and
G. The domain R is needed for various operations on boundary problems like solving, multiplying and
factoring (see the following sections); these operations are bundled in the domain B created from R
by the functor Boundary-Problems.
The domain R is constructed from P andG. Roughly speaking, P is the free algebra (noncommutative
polynomials) in certain indeterminates while G is an ideal of relations. In this simplified picture, we
can think of R as the quotient algebra P/G; using a Groebner basis for G, this boils down to reducing
modulo G. The free algebra P is created by the functor MonoidAlgebra, which takes as input domains
a termmonoidW and a coefficient field K . The latter is created by the introduction functor Rationals,
the former by the functorWordMonoid that creates thewords over the specified letters: here the basic
operatorsD for differentiation,A for integration (‘‘antiderivative’’), and other operators formultiplying
by basis functions and extracting boundary values. The functor Green-System creates the relations
between D, A, . . . over the ground field K , the so-called Green’s system of interactions encoding the
integro-differential axioms on the operator level (see Rosenkranz and Regensburger, 2008b, Section 3
for a detailed description).
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The symbolic theory of boundary problems can be organized into the following three blocks treated
in Sections 3–5, respectively: (1) Integro-differential algebras are the fundamental algebraic structure
onwhich to base all subsequent operator algebras. (2) The purely linear aspects of boundary problems
and Green’s operators are best treated in isolation of any integro-differential structure. (3) Finally, one
puts the twoprevious blocks together for expressing, solving and factoring boundary problems in their
suitable operator algebras.
3. Integro-differential algebras
Aswe have said above, solving a linear boundary problem reallymeans finding its Green’s operator
– an integral operator mapping forcing functions to solutions (see the next two sections for details).
Hence themost important task for handling boundary problems symbolically is to master integration:
to incorporate it into the algebraic structure and to relate it properly to its antipode, the derivation.
This was achieved for the first time in Rosenkranz (2003, Def 11), Rosenkranz (2005, Def 2) by creating
the notion of ‘‘analytic algebra’’.
We have subsequently reformulated this notion in a differential algebra context (Rosenkranz
and Regensburger, 2008b, Def 4), now and henceforth using the name integro-differential algebra for
avoiding confusion (since analytic algebras are commonly understood as homomorphic images of
power series algebras). In this new language, our former ‘‘analytic algebras’’ appear as two dually
paired integro-differential algebras (Rosenkranz and Regensburger, 2008b, Ex 10)’’. Simultaneous to
but independent of (Rosenkranz and Regensburger, 2008b), the similar notion of differential Rota–
Baxter algebras was introduced in Guo and Keigher (2008); see below for a short discussion of the
relations.
Definition 1. We call (F , ∂,
r
) an integro-differential algebra if F is a commutative algebra over a
field K with K -linear operations ∂ and
r
such that
(
r
f )′ = f , (1)
(fg)′ = f ′g + fg ′, (2)
(
r
f ′)(
r
g ′)+ r (fg)′ = (r f ′)g + f (r g ′) (3)
holds, where . . .′ is the usual shorthand notation for ∂ . Note that we employ operator notation for ∂ ,r
and the evaluation E introduced below.
This definition, taken fromRegensburger and Rosenkranz (2009b), differs slightly fromRosenkranz
and Regensburger (2008b) but turns out to be equivalent to it, as we shall see shortly. The axioms are
motivated by the standard example S = C∞(R), an integro-differential algebra over K = R with
derivation ∂ f = df /dx and integral r f = r x0f (ξ) dξ . The section axiom (1) requires that r be a K -linear
right inverse (= section) of ∂ , in S provided by the fundamental theorem of calculus. While the Leibniz
axiom (2) is the usual product rule of differentiation in S, the differential Baxter axiom (3) is a version
of the corresponding product rule of integration (see below for simpler formulations).
While
r
is, by definition, a right inverse of ∂ , it is never a left inverse. In fact, the corresponding
defect yields the evaluationE = 1−r ∂ associated to (F , ∂, r ), which is crucial for specifying boundary
conditions at a given point. It follows from the above axioms that E is a multiplicative projector,
meaning E is idempotent: E(Ef ) = Ef and multiplicative: E fg = (Ef )(Eg). In the standard example
S we have of course Ef = f (0). The existence of a nontrivial evaluation E is an important distinction
to localizations of differential operator rings and pseudo-differential operators (Olver, 1993, p. 318).
See Regensburger et al. (2009) for some investigations of the subtle relations between
r
and ∂−1.
Since E is a projector, we obtain at once a direct decomposition F = C u I into the K -subspaces
C = Im(E) and I = Ker(E). While the space C is the well-known ring of constants of the differential
algebra (F , ∂), the space I is peculiar to integro-differential structures and turns out to be an ideal. In
S it is clear thatC = R consists of the constant functions while I consists of the functions f initialized
at zero in the sense that f (0) = 0. Hence we call I the ideal of initialized functions.
As onewill perhaps expect fromcalculus, one can rephrase the differential Baxter axiom (3) in various
simpler ways. The following proposition confirms this expectation.
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Proposition 2. In the presence of (1) and (2), the differential Baxter axiom (3) is equivalent to each of the
following conditions:
Integration by parts: f
r
g = r fg + r f ′r g (4)
Evaluation variant:
r
fg ′ = (fg)|x0 −
r
f ′g (5)
Pure Baxter axiom: (
r
f )(
r
g) = r f r g + r gr f and C-linearity of r (6)
Multiplicativity of the evaluation: E fg = (Ef )(Eg) (7)
Idealship of the initialized space: I E F (8)
Here f |x0 is used as an abbreviation for f − Ef .
It is an easy exercise to prove these equivalences. But it is perhaps not so obvious that the
seemingly harmless extra condition for the pure Baxter axiom cannot be dropped; for a counterexample
see Rosenkranz and Regensburger (2008b, Ex 7). From the perspective of analysis the extra condition
is of course very natural since one should expect the integral to be linear not only over K but also over
the constants C.
Let us pause for a moment to reflect the consequences: The pure Baxter axiom is the only way
of phrasing the product rule of integration without referring to ∂ . One can therefore distill the pure
integration structure (F ,
r
), known as Rota–Baxter algebra (Guo, 2002; Baxter, 1960; Rota, 1969), just
as one usually studies differential algebras (F , ∂)without considering
r : F → F . If the pure Baxter
axiom were sufficient to ensure an integro-differential structure on F , the only coupling between
∂ and
r
would be through the section axiom (1), so an integro-differential algebra (F , ∂,
r
) would
essentially split into the differential algebra structure (F , ∂) and the Baxter algebra structure (F ,
r
).
In contrast, the differential Baxter axiom (3) requires amuch tighter coupling between the differential
and the Baxter structure of F . This is the main difference to the differential Rota–Baxter algebras
of Guo and Keigher (2008), where (1) is indeed the only interaction between ∂ and
r
.
The readermaywonderwhywehave chosen the unwieldy axiom (3) rather than one of the simpler
conditions in Proposition 2. One reason is that we want an identity similar to the Leibniz rule that
works also in the noncommutative case. Without pursuing it any further, we mention that e.g. the
n× nmatrices with entries in S and componentwise ∂ and r are also an integro-differential algebra
in the sense of Definition 1, except for the lack of commutativity (and with a ring instead of a field K ).
For characterizing such noncommutative integro-differential algebras one must double the identities
given above: left and a right integration by parts, left and right evaluation variant, pure Baxter axiom
with
r
being left and right C-linear.
Another reason why (3) is the more powerful axiom in a general context is that it stays unchanged
in the case of nonzero weights. Again we will not need this case here but it is good to know for seeing
the bigger picture. For discrete models like those when ∂ is a difference operator and
r
a summation
operator, one has to introduce weight terms λ (∂ f )(∂g) on the right-hand side of (2) and λ
r
fg on the
right-hand side of the pure Baxter axiom (Guo and Keigher, 2008). In contrast, the differential Baxter
axiom (3) remains unchanged.
Note that we have required K to be a field but most of the theory works for rings as well (or
else would be interesting to adapt). In the sequel, however, we will only need fields. In fact, we
will also require K to be of characteristic zero. The only nontrivial example of an integro-differential
algebra in positive characteristic, as far as we are aware, is the ring of Hurwitz series (Keigher, 1997);
see Rosenkranz and Regensburger (2008b, Ex 21) for a short description.
Our standard example S = C∞(R) is good for illustrative purposes but of course useless for
serious algorithmic tasks. We will shortly give some more symbolic examples. But before this let
us mention a few more analytic examples. Of course one may take the smooth function C∞(U) or
the analytic functions Cω(U) on any open set U ⊆ R; in this case ∂ has the usual meaning and the
integral is
r x
a for an arbitrary initialization point a ∈ U . The same works for U ⊆ C if it is simply
connected and one takes Cω(U) to be the holomorphic functions on U . Note that the latter contains
the Hardy spaces Hp (p ≥ 1) if U is the open unit disk (Yosida, 1995). They form a subspace of Lp,
for p = 2 even a reproducing kernel Hilbert space. But of course Hp is not an algebra (let alone an
integro-differential one).
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Turning to the algebraic examples, the prototypical case is of course the ring of polynomials K [x]
with derivation and integral defined formally by setting ∂xn = n xn−1 and r xn = xn+1/(n + 1). It is
prototypical in a deeper sense: In fact, every integro-differential algebra contains a copy of K [x], just
as every field of characteristic zero contains a copy of the prime fieldQ. The following proposition is
taken from Regensburger and Rosenkranz (2009b), where the (simple) proof can also be found.
Proposition 3. Let (F , ∂,
r
) be an integro-differential algebra over a field K of characteristic zero. Then
x → r 1 induces a monomorphism K [x] → F in the category of integro-differential algebras.
Starting from K [x], onemay adjoin other functions; the easiest example is probably the exponential
polynomialswhere one adds eλx with ∂eλx = λeλx and r eλx = (eλx−1)/λ forλ ≠ 0. Hereλ ranges over
an additively closed setΛ ⊆ K , typical choices being±N and Z andQ; in Albrecher et al. (2010) we
have used the cases±R+Ri for modeling ‘‘stable’’ and ‘‘unstable’’ functions in an insurance context.
By a straightforward calculation one may verify that the integral defined above leads to the explicit
formula
r
xkeλx = (−1)k+1k!
λk+1 +
k
i=0
(−1)iki
λi+1 x
k−ieλx (λ ≠ 0), r xk = xk+1k+1
for specifying
r
on the K -basis xkeλx.
The example of exponential polynomials already points to a complication that distinguishes
integro-differential algebras from differential ones: In the latter case, the Leibniz axiom ensures
that the derivation is fixed by prescribing it on the generators (the ‘‘functions’’ being adjoined), so
closure under ∂ is automatic. Closure under
r
is not so easy to achieve. Suppose we adjoin x−1 to
K [x], obtaining the Laurent polynomials K [x, x−1]. Since we need an antiderivative for x−1, we are
then forced to adjoin log x as well. Now we must check that every element in K [x, x−1, log x] has an
antiderivative. In this case the answer is yes, and one can derive the explicit formular
x−1 logn x = 1n+1 logn+1 x,
r
xm logn x = (−1)n+1n!
(m+1)n+1 +
n
k=0
(−1)knk
(m+1)k+1 x
m+1 logn−k x (m ≠ −1),
where n ∈ N, m ∈ Z, and nk denotes the falling factorial. Since log x is singular at x = 0, we use
the integral
r = r x1 here (understood in the algebraic way). We conclude that K [x, x−1, log x] is an
integro-differential algebra.
One sees from the previous example that, in general, an adjunction may lead to an indefinite
chain of new adjunctions enforced by closure under
r
. In this connection it would be interesting to
investigate the following two problems:
• Integro-Differential Completion:Given adifferential algebra (F , ∂), construct an integro-differential
algebra (F˜ , ∂,
r
) such that (F , ∂) ≤ (F˜ , ∂) is an extension of differential algebras.
• Integro-Differential Closure: Given an integro-differential algebra (F , ∂, r ), construct an extension
(F˜ , ∂,
r
) such that everymonic linear differential equationwith coefficients from F˜ has a solution
in F˜ .
In the terminology of Rosenkranz and Regensburger (2008b, Def 18), the latter means that F˜ is
saturated and that we can also solve arbitrary boundary problems over F˜ .
Since these extension problems are very similar in spirit to the differential field extension ‘‘towers’’
used in symbolic integration (Bronstein, 2005) and differential Galois theory (van der Put and Singer,
2003), a few words of clarification are necessary. Firstly it is clear that a field cannot carry an integro-
differential structure since I = Ker(E) is always a nontrivial proper ideal. Secondly, one must
distinguish an antiderivative F of an element f ∈ F from the well-defined element r f . Here the point
is that the differential Baxter axiom enforces a consistent choice of the integration constants, across
all of F ; this is also crucial for the computation of Green’s operators. This leads to an intriguing and
important problem: How can we use the well-developed theory of differential field extensions for
constructing and understanding integro-differential extensions?
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As an alternative to the approach via adjunction, one may also employ holonomic functions since
they are closed under differentiation and definite integration (Chyzak, 1994; Salvy and Zimmerman,
1994). In other words, they form a constructive integro-differential subalgebra of the integro-
differential algebra K [[x]] of formal power series.
Up to nowwe have onlymentioned ordinary integro-differential algebras in the sense of Rosenkranz
and Regensburger (2008b, Def 8), meaning C = Ker(∂) = K . In this case, the extra condition in (6)
is of course redundant, and E is actually a multiplicative linear functional, i.e. a character on F .
When dealing with boundary problems for partial differential equations, however, C will typically
be infinite-dimensional. The simplest example is K [x, y] with ∂ = d/dx and hence C = K [y]; for a
slightly more complicated example see Rosenkranz and Regensburger (2008b, Ex 7).
In such a case one clearly needs some more structure: at least several derivations ∂x1 , . . . , ∂xn and
several integrals
r x1 , . . . , r xn . Of course each (∂xi , r xi) must form an integro-differential structure,
but we must also know something more about the interaction among the derivations and among the
integrals. One possibility is to require a right action ⊙ of the multiplicative monoid K n×n on F such
that relations like
∂xj(f ⊙M) =
n
i=1
Mji(∂xi f )⊙M
are satisfied for all f ∈ F and M ∈ K n×n. Of course this is just the chain rule, applied to a linear
change of coordinates M . The corresponding relations for the integral (substitution rule) are more
complicated. An approach along these lines is sketched in Rosenkranz et al. (2009) for the special case
n = 2 and T = C∞(R × R). It is essential that we allow all of K n×n and not only GL(n, K) since
projectors are needed for constructing Green’s operators. We plan to present this construction in a
subsequent paper.
From Proposition 3 we know that K [xi] is always contained in F , so it is tempting to extend this
approach to include polynomial substitutions instead of just linear ones, with a right action of the
monoid (K [x1, . . . , xn]n, ◦) instead of K n×n. Most likely this will lead to rather complicated relations.
Here we are just at the beginning of a fascinating new field of research: As also observed in Plesken
and Robertz (2010, p. 232), a systematic treatment of functional composition and the chain rule seems
to be lacking in differential algebra.
4. Abstract boundary problems
A boundary problem consists of a differential equation and boundary conditions (as mentioned
before: everything is linear). Based on some integro-differential algebra F , the differential equation
can be expressed as Tu = f with T : F → F . Here f is to be regarded as a symbolic parameter, so
that we search the solution u in terms of a ‘‘generic’’ function f . Since differential operators are far
from injective, we need boundary conditions for ensuring that we search the solution u in terms of f .
They are given as βi(u) = 0 (i ∈ I), where βi ∈ F ∗ are linear functionals. Summarizing, we express a
boundary problem as follows: Given f ∈ F , find u ∈ F such that
Tu = f ,
βiu = 0 (i ∈ I) (9)
is satisfied. In this context, f is usually called the forcing function.
As suggested before, we expect the βi to be such that we have a regular boundary problem
in the sense that for each forcing function f ∈ F there is exactly one u ∈ F such that (9) is
satisfied. The symbolic treatment of singular boundary problems is a highly interesting extension
topic (Korporal et al., 2011), but here it would lead us too far afield. Note also that we have restricted
ourselves to so-called semi-inhomogeneous boundary problems (i.e. the differential equation is
inhomogeneous but the boundary conditions are homogeneous). For ordinary differential equations
this is no essential limitation (Rosenkranz and Regensburger, 2008b, p. 516), but for partial differential
equations a thorough investigationwill be needed: ByDuhamel’s principle (Renardy andRogers, 2004,
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Exc 1.23) one can, to some extent, shift inhomogeneities between differential equation and boundary
conditions.
For an ordinary differential equation of order n, we need n boundary conditions so I = {1, . . . , n}
in that case. For a partial differential equation, things are more involved. Here one must specify u or
some of its derivatives on suitable submanifolds; typical choices are Dirichlet or Neumann conditions.
In general it can be difficult, even for linear problems, to determine exactly where to impose which
condition. For that purpose, it can be of advantage to apply involutive completion (Gerdt, 1999).
These issues are often avoided by assuming the given partial differential equation(s) in Cauchy–
Kovalevskaya form, where the situation is clear (Olver, 1993, Thm 2.73). For our present purposes
we assume suitable boundary conditions, howsoever they are found. The crucial point here is that
they can always be expressed in the form βi(u) = 0 (i ∈ I) with βi ∈ F ∗, no matter whether we
impose Dirichlet or Neumann conditions, combined or other conditions. For example, the Neumann
condition ∂yu(x, 0) = 0 for u ∈ C∞(R2)would have I = R and βx(u) = ∂yu(x, 0). Note that we allow
also global conditions like βx(u) =
 1
0 u(x, y) dy; this will be important later (Example 15).
The collection βi (i ∈ I) is not an invariant way of imposing the boundary conditions. Since they
are linear, whenever β(u) = 0 and β˜(u) = 0 we have also (cβ + c˜β˜)(u) = 0 for any c, c˜ ∈ K . This
means the invariant object described by the boundary conditions βi (i ∈ I) is the boundary space
B = [βi | i ∈ I] ≤ F ∗
spanned by the βi over K . To be precise, we would have to take the so-called orthogonal
closure (Regensburger and Rosenkranz, 2009a, A.1); we omit these technical details here for focusing
on an intuitive overview. Suffice it to say that boundary spaces have a role similar to that of
(radical) ideals in algebraic geometry (Rosenkranz and Regensburger, 2008b, p. 531). At this point our
treatment of boundary conditions diverges radically from (functional) analysis where a condition like
∂yu(x, 0) = 0 would be understood in terms of the operator u(x, y) → ∂yu(x, 0), usually perceived as
a trace operator between suitable Sobolev spaces. The advantage of the space approach will become
apparent when defining the composition of boundary problems (Definition (13)).
Looking back to the prototypical boundary problem (9), we can now combine the necessary data
into the pair (T ,B). It is now just a small step to the notion of an abstract boundary problem: We strip
F from its integro-differential structure, viewing it as a naked (though generally infinite-dimensional)
K -vector space. In that case B ≤ F ∗ still makes sense as an arbitrary subspace, but we must amend
our requirement that T be a differential operator. All we require from T in the abstract case is that it be
surjective. Of course this corresponds to a strong assertion in analysis: In the standard example S, this
says that every inhomogeneous differential equation Tu = f with a monic C∞ differential operator T
has a C∞ solution.
Definition 4. A abstract boundary problem on aK -vector spaceF is a pair (T ,B)with an epimorphism
T : F → F and an orthogonally closed subspaceB ≤ F ∗. It is called regular if for each f ∈ F there
is a unique u ∈ F with Tu = f and u ∈ B⊥.
As mentioned before, the property of a subspace B ≤ F ∗ to be orthogonally closed is of a
technical nature, andwewill not enter into the details here. It is not necessary for ordinary differential
equations (finite-dimensional boundary spaces are always orthogonally closed), but it is inevitable for
partial differential equations. The point is that a condition like ∂yu(x, 0) = 0 is not exhausted by the
span of the individual functionals βx(u) = ∂yu(x, 0) since we can create many other conditions, e.g.
integrals like ∂y
r 5
3u(ξ , 0) dξ . All of these are included in the orthogonal closure of the βx, the smallest
orthogonally closed subspace containing the βx.
Abstract boundary problems have not been introduced for the sake of abstraction but because
they encompass at once a range of special cases, in particular linear ordinary and partial differential
equations and linear ordinary and partial differential systems (and probably also certain discrete and
functional systems thoughwe have not yet investigated this case). The point is that various operations
and properties of boundary problems can be defined and investigated most economically in pure
linear algebra.
For example, one verifies at once that (T ,B) is regular iff F = Ker(T ) u B⊥, where B⊥ ≤ F
is defined as {u ∈ F | β(u) = 0 for all β ∈ B}. If both Ker(T ) and B are n-dimensional, say
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with Ker(T ) = [u1, . . . , un] and B = [β1, . . . , βn], then the regularity of (T ,B) is equivalent to
the regularity of the evaluation matrix [βj(ui)] ∈ K n×n. This applies to the case of boundary problems
for ordinary differential equations. In any case, we define the Green’s operator of an abstract boundary
problem (T ,B) as the operator G : F → F that assigns to each f ∈ F the unique u ∈ F with Tu = f
and u ∈ B⊥. In other words, G is characterized by TG = 1F and Im(G) = B⊥. For reasons that will
become clear soon, we write (T ,B)−1 for G.
Example 5. In the sequel, we will illustrate the abstract notions of this chapter in the following
running example, the simplest possible (true) boundary problem for a LODE; see Section 3.2
in Rosenkranz (2005). In traditional notation, we require for a given forcing function f ∈ C∞[0, 1]
a function u ∈ C∞[0, 1] such that
u′′ = f ,
u(0) = u(1) = 0. (10)
Here we work with the real vector space F = C∞[0, 1], the differential operator T = D2, and
the boundary space B = [L, R] ≤ F ∗ spanned by the functionals Lu = u(0) and Ru = u(1) of
evaluation at the left and right boundary point, respectively. As mentioned above, B is orthogonally
closed since it is a finite-dimensional subspace of F . Furthermore, one may immediately confirm (by
elementary methods) that this boundary problem is regular: For every f ∈ C∞[0, 1], there is exactly
one u ∈ C∞[0, 1] such that (10) is satisfied.
Example 6. As a simple LPDE example, consider the following (inhomogeneous) version of a wave
equation (usually called one-dimensional since the time coordinate is not counted), taken from
Section 7 in Regensburger and Rosenkranz (2009a). Given f ∈ Cω(R2), we want to find u ∈ Cω(R2)
such that
utt − uxx = f
u(x, 0) = u(x, x) = 0. (11)
The boundary conditions effectively prescribe two wave nodes (one stationary at the origin, the other
one moving at unit speed). In this example, we use as the underlying vector space F = Cω(R2), the
real-analytic functions. The boundary spaceB must be defined as the orthogonal closure of the span
(within F ∗) of the infinite families of functionals ιxu(x, t) = u(x, 0) and κxu(x, t) = u(x, x), where
x ranges over R. The differential operator of this problem will be written as T = ∂tt − ∂xx. One may
check that (11) is regular by using a power-series ansatz and confirming that the coefficients of u(x, t)
are determined uniquely in terms of the coefficients of f (x, t).
For ordinary differential equations one distinguishes boundary problems from initial value
problems. The reason is that the latter are generally much more tractable, both theoretically and
numerically. The same turns out to be true from a symbolic perspective: An n-th order differential
equation Tu = f is easier to solve if one imposes the initial conditions u(0) = u′(0) = · · · =
un−1(0) = 0 rather than general boundary conditions β1(u) = · · ·βn(u) = 0. Hence it is useful
to split the computation of a Green’s operator for (9) in two parts: First we compute the simpler
Green’s operator G˜ for the associated initial value problem (with boundary conditions replaced by
initial conditions), then we ‘‘rotate’’ the operator G˜ into the actual Green’s operator G satisfying the
given boundary conditions. This strategy generalizes to abstract boundary problems.
Proposition 7. Given any section G˜ of T , the Green’s operator G = (T ,B)−1 can be computed by
G = (1− P)G˜,
where P is the projector with Im(P) = Ker(T ) and Ker(P) = B⊥.
Of course this works only in as much as we can handle projectors effectively. In the case of ordinary
differential equations (where dimB = dimKer(T ) < ∞), it is clear how to proceed (Regensburger
and Rosenkranz, 2009a, Section 6), the case of partial differential equations is far more complicated
and will be described in subsequent papers.
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Example 8. Going back to the boundary problem (10), it is clear that one can easily obtain a section
G˜ of T = D2 by just integrating twice. So if A denotes the usual antiderivative operator
Au(x) =
 x
0
u(ξ) dξ,
we can define G˜ = A2. The projector P can be determined by a simple linear interpolation: Since
its image is required to be Ker(T ) = [1, x], we can use the ansatz Pu(x) = α(u) + β(u) x for
α(u), β(u) ∈ R to be determined in dependence on u. This can be done by using the condition
Ker(P) = Im(1 − P) = B⊥, which implies that (1 − P)u = u − Pu satisfies the given boundary
conditions u(0) = u(1) = 0 for any function u. In other words, we must require that Pu coincide with
u on the interval endpoints 0 and 1. This yields immediately α(u) = u(0) and β(u) = u(1) − u(0),
so we can write the projector in operator language as P = L + x (R − L). As detailed in Rosenkranz
(2005), one immediately computes the Green’s operator G from P and G˜ = A2. Moreover, there is a
systematic procedure to extract the Green’s function corresponding to a Green’s operator (Rosenkranz
and Regensburger, 2008b).
Example 9. Let us now look at the LPDE example (11). In that case, Ker(T ) is just the solution space
of the homogeneous wave equation, comprising all functions of the form
1
2

g(x− t)+ g(x+ t)

+ 1
2
 x+t
x−t
h(y) dy (12)
according to thewell-known d’Alembert formula (Evans, 1998, p. 68). Againwe have Im(P) = Ker(T ),
so the projector P maps a given function u ∈ C∞(R2) to a function (12) with certain function
g, h ∈ C∞(R) depending on u. So the situation is rather similar to the previous example except
that here P depends on two univariate functions instead of two numbers α, β . In analogy to the LODE
example, Ker(P) = Im(1 − P) = B⊥ now leads to the condition that u(x, t) and Pu(x, t) must
coincide for t = 0 and t = x. This allows to determine g and h in terms of u. The first condition
yields immediately g(x) = u(x, 0)while the second can be transformed into
1
2
 x+t
x−t
h(y) dy = u( x+t2 , x+t2 )− u( x−t2 , x−t2 )+
1
2

u(x− t, 0)− u(x+ t, 0)

.
Hence we end up with Pu(x, t) = u( x+t2 , x+t2 )− u( x−t2 , x−t2 )+ u(x− t, 0) or in operator notation
P =
 1
2
1
2
1
2
1
2
∗
−
 1
2 − 12
− 12 12
∗
+

1 −1
0 0
∗
,
using

a b
c d
∗ for the substitution f (x, t) → f (ax+bt, cx+dt). This involves now themonoid action of
K 2×2 mentioned earlier; see also the comments given below after Example 14 and the more detailed
treatment in Rosenkranz et al. (2009). From P and the section G˜ given by the d’Alembert formula (12),
it is straightforward to compute the Green’s operator G of (10).
One cannot expect to solve ‘‘every’’ boundary problem (except if one restricts to differential
operators with constant coefficients). Hence it is advisable to adopt the old principle divide et impera:
One tries to split off (symbolically) simpler problems that can be solved exactly and then one puts the
resulting Green’s operators together. This works even if some of those smaller problems cannot be
done symbolically: In that case the corresponding Green’s operator is a numerical simulation (and of
course the overall result is of a hybrid nature). In which sense do we split boundary problems?
Definition 10. The product of boundary problems is defined by
(T ,B) · (T˜ , B˜) = (T T˜ , T˜ ∗(B)+ B˜),
where T˜ ∗ denotes the adjoint of the operator T˜ .
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This multiplication is the semidirect product of operator composition (‘‘iterated differentiation’’)
and vector space addition (‘‘adjoining boundary conditions’’). IfB is generated by βi, the space T˜ ∗(B)
is generated by βi ◦ T˜ , so the boundary conditions of the left problem are ‘‘lifted’’ by the differential
operator of the right problem (if T and T˜ have respectively orders n and n˜ then the lifted boundary
conditions will have order n+ n˜).
Of course the whole point of this multiplication is that it allows us to compute Green’s operators
in a piecemeal fashion (Regensburger and Rosenkranz, 2009a, Prop 3.2). This means two things: First
of all, we can be sure that the product problem is regular if the two constituent problems are. Hence
the Green’s operator of the product problem is well-defined, and it is given by
((T ,B) · (T˜ , B˜))−1 = (T˜ , B˜)−1 · (T ,B)−1, (13)
explaining the notation (. . .)−1 for the Green’s operator of a boundary problem.
As pointed out before, the real problem is not to multiply given boundary problems but rather to
factor a large problem into smaller ones. It is a very pleasing result that this is always possible—of
course, provided we can factor the underlying differential operator (Regensburger and Rosenkranz,
2009a, Thm 4.8).
Theorem 11. Let (T ,B) be a regular boundary problem. If T = T1T2 is a factorization into epimorphisms
and B2 any subspace of B such that (T2,B2) is a regular boundary problem, then there is a unique left
factor (T1,B1) for the factorization
(T ,B) = (T1,B1) · (T2,B2), (14)
namelyB1 = G˜∗2(F ∩ Ker(T2)⊥) with G˜2 an arbitrary section of T2.
Practically speaking this means the following: Once we have chosen a right factor T2 of T , we have
a lot of freedom in choosing which boundary conditions from B we combine with it (as long as the
resulting problem is regular—this is the generic case). But whatever conditions we have chosen for
T2, those for T1 will always be the same: As one sees from the formula above, the boundary spaceB2
depends only on T2 and not on B1. The fact that we can choose any section G˜2 of T2 is crucial since
then we can get away with solving initial value problems (see the remarks above). But in a cascade
integration one anyway wants to compute Green’s operators: Splitting off a simple factor T2, we are
hopefully able to compute the full Green’s operator G2 = (T2,B2)−1. In that case, the determination
of the left factor in (14) simplifies toB1 = G∗2(F ). This means we obtain the corresponding boundary
conditions immediately from G2, without further elimination (computing the intersection). We are
then left to compute the Green’s operator G1 = (T1,B2)−1, which might well be done numerically.
Example 12. For a simple factorization example, let us take up the boundary problem (10). Using our
methods (Rosenkranz and Regensburger, 2008a, Ex. 28), this boundary problem can be factored as
(D2, [L, R]) = (D, [F ]) · (D, [L]), where Fu = r 10u(ξ) dξ denotes the operator of definite integration.
In traditional notation, this factorization reads as follows:
u′′ = f
u(0) = u(1) = 0 =
u′ = fr 1
0u(ξ) dξ = 0 ·
u′ = f
u(0) = 0
Simple as it may be, this example nevertheless show already one characteristic feature of such
factorizations: The left-hand factor typically involves a global condition. From our remarks above,
it is clear that such a global condition cannot be avoided. But this is also clear on intuitive grounds:
Otherwise we could reduce a boundary problem to a cascade of (first order) initial value problems,
which runs counter to the intuition that one must somehow ‘‘connect’’ the two boundary points
(experts may think of shooting methods). In our factorization, the connection is made by the F
operator. In contrast, if one factors the initial value problem (D2, [LD, L]), both factor problems come
out as (D, [L]), and no global condition is needed for ‘‘connecting’’; on the side of Green’s operators,
this factorization corresponds to the trivial factorization A2 = A · A.
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Example 13. The factorization of (11) is only slightly more complicated. Using the methods
of Regensburger and Rosenkranz (2009a), it can be factored as follows:
utt − uxx = f
u(x, 0) = u(x, x) = 0 =
ut − ux = f x
0 u(y, y) dy = 0 ·
ut + ux = f
u(x, 0) = 0
Again the factorization T = ∂tt − ∂xx = (∂t − ∂x)(∂t + ∂x) is straightforward, and we have a
global condition in the right factor. But now the geometry is more interesting: As we are dealing with
function u defined on the (x, t) plane, the global condition is now a line integral on the diagonal x = t .
In this case, we can simplify the condition: Differentiating with respect to x, we regain the earlier
boundary condition u(x, x) = 0 that stipulates that u vanish on the diagonal. So we can actually avoid
the global condition, and the two boundary conditions of (11) are simply distributed to the factors
∂t − ∂x and ∂t + ∂x of T , supplying u(x, x) = 0 to the former and u(x, 0) = 0 to the latter. Of course
this is not always possible: In Example 15, we will see a case where the global condition in the left
factor cannot be avoided.
The abstract theory of boundary problems can be developed much further, also beyond the results
in Regensburger and Rosenkranz (2009a). There one can also find an interesting notion of dual
boundary problems and a category structure on boundary problems. The setup used there allows
boundary problems (T ,B) with epimorphisms T : F1 → F2 between possibly different K -vector
spaces F1 and F2. This is interesting for applications, where differentiation d/dx is often seen as a
map C1(R)→ C(R).
5. Algebraic boundary problems
The results in the preceding section are general, abstract—and inconstructive. For actually
computing the Green’s operator of a given boundary problem (9) or for factoring it into smaller
problems, we need an algorithmic representation both for the operators T ,G and for the boundary
spacesB ≤ F ∗.
The key tool for writing down a Green’s operator in an algorithmic representation is, essentially,
Groebner bases (Buchberger, 1965, 1970, 1998), here in their noncommutative extension (Mora, 1986,
1994; Ufnarovski, 1998) since we want to write operators as polynomials (whose noncommutative
multiplication is the composition of operators). The main idea is that we collect a few basic operators
S1, S2, . . . like differentiation, integration and boundary functionals, and then describe their relations
by a suitable ideal generated by a set of basic relations R1(S1, S2, . . .) = 0, R2(S1, S2, . . .) = 0. As is
well-known, the normal form of an operator with respect to the basic relations R1, R2, . . .will only be
unique if the latter form a (noncommutative) Groebner basis for the relation ideal.
For the case of ordinary differential equations, the detailed construction is presented in Rosenkranz
and Regensburger (2008b, Section 3). In that case, one starts from an ordinary integro-differential
algebra (F , ∂,
r
) and creates the noncommutative polynomials in the indeterminates D for
differentiation, A for integration (‘‘antiderivative’’), f ∈ F for all the corresponding multiplication
operators (or a basis thereof), all or some characters ϕ ∈ F ∗ as needed for boundary conditions.
Following the usual (but confusing) practice of renaming the indeterminates D and A into ∂ and
r
, the
resulting ring of ordinary integro-differential operators is denoted by F [∂, r ].
The operator relations are essentially the following: Leibniz rule, Baxter rule, section rule,
multiplicativity of characters; see Table 1 in Rosenkranz and Regensburger (2008b). They give rise
to a noetherian and confluent rewrite system. For a thorough discussion of some of the rewriting
aspects, see also Rosenkranz et al. (2011). At this point, let us just mention that the confluence proof
can be done in two ways:
• Either one instantiates the multiplication operators f by all elements of an arbitrary (necessarily
infinite) basis of F and appeals to the axioms of integro-differential algebras (in addition to
the relations themselves) for showing that all S-polynomials vanish. This is the route taken
in Rosenkranz and Regensburger (2008b).
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• Or one employs the so-called integro-differential polynomials of Rosenkranz and Regensburger
(2008a). They can be seen as nonlinear integral and differential operators, generalizing the
differential polynomials (just as the latter describe a generic differential algebra extension,
the former do the same for integro-differential algebras). Consequently, f is now taken as an
indeterminate and hence a single element; this approach is described in Rosenkranz et al. (2011).
Both methods will establish the confluence of the system. Furthermore, the normal forms can be
characterized explicitly.
Here is an example for a boundary problem for an ordinary differential equation, taken from the
Appendix of Rosenkranz et al. (2009), that illustrates the difficulties encountered in current computer
algebra systems when confronted with boundary problems of the kind considered here (i.e. with a
symbolic right-hand side f ).
Example 14. Let F be either the standard integro-differential algebra S or a suitable extension of
K [x] that contains ex and eex . Then consider the following third-order boundary problem over F :
u′′′ − (ex + 2)u′′ − u′ + (ex + 2)u = f ,
u(0) = u(1) = u′(1) = 0. (15)
The (rather lengthy) Green’s operator of this boundary problem can be found in Rosenkranz et al.
(2009). Experimenting with the boundary conditions a bit, one can observe that the support of
computer algebra systems for boundary problems (with generic forcing functions) is somewhat ad
hoc: For example, in the form above, neither Mathematica nor Maple was able to solve the problem
when we published it (but both of them did solve the homogeneous differential equation). At the
momentMathematica (version 8) fails, as it cannot even solve the homogeneous differential equation.
Interestingly, Maple (version 14) can solve it now, but slight perturbations of the boundary conditions
will again lead to failure (for example adding the term u′′(0) to the third condition). This is all themore
astonishing since the Green’s operator does not need any adjunctions beyond those already needed
for the homogeneous differential equations.
For partial differential equations, new complications enter the stage, and we regard the current
setup as highly experimental (Rosenkranz et al., 2009); amore systematic treatment is in preparation.
As pointed out in Section 3, partial integro-differential algebras are to be given somewhat more
structure beyond the mere replication of (∂,
r
) pairs. For the sake of simplicity, let us restrict to
two derivations ∂x, ∂y with corresponding integrals
r x, r y. They will be represented in the operator
ring by indeterminates Dx,Dy and Ax, Ay, respectively. Of course, we will also adjoin indeterminates
f (x, y) representing multiplication operators for (some?) elements f ∈ F ; this includes at least the
polynomials xm and yn. At this point, we do not take evaluations other than those for x = 0 and y = 0.
The really new objects correspond to the monoid action ⊙: K 2×2 × F → F . For reflecting this
additional structure, we adjoin the matrix indeterminates
a b
c d
∗ with  a bc d  ∈ K 2×2
denoting the substitutions f (x, y) → f (ax+by, cx+dy). The asterisk is to remind of its contravariant
nature, (MN)∗ = N∗M∗ for all M,N ∈ K 2×2. The latter is one of the new relations in the resulting
ringF [∂x, ∂y, r x, r y] of partial integro-differential operators; other relations are needed for expressing
certain instances of the chain rule and the substitution rule. Note that the substitutions for x = 0 and
y = 0 are included as special substitutions.
Why have we included those substitutions in the partial operator ring? It turns out that even the
simplest Green’s operators simply cannot be expressed in terms of Dx,Dy, Ax, Ay and the multipliers
alone. For example (writing t in place of y), the Green’s operator of the unbounded inhomogeneous
wave equation (∂xx−∂tt , [Tx, Tx∂t ]), with the substitution Txu = u(x, 0), is given by an integral over the
symmetric right-angled triangle extending downwards from (x, t) ∈ R2 up to the x-axis. We cannot
express such an integration by the axis-parallel integrators Ax and Ay. See Rosenkranz et al. (2009) for
the (simple) derivation of its Green’s operator.
The inhomogeneous wave equation can also be restricted to the interval x ∈ [0, 1], in which case
it becomes a boundary problem in the narrower sense (while we tend to call any β ∈ F ∗ a boundary
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condition, normal usage restricts them to evaluations taken uniformly at all times like u(0, t) = 0).
The following example is taken from Regensburger and Rosenkranz (2009a, Section 7).
Example 15. Consider the boundary problemP = (∂xx− ∂tt , [Tx, Tx∂t , Lt , Rt ])with the left and right
boundary conditions Ltu = u(0, t) and Rtu = u(1, t). Written in traditional notation, this means we
want to find u ∈ F
uxx − utt = f ,
u(x, 0) = ut(x, 0) = u(0, t) = u(1, t) = 0
for a forcing function f ∈ F . Here we use F = C∞(R2) although C∞(R × R+) would be more
appropriate from the viewpoint of analysis. Rather than writing down the Green’s operator, let us
factor this second-order problem into two first-order ones, using the obvious factorization ∂xx−∂tt =
(∂t−∂x)(∂t+∂x) for the differential operator. For ∂t+∂x it is natural to take either u(x, 0) = u(0, t) = 0
or u(x, 0) = u(1, t) = 0 as conditions; let us take the former. Hence we split off the right factor
P2 = (∂t + ∂x, [Tx, Lt ]). What is the boundary space of the left factor? It turns out to contain two
consist of two parts: Firstly Tx again, which was to be expected since it is ‘‘lifted’’ to the Tx∂t of P by
the adjoint (∂t + ∂x)∗. Secondly, it contains an integral along the characteristic line of ∂t + ∂x, namely
Ctu =
 1
max(1−t,0)
u(ξ , ξ + t − 1) dξ .
Altogether we obtain then P1 = (∂t − ∂x, [Tx, Ct ]). Written in traditional notation we have thus
effected the factorization
ut − ux = f
u(x, 0) =  1max(1−t,0) u(ξ , ξ + t − 1) dξ = 0 · ut + ux = fu(x, 0) = u(0, t) = 0 ,
where the right-hand factor is an ordinary transport problem with an initial and boundary condition
while the left-hand factor (which is unique by Theorem 11) contains a global condition.
As we have seen in Example 12, the appearance of global conditions in factor problems is not at
all peculiar to partial differential equations. This is why the precise definition of F [∂, r ] explicitly
includes them, and all boundary problems can be formulated with arbitrary global parts in their
boundary conditions. Those so-called Stieltjes boundary conditions turn out to be the right ideal |Φ)
generated by the characters Φ on F . For the case of ordinary differential equations (assuming that
we can solve the underlying homogeneous differential equation), we arrive then at the following
constructive version of the results in Section 5.
Definition 16. An boundary problem over an integro-differential algebra F is given by a pair (T ,B)
with differential operator T ∈ F [∂] and boundary space B = [β1, . . . , βn] generated by Stieltjes
conditions βi ∈ |Φ).
Theorem 17. Every regular boundary problem over an integro-differential algebra F has a Green’s
operator in F [∂, r ], which can be determined algorithmically.
Here F [∂] denotes the usual subalgebra of differential operators with coefficients in F . There
is an integro analog, the algebra F [r ] of integral operators generated by r and the elements of F ;
its normal forms are linear combinations of f
r
f˜ with f , f˜ ∈ F . As one can show (Rosenkranz and
Regensburger, 2008b, Prop 17), there is a direct decomposition F [∂, r ] = F [∂]uF [r ]u (Φ)where
(Φ) is the two-sided ideal generated by the characters Φ . If the boundary conditions in (T ,B) are
of the usual two-point type (no global parts and derivatives of order smaller than that of T ), then we
can go beyond the statement of Theorem 17: In that case, (T ,B)−1 ∈ F [r ], so the Green’s operator
is really an integral operator as one expects (and one can easily extract the corresponding Green’s
function).
Also the factorization is fully constructive in the case of ordinary differential equations (again
assuming that we can solve the underlying homogeneous differential equations).
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Theorem 18. Given a regular boundary problem (T ,B) over an integro-differential algebra F , every
factorization T = T1T2 of the differential operator can be lifted algorithmically to a factorization (T ,B) =
(T1,B1) · (T2,B2) of regular boundary problems over F .
This statement includes the assertion that there is at least one choice of B2 such that the right
problem is regular (then the left problem is as well). As stated before, there is a lot of choice for B2,
and it takes some ‘‘bad luck’’ to hit a B2 such that (T2,B2) is singular. Using the simple regularity
criterion mentioned after Definition 4, this can be avoided easily.
We are striving toward analogous results for (some classes) of partial differential equations. But this
will need considerably more effort since in this case it is not yet clear how to set up the operator
ring. The construction ofF [∂x, ∂y, r x, r y] is just a first attempt. It is not yet clear how the appropriate
language of boundary conditions looks like, in other words: what is the proper analog of the Stieltjes
conditions? This promises to be an interesting and fertile ground of future research.
6. Conclusion
There is plenty of work left in the symbolic analysis of linear boundary problems (to say nothing of
the nonlinear case).We have alreadymentioned some of the issueswith partial differential equations.
Both for F [∂, r ] and F [∂x, ∂y, r x, r y], there is one very natural question that we would like to pose
as a challenge: TakingF to be the standard examples S = C∞(R) and T = C∞(R×R), respectively,
can we prove that the collection of rewrite rules is complete?
Let us make this question precise. For F [∂, r ], we have presented the ‘‘complete’’ collection of
rewrite rules in Rosenkranz and Regensburger (2008b, Section 3). In the case of F [∂x, ∂y, r x, r y], we
have sketched some rewrite rules in Rosenkranz et al. (2009); wewill present a ‘‘complete’’ collection
in a forthcoming article. These purportedly complete collections, dubbedGreen’s system in Rosenkranz
(2005), are indeed complete iff the quotient algebraF [∂, r ] andF [∂x, ∂y, r x, r y] is isomorphic to the
operator algebra over S and T , respectively. Here the operator algebra over an integro-differential
algebra F is defined as the subalgebra of the algebra of K -linear operators on F that is generated
by the corresponding basic operators: derivation(s), integral(s), multiplication operators f ∈ F , the
chosen characters ϕ ∈ Φ , and in the partial case also the substitution operators.
We can also phrase the question in terms of the corresponding relation ideals: In the operator
algebra, this is the idealR of all relations between the basic operators; inF [∂, r ] andF [∂x, ∂y, r x, r y]
it is the ideals G generated by the Green’s systems. Now we want these ideals to be the ‘‘same’’ (up to
isomorphism, that it): We need G ⊆ R for correctness andR ⊆ G for completeness.
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