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Re´sume´. — Dans la situation ge´ome´trique des varie´te´s de Shimura simples de Kottwitz e´tudie´es
dans le livre d’Harris et Taylor [6], on de´crit la filtration de monodromie du complexe des cycles
e´vanescents ainsi que la suite spectrale correspondante. On prouve en particulier que cette filtration
coincide avec celle donne´e par les poids a` un de´calage pre`s. D’apre`s le the´ore`me de comparai-
son de Berkovich-Fargues, on en de´duit une description de la filtration de monodromie-locale du
mode`le de Deligne-Carayol. En application on obtient la description des composantes locales des
repre´sentations automorphes cohomologiques de certains groupes unitaires, une correspondance de
Jacquet-Langlands globale entre deux tels groupes et une preuve de la conjecture de monodromie-
poids pour la cohomologie de ces varie´te´s de Shimura.
Abstract (Monodromy of the perverse sheaf of vanishing cycles of some simple Shimura
varieties and applications)
In the geometric situation of the simple Shimura varieties of Kottwitz studied in Harris and
Taylor’s book [6], we describe the monodromy filtration of the vanishing cycles complex and the
spectral sequence associated to it. We prove in particular that this filtration coincides with the weight
one up to shift. Thanks to the Berkovich-Fargues’ theorem, we deduce the description of the local
monodromy filtration of the Deligne-Carayol model. In application, we obtain the description of the
local components of cohomological automorphic representations of certains unitary groups, a global
Jacquet-Langlands correspondence between two such groups and a proof of the weight-monodromy
conjecture for the cohomology of these Shimura varieties.
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Introduction
0.1. — Soit K une extension finie de Qp, d’anneau des entiers OK . Pour un entier d strictement
positif fixe´, on conside`re le groupe D×K,d (resp. WK) des e´le´ments inversibles de “l”’alge`bre a`
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division centrale sur K d’invariant 1/d (resp. le groupe de Weil de K). Pour un nombre premier
l 6= p, Langlands (resp. Jacquet-Langlands) a (resp. ont) conjecture´ l’existence d’une bijection recK
(resp. JL) entre les Ql-repre´sentations irre´ductibles admissibles de GLd(K) et les repre´sentations
l-adiques inde´composables deWK (resp. entre les repre´sentations admissibles irre´ductibles de D
×
K,d
et les repre´sentations essentiellement de carre´ inte´grable de GLd(K)) qui sont compatibles a` la
formation des fonctions L ; on renvoie a` [8] pour des e´nonce´s pre´cis.
A l’aide de la cohomologie e´tale, Deligne a construit une se´rie de repre´sentations U iK,l,d du
produit de ces trois groupes. Pour d = 2 et pour ρ une repre´sentation irre´ductible de D×K,2
tel que π := JL(ρ) soit une repre´sentation cuspidale de GL2(K), Carayol dans [3], montre que
la composante ρ-isotypique U1K,l,2(ρ) de U
1
K,l,2 re´alise les correspondances de Langlands et de
Jacquet-Langlands, i.e.
U1K,l,2(JL
−1(π∨)) ≃ π ⊗ recK(π
∨)(−
1
2
).
Le cas d quelconque est traite´ dans [6] et dans [2] en e´gale caracte´ristique. En outre pour d = 2,
Carayol de´crit e´galement ce qui se passe pour les autres repre´sentations.
Le but premier de ce travail est de faire de meˆme pour d quelconque, i.e. calculer comple`tement
les U iK,l,d(ρ) pour ρ une repre´sentation irre´ductible quelconque de D
×
K,d. Dans le cas ou` ρ est la
repre´sentation triviale, le re´sultat se formule comme suit.
The´ore`me 1 Pour 0 6 i 6 d − 1, on a U iK,l,d(1
∨) = πi ⊗ 1(−i) ou` πi est l’unique quotient
irre´ductible de l’induite parabolique
Ind
GLsg(K)
Pi,d(K)
Spi ⊗ 1
ou` Pi,d est le parabolique standard associe´e aux i premiers vecteurs et Spi est la repre´sentation de
Steinberg de GLi(K).
Le cas ge´ne´ral, cf. le the´ore`me (4.1.2), s’e´nonce de manie`re similaire en faisant intervenir les
correspondances de Langlands et Jacquet-Langlands. Une autre formulation de notre re´sultat
revient a` dire qu’il n’y a pas d’annulation dans l’expression, calcule´e dans [6], de la repre´sentation
virtuelle
∑d−1
i=0 (−1)
i[U iK,l,d(ρ)] ou` U
d−i
K,l,d(ρ), pour 1 6 i 6 d, y est alors donne´e par le i-e`me terme
de plus haut poids.
0.2. — La preuve du the´ore`me 1 proce`de par globalisation via l’e´tude des varie´te´s de Shimura
e´tudie´es dans [6], qui sont de type PEL, de´finies sur un corps CM, F , et associe´es a` un groupe
de similitudes G/Q tel que le groupe unitaire correspondant sur R soit de la forme U(1, d− 1)×
U(0, d)× · · ·×U(0, d). Une place v au dessus de p est fixe´e de sorte que le comple´te´ Fv du localise´
de F en v soit isomorphe au corps local pre´ce´demment note´ K, d’anneau des entiers Ov et tel
que G(Fv) ≃ GLd(Fv). A certains sous-groupes compacts Up(m) de G(A∞), on associe alors
une varie´te´ de Shimura XUp,m → SpecOv munie d’une action par correspondances de G(A∞),
classifiant des varie´te´s abe´liennes munies de structures additionnelles ; on renvoie au §2.2 pour les
de´tails.
0.3. — La fibre spe´ciale XUp,m de XUp,m est stratifie´e par des sous-sche´mas localement ferme´s
X
(d−h)
Up,m pour 1 6 h 6 d, de pure dimension d − h tels que le the´ore`me de Serre-Tate donne
un isomorphisme entre le comple´te´ de l’hense´lise´ strict de l’anneau local de XUp,m en un point
ge´ome´trique de X
(d−h)
Up,m et l’anneau RFv ,d−h,m1 qui repre´sente le foncteur des de´formations de
niveau m1 d’un Ov-module de Barsotti-Tate sur κ(v) de hauteur h. Par ailleurs pour 1 6 h < d, il
existe un sous-sche´ma ferme´ X
(d−h)
Up,m,Md−h
de X
(d−h)
Up,m stable sous les correspondances associe´es aux
e´le´ments du sous-groupe parabolique Ph,d(Fv) de GLd(Fv) (cf. la de´finition (1.1.1)) et tel que
X
(d−h)
Up,m = X
(d−h)
Up,m,Md−h ×Ph,d(Ov/Mm1v ) GLd(Ov/M
m1
v ) :
on dit que les strates non supersingulie`res sont ge´ome´triquement induites.
0.4. — Pour un nombre premier l distinct de p, les auteurs de [6] introduisent sur chacune des
strates X
(d−h)
Up,m,Md−h , des syste`mes locaux Fτv associe´s aux repre´sentations irre´ductibles τv de D
×
v,h.
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Ils de´crivent alors la restriction des cycles e´vanescents RiΨv := R
iΨηv (Ql) a` la strateX
(d−h)
Up,m ×FqFq
en fonction des Fτv et des cycles e´vanescents locaux Ψ
i
Fv ,l,h,n
, cf. (3.2.4). D’apre`s le the´ore`me de
comparaison de Berkovich, le the´ore`me local se de´duit alors de la connaissance de la fibre en un
point supersingulier des RiΨv.
0.5. — Le complexe RΨv[d− 1] est vu comme un faisceau pervers muni d’une filtration de mon-
odromie dont on notera grk les gradue´s. Notre deuxie`me re´sultat concerne la description des grk
dans la cate´gorie des faisceaux pervers sur XUp,m munis d’une action compatible de G(A∞)×Wv.
Pour 1 6 tg 6 d, et pour πv (resp. Πt) une repre´sentation irre´ductible cuspidale de GLg(Fv) (resp.
quelconque de GLtg(Fv)), on introduit le faisceau HT (g, t, πv,Πt) sur la strate X
(d−tg)
Up,m , ”induit”
a` partir du syste`me local FJL−1(Spt(πv)∨) ⊗ Πt sur la composante X
(d−tg)
Up,m,Md−tg
. Les composantes
πv-isotypiques grk,πv des grk, cf. la proposition (5.1.3), se de´crivent alors, the´ore`me (5.4.4), au
moyen des faisceaux pervers j>tg!∗ HT (g, t, πv, Spt(πv))[d−tg] ou` j
>tg de´signe l’injection de la strate
X
(d−tg)
Up,m ; en ce qui concerne le cas πv triviale, l’e´nonce´ est le suivant :
The´ore`me 2 Les faisceaux pervers grk,1v sont nuls pour k > d et sinon on a
grk,1v =
⊕
|k|<t6d
t≡k−1 mod 2
j>t!∗ HT (1, t, 1v, Spt)(−
t+ k − 1
2
)[d− t]
L’e´nonce´ pour πv quelconque est similaire et fait intervenir les correspondances de Langlands
et Jacquet-Langlands.
0.6. — En utilisant la conjecture de monodromie-poids, la preuve du the´ore`me 2 de´coulerait de
la connaissance du the´ore`me 1 pour toutes les hauteurs h < d ainsi que de la description des
restrictions aux strates des faisceaux des cycles e´vanescents en fonction des syste`mes locaux Fτv
comme rappele´ en (0.4.). Par ailleurs le the´ore`me 1 en hauteur d, de´coule d’apre`s le the´ore`me de
comparaison de Berkovich-Fargues, du calcul des germes aux points supersinguliers des faisceaux
de cohomologie des grk.
On raisonne alors par re´currence en supposant connus(1) les U iFv ,l,h du mode`le de Deligne-
Carayol de hauteur h pour tout 1 6 h < d. On en de´duit alors le the´ore`me 2 sauf en ce qui concerne
les faisceaux pervers supporte´s aux points supersinguliers i.e. on ne sait pas a` quel k associer chacun
des j>d! HT (1, d, 1v, Spd)(−
d+k′−1
2 ) pour |k
′| < d et k′ ≡ d− 1mod 2. De meˆme on sait de´terminer
tous les faisceaux de cohomologie higrk des grk en dehors des points supersinguliers. La technique
repose sur l’e´tude de la suite spectrale associe´e a` la filtration de monodromie :
Ei,j1 = h
i+jgr−i ⇒ R
i+j+d−1Ψv (1)
en essayant d’en deviner les termes initiaux, l’aboutissement e´tant connu. En outre en utilisant
la perversite´ des grk ainsi que la compatibilite´ de RΨv a` la dualite´ de Verdier, on obtient un
controˆle sur les germes aux points supersinguliers des higrk. On e´tudie ensuite la suite spectrale
des cycles e´vanescents dont a` nouveau on essaie de deviner les termes initiaux alors que l’aboutisse-
ment est connu, en utilisant en particulier le the´ore`me de Lefschetz difficile. Le controˆle obtenu
pre´ce´demment nous permet alors de prouver le the´ore`me 1. On prouve ensuite la conjecture de
monodromie-poids faisceautique en ”plac¸ant” chacun des j>d! HT (1, d, 1v, Spd)(−
d+k−1
2 ) sur grk
et on explicite la suite spectrale de monodromie (1).
0.7. — En ce qui concerne les re´sultats globaux que l’on obtient, citons
– la description “explicite” des gradue´s pour la filtration de monodromie du faisceau pervers
des cycles e´vanescents ainsi que de la suite spectrale associe´e ;
– la purete´ de la filtration de monodromie du complexe des cycles e´vanescents ;
– la de´termination des extensions interme´diaires des syste`mes locaux d’Harris-Taylor ;
(1)En fait on suppose plutoˆt connu les gradue´s locaux grh,k,loc de la filtration de monodromie-locale du complexe
des cycles e´vanescents Ψ•Fv,l,h.
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– le calcul de tous les groupes de cohomologie des diffe´rents faisceaux ou complexes de faisceaux
qui sont introduits.
0.8. — Comme conse´quence directe de ces calculs on obtient une description des composantes
locales des repre´sentations automorphes cohomologiques de Gτ (A) ainsi qu’une correspondance
de Jacquet-Langlands globale entre deux formes inte´rieures de groupes unitaires qui comple`te [7]
§3. A partir de cette description, on prouve alors la conjecture de monodromie-poids, i.e. la purete´
de la filtration de monodromie des groupes de cohomologie de la fibre ge´ne´rique des varie´te´s de
Shimura e´tudie´es.
Signalons que re´cemment Taylor et Yoshida ont inde´pendamment obtenu dans [16], la purete´ de
la filtration de monodromie de la cohomologie globale dans le cas tempe´re´, i.e. dans le cas ou` la
cohomologie est concentre´ en degre´ me´dian. Pour cela ils se rame`nent par changement de base
au cas Iwahori et utilisent la suite spectrale de Rapoport-Zink. Dans notre cas, nous avons un
de´vissage qui permet, en utilisant aussi un changement de base, de se ramener au cas de GL2
traite´ par Carayol dans [3]. Par ailleurs en ce qui concerne la conjecture de monodromie-poids
cohomologique, le cas des varie´te´s de Shimura uniformise´es par les demi-espaces de Drinfeld est
traite´ dans [9] a` partir de la version faisceautique qui de´coule de l’existence d’un mode`le semi-
stable.
De´crivons succinctement le contenu des divers paragraphes.
0.9. — La premie`re partie est consacre´e a` des rappels sur les donne´es ge´ome´triques locales et
globales tire´es de [6]. On commence par des rappels de [17] sur les induites paraboliques, §1.1, et
les foncteurs de Jacquet §1.2.
Le mode`le local de Deligne-Carayol est introduit au paragraphe 2.1. En ce qui concerne les
donne´es globales, §2.2, outre le fait que les strates non supersingulie`res soient ge´ome´triquement
induites, la donne´e fondamentale est celle des syste`mes locaux d’Harris-Taylor F(g, t, πv) sur la
strate tg, attache´s aux repre´sentations JL−1(Spt(πv)
∨) des inversibles D×v,tg de l’alge`bre a` division
centrale sur Fv d’invariant 1/tg. La proprie´te´ essentielle que l’on utilisera sur ces syste`mes locaux
est l’isomorphisme (3.2.4).
On redonne en outre la description de l’ensemble des points supersinguliers et on de´finit pour
tout diviseur g de d = sg, le faisceau F(g, s, πv) a` support sur les points supersinguliers. On notera
par ailleurs que les F(g, t, πv) ne sont pas a` priori irre´ductibles car ils proviennent de la restriction
a` D×v,tg de JL
−1(Spt(πv)
∨).
0.10. — Le paragraphe 3 rappelle les re´sultats d’ordre cohomologique de [6]. Au niveau local,
§3.1, on explicite le lien entre ΨiFv,l,h et U
i
Fv,l,h
et on introduit l’entier eπv qui est le cardinal de la
classe d’e´quivalence inertielle, de´finition (3.0.1), de πv. En particulier eπv est e´gal au nombre de
sous-repre´sentations irre´ductibles de la restriction a` D×o,tg de JL
−1(Spt(πv)
∨).
De [6], on retient principalement la de´termination des parties cuspidales des groupes de coho-
mologie des mode`les locaux de Deligne-Carayol ainsi que le calcul, cf. le the´ore`me (VII.1.5) de [6],
de la somme alterne´e, dans le groupe de Grothendieck des GLd(Fv)×Wv-modules∑
i
(−1)iU iFv ,l,d(JL
−1(Sps(πv)
∨)).
En global, §3.2, on exploite l’isomorphisme (3.2.4) et notamment la description de l’action, par la
proposition (3.2.3). On introduit selon [12], pour toute repre´sentation irre´ductible alge´brique ξ de
G(Q), le syste`me local Lξ sur les varie´te´s XUp,m et on conside`re les groupes de cohomologie du
produit tensoriel de ce dernier avec un syste`me local d’Harris-Taylor.
Le re´sultat fondamental qui re´sulte des arguments de comptage de points est la proposition
(3.2.9) qui calcule la somme alterne´e des groupes de cohomologie a` support compact des syste`mes
locaux d’Harris-Taylor, dans le groupe de Grothendieck des G(h)(A∞)×Z-modules, ou` pour tout
h, Z est identifie´ au quotient D×v,h/D
×
v,h via la valuation de la norme re´duite. On introduit pour
cela le caracte`re Ξ de Z −→ Q
×
l de´fini par Ξ(1) =
1
q . Ainsi les repre´sentations automorphes Π qui
interviennent dans cette description ainsi que dans celle de la cohomologie de la fibre ge´ne´rique a`
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valeurs dans Lξ, ve´rifient des conditions Hyp(∞) aux place infinies que l’on donne a` la de´finition
(3.2.6).
0.11.— La deuxie`me partie donne l’e´nonce´ des the´ore`mes locaux et globaux. Le the´ore`me (4.1.2)
est la motivation initiale de ce travail, c’est a` dire de´crire, pour tout diviseur g de d et toute
repre´sentation irre´ductible cuspidale πv de GLg(Fv), chacun des U iFv ,l,d(JL
−1(Sps(πv)
∨)). Finale-
ment on obtient un re´sultat plus pre´cis, the´ore`me (4.2.3), qui est la description des gradue´s de
la filtration de monodromie-locale de´finie par Fargues en appendice et de la suite spectrale corre-
spondante.
0.12. — On e´nonce ensuite, §5.4, les re´sultats globaux. On commence, apre`s avoir fait quelques
rappels sur les faisceaux pervers §5.1, par de´couper, proposition (5.1.3), nos faisceaux pervers
selon leur composantes isotypiques pour le sous-groupe d’inertie Iv et on note ainsi grk,πv (resp.
grk,ξ,πv ) la composante rec
∨
Fv
(πv)|Iv -isotypiques du gradue´ grk (resp. grk,ξ) pour la filtration de
monodromie du faisceau pervers RΨv[d − 1] (resp. (RΨv ⊗ Lξ)[d − 1] pour ξ une repre´sentation
irre´ductible alge´brique de G(Q)), ou` πv est une repre´sentation irre´ductible cuspidale de GLg(Fv)
avec 1 6 g 6 d. La repre´sentation rec∨Fv (πv)|Iv n’e´tant pas irre´ductible, pour un Iv-module V ,
Vπv est le facteur direct de V sur lequel l’action de Iv se de´compose en une somme de sous-
repre´sentations irre´ductibles qui sont aussi des sous-repre´sentations de rec∨Fv (πv)|Iv .
On introduit ensuite §5.2, certaines cate´gories de faisceaux pervers de Hecke qui fourniront le
cadre cate´goriel des diffe´rents complexe de faisceaux que nous conside´rerons dans la suite et on
donne, de´finition (5.3.1), un certain nombre de notations attache´es aux syste`mes locaux d’Harris-
Taylor F(g, t, πv)1 et aux faisceaux induits HT (g, t, πv,Πt) qui leurs sont associe´s sur la strate
X
(d−tg)
Up,m ou` Πt est une repre´sentation de GLtg(Fv) qui sera le plus souvent elliptique de type πv.
On introduit alors le syste`me projectif G des groupes de Grothendieck des faisceaux pervers de
Hecke sur la tour des XUp,m munis d’une action compatible de G(A∞)×Wv.
On e´nonce alors les the´ore`mes globaux qui pre´cisent, the´ore`me (5.4.1) (resp. (5.4.4)), les fais-
ceaux pervers simples de (RΨv ⊗ Lξ)[d− 1] (resp. des grk,ξ,πv ) en termes des faisceaux pervers
j>tg!∗ HT (g, t, πv, Spt(πv))[d− tg]⊗ rec
∨
Fv (πv)(−
tg − 1 + k
2
)
avec 1 6 t 6 d/g (resp. |k| < t 6 sg et t ≡ k − 1mod2). D’apre`s le the´ore`me de comparaison
de Berkovich-Fargues, le the´ore`me local (4.1.2) se de´duit alors du calcul, the´ore`me (5.4.7), des
faisceaux de cohomologie des j>tg!∗ F(g, t, πv) et de la de´termination, the´ore`me (5.4.11), de la suite
spectrale de monodromie associe´e.
On donne ensuite le sche´ma de la preuve qui proce`de par re´currence en supposant connu (4.2.3)
pour tout d′ < d. On renvoie le lecteur a` §6 pour un apercu des implications logiques entre les
divers e´nonce´s locaux et globaux. Avant de se lancer dans la preuve proprement dite, on donne
des conse´quences de l’hypothe`se de re´currence, sur les repre´sentations obtenues en prenant la
cohomologie des syste`mes locaux d’Harris-Taylor.
0.13. — La troisie`me partie s’occupe des preuves des the´ore`mes locaux et globaux. On de´montre
en premier lieu, §7, le the´ore`me (5.4.1), i.e. on donne l’image de RΨv[d − 1] dans le syste`me
projectif G des groupes de Grothendieck des faisceaux pervers de Hecke sur la tour des XUp,m.
La preuve proce`de en plusieurs e´tapes. Tout d’abord de la description (3.2.4) des restrictions
aux strates X
(d−h)
Up,m des R
iΨv et du calcul (3.2.6) de
∑
i(−1)
i[U iFv ,l,d], on en de´duit, proposition
(7.2.2), l’e´galite´ suivante ou` on a pose´ sg = ⌊
d
g ⌋, la partie entie`re de d/g :
[RΨv[d− 1]] =
d∑
g=1
∑
πv∈Cuspv(g)
1
eπv
sg∑
i=1
sg∑
t=i
(−1)t−i
[j>tg! HT (g, t, πv, [
←−−
i− 1,
−−→
t− i]πv )[d− tg]⊗ rec
∨
Fv (πv)(−
tg − 2 + 2i− t
2
)] (2)
6 BOYER PASCAL
L’e´tape suivante consiste alors a` exprimer l’image des faisceaux pervers qui interviennent dans
le membre de droite de l’e´galite´ ci-dessus soit :
[j>tg! HT (g, t, πv, [
←−−
t− 1]πv)[d− tg]] =
sg−t∑
i=0
j
>(t+i)g
!∗ HT (g, t+ i, πv, [
←−−
t− 1]πv
−→
× [
←−−
i− 1]πv )[d− (t+ i)g]⊗ Ξ
i(g−1)/2 (3)
Pour prouver cette dernie`re e´galite´, on raisonne par re´currence descendante sur la dimension des
supports des faisceaux pervers simples dans j>tg! HT (g, t, πv, [
←−−
t− 1]πv)[d − tg] en re´injectant (3)
pour les diffe´rents t, avec g et πv fixe´s, dans (2). On argumente tout d’abord sur le fait que le
membre de droite de (2) doit s’e´crire comme une somme a` coefficients positifs de faisceaux pervers
simples, autoduale pour la dualite´ de Verdier. On invoque ensuite le the´ore`me de comparaison
de Berkovich-Fargues afin d’utiliser l’hypothe`se de re´currence sur les mode`les locaux en hauteur
h < d, afin d’obtenir des renseignements sur les germes aux points non supersinguliers de ces
faisceaux pervers simples.
On de´montre alors, proposition (7.3.3), le re´sultat hors des points supersinguliers au sens ou` les
e´galite´s du the´ore`me pre´ce´dent et de (3) sont vraies si on rajoute une somme alterne´e de faisceaux
pervers a` support sur les points supersinguliers. Le fait est qu’on utilise vraiment (3.2.4) et pas
seulement un calcul de somme alterne´e des restrictions des faisceaux des cycles e´vanescents, ce qui
explique l’inde´termination au niveau des points supersinguliers.
0.14.— Le paragraphe (7.4) est consacre´ a` la de´termination de ces faisceaux pervers ponctuels qui
nous manquent. Une ide´e naive est que pour connaˆıtre un faisceau ponctuel, on peut commencer
par calculer son groupe de cohomologie H0. E´tant donne´ un tel faisceau pervers ponctuel P a`
de´terminer, nous verrons en fait que la connaissance de sonH0 suffit a` le de´terminer comple`tement :
en effet graˆce a` (7.2.11), nous montrerons que P contient F(g, s, πv) ⊗ (Πl
−→
× [
←−−−−−
s− t− 1]πv ) ⊗
Ξ(s−t)(g−1)/2 avec
H0(F(g, s, πv)⊗Πt
−→
× [
←−−−−−
s− t− 1]πv )⊗ Ξ
(s−t)(g−1)/2 = H0(P)
de sorte que P = F(g, s, πv)⊗Πt
−→
× [
←−−−−−
s− t− 1]πv ⊗ Ξ
(s−t)(g−1)/2.
On commence alors par calculer les groupes de cohomologie des faisceaux pervers d’Harris-
Taylor, ou tout du moins leur Π∞,v-partie, pour Π automorphe ve´rifiant Hyp(∞) avec Πv =
Sps(πv). On montre a` la proposition (7.4.1) que ceux-ci sont alors tous nuls de sorte que, d’apre`s
la proposition (7.3.3), l’e´galite´ (3.2.6) fournit, corollaire (7.4.6), le H0 des faisceaux ponctuels
manquant ainsi que leur de´termination. Le the´ore`me (5.4.1) de´coule alors directement de ces
re´sultats, cf. le corollaire (7.4.10).
0.15. — Le huitie`me paragraphe est consacre´, proposition (8.2.1), au calcul des faisceaux de
cohomologies des faisceaux pervers j>tg!∗ HT (g, t, πv,Πl)[d − tg]. D’apre`s la proposition (7.3.3),
on peut proce´der par re´currence en utilisant la suite spectrale (5.1.10) dont l’aboutissement est
connu sauf au niveau des points supersinguliers. Ainsi ces faisceaux de cohomologie ne sont pas
comple`tement de´termine´s aux points supersinguliers mais il ne reste qu’un nombre re´duit de
possibilite´s, cf. le lemme (8.2.6), que l’on peut obtenir, d’apre`s (7.3.3), par re´currence en utilisant
par exemple la suite spectrale (8.2.13).
0.16. — Au neuvie`me paragraphe, on prouve les the´ore`mes globaux sous la proposition (9.1.1).
D’apre`s Berkovich-Fargues la connaissance du the´ore`me local (4.2.3) revient a` celle des germes aux
points supersinguliers des faisceaux de cohomologie des faisceaux pervers d’Harris-Taylor ainsi que
les fle`ches correspondantes dans la suite spectrale (5.1.10). Si nous disposions du the´ore`me (4.2.3)
pour d, le raisonnement de la preuve de la proposition (8.2.4) nous permettrait de de´terminer
comple`tement les faisceaux de cohomologie des grk. Par souci d’efficacite´ nous montrons, proposi-
tion (9.1.2), qu’il suffit, en utilisant l’ope´rateur de monodromie N , en fait de connaˆıtre les parties
de poids s(g− 1) de l’aboutissement de la suite spectrale de monodromie-locale de (4.2.3). On est
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alors ramene´ a` prouver la proposition (9.1.1), i.e. a` de´terminer les parties de poids s(g − 1) des
U iFv ,l,d.
On donne ensuite, proposition (9.3.1), une preuve de la conjecture de monodromie-poids version
faisceautique. On remarque tout d’abord que pour s > 2, le raisonnement par re´currence implique
le re´sultat de sorte qu’il reste a` initialiser la re´currence et donc a` prouver que pour s = 2, la
monodromie n’est pas triviale, en particulier sur la cohomologie. Le re´sultat est connu pour s = 2
et g = 1 d’apre`s [3]. Le principe, qui nous a e´te´ sugge´re´ par M. Harris, est de s’y ramener via un
changement de base ade´quat.
0.17. — Le dixie`me paragraphe est consacre´ a` la preuve de la proposition (9.1.1). Celle-ci repose
sur l’e´tude de la suite spectrale des cycles e´vanescents. Pour Π une repre´sentation irre´ductible
automorphe de D×A telle que Πv ≃ Sps(πv) avec πv cuspidale, la Π
∞,v-partie de son aboutisse-
ment est connue d’apre`s [6] et [16], ou peut-eˆtre rapidement recalcule´e a` partir de la proposition
(7.4.1). La de´termination de cet aboutissement nous restreint, corollaire (10.1.3), alors le nombre
de possibilite´s pour les U iFv ,l,d(JL
−1(Sps(πv)
∨)) ce qui nous permet de conclure en utilisant une
proprie´te´ d’invariance des U•Fv,l,d sous l’involution de Zelevinski, cf. le the´ore`me (10.2.1).
Cependant la preuve de celle-ci repose sur tout ou partie du the´ore`me de comparaison de Faltings
a` partir d’un e´nonce´ similaire du cote´ espace de Drinfeld, ce qui de´passe le cadre de ce texte. Par
ailleurs la preuve de la conjecture de monodromie-poids version cohomologique demande une e´tude
des Π∞-parties des divers groupes de cohomologie, pour Π automorphe ve´rifiant Hyp(∞) et tel
que Πv ≃ Spehs(πv). La Π
∞,v-partie de la cohomologie de la fibre ge´ne´rique n’est pas a` priori
connue. On se propose dans un premier temps de la calculer, ou tout du moins les bouts de poids
s(g − 1), le cas ge´ne´ral e´tant traite´, de manie`re inde´pendante, a` la proposition (11.1).
On calcule tout d’abord, proposition (10.3.4), les Π∞,v-parties des groupes de cohomologie
des faisceaux pervers d’Harris-Taylor. On en de´duit alors, corollaire (10.3.5), la connaissance des
Π∞,v-parties de poids s(g − 1) des groupes de cohomologie de la fibre ge´ne´rique. Pour ce faire on
utilise le the´ore`me de Lefschetz difficile. On e´tudie alors, proposition (10.3.11), les Π∞,v-parties
des termes Ep,q2 de la suite spectrale des cycles e´vanescents. On montre, qu’a` travers les suites
spectrales associe´es a` la stratification, qu’en ce qui concerne les bouts de poids s(g − 1), seule
la strate supersingulie`re contribue de sorte que l’on se retrouve dans une situation similaire a`
celle de [2] dans le cas cuspidal, ou` les bouts de poids s(g − 1) des Ep,q2 [Π
∞,v] sont nuls pour
p 6= 0. Cette constatation de´coule du controˆle, lemme (10.3.13), des contributions des strates non
supersingulie`res. La proposition (9.1.1), de´coule alors directement de la connaissance des Π∞,v-
parties de l’aboutissement de la suite spectrale des cycles e´vanescents et du fait qu’en ce qui
concerne celles de poids s(g − 1), celles-ci ne proviennent que des points supersinguliers.
0.18.— La quatrie`me partie donne des comple´ments et applications des re´sultats pre´ce´dents. On
commence, proposition (11.1), par calculer les Π∞,v-parties des groupes de cohomologie de la fibre
ge´ne´rique pour Π automorphe tel que Πv ≃ Spehs(πv), alors que nous n’avions traite´, corollaire
(10.3.5), que celles de poids s(g − 1).
On donne ensuite une correspondance de Jacquet-Langlands globale qui comple`te les re´sultats
de [7] §3. On de´crit ensuite, proposition (13.1), les composantes locales des repre´sentations auto-
morphes et cohomologiques de Gτ (A).
On conclut enfin, the´ore`me (14.1), par la preuve de la conjecture de monodromie-poids globale,
i.e. les gradue´s de la filtration de monodromie des groupes de cohomologie de la fibre ge´ne´rique
sont purs.
0.19. — Enfin dans cinquie`me partie, on re´capitule les diffe´rents re´sultats obtenus tout au long
du texte et dans sixie`me on illustre par des figues les diffe´rentes suites spectrales e´tudie´es.
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PARTIE I
NOTATIONS ET RAPPELS
1. Rappels sur les repre´sentations de GLd(Fv)
Tous les e´nonce´s ainsi que leur preuve peuvent eˆtre trouve´s dans [17].
1.1. Induites paraboliques. —
1.1.1. De´finition. — Pour une suite 0 < r1 < r2 < · · · < rk = d, on note Pr1,r2,··· ,rk le sous-
groupe parabolique de GLd standard associe´ au sous-groupe de Levi GLr1(Fv) ×GLr2−r1(Fv)×
· · · ×GLrk−rk−1(Fv) et on note Nr1,··· ,rk son radical unipotent.
1.1.2 — Soient π1 et π2 des repre´sentations de respectivement GLn1(Fv) et GLn2(Fv) ; on note
selon la coutume, π1 × π2 l’induite parabolique Ind
GLn1+n2(Fv)
Pn1,n1+n2(Fv)
π1(n2/2)⊗ π2(−n1/2).
Remarque : Le symbole × est associatif, i.e. π1 × (π2 × π3) = (π1 × π2)× π3 que l’on notera donc
π1 × π2 × π3.
1.1.3. De´finitions. — Soit g un diviseur de d = sg et πv une repre´sentation cuspidale
irre´ductible de GLg(Fv) :
- les sous-quotients irre´ductibles de V (πv, s) := πv(
1−s
2 ) × πv(
3−s
2 ) × · · · × πv(
s−1
2 ) seront dits
elliptiques de type πv ;
- V (πv, s) posse`de un unique quotient (resp. sous-espace) irre´ductible que l’on notera [
←−−−
s− 1]πv
(resp. [
−−−→
s− 1]πv)) ; c’est une repre´sentation de Steinberg (resp. de Speh) ge´ne´ralise´e note´e
habituellement Sps(πv) (resp. Spehs(πv)) ;
- pour π1 et π2 des repre´sentations respectivement de GLt1g(Fv) et GLt2g(Fv), on notera π1
−→
×π2
(resp. π1
←−
×π2) l’induite parabolique π1(−t2/2)× π2(t1/2) (resp. π1(t2/2)× π2(−t1/2)).
La proprie´te´ habituelle de transitivite´ des induites paraboliques donne le lemme suivant.
1.1.4. Lemme. — Pour (πi)16i63 des repre´sentations de GLtig(Fv), on a les e´galite´s suivantes :
(π1
−→
×π2)∨ ≃ π∨1
←−
×π∨2
(π1
−→
×π2)
−→
×gπ3 = π1
−→
×(π2
−→
×π3)
(π1
←−
×π2)
←−
×gπ3 = π1
←−
×(π2
←−
×π3)
En outre si π1 et π2 sont elliptiques de type πv, il en est de meˆme de π1
−→
×π2 et donc de π1
←−
×π2.
Remarque : Si π1, π2 et π3 sont des repre´sentations elliptiques de type πv on a en outre
π1
−→
×(π2
←−
×π3) = π2
←−
×(π1
−→
×π3)
En effet d’apre`s [17], on sait que π1 × π2 ≃ π2 × π1 si les supports cuspidaux de π1 et π2 sont
disjoints (2).
1.1.5. Proposition-De´finition. — Pour g un diviseur de d = sg et πv une repre´sentation
irre´ductible cuspidale de GLg(Fv), on a pour 1 6 t 6 s :
(2)En fait loc. cit. donne un crite`re plus pre´cis ; dans le cas ou` π1 et π2 sont irre´ductibles, il faut et il suffit que
leurs supports cuspidaux ne soient pas lie´s.
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- [
←−−
t− 1]πv
−→
× [
−−−−−→
s− t− 1]πv (resp. [
−−→
t− 1]πv
−→
× [
←−−−−−
s− t− 1]πv) est de longueur 2 ; on notera
[
←−−
t− 1,
−−→
s− t]πv , (resp. [
−→
t ,
←−−−−−
s− t− 1]πv) son unique sous-espace irre´ductible, et [
←−
t ,
−−−−−→
s− t− 1]πv
(resp. [
−−→
t− 1,
←−−
s− t]πv) son unique quotient irre´ductible ;
- par dualite´ [
←−−
t− 1]πv
←−
× [
−−−−−→
s− t− 1]πv (resp. [
−−→
t− 1]πv
←−
× [
←−−−−−
s− t− 1]πv) est de longueur 2 avec
[
−−−−−→
s− t− 1,
←−
t ]πv (resp. [
←−−
s− t,
−−→
t− 1]πv) pour unique sous-espace irre´ductible et [
−−→
s− t,
←−−
t− 1]πv
(resp. [
←−−−−−
s− t− 1,
−→
t ]πv) pour unique quotient irre´ductible ;
- on notera ⌊π⌋ (resp. ⌈π⌉) l’unique, s’il existe, sous-espace (resp. quotient) irre´ductible de π.
Pour π1 et π2 des repre´sentations irre´ductibles elliptiques de type πv, π1
−→
×π2 et π1
←−
×π2 ont
un unique sous-espace et un unique quotient irre´ductible et on a :
⌊π1
−→
×π2⌋ = ⌈π
∨
2
←−
×π∨1 ⌉
∨ ⌈π1
−→
×π2⌉ = ⌊π
∨
2
←−
×π∨1 ⌋
∨
Pour π3 une troisie`me repre´sentation irre´ductible elliptique de type πv, on a
⌊⌊π1
−→
×π2⌋
−→
×π3⌋ = ⌊π1
−→
×⌊π2
−→
×π3⌋⌋ = ⌊π1
−→
×π2
−→
×π3⌋
⌈⌈π1
−→
×π2⌉
−→
×π3⌉ = ⌈π1
−→
×⌈π2
−→
×π3⌉⌉ = ⌈π1
−→
×π2
−→
×π3⌉
- Soient r > 1 et Γs = (ai, ǫi)16i6r tel que les ai sont des entiers strictement positifs avec
s − 1 = a1 + · · · + ar et ǫi = ±1 ; on notera Γ
s sous la forme (←−a1, · · · ,
−→ar) ou` pour tout i
la fle`che au dessus de ai est
←−ai (resp.
−→ai ) si ǫi = −1 (resp. ǫi = 1). On associe a` Γs un
sous-quotient irre´ductible [Γs] de V (s, πv) que l’on note aussi sous la forme [
←−a1, · · · ,
−→ar ]πv .
On convient par ailleurs des e´galite´s suivantes :
[· · · ,←−a ,
←−
b , · · · ]πv = [· · · ,
←−−−
a+ b, · · · ]πv [· · · ,
−→a ,
−→
b , · · · ]πv = [· · · ,
−−−→
a+ b, · · · ]πv
D’apre`s [17], on obtient alors une bijection, modulo les identifications ci-dessus, entre les
sous-quotients irre´ductibles de V (s, πv) et l’ensemble des [Γ
s] telle que l’on ait les relations
suivantes, ou` ←→c de´signe arbitrairement ←−c ou −→c :
⌊[· · · ,←→a ]πv
−→
× [
←→
b , · · · ]πv⌋ = [· · · ,
←→a ,
−→
1 ,
←→
b , · · · ]πv
⌈[· · · ,←→a ]πv
−→
× [
←→
b , · · · ]πv⌉ = [· · · ,
←→a ,
←−
1 ,
←→
b , · · · ]πv
⌊[· · · ,←→a ]πv
←−
× [
←→
b , · · · ]πv⌋ = [· · · ,
←→
b ,
←−
1 ,←→a , · · · ]πv
⌈[· · · ,←→a ]πv
←−
× [
←→
b , · · · ]πv⌉ = [· · · ,
←→
b ,
−→
1 ,←→a , · · · ]πv
1.1.6 — Dans [17], (←−a1, · · · ,
−→ar) est repre´sente´ sous la forme ◦
1−s
2 ←− ◦ · · · ◦ ←− · · · ◦ → ◦
s−1
2 ou`
les a1 premie`res fle`ches vont dans le sens de la fle`che au dessus de a1, les a2 suivantes dans le sens
de la fle`che au dessus de a2 ... Ainsi graphiquement on a
[Γs11 ]
−→
× [Γs22 ] =
Γ
s1
1︷ ︸︸ ︷
◦ ←− ◦ · · · → ◦ ←→
Γ
s2
2︷ ︸︸ ︷
◦ → ◦ · · · ◦, [Γs11 ]
←−
× [Γs22 ] =
Γ
s2
2︷ ︸︸ ︷
◦ ←− ◦ · · · → ◦ ←→
Γ
s1
1︷ ︸︸ ︷
◦ → ◦ · · · ◦
1.1.7 — Exemples : la repre´sentation cuspidale irre´ductible πv de GLg(Fv) e´tant fixe´, avec nos
notations, on a :
[
←−−−
s− 1]πv = ⌊
s︷ ︸︸ ︷
[
−→
0 ]πv
←−
× · · ·
←−
× [
−→
0 ]πv⌋ = ⌈
s︷ ︸︸ ︷
[
←−
0 ]πv
−→
× · · ·
−→
× [
←−
0 ]πv⌉
[
−−−→
s− 1]πv = ⌊
s︷ ︸︸ ︷
[
←−
0 ]πv
−→
× · · ·
−→
× [
←−
0 ]πv⌋ = ⌈
s︷ ︸︸ ︷
[
−→
0 ]πv
←−
× · · ·
←−
× [
−→
0 ]πv⌉
[
←−−
t− 1,
−−→
s− t]πv = ⌊[
←−−
t− 1]πv
−→
× [
−−−−−→
s− t− 1]πv⌋ = ⌈[
←−−
t− 2]πv
−→
× [
−−→
s− t]πv⌉
= ⌈[
−−−−−→
s− t− 1]πv
←−
× [
←−−
t− 1]πv⌉ = ⌊[
−−→
s− t]πv
←−
× [
←−−
t− 2]πv⌋
Notation : Dans la suite [
←−→
s− 1]πv de´signera une repre´sentation elliptique quelconque de type πv
de GLsg(Fv).
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1.2. Foncteur de Jacquet. — Soit P =MN un parabolique de GLd de Le´vi M et de radical
unipotent N .
1.2.1. De´finition. — Pour π une repre´sentation admissible de GLd(Fv), l’espace des vecteurs
N(Fv)-coinvariants est stable sous l’action de M(Fv) ≃ P (Fv)/N(Fv). On notera JN (π) cette
repre´sentation tordue par δ
−1/2
P .
1.2.2. Lemme. — Soit g un diviseur de d = sg et πv une repre´sentation irre´ductible cuspidale
de GLg(Fv). Pour 1 6 h 6 d, le foncteur de Jacquet ve´rifie les proprie´te´s suivantes :
– si g ne divise pas h, alors
JNoph,d([
←−−−
s− 1]πv ) = JNoph,d([
−−−→
s− 1]πv) = JNh,d([
←−−−
s− 1]πv) = JNh,d([
−−−→
s− 1]πv) = (0)
– si h = tg alors
JNtg,sg ([
←−−−
s− 1]πv) = [
←−−
t− 1]πv((s−t)/2) ⊗ [
←−−−−−
s− t− 1]πv(−t/2)
JNtg,sg ([
−−−→
s− 1]πv) = [
−−→
t− 1]πv((t−s)/2) ⊗ [
−−−−−→
s− t− 1]πv(t/2)
JNoptg,sg ([
←−−−
s− 1]πv) = [
←−−
t− 1]πv((t−s)/2) ⊗ [
←−−−−−
s− t− 1]πv(t/2)
JNoptg,sg ([
−−−→
s− 1]πv) = [
−−→
t− 1]πv((s−t)/2) ⊗ [
−−−−−→
s− t− 1]πv(−t/2)
De´monstration. — soit Γ = (ai, ǫi)16i6r, les re´sultats de´coulent alors des proprie´te´s suivantes que
l’on trouve dans [17] :
- JNopg,2g,··· ,sg ([Γ
s]) est de la forme πv(
1−s
2 +σ(0))⊗· · ·πv(
1−s
2 +σ(s−1)) ou` σ est une permutation
de l’ensemble {0, · · · , s−1} soumise a` la re`gle suivante : soit 1 6 i 6 r avec ǫi = 1 (resp. ǫi = −1) :
pour tout a1+· · ·+ai−1 6 r < r
′ 6 a1+· · ·+ai alors σ
−1(r) < σ−1(r′) (resp. σ−1(r) > σ−1(r′)).(3)
- en ce qui concerne JNg,2g,··· ,sg ([Γ
s]) la re`gle est inverse´e, i.e. σ−1(r) > σ−1(r′) (resp. σ−1(r) <
σ−1(r′)).
2. Rappels des donne´es ge´ome´triques
Soit K une extension finie de Qp, on note OK son anneau des entiers, PK l’ide´al maximal
et κ = OK/PK le corps re´siduel de cardinal q = pf . On notera aussi ̟K une uniformisante.
L’extension maximal non ramifie´e de K sera note´e Knr de comple´te´ Kˆnr, d’anneau des entiers
respectifs OKnr et OKˆnr .
2.1. De´finitions. — - Soit Art−1K : WK −→ K
× le morphisme de la the´orie du corps de classe
qui envoie les frobenius ge´ome´triques Fr du groupe de Weil WK de K sur les uniformisantes, i.e.
val(Art−1K (Fr)) = −1. Pour c ∈WK , on notera deg(c) := val(Art
−1(c)).
- E´tant donne´s une repre´sentation σ (resp. π) de WK (resp. de GLd(K)) et un entier r, on
notera σ(r) (resp. π(r)) la repre´sentation σ ⊗ |Art−1K |
r (resp. π ⊗ | det |r).
2.1. Le mode`le local de Deligne-Carayol. — On conside`re dans la suite la de´finition restric-
tive suivante de OK -module de Barsotti-Tate, cf. par exemple [6] II.1.
2.1.1. De´finition. — Soit S un OK-sche´ma dans lequel p est localement nilpotent. Un OK-
module de Barsotti-Tate sur S, est un groupe de Barsotti-Tate H/S muni d’une injection i :
OK →֒ End(H) ve´rifiant la proprie´te´ suivante. L’alge`bre de Lie de H , Lie(H), est un faisceau
localement libre sur S muni de deux actions de OK de´finies soit par i soit par le morphisme
structural OK → OS ; on demande alors que ces deux actions coincident et que Lie(H) soit de
dimension 1.
(3)Autrement dit σ est compatible aux orientations des fle`ches.
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2.1.2 — On rappelle alors les proprie´te´s suivantes issues de la conjonction des proprie´te´s ge´ne´rales
sur les groupes de Barsotti-Tate et de la the´orie des modules elliptiques de Drinfeld :
– pour tout d > 1, il existe un unique OK-module de Barsotti-Tate formel ΣK,d sur κ de
hauteur d caracte´rise´ par les proprie´te´s suivantes sur une loi de groupe F et sa structure de
OK-module x ∈ OK 7→ ϕx(X) ∈ κ[[X ]] : F (X,Y ) ≡ X + Y mod(X,Y )q
d
, ϕ̟K (X) = X
qd et
ϕ{a}(X) ≡ aXmodX
qd , pour tout a ∈ κ ou` {a} ∈ OK de´signe le repre´sentant de Teichmuller
de a.
– tout OK-module de Barsotti-Tate sur κ est de la forme ΣK,g × (K/OK)h.
2.1.3. Proposition. — (cf. [6]) Soit S un sche´ma localement noethe´rien sur lequel p est locale-
ment nilpotent et soit H/S un OK-module de Barsotti-Tate. Alors pour tout h > 0, il existe un
sous-sche´ma ferme´ re´duit S[h] de S tel que :
– S[h−1] ⊂ S[h] et la codimension de toute composante de S[h−1] dans S[h] est au plus 1 ;
– pour tout point ge´ome´trique s de S, s appartient a` S[h] si et seulement si ♯H [p](κsep(s)) 6
p[K:Qp]h;
– sur S(h) := S[h] − S[h−1], on a une suite exacte courte de OK-modules de Barsotti-Tate
0→ H0 −→ H −→ Het → 0 ou` H0 est formel et Het est ind-e´tale de hauteur h.
2.1.4. De´finition. — Soit C la cate´gorie des OK-alge`bres locales, artiniennes, de corps re´siduel
κ. Pour un objet R de C, une de´formation sur R d’un OK-module de Barsotti-Tate H0/κ est un
couple (H, f) ou` H est un OK -module de Barsotti-Tate sur R et f : H0
∼
−→H ×R κ.
2.1.5. Proposition. — (cf. [4]) Le foncteur qui a` un objet R de C associe l’ensemble des classes
d’isomorphismes des de´formations sur R de ΣK,d est pro-repre´sentable par un anneau local complet
noethe´rien RK,d de corps re´siduel κ. En outre il existe un isomorphisme
RK,d ≃ OKˆnr [[T1, · · · , Td−1]]
tel que la de´formation universelle (Σ˜K,d, f˜) sur RK,d est caracte´rise´e par les proprie´te´s suivantes
sur une loi de groupe formel F et sa structure de OK-module x 7→ ϕx :
– F (X,Y ) ≡ X + Y mod(X,Y )q ;
– ϕ̟K (X) ≡ ̟Ku0X+T1u1X
q+ · · ·+Td−1ud−1Xq
d−1
+udX
qd , ou` u1, · · · , ud sont des unite´s
de OKˆnr [[T1, · · · , Td−1]][[X ]]
×, cf. [13] p106 ;
– ϕ{a}(X) ≡ aXmodX
2 pour tout a ∈ κ.
2.1.6. De´finition. — Une structure de niveau n sur un OK-module de Barsotti-Tate H/S de
hauteur constante h sur un sche´ma S, est un morphisme de OK-modules :
ιn : (P
−n
K /OK)
d −→ H [PnK ](S)
tel que {ιn(x) : x ∈ (P
−n
K /OK)
d} soit un syste`me complet de section de la PnK-torsion de H/S.
2.1.7. Proposition. — (cf. [6]) Soit H/S un OK-module de Barsotti-Tate de hauteur constante
h sur S connexe et tel que l’on ait une suite exacte courte de OK-module de Barsotti-Tate :
0→ H0 −→ H −→ Het → 0
avec H0 formel et Het ind-e´tale. Un morphisme ιm : (P
−m
K /OK)
h −→ H [PmK ](S) est alors une
structure de niveau de Drinfeld si et seulement s’il existe un facteur direct M de (P−mK /OK)
h tel
que :
– ιm,|M :M −→ H
0[PmK ](S) est une structure de niveau de Drinfeld ;
– ιm induit un isomorphisme de S-sche´mas en groupes ι
et
m : ((P
−m
K /OK)
h / M)S −→ Het[PmK ].
2.1.8. Proposition. — (cf. [4]) Le foncteur qui a` un objet R de C associe l’ensemble des classes
d’isomorphismes des de´formations sur R de ΣK,d munies d’une structure de niveau n est pro-
repre´sentable par un anneau local complet, noethe´rien, re´gulier RK,d,n de corps re´siduel κ tel que,
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en notant ι˜n la structure de niveau universelle sur RK,d,n, e1, · · · , ed la base canonique du OK/PnK-
module (P−nK /OK)
d, et X un parame`tre de Σ˜K,d/RK,d, alors les X(ι˜n(ei)) forment un syste`me de
parame`tres locaux de RK,d,n.
2.1.9. De´finition. — Soit ΨiK,l,d,n le Ql-espace vectoriel de dimension finie associe´, via la the´orie
des cycles e´vanescents de Berkovich, au morphisme structural Spf RK,d,n −→ Spf OˆnrK .
2.1.10 — Cet espace vectoriel est muni entre autre d’une action de GLd(OK) qui se factorise par
le morphisme surjectif naturel GLd(OK) −→ GLd(OK/MnK) et on pose Ψ
i
K,l,d = lim−→
n
ΨiK,l,d,n de
sorte que pour Kn := Ker(GLd(OK) −→ GLd(OK/PnK)), Ψ
i
K,l,d,n = (Ψ
i
K,l,d)
Kn . On introduit le
groupe NK (resp. N ′K) de´fini comme le noyau de
(g, δ, c) ∈ GLd(K)×D
×
K,d ×WK 7→ val(det(g
−1)rn(δ)Art−1K (c)) ∈ Z
(resp. compose´ avec la projection canonique Z −→ Z/dZ), ou` DK,d est l’alge`bre a` division centrale
sur K d’invariant 1/d et d’ordre maximal DK,d.
2.1.11 — Pour ξ un caracte`re d’ordre fini de K×, on note ΨiK,l,d,ξ la ξ
′-composante isotypique ou`
ξ′ est la restriction de ξ a` O×K . Ainsi Ψ
i
K,l,d,ξ (resp. Ψ
i
K,l,d) est muni d’une action de N
′
K (resp. de
NK).
2.1.12 — Dans la de´finition de RK,d,n, il est agre´able de conside´rer plutoˆt les de´formations par
quasi-isoge´nies ce qui donne un sche´ma formel Spf RK,d,n,Z ≃
∐
Z Spf RK,d,n de sorte que la
construction pre´ce´dente fourni des Ql-espaces vectoriels U
i
K,l,d,n ≃ (U
i
K,l,d)
Kn ou`
U iK,l,d,ξ ≃ Ind
GLd(K)×D
×
K,d
×WK
NK
ΨiK,l,d,ξ
est une repre´sentation de GLd(K)×D
×
K,d ×WK .
Pour toute repre´sentation admissible irre´ductible τ de D×K,d de caracte`re central ξ, la
re´ciprocite´ de Frobenius donne que la composante isotypique U iK,l,d,ξ(τv) est isomorphe a`
HomD×K,d
(res
D×K,d
D×K,d
τ,ΨiK,l,d,ξ−1) ou` l’action de (g
c, σ) est donne´e par celle de (g, δ, σ) ∈ N ′K pour
δ ∈ D×K,d quelconque.
2.2. Varie´te´s de Shimura simples et syste`mes locaux. — Commenc¸ons par introduire les
varie´te´s de Shimura simples associe´es a` des groupes unitaires telles qu’elles sont de´finies dans [6].
2.2.1 — Soit tout d’abord une donne´e de type PEL (F,B, ∗, V,<,>) de´finie comme suit :
– soit E une extension quadratique imaginaire pure de Q dans laquelle p se de´compose en u et
uc ou` c ∈ Gal(E/Q) de´signe la conjugaison complexe. Soit alors F+ une extension totalement
re´elle de Q de degre´ e dont on fixe un plongement τ : F+ →֒ R. On pose alors F = F+E
et on note v = v1, · · · , vr les places de F au dessus de u ; Fv de´signe alors le comple´te´ du
localise´ en v de F , d’anneau des entiers Ov et de corps re´siduel κ(v) ≃ κq avec q = pf1 .
– B est une alge`bre a` division centrale sur F de dimension d2 telle que :
– dimF B = d
2 ;
– son alge`bre oppose´e Bop est isomorphe a` B ⊗E,c E ; soit alors une involution positive
de seconde espe`ce ∗ sur B, i.e. ∗ : B −→ Bop est telle que ∗|E = c et Tr (xx
∗) > 0 pour
tout x ∈ B.
– a` toute place x de F , Bx est soit de´compose´e soit une alge`bre a` division ;
– B est de´compose´e en v ;
– si d est pair alors le nombre de places de F+ au dessus desquelles B est ramifie´e est
congru a` 1 + d2 [F
+/Q] mod2.
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– V est le B ⊗Bop-module sous-jacent a` B. Un accouplement alterne´ (, ) : V × V −→ Q (resp.
(V ⊗ A∞)× (V ⊗ A∞) −→ A∞) ∗-hermitien pour l’action de B sur V est de la forme
(x1, x2)β = Tr B/Q(x1βx
∗
2)
pour β ∈ B∗=−1 (resp. B∗=−1 ⊗ A∞). On de´finit alors une involution de seconde espe`ce ♯β
sur B (resp. B ⊗ A∞) de´finie par
((b1 ⊗ b2)x, y) = (x, (b
∗
1 ⊗ b
♯
2)y)
et on note Gβ/Q (resp. Gβ/A∞) le groupe alge´brique dont les R-points, pour toute Q-alge`bre
(resp. A∞-alge`bre) R est l’ensemble des paires
(λ, g) ∈ R× × (Bop ⊗R)×
telles que gg♯β = λ. On note alors Gβ,1 le noyau du morphisme ν : Gβ −→ Gm qui envoie
(λ, g) sur λ.
2.2.2 — Pour i = 1, · · · , r, on pose Λi = OBvi ⊂ Vvi et on note Λ
∨
i son dual dans Vvci de sorte que
Λ =
⊕r
i=1 Λi ⊕
⊕r
i=1 Λ
∨
i ⊂ V ⊗QQp est un Zp-re´seau de V ⊗QQp sur lequel l’accouplement de V
se restreint en un Zp-accouplement. En outre comme Bv ≃Md(Fv), en notant ǫ1 l’idempotent de
Bv associe´ au premier vecteur de la base canonique, on a Λ1,1 := ǫ1Λ1 ≃ (O
∨
v )
d.
2.2.3 — Hypothe`se supple´mentaire : soit σ : F+ →֒ R, on choisit alors, ce qui est possible, β tel
que
G1,σ(R) =
{
U(1, d− 1) si σ = τ
U(0, d) si σ 6= τ
2.2.4 — A τ est associe´ une extension
(, )τ : (V ⊗ A)× (V ⊗ A) −→ A
ayant pour invariants (1, d−1) en τ et (0, d) a` toutes les autres places infinies. On note Gτ le groupe
des similitudes associe´ qui ne de´pend que de τ et pas du choix de β bien qu’il y ait ♯Ker1(Q, Gτ )
choix possibles ou` Ker1(Q, Gτ ) de´signe le sous-ensemble de H1(Q, Gτ ) constitue´ des e´le´ments qui
deviennent triviaux dans H1(Qp′ , Gτ ) pour toute place p′ de Q.
2.2.5. Remarque. — - On notera que si d est pair alors Ker1(Q, Gτ ) est nul tandis que pour d
impair on a
Ker1(Q, Gτ ) = Ker
(
(F+)×/Q×NF/F+(F
×) −→ A×F+/A
×NF+/F (A
×
F )
)
Par ailleurs, cf. [11] §7, pour d impair l’application Ker1(Q, ZGτ ) −→ Ker
1(Q, Gτ ) est bijective
de sorte que toutes les formes inte´rieures de Gτ isomorphes a` Gτ partout localement, sont en fait
isomorphes a` G.
- On a Gτ (Qp) = G(Qp) ≃ (Qp)× ×
∏r
i=1(B
op
vi )
× et le stabilisateur de Λ ⊂ V ⊗Q Qp est alors
sous cet isomorphisme, identifie´ a` Z×p ×
∏r
i=1O
×
Bvi
.
2.2.6 — Soit Up un sous-groupe compact de G(A∞,p) et m = (m1, · · · ,mr) ∈ Zr>0. On pose
Up(m) = Up × Z×p ×
r∏
i=1
Ker(O×Bvi
−→ (OBvi /v
mi
i )
×)
On conside`re alors XUp(m) le foncteur de la cate´gorie des paires (S, s) ou` S est un Oo-sche´ma con-
nexe localement noethe´rien et s est un point ge´ome´trique de S, tel que XUp(m)(S, s) est l’ensemble
des classes d’e´quivalence des (r + 4)-uplets (A, λ, i, µp, ι1,m1 , · · · , ιr,mr ) ou` :
– A est une varie´te´ abe´lienne sur S de dimension ed2 ;
– λ : A −→ A∨ est une polarisation ;
– i : B →֒ End(A) ⊗Z Q est telle que (A, i) est compatible au sens de [6] lemme IV.1.2 p94 et
λ ◦ i(b∗) = i(b)∨ ◦ λ pour tout b ∈ B ;
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– µp est une Up-orbite π1(S, s)-invariante d’isomorphismes de B ⊗ A∞,p-modules µp : V ⊗Q
A∞,p −→ V pAs qui envoie l’accouplement <,> de V ⊗Q A∞,p sur un (A∞,p)×-multiple de
l’accouplement de Weil associe´ a` λ ;
– ι1,m1 : v
−m1
1 Λ1,1/Λ1,1 −→ ǫ1A[v
m1
1 ](S) est une structure de niveau de Drinfeld ;
– pour tout i = 2, · · · , r, ιi,mi : (v
−mi
i Λi/Λi)S −→ A[v
mi
i ] est un isomorphisme de S-sche´mas
munis d’une action de OB.
Deux (r+4)-uplets (A, λ, i, µ, ιi,mi) et (A
′, λ′, i′, µ′, ι′i,mi) sont e´quivalents s’il existe une isoge´nie
β : A −→ A′ qui envoie λ sur un Q×-multiple de λ′, i sur i′, µ sur µ′ et ιi,mi sur ι
′
i,mi
.
2.2.7 — Remarque : Si s′ est un autre point ge´ome´trique de S alorsXUp(m)(S, s) est canoniquement
en bijection avecXU (S, s
′) de sorte que l’on peut conside´rer XUp(m) comme un foncteur sur les Ov-
sche´mas localement noethe´rien en posant XUp(m)(
∐
i Si) =
∏
i XUp(m)(Si) ou` les Si sont connexes.
2.2.8. Proposition. — Si Up est suffisamment petit(4), alors XUp(m) est repre´sente´ par un
sche´ma projectif sur SpecOv que l’on notera XUp(m) et que l’on appelle la varie´te´ de Shimura
de niveau U .
Remarque : Soit h : C −→ EndB(V )R le morphisme d’alge`bres a` involutions ou` EndB(V ) est
munie de l’adjonction par rapport a` la forme symplectique <,> et C de la conjugaison complexe,
de´finit par h(z) := (z, z, · · · , z) × (z, · · · , z) × · · · × (z, · · · , z) ∈ G1,R. On note X la classe de
Gτ (R)-conjugaison de h de sorte que X s’identifie a` l’espace syme´trique hermitien Gτ (R)/K∞ ou`
K∞, un sous-groupe compact maximal modulo le centre de Gτ (R), est le centralisateur dans le
groupe de Lie Gτ (R). La varie´te´ de Shimura XUp(m) n’est pas en ge´ne´ral associe´e a` la donne´e de
Shimura (G,X), on a en fait la de´composition suivante de´finie sur F , cf. [11] §8 :
XUp(m) =
∐
Ker1(Q,G)
ShUp(m)(G
′, X)
ou` G′ parcourt les formes inte´rieures de Gτ isomorphes a` Gτ partout localement et ou`
ShUp(m)(G
′, X) de´signe le mode`le canonique sur F de la varie´te´ de Shimura associe´e a` la donne´e
de Shimura (G′, X). Ainsi d’apre`s le remarque (2.2.5), on a XUp(m) = ShUp(m)(Gτ , X)
Ker1(Q,Gτ ).
Proprie´te´ 1 : quand U varie, les XUp(m) forment un syste`me projectif de sche´mas projectif sur
Ov dont les morphismes de transition sont finis et plats : quand m1 = m′1 ils sont en plus e´tales.
Proprie´te´ 2 : le syste`me projectif (XUp(m))Up,m est naturellement muni d’une action de G(A∞).
2.2.9 — Soit Up un sous-groupe compact suffisamment petit de G(A∞,p). On note XUp,m la fibre
spe´ciale de XUp(m) et soit A la varie´te´ abe´lienne universelle sur XU naturellement munie d’une
action de OB ce qui donne donc une action de OB,p sur A[p∞] qui se de´compose alors sous la
forme
A[p∞] =
r∏
i=1
A[v∞i ]×
r∏
i=1
A[vc∞i ]
Ainsi G := ǫA[v∞] est un Ov-module de Barsotti-Tate compatible de dimension 1 et de hauteur d
sur XUp,m et les groupes de Barsotti-Tate A[v∞i ] sont ind-e´tales pour i > 1.
2.2.10. De´finition. — Pour tout 0 6 h 6 d− 1, on note X
[h]
Up,m et X
(h)
Up,m les strates respective-
ment ferme´es et ouvertes de XUp,m associe´es au Ov-module de Barsotti-Tate G/XUp,m, comme
dans la proposition (2.1.3).
Proprie´te´ 3 : pour tout 0 6 h 6 d− 1, la strate X
[h]
Up,m est de pure dimension h et munie d’une
action de G(A∞). Dans le cas de bonne re´duction, i.e. m1 = 0, elle est en outre lisse.
(4)s’il existe un premier x de Q tel que l’image de Up dans G(Qx) ne contient aucun e´le´ment non trivial d’ordre fini
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2.2.11 — Pour tout point ge´ome´trique x de X
(h)
Up,m, soit Mx le noyau de l’application
(ι1,m1)x : v
−m1Λ1,1/Λ1,1 −→ Gx[v
m1 ](κ(x)) ≃ Getx [v
m1 ](κ(x))
Pour tout x, Mx est un facteur direct de rang d−h de v−m1Λ1,1/Λ1,1 sur Ov/vm1 . De plus quand
x varie, les Mx se recollent en un faisceau localement constantM sur X
(h)
Up,m. On obtient ainsi une
de´composition de X
(h)
Up,m indexe´e par les facteurs directsM de v
−m1Λ1,1/Λ1,1, libres de rang d−h
en tant que Ov/vm1-modules : X
(h)
Up,m =
∐
M X
(h)
Up,m,M ou` pour tout point ferme´ x de X
(h)
Up,m,M
on ait Mx =M .
2.2.12. Lemme. — Supposons m1 = 0 et m
′
i = mi pour i > 1 alors X
(h)
Up,m′,M −→ X
(h)
Up,m est
fini et plat.
2.2.13. De´finition. — Soit M ⊂ Λ1,1 un Ov-sous-module libre de rand d− h et facteur direct.
Soit PM ⊂ Aut(Λ1,1) le sous-groupe parabolique maximal qui stabilise M . On pose alors
GM (A∞) = G(A∞,p)×Q×p × PM (Fv)×
r∏
i=2
(Bopvi )
×
et on note X
(h)
Up,m,M := X
(h)
Up,m,v−m1M/M . Par ailleurs on associe a` M un e´le´ment gM ∈
GLd(Fv)/Pd−h,d(Fv) tel que pour tout rele`vement gM de ce dernier, M soit l’image par gM de
l’espace engendre´ par les d− h premiers vecteurs de la base canonique.
Proprie´te´ 4 : pour M fixe´, le syste`me projectif des X
(h)
Up,m,M admet une action de GM (A
∞) de
sorte que X
(h)
Up,m muni de son action de G(A
∞) est ge´ome´triquement induit a` partir de X
(h)
Up,m,M :
X
(h)
Up,m ≃ X
(h)
Up,m,M ×PM (Ov/vm1) GLd(Ov/v
m1)
2.2.14. De´finitions. — - Pour tout h, on notera Mh le facteur direct de Λ1,1 libre de rang d−h
associe´ au d− h-premiers vecteurs de la base canonique et G(h)(A∞) le groupe GMh (A
∞).
- On notera X
[h]
Up,m,M l’adhe´rence de X
(h)
Up,m,M dans X
[h]
Up,m.
Remarque : On peut montrer que X
[h]
Up,m,M est lisse.
Proprie´te´ 5 : pour ξ une repre´sentation de dimension finie de G sur un Ql-espace vectoriel, il
existe pour tout Up suffisamment petit, un syste`me local Lξ sur les XUp,m.
2.2.15 — Dans [6], les auteurs de´finissent les varie´te´s d’Igusa de premie`re espe`ce ainsi qu’un
isomorphisme de celles-ci vers X
(h)
Up,m,M pour tout M . Ces varie´te´s sont munies d’une action de
G+M (A
∞) qui agit via le quotient G+M (A
∞) −→ G(A∞,p)×Q×p × (Z×GLh(Fv))
+ ×
∏r
i=2(B
op
vi )
×
ou` (Z × GLh(Fv))+ de´signe le sous-semi-groupe de Z × GLh(Fv) forme´ des e´le´ments (c, g) tels
que ̟
⌊−c/(n−h)⌋
o g ∈ GLh(Ov) qui est induit par la surjection PM (Fv) −→ Z × GLh(Fv) qui a`
gv = gM (g
0
v, g
et
v )g
−1
M associe (v(det g
0
v), g
et
v ).
Proprie´te´ 6 : via la notion de varie´te´ d’Igusa de seconde espe`ce, on peut de´finir des syste`mes
locaux Fρv ,M sur les X
(h)
Up,m,M associe´s a` une repre´sentation irre´ductible admissible ρv des in-
versibles D×v,d−h de l’alge`bre a` division Dv,d−h de centre Fv et d’invariant 1/(d−h). Tout e´le´ment
(gp, gp,0, c, g
et
o , goi , δ) de G(A
∞,p)×Q×p ×(Z×GLh(Fv))
+×
∏r
i=2(B
op
vi )
××(D×v,d−h/D
×
v,d−h) de´finit
naturellement un morphisme
(gp, gp,0, c, g
et
v , gvi , δ) : (g
p, gp,0, c, g
et
v , gvi , δ)
∗(Fρ,M ⊗ Lξ) −→ Fρ,M ⊗ Lξ
2.2.16. De´finition. — Soit H0/Q le groupe alge´brique forme inte´rieure de Gτ telle que H0(R)
est compact, H0,v ≃ D
×
v,d et H0(A
∞) ≃ G(0)(A∞).
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Proprie´te´ 7 : l’ensemble des points supersinguliers X
(0)
Up,m de XUp,m est un sous-sche´ma de
dimension nulle, constitue´ de ♯Ker1(Q, H0) classes d’isoge´nies tel que chaque classe d’isoge´nie
X
(0)
Up,m(Fq)i pour i ∈ Ker
1(Q, H0) est isomorphe, en tant que G(0)(A∞) := G(A∞,p) × D×v,d ×∏r
i=2(B
op
vi )
×-ensemble, a` (cf. [6] lemme V.1.2 p.153) :
H0(Q)\G(0)(A∞)/(D×v,d × U
p(m))
En outre l’action de cv ∈ Wv sur cet ensemble est donne´e par la translation de deg(cv) sur
la composante Z ≃ D×v,d/D
×
v,d qui envoie 1 sur une uniformisante Πv,d de Dv,d. L’action d’un
e´le´ment g∞ ∈ G(0)(A∞) est donne´e par la correspondance
H0(Q)\[
G(0)(A∞,v)
Up,v1 (m
′)
× Z]
c1uukkkk
kkk
kkk
kkk
kk
c2
))SSS
SSS
SSS
SSS
SSS
H0(Q)\[
G(0)(A∞,v)
Up,v2 (m)
× Z] H0(Q)\[
G(0)(A∞,v)
Up,v2 (m)
× Z]
ou` Up1 (m
′) est tel que Up,v1 (m
′) ⊂ Up,v2 (m) ∩ (g
∞,v)−1Up,v2 (m)g
∞,v, avec c1 (resp. c2) induit par
l’inclusion Up,v1 (m
′) ⊂ Up,v2 (m) (resp. par la translation a` gauche de g
∞,v sur G(0)(A∞,v)) et la
translation de val(det(gv)) sur la composante Z.
Remarque : D’apre`s [10], on a une bijection canonique f : Ker1(Q, Gτ ) −→ Ker
1(Q, H0) de sorte
que dans la de´composition sur Ov XUp(m) =
∐
Ker1(Q,Gτ )
ShUp(m)(G,X) l’ensemble des points
supersinguliers de la composante ShUp(m)(G,X) indexe´e par i ∈ Ker
1(Q, Gτ ) correspond a` la
classe d’isoge´nie des points supersinguliers de XUp(m) associe´e a` f(i) ∈ Ker
1(Q, H0).
2.2.17. De´finition. — Pour tout diviseur g de d = sg et toute repre´sentation irre´ductible cus-
pidale πv de GLg(Fv), on notera F(g, s, πv) le faisceau concentre´ aux points supersinguliers dont
la restriction a` toute classe d’isoge´nie i ∈ Ker1(Q, H0) est
H0(Q)\[(G(0)(A∞,v)/Up,v(m))× (Z× JL
−1([
←−−−
s− 1]πv ))]

X
(0)
Up,m(Fq)i = H0(Q)\[(G
(0)(A∞,v)/Up,v(m))× Z]
ou` l’action diagonale de H0 est donne´e par translation a` droite sur G
(0)(A∞,v) = H0(A∞,v), par
translation de valeur val rn(.) sur Z et par l’action naturelle sur JL−1([
←−−−
s− 1]πv).
2.2.18. De´finition. — Pour tout 0 6 h < d, on notera
G(h)(A∞) := G(A∞,p)×Q×p ×D
×
v,d−h ×GLh(Fv)×
r∏
i=2
(Bopvi )
×
3. Rappels des proprie´te´s cohomologiques
3.0.1. De´finition. — Soit τ une repre´sentation irre´ductible de D×K,h, sa restriction a` D
×
K,h est
une somme de repre´sentations irre´ductibles ρ1 ⊕ · · · ⊕ ρeτ et on notera eτ le nombre de celles ci.
E´tant donne´e une repre´sentation irre´ductible ρ deD×K,h, soient alors τ et τ
′ des sous-repre´sentations
irre´ductibles de l’induite de D×K,h a` D
×
K,h de ρ : d’apre`s la re´ciprocite´ de Frobenius, ce sont
exactement celles telles que leur restriction a` D×K,h contienne ρ. On en de´duit alors que τ et τ
′
sont inertiellement e´quivalentes, i.e. τ ′ ≃ τ ⊗ χ avec χ : δ 7→ xval(det δ) pour x ∈ Q
×
l . On note Ch
l’ensemble des classes d’e´quivalences inertielles des repre´sentations admissibles et irre´ductibles du
groupeD×K,h. De la meˆme fac¸on, deux repre´sentations π et π
′ de GLg(K) seront dites inertiellement
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e´quivalentes, s’il existe un caracte`re ξ : Z −→ Q×l tel que π ≃ π
′ ◦ ξ ◦ val ◦ det et on notera Cuspg
l’ensemble des classes d’e´quivalence inertielle des repre´sentations cuspidales de GLg(K) ainsi que
eπ le cardinal de la classe d’e´quivalence inertielle de π.
3.0.2. De´finition. — Soit σ une repre´sentation irre´ductible de WK . Une repre´sentation de IK
sera dite σ-isotypique, si ses sous-repre´sentations irre´ductibles sont aussi des sous-repre´sentations
irre´ductibles de la restriction a` IK de σ.
Remarque : Si une repre´sentation de IK est σ-isotypique et σ
′-isotypique alors σ et σ′ sont iner-
tiellement e´quivalentes.
3.0.3. Lemme. — Pour tout entier g et toute repre´sentation irre´ductible cuspidale π de GLg(K),
e
JL−1([
←−−
s−1]pi)
= eπ.
De´monstration. — On rappelle que l’entier en question correspond au nombre de caracte`res χ de
Z tels que τ ≃ τ ⊗χ ◦ val ◦ det en notant τ = JL−1([
←−−−
s− 1]π) ; par Jacquet-Langlands c’est aussi le
nombre de caracte`res χ de Z tels que [
←−−−
s− 1]π ≃ [
←−−−
s− 1]π ⊗ (χ ◦ val ◦ det) ≃ [
←−−−
s− 1]π⊗(χ◦val ◦ det) et
donc au nombre de caracte`res ξ tels que π ≃ π ⊗ ξ ◦ val ◦ det, d’ou` le re´sultat.
3.1. Sur le mode`le local. — Soit τ une repre´sentation admissible irre´ductible de D×K,h. L’es-
pace que l’on souhaite e´tudier est le (GLh(K)×WK)-module
HomD×K,h
(τ,U iK,l,h) = U
i
K,l,h(τ) ≃ Ψ
i
K,l,h(τ) := HomD×K,h
(τ,ΨiK,l,h)
3.1.1 — Pour tout τ , on a un morphisme naturel de NK-modules : U iK,l,h(τ) ⊗ τ −→ Ψ
i
K,l,h qui
envoie f ⊗ v sur f(v). On note ΨiK,l,h[τ ] l’image de ce morphisme et soit Ψ
i
K,l,h,m[τ ] la pre´image
de ΨiK,l,h[τ ] dans Ψ
i
K,l,h,m. Le sous-module Ψ
i
K,l,h[τ ] ne de´pend que de la classe d’e´quivalence
inertielle de τ . Le groupeD×K,h e´tant compact, on a Ψ
i
K,l,h =
⊕
τ∈Ch
ΨiK,l,h[τ ]. Soit ∆τ un ensemble
d’e´le´ments de D×K,h tel que les congruences des val(det δ) pour δ ∈ ∆τ forment un syste`me de
repre´sentants de Z/eτZ. L’application
U iK,l,h(τ) ⊗ τ −→
⊕
δ∈∆τ
ΨiK,l,h[τ ]
δ
f ⊗ v 7→ (f(δ−1v))δ
ou` ΨiK,l,h[τ ]
δ est l’espace ΨiK,l,h[τ ] muni de la structure de NK-module ou` (g, ν, c) agit via
(g, δ−1νδ, c), est un isomorphisme de NK-modules.
3.1.2. The´ore`me. — (cf. [6]) Pour toute repre´sentation irre´ductible cuspidale π de GLd(K),
U iK,l,d(JL
−1(π)∨) est nul pour i 6= d− 1 et
Ud−1K,l,d(JL
−1(π)∨) ≃ π ⊗ rec∨K(π)(−
d− 1
2
)
3.1.3. The´ore`me. — (cf. [6] the´ore`me VII.1.5) Pour tout diviseur g de d = sg et toute
repre´sentation irre´ductible cuspidale π de GLg(K), on a
d−1∑
i=0
(−1)i[Ud−1−iK,l,d (JL
−1(Sps(π)
∨))] =
s∑
i=1
(−1)i[
←−−−−−
s− 1− i,
−→
i ]π ⊗ rec
∨
K(π)(−
d+ s− 2− 2i
2
)
18 BOYER PASCAL
3.2. Sur les syste`mes locaux d’Harris-Taylor. — Dans la suite nous ne conside´rerons plus
les sche´mas sur Fq, XUp,m, X
(h)
U,m... mais plutoˆt les Fq-sche´mas XUp,m ×Fq Fq, X
(h)
U,m ×Fq Fq...
Afin de ne pas alourdir encore plus les e´nonce´s, nous garderons les meˆmes notations, par exemple
XUp,m de´signera ce que l’on devrait noter XUp,m ×Fq Fq.
3.2.1. De´finition. — Pour τv une repre´sentation irre´ductible admissible de D
×
v,h, on note
Fτv,Up(m),1 le faisceau sur X
(d−h)
Up,m,Md−h
note´ pre´ce´demment Fτv,Up(m),Md−h et on de´finit :
Fτv,Up(m) := Fτv,Up(m),1 ×Ph,d(Ov/vm1 ) GLd(Ov/v
m1)
le faisceau induit sur toute la strate X
(d−h)
Up,m .
3.2.2 — Les syste`mes locaux Fτv = (Fτv,Up(m))Up(m) d’Harris-Taylor sont tels que la restriction
a` X
(d−h)
Up,m,Md−h du i-e`me faisceau des cycles e´vanescents R
iΨv ve´rifie
(RiΨv)
h
|X
(d−h)
Up,m,Md−h
≃
⊕
τv∈Ch
(Fτv ,Up(m),1 ⊗ U
i
Fv ,l,h,m1(τv))
h/eτv , (3.2.4)
ou` l’action d’un e´le´ment (g∞,p, gp,0, g
0
v, g
et
v , gvi , cv) de G(A
∞,p)×Q×p ×(GLn−h(Fv)×GLh(Fv))
+×∏r
i=2(B
op
vi )
× ×Wv est donne´e par l’action naturelle de
(g∞,p, gp,0p
−f1v(cv), v(det g0v)−v(cv), g
et
v , gvi) ∈ G(A
∞,p)×Q×p × (Z×GLh(Fv))
+×
r∏
i=2
(Bopvi )
×
sur le syste`me Fτv au dessus de X
(d−h)
Up,m,Md−h , et par celle de (g
0
v, cv) sur la tour des U
i
Fv ,l,h,m1
(τv).
L’isomorphisme (3.2.4) implique alors la proposition suivante.
3.2.3. Proposition. — Pour tout i, j, on a un isomorphisme canonique
Hjc (X
(d−h)
Up,m,Md−h , R
iΨv⊗Lξ)
h ≃
⊕
τv∈Ch
(Hjc (X
(d−h)
Up,m,Md−h ,Fτv,Up(m),1⊗Lξ)⊗U
i
Fv,l,h,m1(τv))
h/eτv
tel que l’action de G(A∞,p) × Q×p × (GLd−h(Fv) × GLh(Fv))
+ ×
∏r
i=2(B
op
vi )
× × Wv se pro-
longe a` G(A∞,p) × Q×p × GLd−h(Fv) × GLh(Fv) ×
∏r
i=2(B
op
vi )
× × Wv de sorte que l’action de
(g∞,p, gp,0, g
0
v, g
et
v , gvi , cv) sur la limite inductive, indexe´e par U
p(m), du membre de gauche, in-
duit l’action de (g∞,p, gp,0p
−f1v(cv), v(det(g0v)− v(cv), g
et
v , gvi)× (g
0
v, cv) sur la limite inductive du
membre de droite.
Dans la suite on couplera la proposition pre´ce´dente avec la suivante.
3.2.4. Proposition. — Soient 1 6 tg < d, πv une repre´sentation irre´ductible cuspidale de
GLg(Fv) et Πt une repre´sentation de GLtg(Fv). Pour 1 6 i 6 t et pour tout j,
lim
→
Up(m)
Hjc (X
(d−tg)
Up,m,Md−tg
,FJL−1(Spt(πv)∨),Up(m),1 ⊗ Lξ)⊗Πt ⊗ rec
∨
Fv (πv)
est naturellement muni d’une action de G(A∞,p)×Q×p ×GLd−tg(Fv)×GLtg(Fv)×
∏r
i=2(B
op
vi )
××Wv
telle que (g∞,p, gp,0, g
0
v, g
et
v , gvi , cv) y agisse via l’action naturelle de
(g∞,p, gp,0p
−f1v(cv), v(det(g0v)− v(cv), g
et
v , gvi)
sur lim
→
Up(m)
Hjc (X
(d−tg)
Up,m ,FJL−1(Spt(πv)∨),Up(m) ⊗ Lξ) et celle de (g
0
v, cv) sur Πt ⊗ rec
∨
Fv
(πv).
Ainsi l’espace induit associe´
lim
→
Up(m)
Hjc (X
(d−tg)
Up,m ,FJL−1(Spt(πv)∨),Up(m) ⊗ Lξ)⊗Πt ⊗ rec
∨
Fv (πv)
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en tant que repre´sentation de GLd(Fv)×Wv est de la forme⊕
χ
(Ind
GLd(Fv)
Ptg,d(Fv)
Πt ◦ χ(val(det))⊗ πχ)⊗ rec
∨
Fv (πv ◦ χ(val(det)))
ou` χ de´crit les caracte`res Z −→ Q
×
l et πχ est une repre´sentation de GLd−tg(Fv).
De´monstration. — Le faisceau FJL−1(Spt(πv)∨) e´tant induit a` partir de FJL−1(Spt(πv)∨),1 on a :
lim
→
Up(m)
Hjc (X
(d−tg)
Up,m ,FJL−1(Spt(πv)∨),Up(m) ⊗ Lξ)⊗Πt ⊗ rec
∨
Fv(πv)) ≃
Ind
GLd(Fv)
Ptg,d(Fv)
lim
→
Up(m)
Hjc (X
(d−tg)
Up,m,Md−tg ,FJL−1(Spt(πv)∨),Up(m),1 ⊗ Lξ)⊗Πt ⊗ rec
∨
Fv(πv) (3.2.5)
tel que l’action de ((g0v , g
et
v ), cv) ∈ Ptg,d(Fv)×Wv sur le membre de droite de (3.2.5), soit donne´e
par l’action de (getv , val(det g
0
v) − deg(cv)) × (g
0
v, cv) ∈ GLd−tg(Fv) × Z × GLtg(Fv) × Wv ou`
lim
→
Up(m)
Hjc (X
(d−tg)
Up,m,Md−tg ,FJL−1(Spt(πv)∨),Up(m),1 ⊗ Lξ) (resp. Πt ⊗ rec
∨
Fv
(πv)) est vue comme un
GLd−tg(Fv)× Z-module (resp. GLtg(Fv)×Wv-module). Le re´sultat de´coule alors de l’e´criture
lim
→
Up(m)
Hjc (X
(d−tg)
Up,m,Md−tg ,FJL−1(Spt(πv)∨),Up(m),1 ⊗ Lξ) ≃
⊕
χ
χ⊗ πχ
ou` χ de´crit les caracte`res Z −→ Q
×
l et ou` πχ est une repre´sentation de GLd−tg(Fv), a` priori
re´ductible.
3.2.5 — Remarque : Les syste`mes locaux Fτv ne sont pas irre´ductibles mais plutoˆt une somme
directe de eτv syste`mes locaux irre´ductibles. La complexite´ de l’e´criture de (3.2.4), est la contre-
partie de la simplicite´ de la description de l’action de GLd(Fv) ×Wv qui tient au fait que l’on a
fait apparaˆıtre U iFv,l,h(τv) plutoˆt que HomD×v,h
(ρv,Ψ
i
Fv,l,h
) avec ρv une repre´sentation irre´ductible
de Iv de sorte que ce dernier est seulement muni d’une action de Nv ∩ (GLh(Fv)×D
×
v,h).
3.2.6. De´finition. — On conside`re pour une repre´sentation automorphe Π de Gτ (A), l’hy-
pothe`se Hyp(∞) suivante : Π∞ est cohomologique pour une certaine repre´sentation alge´brique
ξ sur C de la restriction des scalaires de F a` Q de GLg, i.e. il existe i tel que
Hi((LieGτ (R))⊗R C, Uτ ,Π∞ ⊗ (ξ′)∨) 6= (0)
ou` Uτ est un sous-groupe compact modulo le centre de Gτ (R), maximal, cf. [6] p.92, et ou` ξ′ est
le caracte`re sur C associe´ a` ξ via un isomorphisme Ql ≃ C fixe´. On dira que Π ve´rifie Hyp(ξ) si Π
ve´rifie Hyp(∞) pour ξ.
3.2.7 — On note [H∗h,ξ,τv ] :=
∑
i
(−1)i lim
−→
Up,m
[Hic(X
(d−h)
Up,m,Md−h ,Fτv,Up(m),1 ⊗ Lξ)] dans le groupe de
Grothendieck des repre´sentations admissibles de (G(A∞,v)×GLh(Fv)× Z.
3.2.8. De´finition. — Pour tout entier h, on conside`re l’identification canonique de´finie par la
valuation de la norme re´duite : D×v,h/D
×
v,h −→ Z. On notera Ξ : Z −→ Q
×
l le caracte`re de´fini par
Ξ(1) = 1q
3.2.9. Proposition. — Pour Π une repre´sentation de Gτ (A), on a alors
[H∗h,ξ,τv(Π
∞,v)] =
{
♯Ker1(Q, Gτ )ǫ(Π)m(Π)Red
h
τv(Πv) si Π∞ ve´rifie Hyp(∞)
0 sinon
(3.2.6)
20 BOYER PASCAL
ou` ǫ(Π) est un signe qui de´pend de Π, m(Π) est la multiplicite´ de Π dans l’espace des formes
automorphes et Redhτv : Groth(GLd(Fv)) −→ Groth(D
×
v,h/D
×
v,h×GLd−h(Fv)) est de´fini comme la
composition des deux homomorphismes suivant :
– en premier lieu, on a un homomorphisme
Groth(GLd(Fv)) −→ Groth(GLh(Fv)×GLd−h(Fv))
[Πv] 7→ [JPh,d(Πv)⊗ δ
1/2
Ph,d
]
– ensuite on a un homomorphisme
Groth(GLh(Fv)×GLd−h(Fv)) −→ Groth(D
×
v,h/D
×
v,h ×GLd−h(Fv))
[α⊗ β] 7→
∑
ψ vol(D
×
v,h/F
×
v , dhv)
−1Tr α(φJL(τ∨v ⊗ψ))[ψ ⊗ β],
ou` ψ de´crit les caracte`res de Z ≃ D×v,h/D
×
v,h tels que α et τ
∨
v ⊗ ψ ont le meˆme caracte`re
central et ou` l’on conside`re des mesures de Haar associe´es sur GLh(Fv) et D
×
v,h.
Remarque : On a ǫ(Π) = 1 (resp. ǫ(Π) = (−1)s−1) s’il existe une place x tel que Πx est de carre´
inte´grable (resp. Πx ≃ Spehs(πx) pour πx irre´ductible cuspidale de GLg(Fx) avec d = sg).
(5)
3.2.10 — Pour toute repre´sentation irre´ductible ξ de G(Q), on note C∞H0,ξ l’ensemble des formes
automorphes sur H0 de type (ξ
′)∨ a` l’infini. De la proprie´te´ 7, on en de´duit le re´sultat suivant.
3.2.11. Proposition. — Pour tout i, on a un isomorphisme G(A∞)×Wv-e´quivariant
lim
−→
Up,m
H0(X
(0)
Up,m, R
iΨv ⊗ Lξ) ≃ ♯Ker
1(Q, Gτ )HomD×
v,d
(C∞H0,ξ,U
i
Fv ,l,d) (3.2.7)
Remarque : Le groupe H0(R) e´tant compact, l’espace C∞H0,ξ s’e´crit comme une somme directe⊕
Πm(Π)Π ou` Π de´crit l’ensemble des classes d’isomorphismes des repre´sentations automorphes
de H0(A) cohomologiques pour (ξ′)∨.
PARTIE II
FILTRATIONS DE MONODROMIE : E´NONCE´S
4. E´nonces des the´ore`mes locaux
4.1. Groupes de cohomologie des mode`les de Deligne-Carayol. —
4.1.1 — Conside´rons le complexe a` fle`ches nulles
ML•(s) := ([
−−−→
s− 1]1 ⊗ |Art
−1
K |
(s−1)/2, [
←−
1 ,
−−−→
s− 2]1 ⊗ |Art
−1
K |
(s−3)/2, · · · ,
[
←−−−
s− 1]1 ⊗ |Art
−1
K |
(1−s)/2)⊗ JL−1(Sps(1)
∨)⊗ rec∨K(1)((1− s)/2)
ou` [
←−−−
s− 1]1 est place´ en degre´ 0. Pour π une repre´sentation cuspidale de GLg(K), on pose
π ⋄ML•(s) := ([
−−−→
s− 1]π ⊗ |Art
−1
K |
(s−1)/2, [
←−
1 ,
−−−→
s− 2]π ⊗ |Art
−1
K |
(s−3)/2, · · · ,
[
←−−−
s− 1]π ⊗ |Art
−1
K |
(1−s)/2)⊗ JL−1(Sps(π))
∨ ⊗ rec∨K(π)((1 − sg)/2)
4.1.2. The´ore`me. — Pour tout d, on a Ud−1+•K,l,d =
⊕
g|d
d=sg
⊕
π∈Cuspg
π ⋄ ML•(s) ou` Cuspg
de´signe l’ensemble des classes d’e´quivalence des repre´sentations irre´ductibles cuspidales de
GLg(K).
(5)L’auteur n’est pas certain que le cas Πx ≃ Spehs(πx) soit connu, de sorte qu’on en donnera une preuve.
MONODROMIE DU FAISCEAU PERVERS DES CYCLES E´VANESCENTS 21
4.1.3 — Autrement dit, on a
Ud−s+iK,l,d (JL
−1(Sps(π)
∨)) ≃
{
rec∨K(π)(−
d−s+2i
2 )⊗ [
←−
i ,
−−−−−→
s− i− 1]π 0 6 i < s
0 i < 0
ou` [
←−
i ,
−−−−−→
s− i− 1]π est l’unique quotient irre´ductible de l’induite
Ind
GLsg(K)
Pig,sg(K)
Spi(π(
(s − i)(g − 1)
2
))⊗ Spehs−i(π(
−i(g − 1)
2
)).
Remarque : Le cas Iwahori, pourrait se de´duire du re´sultat principal de [14] en utilisant le the´ore`me
de comparaison de Faltings, cf. [5].
4.2. Filtration de monodromie-locale. — On rappelle l’ame´lioration du the´ore`me de com-
paraison de Berkovich donne´e par Fargues en appendice.
4.2.1. The´ore`me-de´finition. — Soit X → SpecOK un morphisme propre d’un sche´ma X de
type fini de dimension d sur le trait SpecOK . Le complexe des cycles e´vanescents RΨη(Ql)[d− 1]
est un faisceau pervers munie d’une action de WK qui fournit une filtration de monodromie dont
on notera grk les gradue´s et on conside`re la suite spectrale E
i,j
1 = h
i+jgr−i ⇒ Ri+j+d−1Ψη(Ql).
Pour tout point ge´ome´trique x de la fibre spe´ciale Xs, en conside´rant les germes en x des h
igrk,
on obtient une suite spectrale Ei,j1,x = (h
i+jgr−i)x ⇒ Ri+j+d−1Ψη(Ql)x dont la nature est purement
locale de sorte que si Y → SpecOK est un autre sche´ma avec un point y tel que le comple´te´ formel
de l’anneau local de Y en y est isomorphe, en tant que OK-sche´ma formel, au comple´te´ formel de
l’anneau local de X en x, alors pour tout r > 1, on a Ei,jr,x = E
i,j
r,y.
La filtration ainsi obtenue sera dite de monodromie-locale.
4.2.2 — Pour tout s > 1, on introduit (6) une suite de bicomplexe MLEi,jr (s) de´finit comme suit :
- pour r = 1, MLEi,j1 (s) est nul pour |j| > s ou j ≡ smod 2 ou i+ j > 0 ou i < (1 − s− j)/2.
Sinon pour j = 1− s+ 2r avec 0 6 r < s et i = s− 1− 2r − k avec 0 6 k 6 (s− 1− j)/2, on a
MLEs−1−2r−k,1−s+2r1 (s) = [
←−−−−−−
s− 1− k]1
−→
× [
−−−→
k − 1]1 ⊗ |Art
−1
K |
(s−1−2r)/2
- les fle`ches di,j1 se de´duisent des suites exactes courtes (4.2.8) ;
- pour r > 2, MLEi,jr (s) =MLE
i,j
2 (s) est nul pour |j| > s ou j ≡ smod 2 ou 2i 6= 1− s− j, et
MLE1−s+r,s−1−2r2 = [
←−−−−−−
s− 1− r,−→r ]1 ⊗ |Art
−1
K |
−(s−1−2r)/2
Nous allons en fait prouver l’e´nonce´ suivant dont de´coule directement le the´ore`me (4.1.2).
4.2.3. The´ore`me. — La filtration de monodromie-locale du complexe U•K,l,d,n est e´quivariante
pour l’action de l’alge`bre de Hecke Hn = C∞(Kn\GLd(K)/Kn) et celle de IK ; en outre pour n
variant, les filtrations de monodromie locale forment des syste`mes inductifs compatibles a` l’action
des correspondances de Hecke. On note grd,n,loc,k les gradue´s et E
i,j
r,gr,loc les termes de la suite
spectrale associe´e avec Ei,j1,gr,loc = h
i+jgrd,n,loc,−i. On a alors :
E•,d−1+••,gr,loc (
d− 1
2
) =
⊕
g|d
d=sg
⊕
π∈Cuspg
JL−1(Sps(π)
∨)⊗
(
π ⋄MLE•,•• (s)
)
ou` comme pre´ce´demment π ⋄
(
[
←−→
s− 1]1 ⊗ rec∨K(1)
)
:= [
←−→
s− 1]π ⊗ rec∨K(π) et ou` (
d−1
2 ) de´signe la
torsion sur la partie galoisienne.
4.2.4 — Autrement dit on a les proprie´te´s suivantes :
(6)Par exemple pour s = 4 on a repre´sente´ a` la figure (6) les MLEi,j1 (4) et MLE
i,j
∞ (4).
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(1) pour tout k, grd,n,loc,k est une somme directe
⊕
g | d=sg
πv∈Cuspg
grd,n,loc,k,πv , ou` en tant que Iv-
module, grd,n,loc,k,πv est rec
∨
Fv
(πv)-isotypique au sens de la de´finition (3.0.2)
(7)
(2) les grd,n,loc,k,πv sont nuls pour |k| > s et pour |k| < s, ses groupes de cohomologie
higrd,n,loc,k,πv sont nuls pour i < d− s+ |k| et pour i 6≡ d− s+ kmod 2 ; pour d− s+ |k| 6
i = d − s + |k| + 2r 6 d − 1, hd−s+|k|+2rgrd,loc,k,πv est l’espace des vecteurs invariants sous
Kv,n ⊂ GLd(Fv) de l’espace suivant :
JL−1([
←−−−
s− 1]π∨v )⊗ [
←−−−−−
|k|+ 2r]πv
−→
× [
−−−−−−−−−−−→
s− 2− 2r − |k|]πv ⊗ rec
∨
Fv (πv)(−
i + k
2
);
(3) la suite spectrale Ei,j1,gr,loc = h
i+jgrd,loc,−i,πv ⇒ U
i+j
Fv,l,d
de´ge´ne`re en E2 et ses d
i,j
1 se
de´duisent des suites exactes courtes
0 → [
←−−
t− 1,
−−→
s− t]πv → [
←−−
t− 1]πv
−→
× [
−−−−−→
s− t− 1]πv → [
←−
t ,
−−−−−→
s− t− 1]πv → 0 (4.2.8)
5. E´nonces des the´ore`mes globaux
5.1. Rappels sur les faisceaux pervers. — Pour X un sche´ma se´pare´ de type fini sur un
corps, on conside`re la t-structure perverse autoduale sur Dbc(X,Ql). On reprend les notations et
les re´sultats de [1] : en particulier quand il n’y a pas de confusion relativement a` X , on note pour
a ∈ Z, pτ6a, pτ>a les foncteurs de troncations de Dbc := D
b
c(X,Ql) dans D
6a := Dbc(X,Ql)
6a et
D>a := Dbc(X,Ql)
>a, Perv := D>0 ∩D60, pH0 := pτ60pτ>0 : Dbc −→ Perv.
5.1.1. De´finition. — Soit σv une repre´sentation irre´ductible de Wv. Un faisceau pervers P
irre´ductible, de la forme j!∗L pour j : U →֒ X localement ferme´ et L un syste`me local sur U ,
muni d’une action de Iv, sera dit σv-isotypique si L l’est au sens de la de´finition (3.0.2).
On a alors le lemme suivant dont la preuve est imme´diate.
5.1.2. Lemme. — Soient σv,1 et σv,2 des repre´sentations irre´ductibles non inertiellement
e´quivalentes de Wv et soient P1, P2 des faisceaux pervers muni d’une action de Iv, respectivement
σv,1 et σv,2 isotypique. Si ϕ : P1 −→ P2 est un morphisme de faisceau pervers Iv-e´quivariant,
pour tout i, on a hiϕ = 0.
Le lemme (5.3.6) de [1] donne alors la de´composition en somme directe suivante.
5.1.3. Proposition. — Tout faisceau pervers P sur X muni d’une action de Iv s’e´crit comme
une somme directe
⊕
σv
Pσv ou` la somme porte sur les classes d’e´quivalence inertielle des
repre´sentations irre´ductibles de Wv et ou` Pσv est σv-isotypique au sens de la de´finition (3.0.2).
En particulier pour tout point ge´ome´trique x : SpecK −→ X, (Pσv )x est une repre´sentation
σv-isotypique.
5.1.4. Corollaire. — Soit P un faisceau pervers sur X muni d’une action compatible de Wv.
On conside`re sa filtration de monodromie et on note grkP son gradue´ de poids k. La suite spectrale
Ei,j1,gr,glob = h
i+jgr−iP =⇒ hi+jP est la somme directe sur les classes d’e´quivalence inertielle des
repre´sentations irre´ductibles σv de Wv des suites spectrales
Ei,j1,gr,glob,σv = h
i+jgr−iPσv =⇒ h
i+jPσv (5.1.9)
(7)Sans utiliser le fait que les rec∨Fv (πv) de´crivent l’ensemble des repre´sentations irre´ductibles de Wv, l’e´nonce´ dit
que pour σv qui ne serait pas de la forme rec∨Fv (πv), grd,loc,k,σv est nul.
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5.1.5 — Le complexe des cycles e´vanescents RΨv[d − 1] sur XUp,m est un faisceau pervers muni
d’une action deWv ; on conside`re alors sa filtration de monodromie et on note grk,Up(m) son gradue´
de niveau k. On note N le logarithme de la partie unipotente de la monodromie de sorte qu’en
particulier on a Nk : grk,Up(m) ≃ gr−k,Up(m). On pose grk = (grk,Up(m))Up,m, et on dispose alors
de la suite spectrale Ei,j1,Up(m),gr,glob = h
i+j(gr−i,Up(m))⇒ R
i+j+d−1Ψv e´quivariante sous l’action
de G(A∞) ×Wv, qui, d’apre`s le corollaire pre´ce´dent, se scinde en une somme directe portant sur
les classes d’e´quivalence inertielle des repre´sentations irre´ductibles σv de Wv :
Ei,j1,Up(m),gr,glob,σv = h
i+jgr−i,Up(m),σvR
i+j+d−1Ψv (5.1.10)
5.1.6. De´finition. — Pour ξ une repre´sentation alge´brique irre´ductible de G sur Ql, on notera
grk,Up(m),ξ le gradue´ de (RΨv ⊗ Lξ)[d − 1] soit grk,Up(m),ξ ≃ grk,Up(m) ⊗ Lξ. Pour σv une
repre´sentation irre´ductible de Wv, on notera grk,Up(m),ξ,σv := grk,Up(m),σv ⊗ Lξ. Pour πv une
repre´sentation irre´ductible cuspidale de GLg(Fv), on notera grk,Up(m),πv (resp. grk,Up(m),ξ,πv)
pour grk,Up(m),rec∨Fv (πv)
(resp. grk,Up(m),ξ,rec∨Fv (πv)
) et de manie`re ge´ne´rale on mettra un indice πv
en lieu et place de rec∨Fv(πv).
5.2. De´finition de la cate´gorie des faisceaux pervers de Hecke. — Il s’agit ici de donner
le cadre cate´goriel pour les e´nonce´s et les preuves des re´sultats des paragraphes suivants ; ce qui
suit m’a e´te´ sugge´re´ par Jean-Franc¸ois Dat.
5.2.1. De´finition. — On conside`re un groupe G˜ et on conside`re un ensemble I tel qu’a` tout
I ∈ I soit associe´ un sous-groupe compactKI de G˜. On met sur I une relation d’ordre partiel J ⊂ I
si et seulement si KJ est un sous-groupe distingue´ de KI . Un sche´ma de Hecke pour (G˜, I), est un
syste`me projectif de sche´mas XI = (XI)I∈I relativement a` des morphismes finis rJ,I : XJ −→ XI
de restriction du niveau, tel que pour tout g ∈ G˜ et tout J ⊂ I tels que g−1KJg ⊂ KI , on dispose
d’un morphisme fini de sche´mas [g]J,I : XJ −→ XI ve´rifiant les proprie´te´s suivantes :
- pour g ∈ KI et J ⊂ I, [g]J,I : XJ −→ XI est le morphisme de restriction du niveau rJ,I ;
- pour tout g, g′ ∈ G˜, et tout K ⊂ J ⊂ I tels que g−1KJg ⊂ KI et (g′)−1KKg′ ⊂ KJ , on a
[gg′]K,I = [g]J,I ◦ [g
′]K,J : XK −→ XJ −→ XI .
- pour tout J ⊂ I, XJ/KI ≃ XI , ou` g ∈ KI agit sur XJ via [g]J,J ; autrement dit rJ,I : XJ −→
XI est un bon quotient de XJ par KI/KJ .
5.2.2 — Exemples : avec les notations du §2.2, I est l’ensemble des sous-groupes compacts de
G˜ := G(A∞) de la forme Up(m) avec XUp,m, ou X
(d−h)
Up,m,Md−h
avec G := G(A∞,v)× Ph,d(Fv).
5.2.3. De´finition. — Soit XI = (XI)I un sche´ma de Hecke pour (G˜, I), on de´finit alors la
cate´gorie FPHG˜(XI) (resp. FHG˜(XI)) des faisceaux pervers (resp. des faisceaux) de Hecke sur XI
comme la cate´gorie dont les objets sont les syste`mes (FI)I∈I ou` FI est un faisceau pervers (resp.
faisceau) sur XI tels que
– pour tout g ∈ G˜ et J ⊂ I tel que g−1KJg ⊂ KI , on dispose d’un morphisme de faisceau sur
XI , uJ,I(g) : FI −→ [g]J,I,∗FJ soumise a` la condition de cocycle habituelle
uK,I(g
′g) = [g]J,I,∗(uK,J (g
′)) ◦ uJ,I(g)
– pour tout g ∈ KI , uJ,I(g) se factorise par les KI invariants, i.e. induit une fle`che FI −→
rJ,I,∗F
KI
J ou` F
KI
J de´signe le sous-faisceau de FJ invariant par tous les uJ,J(g) ou` g de´crit KI .
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Les fle`ches sont alors les syste`mes (fI)I∈I avec fI : FI −→ F ′I tel que le diagramme suivant
soit commutatif :
FI
uJ,I (g) //
fI

[g]J,I,∗(FJ )
[g]J,I,∗(fJ )

F ′I
uJ,I (g) // [g]J,I,∗(F ′J )
5.2.4. Proposition. — Pour tout sche´ma de Hecke XI, la cate´gorie FHG˜(XI) (resp. FPHG˜(XI))
est abe´lienne (resp. abe´lienne et artinienne).
De´monstration. — Elle ne pre´sente aucune difficulte´. Montrons par exemple l’existence d’un noyau
pour f = (fI : FI → F
′
I)I . Les cate´gories a` niveau fini e´tant abe´lienne, soit pour tout I, GI un
noyau de fI . On a alors le diagramme commutatif suivant :
GI //



FI
fI //
uJ,I (g)

F ′I
uJ,I (g)

[g]J,I,∗(GJ ) //



[g]J,I,∗(FJ)
[g]J,I,∗(fJ )//
[g]J,I,∗(uK,J (g
′))

[g]J,I,∗(F ′J)
[g]J,I,∗(uK,J (g
′))

[g′g]K,J,∗(GK) // [g′g]K,J,∗(FK)
[g′g]K,J,∗(fK)// [g′g]K,J,∗(F ′K)
De la proprie´te´ universelle du noyau GJ (resp. GK), on en de´duit une fle`che
uJ,I(g) : GI −→ [g]J,I,∗(GJ ) (resp. [g]K,J,∗(uK,J(g
′)) : [g]J,I,∗(GJ ) −→ [g
′g]K,J,∗(GK))
la proprie´te´ de cocycle pour G de´coule alors de celles pour F et F ′ via la commutativite´ du
diagramme pre´ce´dent. De la meˆme fac¸on, en utilisant la proprie´te´ universelle du noyau et la
commutativite´ du diagramme suivant
GI //



FI
fI //
uJ,I (g)

F ′I
uJ,I (g)

rJ,I,∗(GJ )KI // rJ,I,∗(FJ)KI
rJ,I,∗(fJ )// rJ,I,∗(F ′J)
KI
on obtient que pour tout g ∈ KI , uJ,I(g) induit une fle`che GI −→ rJ,I,∗G
KI
J .
5.2.5 — Remarque : Dans la suite du texte, les faisceaux de Hecke que l’on conside´rera seront tels
que pour g ∈ KI , uJ,I(g) induit un isomorphisme FI −→ rJ,I,∗F
KI
J , de sorte que par exemple, les
invariants sous KI de la cohomologie en niveau J , est isomorphe a` la cohomologie en niveau I.
Cette proprie´te´ est clairement conserve´e par passage au noyau mais ne l’est pas pour les conoyaux.
Cela e´tant, on remarquera que les constructions des paragraphes suivants se font toujours par des
noyaux a` partir d’une fle`che entre deux faisceaux ve´rifiant cette proprie´te´ additionnelle de sorte
que tous les faisceaux que l’on construit la ve´rifient aussi.
5.2.6. Notation. — Pour F = (FI)I∈I un objet de FPHG˜(XI) ou de FHG˜(XI), on notera
Hi(F) pour la limite inductive des Hi(XI ,FI).
5.2.7. Proposition. — Soient XI, XI et YI des sche´mas de Hecke pour (G˜, I) tels que jI :
XI →֒ XI soit un syste`me projectif d’inclusions affines G-e´quivariantes et YI = XI\XI. On
dispose alors des foncteurs j!, Rj∗, j!∗ : FPHG(XI) −→ FPHG(XI), pj∗ = pj! : FPHG(XI) −→
FPHG(XI) et pour i : YI := XI −XI →֒ XI des foncteurs i∗ = i! : FPHG(YI) −→ FPHG(XI),
pi∗, pRi! : FPHG(XI) −→ FPHG(YI).
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De´monstration. — On commence par rappeler la proposition suivante tire´e de [1].
5.2.8. Proposition. — (cf. proposition 1.3.17 de [1]) Pour tout foncteur exact f , on note pf
pour pH0f comme foncteur sur la cate´gorie des faisceaux pervers.
(i) Si f est t-exact a` gauche (resp. a` droite), pf est alors exact a` gauche (resp. a` droite). Par
ailleurs pour F dans D>0 (resp. D60), on a
pf(pH0F)
∼
−→pH0f(F) (resp. pH0f(F)
∼
−→pf(pH0F)).
(ii) Soit (f+, f+) une paire de foncteurs exacts adjoints ; pour que f
+ soit t-exact a` droite, il
faut et il suffit que f+ soit t-exact a` gauche et dans ce cas (
pf+, pf+) forment une paire de
foncteurs adjoints.
(iii) Si f1 : D
b
c,1 → D
b
c,2 et f2 : D
b
c,2 → D
b
c,3 sont t-exacts a` gauche (resp. a` droite), alors f2 ◦f1
l’est aussi et p(f2 ◦ f1) = pf2 ◦ f1.
On rappelle que j!, Rj∗, j
∗, i∗ sont t-exacts et donc e´gaux a` leur version perverse alors que
i∗ est t-exact a` droite. De meˆme les morphismes rJ,I et [g]J,I e´tant finis, r
∗
J,I (resp. [g]J,I,∗) est
t-exact a` droite (resp. t-exact) de sorte que (pr∗J,I ,
prJ,I,∗) et (
p[g]J,I,∗ = [g]J,I,∗,
p[g]!J,I) forment
des paires de foncteurs adjoints avec pr∗J,I et
p[g]!J,I (resp.
prJ,I,∗, resp.
p[g]J,I,∗) exacts a` droite
(resp. a` gauche, resp. exact). Pour J ⊂ I, conside´rons le diagramme suivant :
XJ
  jJ //
[g]J,I

XJ
[g]J,I

YJ?
_iJoo
[˜g]J,I

XI
  jI // XI YI?
_iIoo
Soient alors (FI)I∈I un objet de FPHG˜(XI) et g, J, I avec uJ,I(g) : FI −→ [g]J,I,∗(FI). Par ap-
plication de RjI,∗ (resp. jI,!), on obtient RjI,∗FI
RjI,∗(uJ,I (g))
−→ RjI,∗[g]J,I,∗(FJ ) = [g]J,I,∗(RjJ,∗FJ)
(resp. jI,!FI
jI,!(uJ,I (g))
−→ jI,![g]J,I,!(FJ ) = [g]J,I,∗(jJ,!FJ)).
En ce qui concerne jI,!∗, on conside`re le diagramme commutatif de la figure (5.2) ou` la fle`che
note´e (1) s’obtient a` partir du diagramme commutatif suivant
YJ
[˜g]J,I //
iJ

YI
iI

XJ
[g]J,I // XI
comme le morphisme de changement de base i
∗
I ◦ [g]J,I,∗ −→ [g]J,I,∗ ◦ i
∗
J .
Les cas de i∗,
pi∗ sont traite´s ci dessus et ceux de pj∗ et pRi! se traitent de manie`re strictement
similaire.
5.2.9 — Exemples : e´tant donne´ un syste`me local L∅ sur X∅, soit pour I ∈ I, LI = r
∗
I,∅L∅ ;
(LI [d])I∈I est alors un objet de FPHG˜(XI), ou` d est la dimension de XI . Si en outre les XI
sont la fibre ge´ne´rique d’un S-sche´ma XI de dimension relative d − 1, pour S un trait, alors
(RΨη(LI)[d− 1])I∈I est un objet de FPHG˜(XI) ou` XI de´signe la fibre spe´ciale de XI .
5.3. Notations. —
5.3.1. De´finitions. — – Pour 1 6 g 6 d, on notera sg := ⌊
d
g ⌋, la partie entie`re de d/g.
– On introduit les injections
ih : X
[d−h]
Up,m →֒ XUp,m, j
>h : X
(d−h)
Up,m →֒ X
[d−h]
Up,m k
=h
1 : X
(d−h)
Up,m,Md−h →֒ X
(d−h)
Up,m
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0→ jI,!∗(FI) //
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RjI,∗(FI)
RjI,∗(uJ,I(g))

// iI,∗ ◦ pi∗I ◦RjI,∗(FI)→ 0
iI,∗◦
pi∗I◦RjI,∗(uJ,I (g))

RjI,∗ ◦ [g]J,I,∗(FI)
=

// iI,∗ ◦ pi∗I ◦RjI,∗ ◦ [g]J,I,∗(FI)
=

iI,∗ ◦ pi∗I ◦ [g]J,I,∗ ◦RjJ,∗(FJ)
=

iI,∗ ◦ p(i∗I ◦ [g]J,I,∗) ◦RjJ,∗(FJ)
(1)

iI,∗ ◦ p([˜g]J,I,∗ ◦ i
∗
J) ◦RjJ,∗(FJ)
=

iI,∗ ◦ [˜g]J,I,∗ ◦
pi∗J ◦RjJ,∗(FJ)
=

0→ [g]J,I,∗ ◦ jJ,!∗(FJ)
// [g]J,I,∗ ◦RjJ,∗(FJ)
// [g]J,I,∗ ◦ iJ,∗ ◦
pi∗J ◦RjJ,∗(FJ)→ 0
– On notera FPH(X) (resp. FPH(X), resp. FPH(X
(h)
), resp. FPH(X
[h]
)) la cate´gorie des
faisceaux pervers de Hecke sur la tour des XUp,m (resp. XUp,m, resp. X
(h)
Up,m, resp. X
[h]
Up,m)
avec G˜ = G(A∞).
– On notera aussi FPH(X
(d−h)
Md−h) (resp. FPH(X
[d−h]
Md−h)) la cate´gorie des faisceaux pervers de
Hecke sur la tour des X
(d−h)
Up,m,Md−h (resp. X
[d−h]
Up,m,Md−h) avec G˜ = G(A
∞,v) × Ph,d(Fv). On
utilisera des notations similaires pour les faisceaux de Hecke.
– Un syste`me projectif de faisceaux pervers ou pas, non nul F = (FI)I∈I ∈ FPH(X
(d−h)
) (ou
dans FH(X)) sera dit induit s’il est de la forme
(k=h,∗1 FI)I∈I ×P oph,d(Fv) GLd(Fv)
ou` ×P oph,d(Fv)GLd(Fv) : FPH(X
(d−h)
Md−h) −→ FPH(X
(d−h)
) est le foncteur qui a` un faisceau
(F0,I)I associe (F0,I ×P oph,d(Ov) GLd(Ov))I de sorte que pour tout g ∈ GLd(Fv), la corre-
spondance associe´e induit un isomorphisme de g∗Fg
∼
−→F0 ou` Fg est la restriction de F a` la
composante (X
(d−h)
Up,m,Mg)I ou` Mg est le sous-module associe´ a` l’image de g dans le quotient
GLd(Fv)/Ph,d(Fv).
– Pour tg < d, on notera F(g, t, πv)1 = (F(g, t, πv, I)1)I∈I le syste`me local
F
JL−1([
←−−
t−1]pi∨v
),1
= (F
JL−1([
←−−
t−1]pi∨v
),I,1
)I∈I
sur la tour des (X
(d−tg)
Up,m,Md−tg)I=Up(m) et soit F(g, t, πv) = (F(g, t, πv, I))I le faisceau induit
associe´, de´fini donc sur la tour des (X
(d−tg)
Up,m )I=Up(m) : F(g, t, πv)[d− tg] ∈ FPH(X
(d−tg)
).
– Pour 1 6 tg 6 d, un GLd(Fv) ×Wv-faisceau sur la tour (X
(d−tg)
Up,m )I=Up(m) sera dit de type
HT (g, t) s’il est induit, et si sa restriction a` (X
(d−tg)
Up,m,Md−tg )I=Up(m) est de la forme
(F(g, t, πv, I)1 ⊗Π
Kv,m1
v ⊗ χ)I
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pour un certain triplet (Πv, πv, χ) ou` :
- πv est une repre´sentation irre´ductible cuspidale de GLg(Fv),
- Πv est une repre´sentation de GLtg(Fv)
- χ un caracte`re de Z,
- et Kv,m1 := Ker(GLtg(Ov) −→ GLtg(Ov/v
m1)) (8)
telle que l’action d’un e´le´ment (g∞,p, gp,0, g
0
v, g
et
v , gvi , cv) ∈ G(A
∞,p) × Q×p × GLtg(Fv) ×
GLd−tg(Fv)×
∏r
i=2(B
op
vi )
× ×Wv soit donne´e par l’action naturelle de
(g∞,p, gp,0p
−f1v(cv), getv , gvi , v(det g
0
v)− v(cv)) ∈ G(A
∞,p)×Q×p ×GLd−tg(Fv)× Z
sur F
JL−1([
←−−
t−1]piv ),1
au dessus de (X
(d−tg)
Up,m,Md−tg)I=Up(m), et par celle de (g
0
v, cv) sur Πv ⊗ χ.
On le notera alors
HT (g, t, πv,Πv, χ) = (HT (g, t, πv,Πv, χ, I))I , HT (g, t, πv,Πv, χ)[d− tg] ∈ FPH(X
(d−tg)
)
et on omet χ si celui-ci est trivial. De meˆme le faisceau HT (g, t, πv,Πv)⊗ Lξ sera note´
HTξ(g, t, πv,Πv) = (HTξ(g, t, πv,Πv, I))I , HTξ(g, t, πv,Πv)[d− tg] ∈ FPH(X
(d−tg)
)
– Pour πv une repre´sentation irre´ductible cuspidale de GLg(Fv) et 1 6 t 6 sg, on note
P(g, t, πv) = (P(g, t, πv, I))I ∈ FPH(X)
le faisceau pervers de´fini comme l’extension interme´diaire j>tg!∗ du faisceau pervers sur
X
(d−tg)
Up,m , HT (g, t, πv, [
←−−
t− 1]πv )[d − tg]⊗ rec
∨
Fv
(πv), qui est donc pur de poids d − tg pour πv
unitaire (9) et qui ne de´pend que de la classe d’e´quivalence inertielle de πv.
5.3.2. Remarque. — F(g, t, πv) et HT (g, t, πv,Πv) (resp. P(g, t, πv)) se pre´sentent sous la forme
d’une somme directe de eπv syste`mes locaux (resp. faisceaux pervers) irre´ductibles :
F(g, t, πv) =
epiv⊕
i=1
F(g, t, ρv,i) (resp. P(g, t, πv) =
epiv⊕
i=1
P(g, t, ρv,i))
donne´s par la restriction de JL−1([
←−−
t− 1]π∨v ) a` D
×
v,tg qui s’e´crit comme une somme directe
⊕epiv
i=1 ρv,i
de repre´sentations irre´ductibles, de sorte que la diffe´rence entre les faisceaux F(g, t, ρv,i) (resp.
P(g, t, ρv,i)) provient de l’action de D
×
v,tg ⊂ Nv donne´e sur chacun comme dans la formule (3.1).
5.3.3. De´finition. — Soit G = (GI)I le syste`me projectif de groupes de Grothendieck associe´s
a` FPH(XI).
5.4. Filtration de monodromie. —
5.4.1. The´ore`me. — Soit 1 6 g 6 d et sg la partie entie`re de d/g. Pour πv une repre´sentation
irre´ductible cuspidale de GLg(Fv), on a l’e´galite´ suivante dans G :
eπv [RΨπv [d− 1]] =
sg−1∑
k=1−sg
∑
|k|<t6sg
t≡k−1mod2
P(g, t, πv)(−
tg + k − 1
2
),
ou` la torsion concerne l’action de Wv.
5.4.2 — Pour tout s, soit MGrk(s) le faisceau pervers nul pour |k| > s et e´gal a`⊕
|k|<t6s
t≡k−1mod2
j>t!∗ F(1, t, 1v)[d− t]⊗ [
←−−
t− 1]1v ⊗ rec
∨
Fv (1v)(−(t− 1 + k)/2)
(8)On ne met pas en indice de re´fe´rence a` la dimension tg car en ge´ne´ral le contexte est clair.
(9)sinon on rajoute le poids de rec∨Fv (πv)
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Figure 1. Pour s = 4, dans le repe`re (t, k), on marque sur la ligne k = k0 les t tels que
j>t!∗ F(1, t, 1v)[d − t] ⊗ Spt(1v) ⊗ rec
∨
Fv (1v)(−(t − 1 + k)/2) soit un constituant de
MGrk0(4)
✲l
✻
k
❡
❡
❡
❡
❡
❡
❡
❡
❡
❡
r
5.4.3 — Pour tout repre´sentation cuspidale πv de GLg(Fv), on pose
πv ⋄
(
j>t!∗ F(1, t, 1v)[d− l]⊗ [
←−−
t− 1]1v ⊗ rec
∨
Fv (1v)(−(t− 1 + k)/2)
)
:=
j>tg!∗ F(g, t, πv)[d− tg]⊗ [
←−−
t− 1]πv ⊗ rec
∨
Fv (πv)(−(tg − 1 + k)/2)
5.4.4. The´ore`me. — Soit 1 6 g 6 d et sg la partie entie`re de d/g. Pour πv une repre´sentation
irre´ductible cuspidale de GLg(Fv), on a eπvgr•,πv = πv ⋄MGr•(sg).
5.4.5 — Autrement dit pour 1 6 g 6 d, πv une repre´sentation irre´ductible cuspidale de GLg(Fv)
et pour tout |k| < sg, eπvgrk,πv est e´gale a`⊕
|k|<t6sg
t≡k−1mod2
P(g, t, πv)(−
tg + k − 1
2
),
dans FPH(X), ou` la torsion concerne l’action de Wv.
5.4.6. De´finition. — Pour 1 6 g 6 d, et on fixe une repre´sentation πv irre´ductible cuspidale
de GLg(Fv), que l’on notera χv pour g = 1. Pour tout 1 6 t 6 sg, Πt de´signe une repre´sentation
quelconque de GLtg(Fv), qui dans les applications sera elliptique de type πv.
5.4.7. The´ore`me. — Pour g, πv et Πt comme ci-dessus, on conside`re la restriction a` la tour
des (X
(d−h)
Up,m )I=Up(m) de h
ij>tg!∗ HT (g, t, πv,Πt)[d− tg] ;
– elle est nulle pour h ne s’e´crivant pas sous la forme (t+ a)g avec 0 6 a 6 sg − t ;
– pour h = (t + a)g avec 0 6 a 6 sg − t, elle est nulle pour i 6= tg − d+ a(g − 1) et sinon elle
est isomorphe dans FH(X) a` (10) HT (g, t+ a, πv,Πt
−→
× [
−−−→
a− 1]πv )⊗ Ξ
a(g−1)
2 .
(10)cf. la de´finition (3.2.8)
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5.4.8. Corollaire. — Pour g > 1, hij>tg!∗ HT (g, t, πv,Πt)[d− tg] est nul pour i ne s’e´crivant pas
sous la forme tg − d + a(g − 1) avec 0 6 a 6 sg − t et pour un tel i = tg − d + a(g − 1) il est
isomorphe dans FH(X) a` j
>(t+a)g
! HT (g, t+ a, πv,Πt
−→
× [
−−−→
a− 1]πv)⊗ Ξ
a(g−1)
2 .
5.4.9. Corollaire. — Pour πv une repre´sentation irre´ductible cuspidale de GLg(Fv) pour 1 6
g 6 d, on a
(i) pour g > 1, (higrk,πv )
epiv est une somme directe sur tous les couples (t, a) tels que −d +
tg + a(g − 1) = i et t ≡ k − 1mod2 des faisceaux induits dans FH(X) :
j
>(t+a)g
! HT (g, t+ a, πv, [
←−−
t− 1]πv
−→
× [
−−−→
a− 1]πv )⊗ rec
∨
Fv (πv)(−
tg − 1 + k + a(g − 1)
2
)
(ii) pour g = 1, la restriction de higrk,χv pour i ≡ k − 1mod2, a` la tour des X
(d−t)
Up,m pour
t > d+ i est e´gale au faisceau induit dans FH(X)
HT (1, t, χv, [
←−−
i− 1]χv
−→
× [
−−−−−→
t− i− 1]χv )⊗ χv(−
d+ i− 1 + k
2
)
et nulle dans tous les autres cas.
5.4.10 — On introduit les bicomplexes
MGE•,•• (s) =
s⊕
t=1
j>l! F(1, t, 1v)[d− t]⊗MLE
•,•
• (t)
de sorte que le point (2) du the´ore`me (4.2.3) et donc (4.1.2), de´coule du re´sultat suivant.
5.4.11. The´ore`me. — Soit 1 6 g 6 d et sg la partie entie`re de d/g. Pour πv une repre´sentation
irre´ductible cuspidale de GLg(Fv), on a eπvE
•,•
•,gr,glob,πv
(d−12 ) = πv ⋄MGE
•,•
• (sg).
5.4.12 — Autrement dit, la suite spectrale (5.1.10) de´ge´ne`re en E2 et les applications d
i,j
1 sont
induites par les suites exactes (4.2.8).
Remarque : A la figure (9) on a repre´sente´ la suite spectrale (5.1.10) dans le cas g = 6 et s = 4.
6. Sche´ma de la preuve : par re´currence
6.0.13 — Remarquons tout d’abord que le the´ore`me (5.4.4) de´coulerait de (5.4.1) si on disposait
de la conjecture de monodromie-poids (MP) version faisceautique, i.e. la purete´ des gradue´s de
la filtration de monodromie. D’apre`s le the´ore`me de comparaison de Berkovich-Fargues (BF), le
the´ore`me (4.2.3) se de´duit de la de´termination des germes en un point supersingulier des gradue´s
de la filtration de monodromie du complexe des cycles e´vanescents de la varie´te´ de Shimura et de la
suite spectrale associe´e, soit donc des the´ore`mes (5.4.4), (5.4.7) et (5.4.11). Par ailleurs, comme on
l’a de´ja` note´, le the´ore`me (4.1.2) de´coule directement de (4.2.3) puisqu’il s’agit de l’aboutissement
de la suite spectrale associe´e a` la filtration de monodromie-locale. On re´sume ces implications dans
le tableau suivant. Le principe est alors de raisonner par re´currence en supposant connu (4.2.3)
(5.4.1)
⇓ MP?
(5.4.4) + (5.4.7) + (5.4.11)
⇓ BF
(4.2.3) en hauteur 6 d
⇓
(4.1.2) en hauteur 6 d
pour tout d′ < d.
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6.0.14. Remarque. — A priori, il nous faut travailler a` niveau fini et montrer que les re´sultats
obtenus sont compatibles aux correspondances de Hecke ; cependant devant l’imme´diatete´ de ces
ve´rifications et afin de ne pas alourdir encore les preuves, on raisonne souvent sur le syste`me
inductif total. En particulier nous ne marquerons plus la re´fe´rence au niveau dans les notations ;
par exemple on e´crira Fτv au lieu de Fτv,Up(m).
6.0.15 — Dans un premier temps le the´ore`me de comparaison de Berkovich-Fargues (BF) et la
description (HT) des faisceaux des cycles e´vanescents en fonction des syste`mes locaux d’Harris-
Taylor (cf. (3.2.4)), nous permet, §7, de montrer le the´ore`me (5.4.1). On montre ensuite, proposition
(8.2.1), le the´ore`me (5.4.7) hors des points supersinguliers et on obtient un controˆle (C) sur ce
qui peut se passer au niveau de ces derniers. Selon le meˆme principe, si on disposait de (4.2.3)
pour la hauteur d, on en de´duirait (5.4.7) et (5.4.11). On de´montre, §9, comment la connaissance
des parties de poids minimal de (4.1.2) permet d’obtenir (5.4.7), proposition (9.1.2) (11), (5.4.11),
§9.2 et enfin §9.3, la conjecture de monodromie-poids version faisceautique i.e. le the´ore`me (5.4.4).
Reste alors, §10.1.17, a` calculer les parties de poids minimal de (4.1.2) ce qui se fait via l’e´tude
de la suite spectrale des cycles e´vanescents (SSCE) a` travers les suites spectrales associe´es a` la
stratification (SSS) en utilisant le controˆle (C) sur ce qui peut se passer au niveau des points
supersinguliers. Evidemment tout ceci passe par le calcul, ou au moins le controˆle, des groupes de
cohomologie (CHT) des syste`mes locaux d’Harris-Taylor, qui sont distille´s au fur et a` mesure et
dont nous de´taillons l’enchainement logique apre`s le tableau re´capitulatif suivant.
§7 : (4.2.3)
en hauteur d′ < d
=⇒
BF+HT
(5.4.1)
§8 : (4.2.3)
en hauteur d′ < d
BF+HT
=⇒
(8.2.1)
(5.4.7) hors des points supersinguliers
+ C=controˆle aux points supersinguliers
(4.2.3)
en hauteur d′ 6 d
=⇒
(9.1.2)
(5.4.7)+ (5.4.11)
§9 : (4.1.2)
en hauteur d′ < d
et en poids minimal
pour la hauteur d
=⇒
C+N

(5.4.7) :§9.1 proposition (9.1.2)
(5.4.11) : §9.2
(5.4.4) : §9.3 ⇒ MP faisceautique
§10
=⇒
SSCE+SSS
+C+CHT
poids minimal de (4.1.2)
en hauteur d
6.0.16 — En ce qui concerne le roˆle des divers calculs de groupes de cohomologie, voici leur en-
chaˆınement logique. Pour commencer on calcule exclusivement des composantes Π∞,v-isotypiques
pour Π une repre´sentation irre´ductible automorphe et cohomologique de Gτ (A), car dans tous les
autres cas tous les calculs donnent des re´sultats nuls. On conside`re plus particulie`rement deux
situations selon que Πv est de la forme [
←−−−
s− 1]πv ou [
−−−→
s− 1]πv pour πv une repre´sentation cuspidale
de GLg(Fv) avec d = sg. Pour alle´ger les notations, on notera H
i(j>tg! ) pour la composante Π
∞,v-
isotypique du i-e`me groupe de cohomologie du complexe j>tg! F(g, t, πv)[d− tg] et on utilisera une
notation similaire pour Hi(j>tg!∗ ).
6.0.17 — La situation est largement plus simple dans le cas ou` Πv = [
←−−−
s− 1]πv . On commence,
proposition (7.4.1), par calculer les Hi(j>tg!∗ ) et on trouve que ceux-ci sont tous nuls si tg 6= d.
En utilisant (3.2.6), on en de´duit alors, corollaire (7.4.4), le calcul des Hi(j>tg! ) qui sont nuls
(11)de sorte que (5.4.7)=(8.2.1)+(9.1.2)
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pour i 6= 0. Ces calculs permettent de comple´ter, corollaire (7.4.6), aux points supersinguliers, la
de´termination des constituants simples du faisceau pervers j>tg! F(g, t, πv)[d−tg] obtenu, corollaire
(7.3.17), sur les autres strates graˆce a` la description des faisceaux des cycles e´vanescents en fonction
des syste`mes locaux d’Harris-Taylor ainsi qu’au the´ore`me de comparaison de Berkovich-Fargues.
On en de´duit alors, corollaire (7.4.11), le calcul des Π∞,v-parties des groupes de cohomologie
Hjc (X
(d−h)
Up,m , R
iΨv ⊗ Lξ). A ce moment ci, on dispose du the´ore`me (5.4.4) de sorte que l’on peut
calculer via la suite spectrale des poids SSP, corollaire (10.1.1), les Π∞,v-parties des groupes de
cohomologie Hiηv ,ξ de la fibre ge´ne´rique. On en de´duit alors, proposition (10.1.2), les Π
∞,v-parties
des termes Ep,q2 de la suite spectrale des cycles e´vanescents qui nous permet d’obtenir, corollaire
(10.1.3), une premie`re liste de possibilite´s pour les U iFv,l,d(JL
−1(Sps(πv)
∨)).
6.0.18 —On conside`re alors Πv = [
−−−→
s− 1]πv et on calcule, proposition (10.3.4), lesH
i(j>tg!∗ ) qui sont
non nuls pour i ≡ s−tmod2 et |i| 6 s−t. De ce calcul et de la connaissance des constituants simples
des j>tg! F(g, t, πv)[d− tg], on en de´duit, lemme (10.3.13), un controˆle sur les H
i(j>tg! ). On e´tudie
ensuite la suite spectrale des cycles e´vanescents. On commence par en de´terminer l’aboutissement,
corollaire (10.3.5) et proposition (11.1), en utilisant le calcul des Hi(j>tg!∗ ) ainsi que le the´ore`me
(5.4.4). En utilisant le the´ore`me de Lefschetz difficile ainsi que le corollaire (10.1.3) qui controˆle ce
qui se passe au niveau des points supersinguliers, on en de´duit, proposition (10.3.12) et corollaire
(11.2), le calcul des Hi(j>tg! ). Le re´sultat est qu’en ce qui concerne les parties de poids minimal,
s(g−1), tout ce passe au niveau des points supersinguliers. L’e´tude de la suite spectrale des cycles
e´vanescents fournit alors la partie de poids s(g − 1) du the´ore`me (4.1.2) qui d’apre`s ce que l’on
a vu, implique les the´ore`mes globaux (5.4.7) et (5.4.11) qui d’apre`s le the´ore`me de comparaison
de Berkovich-Fargues, impliquent le the´ore`me local (4.2.3), ce qui comple`te la de´monstration. On
re´sume la discussion pre´ce´dente dans le tableau suivant.
Πv = Sps(πv) Πv = Spehs(πv)
Hi(j>tg!∗ ) (7.4.1)
SSP ⇓ ⇓ (3.2.6)
Hiηv (10.1.1) H
i(j>tg! ) (7.4.4)
⇒
j>tg! =
∑
j
>(t+r)g
!∗
(7.3.17)
+
(7.4.6)
⇒ Hi(j>tg!∗ ) (10.3.4)
⇓ ⇓ (5.4.4) ⇓ SSPLD
Hj(X
(d−h)
, RiΨ) h 6= d (7.4.11)
controˆle Hiηv
Hi(j>tg! ) (10.3.5)
(10.3.13) (11.1)
(10.1.1) ⇓ SSS
LD+(10.1.3)
⇓
Hj(RiΨ) j 6= 0 (10.1.2)
Hi(j>tg! )
(10.3.12) (11.2)
⇓ SSCE
SSCE
⇓
controˆle Ψd,iFv (10.1.3)
(5.4.7)
(5.4.11)
⇐= Ψd,i (4.1.2)
BF
⇓
(4.2.3)
6.0.19. Remarque. — - Afin de ne pas multiplier les situations, nous n’avons conside´re´ dans nos
e´nonce´s que les faisceaux induits note´s HT (g, t, πv,Πt) a` partir des syste`mes locaux F(g, t, πv)1⊗
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Πt. Ceux-ci sont munis d’une action par correspondances de G(A∞)×Z ; cependant quand on les
conside`re comme des constituants de RΨv, on les voit comme munis d’une action par correspon-
dances de G(A∞) ×Wv. Le lien entre les deux situations est donne´e par cv ∈ Wv 7→ −v(cv) ∈ Z.
Afin de distinguer les deux situations, l’action de Wv sera toujours accompagne´e d’un rec
∨
Fv
(πv)
tandis que pour Z il sera toujours question du caracte`re Ξ (cf. plus loin).
- Par ailleurs nous ne conside´rons pas par la suite l’action totale deWv mais plutoˆt ses frobenius
semi-simplifie´s.
PARTIE III
PREUVE DES THE´ORE`MES
7. E´tude dans le groupe de Grothendieck G
7.1. Groupe de Grothendieck des faisceaux pervers : ge´ne´ralite´s. —
7.1.1 — Soit X un Fq-sche´ma X . On rappelle que la cate´gorie Perv(X) des faisceaux pervers sur
X est noethe´rienne et artinienne, ses objets simples e´tant de la forme j!∗L ou` L est un syste`me
local irre´ductible sur j : U →֒ X , ou` U est un ouvert d’un ferme´ de X .
Pour P un objet de Perv(X), sa dimension n est par de´finition la plus grande dimension des
supports U des faisceaux pervers simples constituant P de sorte que −n = min{i / hiP 6= 0} et
h−nP a un support de dimension n.
7.1.2. De´finition. — E´tant donne´e une cate´gorie triangule´e A localement petite, on conside`re
son groupe de Grothendieck K(A) de´fini comme le groupe libre engendre´ par les classes d’isomor-
phismes d’objets de A quotiente´ par les relations :
- A[1] = −A ;
- A = B + C pour tout triangle distingue´ B −→ A −→ C
+1
−→.
7.1.3. Proposition. — Soit (D60,D>0) une cate´gorie de´rive´e munie d’une t-structure non
de´ge´ne´re´e : on note C son coeur qui est alors une cate´gorie abe´lienne de groupe de Grothendieck
Groth(C). L’application qui a` un objet F de D associe∑
i
(−1)i[phiF ] ∈ Groth(C)
induit un isomorphisme du groupe de Grothendieck K(D) de la cate´gorie triangule´e D, sur
Groth(C).
De´monstration. — Pour tout objet G de D et pour tout n ∈ Z, on a un triangle distingue´
τ6nG −→ G −→ τ>n+1G
+1
−→
de sorte que si G est un objet de D>n, on a [G] = (−1)n[phnG] + [τn+1G] car τ6nG = τ6nτ>nG =
(phnG)[n]. Soit alors a et b tel que F soit un objet de D[a,b]. En appliquant ce qui pre´ce`de a`
τ>nF pour n variant de a a` b, on obtient l’e´galite´ [F ] =
∑
i(−1)
i[phiF ], de sorte que l’application∑
i αi[Pi] ∈ Groth(C) 7→
∑
i αi[Pi] ∈ K(D) est inverse de celle de l’e´nonce´.
7.1.4. Corollaire. — Soit Dcb(X,Ql) la cate´gorie de´rive´e des Ql-complexes constructibles sur
un Fq-sche´ma X que l’on muni de la t-structure de perversite´ autoduale (resp. de la t-structure
triviale) de coeur la cate´gorie Perv(X) (resp. Const(X)) des faisceaux pervers (resp. des fais-
ceaux constructibles) sur X. Pour tout objet F de Dcb(X,Ql), son image dans Groth(Perv(X)) est
de´termine´e par son image dans Groth(Const(X)).
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7.1.5. Lemme. — Soit j : U →֒ X l’inclusion d’un ouvert U d’un Fq-sche´ma X ; on note i :
Z →֒ X le ferme´ comple´mentaire. L’image d’un objet F de Dcb(X,Ql) dans Groth(Const(X)) est
de´termine´e par l’image de j∗F dans Groth(Const(U)) et celle de i∗F dans Groth(Const(Z)).
De´monstration. — Le re´sultat de´coule directement de l’existence du triangle distingue´ j!j
∗F −→
F −→ i∗i∗F
+1
−→.
On en de´duit alors la proposition suivante.
7.1.6. Proposition. — Soit X un sche´ma muni d’une stratification
X [0] ⊂ X [1] ⊂ · · · ⊂ X [d−1] = X
et soit P un faisceau pervers sur X. Alors l’image de P dans le groupe de Grothendieck des
faisceaux pervers sur X est de´termine´e par l’image de
∑
i(−1)
i[hi(P)|X(h) dans le groupe de
Grothendieck des faisceaux localement constant sur X(h) := X [h] −X [h−1] pour tout 0 6 h < d.
7.2. Image dans G de RΨv[d− 1]. —
7.2.1. Proposition. — Les complexes Rj>tg∗ F(g, t, πv)0[d − tg] et j
>tg
! F(g, t, πv)0[d − tg] sont
des faisceaux pervers.
De´monstration. — Le re´sultat de´coule du fait que j>tg est une inclusion affine.
7.2.2. Proposition. — Pour πv une repre´sentation irre´ductible cuspidale de GLg(Fv), on a
l’e´galite´ suivante dans G :
eπv [RΨπv [d− 1]] =
sg∑
i=1
sg∑
t=i
(−1)t−i
[j>tg! HT (g, t, πv, [
←−−
i− 1,
−−→
t− i]πv)⊗ rec
∨
Fv (πv)(−
tg − 2 + 2i− t
2
)] (7.2.11)
De´monstration. — L’isomorphisme (3.2.4) et l’e´galite´ (3.1.3) de´terminent pour tout 0 6 h < d,
la somme
∑
i(−1)
i[RiΨ
v,|X
(d−h)
Up,m
] dans le groupe de Grothendieck de la cate´gorie abe´lienne des
faisceaux constructibles sur X
(d−h)
Up,m . Le re´sultat de´coule alors de la proposition (7.1.6).
7.3. De´composition dans G des j>tg! F(g, t, πv)[d − tg]. — Rappelons le the´ore`me de com-
paraison de Berkovich-Fargues
7.3.1. The´ore`me. — Soit z un point ge´ome´trique de X
(d−h)
Up,m . Le germe en z de RΨv est e´gal a`
Ψ•Fv,l,h,m1 en tant qu’objet de la cate´gorie de´rive´e filtre´e D
bF (Ql).
Ainsi l’hypothe`se de re´currence sur la filtration de monodromie-locale des mode`les de Deligne-
Carayol de hauteur strictement infe´rieure a` d, donne le corollaire suivant.
7.3.2. Corollaire. — Pour tout point ge´ome´trique zI=Up(m) de X
(d−h)
Up,m , le germe en zI de
higrk,πv ,I ve´rifie les proprie´te´s suivantes :
(1) il est nul si h n’est pas divisible par g ;
(2) pour h = tg, ils sont nuls pour |k| > t quelque soit i ;
(3) pour h = tg et |k| < t :
(i) ils sont nuls pour i < tg − d− t+ 1+ |k| ou pour i 6≡ tg − d− t+ 1+ kmod 2 ou pour
i > tg − d ;
(ii) pour tg − d − t + 1 + |k| 6 i = tg − d − t + 1 + |k| + 2r 6 tg − d, la fibre en zI de
higrk,πv ,I est naturellement munie d’une action de Nv∩Hv,m1 ou` Nv ⊂ GLh(Fv)×D
×
v,h×Wv
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est de´fini comme au §2.1, ou` GLh(Fv) est vu naturellement comme un sous-groupe du Levi
GLh(Fv) × GLd−h(Fv) de GLd(Fv) et ou` Hv,m1 est l’alge`bre de Hecke associe´e a` Kv,m1 ⊂
GLh(Ov). On obtient alors que la fibre en zI de (higrk,πv ,I)
epiv est isomorphe, en tant que
Nv ∩Hv,m1 module, aux invariants sous Kv,m1 de
JL−1([
←−−
t− 1]π∨v )⊗ [
←−−−−−
|k|+ 2r]πv
−→
× [
−−−−−−−−−−−→
t− 2r − |k| − 2]πv ⊗ rec
∨
Fv (πv)(−
t(g − 1) + |k|+ k + 2r
2
).
Remarque : En ce qui concerne le dernier point du corollaire pre´ce´dent, et donc le fait que la
filtration locale soit e´quivariante, on peut la de´duire du the´ore`me de comparaison de Berkovich-
Fargues avec les strates des varie´te´s de Shimura en rang d′ < d en supposant connus, par re´currence,
les the´ore`mes globaux pour celles-ci.
7.3.3. Proposition. — Pour tout 1 6 t 6 sg, on a l’e´galite´ dans G
j>tg! HT (g, t, πv,Πt)[d− tg] =
sg∑
i=t
j>ig!∗ HT (g, i, πv,Πt
−→
× [
←−−−−−
i− t− 1]πv)[d− ig]⊗Ξ
(t−i)(g−1)
2 ⊕P!,t
ou` P!,t est une somme de faisceaux pervers concentre´s aux points supersinguliers.
De´monstration. — Dans G, on e´crit j>tg! HT (g, t, πv,Πt)[d−tg] sous la forme
∑
iAπv ,t,i(Πt) ou` les
Aπv ,t,i(Πt) sont une somme a` coefficients positifs de faisceaux pervers simples de poids d− tg − i,
que l’on appellera les constituants de j>tg! HT (g, t, πv,Πt)[d − tg]. On raisonne par re´currence
descendante sur la dimension des faisceaux pervers qui interviennent, en traitant tous les t par
re´currence de sg a` 1 et en travaillant sur les syste`mes inductifs comme indique´ dans la remarque
(6.0.14).
7.3.4. Lemme. — Pour tout 1 6 t 6 sg, j
>tg
!∗ HT (g, t, πv,Πt)[d − tg] est le seul constituant
de dimension d − tg de j>tg! HT (g, t, πv,Πt)[d − tg]. Par ailleurs tous les autres constituants de
j>tg! HT (g, t, πv,Πt)[d− tg] sont de poids strictement infe´rieur a` d− tg.
De´monstration. — On a la suite exacte courte de faisceaux pervers
0→ Pπv ,t,0(Πt) −→ j
>tg
! HT (g, t, πv,Πt)[d− tg] −→ j
>tg
!∗ HT (g, t, πv,Πt)[d− tg]→ 0
ou` Pπv ,t,0 est e´gale a` i
>tg,∗j>tg!∗ HT (g, t, πv,Πt)[d − tg − 1] qui est donc de poids infe´rieur ou e´gal
a` d− tg − 1 et de dimension strictement infe´rieure a` d− tg, d’ou` le re´sultat.
7.3.5 — D’apre`s le lemme pre´ce´dent, tous les faisceaux pervers qui interviennent dans l’e´criture
de j>tg! HT (g, t, πv,Πt)[d− tg] sont de dimension infe´rieure ou e´gale a` d− tg. Ainsi pour h > d− g,
il n’y a aucun constituant de dimension h dans les j>tg! HT (g, t, πv,Πt)[d − tg] pour 1 6 t 6 sg
et pour h = d − g, j>g!∗ HT (g, 1, πv,Π1)[d − g] est le seul constituant de dimension d − g pour
t = 1. Supposons donc que pour tout h > h0, les constituants des j
>tg
! HT (g, t, πv,Πt)[d− tg] pour
1 6 t 6 sg, sont ceux pre´dits par l’e´nonce´ et traitons la dimension h0.
7.3.6. Lemme. — Supposons la proposition (7.3.3) ve´rifie´e pour les faisceaux pervers de dimen-
sion strictement supe´rieure a` 0 < h0 < d − g, i.e. pour tout 1 6 t 6 sg, les constituants de
dimension strictement plus grande que h0 des j
>tg
! HT (g, t, πv,Πt)[d− tg] sont les
j
>(t+r)g
!∗ HT (g, t+ r, πv,Πt
−→
× [
←−−−
r − 1]πv )[d− tg]⊗ Ξ
r(g−1)
2
avec d− (t+ r)g > h0. Pour tout k, l’image dans G de eπvgrk,πv est alors e´gale a`∑
|k|<t<(d−h0)/g
t≡k−1mod2
P(g, t, πv)(−
tg + k − 1
2
) + Pk,h0
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ou` Pk,h0 = (Pk,h0,I)I est une somme de faisceaux pervers simples de dimension infe´rieure ou e´gale
a` h0 a` support dans la tour des (X
[h0]
Up,m)I=Up(m), i.e. la fibre de h
iPk,h0,I en tout point ge´ome´trique
de X
(d−h)
Up,m est nulle pour h < d− h0 et pour tout i.
De´monstration. — D’apre`s (7.2.2), chacun(12) des P(g, t, πv)(−
tg+k−1
2 ), pour d − tg > h0 est un
constituant d’un eπvgrr,πv ; il s’agit alors de montrer que r = k. Le re´sultat de´coule directement via
le the´ore`me de comparaison de Berkovich-Fargues, de l’hypothe`se de re´currence sur le the´ore`me
local (4.2.3). En effet, pour tg < d les πv-parties des h
0grtg,loc,k sont pures de poids tg − 1 + k.
L’e´quivalent du the´ore`me de Serre-Tate et le the´ore`me de Berkovich-Fargues impliquent alors que
la fibre en tout point ge´ome´trique z de la strate tg de htg−dgrk,πv est pure de poids tg−1+k. Or la
fibre en un point ge´ome´trique de la strate tg de htg−dP(g, t, πv)(−
tg+k−1
2 ) est de poids tg− 1+ k.
Ainsi pour t = 1, P(g, 1, πv)((1 − g)/2) est un constituant de gr0,πv car tous les autres faisceaux
pervers qui interviennent sont de dimension strictement plus petite.
On raisonne alors par re´currence sur t ; on suppose que pour tout t < t0 < (d− h0)/g, et tout
|k| < t−1, P(g, t, πv)(−
tg+k−1
2 ) est un constituant de grk,πv et traitons le cas de t0. D’apre`s ce qui
pre´ce`de on en de´duit que pour tout |k| < t0, P(g, t0, πv)(−
t0g−1+k
2 ) est un constituant de grr,πv
avec r > k ; en effet dans le cas contraire la filtration par le poids de grr donnerait une suite exacte
courte
0→ P −→ grr,πv −→ P(g, t0, πv)(−
t0g − 1 + k
2
)→ 0
modulo des faisceaux pervers de dimension strictement plus petite, ce qui donnerait une suite
exacte longue
· · ·ht0g−dgrr,πv −→ h
t0g−dP(g, t0, πv)(−
t0g − 1 + k
2
) −→ ht0g−d+1P · · ·
or htg−d+1P a un support de dimension strictement plus petite que d− t0g de sorte qu’il existerait
un point ge´ome´trique de X
(d−t0g)
Up,m tel que la fibre de h
t0g−dgrr,πv serait de poids t0g− 1+ k ce qui
n’est pas. Ainsi en particulier pour k = t0 − 1, il existe r > t0 − 1 tel que grr,πv soit de dimension
d− t0g. Pour la meˆme raison que ci-dessus, on en de´duit qu’il s’agit de r = t0− 1. On utilise alors
l’ope´rateur N qui finit de placer les P(g, t0, πv)(−
t0g+k−1
2 ) sur les grk,πv , d’ou` la re´currence.
Par ailleurs on remarque qu’en tout point ge´ome´trique z de X
(h)
Up,m, pour h > h0, la fibre en z
des faisceaux de cohomologie de grk,πv ,Up(m) − Pk,h0,Up(m) est e´gale a` celle du mode`le local i.e.,
d’apre`s le the´ore`me de comparaison de Berkovich-Fargues a` celle de grk,πv ,Up(m) de sorte que celle
de Pk,h0,Up(m) est nulle.
7.3.7 — Retour a` la preuve de la proposition (7.3.3) : le principe est d’e´tudier l’e´galite´ (7.2.11)
en utilisant le lemme pre´ce´dent ainsi que (7.3.4) pour j>t0g! HT (g, t0, πv,Πt0)[d− t0g] dont le seul
constituant de dimension supe´rieur ou e´gal a` d− t0g est
j>t0g!∗ HT (g, t0, πv,Πt0)[d− t0g].
Note : on suppose, afin de simplifier la re´daction, que Πt est elliptique de type πv.
7.3.8. Lemme. — Pour 1 6 t 6 sg, soit Aπv,t,r(Πt) un constituant de j
>tg
! HT (g, t, πv,Πt)[d−tg]
de poids d − tg − r et de dimension h0. Il existe alors des entiers k et a > 0 ainsi que Π′t
une repre´sentation elliptique de type πv, et donc de meˆme support cuspidal que Πt, telle que
Aπv ,t,r(Π
′
t)⊗ rec
∨
Fv
(πv)(−
t(g+1)−2(a+1)
2 ) soit un constituant de eπvgrk,πv .
(12)On rappelle, cf. la remarque (5.3.2), que les P(g, t, πv) ne sont pas irre´ductibles ; cependant les arguments
fonctionnent de manie`re strictement identique pour tous ses constituants simples car la seule diffe´rence entre ceux-
ci provient de l’action de D×v,tg.
36 BOYER PASCAL
De´monstration. — Soit Aπv ,t,r(Πt) un constituant de j
>tg
! HT (g, t, πv,Πt)[d − tg] de sorte que
Aπv ,t,r([
←−−
t− 1]πv ) ⊗ rec
∨
Fv
(πv)(−
t(g+1)−2
2 ) apparaˆıt dans le membre de droite de l’e´galite´ de la
proposition (7.2.2). On conside`re alors δ maximal tel qu’il existe une repre´sentation elliptique
Π′t de type πv de GLtg(Fv) tel que Aπv ,t,r(Π
′
t) ⊗ rec
∨
Fv
(πv)(−
δ
2 ) apparaisse dans le mem-
bre de droite de l’e´galite´ de la proposition (7.2.2). On remarque alors qu’il y apparaˆıt avec
un coefficient positif et aucun ne´gatif de sorte qu’il reste dans la somme ce qui implique le
re´sultat. En effet s’il apparaissait avec un coefficient ne´gatif, ce serait comme constituant d’un
j>t
′g
! HT (g, t
′, πv, [
←−−−−−−
t′ − r − 1,−→r ]πv )[d − t
′g] ⊗ rec∨Fv (πv)(−
t′(g+1)−2(r+1)
2 ) pour r impair positif
et on note que j>t
′g
! HT (g, t
′, πv, [
←−−−
t′ − 1]πv )[d − t
′g] ⊗ rec∨Fv(πv)(−
t′(g+1)−2
2 ) contiendrait un
Aπv ,t,r(Π
′′
t ) ⊗ rec
∨
Fv
(πv)(−
δ+2r
2 ) pour Π
′′
t une repre´sentation de meˆme support cuspidal que Π
′
t,
contredisant la maximalite´ de δ.
7.3.9 — Supposons dans un premier temps que h0 n’est pas de la forme d−tg et qu’il existe t, r tel
que Aπv ,t,r(Πt) contienne un faisceau pervers simple de dimension h0. Le lemme pre´ce´dent implique
alors qu’il existe k > 0 tel que, avec les notations du lemme (7.3.6), Pk,h0 ait un constituant simple,
disons Bπv,k, de dimension h0 et de poids d − 1 + δ pour un certain entier δ. On raisonne alors
comme dans la preuve du lemme (7.3.6). E´tant de dimension infe´rieure ou e´gale a` h0, Pk,h0 est alors
de dimension h0 de sorte que h
−h0Pk,h0 est de dimension h0. En outre comme h
−h0Pk,h0,I=Up(m),
d’apre`s le lemme (7.3.6), est a` support dans X
[h0]
Up,m, on en de´duit que pour tout point ge´ne´rique de
X
(h0)
Up,m, la fibre en ce point de h
−h0Pk,h0,I est non nulle de sorte qu’il existe un point ge´ome´trique
zI de X
(h0)
Up,m tel que la fibre en zI de h
−h0Pk,h0,I soit non nulle. Par ailleurs, les πv-parties des
h−h0grk,loc du mode`le local de hauteur d−h0 sont toutes nulles, on en de´duit, d’apre`s le the´ore`me
de comparaison de Berkovich-Fargues, que la fibre en z de h−h0grk,πv est nulle ce qui implique
que δ 6= k : en effet sinon eπvgrk,πv est une extension de
(
⊕
|k|<t<(d−h0)/g
t≡k−1mod 2
P(g, t, πv)(−
tg + k − 1
2
))⊕Bk,πv
par des faisceaux pervers de dimension infe´rieure ou e´gale a` h0 ce qui implique que (h
−h0grk,πv )
epiv
admettrait h−h0Bk,h0 comme facteur direct. Selon le meˆme principe, on doit meˆme avoir δ < k.
Comme on ne dispose pas de la purete´ des grk, pour montrer que δ = k on raisonne alors comme
suit.
7.3.10. Lemme. — Soit P un constituant de RΨπv [d − 1]. On en de´duit alors que DP(1 − d)
est un constituant de RΨπ∨v [d− 1].
De´monstration. — Le re´sultat de´coule simplement de la compatibilite´ de RΨv avec la dualite´ de
Verdier, soit DRΨηv(Ql[d− 1]) ≃ RΨηv(DQl[d− 1]) et du fait que la fibre ge´ne´rique de XUp,m est
lisse de sorte que DQl[d− 1] ≃ Ql[d− 1](1− d).
On conside`re alors un constituant simple de dimension h0 de poids maximal, disons d−1+ r de
RΨπv [d − 1]. C’est alors un constituant de grk,πv pour k > r d’apre`s ce qui pre´ce`de. Par ailleurs
en utilisant le lemme (7.3.10), on obtient un constituant simple de dimension h0 de gr−k,π∨v et
de poids d− 1 − r, de sorte que l’ope´rateur de monodromie Nk fournit un constituant simple de
dimension h0 de grk,πv et de poids d− 1− r+2k > d− 1+ r, d’ou` la contradiction par maximalite´
de r.
7.3.11 — Supposons de´sormais que h0 = d − t0g et supposons avoir montre´ par re´currence que
pour tout t1 6 t 6 sg, le seul constituant de dimension d− t0g de j
>tg
! HT (g, t, πv,Πt)[d− tg], est
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j>t0g!∗ HT (g, t0g, πv,Πt
−→
× [
←−−−−−−
t0 − t− 1]πv )[d − t0g] ⊗ Ξ
(t0−t)(g−1)
2 . Le re´sultat est ve´rifie´ pour t1 = t0,
supposons le donc ve´rifie´ jusqu’au rang t1 et traitons le cas de t1− 1. On e´tudie alors les faisceaux
pervers de dimension d − t0g dans le membre de droite de (7.2.11), en particulier ceux de poids
d− t0, ce qui donne j
>t0g
!∗ HT (g, t0, πv,Π)[d− t0g]⊗ rec
∨
Fv
(πv)(−
t0(g−1)
2 ) avec
(−1)t0−1Π = [
−−−→
t0 − 1]πv −
t0−t1∑
i=1
(−1)i[
−−−−−−→
t0 − i− 1]πv
−→
× [
←−−
i− 1]πv = (−1)
t1−t0 [
−−−→
t1 − 1,
←−−−−
t0 − t1]πv .
Or ce dernier ne peut pas apparaˆıtre dans le membre de gauche de (7.2.11). En effet si t1 est pair
c’est e´vident car a` gauche il ne peut y avoir que des coefficients positifs. Sinon de manie`re ge´ne´rale,
on raisonne comme suit. Le lemme (7.3.10) donnerait que j>t0g!∗ HT (g, t0, π
∨
v , [
←−−−−
t0 − t1,
−−−→
t1 − 1]π∨v )[d−
t0g]⊗ recFv (πv)(−
t0(g+1)−2
2 ) serait un constituant de eπv [RΨπv [d−1]] qui, vu le poids, ne pourrait
provenir que de j>t0g! HT (g, t0, π
∨
v , [
←−−−
t0 − 1]π∨v )[d − t0g] ⊗ recFv (πv)(−
t0(g+1)−2
2 ), ce qui n’est pas
d’apre`s le lemme (7.3.4).
Ainsi j>t0g!∗ HT (g, t0, πv, [
−−−→
t1 − 1,
←−−−−
t0 − t1]πv )[d−t0g]⊗rec
∨
Fv
(πv)(−
t0(g−1)
2 ) doit eˆtre un constituant
d’un j>tg! HT (g, t, πv, [
←−
i ,
−−−−−→
t− i− 1]πv )[d − tg] ⊗ rec
∨
Fv
(πv)(−
t(g−1)+2i
2 ) pour 0 6 i < t et t > t0 et
t ≡ t1 − 1mod 2. Le re´sultat, i.e. t = t1 − 1 et r = 0, de´coule alors des trois lemmes suivants.
7.3.12. Lemme. — Pour un point ge´ome´trique z de X
(d−t0g)
Up,m,Md−t0g
, les fibres en z des fais-
ceaux de cohomologies des j>tg!∗ HT (g, t, πv,Πt)[d− tg]⊗ rec
∨
Fv
(πv), pour t > t0, sont, en tant que
repre´sentation de GLt0g(Fv)×GLd−t0g(Fv)×Wv de la forme
⊕
χ(Πt(χ)×πχ)⊗π
′
χ⊗rec
∨
Fv
(πv)(χ)
ou` χ de´crit les caracte`res de Z et πχ (resp. π′χ) est une repre´sentation de GL(t0−t)g(Fv) (resp.
GLd−t0g(Fv)).
De´monstration. — C’est e´vident en utilisant que les strates sont induites, i.e.
j>tg!∗ HT (g, t, πv,Πt) = j
>tg
1,!∗F(g, t, πv)1 ⊗Πt ×Ptg,t0g,d(Fv) Pt0g,d(Fv)
en tant que Pt0g,d(Fv)×Z-module. Les torsions de´coulent alors de l’action telle qu’elle est de´crite
au §3.2.
7.3.13. Lemme. — Supposons que pour tout 1 6 t 6 t0, les constituants simples de dimension
strictement supe´rieure a` d− t0g des j
>tg
!∗ HT (g, t, πv,Πt)[d− tg] sont ceux pre´vus par la proposition
(7.3.3) et supposons qu’il existe t < t0 tel que
j>tg! HT (g, t, πv, [
←−r ,
−−−−−−→
t− r − 1]πv )[d− tg]⊗ rec
∨
Fv (πv)(−
t(g − 1) + 2r
2
)
admette j>t0g!∗ HT (g, t0, πv, [
−−−→
t1 − 1,
←−
1 ,
←−−→
t0 − t1]πv)[d−t0g]⊗rec
∨
Fv
(πv)(−
t0(g−1)
2 ) comme constituant.
On a alors t 6 t1 et r = 0.
De´monstration. — On conside`re la filtration par le poids de j>tg! HT (g, t, πv, [
←−r ,
−−−−−−→
t− r − 1]πv)[d−
tg]⊗ rec∨Fv (πv)(−
t(g−1)+2r
2 ) et la suite spectrale qui s’en de´duit
Ei,j1 = h
i+jgr−i(t, r)⇒ h
i+jj>tg! HT (g, t, πv, [
←−r ,
−−−−−−→
t− r − 1]πv )[d−tg]⊗rec
∨
Fv(πv)(−
t(g − 1) + 2r
2
)
ou` grk(t, r) de´signe le gradue´ de poids k de j
>tg
! HT (g, t, πv, [
←−r ,
−−−−−−→
t− r − 1]πv )[d − tg] ⊗
rec∨Fv (πv)(−
t(g−1)+2r
2 ). D’apre`s le lemme pre´ce´dent toutes les fibres aux points ge´ome´triques
de X
(d−t0g)
Up,m,Md−t0g
des Ei,j1 avec i + j < t0g − d sont, en tant que GLt0g(Fv) × Wv-module, de
la forme
⊕
χ[
←−r ,
−−−−−−→
t− r − 1]πv(χ) × πχ ⊗ rec
∨
Fv
(πv(χ))(−
t(g−1)+2r
2 ) alors que celles des faisceaux
de cohomologies de j>t0g!∗ HT (g, t0, πv, [
−−−→
t1 − 1,
←−
1 ,
←−−→
t0 − t1]πv )[d − t0g] ⊗ rec
∨
Fv
(πv)(−
t0(g−1)
2 ) sont
de la forme
⊕
χ[
−−−→
t1 − 1,
←−
1 ,
←−−→
t0 − t1]πv(χ) × π
′
χ ⊗ rec
∨
Fv
(πv(χ))(−
t(g−1)
2 ). En remarquant que les
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Ei,t0g−d+1−i1 ont un support de dimension strictement infe´rieur a` d− t0g et que les E
n
∞ sont nuls
pour n 6= tg − d, on en de´duit alors que r = 0 et t 6 t1.
7.3.14. Lemme. — Pour tout 1 6 t < t0 et toute repre´sentation Π elliptique de type πv de
GL(t0−t)g(Fv) distincte de [
←−−−−−−
t0 − t− 1]πv , j
>tg
! HT (g, t, πv,Πt)[d− tg] ne contient pas
j>t0g!∗ HT (g, t0, πv,Πt
−→
×Π)[d− tg]⊗ Ξ(t0−t)(g−1)/2.
De´monstration. — Dans le cas contraire conside´rons t minimal pour cette proprie´te´. En l’ap-
pliquant a` Πt = [
−−→
t− 1]πv , on en de´duit que j
>t0g
!∗ HT (g, t0, πv, [
−−→
t− 1,
←−
1 ,
←−−−−−→
t0 − t− 1)[d − tg] ⊗
rec∨Fv (πv)(−
t0(g−1)
2 ) reste dans le membre de droite de (7.2.11), ou` [
←−−−−−→
t0 − t− 1]πv de´signe Π. En
effet il y apparaˆıt via j>tg!∗ HT (g, t, πv, [
−−→
t− 1]πv )[d− tg]⊗ rec
∨
Fv
(πv)(−
t(g−1)
2 ) et n’est pas compense´
car d’apre`s le lemme pre´ce´dent ce ne pourrait qu’eˆtre pour un t′ < t ce qui contredirait la min-
imalite´ de t. Si le signe est ne´gatif on obtient directement la contradiction, sinon on argument
comme suit : par application de la dualite´ de Verdier, on en de´duit que eπv [grk,π∨v ] pour un certain
k, devrait contenir j>t0g!∗ HT (g, t0, π
∨
v , ⌈[
−−→
t− 1]πv
−→
×Πt⌉∨)[d − t0g] ⊗ recFv (πv)(−
t0(g+1)−2
2 ) qui est
de poids d + t0 − 2. Or tous les constituants de dimension strictement supe´rieur a` d − t0g de
RΨπ∨v [d − 1] sont de poids strictement infe´rieur a` d + t0 − 2 de sorte qu’il existerait un point
ge´ome´trique de X
(d−t0g)
Up,m tel que la fibre de h
t0g−dgrk,π∨v en ce point admettrait un facteur direct
de poids d+ t0 − 2 de la forme ⌈[
−−→
t− 1]πv
−→
×Πt⌉∨ ce qui n’est pas d’apre`s le corollaire (7.3.2).
7.3.15 — Fin de la preuve de la proposition (7.3.3) : pour tout k, on pose dans G :
Qk,πv,t0 := eπvgrk,πv −
∑
|k|<t6t0
t≡k−1mod2
P(g, t, πv)(−
tg + k − 1
2
)
Le corollaire (7.3.2) et ce qui pre´ce`de, prouvent alors que pour tout point ge´ne´rique z de dimen-
sion supe´rieure ou e´gale a` d − t0g,
∑
i(−1)
i(hiQk,πv,t0)z est nulle. On en de´duit donc d’apre`s la
proposition (7.1.6), que Qk,πv,t0 est de dimension strictement infe´rieure a` d − t0g, ce qui conclut
la re´currence.
7.3.16. De´finition. — Pour t 6 t′ et Πt une repre´sentation deGLtg(Fv), soit P−(g, t′, πv, t,Πt) ∈
FPH(X) (13) le faisceau j>t
′g
!∗ HT (g, t
′, πv,Πt
−→
× [
←−−−−−−
t′ − t− 1]πv )[d − t
′g] ⊗ Ξ
(t′−t)(g−1)
2 pur de poids
d− t′g− 2(t′− t) et P+(g, t′, πv, t,Πt) = j
>t′g
!∗ HT (g, t
′, πv,Πt
←−
× [
←−−−−−−
t′ − t− 1]πv)[d− t
′g]⊗Ξ
(t′−t)(g+1)
2 ,
pur de poids d− t′g + 2(t′ − t).
La filtration par le poids donne alors le corollaire suivant.
7.3.17. Corollaire. — (i) Il existe, pour 0 6 i 6 sg − t, des faisceaux pervers Pπv ,t,i(Πt) ∈
FPH(X) tels que l’on ait, dans FPH(X), les suites exactes suivantes :
0→ Pπv ,t,0(Πt) −→ j
>tg
! HT (g, t, πv,Πt)[d− tg] −→ j
>tg
!∗ HT (g, t, πv,Πt)[d− tg]→ 0
0→ Pπv ,t,1(Πt) −→ Pπv,t,0(Πt) −→ P−(g, t+ 1, πv, t,Πt)⊕Aπv ,t,0(Πt)→ 0
· · ·
0→ Pπv ,t,r(Πt) −→ Pπv ,t,r−1(Πt) −→ P−(g, t+ r, πv, t,Πt)⊕Aπv ,t,r−1(Πt)→ 0
· · ·
0→ Pπv,t,sg−t(Πt) −→ Pπv ,t,sg−t−1(Πt) −→ P−(g, sg, πv, t,Πt)⊕Aπv ,t,sg−t−1(Πt) −→ 0
(13)Comme dans la remarque (5.3.2), ceux-ci ne sont pas simples mais plutoˆt une somme directe de epiv faisceaux
pervers simples ou` la diffe´rence entre eux provient de l’action de D×v,tg. Par ailleurs pour ce qui est des poids cf. la
remarque (6.0.19).
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avec Aπv ,t,i(Πt), pour 1 6 i 6 sg − t, des faisceaux pervers concentre´s aux points supersin-
guliers purs de poids d− tg − i− 1 et Pπv ,t,sg−l(Πt) un faisceau pervers concentre´ aux points
supersinguliers de poids infe´rieur ou e´gal a` d− tg − sg + t.
(ii) Dualement pour la dualite´ de Verdier, le complexe Rj>tg∗ HT (g, t, πv,Πt)[d−tg] est un objet
de FPH(X) qui s’inse`re dans les suites exactes courtes
0→ j>tg!∗ HT (g, t, πv,Πt)[d−tg] −→ Rj
>tg
∗ HT (g, t, πv,Πt)[d−tg] −→ DPπv ,t,0(Πt)(tg−d)→ 0
0→ DAπv,t,0(Πt)(tg − d)⊕ P+(g, t+ 1, πv, t,Πt) −→
DPπv,t,0(Πt)(tg − d) −→ DPπv ,t,1(Πt)(tg − d)→ 0
· · ·
0→ DAπv,t,r−1(Πt)(tg − d)⊕ P+(g, t+ r, πv, t,Πt) −→
DPπv,t,r−1(Πt)(tg − d) −→ DPπv ,t,r(Πt)(tg − d)→ 0
· · ·
0→ DAπv,t,sg−t−1(Πt)(tg − d)⊕ P+(g, sg, πv, t,Πt) −→
DPπv ,t,sg−t−1(Πt)(tg − d) −→ DPπv ,t,sg−t(Πt)(tg − d)→ 0
Remarque : Hors des points supersinguliers, nous avons montre´ que les grk e´taient purs de poids
d−1+k, ce qui n’a rien d’impressionnant puisque finalement on l’a de´duite de la purete´ locale qui
nous est donne´e d’apre`s l’hypothe`se de re´currence. Nous verrons a` la proposition (9.3.2) comment
la de´montrer pour les faisceaux pervers supporte´s par les points supersinguliers.
7.3.18. Corollaire. — Pour tout |k| < sg, l’image de eπvgrk,πv dans G est e´gale a`
(
∑
|k|<t6sg
t≡k−1mod 2
P(g, t, πv)(−
tg + k − 1
2
)) + Pk
ou` comme ci-dessus, Pk est une somme de faisceaux pervers concentre´s aux points supersinguliers.
Dans tous les autres cas grk,πv est de dimension nulle, concentre´ aux points supersinguliers.
7.4. E´tude aux points supersinguliers des j>tg! F(g, t, πv)[d−tg]. — Le but de ce paragraphe
est de de´terminer les faisceaux pervers ponctuels non pre´cise´s dans la proposition (7.3.3). On
rappelle que le raisonnement du paragraphe pre´ce´dent ne s’appliquait pas au niveau des points
supersinguliers car nous n’y connaissons pas l’aboutissement de (5.1.10). Une ide´e naive est que
pour connaˆıtre un faisceau ponctuel, on peut commencer par calculer son groupe de cohomologie
H0.
7.4.1. Proposition. — Soit 1 6 g < d ne divisant pas d (resp. g divisant d = sg), et soit
Π une repre´sentation globale de Gτ (A) telle que Π ve´rifie Hyp(ξ) avec Πv ≃ Sps(πv) pour
πv une repre´sentation irre´ductible cuspidale de GLg(Fv). Pour tout i et 1 6 t 6 sg (resp.
1 6 t < s), la composante Π∞,v-isotypique des groupes de cohomologie des faisceaux pervers
j>tg!∗ HTξ(g, t, πv,Πt)[d− tg] est nulle, soit avec les notations de (5.2.6) :
Hi(j>tg!∗ HTξ(g, t, πv,Πt)[d− tg])[Π
∞,v] = 0.
De´monstration. — On raisonne par re´currence pour t variant de s − 1 a` 1 ; l’initialisation de la
re´currence se fait d’elle meˆme dans la preuve de l’induction qui suit. On reprend les suites exactes
courtes de faisceaux pervers du corollaire (7.3.17). On montre tout d’abord, par re´currence sur i
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de s− t− 1 a` 0, que pour tout j 6= 0, les groupes de cohomologie Hj(Pπv ,t,i(Πt)⊗Lξ)[Π
∞,v] sont
nuls et que
H0(Pπv ,t,i(Πt)⊗Lξ)[Π
∞,v] =
sg−t−1∑
k=i
H0(Aπv ,t,k(Πt)⊗Lξ)[Π
∞,v]+H0(Pπv ,t,sg−t(Πt)⊗Lξ)[Π
∞,v]
Le re´sultat est clairement vrai pour i = s − t − 1 car Pπv,t,s−t−1(Πt) est un faisceau pervers
ponctuel. Supposons donc le re´sultat acquis jusqu’au rang i+1 et montrons le au rang i. La suite
exacte longue de cohomologie associe´e a`
0→ Pπv ,t,i(Πt) −→ Pπv ,t,i−1(Πt) −→ P−(g, t+ i, πv, t,Πt)⊕Aπv ,t,i−1(Πt)→ 0
fournit, pour j 6= 0, les isomorphismes Hj(Pπv ,t,i(Πt)⊗Lξ)[Π
∞,v] ≃ Hj(Pπv ,t,i−1(Πt)⊗Lξ)[Π
∞,v]
car d’apre`s l’hypothe`se de re´currence portant sur les t, Hj(P(g, t+ i, πv, t,Πt)⊗Lξ)[Π∞,v] est nul
ce qui implique la nullite´ de Hj(P−(g, t+ i, πv, t,Πt)⊗Lξ)[Π∞,v]. Par ailleurs pour j = 0, on a la
suite exacte courte
0→ H0(Pπv ,t,i(Πt)⊗ Lξ)[Π
∞,v] −→ H0(Pπv ,t,i−1(Πt)⊗ Lξ) −→ H
0(Aπv ,t,i−1(Πt)⊗Lξ)→ 0
d’ou` le re´sultat.
On conside`re alors la suite exacte longue de cohomologie associe´e a`
0→ Pπv ,t,0(Πt) −→ j
>tg
! HT (g, t, πv,Πt)[d− tg] −→ j
>tg
!∗ HT (g, t, πv,Πt)[d− tg]→ 0
qui s’e´crit
0→ H−1(j>tg! ) −→ H
−1(j>tg!∗ ) −→ H
0(Pπv ,t,s−t−1) −→ H
0(j>tg! ) −→ H
0(j>tg!∗ )→ 0
et pour tout i 6= −1, 0, Hi(j>tg! ) ≃ H
i(j>tg!∗ ) ou` pour alle´ger les notations, on a omis d’e´crire
HTξ(g, t, πv,Πt)[d − tg] ainsi que [Π∞,v]. On en de´duit alors que pour i 6= 0, Hi(j
>tg
! ) est pur
de poids d − 1 + i alors que H0(j>tg! ) est mixte de poids infe´rieur ou e´gal a` d − 1. Le calcul de
la somme alterne´e
∑
i(−1)
iHi(j>tg! ), laquelle est nulle pour g ∤ d et pour g|d est constitue´e d’un
seul terme de poids d − 1 − (s − t), implique alors la nullite´ des Hi(j>tg! ) pour i > 0 et celle des
Hi(j>tg!∗ HTξ(g, t, πv,Πt)[d− tg])[Π
∞,v] pour i > 0 et pour tout πv. La dualite´ de Poincare´ donne
alors la nullite´ des Hi(j>tg!∗ HTξ∨(g, t, π
∨
v ,Π
∨
t )[d − tg])[Π
∞,v] pour tout πv et tout i 6 0 et donc
finalement la nullite´ des Hi(j>tg!∗ HTξ(g, t, πv,Πt)[d− tg])[Π
∞,v] pour tout i et tout πv.
7.4.2 — Remarque : Il est possible de faire des calculs strictement similaires pour πv quelconque.
Par exemple, au lemme (9.3.2) on traite le cas de πv ≃ Spn1(ξ1) ⊞ · · · ⊞ Spnr (ξr), le cas ge´ne´ral
e´tant traite´ dans la preuve du the´ore`me (14.1).
7.4.3 — D’apre`s le corollaire (7.3.17) et en remarquant qu’un faisceau pervers ponctuel n’a de la
cohomologie qu’en degre´ ze´ro, les corollaires suivants de´coulent directement de (3.2.6).
7.4.4. Corollaire. — Pour g divisant d = sg (resp. 1 6 g < d ne divisant pas d), soit Π une
repre´sentation irre´ductible de G(A) ve´rifiant Hyp(ξ) telle que Πv ≃ Sps(πv). On a alors :
(i) pour tout i 6= d − tg (resp. pour tout i), Hic(X
(d−tg)
Up,m,Md−tg
,F(g, t, πv)1 ⊗ Lξ)[Π∞,v] et donc
Hic(X
(d−tg)
Up,m ,F(g, t, πv, I)⊗ Lξ)[Π
∞,v] sont nuls et pour i = d− tg
lim
→
Up(m)
Hd−tgc (X
(d−tg)
Up,m,Md−tg ,F(g, t, πv)1 ⊗ Lξ)[Π
∞,v] =
♯Ker1(Q, Gτ )m(Π)[
←−−−−−
s − t− 1]πv(−t(g−1)/2) ⊗ (Ξ
(s−t)(g−1)
2
⊕
χ∈A(πv)
χ−1)
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lim
−→
Up(m)
Hd−tgc (X
(d−tg)
Up,m , HTξ(g, t, πv,Πt))[Π
∞,v]
= ♯Ker1(Q, Gτ )m(Π)(Πt
−→
× [
←−−−−−
s− t− 1]πv )⊗ (Ξ
(s−t)(g−1)/2
⊕
χ∈A(πv)
χ−1)
en tant que repre´sentation de GL(s−t)g(Fv) × Z et de GLd(Fv) × Z, ou` A(πv) est l’ensemble des
caracte`res χ : Z −→ Q×l , tels que πv ⊗ χ ◦ val(det) ≃ πv et m(Π) est la multiplicite´ de Π dans
l’espace des formes automorphes.
(ii) pour tout 1 6 t 6 s, on a
H0(j>tg! HT (g, t, πv,Πt)[d− tg]⊗ rec
∨
Fv (πv))
= ♯Ker1(Q, Gτ )m(Π)eπv (Πt
−→
× [
←−−−−−
s− t− 1]πv)⊗ rec
∨
Fv (πv)| − |
−(s−t)(g−1)/2
7.4.5 — On rappelle que H0 est une forme inte´rieure de Gτ telle que H0(A∞,v) ≃ Gτ (A∞,v),
H0(R) est compact et H0,v ≃ D×v,d.
Hypothe`se : pour la preuve de l’e´nonce´ suivant on conside`re une repre´sentation automorphe
cohomologique et irre´ductible Π de Gτ (A) telle que :
– Πv ≃ Sps(πv) pour πv une repre´sentation irre´ductible cuspidale de GLg(Fv) avec d = sg ;
– l’ensemble AH0,ξ(Π) des repre´sentations irre´ductibles automorphes Π de H0(A) telle que
(Π
∞,v
)∨ ≃ Π∞,v, est re´duit a` un e´le´ment avec m(Π) = m(Π), Π
∨
v ≃ JL
−1(Πv).
Remarque : L’existence d’une telle repre´sentation Π est assure´e par Harris-Labesse (cf. [7] the´ore`me
3.2.1).
7.4.6. Corollaire. — Pour tout 1 6 t 6 sg, les faisceaux pervers Aπv ,t,i(Πt) du corollaire
(7.3.17) sont tous nuls et pour g ne divisant pas d (resp. g|d = sg) Pπv ,t,sg−t(Πt) est nul (resp.
Pπv ,t,s−t−1(Πt) est le faisceau pervers ponctuel de support l’ensemble des points supersinguliers tel
que Pπv,t,s−t−1(Πt) est isomorphe a` F(g, s, πv)(−
(s−t)(g−1)
2 )⊗ (Πt
−→
× [
←−−−−−
s− t− 1]πv )).
De´monstration. — D’apre`s la proposition pre´ce´dente on a
sg−t−1∑
i=0
lim
→
Up(m)
H0(XUp,m, Aπv ,t,i(Πt)⊗Lξ)[Π
∞,v]+ lim
→
Up(m)
H0(XUp,m, Pπv ,t,sg−t(Πt)⊗Lξ)[Π
∞,v]
= lim
→
Up(m)
Hd−tg(XUp,m, j
>tg
! HTξ(g, t, πv,Πt, I))[Π
∞,v].
Le membre de droite est d’apre`s (3.2.6) soit nul, pour g ne divisant pas d, soit de poids d−tg−sg+t
pour g divisant d.
- Les faisceaux pervers Aπv ,t,i(Πt), pour 0 6 i < sg− t e´tant de dimension ze´ro et purs de poids
d− tg − i, la nullite´ de H0(X
[d−tg]
Up,m,Md−tg
, Aπv ,t,i(Πt)⊗ Lξ)[Π
∞,v] implique celle des Aπv ,t,i(Πt).
- De meˆme pour g ne divisant pas d, Pπv,t,s−t, faisceau pervers concentre´ aux points supersin-
guliers, est nul car son groupe de cohomologie en degre´ 0 l’est.
- Pour g divisant d, on rappelle, cf. le corollaire (7.4.4), que Hic(X
(d−tg)
Up,m,Md−tg
,F(g, t, πv)1 ⊗
Lξ)[Π∞,v] est nul pour i 6= d− tg, et
lim
→
Up(m)
Hd−tgc (X
(d−tg)
Up,m,Md−tg ,F(g, t, πv)1 ⊗ Lξ))[Π
∞,v] =
♯Ker1(Q, Gτ )m(Π)
⊕
χ∈A(πv)
[
←−−−−−
s− t− 1]πv(−t(g−1)/2) ⊗ Ξ
(s−t)(g−1)
2 χ
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ou` A(πv) est l’ensemble des caracte`res χ : Z −→ Q
×
l , tels que πv ⊗ χ ◦ val(det) ≃ πv. Ainsi pour
toute repre´sentation elliptique Πt de type πv de GLtg(Fv),
lim
→
Up(m)
H0(X
[d−tg]
Up,m , j
>tg
! HTξ(g, t, πv,Πt)[d− tg])[Π
∞,v] =
♯Ker1(Q, Gτ )m(Π)eπvΠt
−→
× [
←−−−−−
s− t− 1]πv ⊗ Ξ
(s−t)(g−1)
2
en tant que repre´sentation de GLd(Fv)×Z. On e´tudie alors comme pre´ce´demment l’e´galite´ (7.2.11)
et tout particulie`rement les faisceaux pervers de dimension nulle. En ce qui concerne les faisceaux
pervers simples de poids s(g + 1)− 4, le membre de droite de (7.2.11) est e´gal a`
(Pπv ,s−1,1([
←−−−
s− 2]πv )(−
(s− 1)(g + 1)− 2
2
)−F(g, s, πv)⊗[
←−−−
s− 2,
−→
1 ]πv )⊗rec
∨
Fv (πv)(−
s(g + 1)− 4
2
)
de sorte que Pπv ,s−1,1([
←−−−
s− 2]πv ) contient F(g, s, πv)(−
g−1
2 ) ⊗ [
←−−−
s− 2,
−→
1 ]πv et donc, vu que les
strates sont induites, F(g, s, πv)(−
g−1
2 ) ⊗ [
←−−−
s− 2]πv
−→
× [
←−
0 ]πv . Par ailleurs d’apre`s (3.2.7), on a le
lemme suivant
7.4.7. Lemme. — Pour toute repre´sentation Πs de GLd(Fv), on a
lim
→
Up(m)
H0(X
(0)
Up,m,F(g, s, πv)⊗ Lξ ⊗Πs) = ♯Ker
1(Q, Gτ )eπv
(
C∞H0,ξ[JL
−1(
←−
(s)πv )]
)∨
⊗Πs
de sorte que sa partie Π
∞,v
-isotypique est eπvm(Π)Πs.
7.4.8 — Remarque : Sans utiliser [7], on arriverait au fait suivant : pour toute repre´sentation
irre´ductible automorphe Π de H0(A), cohomologique pour (ξ′)∨ de multiplicite´ m(Π), il existe
une unique repre´sentation irre´ductible automorphe Π de Gτ (A) telle que Π∞,v ≃ (Π
∞,v
)∨ et
Πv ≃ JL(Π
∨
v ), avec m(Π) > m(Π). On renvoie au §12 pour des correspondances de Jacquet-
Langlands ge´ne´rales.
7.4.9 — En appliquant ce lemme a` Πs = Πs−1
−→
× [
←−
0 ]πv et en utilisant les proprie´te´s impose´es a` Π,
on obtient que la partie Π
∞,v
-isotypique de lim
→
Up(m)
H0(X
(0)
Up,m,F(g, s, πv)⊗Πs−1
−→
× [
←−
0 ]πv) est e´gale
a` la partie Π∞,v-isotypique de lim
→
Up(m)
H0c (X
(g)
Up,m, HT (g, s−1, πv,Πs−1)[g] qui d’apre`s ce qui pre´ce`de
est e´gale a` celle de lim
→
Up(m)
H0(XUp,m, Pπv ,s−1,1(Πs−1)). On en de´duit donc que Pπv ,s−1,1(Πs−1) est
e´gal a` F(g, s, πv)(−
g−1
2 )⊗Πs−1
−→
× [
←−
0 ]πv .
On raisonne alors par re´currence sur t de s − 1 a` 1, en supposant que pour tout t > t0,
Pπv ,t,s−t−1(Πt) est isomorphe a` F(g, s, πv)(−
(s−t)(g−1)
2 )⊗ Πt
−→
× [
←−−−−−
s− t− 1]πv . On regarde alors les
faisceaux pervers de dimension nulle et de poids s(g+1)− 2(s− t0+1) dans l’e´galite´ (7.2.11), soit
Pπv ,t0,s−t0−1([
←−−−
t0 − 1]πv )⊗ (−
t0(g + 1)− 2
2
) + F(g, s, πv)⊗
(
s−t0∑
i=1
(−1)i[
←−−−
t0 − 1,
−→
i ]πv
−→
× [
←−−−−−−−−−
s− t0 − i− 2]πv)⊗ rec
∨
Fv (πv)(−
s(g + 1)− 2(s− t0 + 1)
2
)
ce qui donne
Pπv ,t0,s−t0−1([
←−−−
t0 − 1]πv )−F(g, s, πv)⊗ [
←−−−
t0 − 1,
−→
1 ,
←−−−−−−
s− t0 − 1]πv ⊗ rec
∨
Fv (πv)(−
(s− t0)(g − 1)
2
)
positif. On en de´duit alors que F(g, s, πv)(−
(s−t0)(g−1)
2 )⊗ [
←−−−
t0 − 1,
−→
1 ,
←−−−−−−
s− t0 − 1]πv est contenu dans
Pπv ,t0,s−t0−1([
←−−−
t0 − 1]πv ) et donc vu le caracte`re induit des strates, que Pπv,t0,s−t0−1(Πt0) contient
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F(g, s, πv)(−
(s−t0)(g−1)
2 )⊗Πt0
−→
× [
←−−−−−−
s− t0 − 1]πv . L’e´galite´ provient alors de l’e´galite´ des H
0 comme
dans le cas t0 = s− 1, traite´ ci-avant, d’ou` le re´sultat.
7.4.10. Corollaire. — Le the´ore`me (5.4.1) est vrai.
De´monstration. — En effet le re´sultat de´coule directement de la proposition (7.2.2) en re´injectant
les e´galite´s de la proposition (7.3.3) ou` les P!,t sont nuls d’apre`s le corollaire (7.4.6). On obtient
ainsi pour tout 1 6 i 6 sg :
sg∑
t=i
(−1)t−ij>tg! HT (g, t, πv, [
←−−
i− 1,
−−→
t− i]πv )[d−tg]⊗rec
∨
Fv(πv)(−
tg − 2 + 2i− t
2
) =
sg∑
l=i
(−1)t−i
sg−t∑
r=0
j
>(t+r)g
!∗ HT (g, t+r, πv, [
←−−
i− 1,
−−→
t− i]πv
−→
× [
←−−−
r − 1]πv )[d−(t+r)g]⊗rec
∨
Fv (πv)(−
(t+ r)(g − 1) + 2(i− 1)
2
)
laquelle somme est alors e´gale a`
sg∑
t=i
j>tg!∗ HT (g, t, πv,Πt,i)[d− tg]⊗ rec
∨
Fv (πv)(−
t(g − 1) + 2(i− 1)
2
)
ou` Πt,i :=
∑t
r=i(−1)
r−i[
←−−
i − 1,
−−→
r − i]πv
−→
× [
←−−−−−−
t− r − 1]πv = [
←−−
t− 1]πv avec
eπv [RΨv[d− 1]] =
∑sg
i=1
∑sg
t=i j
>tg
!∗ HT (g, t, πv,Πt,i)[d− tg]
⊗ rec∨Fv (πv)(−
t(g−1)+2(i−1)
2 )
=
∑sg
t=1 j
>tg
!∗ HT (g, t, πv, [
←−−
t− 1]πv )
⊗ rec∨Fv (πv)(−
tg−1
2 )(
∑
|k|<t
k≡t−1mod2
(−k2 )
=
∑s−1
k=1−s
∑
|k|<t6sg
t≡k−1mod2
j>tg!∗ HT (g, t, πv, [
←−−
t− 1]πv )[d− tg]
⊗ rec∨Fv (πv)(−
tg+k−1
2 )
d’ou` le re´sultat.
7.4.11. Corollaire. — Pour tout g|d = sg, et πv une repre´sentation cuspidale de GLg(Fv), on
conside`re les groupes de cohomologie Hjc (X
(d−h)
Up,m , R
iΨπv ⊗ Lξ) ainsi que leur limite inductive sur
tous les ide´aux I de A, limite que l’on notera Hj=h,i,πv,ξ. Pour Π une repre´sentation automorphe
de G(A) ve´rifiant Hyp(ξ), on a les re´sultats suivant :
(1) pour g ne divisant pas d, les Hj=h,i,πv,ξ[Π
∞,v] sont nuls pour tous j, h, i ;
(2) pour g divisant d = sg et Πv ≃ [
←−−−
s− 1]πv , les H
j
=h,i,πv,ξ
[Π∞,v] sont nuls pour h qui n’est pas
de la forme tg avec 1 6 t 6 s ;
(3) pour g divisant d = sg et Πv ≃ [
←−−−
s− 1]πv , les H
j
=tg,i,πv ,ξ
[Π∞,v] sont nuls pour j 6= d− tg ;
(4) pour g divisant d = sg et Πv ≃ [
←−−−
s− 1]πv , les H
d−tg
=tg,i,πv ,ξ
[Π∞,v] sont nuls pour i ne ve´rifiant
pas t(g − 1) 6 i 6 tg − 1. Si 1 6 t < s et i = tg − r avec 1 6 r 6 t, Hd−tg=tg,tg−r,πv ,ξ[Π
∞,v] est
isomorphe a`
♯Ker1(Q, Gτ )m(Π)([
←−−
t − r,
−−−→
r − 1]πv
−→
× [
←−−−−−
s− t− 1]πv )⊗ rec
∨
Fv (πv)(−
s(g − 1)− 2(r − t)
2
)
en tant que repre´sentation de GLd(Fv)×Wv, ou` m(Π) est la multiplicite´ de Π dans l’espace
des formes automorphes.
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De´monstration. — On rappelle (cf. la proposition (3.2.3)) que pour tout i, j, on a un isomorphisme
canonique
Hjc (X
(d−h)
Up,m,Md−h
, RiΨv ⊗ Lξ)
h ≃
⊕
τv∈Ch
(Hjc (X
(d−h)
Up,m,Md−h
,Fτv ⊗ Lξ)⊗ U
i
Fv ,l,h,m(τv))
h/eτv
de sorte que les re´sultats de´coule directement du corollaire (7.4.4).
8. Faisceaux de cohomologie des j>tg!∗ F(g, t, πv)
Rappelons, cf §6, que d’apre`s le the´ore`me de comparaison de Berkovich-Fargues, la filtration de
monodromie-locale du complexe Ψ•Fv,l,d sera donne´e par les germes en un point supersinguliers des
faisceaux de cohomologie des grk. On propose alors de calculer tous les faisceaux de cohomologie
des grk. D’apre`s la proposition (7.3.3) pre´cise´e par le corollaire (7.4.6), il nous suffit de de´terminer
les faisceaux de cohomologie des j>tg!∗ F(g, t, πv)[d − tg]. Nous verrons que cela ne pose aucun
proble`me en dehors des points supersinguliers car on peut utiliser l’hypothe`se de re´currence dans
le the´ore`me (4.2.3). Au niveau des points supersinguliers on ne dispose d’aucun renseignement
local, cependant la proposition (7.3.3) nous permet de restreindre efficacement les possibilite´s
pour les germes en un point supersingulier de ces faisceaux de cohomologie.
8.1. Une e´criture dans G de j>tg!∗ F(g, t, πv)[d− tg]. —
8.1.1. Lemme. — Pour tout 1 6 t 6 sg, on a l’e´galite´ dans G :
P(g, t, πv) =
sg−t∑
r=0
(−1)rj
>(t+r)g
! HT (g, t+ r, πv, [
←−−
t− 1]πv
−→
× [
−−−→
r − 1]πv)[d− (t+ r)g]
⊗ rec∨Fv (πv)(−
r(g − 1)
2
)
De´monstration. — On de´montre le re´sultat par re´currence sur t de sg a` 1, en utilisant les corollaires
(7.3.17) et (7.4.6). Le cas t = sg est directement donne´ par loc. cit. Supposons le re´sultat acquis
jusqu’au rang t+ 1 et traitons le cas de t. D’apre`s loc. cit. on a
j>tg! HT (g, t, πv, [
←−−
t− 1]πv)[d− tg]⊗ rec
∨
Fv (πv) = P(g, t, πv)
+
s−t∑
i=1
j
>(t+i)g
!∗ HT (g, t+ i, πv, [
←−−
t− 1]πv
−→
× [
←−−
i− 1]πv )[d− (t+ i)g]⊗ rec
∨
Fv (πv)(−
ig − i
2
) (8.1.12)
D’apre`s l’hypothe`se de re´currence on a
j
>(t+i)g
!∗ HT (g, t+ i, πv, [
←−−
t− 1]πv
−→
× [
←−−
i− 1]πv )[d− (t+ i)g]⊗ rec
∨
Fv (πv)(−
ig − i
2
) =
s−t−i∑
r=0
(−1)rj
>(t+i+r)g
! HT (g, t+ i+ r, πv, [
←−−
t− 1]πv
−→
× [
←−−
i− 1]πv
−→
× [
−−−→
r − 1]πv )[d− (t+ i+ r)g]
⊗ rec∨Fv (πv)(−
(i + r)g − i− r
2
)
de sorte que (8.1.12) s’e´crit
P(g, t, πv)− j
>tg
! HT (g, t, πv, [
←−−
t− 1]πv )[d− tg]⊗ rec
∨
Fv(πv) =
s−t∑
r=1
(−1)rj
>(t+r)g
! HT (g, t+ r, πv, [
←−−
t− 1]πv
−→
×Πr)[d− (t+ r)g]⊗ rec
∨
Fv (πv)(−
(rg − r
2
)
ou` Πr = (−1)r−1[
←−−−
r − 1]πv +
∑r−1
i=1 (−1)
i−1[
←−−
i− 1]πv
−→
× [
−−−−−→
r − i− 1]πv = [
−−−→
r − 1]πv d’ou` le re´sultat.
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8.2. Filtration de monodromie-locale en hauteur non maximale. — On rappelle que
d’apre`s l’hypothe`se de re´currence, le the´ore`me (4.2.3) est connu pour les mode`les locaux de Deligne-
Carayol de hauteur strictement infe´rieure a` d. Ainsi l’aboutissement de la suite spectrale (5.1.10)
est connue en dehors des points supersinguliers tandis qu’on ne connaˆıt que les germes en des
points non supersinguliers des termes E1 (cf. le the´ore`me-de´finition (4.2.1)).
8.2.1. Proposition. — Pour g 6= 1 et 1 6 t 6 sg, les faisceaux de cohomologie hiP(g, t, πv) sont
nuls pour tout i < t− sg et i qui n’est pas de la forme tg− d+ a(g− 1). Pour i = tg− d+ a(g− 1)
avec 0 6 a < sg − t, ils sont e´gaux dans FH(X) a`
j
>(t+a)g
! HT (g, t+ a, πv, [
←−−
t− 1]πv
−→
× [
−−−→
a− 1]πv)⊗ rec
∨
Fv (πv)(−
a(g − 1)
2
).
De´monstration. — Pour i < tg−d, les hiP(g, t, πv) sont tous nuls car P(g, t, πv) est de dimension
d− tg. On a la suite exacte courte de faisceaux pervers
0→ Pπv ,1,0(πv)⊗ rec
∨
Fv (πv) −→ j
>g
! F(g, t, πv, πv)[d− tg]⊗ rec
∨
Fv (πv) −→ P(g, t, πv)→ 0
ou` Pπv ,1,0(πv) est un faisceau pervers de dimension d−(t+1)g de sorte que h
tg−dj>g!∗ F(g, 1, πv)[d−g]
est isomorphe a` j>g! F(g, 1, πv). Le principe est alors d’utiliser le the´ore`me de comparaison de
Berkovich-Fargues couple´ avec le lemme (8.1.1). Remarquons tout d’abord que d’apre`s le corollaire
(7.3.18), pour tout k, grk,πv est pur hors des points supersinguliers, de sorte qu’en ce qui concerne
les strates non supersingulie`res, on a
eπvh
igrk,πv =
⊕
|k|<t6sg
t≡k−1mod2
hiP(g, t, πv)(−
tg − 1 + k
2
)
Ainsi d’apre`s le corollaire (7.3.2), on en de´duit le lemme suivant.
8.2.2. Lemme. — Les hiP(g, t, πv) ve´rifient les proprie´te´s suivantes :
– hormis les points supersinguliers, ils sont a` support dans les strates X
(d−t′g)
Up,m pour t 6 t
′ 6 sg
avec t′g − d− t′ + t− 1′ 6 i 6 t′g − d et i ≡ t′g − d− t′ + t− 1mod 2 ;
– pour i = t′g− d− t′+ t− 1+ 2r, la fibre en un point ge´ome´trique de X
(d−t′g)
Up,m de h
iP(g, t, πv)
est un facteur direct de
[
←−−−−−−
t+ 2r − 1]πv
−→
× [
−−−−−−−−−−→
t′ − t− 2r − 1]πv ⊗ rec
∨
Fv (πv)(−
t′(g − 1) + 2(t− 1) + 2r
2
)
8.2.3 — Soit z un point ge´ome´trique de X
(d−t′g)
Up,m . Les strates e´tant induites, on en de´duit que la
fibre en z de hiP(g, t, πv)(−
t(g−1)
2 ) est de la forme :⊕
χ
([
←−−
t− 1]πv◦χ((t′−t)(g−1)/2)
−→
×πχ)⊗ rec
∨
Fv (πv ◦ χ)(−
t(g − 1)
2
)
ou` πχ est une repre´sentation de GL(t′−t)g(Fv). Pour χ = Ξ
(−(t′−t)(g−1)−2r)/2 avec r > 0, on remar-
que que si [
←−−
t− 1]πv(r)
−→
×πχ contient un des deux constituants de [
←−−−−−−
t+ 2r − 1]πv
−→
× [
−−−−−−−−−−→
t′ − t− 2r − 1]πv
alors il contient aussi tous les constituants de ([
←−−
t− 1]πv
−→
× [
−−−−−−−−−−→
t′ − t− 2r − 1]πv )
←−
× [
←−−−−
2r − 1]πv alors que,
par exemple [
←−−−−
2r − 1,
−→
1 ,
←−−
t− 1,
−−−−−−−→
t′ − t− 2r]πv ⊗ rec
∨
Fv
(πv)(−
t′(g−1)+2r
2 ) n’est pas un constituant de
eπvh
t′g−d−t′+t−1+2rgr1−t,πv d’ou` la contradiction.
On en de´duit ainsi que ht
′g−d−t′+t−1P(g, t, πv) est le seul faisceau de cohomologie ayant un
support d’intersection non vide avec la strate t′g. Le raisonnement e´tant valide pour tout t′, on
en de´duit aussi que le support de ht
′g−d−t′+t−1P(g, t, πv) est contenu dans la strate t′g. Le lemme
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(8.1.1) donne alors que la restriction a` la strate t′g de ht
′g−d−t′+t−1P(g, t, πv) est isomorphe a`
HT (g, t′, πv, [
←−−
t− 1]πv
−→
× [
−−−−−−→
t′ − t− 1]πv )⊗ rec
∨
Fv
(πv)(−
(t′−t)(g−1)
2 ), de sorte que
ht
′g−d−t′+t−1P(g, t, πv) ≃ j
>t′g
! HT (g, t
′, πv, [
←−−
t− 1]πv
−→
× [
−−−−−−→
t′ − t− 1]πv)⊗rec
∨
Fv(πv)(−
(t′ − t)(g − 1)
2
).
8.2.4. Proposition. — Pour g = 1, les hiP(1, t, χv), sont nuls pour i 6= t − d et pour i =
t − d leur restriction a` X
(d−t−r)
Up,m , pour 0 6 r < d − t est e´gale dans FH(X
d−t−r
) a` HT (1, t +
r, χv, [
←−−
t− 1]χv
−→
× [
−−−→
r − 1]χv ).
De´monstration. — Elle est strictement identique a` celle pour g 6= 1, en conside´rant a` chaque e´tape
les restrictions aux strates X
(d−t−r)
Up,m .
8.2.5. Proposition. — Pour g ne divisant pas d, hsgg−d−(sg−l)P(g, t, πv) est, dans FH(X), iso-
morphe a`
j
>sgg
! HT (g, sg, πv, ([
←−−
t− 1]πv
−→
× [
−−−−−−→
sg − t− 1]πv))⊗ rec
∨
Fv(πv)(−
(sg − t)(g − 1)
2
).
Par ailleurs les hiP(g, t, πv) sont nuls pour sgg − d− (sg − t) < i 6 0.
De´monstration. — Tant qu’on est en dehors des points supersinguliers, les arguments pre´ce´dents
s’adaptent, en utilisant le the´ore`me de comparaison de Berkovich-Fargues avec la connaissance de la
filtration de monodromie-locale des mode`les de Deligne-Carayol en hauteur strictement infe´rieure
a` d. En ce qui concerne les points supersinguliers, on raisonne par re´currence sur t de sg a` 1. Pour
t = sg, le corollaire (7.3.17), joint au corollaire (7.4.6), donne
P(g, sg, πv) = j
>sgg
! HT (g, sg, πv, [
←−−−
sg − 1]πv )[d− sgg]⊗ rec
∨
Fv (πv)
d’ou` le re´sultat. Supposons donc le re´sultat acquis jusqu’au rang t+ 1 et traitons le cas de t. On
conside`re les suites exactes courtes du corollaire (7.3.17), ou` l’on rappelle que d’apre`s (7.4.6), les
Aπv ,t,g sont nuls :
0→ Pπv,t,0([
←−−
t− 1]πv ) −→ j
>tg
! HT (g, t, πv, [
←−−
t− 1]πv )[d− tg] −→
j>tg!∗ HT (g, t, πv, [
←−−
t− 1]πv )[d− tg]→ 0
· · ·
0→ Pπv ,t,sg−l([
←−−
t− 1]πv ) −→ Pπv ,t,sg−t−1([
←−−
t− 1]πv) −→ P−(g, sg, πv, t, [
←−−
t− 1]πv )→ 0
ou` Pπv,t,sg−t([
←−−
t− 1]πv ) est le faisceau pervers nul. On de´montre alors par re´currence sur r, de
sg − t a` 0, que le germe en un point supersingulier de hiPπv ,t,r([
←−−
t− 1]πv) est nul pour tout i, d’ou`
le re´sultat.
En direction du the´ore`me (5.4.7), on a le re´sultat suivant.
8.2.6. Lemme. — Pour g 6= 1 divisant d = sg (resp. g = 1), la fibre en un point supersingulier
de hiP(g, t, πv) (resp. de hiP(1, t, χv)) est nulle pour i < t − s. Par ailleurs les ht−s+iP(g, t, πv)
sont concentre´s aux points supersinguliers pour 0 6 i < s − t, de fibre (resp. la fibre en un
point supersingulier de ht−s+iP(1, t, χv) est), en tant que GLd(Fv)×Wv-module, un sous-espace,
e´ventuellement nul, de
[
←−−
t− 1]πv
−→
× [
−−−−−−−−→
s− t− 2− i]πv
−→
× [
←−
i ]πv ⊗ rec
∨
Fv (πv)(−
(s− t)(g − 1)
2
).
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De´monstration. — Nous ne traitons que le cas g 6= 1, le raisonnement pour g = 1 e´tant strictement
identique. On raisonne par re´currence sur t de s a` 1, le cas t = s e´tant trivial. Supposons donc
le re´sultat acquis jusqu’au rang t+ 1 et traitons le cas de t. On conside`re alors les suites exactes
courtes de faisceaux pervers de (7.3.17). On remarque tout d’abord que toutes les fibres en un point
supersingulier des faisceaux de cohomologie des P−(g, t+r, πv, t,Πt) sont de poids (s− t)(g−1) de
sorte qu’il en est de meˆme pour les Pπv ,t,r(Πt) et donc pour P(g, t, πv). Le re´sultat de´coule alors
de l’e´tude des suites exactes longues associe´es. Une fac¸on plus visuelle et plus directe d’obtenir le
re´sultat est de conside´rer l’isomorphisme Dj>tg!∗ F(g, t, πv)[d− tg] ≃ j
>tg
!∗ F(g, t, π
∨
v )[d− tg](d− tg)
et de regarder la suite spectrale
Ep,q2 = R
pHom(h−qP(g, t, πv),Kso)⇒ h
p+qP(g, t, π∨v )(d − 1) (8.2.13)
ou` Kso de´signe le complexe dualisant sur XUp,m
(14). On rappelle que pour un faisceau L sur
X
(d−(l+r)g)
Up,m , par adjonction on a
RHom(i
(t+r)g
∗ j
>(t+r)g
! L, f
!Ql) ≃ i
(t+r)g
∗ Rj
>(t+r)g
∗ RHom(L, j
>(t+r)g,!i(t+r)g,!f !Ql)
et comme X
(d−(t+r)g)
Up,m est lisse, on a j
>(t+r)g,!i(t+r)g,!f !Ql ≃ Ql[2(d− (t+ r)g)](d − (t+ r)g) soit
pour p > −2(d− (t+ r)g),
RpHom(j
>(t+r)g
! HT (g, t+ a, πv, [
←−−
t− 1]πv
−→
× [
←−−−
a− 1]πv )⊗ |Art
−1
Fv
|−a(g−1)/2,Kso) ≃
(i
(t+a)g
∗ R
p+2(d−(t+a)g)j
>(l+a)g
∗ HT (g, t+ a, π
∨
v , [
←−−
t− 1]π∨v
←−
× [
←−−−
a− 1]π∨v )⊗ |Art
−1
Fv
|−a(g+1)/2)(tg − d)
(8.2.14)
Ainsi pour z un point supersingulier, (Ep,q2 )z, pour q de la forme d−tg−a(g−1) (resp. q = a+1)
avec 0 6 a < s− t, et p = −(s− t− a)g− i avec 0 6 i 6 s− t− a (resp. p = 0), s’il est non nul, est
mixte de poids (s− t−a− r)(g− 1)/2+(a+ r)(g+1)/2 avec 0 6 r < s− t−a si p < −(s− t−a)g
et pur de poids (s− t)(g + 1)/2 si p = (s− t− a)g. Dans ce dernier cas on obtient alors
[
←−−
t− 1]πv
−→
× [
−−−−−−−−−→
s− t− a− 1]πv
←−
× [
←−−−
a− 1]πv ⊗ |Art
−1
Fv
|−(s−t)(g+1)/2
(resp. (h−qj>tg!∗ F(g, t, πv)0)
∨
z (−tg) ⊗ |Art
−1
Fv
|−(s−t)(g+1)/2 ou` le dual est pris en tant que
repre´sentation de GL(s−t)g(Fv)). Dans la figure (2) on repre´sente ces (E
p,q
2 )z de poids (s−t)(g+1).
Le re´sultat de´coule alors du fait que les Ei∞ sont tous nuls pour i > 0.
9. Preuve des the´ore`mes globaux sous (9.1.1)
On rappelle, cf. §6, que le the´ore`me (4.2.3) de´coule, d’apre`s le the´ore`me de comparaison de
Berkovich-Fargues, des the´ore`mes globaux (5.4.4), (5.4.7) et (5.4.11). En outre le the´ore`me (4.2.3)
implique, graˆce a` (5.4.11) via Berkovich-Fargues, le the´ore`me (4.1.2). Par ailleurs le principe de
la preuve de la proposition (8.2.1) montre que (4.2.3) implique les the´ore`mes globaux. Le but
de ce paragraphe est de montrer que le the´ore`me (4.1.2) implique les the´ore`mes globaux (5.4.4),
(5.4.7) et (5.4.11) et donc le the´ore`me local (4.2.3). Par souci d’efficacite´, on montrera, en utilisant
l’ope´rateur N , qu’il nous suffit en fait de connaˆıtre les parties de poids s(g − 1) de (4.1.2).
9.1. Preuve de (5.4.7) sous (9.1.1). —
9.1.1. Proposition. — Pour tout diviseur g de d = sg et πv une repre´sentation cuspidale
irre´ductible de GLg(Fv), la partie de poids d − s de U
d−s+i
Fv ,l,d,ξv
(JL−1([
←−−−
s− 1]π∨v ) est nulle pour
0 < i < s et e´gale a` [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
d−s
2 ) pour i = 0.
(14)On pourra voir les termes Ep,q2 a` la figure (7) (resp. (8)), pour g = 7, s = 5 et t = 4 (resp. t = 3, t = 2 et t = 1).
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Figure 2. parties de poids (s− t)(g+1) de la fibre aux points supersinguliers des Ep,q2
de la suite spectrale (8.2.13)
La preuve de cette proposition sera donne´e au paragraphe suivant ; montrons comment le
the´ore`me (4.2.3) en de´coule. On commence par prouver le the´ore`me (5.4.7) qui d’apre`s la propo-
sition (8.2.1) de´coule alors de la proposition suivante.
9.1.2. Proposition. — Sous le re´sultat de la proposition (9.1.1), pour g 6= 1 divisant d,
ht−s+iP(g, t, πv) est nul pour i 6= 0 et sinon est concentre´ aux points supersinguliers de fibre
isomorphe a` [
←−−
t− 1]πv
−→
× [
−−−−−→
s− t− 1]πv ⊗ rec
∨
Fv
(πv)(−
(s−t)(g−1)
2 ) pour i = 0.
De´monstration. — D’apre`s le lemme (8.2.6) tous les germes en un point supersingulier des
P(g, t, πv), sont de poids (s − t)(g − 1). Le raisonnement de la preuve de la proposition (8.2.1)
s’applique alors tel quel en e´tudiant les P(g, t, πv)(−
t(g−1)
2 ) pour 1 6 t 6 s et en utilisant la
connaissance des parties de poids s(g − 1) de (4.2.3).
9.2. Preuve de (5.4.11) sous (9.1.1). —
De´monstration. — On conside`re la suite spectrale (5.1.10) associe´e a` la filtration de monodromie.
D’apre`s la proposition pre´ce´dente et le point (ii) de la proposition (7.3.3), le germe en un point
supersingulier z de Ei,j1 ve´rifie les proprie´te´s suivantes (cf. la figure (6) dans le cas s = 4 et g = 3) :
– il est nul pour i, j ne ve´rifiant pas la condition suivante : il existe 0 6 k 6 s − 1 tel que
j = 1− s+ 2k et −k 6 i 6 s− 1− 2k ;
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– pour j = 1−s+2k avec 0 6 k 6 s−1, le germe en z de Es−1−2k−r,1−s+2k1 pour 0 6 r 6 s−1−k
est isomorphe a` [
←−−−−−−
s− r − 1]πv
−→
× [
−−−→
r − 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)+2k
2 ).
En outre d’apre`s (9.1.1), pour j = 1 − s et pour tout 0 6 i < s − 1, l’application di,1−s1 :
Ei,1−s1 −→ E
i+1,1−s
1 induit en z la fle`che non triviale
[
←−
i ]πv
−→
× [
−−−−−→
s− i− 2]πv −→ [
←−−
i+ 1]πv
−→
× [
−−−−−→
s− i− 3]πv
dont le noyau est [
←−
i ,
−−−−−→
s− i− 1]πv et le conoyau est [
←−−
i+ 2,
−−−−−→
s− i− 3]πv . Le logarithme N
k de la
partie unipotente de la monodromie induit un diagramme commutatif
Ei,1−s1
di,1−s1 // Ei+1,1−s1
Ei−2k,1−s+2k1
Nk
OO
di−2k,1−s+2k1 // Ei−2k+1,1−s+2k
Nk
OO
En remarquant que pour 0 6 k 6 −i, Nk induit des isomorphismes Ei−2k,1−s+2k1 ≃ E
i,1−s
1 et
Ei+1−2k,1−s+2k1 ≃ E
i+1,16s
1 , on en de´duit que la fle`che d
i−2k,1−s+2k
1 est aussi induite par la fle`che
non triviale [
←−
i ]πv
−→
× [
−−−−−→
s− i− 2]πv −→ [
←−−
i+ 1]πv
−→
× [
−−−−−→
s− i− 1]πv .
Finalement pour tout 1 6 t′ < t 6 s et tout k ≡ t′ − 1mod2 avec |k| 6 t′ − 1, les fle`ches
h−d+tg−(t−t
′)grk,πv −→ h
−d+tg−(t−t′−1)grk−1,πv
de la suite spectrale (5.1.10), sont non nulles, et se de´duisent pour t′ < t− 1, des suites exactes
0→ [
←−−−
t′ − 1,
−−−→
t− t′]πv → [
←−−−
t′ − 1]πv
−→
× [
−−−−−−→
t− t′ − 1]πv →
→ [
←−
t′ ]πv
−→
× [
−−−−−−→
t− t′ − 2]πv → [
←−−−
t′ + 1,
−−−−−−→
t− t′ − 2]πv → 0
et pour t′ = t− 1 de la suite exacte 0→ [
←−−
t− 2,
−→
1 ]πv → [
←−−
t− 2]πv
−→
× [
−→
0 ]πv → [
←−−
t− 1]πv → 0.
Remarque : On verra plus loin (cf. les remarques (10.3.6) et (10.4.3)) qu’on pourrait en fait montrer
(4.2.3) directement, sans utiliser l’ope´rateur de monodromie N .
9.2.1. Corollaire. — Pour 0 6 i 6 d − tg et g > 1, Rij>tg∗ HT (g, t, πv,Πt)[d − tg] est, dans
FH(X), une somme directe sur tous les couples (n, r) tels que ng + r(g − 1) = i des faisceaux de
type HT (g, t+ n+ r)
j
>(t+n+r)g
! HT (g, t+ n+ r, πv, (Πt
−→
× [
←−−−
n− 1]πv )
←−
× [
−−−→
r − 1]πv )⊗ Ξ
n(g+1)+r(g−1)
2
Pour g = 1, Rij>h∗ HT (1, h, χv,Πh)[d−h] est a` support dans la tour des X
(d−h−i)
Up,m et sa restriction
a` X
(d−h−i−r)
Up,m est le faisceau : HT (1, h+ i+ r, χv, (Πh
−→
× [
←−−
i− 1]χv )
←−
× [
←−−−
r − 1]χv )⊗ Ξ
i.
9.3. Purete´ de la filtration de monodromie de RΨv[d − 1]. — La proposition suivante
correspond au the´ore`me (5.4.4) qui rappelons le de´coule, en utilisant la purete´ de la filtration de
monodromie, du the´ore`me (5.4.1) qui est prouve´ au corollaire (7.4.10).
9.3.1. Proposition. — Pour tout |k| < sg, eπvgrk,πv est, dans FPH(X), e´gal a`∑
|k|<t6sg
≡k−1mod2
P(g, t, πv)(−
tg + k − 1
2
)
Dans tous les autres cas grk,πv est nul.
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De´monstration. — Par rapport au corollaire (7.3.18), il s’agit de traiter les points supersinguliers
et donc, d’apre`s le corollaire (7.4.6) de montrer que pour tout r ≡ s − 1mod2 et |r| 6 s − 1,
P(g, s, πv)(−
sg+r−1
2 ) est un constituant de eπvgrr,πv .
(15)
On commence par remarquer, en utilisant la partie unipotente N de la monodromie, qu’il
suffit en fait de montrer que P(g, s, πv)(−
s(g−1)
2 ) est un constituant de eπvgr1−s,πv . Conside´rons
alors P(g, s, πv)(−
s(g−1)
2 ) et soit r tel qu’il soit un constituant de eπvgrr,πv . Soit zI un point
ge´ome´trique de X
(0)
Up,m. D’apre`s la proposition (9.1.2), les germes en zI des h
−1grk,πv sont tous
de poids strictement plus grand que s(g − 1) sauf pour k = 2 − s. Par ailleurs le germe en zI de
Rd−1Ψπv n’a aucun constituant de poids s(g − 1) de sorte que r 6 2− s.
- Si on avait r 6 −s, la partie unipotenteN de la monodromie donnerait que P(g, s, πv)(−
s(g−1)−2r
2 )
serait un constituant de eπvRΨπv [d − 1] ce qui n’est pas d’apre`s (7.2.2) (7.3.3) et (7.4.6), car
1− s− 2r > s− 1.
- Supposons r = 2 − s : pour s > 2, par application de la dualite´ de Verdier et de l’ope´rateur de
monodromieN , on en de´duit que P(g, s, πv)⊗rec∨Fv (πv)(−
s(g+1)−2
2 ) et. P(g, s, πv)(−
s(g+1)−4
2 ) sont
des constituants de eπvgrs−2,πv . Ainsi par une nouvelle application de N , P(g, s, πv)(−
s(g+1)−4
2 )
est aussi un constituant de eπvgrs−5,πv et donc devrait apparaˆıtre deux fois ce qui n’est pas.
Dans le cas s = 2, la situation de´favorable correspondrait a` P(g, 2, πv)(−g) et P(g, 2, πv)(1 − g)
constituants de eπvgr0,πv de sorte que dans la cohomologie globale, la monodromie serait nulle ce
qui est en contradiction avec la proposition suivante pour s = 2.
9.3.2. Proposition. — Pour tout diviseur g de d = sg et toute repre´sentation irre´ductible cusp-
idale de GLg(Fv), il existe une repre´sentation irre´ductible automorphe Π de D
×
A ve´rifiant Hyp(∞)
telle que Πv ≃ [
←−−−
s− 1]πv telle que l’ope´rateur de monodromie N sur H
d−1
ηv [Π
∞] soit non nul ou`
Hiηv = lim→
Up(m)
Hi(XUp,m ⊗Ov F v,Lξ).
De´monstration. — Le principe, qui nous a e´te´ sugge´re´ par M. Harris, est de se ramener au cas
Iwahori par changement de base re´soluble. Commenc¸ons donc par traiter le cas Iwahori. Notons
que re´cemment Yoshida et Taylor, cf. [16], ont re´dige´ ce re´sultat qui par ailleurs m’avait e´te´
explique´ par A. Genestier. Cependant dans notre cas, vu que l’on ne s’inte´resse qu’au cas s = 2
et donc g = 1, le re´sultat a de´ja` e´te´ prouve´ par Carayol, cf. [3].
Conside´rons de´sormais le cas ge´ne´ral de πv une repre´sentation irre´ductible cuspidale de GLg(Fv)
pour g > 1. On reprend les notations de [6]. La somme alterne´e de la cohomologie de la varie´te´
globale a` valeur dans Lξ, dans le groupe de Grothendieck correspondant, y est e´crite sous la forme∑
π∞
π∞ ⊗ [Rξ(π
∞)] [Rξ(π
∞)] =
∑
i
(−1)iRiξ(π
∞)
ou` π∞ de´crit l’ensemble des repre´sentations irre´ductibles de G(A∞). Par ailleurs, corollaire VI.2.7
de loc. cit., s’il existe une repre´sentation irre´ductible π∞ de Gτ (R) telle que π := π∞ ⊗ π∞ ve´rifie
Hyp(∞) avec BC(π) = (ψ,Π) ou` JL(Π) est cuspidale, avec les notations de loc. cit., alors Riξ(π
∞)
est nulle pour i 6= d− 1.
Soit alors σv = recFv (πv) et soit Lv une extension de Fv telle que la restriction de σv a` Lv soit
non ramifie´e. On rappelle que l’extension Lv/Fv est re´soluble ; cf.[15] IV-2. On globalise alors la
situation comme dans [6] : soit (F ′)+/F+ une extension re´soluble de corps totalement re´els telle
que :
-la place v de F+ soit inerte dans (F ′)+ ;
(15)On remarquera que le raisonnement suivant est valable pour toutes les strates de sorte qu’en raisonnant par
re´currence l’argument du corollaire (7.3.18) en utilisant le the´ore`me de comparaison de Berkovich-Fargues n’e´tait
pas strictement ne´cessaire.
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- l’extension (F ′)+v /F
+
v est isomorphe a` l’extension Lv/Fv.
On pose alors F ′ = E(F ′)+. D’apre`s le corollaire VI.2.6 de loc. cit., on peut choisir une
repre´sentation automorphe cuspidale Π de GLd(AF ) telle que Π ve´rifie :
- Πc ≃ Π∨ ;
- Π∞ a le meˆme caracte`re central qu’une repre´sentation alge´brique de Res
G
Q (GLd) ;
- Πv ≃ Sps(πv ⊗ ψ) pour un certain caracte`re ψ de F
′
ω.
Soit alors le changement de base Π′ := BCF ′/F (Π) ; d’apre`s loc. cit. (the´ore`mes VI.1.1 et VI.2.9) on
associe a` Π et Π′ des repre´sentations π et π′ de respectivement Gτ (AF ) et Gτ (AF ′) qui ve´rifient
Hyp(∞) avec π′v ≃ [
←−−−
s− 1]ζ ⊞ · · · ⊞ [
←−−−
s− 1]ζ , pour ζ un caracte`re de F ′o. Par ailleurs d’apre`s le
the´ore`me VII.1.9 de loc. cit. applique´ aux bonnes places de F , et en utilisant le the´ore`me de
densite´ de Cebotarev, on en de´duit que la repre´sentation galoisienne Rξ′(π
′,∞) est isomorphe a`
Rξ(π
∞)|Gal(F ′/F ′) avec Rξ′(π
′,∞)ω ≃ (Sps ⊗ ζ
−1)g de sorte que Rξ(π
∞) ≃ Sps ⊗ rec
∨
Fv
(πv), d’ou`
le re´sultat.
9.3.3. Proposition. — Soit Π une repre´sentation irre´ductible automorphe de Gτ (A) obtenue via
le the´ore`me VI.2.9 de [6] et telle que Πv est l’induite irre´ductible [
←−−−
s1 − 1]ξ1 ⊞ · · ·⊞ [
←−−−
sr − 1]ξr ou` les
ξi sont des caracte`res de F
×
v . En tant que repre´sentation de Wv, H
d−1
ηv [Π
∞] est la somme directe
des ♯Ker1(Q, Gτ )m(Π)
⊕r
i=1 Spsi ⊗ ξi ou` Sps est la repre´sentation de dimension s, | − |
(1−s)/2 ⊕
· · · ⊕ | − |(s−1)/2 ou` l’indice de nilpotence de l’ope´rateur de monodromie N est e´gal a` s.
De´monstration. — Le cas s = 2 et g = 1 de la proposition (9.3.2) est prouve´ par Carayol dans [3]
de sorte que la proposition pre´ce´dente est vraie pour g = 1 et s quelconque. On e´tudie ensuite la
suite spectrale
Ei,j1 [Π
∞] = Hi+j(gr−i)[Π
∞]⇒ Hi+jηv [Π
∞] (9.3.15)
ou` pour tout i,Hiηv (resp.H
i
ηv ,ξ
) de´signe la limite projective sur Up(m) des groupes de cohomologie
de la fibre ge´ne´rique du faisceau constant Ql (resp. Lξ) de XUp,m. Cette e´tude est faite dans le
cas ge´ne´ral au the´ore`me (14.1) ; le point est qu’en ce qui concerne les Π∞-parties, nous ne devons
conside´rer que les repre´sentations πv de GL1(Fv), i.e. le cas g = 1, qui rappelons le est connu
graˆce a` Carayol, d’ou` le re´sultat.
Remarque : Pour des re´sultats ge´ne´raux sur les composantes locales Πv ainsi que sur la partie
Π∞-isotypique des groupes de cohomologie de la fibre ge´ne´rique, on renvoie respectivement aux
the´ore`mes (13.1) et (14.1).
10. E´tude de la suite spectrale des cycles e´vanescents
Le but de ce paragraphe est de prouver la proposition (9.1.1). Le principe de la preuve est
d’e´tudier la suite spectrale des cycles e´vanescents en y inte´grant, via les suites spectrales associe´es
a` la stratification, la connaissance des Hic(X
(d−tg)
Up,m ,F(g, t, πv)⊗ Lξ).
10.1. Cas ou` Πv ≃ Sps(πv). — Soit 1 6 g 6 d et πv une repre´sentation irre´ductible cuspidale
de GLg(Fv). On fixe dans la suite une repre´sentation automorphe irre´ductible Π de Gτ (A) ve´rifiant
Hyp(ξ) et telle que Πv ≃ [
←−−−
s− 1]πv pour πv une repre´sentation irre´ductible cuspidale de GLg(Fv)
et on note m(Π) la multiplicite´ de Π dans l’espace des formes automorphes. On commence par un
re´sultat de´ja` pre´sent dans [12].
52 BOYER PASCAL
10.1.1. Corollaire. — Les groupes de cohomologie de la fibre ge´ne´rique Hiηv,ξ[Π
∞,v] sont nuls
pour i 6= d− 1 et
Hd−1ηv ,ξ [Π
∞,v] = ♯Ker1(Q, Gτ )m(Π)[
←−−−
s− 1]πv ⊗ rec
∨
Fv ([
←−−−
s− 1]πv )(−
sg − 1
2
)
De´monstration. — On conside`re la suite spectrale
Ei,j1,ξ[Π
∞,v] := Hi+j(gr−i,ξ)[Π
∞,v]⇒ Hi+j+d−1ηv ,ξ [Π
∞,v]
Le the´ore`me (5.4.4) de´coule de la proposition (9.3.2). La proposition (7.4.1) donne alors la nullite´
de Ei,j1,ξ[Π
∞,v] pour : i+ j 6= 0, ou |i| > s ou i ≡ smod 2. Pour |i| < s et i = s− 1− 2r, on a
Es−1−2r,2r+1−s∞,ξ [Π
∞,v] = Es−1−2r,2r+1−s1,ξ [Π
∞,v] =
♯Ker1(Q, Gτ )m(Π)[
←−−−
s − 1]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1) + 2r
2
)
d’ou` le re´sultat.
10.1.2. Proposition. — Pour tout 0 6 i 6 d−1, les GLd(Fv)⊗Wv-modules Hj(RiΨπv,ξ)[Π
∞,v]
ve´rifient les proprie´te´s suivantes :
(1) ils sont nuls si g n’est pas un diviseur de d ;
(2) pour g un diviseur de d = sg, ils sont nuls si j n’est pas de la forme d− tg pour 1 6 t 6 s ;
(3) pour g un diviseur de d = sg et j = d− tg avec 1 6 t 6 s, ils sont nuls si i n’est pas de la
forme tg − r avec 1 6 r 6 t ;
(4) pour g un diviseur de d = sg et 1 6 t < s, Hd−tg(Rtg−rΨπv )[Π
∞,v] est isomorphe a`
♯Ker1(Q, Gτ )m(Π)[
←−−
t − r,
−−−→
r − 1]πv
−→
× [
←−−−−−
s− t− 1]πv ⊗ rec
∨
Fv(πv)(−
s(g − 1) + 2(t− r)
2
)
De´monstration. — On utilise la suite spectrale associe´e a` la stratification
Ep,q;i1,,ξ,Up(m),πv = H
p+q
c (X
(d−p+1)
Up,m , R
iΨπv,ξ)⇒ H
p+q
c (XUp,m, R
iΨπv,ξ) (10.1.16)
On rappelle que d’apre`s le corollaire (7.4.11), Ep,q;i1,ξ,Up(m),πv [Π
∞,v] est non nul si et seulement si :
– g est un diviseur de d = sg,
– p− 1 = tg pour 1 6 t 6 s,
– p+ q = d− tg,
– i = tg − r avec 1 6 r 6 t.
Les points (1), (2) et (3) en de´coulent alors directement. Par ailleurs on a
lim
−→
Up(m)
Etg+1,d−2tg−1;tg−r1,ξ,Up(m),πv [Π
∞,v] ≃ ♯Ker1(Q, Gτ )m(Π)[
←−−
t− r,
−−−→
r − 1]πv
−→
× [
←−−−−−
s− t− 1]πv
⊗ rec∨Fv (πv)(−
s(g − 1)− 2(r − t)
2
)
de sorte que pour tout k > 1, les fle`ches dp,q;ik : E
p,q;i
k,ξ,πv
[Π∞,v] −→ Ep+k,q+k−1k,ξ,πv [Π
∞,v] de (10.1.16)
sont toutes nulles. En effet pour que Ep,q;ik,ξ,πv [Π
∞,v] (resp. Ep+k,q+k−1;ik,ξ,πv [Π
∞,v]) soit non nul, il faut
qu’il existe 1 6 t1 6 s et 1 6 r1 6 t1 (resp. 1 6 t2 6 s et 1 6 r2 6 t2) avec
(p, q, i) = (t1g+1, d−2t1g−1, t1g− r1) (resp. (p+k, q+k−1, i) = (t2g+1, d−2t2g−1, t2g− r2)).
Ce qui donne 1 = 3g(t2−t1) ; on voit alors que pour tout k > 1, E
p,q;i
k,ξ,πv
[Π∞,v] et Ep+k,q+k−1k,ξ,πv [Π
∞,v]
ne peuvent pas eˆtre tous deux non nuls de sorte que Ep,q;i∞,ξ,Up(m),πv [Π
∞,v] = Ep,q;i1,ξ,Up(m),πv [Π
∞,v]
d’ou` le re´sultat d’apre`s le corollaire (7.4.11).
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10.1.3. Corollaire. — La partie de poids d− s de Ud−iFv ,l,d(JL
−1([
←−−−
s− 1]π∨v )) est un constituant de
Πi ⊗ rec∨Fv (πv)(−
d−s
2 ) ou`
Πi =

[
←−−−
s− 1]πv pour i = 1
[
−→
0 ]πv
−→
× [
←−−−
s− 2]πv pour i = 2
· · ·
[
−−→
i− 2]πv
−→
× [
←−−
s− i]πv pour i
· · ·
[
−−−→
s− 2]πv
−→
× [
←−
0 ]πv pour i = s
En outre Ud−sFv ,l,d(JL
−1([
←−−−
s− 1]π∨v )) contient [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ) et la partie de poids
s(g − 1) de
∑s
i=1(−1)
iUd−iFv,l,d(JL
−1([
←−−−
s− 1]π∨v )) est e´gale a` (−1)
s[
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ).
De´monstration. — On e´tudie la Π∞,v-partie de la suite spectrale des cycles e´vanescents pour Π
ve´rifiant les proprie´te´s du de´but de ce paragraphe :
Ep,q2,ξ,πv [Π
∞,v] = lim
−→
Up(m)
Hp(XUp,m, R
aΨπv,ξ)[Π
∞,v]⇒ Hp+qηv ,πv,ξ[Π
∞,v] (10.1.17)
10.1.4. Lemme. — Pour tout 1 < r < s, la partie de poids s(g − 1) de E0,d−r2,ξ,πv [Π
∞,v] est
un constituant de E
d−(r−1)g,(r−1)(g−1)
2,ξ,πv
[Π∞,v], i.e. de ♯Ker1(Q, Gτ )m(Π)[
−−−→
r − 2]πv
−→
× [
←−−−
s− r]πv ⊗
rec∨Fv (πv)(−
s(g−1)
2 ); celle de E
0,d−1
2,ξ,πv
[Π∞,v] est nulle.
De´monstration. — D’apre`s la proposition pre´ce´dente, les Ep,q2,ξ,πv [Π
∞,v] de poids s(g − 1) pour
p 6= 0, non nuls, sont
E
d−rg,r(g−1)
2,ξ,πv
[Π∞,v] ≃ ♯Ker1(Q, Gτ )m(Π)[
−−−→
r − 1]πv
−→
× [
←−−−−−−
s− r − 1]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1)
2
)
Or, d’apre`s le corollaire (10.1.1), pour 1 6 r < s, la partie de poids s(g − 1) de Ed−r∞,ξ,πv [Π
∞,v] est
nulle d’ou` le re´sultat.
10.1.5. Lemme. — Pour g > 1, le terme E0,d−r2,ξ,πv [Π
∞,v] de la suite spectrale des cycles
e´vanescents est e´gal a` ♯Ker1(Q, H0)HomD×
v,d
(C∞H0,ξ,U
d−r
Fv ,l,d
)[Π∞,v].
De´monstration. — On e´tudie la suite spectrale associe´e a` la stratification pour le faisceau
Rd−rΨπv . D’apre`s la proposition pre´ce´dente, pour tout 1 6 t < s, H
0
c (X
(d−tg)
Up,m , R
d−rΨπv,ξ)[Π
∞,v]
est nul ; pour g 6= 1, il en est de meˆme de H1c (X
(d−tg)
Up,m , R
d−rΨπv,ξ)[Π
∞,v], d’ou` le re´sultat.
10.1.6. Lemme. — Pour g = 1, HomD×v,d
(C∞H0,ξ,U
d−r
Fv ,l,d
)[Π∞,v] est un constituant de
m(Π)[
−−−→
r − 2]χv
−→
× [
←−−−
d− r]χv ⊗ χ
∨
v .
De´monstration. — Pour g = 1, on remarque que le seul H1c (X
(d−h)
Up,m , R
d−rΨχv ,ξ) ayant une partie
de poids 0 non nulle, est pour h = d − 1 et r = d, de Π∞,v-composante isotypique e´gale a`
♯Ker1(Q, Gτ )m(Π)[
−−−→
d − 2]χv
−→
× [
←−
0 ]χv ⊗ χ
∨
v ce qui correspond a` la contribution de E
1,0
2,ξ,χv
[Π∞,v]
dans le lemme (10.1.4), d’ou` le re´sultat.
Ainsi pour tout 1 6 i 6 s, la partie de poids d − s de Ud−iFv ,l,d(JL
−1([
←−−−
s− 1]π∨v )) est un con-
stituant de Πi ⊗ rec∨Fv (πv)(−
d−s
2 ) ou` Πi est comme dans l’e´nonce´. Par ailleurs on remarque que
E
d−s+1,(s−1)(g−1)
2,ξ,πv
[Π∞,v] contient [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ) alors que E
d−s+2,(s−2)(g−1)
2,πv
[Π∞,v]
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non ; on en de´duit alors que Ud−iFv ,l,d(JL
−1(πv)
∨) contient [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ). Le calcul
sur la somme alterne´e correspond a` (3.1.3).
10.2. Involution de Zelevinski et premie`re preuve de (9.1.1). — Il est possible de prouver
la proposition (9.1.1) sans plus d’e´tude cohomologique en utilisant le re´sultat suivant.
10.2.1. The´ore`me. — Pour toute repre´sentation irre´ductible cuspidale πv de GLg(Fv), on a,
pour tout s > 1 et pour tout i, un isomorphisme canonique(
Usg−1+•Fv ,l,sg (JL
−1(Sps(πv)))
)∨,ι
(d− 1) ≃ Usg+s−2−2•Fv ,l,sg (JL
−1(Sps(π
∨
v )))
ou` dans le membre de droite l’exposant ∨, ι de´signe le dual compose´ avec l’involution de Zelevinski,
ι, sur GLsg(Fv).
Remarque : Laurent Fargues a une preuve de ce re´sultat qui utilise, tout ou partie, l’isomorphisme
de Faltings, a` partir d’un re´sultat similaire du cote´ de l’espace de Drinfeld.
Ainsi avec les notations du corollaire (10.1.3), s’il existait 1 6 i 6 s tel que Πi admette
un constituant autre que [
−−−→
s− 1]πv , on en de´duirait que U
sg−s−1+i
Fv ,l,sg
(JL−1([
←−−−
s− 1]πv )) aurait un
constituant de poids sg + s− 2 autre que [
←−−−
s− 1]π∨v . Or, d’apre`s les corollaires (7.3.17) et (7.4.6),
pour tout k, les germes aux points supersinguliers des higrk,π∨v sont tous de poids strictement plus
petit que sg + s− 2 ou alors e´gales a` [
←−−−
s− 1]π∨v ⊗ recFv (πv)(−
sg+s−2
2 ), d’ou` le re´sultat.
10.3. Cas Πv ≃ Spehs(πv). — Nous allons prouver la proposition (9.1.1) sans utiliser le
the´ore`me (10.2.1). Pour cela nous revenons a` l’e´tude de la suite spectrale des cycles e´vanescents.
10.3.1 — On peut remarquer que la connaissance des Ep,q2,χ,πv [Π
∞,v] de la suite spectrale (10.1.17)
ne nous fournit pas le the´ore`me local. La partie gauche de la figure (3) illustre ce fait dans le
cas s = 2, ou` pour πv une repre´sentation irre´ductible cuspidale de GLd/2(Fv), l’on n’arrive pas a`
exclure le cas :
– Ud−1Fv,l,d(JL
−1([
←−
1 ]π∨v )) = [
←−
1 ]πv ⊗ (rec
∨
Fv
(πv)(−
d−1
2 )⊗ Sp2) ;
– Ud−2Fv,l,d(JL
−1([
←−
1 ]π∨v )) = [
←−
0 ]πv
−→
× [
←−
0 ]πv ⊗ rec
∨
Fv
(πv)(−
d−2
2 ).
✻
✲
j = g − 1
❝[
←−
0 ]piv
−→
× [
−→
0 ]piv
⊗ rec∨Fv (πv)|−|
−2(g−1)/2
❝✛ i+ j = d− 1
 
 
 ✠
[
←−
1 ]piv⊗rec
∨
Fv
(πv)
(|−|−2(g+1)/2⊕|−|−2(g−1)/2)
❅
❅
❅
❅
❅
❅❝  ✠
[
←−
0 ]piv
−→
× [
−→
0 ]piv
⊗ rec∨Fv (πv)|−|
−2(g−1)/2
❩
❩
❩
❩
❩❩⑦
✻
i = d− g
(0, 0)
♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣ ✻
✲
j = g − 1
❝[
←−
0 ]piv
−→
× [
−→
0 ]piv
⊗ rec∨Fv (πv)|−|
−2(g−1)/2
❝✛ i+ j = d− 1
 
 
 ✠
[
←−
1 ]piv⊗rec
∨
Fv
(πv)
(|−|−2(g−1)/2⊕|−|−2(g+1)/2)
❅
❅
❅
❅
❅
❅ ❝  ✠
[
←−
0 ]piv
←−
× [
−→
0 ]piv
⊗ rec∨Fv (πv)|−|
−2(g+1)/2
❝
❝
❝
❝
❝
❝
❝❘
✻
i = d− g + 1
(0, 0)
♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣
Figure 3. Ep,q2 [Π
∞,v] de (10.1.17) pour Πv ≃ Sp2(piv) et Πv ≃ Speh(piv)
Si la fle`che indique´e est un isomorphisme, on obtient bien le bon aboutissement.
10.3.2 — Dans le cas ou` l’on conside`re une repre´sentation automorphe Π de Gτ (A) ve´rifiant
Hyp(ξ) et telle que Πv ≃ [
−−−→
s− 1]πv , on calculera les termes E
p,q
2,ξ [Π
∞,v] de la suite spectrale des
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cycles e´vanescents et on montrera alors que le the´ore`me local en de´coule. Dans la partie de droite
de la figure (3), on illustre comment on exclut le cas de´favorable ci-avant, en remarquant que
[
←−
0 ]πv
−→
× [
←−
0 ]πv n’est pas isomorphe a` [
←−
0 ]πv
←−
× [
←−
0 ]πv , contredisant le the´ore`me de Lefschetz difficile.
On pourra aussi se re´fe´rer aux figures (4) et (5) qui de´taillent pour s = 4 et g = 2, les Ep,q2,πv [Π
∞,v]
respectivement dans les cas Πv = [
←−−−
s− 1]πv et Πv = [
−−−→
s− 1]πv .
10.3.3 — On conside`re (16) dans la suite Π une repre´sentation irre´ductible automorphe de Gτ (A)
ve´rifiant Hyp(ξ) et telle que Πv ≃ [
−−−→
s− 1]πv , pour πv une repre´sentation irre´ductible cuspidale de
GLg(Fv). On suppose par ailleurs que l’ensemble des repre´sentations irre´ductibles automorphes Π
de H0(A) telles que Π
∞,v
≃ Π∞,v est re´duite a` une unique repre´sentation, en particulier m(Π) =
m(Π), et Πv ≃ JL
−1([
←−−−
s− 1]πv ). L’objectif est de calculer les termes E
p,q
2 [Π
∞,v] de la suite spectrale
des cycles e´vanescents.
10.3.4. Proposition. — Pour tout 1 6 t 6 s, Hi(j>tg!∗ HTξ(g, t, πv, [
←−−
t− 1]πv)[d − tg])[Π
∞,v] est
nul pour |i| > s− t ou i 6≡ s− tmod 2 et sinon, il est isomorphe a`
♯Ker1(Q, Gτ )m(Π)([
←−−
t − 1]πv
−→
× [
−−−−−−−−−→
s− t− i
2
− 1]πv )
←−
× [
−−−−−−−−−→
s− t+ i
2
− 1]πv⊗ (Ξ
(s−t)g+i
2 ⊗
⊕
χ∈A(πv)
χ−1)
en tant que repre´sentation de GLd(Fv)×Z, ou` A(πv) est l’ensemble des caracte`res χ : Z −→ Q
×
l ,
tels que πv ⊗ χ ◦ val(det) ≃ πv.
De´monstration. — On raisonne par re´currence pour t variant de s a` 1, le cas t = s est donne´ par
le lemme (7.4.7) et les conditions impose´es ci-dessus a` Π. Les suites exactes courtes
0→ Pπv,t,0([
←−−
t− 1]πv ) −→ j
>tg
! HT (g, t, πv, [
←−−
t− 1]πv )[d− tg] −→
j>tg!∗ HT (g, t, πv, [
←−−
t− 1]πv )[d− tg]→ 0
0→ Pπv ,t,i([
←−−
t− 1]πv) −→ Pπv,t,i−1([
←−−
t− 1]πv) −→ P−(g, t+ i, πv, t, [
←−−
t− 1]πv)→ 0
pour 1 6 i 6 s− t− 1, fournissent
∑
i
(−1)iHi(j>tg!∗ HTξ(g, t, πv, [
←−−
t− 1]πv )[d− tg])[Π
∞,v] =
s−t∑
r=1
(−1)r
∑
i
(−1)iHi([
←−−
t− 1]πv
−→
× [
←−−−
r − 1]πv )[Π
∞,v]⊗ Ξr/2 +
∑
i
(−1)iHi(j>tg! HTξ(g, t, πv, [
←−−
t− 1]πv )[d− tg])[Π
∞,v] (10.3.18)
ou` par simplification, on e´crit Hi([
←−−
t− 1]πv
−→
× [
←−−−
r − 1]πv ) pour
lim
→
Up(m)
Hi(X
[d−(t+r)g]
Up,m , j
>(t+r)g
!∗ HTξ(g, t+ r, πv, [
←−−
t− 1]πv
−→
× [
←−−−
r − 1]πv)[d− (t+ r)g])
D’apre`s l’hypothe`se de re´currence et (3.2.6), pour tout i ≡ 1mod2, la partie de poids (s−t)(g−
1) + i du membre de droite de (10.3.18) est nulle ; il en est de meˆme pour i > 2(s− t) ou i < 0,
tandis que pour 0 6 i = 2k < 2(s− t) (resp. i = 2(s− t)) celle-ci est e´gale a`
s−t−k∑
r=1
Ht−s+2k+r([
←−−
t− 1]πv
−→
× [
←−−−
r − 1]πv )[Π
∞,v]⊗ Ξr/2
(resp. a` la partie de poids (s− t)(g + 1) de (3.2.6)), ce qui donne
♯Ker1(Q, Gτ )m(Π) π ⊗ (Ξ
s(g−1)+2k
2 ⊗
⊕
χ∈A(πv)
χ−1)
(16)cf. aussi les conditions qui pre´ce`dent le corollaire (7.4.6)
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π =
(
[
←−−
t− 1]πv
−→
×((−1)s−t−k[
←−−−−−−−−−
s− t− k − 1]πv
+
∑s−t−k−1
r=1 (−1)
r−1[
←−−−
r − 1]πv
−→
× [
−−−−−−−−−−−−→
s− t− r − k − 1]πv)
)←−
× [
−−−→
k − 1]πv
= ([
←−−
t− 1]πv
−→
× [
−−−−−−−−−→
s− t− k − 1]πv )
←−
× [
−−−→
k − 1]πv
(resp. [
←−−
t− 1]πv
←−
× [
−−−−−→
s− t− 1]πv ).
OrHi(j>tg!∗ HTξ(g, t, πv, [
←−−
t− 1]πv )[d−tg]) est pur de poids (s−t)g+i de sorte que son semi-simplifie´
est e´gal a` celui de l’e´nonce´. On conclut alors a` l’e´galite´ des repre´sentations, et pas seulement de
leur semi-simplifie´e, en remarquant que les strates e´tant induites, l’espace pre´ce´dent, en tant que
repre´sentation de GLd(Fv) est de la forme Ind
GLd(Fv)
Ptg,d(Fv)
[
←−−
t− 1]πv((s−t)g−i)/2 ⊗ π
′ pour une certaine
repre´sentation π′ de GLd−tg(Fv).
10.3.5. Corollaire. — Pour tout i 6= d− s, la partie de poids s(g − 1) de Hiηv ,ξ[Π
∞,v] est nulle
alors que pour i = d− s elle est e´gale a` ♯Ker1(Q, Gτ )m(Π)[
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ).
10.3.6. Remarque. — En fait on peut a` ce stade de´terminer comple`tement les Hiηv ,ξ, cependant
comme on l’a de´ja` remarque´ seule la connaissance des parties de poids s(g−1) nous est ne´cessaire.
Pour un e´nonce´ complet, on pourra voir la proposition (11.1).
De´monstration. — On e´crit i sous la forme d− 1− δ et on e´tudie la suite spectrale
Ei,j1,ξ := H
i+j(gr−i,ξ)⇒ H
d−1+i+j
ηv ,ξ
(10.3.19)
qui, d’apre`s la purete´, de´ge´ne`re en E2. On pourra se re´fe´rer a` la figure (10) ou` l’on a repre´sente´
les Hi(grk,ξ)[Π
∞,v] pour s = 4. D’apre`s les propositions (7.3.3) (ii) et (9.3.1), on a
eπvH
i(grk,ξ)[Π
∞,v] =
⊕
|k|<t6s
t≡k+1mod 2
Hi(P(g, t, πv)(−
tg − 1 + k
2
))[Π∞,v]
Ainsi d’apre`s la proposition (10.3.4), pour δ > 0, la partie de poids s(g − 1) de Hd−1+δηv ,ξ [Π
∞,v] est
nulle ; pre´cise´ment pour δ > 0, les poids de Hd−1+δηv,ξ [Π
∞,v] sont parmi les k = s(g − 1) + 2δ + 2r
avec 0 6 r < s − δ et sa partie de poids s(g − 1) + 2δ, que l’on notera avec un indice, est un
quotient de
E1−s+δ,s−11,ξ [Π
∞,v]s(g−1)+2δ =
1
eπv
Hδ(P(g, s− δ, πv)(−
(s− δ)(g − 1)
2
))
= ♯Ker1(Q, Gτ )m(Π)[
←−−−−−−
s− δ − 1]πv
←−
× [
−−−→
δ − 1]πv ⊗ rec
∨
Fv(πv)(−
s(g − 1) + 2δ
2
)
Par ailleurs, pour δ > 0, d’apre`s (10.3.4), la partie de poids s(g − 1) de Hd−s−δηv ,ξ [Π
∞,v] est un
sous-quotient de
E1−s+δ,s−1−2δ1,ξ [Π
∞,v]s(g−1) =
1
eπv
H−δ(P(g, s− δ, πv)(−
(s− δ)(g − 1)
2
))
= ♯Ker1(Q, Gτ )m(Π)[
←−−−−−−
s− δ − 1]πv
−→
× [
−−−→
δ − 1]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1)
2
)
On utilise alors le the´ore`me de Lefschetz difficile dont on rappelle l’e´nonce´ ci-apre`s.
10.3.7. The´ore`me. — Le fibre´ canonique sur la fibre ge´ne´rique de XUp,m est ample et
e´quivariant pour l’action de G(A∞) et Wv ; il induit alors une classe h ∈ H2ηv,ξ(1), telle
que les applications ite´re´es du cup produit hi : Hd−1−iηv ,ξ −→ H
d−1+i
ηv ,ξ
(i) sont des isomorphismes.
10.3.8 — Ainsi pour s > 2, on observe que si la partie de poids s(g − 1) de Hd−1−δηv [Π
∞,v], pour
1 < δ < s− 1, est non nulle, ses constituants sont de la forme
♯Ker1(Q, Gτ )m(Π)[
←−→
s− 2,
−→
1 ]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1)
2
)
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alors qu’un constituant non nul de poids s(g−1)+2δ de Hd−1+2δηv ,ξ [Π
∞,v], s’il existe, est de la forme
♯Ker1(Q, Gτ )m(Π)[
←−→
s− 2,
←−
1 ]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1) + 2δ
2
).
La contradiction de´coule alors du the´ore`me de Lefschetz difficile et de l’observation de l’orientation
de la dernie`re fle`che.
10.3.9 — Pour δ = 1 et s > 2, la partie de poids s(g − 1) + 2 de Hdηv,ξ[Π
∞,v] est un quotient de
♯Ker1(Q, Gτ )m(Π)[
←−−−
s− 2]πv
←−
× [
−→
0 ]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)+2
2 ) alors que la partie de poids s(g − 1)
de Hd−2ηv ,ξ [Π
∞,v] est un constituant de ♯Ker1(Q, Gτ )m(Π)[
←−−−
s− 2]πv
−→
× [
−→
0 ]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ).
La contradiction de´coule alors du the´ore`me de Lefschetz difficile et du fait que [
←−−−
s− 1]πv n’est pas
un quotient de [
←−−−
s− 2]πv
←−
× [
−→
0 ]πv .
10.3.10 — Pour δ = s− 1 et s > 2, on observe que Ed−s2,ξ [Π
∞,v] = Hd−sηv ,ξ [Π
∞,v] est un sous-espace
de E0,1−s1,ξ [Π
∞,v] qui est e´gal a`
1
eπv
H1−s(P(g, 1, πv)) = ♯Ker
1(Q, Gτ )m(Π)[
←−
0 ]πv
−→
× [
−−−→
s− 2]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1)
2
)
alors que Ed−s2,ξ [Π
∞,v] = Hd+s−2ηv ,ξ [Π
∞,v] est un quotient de E0,s−11,ξ [Π
∞,v] qui est e´gal a`
1
eπv
Hs−1(P(g, 1, πv)) = ♯Ker
1(Q, Gτ )m(Π)[
←−
0 ]πv
←−
× [
−−−→
s− 2]πv ⊗ rec
∨
Fv (πv)(−
s(g + 1)− 2
2
)
Ainsi d’apre`s Lefschetz difficile, s’ils sont non nuls, ils doivent eˆtre e´gaux a` [
−−−→
s− 1]πv . Par ailleurs
on remarque que ce dernier n’est pas un constituant de Hd−s+1ηv,ξ [Π
∞,v], ni de Hd+s−3ηv ,ξ [Π
∞,v], de
sorte que ♯Ker1(Q, Gτ )m(Π)[
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ) est effectivement un constituant de
Hd−sηv ,ξ , d’ou` le re´sultat.
10.3.11. Proposition. — Pour tout p 6= 0 et tout q, sont nulles, les parties de poids s(g − 1)
des Ep,q2,ξ [Π
∞,v] de la suite spectrale des cycles e´vanescents
Ep,q2,ξ = lim−→
Up(m)
Hp(XUp,m, R
qΨv ⊗ Lξ)⇒ H
p+q
ηv ,ξ
(10.3.20)
De´monstration. — Le principe est d’e´tudier les Ep,q2,ξ [Π
∞,v] via les suites spectrales associe´es a` la
stratification
Ep,q;i1,Up(m),ξ = H
p+q
c (X
(d−p+1)
Up,m , R
iΨ⊗ Lξ)⇒ H
p+q
c (XUp,m, R
iΨ⊗ Lξ) (10.3.21)
Ainsi le re´sultat de´coule simplement de la proposition suivante.
10.3.12. Proposition. — Pour tout 1 6 t < s et pour tout i, la partie de poids (s− t)(g− 1) de
Hic(X
(d−tg)
Up,m ,F(g, t, πv)⊗ Lξ)[Π
∞,v] est nulle.
De´monstration. — Il s’agit dans un premier temps d’e´tudier les parties de poids (s− t)(g− 1) des
Hic(X
(d−tg)
Up,m , HTξ(g, t, πv,Πt))[Π
∞,v ] pour une repre´sentation Πt quelconque de GLtg(Fv).
10.3.13. Lemme. — Pour tout 1 6 t < s, les lim
→
Up(m)
Hi(X
[d−tg]
Up,m , (j
>tg
! HTξ(g, t, πv,Πt)[(s −
t)g]))[Π∞,v] ve´rifient les proprie´te´s suivantes :
(i) ils sont de la forme
⊕
χ(Ind
GLd(Fv)
Ptg,d(Fv)
(Πt ⊗ χ) ⊗ πχ) ⊗ χ, en tant que repre´sentation
de GLd(Fv) × Z, ou` χ de´crit les caracte`res Z −→ Q
×
l et πχ est une repre´sentation de
GL(s−t)g(Fv) ;
(ii) ils sont nuls pour |i| > s− t+ 1 ;
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(iii) ils sont en ge´ne´ral mixtes de poids (s− t)(g+1)− 2(k− 1) pour 1 6 k 6 s− t+1 ve´rifiant
s− t− 2(k − 1) 6 i 6 s− t− (k − 1) ;
(iv) soit t − s 6 i0 < 0, le plus petit indice i tel que la partie de poids (s − t)(g − 1) de
lim
→
Up(m)
Hi(X
[d−tg]
Up,m , j
>tg
! HTξ(g, t, πv,Πt)[(s − t)g])[(s − t)g])[Π
∞,v] soit non nulle(17). Cette
dernie`re est alors e´gale a`
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
←−−−−−−−−−
i0 − t+ s− 1,
−−→
−i0]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1).
De´monstration. — Le point (i) correspond a` la proposition (3.2.4) qui de´coule directement de
l’action de GLtg(Fv) sur la strate via val(det) et du fait que les strates non supersingulie`res sont
induites.
Pour les points (ii)-(iii), on conside`re les suites exactes
0→ Pπv,t,i+1(Πt) −→ Pπv ,t,i(Πt) −→ P−(g, t+ i+ 1, πv, t,Πt)→ 0 (10.3.22)
et on reprend les notations simplifie´es de la preuve de la proposition (10.3.4) en notant
Pπv ,t,−1,ξ(Πt) := j
>tg
! HTξ(g, t, πv,Πt)[d− tg]. Par facilite´ on notera Pπv ,t,i(Πt) pour Pπv ,t,i(Πt)⊗
Lξ. Le re´sultat de´coule alors directement du cas i = −1 dans le lemme suivant.
10.3.14. Lemme. — Pour tout −1 6 i 6 s − t − 1, les lim
→
Up(m)
Hj(X
[d−(t+i+1)g]
Up,m , Pπv ,t,i(Πt) ⊗
Lξ)[Π∞,v] ve´rifient les points suivants :
(1) ils sont nuls pour |j| > s− t− i ;
(2) pour |j| < s− t− i, ils sont mixtes de poids (s− t)(g + 1)− 2(k+ i) pour 1 6 k 6 s− t− i
ve´rifiant s− t− i− 1− 2(k − 1) 6 j 6 s− t− i − 1− (k − 1) ;
De´monstration. — (1)-(2) On raisonne par re´currence descendante, le cas i = s − t − 1 e´tant
e´vident car Pπv ,t,s−t−1(Πt) est le faisceau concentre´ aux points supersinguliers
F(g, s, πv)⊗Πt((s− t)/2)× [
←−−−−−
s− t− 1]πv(−t/2) ⊗ |Art
−1
Fv
|−
(s−t)(g−1)
2
Supposons donc le re´sultat acquis jusqu’au rang i+1 et traitons le cas de Pπv ,t,i(Πt). On conside`re la
suite exacte longue de cohomologie associe´e a` la suite exacte courte (10.3.22). D’apre`s l’hypothe`se
de re´currence les Hj(Pπv ,t,i+1(Πt)) sont nuls pour |j| > s − t − i − 1 et d’apre`s la proposition
(10.3.4), les Hj(P−(g, t + i + 1, πv, t,Πt)) sont nuls pour |j| > s − t − i, d’ou` le point (1). En ce
qui concerne le point (2), la suite exacte longue en question s’e´crit alors
0→ H−(s−t−i−1)(Pπv ,t,i(Πt)) −→ H
−(s−t−i−1)(j
>(t+i+1)g
!∗ ) −→ H
−(s−t−i−2)(Pπv ,t,i+1(Πt)) −→
H−(s−t−i−2)Pπv ,t,i(Πt) −→ 0 · · · · · · 0→ H
(s−t−i−1)−2r(Pπv ,t,i+1(Πt)) −→
H(s−t−i−1)−2r(Pπv ,t,i(Πt)) −→ H
(s−t−i−1)−2r(j
>(t+i+1)g
!∗ ) −→ H
(s−t−i−1)−2r+1(Pπv ,t,i+1(Πt))
−→ H(s−t−i−1)−2r+1(Pπv ,t,i(Πt))→ 0 · · ·
0→ H(s−t−i−1)−2(Pπv ,t,i+1(Πt)) −→ H
(s−t−i−1)−2(Pπv ,t,i(Πt)) −→
H(s−t−i−1)−2(j
>(t+i+1)g
!∗ ) −→ H
s−t−i−2(Pπv ,t,i+1(Πt)) −→ H
s−t−i−2(Pπv ,t,i(Πt))→ 0
0→ Hs−t−i−1(Pπv ,t,i(Πt)) −→ H
s−t−i−1(j
>(t+i+1)g
!∗ )→ 0 (10.3.23)
On rappelle que Hj(j
>(t+i+1)g
!∗ ) est pur de poids (s − t)g − (i + 1) + j de sorte qu’en utilisant
l’hypothe`se de re´currence, les Hj(Pπv ,t,i(Πt)) sont de poids (s− t)(g + 1)− 2(i + 1 + k − 1) avec
1 6 k 6 s− t− i.
(17)Si un tel i0, n’existe pas l’e´nonce´ est vide.
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Soit alors j de la forme s− t− 1− i− (2r+1) avec 0 6 2r+1 6 2(s− t− 1− i) ; la suite exacte
longue ci-dessus montre alors que les poids de Hj(Pπv ,t,i(Πt)) sont ceux de H
j(Pπv ,t,i+1(Πt)), i.e.
(s−t)(g+1)−2(i+1+k) pour 1 6 k 6 s−t−i−1 ve´rifiant−2(k−1) 6 j−(s−t−2−i)6 −(k−1).
Le changement de variable k′ = k + 1 donne alors le re´sultat, i.e. Hj(Pπv ,t,i(Πt)) est de poids
(s−t)(g+1)−2(i+k′) avec 1 6 k′ 6 s−t−i ve´rifiant −2(k′−1)+1 6 j−(s−t−1−i) 6 −(k′−1)
soit ce qui est pre´vu car j − (s− t− 1− i) est impair(18).
Pour j de la forme s − t − 1 − i − 2r avec 0 6 2r 6 2(s − t − 1 − i), la suite exacte longue
pre´ce´dente montre que les poids de Hj(Pπv ,t,i(Πt)) sont, a` priori, ceux de H
j(Pπv ,t,i+1(Πt)) ainsi
que celui de Hj(j
>(t+i+1)g
!∗ ) soit (s − t)(g + 1) − 2(i + 1 + r). D’apre`s l’hypothe`se de re´currence,
Hj(Pπv ,t,i(Πt)) est de poids (s−t)(g+1)−2(i+1+k) avec 1 6 k 6 s−t−i−1 ve´rifiant−2(k−1) 6
j − (s− t− 2− i) 6 −(k − 1), de sorte que Hj(Pπv ,t,i(Πt)) est de poids (s− t)(g + 1)− 2(i+ k
′)
avec 1 6 k′ 6 s− t− i ve´rifiant −2(k′− 1)+1 6 j− (s− t− 1− i) 6 −(k′− 1) soit ce qui est pre´vu
car le cas j − (s− t− 1− i) = −2(k′ − 1) est justement donne´ par le poids de Hj(j
>(t+i+1)g
!∗ ) soit
(s− t)(g + 1)− 2(i+ 1 + r).
10.3.15 — Suite de la preuve du lemme (10.3.13) : (iv) Dans la suite on ne conside`re que les
parties de poids (s− t)(g − 1). D’apre`s le lemme (10.3.14), Ht−s(Pπv ,t,0(Πt)) est nul de sorte que
la suite exacte longue (10.3.23) s’e´crit
0→ Ht−s(j>tg! ) −→ Πt
−→
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)/2 ⊗
⊕
χ∈A(πv)
χ−1)
−→ H1+t−s(Pπv ,t,0(Πt)) −→ H
1+t−s(j>tg! )→ 0→ · · ·
10.3.16 — Le cas i0 = t − s de´coule alors du fait que les strates sont induites, i.e. si Ht−s(j
>tg
! )
est un sous-espace de ♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) alors il
est e´gal a` tout l’espace.
10.3.17 — Pour i0 = 1 + t− s, la suite exacte longue (10.3.23) s’e´crit
0→ ♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) −→
H1+t−s(Pπv ,t,0(Πt)) −→ H
1+t−s(j>tg! )→ 0
tandis que celle associe´e a` 0→ Pπv,t,1(Πt) −→ Pπv ,t,0(Πt) −→ P−(g, t+ 1, πv, t,Πt)→ 0 s’e´crit
0→ H1+t−s(Pπv ,t,0(Πt)) −→ ♯Ker
1(Q, Gτ )m(Π)
Πt
−→
× [
−→
0 ]πv
−→
× [
−−−−−→
s− t− 2]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)→ · · ·
Ainsi si H1+t−s(j>tg! ) est non nul, alors H
1+t−s(Pπv ,t,0(Πt)) contient strictement
♯Ker1(Q, Gτ )m(Π)Πt
−→
×
−−−−→
(s− t)πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
et e´tant de la forme ♯Ker1(Q, Gτ )m(Π)Πt
−→
×π ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) ainsi qu’un sous-
espace de ♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
−→
0 ]πv
−→
× [
−−−−−→
s− t− 2]πv⊗(Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1), on en de´duit
qu’il est e´gal a` ce dernier de sorte que H1+t−s(j>tg! ) est isomorphe a`
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
←−
1 ,
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1),
(18)Le cas j − (s− t− 1− i) = −2(k′ − 1) n’est pas a` conside´rer.
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d’ou` le re´sultat.
10.3.18 — Par ailleurs on remarque de la meˆme fac¸on que si i0 > 1 + t − s, la partie de poids
(s− t)(g − 1) de H1+t−s(Pπv ,t,0(Πt)) est alors e´gale a`
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1).
10.3.19 — Supposons alors i0 > 2+t−s. La suite exacte longue (10.3.23) donne l’e´galite´ pour tout
i > 2, des parties de poids (s− t)(g−1) de Ht−s+i(Pπv ,t,0(Πt)) et de H
t−s+i(j>tg! ). On va montrer
que, pour tout 2 6 i 6 i0 − (t− s), la partie de poids (s− t)(g − 1) de Ht−s+r(Pπv ,t,i−2(Πt)) est
nulle pour i 6 r < i0 − l + s et que celle de H
i+t−s−1(Pπv ,t,i−2(Πt)) est e´gale a`
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
←−−
i− 1,
−−−−−→
s− t− i]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1).
D’apre`s ce que l’on vient de voir, c’est vrai pour i = 2. Supposons donc le re´sultat acquis jusqu’au
rang i et traitons le cas de i+ 1. La suite exacte longue de cohomologie associe´e a` la suite exacte
courte 0→ Pπv,t,i−1(Πt) −→ Pπv ,t,i−2(Πt) −→ P−(g, t+ i− 1, πv, t,Πt)→ 0, s’e´crit
0→ Hi−1+t−s(Pπv ,t,i−2(Πt)) −→ ♯Ker
1(Q, Gτ )m(Π)Πt
−→
× [
←−−
i− 2]πv
−→
× [
−−−−−→
s− t− i]πv
⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) −→ Hi+t−s(Pπv ,t,i−1(Πt)) −→ H
i+t−s(Pπv ,t,i−2(Πt))→ 0 · · ·
ainsi que l’e´galite´ des parties de poids (s − t)(g − 1) des espaces Hi+t−s+r(Pπv ,t,i−1(Πt)) et
Hi+t−s+r(Pπv ,t,i−2(Πt)) pour tout r > 0. Le cas i + 1 de´coule alors de la nullite´ de la partie
de poids (s− t)(g − 1) de Hi+t−s(Pπv ,t,i−2(Πt)) et de l’isomorphisme
Hi+t−s−1(Pπv ,t,i−2(Πt)) ≃ ♯Ker
1(Q, Gτ )m(Π)Πt
−→
× [
←−−
i− 2,
−−−−−−−−→
s− t− i+ 1]πv⊗(Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1).
10.3.20 — Conside´rons 0 → Pπv ,t,i1+1(Πt) −→ Pπv ,t,i1(Πt) −→ P−(g, t + i1 + 1, πv, t,Πt) → 0
avec i1 = i0 − t+ s− 2, et la suite exacte longue de cohomologie associe´e qui s’e´crit
0→ Hi0−1(Pπv ,t,i1(Πt)) −→ ♯Ker
1(Q, Gτ )m(Π)Πt
−→
× [
←−
i1 ]πv
−→
× [
−−−−−−−−−→
s− t− i1 − 2]πv
⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) −→ Hi0(Pπv ,t,i1+1(Πt)) −→ H
i0(Pπv ,t,i1(Πt))→ 0 · · · (10.3.24)
avec Hi0(Pπv ,t,i1(Πt)) = H
i0(j>tg! ) non nul par hypothe`se. La suite exacte longue associe´e a`
0→ Pπv,t,i1+2(Πt) −→ Pπv ,t,i1+1(Πt) −→ P−(g, i1 + 2, πv, t,Πt)→ 0 s’e´crit
0→ Hi0(Pπv ,t,i1+1(Πt)) −→ ♯Ker
1(Q, Gτ )m(Π)
Πt
−→
× [
←−−−
i1 + 1]πv
−→
× [
−−−−−−−−−→
s− t− i1 − 3]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) −→ · · ·
Ainsi si on veut que Hi0(Pπv ,t,i1(Πt)) soit non nul, il faut que H
i0(Pπv ,t,i1+1(Πt)) soit e´gal a`
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
←−−−
i1 + 1]πv
−→
× [
−−−−−−−−−→
s− t− i1 − 3]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1) et donc
Hi0(Pπv ,t,i1+1(Πt)) ≃ ♯Ker
1(Q, Gτ )m(Π)Πt
−→
× [
←−−−
i1 + 2,
−−−−−−−−−→
s− t− i1 − 3]πv⊗(Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
d’ou` le re´sultat.
10.3.21 — Retour sur la preuve de la proposition (10.3.12) :
Remarque : Si on savait que les strates X
(d−h)
Up,m e´taient affines, la proposition (10.3.12) de´coulerait
directement du point (iii) du lemme (10.3.13) pour k = s−t+1 car seulHd−tgc (X
(d−h)
Up,m ,F(g, t, πv)⊗
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Lξ)[Π∞,v] pourrait eˆtre de poids t − s ce qui serait contradictoire avec (3.2.6). Ne disposant pas
de l’affinite´ des strates X
(d−h)
Up,m , on entre plus pre´cise´ment dans la combinatoire.
On raisonne par re´currence sur t de 1 a` sg puis pour t fixe´, par re´currence sur i de t − s a` 0.
L’initialisation de la re´currence pour t = 1 se traite comme le passage de t a` t + 1 ; on suppose
alors le re´sultat acquis pour tout 1 6 t′ < t (19).
10.3.22 — Pour i = t− s, si l’espace en question e´tait non nul, on aurait d’apre`s le point (iv) du
lemme (10.3.13),
lim
→
Up(m)
H(s−t)(g−1)c (XUp,m, HTξ(g, t, πv,Πt))[Π
∞,v] =
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1).
On conside`re alors la suite spectrale (10.1.16) pour i = t(g−1). On remarque que toutes les parties
de poids s(g − 1) de E
p,q;t(g−1)
1 [Π
∞,v] sont nulles pour p − 1 6= tg ; en effet pour p − 1 < tg cela
de´coule de l’hypothe`se de re´currence et pour p − 1 > tg du fait que t′(g − 1) > t(g − 1) pour
p− 1 = t′g. On obtient alors
lim
→
Up(m)
H(s−t)(g−1)(XUp,m, R
t(g−1)Ψπv ⊗ Lξ)[Π
∞,v] ≃
♯Ker1(Q, Gτ )m(Π)[
←−−
t − 1]πv
−→
× [
−−−−−→
s− t− 1]πv ⊗ rec
∨
Fv (πv)(−
s(g − 1)
2
)
On conside`re alors la suite spectrale (10.1.17), de sorte que E
(s−t)(g−1),t(g−1)
2,ξ [Π
∞,v] est isomorphe
a` l’espace ci-dessus. Or comme d’apre`s l’hypothe`se de re´currence toutes les parties de poids s(g−1)
des Ep,q2,ξ [Π
∞,v] pour q < l(g−1) sont nulles et que d’apre`s le lemme (10.3.13) il en est de meˆme pour
p+q < d−s, on en de´duit que Ed−s∞,ξ [Π
∞,v] admettrait ♯Ker1(Q, Gτ )m(Π)[
←−−
t− 1]πv
−→
× [
−−−−−→
s− t− 1]πv⊗
rec∨Fv (πv)(−
s(g−1)
2 ) comme sous-espace ce qui n’est pas d’apre`s la proposition (10.3.11).
10.3.23 — Supposons donc le re´sultat ve´rifie´ pour tout t− s 6 i = t− s+ δ 6 i0 < −1 et traitons
le cas de i0 D’apre`s le point (iv) du lemme (10.3.13), on obtiendrait
♯Ker1(Q, Gτ )m(Π)[
←−−
t− 1]πv
−→
× [
←−
δ ,
−−−−−−−−−→
s− t− 1− δ]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
Comme pre´ce´demment, la suite spectrale (10.1.16) pour i = t(g − 1), donne que la partie de
poids s(g − 1) de E
(s−t)(g−1)+δ,t(g−1)
2,ξ [Π
∞,v] dans la suite spectrale (10.1.17) est isomorphe a`
♯Ker1(Q, Gτ )m(Π)[
←−−
t− 1]πv
−→
× [
←−
δ ,
−−−−−−−−−→
s− t− 1− δ]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ). On remarque alors que
Ed−s+δ∞,ξ [Π
∞,v] admettrait ♯Ker1(Q, Gτ )m(Π)[
←−−
t + δ,
−−−−−−−−−→
s− t− 1− δ]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ) comme
sous-espace car ce dernier n’apparaˆıt pas dans les Ep,q2,ξ [Π
∞,v] pour q < l(g−1) d’apre`s l’hypothe`se
de re´currence, ni pour q = t′(g− 1) > t(g− 1) d’apre`s le lemme (10.3.13) (i) ainsi que le corollaire
(10.1.3).
10.4. Preuve de (9.1.1). — Il s’agit donc de prouver la proposition (9.1.1). En e´tudiant les
parties de poids s(g − 1) des composantes Π∞,v isotypiques pour Π irre´ductible automorphe tel
que Πv ≃ Spehs(πv), on s’est ramene´ d’apre`s le paragraphe pre´ce´dent, a` une situation similaire
a` celle de [2], i.e. dans la suite spectrale des cycles e´vanescents, seuls les points supersinguliers
contribuent. La fin de la preuve proce`de alors exactement comme dans loc. cit.
(19)Pour t = 1, l’hypothe`se de re´currence est vide.
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10.4.1 — Pre´cise´ment, la partie de poids s(g− 1) de Ud−sFv ,l,d(JL
−1([
←−−−
s− 1]π∨v )), d’apre`s le corollaire
(10.1.3), est un constituant de [
−−−→
s− 2]πv
−→
× [
−→
0 ]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ). On conside`re alors la suite
spectrale (10.3.21) pour i = d−s, ou`, d’apre`s le corollaire (7.4.11), tous les Ep,q;d−s1,ξ sont nuls pour
p+q 6= 0 ou p−1 6= d de sorte que le terme E0,d−s2,ξ [Π
∞,v] de (10.3.20), et donc E0,d−s∞,ξ [Π
∞,v] d’apre`s
(10.3.12), est e´gal a` cet espace qui est donc, d’apre`s (10.3.11), e´gal a` [
−−−→
s− 1]πv⊗rec
∨
Fv
(πv)(−
s(g−1)
2 ).
10.4.2 — On suppose avoir montre´ par re´currence que pour tout 0 6 r < r0 < s − 1,
les parties de poids s(g − 1) de Ud−s+rFv ,l,d (JL
−1([
←−−−
s− 1]π∨v )) sont comme pre´vues, i.e. nulles
pour r 6= 0, et e´gales a` [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ) pour r = 0. D’apre`s le corol-
laire (10.1.3), la partie de poids s(g − 1) de Ud−s+r0Fv,l,d (JL
−1([
←−−−
s− 1]π∨v )) est un constituant
de [
−−−−−−→
s− 2− r0]πv
−→
× [←−r0 ]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ). Or comme la partie de poids s(g − 1) de∑s−1
i=0 (−1)
iUd−s+iFv ,l,d (JL
−1([
←−−−
s− 1]π∨v )) est e´gale a` [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ), en remar-
quant, d’apre`s le corollaire (10.1.3), que [
−−−−−−→
s− 1− r0,
←−−−
r0 + 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ) ne peut
pas eˆtre un constituant de Ud−s+rFv ,l,d (JL
−1([
←−−−
s− 1]π∨v )) pour r > r0, on en de´duit que si la
partie de poids s(g − 1) de Ud−s+r0Fv ,l,d (JL
−1([
←−−−
s− 1]π∨v )) est non nulle, elle est alors e´gale a`
[
−−−−−−→
s− 2− r0,
←−−−
r0 + 2]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ). Comme pre´ce´demment ce dernier espace est aussi e´gal
a` la partie de poids s(g − 1) de 1
♯Ker1(Q,Gτ )m(Π)
Ed−s+r0∞,ξ [rec
∨
Fv
(πv)][Π
∞,v] ce qui n’est pas d’apre`s
(10.3.11).
Finalement le cas r0 = s − 1 est donne´ en utilisant que la partie de poids s(g − 1) de∑s−1
i=0 (−1)
iUd−s+iFv ,l,d (JL
−1([
←−−−
s− 1]π∨v )) est e´gale a` [
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)
2 ).
10.4.3. Remarque. — Comme dans la remarque (10.3.6), on aurait pu traiter tous les poids des
U iFv ,l,d. Il suffit pour cela de montrer un analogue du point (iv) de la proposition (10.3.12) pour
tous les poids.
PARTIE IV
COMPLE´MENTS SUR LA COHOMOLOGIE GLOBALE
11. Parties sans monodromie de la cohomologie globale
11.1. Proposition. — Soient g un diviseur de d = sg et πv une repre´sentation irre´ductible
cuspidale unitaire de GLg(Fv). On conside`re une repre´sentation automorphe Π de Gτ (A) ve´rifiant
Hyp(ξ) telle que Πv ≃ [
−−−→
s− 1]πv . Le GLd(Fv) ×Wv-module H
d+s−2−2i
ηv ,ξ
[Π∞,v] est alors isomorphe
a` ♯Ker1(Q, Gτ )m(Π)[
−−−→
s− 1]πv ⊗ rec
∨
Fv
(πv)(−
d+s−2−2i
2 ) pour 0 6 i < s.
De´monstration. — La proposition (10.3.11) joint au the´ore`me de Lefschetz difficile im-
plique que pour tout 0 6 r 6 s − 1, Hd−s+2rηv ,ξ [Π
∞,v] admet ♯Ker1(Q, Gτ )m(Π)[
−−−→
s − 1]πv ⊗
rec∨Fv (πv)(−
s(g−1)+2r
2 ) comme facteur direct. On reprend la suite spectrale (10.3.19) en utilisant
la proposition (10.3.4) ainsi que le the´ore`me de Lefschetz difficile. On pourra se reporter a` la
figure (10) ou` l’on a repre´sente´ les Hi(grk,ξ)[Π
∞,v] dans le cas s = 4. On rappelle tout d’abord
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que pour 1 < δ < s, on a
H−δ(grk,ξ)[Π
∞,v]
♯Ker1(Q, Gτ )m(Π)
=
⊕
|k|<t6s
t≡k+1≡s+δmod2
([
←−−
t− 1]πv
−→
× [
−−−−−−−−−→
s− t+ δ − 2
2
]πv )
←−
× [
−−−−−−−−−→
s− t− δ − 2
2
]πv
⊗ rec∨Fv (πv)(−
d− 1− δ + k
2
) (11.0.25)
Hδ(grk,ξ)[Π
∞,v]
♯Ker1(Q, Gτ )m(Π)
=
⊕
|k|<t6s
t≡k+1≡s+δmod2
([
←−−
t− 1]πv
−→
× [
−−−−−−−−−→
s− t− δ − 2
2
]πv )
←−
× [
−−−−−−−−−→
s− t+ δ − 2
2
]πv
⊗ rec∨Fv (πv)(−
d− 1 + δ + k
2
) (11.0.26)
On remarque ainsi que tous les [
−−−→
s− 1]πv des E
p,q
1,ξ [Π
∞,v] de (10.3.19) restent dans l’aboutissement ;
il nous faut alors montrer que tous les autres disparaissent. Dans la suite on ne conside´rera plus
les [
−−−→
s− 1]πv .
11.0.4 — Prenons dans un premier temps δ > 1, de sorte qu’outre les [
−−−→
s− 1]πv , les e´ventuels
constituants non nuls de Ed−s−δ∞,ξ [Π
∞,v] (resp. de Ed−s+δ∞,ξ [Π
∞,v]) sont de la forme
♯Ker1(Q, Gτ )m(Π)[
−→r ,
←−−
t− 1,
−−−−−→
s− t− r]πv ⊗ rec
∨
Fv (πv)(−
d− 1− δ − k
2
)
avec s−t−r = r+δ, r+δ+1, r+δ−1 (resp. s−t−r = r−δ, r−δ−1, r−δ+1) et certains entiers k
qu’il n’est pas ne´cessaire de pre´ciser. Pour δ > 2, on remarque que les ensembles {δ, δ+1, δ− 1} et
{−δ,−δ+1,−δ−1} sont disjoints de sorte que d’apre`s le the´ore`me de Lefschetz difficile, l’e´ventuel
constituant est force´ment nul. (20)
11.0.5 — Pour δ = 1, le raisonnement est plus fin et demande de distinguer les sous-espaces des
quotients dans nos induites. Si on reprend le raisonnement pre´ce´dent dans le cas δ = 1, le the´ore`me
de Lefschetz difficile impose que les e´ventuels constituants de Hd−1±1ηv ,ξ [Π
∞,v] sont de la forme
♯Ker1(Q, Gτ )m(Π)[
−−−→
s − t
2
,
←−−
t− 1,
−−−→
s− t
2
]πv ⊗ rec
∨
Fv (πv)(−
d− 1− k
2
) (11.0.27)
pour 1 6 t 6 s, 0 6 r 6 (s − t)/2 et certains entiers k qu’il n’est pas ne´cessaire de pre´ciser. On
revient sur (11.0.25) et sur la suite spectrale (10.3.19). Ainsi on a
E−k,−1+k1,ξ [Π
∞,v]
♯Ker1(Q, Gτ )m(Π)
=
⊕
|k|<t6s
t≡k+1≡s−1mod2
([
←−−
t− 1]πv
−→
× [
−−−−−−→
s− t− 1
2
]πv)
←−
× [
−−−−−−→
s− t− 3
2
]πv
⊗ rec∨Fv (πv)(−
d− 2 + k
2
)
E−k−1,−1+k1,ξ [Π
∞,v]
♯Ker1(Q, Gτ )m(Π)
=
⊕
|k|<t6s
t≡k+1≡s−2mod2
([
←−−
t− 1]πv
−→
× [
−−−→
s− t
2
]πv)
←−
× [
−−−−−−→
s− t− 4
2
]πv
⊗ rec∨Fv (πv)(−
d− 2 + k
2
)
(20)On peut aussi argumenter en remarquant que ce ne sont pas des constituants locaux licites d’une repre´sentation
automorphe alors que dans l’aboutissement seules celles ci doivent apparaˆıtre.
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E−k+1,−1+k1,ξ [Π
∞,v]
♯Ker1(Q, Gτ )m(Π)
=
⊕
|k|<t6s
t≡k+1≡smod2
([
←−−
t− 1]πv
−→
× [
−−−−−−→
s− t− 2
2
]πv)
←−
× [
−−−−−−→
s− t− 2
2
]πv
⊗ rec∨Fv (πv)(−
d− 2 + k
2
)
11.0.6 — Pour k = s− 1, on remarque que la partie de poids s(g + 1)− 2 de Hd−2ηv ,ξ [Π
∞,v] est un
sous-espace de ♯Ker1(Q, Gτ )m(Π)[
←−−−
s − 2]πv
−→
× [
−→
0 ]πv ⊗ rec
∨
Fv
(πv)(−
s(g+1)−2
2 ). Or [
←−−−
s− 1]πv n’e´tant
pas un sous-espace de [
←−−−
s− 2]πv
−→
× [
−→
0 ]πv , on en de´duit, en utilisant (11.0.27), que la partie de poids
s(g + 1)− 2 de Hd−2ηv ,ξ [Π
∞,v] est nulle.
11.0.7 — Pour 0 6 k 6 s− 3, on a :
– E−k,−1+k1,ξ [Π
∞,v] = E−k−2,k+11,ξ [Π
∞,v]⊗|−|2⊕ ♯Ker1(Q, Gτ )m(Π)Vk,−1⊗ rec∨Fv (πv)(−
d−2+k
2 ),
avec Vk,−1 = ([
←−
k ]πv
−→
× [
−−−−→
s−k−2
2 ]πv )
←−
× [
−−−−→
s−k−4
2 ]πv ;
– E−k−1,−1+k1,ξ [Π
∞,v] = E−k−3,k+11,ξ [Π
∞,v]⊗|−|2⊕♯Ker1(Q, Gτ )m(Π)Vk,−2⊗rec∨Fv (πv)(−
d−2+k
2 ),
avec Vk,−2 = ([
←−−−
k + 1]πv
−→
× [
−−−−→
s−k−2
2 ]πv )
←−
× [
−−−−→
s−k−6
2 ]πv ;
– E−k+1,−1+k1,ξ [Π
∞,v] = E−k−1,k+11,ξ [Π
∞,v]⊗|−|2⊕♯Ker1(Q, Gτ )m(Π)Vk,0⊗rec∨Fv(πv)(−
d−2+k
2 )
avec V0,0 = 0 et Vk,0 = ([
←−−−
k − 1]πv
−→
× [
−−−−→
s−k−4
2 ]πv)
←−
× [
−−−−→
s−k−4
2 ]πv pour 0 < k 6 s− 3.
On suppose alors par re´currence que E−k−2,k+1∞ [Π
∞,v] = (Ker d−k−2,k+11 / Im d
−k−3,k+1
1 )[Π
∞,v]
est nulle ; l’ope´rateur de monodromie N implique alors que E−k,−1+k∞ [Π
∞,v] est e´gal a`
Ker d+/ Im d− ⊗ rec∨Fv (πv)(−
d−2+k
2 ) avec Vk,−2
d−
−→Vk,−1
d+
−→V . Ainsi d’apre`s (11.0.27), si
E−k,−1+k∞ [Π
∞,v] e´tait non nul, il serait e´gal a`
♯Ker1(Q, Gτ )m(Π)[
−−−→
s − k
2
,
←−−−
k − 1,
−−−→
s− k
2
]πv ⊗ rec
∨
Fv (πv)(−
d− 2 + k
2
).
En remarquant qu’aucun des constituants de [
−−→
s−k
2 ,
←−−−
k − 1]πv
−→
× [
−−−−→
s−k−2
2 ]πv n’est un constituant de
Vk,−2, on en de´duit que quelque soit d−, on a une surjection
Vk,−1/ Imd− ։ ♯Ker
1(Q, Gτ )m(Π)[
−−−→
s − k
2
,
←−−−
k − 1]πv
−→
× [
−−−−−−→
s− k − 2
2
]πv ⊗ rec
∨
Fv(πv)(−
d− 2 + k
2
)
alors que [
−−→
s−k
2 ,
←−−−
k − 1,
−−→
s−k
2 ]πv n’est pas un sous-espace de [
−−→
s−k
2 ,
←−−−
k − 1]πv
−→
× [
−−−−→
s−k−2
2 ]πv de sorte que
E−k,−1+k∞ [Π
∞,v] est nul.
11.0.8 — Pour 1− s 6 k 6 0 on raisonne de manie`re strictement identique en e´tudiant les suites
exactes E−k−1,k+11,ξ
d−k−1,k+11 −→ E−k,k+11,ξ
d−k,k+11−→ E−k+1,k+11,ξ et en remplac¸ant l’e´tude des sous-espaces par
celle des quotients.
11.2. Corollaire. — Soit Π une repre´sentation irre´ductible automorphe de Gτ (A) telle que
Πv ≃ [
−−−→
s− 1]πv ou` πv est une repre´sentation irre´ductible cuspidale unitaire de GLg(Fv).
Si [Hih,ξ,τv(Π
∞,v)] muni de son action naturelle de GLd(Fv) est non nul dans le groupe de
Grothendieck Groth(GLd−h(Fv) × (D
×
v,h/D
×
v,h)), on a alors τv = JL
−1([
←−−−
s− 1]π∨v ), h = tg avec
1 6 t 6 s et i = (s− t)(g + 1). Dans ce cas, ils sont donne´s par
lim
→
Up(m)
H(s−t)(g+1)c (X
(d−tg)
Up,m,Md−tg
,Fτv ⊗ Lξ)[Π
∞,v] ≃
♯Ker1(Q, Gτ )m(Π)[
−−−−−→
s − t− 1]πv(t(g+1)/2) ⊗ (Ξ
(s−t)(g+1)
2
⊕
χ∈D(πv)
χ−1)
en tant que repre´sentation de GL(s−t)g(Fv)×(D
×
v,tg/D
×
v,tg), ou` D(πv) est l’ensemble des caracte`res
χ de Z ≃ D×v,tg/D
×
v,tg tels que JL
−1([
←−−−
s− 1]π∨v )⊗ χ
−1 ≃ JL−1([
←−−−
s− 1]π∨v ).
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De´monstration. — On rappelle que d’apre`s le lemme (10.3.13), les composantes Π∞,v-isotypiques
des Hic(X
(d−tg)
Up,m ,F(g, t, πv)⊗Lξ)⊗Πt sont mixtes de poids (s−t)(g−1)+2k avec 0 6 k < s−t et de
la forme ♯Ker1(Q, Gτ )m(Π)(Πt
−→
×π+)
←−
×π− ⊗ rec∨Fv(πv)(−
(s−t)(g−1)+2k
2 ) ou` π+ (resp. π−) est une
repre´sentation elliptique de GL(s−t−k)g(Fv) (resp. de GLkg(Fv)). On raisonne alors par re´currence
sur k, de 0 a` s − t − 2, afin de montrer que pour tout i, les parties de poids (s − t)(g − 1) + 2k
des Hic(X
(d−tg)
Up,m ,F(g, t, πv, I)⊗Lξ)[Π
∞,v] sont nulles. Le cas k = 0 a e´te´ traite´ dans la proposition
(10.3.12). Supposons le re´sultat acquis jusqu’au rang k < s− t−2 et montrons le au rang k+1. On
raisonne alors par re´currence sur t de 1 a` s− 1. L’initialisation de la re´currence se prouve comme
le cas ge´ne´ral ; on suppose donc le re´sultat acquis jusqu’au rang t < s− 2 et prouvons le au rang
t+ 1.
11.0.9 — Supposons qu’il existe j tel que la partie de poids (s − t)(g − 1) + 2(k + 1) de
Hjc (X
(d−tg)
Up,m ,F(g, t, πv) ⊗ Lξ)[Π
∞,v] soit non nulle. On e´tudie ensuite la suite spectrale (10.3.21)
associe´e a` la stratification pour i = t(g − 1). Ainsi la partie de poids mk := s(g − 1) + 2(k + 1)
de E
tg+1,j−tg−1;t(g−1)
1,ξ [Π
∞,v] est non nulle de la forme ♯Ker1(Q, Gτ )m(Π)([
−−→
t− 1]πv
−→
×π+)
←−
×π− ⊗
rec∨Fv (πv)(−
mk
2 ) ou` π+ (resp. π−) est une repre´sentation elliptique de GL(s−t−k)g(Fv) (resp.
de GLkg(Fv)). Or d’apre`s l’hypothe`se de re´currence pour tout 1 6 t
′ < t, les parties
de poids mk = (s − t′)(g − 1) + t′(g − 1) + 2(k + 1) des E
t′g+1,j′−t′g−1;t(g−1)
1,ξ [Π
∞,v] sont
nulles ; en effet celles-ci sont donne´es par les parties de poids (s − t′)(g − 1) + 2k′ avec
s(g−1)+2(k+1) = (s− t′)(g−1)+ t′(g−1)+2δ+2k′ avec t(g−1) = t′(g−1)+ δ, 0 < δ < t′ < t,
soit k′ = k+1− δ. Pour t′ > t, les parties de poids mk des E
t′g+1,j′−t′g−1;t(g−1)
1,ξ [Π
∞,v] sont nulles
car t(g − 1) ne s’e´crit pas sous la forme t′(g − 1) + δ avec 0 6 δ < t′.
11.0.10 — On e´tudie la suite spectrale (10.3.20) des cycles e´vanescents. D’apre`s ce qui pre´ce`de,
la partie de poids mk de E
j,t(g−1)
2,ξ [Π
∞,v] est de la forme ♯Ker1(Q, Gτ )m(Π)([
−−→
t− 1]πv
−→
×π+)
←−
×π−⊗
rec∨Fv (πv)(−
mk
2 ). Par ailleurs les parties de poids mk des E
j+r+1,t(g−1)−r
2,ξ [Π
∞,v], pour r > 1 sont
nulles ; en effet celles-ci proviendraient a` travers la suite spectrale (10.3.21), des parties de poids
(s − t′)(g − 1) + 2k′ de la composante Π∞,v-isotypique de Hj+r−1c (X
(d−l′g)
Up,m ,F(g, t
′, πv) ⊗ Lξ) ⊗
[
←−
k′ ,
−−−−−−→
t− 1− k′]πv , pour 1 6 t
′ < t avec s(g−1)+2(k+1) = (s− t′)(g−1)+ t′(g−1)+2δ+2k′, soit
k′ = k+1−δ avec 0 < δ < t′ qui sont nulles d’apre`s l’hypothe`se de re´currence. En ce qui concerne les
parties de poids mk des E
j−r−1,t(g−1)+r
2,ξ [Π
∞,v] pour r > 0, elles proviennent a` nouveau des parties
de poids (s− t′)(g−1)+2k′ des composantes Π∞,v-isotypiques des Hj−r−1c (X
(d−t′g)
Up,m ,F(g, t
′, πv)⊗
Lξ) ⊗ [
←−
k′ ,
−−−−−−→
t− 1− k′]πv pour 1 6 t
′ 6 s avec k′ = k + 1 − δ et 0 6 δ = (t − t′)(g − 1) + r < t′,
ce qui impose d’apre`s l’hypothe`se de re´currence t′ > t, avec δ = 0 et k′ = k + 1. On remarque
alors que ♯Ker1(Q, Gτ )m(Π)[
←→
k ,
−−→
t− 1,
←−
1 ,
←−−−−−−−→
s− t− k − 1]πv ⊗ rec
∨
Fv
(πv)(−
s(g−1)+2(k+1)
2 ) serait un
constituant de Ej∞,ξ[Π
∞,v], ce qui n’est pas d’apre`s la proposition (11.1).
Remarque : On pourra voir la figure (5), ou` l’on a repre´sente´ pour s = 4 et g = 2, les Ep,q2 [Π
∞,v]
de la suite spectrale des cycles e´vanescents.
12. Correspondances de Jacquet-Langlands globales
Le but de se paragraphe est d’apporter l’ame´lioration suivante a` la proposition (3.2.1) de [7].
12.1. Proposition. — Il existe une bijection dite de Jacquet-Langlands entre :
- les repre´sentations irre´ductibles automorphes Π de H0(A) cohomologiques pour ξ′ ;
- les repre´sentations irre´ductibles automorphes Π de Gτ (A) cohomologiques pour ξ′ ve´rifiant l’une
des deux conditions suivantes :
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(a) Πv est une repre´sentation essentiellement de carre´ inte´grable, i.e. Πv ≃ [
←−−−
s− 1]πv pour πv
une repre´sentation irre´ductible cuspidale de GLg(Fv) avec d = sg ;
(b) Πv ≃ [
−−−→
s− 1]πv ,
compatible aux correspondances de Jacquet-Langlands locales, soit Π
∞,v
≃ Π∞,v et Πv ≃ JL(Πv)
dans le cas (a) et Πv ≃ ι(JL(Πv)) dans le cas (b) ou` ι de´signe l’involution de Zelevinski. En outre
on a m(Π) = m(Π).
Par ailleurs soit Πv une repre´sentation de Gτ (Av) telle que pour toute repre´sentation Πv de
GLd(Fv) avec Π := Π
vΠv ve´rifiant Hyp(ξ), Πv n’est pas de la forme [
←−−−
s− 1]πv ou [
−−−→
s− 1]πv pour
πv une repre´sentation irre´ductible cuspidale de GLg(Fv) avec d = sg. Alors il n’existe pas de
repre´sentation irre´ductible automorphe Π de H0(A) telle que Π
∞,v
≃ Π∞,v.
De´monstration. — Soit Π une repre´sentation automorphe de Gτ (A) cohomologique pour ξ et telle
que Πv ≃ [
←−−−
s′ − 1]πv pour une certaine repre´sentation cuspidale unitaire πv de GLg′(Fv). D’apre`s
la proposition (7.4.1), pour tout 1 6 t < s′, on a
lim
→
Up(m)
H0(X
[d−tg′]
Up,m , j
>tg′
! HTξ(g
′, t, πv,Πt)[d− tg
′])[Π∞,v] =
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
←−−−−−−
s′ − t− 1]πv ⊗ (Ξ
(s′−t)(g′−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
Par ailleurs ce dernier est aussi e´gal a`
lim
→
Up(m)
H0(X
(0)
Up,m,F(g
′, s′, πo)⊗Lξ ⊗Πt
−→
× [
←−−−−−−
s′ − t− 1]πv )[Π
∞,v]⊗ (Ξ
(s′−t)(g′−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
qui est e´gal a`
∑
Π∈UH0,ξ(Π
∞,v) ♯Ker
1(Q, H0)m(Π)Πt
−→
× [
←−−−−−−
s′ − t− 1]πv⊗(Ξ
(s′−t)(g′−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
d’apre`s le lemme (7.4.7), ou` UH0,ξ(Π
∞,v) de´signe l’ensemble des classes d’isomorphismes des
repre´sentations irre´ductibles Π automorphes cohomologiques pour (ξ′)∨ et telles que (Π
∞,v
)∨ ≃
Π∞,v avec Π
∨
v ≃ JL
−1([
←−−−
s′ − 1]πv) et ou` on rappelle que ♯Ker
1(Q, Gτ ) = ♯Ker
1(Q, H0).
12.0.11 — De la meˆme fac¸on, soit Π une repre´sentation irre´ductible automorphe de Gτ (A) coho-
mologique pour ξ et telle que Πv ≃ [
−−−→
s′ − 1]πv . On reprend la preuve de la proposition (10.3.4).
Pour t = s′, le lemme (7.4.7) donne
lim
→
Up(m)
H0(X
(s′g′)
Up,m,F(g
′, s′, πv)⊗ [
←−−−
s′ − 1]πv )[Π
∞,v] =
♯Ker1(Q, H0)
( ∑
Π∈UH0,ξ(Π
∞,v)
m(Π)
)
[
←−−−
s′ − 1]πv ⊗
⊕
χ∈A(πv)
χ−1
Pour t = s′ − 1, on obtient alors
1
♯Ker1(Q, Gτ )
∑
i
(−1)iHi(j
>(s′−1)g′
!∗ ) = −
(( ∑
Π∈UH0,ξ(Π
∞,v)
m(Π)
)
[
←−−−
s′ − 2]πv
−→
× [
←−
0 ]πv ⊗ Ξ
−1/2+
( ∑
Π∈UGτ ,ξ(Π
∞,v)
m(Π)
)
[
←−−−
s′ − 2]πv
←−
× [
←−
0 ]πv ⊗ Ξ
1/2
)
⊗ (Ξg
′/2 ⊗
⊕
χ∈A(πv)
χ−1)
qui d’apre`s la purete´, doit eˆtre e´gal a` −1
♯Ker1(Q,Gτ )
(H−1(j
>(s′−1)g′
!∗ ) +H
1(j
>(s′−1)g′
!∗ )) de sorte que
la dualite´ de Verdier donne le re´sultat.
12.0.12 — Supposons que Πv ne soit ni de la forme [
←−−−
s′ − 1]πv ni [
−−−→
s′ − 1]πv pour tout diviseur
s′ de d = s′g′ et toute repre´sentation cuspidale πv de GLg′(Fv). Supposons qu’il existe une
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repre´sentation Π cohomologique pour ξ telle que Π
∞,v
≃ Π∞,v et soit s′, πv tel que Πv ≃
JL−1([
←−−−
s′ − 1]πv ). Le lemme (7.4.7) donne comme pre´ce´demment
1
♯Ker1(Q, H0)
H0(F(g, s′, πv)⊗ [
←−−−
s′ − 1]πv ) ≃
( ∑
Π∈UH0,ξ(Π
∞,v)
m(Π)
)
[
←−−−
s′ − 1]πv ⊗
⊕
χ∈A(πv)
χ−1
de sorte que
1
♯Ker1(Q, Gτ )
∑
i
(−1)iHi(j
>(s′−1)g′
!∗ )[Π
∞,v] =
(
−
( ∑
Π∈UGτ ,ξ(Π
∞,o)
m(Π)
)
(Ind
GLd(Fv)
Pd−g′,d(Fv)
[
←−−−
s′ − 2]πv
⊗ redd−g
′
JL−1([
←−−−
s′−2]piv )
(Πv)) +
( ∑
Π∈UH0,ξ(Π
∞,v)
m(Π)
)
[
←−−−
s′ − 2]πv
−→
× [
←−
0 ]πv ⊗ Ξ
(g′−1)/2
)
⊗
⊕
χ∈A(πv)
χ−1)
La condition de purete´ et la compatibilite´ a` la dualite´ de Verdier, impose alors que Πv est soit
isomorphe a` [
←−−−
s′ − 1]πv soit a` [
−−−→
s′ − 1]πv d’ou` la contradiction.
12.0.13 — Ce dernier raisonnement montre en outre qu’e´tant donne´ une repre´sentation Π comme
dans l’e´nonce´, il lui correspond une repre´sentation Π ve´rifiant les conditions de l’e´nonce´. Dans le
cas ou` Πv ≃ [
−−−→
s′ − 1]πv , l’e´galite´ s = s
′ de´coule du corollaire (13.3) ci-apre`s.
13. Composantes locales des repre´sentations automorphes
13.1. Proposition. — Soit Π une repre´sentation irre´ductible automorphe de Gτ (A) ve´rifiant
Hyp(∞). Pour tout 0 6 i < d, il existe alors un re´el δ ainsi que des entiers ni
(21) tels que :
–
∑d−1
i=0 ni(d− i) = d,
– pour i tel que ni 6= 0, nj = 0 pour j ≡ i + 1mod2, tels que pour toute place v telle que
D×v,d ≃ GLd(Fv), il existe :
– des entiers tj > 1 et gj pour 1 6 j 6 u, ainsi que des entiers t
′
k et g
′
k pour 1 6 k 6 u
′,
avec
∑u
j=1 tjgj +
∑u′
k=1 t
′
kg
′
k = d,
– des repre´sentations irre´ductibles cuspidales πv,j et π
′
v,k de respectivement GLgj (Fv) et
GLg′k(Fv) telles que πv,j(δ) et π
′
v,k(δ) soient unitaires
ve´rifiant les conditions suivantes :
– pour tout 0 6 i < d− 1,
∑
k / t′k=d−1−i
g′k = ni ;
– Πv est l’induite irre´ductible [
←−−−
t1 − 1]πv,1×· · ·×[
←−−−
tu − 1]πv,u×[
−−−→
t′1 − 1]π′v,1×· · ·×[
−−−−→
t′u′ − 1]π′v,u′ ,
avec :
– si u > 0 alors pour tout j, sj ≡ 1mod2 ;
– si u = 0 alors tous les si ont la meˆme parite´ donne´e par (−1)si−1 = ǫ(Π).
13.2. Corollaire. — Toute repre´sentation automorphe de Gτ (A) cohomologique, ve´rifie la con-
jecture de Ramanujan-Peterson.
13.3. Corollaire. — Soit Π une repre´sentation irre´ductible automorphe de Gτ (A) cohomologique
et supposons qu’il existe une place v0 telle que G
×
v0 ≃ GLd(Fv0) et Πv0 tempe´re´e, i.e. avec les
notations du the´ore`me pre´ce´dent t′i = 1 pour tout 1 6 i 6 u
′ (resp. Πv0 ≃ [
−−−→
s− 1]πv0 pour πv0 une
repre´sentation cuspidale de GLg(Fv0) avec d = sg). On en de´duit alors, en utilisant les notations
du the´ore`me pre´ce´dent, que pour toute place v non ramifie´e, pour tout 1 6 k 6 u′ (resp. pour tout
1 6 j 6 u) t′k = 0 (resp. tj = 0), i.e. Πv est tempe´re´e et ni = 0 pour tout 0 6 i < d − 1 (resp.
ni = 0 pour i 6= s et Πv ≃ [
−−−→
s− 1]π′v,1×···×π′v,u′ ).
(21)ni repre´sente la dimension de la partie primitive de la repre´sentation galoisienne de Hiηv
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De´monstration. — de la proposition (13.1) : A torsion par un caracte`re pre`s, Πv est unitaire et
donc d’apre`s la classification de Tadic de la forme [
−−−→
s1 − 1][←−−−t1−1]piv,1(λ1)
× · · · × [
−−−−→
su − 1][←−−−tu−1]piv,u(λu)
ou` πv,i sont des repre´sentations irre´ductibles cuspidales unitaires de GLgi(Fv) avec λi ∈]
−1
2 ,
1
2 [ et∑u
i=1 gisiti = d. L’induite e´tant irre´ductible, l’ordre des facteurs n’importe pas. Soit alors r > 1
tel que πv := πv,1(λ1) ≃ · · · ≃ πv,r(λr) et πv,i(λi) n’est pas isomorphe a` πv pour i > r. On note
t0 := max16i6r{si, ti}. On note g l’entier tel que πv est une repre´sentation cuspidale de GLg(Fv).
Par ailleurs soit 0 6 k1 (resp. k1 6 k2, resp. k2 6 k3 6 r) tel que pour tout 1 6 i 6 k1 (resp.
k1 < i 6 k2, resp. k2 < i 6 k3) on ait si = ti = t0 (resp. ti < si = t0, resp. si < ti = t0) et
maxk3<i6r{ti, si} < t0.
13.4. Lemme. — Pour tout max{s, t} < r 6 st, red
JL−1([
←−−
r−1]piv )
([
−−−→
s− 1]
[
←−−
t−1]piv
) = (0).
De´monstration. — Le re´sultat de´coule essentiellement de [17] et en particulier du lemme suivant.
13.5. Lemme. — Pour tout s, t, les constituants de JNopg,2g,··· ,stg ([
−−−→
s− 1]
[
←−−
t−1]piv
) sont de la forme
πv(
2−t−s
2 +σ(1))⊗· · ·⊗πv(
2−t−s
2 +σ(st)) ou` le multi-ensemble R := {σ(1), · · · , σ(st)} est tel que
{πv(
2−t−s
2 + r) / r ∈ R} soit e´gal au support cuspidal de [
−−−→
s− 1]
[
←−−
t−1]piv
. Pour tout 0 6 i 6 st− 1,
on pose σ−1(i) = {ni(1) < ni(2) < · · · }. On a alors les conditions suivantes :
(i) pour 0 6 k < s− 1 et 0 6 i < t, on a nt−1+k−i(min(k + 1, i+ 1)) > nt+k−i(min(k + 2, i+ 1)) ;
(ii) pour 0 6 k < s et 0 6 i < j < t, on a nt−1+k−i(min(k+1, i+1)) > nt−1+k−j(min(k+1, j+1)).
Remarque : Quand on regarde le support cuspidal de
s︷ ︸︸ ︷
[
←−−
t− 1]πv( 1−s2 )
⊞ · · · [
←−−
t− 1]πv( s−12 )
dans l’ordre
de gauche a` droite, pour tout 0 6 k < s − 1 et 0 6 i < t, le πv(
2−t−s
2 + t − 1 + k − i) du k-e`me
facteur est le min(k + 1, i + 1)-e`me. La condition (ii) du lemme pre´ce´dent affirme que dans un
meˆme facteur, on doit prendre les πv(i) de gauche a` droite, tandis que la condition (i) pre´cise que
le πv(i) du k-e`me facteur arrive apre`s le πv(i + 1) du k + 1-e`me facteur.
De´monstration. — Comme ([
−−−→
s− 1]
[
←−−
t−1]piv
) s’injecte dans les induites [
←−−
t− 1]πv( 1−s2 )
×[
−−−→
s− 2]
[
←−−
t−1]piv(1/2)
et [
←−−
t− 1]πv( 1−s2 )
⊞ [
←−−
t− 1]πv( 3−s2 )
×
−−−−→
(s− 2)
[
←−−
t−1]piv(1)
, on se rame`ne aise´ment, par re´currence sur s, au
cas s = 2 soit a` e´tudier [
←−−
t− 1]πv(−1/2) ⊞ [
←−−
t− 1]πv(1/2). Or dans le groupe de Grothendieck, cette
dernie`re est e´gale a` [
←−−
t− 1]πv(−1/2) × [
←−−
t− 1]πv(1/2) − [
←−
t ]πv × [
←−−
t− 2]πv . La condition (ii) constitue
l’unique restriction sur les σ pour l’induite totale [
←−−
t− 1]πv(−1/2) × [
←−−
t− 1]πv(1/2). Il suffit alors de
remarquer que les σ ve´rifiant (i) et pas (ii) sont obtenues a` partir de [
←−
t ]πv × [
←−−
t− 2]πv .
Ainsi si on obtenait un constituant de la forme [
←−−−
r − 1]πv ⊗ π, on en de´duirait, par transitivite´
du foncteur de Jacquet, avec les notations du lemme pre´ce´dent, que la bijection σ0 telle que
σ0(i) = σ(1)− i+ 1 pour 1 6 i 6 r ve´rifierait les conditions (i) et (ii) ce qui impose r 6 t.
De meˆme si on obtenait [
−−−→
r − 1]πv⊗π, la bijection σ0 telle que σ0(i) = σ0(1)+i−1 pour 1 6 i 6 r
ve´rifierait les conditions (i) et (ii) ce qui impose r 6 s, d’ou` le re´sultat.
On en de´duit alors que pour tout t > t0, redJL−1([←−−t−1]pi∨v )
(Πv) est nul de sorte que d’apre`s (3.2.6),
que pour tout t0 < t 6 s,
∑
i(−1)
iHi(j>tg! HTξ(g, t, πv,Πt))[Π
∞] = 0. D’apre`s le lemme (8.1.1),
on en de´duit alors que pour tout i, Hi(j>tg!∗ HTξ(g, t, πv,Πt))[Π
∞] est nul. Ainsi en reprenant
l’argument de la preuve du lemme (13.4) et en utilisant le lemme (13.5), on obtient :
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13.6. Lemme. — Soit r := max{s, t}. Si r > t (resp. r > s), alors red
JL−1([
←−−
r−1]pi∨v
)
([
−−−→
s− 1]
[
←−−
t−1]piv
)
est isomorphe a` (−1)r−1Ξ
(t−1)(sg−1)
2 ⊗[
−−−→
s− 1]
[
←−−
t−2]
piv(−
sg−1
2
)
(resp. Ξ
(s−1)(tg+1)
2 ⊗[
−−−→
s− 2]
[
←−−
t−1]
piv(−
tg+1
2
)
))
Dans le cas r = s = t, on obtient la somme des deux termes ci-dessus.
Ainsi d’apre`s (3.2.6), ǫ(Π)
♯Ker1(Q,Gτ )
∑
i(−1)
iHi(j>t0g! HTξ(g, t0, πv,Πl)[d − t0g])[Π
∞] qui d’apre`s
ce qui pre´ce`de est e´gal a` ǫ(Π)
♯Ker1(Q,Gτ )
∑
i(−1)
iHi(j>t0g!∗ HTξ(g, t, πv,Πl)[d− t0g]), est donne´ par
Ξ
d−t0g
2 ((Ξ
t0−1
2 (−1)t0−1Πl(
t0 − 1
2
)× ([
−−−→
t0 − 2][←−−−t0−1]piv(−1/2)
)k1+
Ξ−
t0−1
2 (Πt(
1− t0
2
)× [
−−−→
t0 − 1][←−−−t0−2]piv(1/2)
)k1)× [
−−−→
s2 − 1][←−−−t2−1]piv,2(λ2)
× · · · × [
−−−−→
su − 1][←−−−tu−1]piv,u(λu)
+
k2∑
i=k1+1
Ξ−
ti−1
2 (−1)t0−1([
−−−→
s1 − 1][←−−−t1−1]piv,1(λ1)
× · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]piv,i−1(λi−1)
×
Πt(
1 − ti
2
)× [
−−−→
t0 − 1][←−−ti−2]piv(−1/2)
× [
−−−−−→
si+1 − 1][←−−−−ti+1−1]piv,i+1(λi+1)
× · · · × [
−−−−→
su − 1][←−−−tu−1]piv,u(λu)
)+
+
k3∑
i=k2+1
Ξ
si−1
2 (([
−−−→
s1 − 1][←−−−t1−1]piv,1(λ1)
× · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]piv,i−1(λi−1)
×
Πt(
si − 1
2
)× [
−−−→
si − 2][←−−−t0−1]piv(1/2)
)× [
−−−−−→
si+1 − 1][←−−−−ti+1−1]piv,i+1(λi+1)
× · · · × [
−−−−→
su − 1][←−−−tu−1]pio,u(λu)
)
En utilisant que pour tout i, Hi(j>t0g!∗ HTξ(g, t0, πv,Πl)[d − t0g]) est pur de poids d − t0g + i,
on en de´duit alors que ceux-ci sont alors isomorphes a`
Πt(
t0 − 1
2
)× ([
−−−→
t0 − 1][←−−−t0−2]piv(−1/2)
)k1 × [
−−−→
s2 − 1][←−−−t2−1]pio,2(λ2)
× · · · × [
−−−−→
su − 1][←−−−tu−1]pio,u(λu)
pour i = 1− t0
Πt(
1− t0
2
)× ([
−−−→
t0 − 2][←−−−t0−1]piv(1/2)
)k1 × [
−−−→
s2 − 1][←−−−t2−1]piv,2(λ2)
× · · · × [
−−−−→
su − 1][←−−−tu−1]piv,u(λu)
pour i = t0 − 1
⊕
k1<k6k2 / 1−tk=i
(−1)t0−1([
−−−→
s1 − 1][←−−−t1−1]piv,1(λ1)
× · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]piv,i−1(λi−1)
×Πt(
1− ti
2
)×
[
−−−→
t0 − 1][←−−ti−2]piv(−1/2)
× [
−−−−−→
si+1 − 1][←−−−−ti+1−1]piv,i+1(λi+1)
× · · · × [
−−−−→
su − 1][←−−−tu−1]piv,u(λu)
)
pour 0 6 −i < t0 − 1
⊕
k2<k6k3 / sk−1=i
(([
−−−→
s1 − 1][←−−−t1−1]piv,1(λ1)
× · · · × [
−−−−−→
si−1 − 1][←−−−−ti−1−1]piv,i−1(λi−1)
×Πt(
si − 1
2
)
× [
−−−→
si − 2][←−−−t0−1]piv(1/2)
)× [
−−−−−→
si+1 − 1][←−−−−ti+1−1]piv,i+1(λi+1)
× · · · × [
−−−−→
su − 1][←−−−tu−1]piv,u(λu)
)
pour 0 6 i < t0 − 1
Si on veut que ces re´sultats soient compatibles a` la dualite´ de Verdier, il faut alors que pour tout
i, min{si, ti} = 1. En outre s’il existe i tel que ti > 1 alors ǫ(Π) = 1 et pour tout j, sj ≡ 1mod2.
Si pour tout i, ti = 1 alors tous les si ont la meˆme parite´ donne´e par (−1)si−1 = ǫ(Π).
Par ailleurs les Hi(j>tg!∗ HTξ(g, t, πv, [
←−−
t− 1]πv )[d− tg])⊗ rec
∨
Fv
(πv)(1 − tg) servent a` calculer la
cohomologie de la fibre ge´ne´rique via la suite spectrale des poids. On en de´duit alors que tous les
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poids rec∨Fv(πv,i(λi)) s’obtiennent a` partir de ceux obtenus par la cohomologie de la fibre ge´ne´rique
par une translation entie`re, d’ou` le re´sultat.
14. Purete´ de la filtration de monodromie des Hiηv
14.1. The´ore`me. — Pour toute repre´sentation irre´ductible Π et pour tout i, les gradue´s,
grk,ξ[Π
∞] de la filtration de monodromie de Hiηv ,ξ[Π
∞] sont purs de poids d− 1 + k (22). En fait
pour i 6= d− 1, l’ope´rateur de monodromie N agit trivialement sur les Hiηv,ξ.
De´monstration. — Soit v une place non ramifie´e. Remarquons tout d’abord que s’il n’existe pas
de Π′v
(23) tel que Π′v ne ve´rifie pas Hyp(ξ), alors tous les H
i
ηv ,ξ
[Π∞] sont nuls. Conside´rons alors
Π irre´ductible ve´rifiant Hyp(ξ) de sorte que, d’apre`s ce qui pre´ce`de, Πv est de la forme
[
−−−→
s1 − 1]πv,1 × · · · × [
−−−−→
su − 1]πv,u × [
←−−−
t1 − 1]π′v,1 × · · · × [
←−−−−
tu′ − 1]π′
v,u′
avec πv,i et π
′
v,j irre´ductibles cuspidales unitaires de respectivement GLgi(Fv) et GLg
′
j(Fv).
(24)
On e´tudie alors la suite spectrale
Ei,j1 = H
i+j(gr−i,ξ)⇒ H
i+j+d−1
ηv ,ξ
(14.0.28)
D’apre`s le the´ore`me (5.4.4), les Hr(grk,ξ)[Π
∞,v] se calculent a` partir des Hr(P(gi, t, πv,i))[Π∞,v]
pour 1 6 i 6 u et 1 6 tgi 6 d ainsi que des H
r(P(g′i, t, π
′
o,i))[Π
∞,v] pour 1 6 i 6 u′ et 1 6
tg′i 6 d. Le calcul de ces derniers s’obtient par re´currence descendante sur t via le calcul des
redtgi
JL−1([
←−−
t−1]piv,i )
(Πv).
14.0.14 — A priori, pour une preuve rigoureuse on devrait introduire des notations comme dans
la preuve de la proposition (13.1) en regroupant les πv,i qui sont isomorphes, puis en les triant
selon leur si. Cependant comme le foncteur de Jacquet est additif sur les induites et vu que les
Hi(j>tg!∗ HTξ(g, t, πv,Πl))[Π
∞,v] se calculent a` partir de ceux-ci, par re´currence, on remarque alors
que les divers πv,i n’interagissent pas entre eux de sorte que chacun desH
i(j>tg!∗ HTξ(g, t, πv,Πl)[d−
tg])[Π∞,v] sera de la forme⊕
k/πv,k≃πv
sk>t
H(i, πv, t, sk,−)⊕
⊕
k/π′v,k≃πv
tk>t
H(i, πv, t, tk,+)
ou` H(i, πv, t, sk,−) (resp. H(i, πv, t, tk,+)) correspond au calcul de Hi(j
>tg
!∗ HTξ(g, t, πv,Πt)[d −
tg])[Π∞,v] effectue´ comme si k est tel que pour tout 1 6 i 6= k 6 u et pour tout 1 6 j 6 u′ (resp.
pour tout 1 6 i 6 u et 1 6 j 6= k 6 u′), πv,i et π′v,j ne sont pas isomorphes a` πv. Plac¸ons nous
alors dans une telle situation, i.e. Πv ≃ [
←−−−
s− 1]πv × πv,1 (resp. Πv ≃ [
−−−→
s− 1]πv × πv,1) ou` πv,1 est
une repre´sentation irre´ductible de GLd−sg(Fv) de support cuspidal disjoint de la droite associe´e
a` πv irre´ductible cuspidale de GLg(Fv). Les calculs sont alors exactement similaires a` ceux de´ja`
effectue´s, rappelons rapidement comment cela s’articule.
- pour t > s, les Hi(j>tg!∗ HTξ(g, t, πv,Πt))[Π
∞,v] sont nuls : on proce`de par re´currence descen-
dante sur t de sg a` s + 1. Le cas t = sg quand sgg = d de´coule du lemme (7.4.7) en utilisant
une correspondance de Jacquet-Langlands globale comme au the´ore`me (12.1). Dans les autres
situations le re´sultat de´coule du fait que redtg
JL−1([
←−−
t−1]piv )
(Πv) est nul ;
(22)plus le poids de ξ que l’on supposera nul
(23)On peut en outre supposer que ce dernier soit de meˆme support cuspidal que Πv
(24)En outre tous les si ont la meˆme congruence modulo 2.
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- pour t = s, on a H0(j>sg!∗ HTξ(g, s, πv, [
←−−−
s− 1]πv )[d− sg])[Π
∞,v] ≃ Πv (25) : le re´sultat de´coule
directement du point pre´ce´dent et du fait que redsg
JL−1([
←−−
s−1]pi∨v
)
(Πv) = πv,1(−sg/2)⊗ Ξ
d−sg
2 ;
- pour 1 6 t < s et Πv ≃ [
←−−−
s− 1]πv × πv,1, tous les H
i(j>tg!∗ HT (g, t, πv, [
←−−
t− 1]πv))[Π
∞,v ] sont
nuls : la preuve est strictement identique a` celle de la proposition (7.4.1) ;
- pour 1 6 t < s et Πv ≃ [
−−−→
s− 1]πv × πv,1, les H
i(j>tg!∗ HT (g, t, πv, [
←−−
t− 1]πv )[d − tg])[Π
∞,v] sont
nuls pour |i| > s− t ou i ≡ s− t− 1mod2. Dans les autres cas, il est isomorphe a`
♯Ker1(Q, Gτ )m(Π)([
←−−
t − 1]πv
−→
× [
−−−−−−−−−→
s− t+ i− 4
2
]πv )
←−
× [
−−−−−−−−−→
s− t− i− 4
2
]πv⊗ (Ξ
(s−t)g+i
2 ⊗
⊕
χ∈A(πv)
χ−1)
La preuve est identique a` celle de la proposition (10.3.4).
14.0.15 — On revient alors a` l’e´tude de la suite spectrale (14.0.28) dont on vient de de´terminer
les termes Ei,j1 [Π
∞,v]. La de´termination des fle`ches di,j1 se fait alors comme dans la preuve de la
proposition (11.1) car a` nouveau les divers πv,i n’interagissent pas entre eux dans les arguments
de dualite´. Conside´rons en effet le cas de deux contributions : si celles-ci correspondent a` des
Steinberg ge´ne´ralise´es alors tout est concentre´ sur les H0 de sorte que toutes les fle`ches sont
nulles. Supposons donc avoir a` traiter le cas de deux Speh (26). Si elles sont de meˆme longueur,
on se retrouve alors dans la situation de la preuve de (11.1) mais avec des multiplicite´ 2, ce qui
ne change en rien les arguments. Supposons les alors de longueur distinctes, t′ < t et reprenons
les arguments de la preuve de (11.1). Tant qu’on e´tudie des Hi(grk) avec min{|i|, |k|} > t, il n’y
a rien a` rajouter car n’intervient que la composante de plus grande longueur. Dans les autres cas,
l’argument consiste a` comparer par dualite´ les termes Hi et H−i. Pour i > 0, Hi (resp. H−i) est
une somme directe constitue´e de repre´sentations de la forme
♯Ker1(Q, Gτ )m(Π)[
−−→
t − 1]πv × ([
−−−→
r1 − 1]πv
−→
× [
←−−−−−−−−−−−
t′ − r1 − r2 − 1]πv
−→
⊗ [
−−−→
r2 − 1]πv ) (14.0.29)
avec r2 6 t
′/2 (resp. r1 6 t
′/2) (27)
♯Ker1(Q, Gτ )m(Π)([
−−−→
r1 − 1]πv
−→
× [
←−−−−−−−−−−
t− r1 − r2 − 1]πv
−→
× [
−−−→
r2 − 1]πv )× [
−−−→
t′ − 1]πv (14.0.30)
avec r2 6 t/2 (resp. r1 6 t/2). On remarque alors que les composants de (14.0.29) sont disjoints de
ceux de (14.0.30), sauf e´ventuellement [
−−→
t− 1]πv×[
−−−→
t′ − 1]πv . Ce sont donc les seuls qui peuvent rester
dans l’aboutissement (28). Pour voir que ces derniers restent effectivement dans l’aboutissement
il suffit de remarquer qu’ils n’apparaissent que dans les termes Hi(gr0,ξ)[Π
∞,v] de sorte qu’il ne
peut y avoir de simplifications, d’ou` le re´sultat.
PARTIE V
RE´CAPITULATIFS
15. sur les faisceaux
15.0.16 — - RΨv(Lξ) ≃ RΨv(Ql)⊗ Lξ ;
- RΨv[d− 1] est un objet de FPH(X) ;
(25)Dans le cas respe´ on utilise que (−1)s−1 = ǫ(Π).
(26)Le cas d’une Speh avec une Sp se traite de la meˆme fac¸on.
(27)On peut eˆtre plus pre´cis, cf. la proposition (10.3.4).
(28)On le savait de´ja` car seules les repre´sentations automorphes subsistent dans l’aboutissement.
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- RΨv[d−1] =
⊕
πv∈Cusp(d)
RΨπv [d−1] avec les notations de la proposition (5.1.3), ou` Cusp(d)
de´signe l’ensemble des classes d’e´quivalence inertielle des repre´sentations irre´ductibles cuspidales
de GLg(Fv) pour tout 1 6 g 6 d ;
- RΨπv [d−1] est mixte de poids d−1 ; sa filtration de monodromie est e´gale a` celle par le poids
au de´calage de d− 1 pre`s, on note grk,πv le gradue´ de poids k de sa filtration de monodromie de
sorte qu’en particulier Nk : grk,πv
∼
−→gr−k,πv ;
- pour 1 6 g 6 d et πv une repre´sentation irre´ductible cuspidale de GLg(Fv) ; pour tout
|k| < sg := ⌊d/g⌋, dans FPH(X) on a (cf. 5.4.4) :
eπvgrk,πv =
⊕
|k|<t6sg
t≡k−1mod2
P(g, t, πv)(−
tg + k − 1
2
)
ou` P(g, t, πv) := j
>tg
!∗ HT (g, t, πv, [
←−−
t− 1]πv )[d− tg]⊗ rec
∨
Fv
(πv) ;
- la suite spectrale des poids (5.1.10) de´ge´ne`re en E2 et les applications d
i,j
1 sont induites par
les suites exactes (4.2.8).
15.0.17 — j>tg!∗ HT (g, t, πv,Πt)[d − tg] ∈ FPH(X) est pur de poids d − tg pour πv unitaire ; ses
faisceaux de cohomologies hij>tg!∗ HT (g, t, πv,Πt)[d − tg] sont, pour g > 1
(29), nuls pour i ne
s’e´crivant pas sous la forme tg−d+a(g−1) avec 0 6 a 6 sg− t et pour un tel i = tg−d+a(g−1),
isomorphe dans FH(X) a`
j
>(t+a)g
! HT (g, t+ a, πv,Πt
−→
× [
−−−→
a− 1]πv )⊗ Ξ
a(g−1)
2
15.0.18 — Pour tout 1 6 t 6 sg, on a, cf. (7.3.3), l’e´galite´ dans G
j>tg! HT (g, t, πv,Πt)[d− tg] =
sg∑
i=t
j>ig!∗ HT (g, i, πv,Πt
−→
× [
←−−−−−
i− t− 1]πv )[d− ig]⊗ Ξ
(t−i)(g−1)
2
Dualement on a
Rj>tg∗ HT (g, t, πv,Πt)[d− tg] =
sg∑
i=t
j>ig!∗ HT (g, i, πv,Πt
←−
× [
←−−−−−
i− t− 1]πv )[d− ig]⊗ Ξ
(t−i)(g+1)
2
On en de´duit alors que, au moins pour g > 1,
Rij>tg∗ HT (g, t, πv,Πt)[d− tg] =
⊕
(r,a) / i=(t+r+a)g−d−a
j
>(t+r+a)g
! HT (g, t+ r + a, πv, (Πt
←−
× [
←−−−
r − 1]πv)
−→
× [
−−−→
a− 1]πv)⊗ Ξ
((r+a)(g−1)+2r)/2
16. sur les calculs de groupe de cohomologie
16.0.19 — Cas ou` Πv est de la forme Sps(πv) :
(1) d’apre`s la proposition (7.4.1), Hi(j>tg!∗ HTξ(g, t, πv,Πt))[Π
∞] est nul pour tout i.
(2) d’apre`s le corollaire (7.4.4), Hi(j>tg! HTξ(g, t, πv,Πt))[Π
∞] est donne´ par{
0 si i 6= 0
♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
←−−−−−
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
ξ−1) i = 0
ou` A(πv) est l’ensemble des caracte`res χ : Z −→ Q
×
l , tels que πv ⊗ χ
−1 ◦ val(det) ≃ πv.
(29)pour g = 1 cf. (5.4.7)
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(3) par application de la dualite´ de Verdier, Hi(Rj>tg∗ HTξ(g, t, πv,Πt))[Π
∞] est donne´ par{
0 si i 6= 0
♯Ker1(Q, Gτ )m(Π)Πt
←−
× [
←−−−−−
s− t− 1]πv ⊗ (Ξ
(s−t)(g+1)/2 ⊗
⊕
χ∈A(πv)
χ−1) i = 0
16.0.20 — Cas ou` Πv est de la forme Spehs(πv) :
(1) d’apre`s la proposition (10.3.4), Hi(j>tg!∗ HTξ(g, t, πv,Πt))[Π
∞] est donne´ par

♯Ker1(Q, Gτ )m(Π)Πt
−→
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g−1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
i = l − s
♯Ker1(Q, Gτ )m(Π)(Πt
−→
× [
−−−−−−→
s−t−i
2 − 1]πv )
←−
× [
−−−−−−→
s−t+i
2 − 1]πv ⊗ (Ξ
(s−t)g+i
2 ⊗
⊕
χ∈A(πv)
χ−1){
l− s < i < s− t
i ≡ l − smod2
♯Ker1(Q, Gτ )m(Π)Πt
←−
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g+1)
2 ⊗
⊕
χ∈A(πv)
χ−1)
i = s− t
(2) d’apre`s le corollaire (11.2), Hi(j>tg! HTξ(g, t, πv,Πt))[Π
∞] est donne´ par{
0 si i 6= s− t
♯Ker1(Q, Gτ )m(Π)Πt
←−
× [
−−−−−→
s− t− 1]πv ⊗ (Ξ
(s−t)(g+1)
2
⊕
χ∈A(πv)
χ−1) i = s− t
(3) par application de la dualite´ de Verdier, Hi(Rj>tg∗ HTξ(g, t, πv,Πt))[Π
∞] est donne´ par{
0 si i 6= 0
♯Ker1(Q, Gτ )m(Π)Πt
←−
× [
←−−−−−
s− t− 1]πv ⊗ (Ξ
(s−t)(g+1)/2 ⊗
⊕
χ∈A(πv)
χ−1) i = 0
17. sur la suite spectrale des cycles e´vanescents
A partir du calcul des groupes de cohomologie a` support compact des HT (g, t, πv,Πt), l’iso-
morphisme (cf. la proposition (3.2.3))
Hjc (X
(d−h)
Up,m,Md−h , R
iΨv ⊗ Lξ))
h ≃
⊕
τv∈Ch
(Hjc (X
(d−h)
Up,m,Md−h ,Fτv ⊗ Lξ)⊗
˜U iFv ,l,h,m(τv))
h/eτv
permet de calculer les
Hj=h,i,πv,ξ[Π
∞,v] := lim
−→
Up(m)
Hjc (X
(d−h)
Up,m , R
iΨπv ⊗ Lξ))
Les suites spectrales associe´es a` la stratification
Ep,q;i1,Up(m),πv = H
p+q
c (X
(d−p+1)
Up,m , R
iΨπv)⇒ H
p+q
c (XUp,m, R
iΨπv ) (17.0.31)
permettent alors de calculer les termes Ei,j2 [Π
∞,v] de la suite spectrale des cycles e´vanescents. On
re´sume les re´sultats obtenus dans
17.0.21 — le cas ou` Πv ≃ Sps(πv) : le corollaire (7.4.11) donne tout d’abord :
17.0.22. Corollaire. — Les Hj=h,i,πv,ξ[Π
∞,v] ve´rifient les proprie´te´s suivantes :
(1) pour g divisant d = sg et Πv ≃ [
←−−−
s− 1]πv , les H
j
=h,i,πv,ξ
[Π∞,v] sont nuls pour h qui n’est pas
de la forme tg avec 1 6 t 6 s ;
(2) pour g divisant d = sg et Πv ≃ [
←−−−
s− 1]πv , les H
j
=tg,i,πv ,ξ
[Π∞,v] sont nuls pour j 6= d− tg ;
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(3) pour g divisant d = sg et Πv ≃ [
←−−−
s− 1]πv , les H
d−tg
=tg,i,πv ,ξ
[Π∞,v] sont nuls pour i ne ve´rifiant
pas t(g − 1) 6 i 6 tg − 1. Si 1 6 t < s et i = tg − r avec 1 6 r 6 t, on a
Hd−tg=tg,tg−r,πv ,ξ[Π
∞,v] ≃
♯Ker1(Q, Gτ )m(Π)([
←−−
t − r,
−−−→
r − 1]πv
−→
× [
←−−−−−
s− t− 1]πv )⊗ rec
∨
Fv (πv)(−
s(g − 1)− 2(r − t)
2
)
en tant que repre´sentation de GLd(Fv)×Wv, ou` m(Π) est la multiplicite´ de Π dans l’espace
des formes automorphes.
Ainsi, cf. la preuve de la proposition (10.1.2), les suites spectrales associe´es a` la stratification
sont triviales, i.e. de´ge´ne`rent en E1 de sorte que les aboutissements sont donne´s par la proposition
(10.1.2) dont on rappelle l’e´nonce´ ci-dessous :
17.0.23. Proposition. — Pour tout 0 6 i 6 d − 1, les Hj(RiΨπv,ξ)[Π
∞,v], en tant que
GLd(Fv)⊗Wv-modules, ve´rifient les proprie´te´s suivantes :
(1) ils sont nuls si g n’est pas un diviseur de d ;
(2) pour g un diviseur de d = sg, ils sont nuls si j n’est pas de la forme d− tg pour 1 6 t 6 s ;
(3) pour g un diviseur de d = sg et j = d− tg avec 1 6 t 6 s, ils sont nuls si i n’est pas de la
forme tg − r avec 1 6 r 6 t ;
(4) pour g un diviseur de d = sg et 1 6 t < s, Hd−tg(Rtg−rΨπv,ξ)[Π
∞,v] est isomorphe a`
♯Ker1(Q, Gτ )m(Π)[
←−−
t − r,
−−−→
r − 1]πv
−→
× [
←−−−−−
s− t− 1]πv ⊗ rec
∨
Fv(πv)(−
s(g − 1)− 2(r − t)
2
)
Enfin la suite spectrale des cycles e´vanescents de´ge´ne`re en E3 et l’aboutissement H
i
ηv [Π
∞,v] est
donne´ par le corollaire (10.1.1) :
17.0.24. Corollaire. — Les groupes de cohomologie de la fibre ge´ne´rique Hiηv ,ξ[Π
∞,v] sont nuls
pour i 6= d− 1 et
Hd−1ηv [Π
∞,v] = ♯Ker1(Q, Gτ )m(Π)[
←−−−
s− 1]πv ⊗ rec
∨
Fv ([
←−−−
s− 1]πv )(−
sg − 1
2
)
17.0.25 — Cas ou` Πv ≃ Spehs(πv) :
17.0.26. Corollaire. — Les Hj=h,i,πv,ξ[Π
∞,v] ve´rifient les proprie´te´s suivantes :
(1) pour g divisant d = sg et Πv ≃ [
−−−→
s− 1]πv , les H
j
=h,i,πv,ξ
[Π∞,v] sont nuls pour h qui n’est pas
de la forme tg avec 1 6 t 6 s ;
(2) pour g divisant d = sg et Πv ≃ [
−−−→
s− 1]πv , les H
j
=tg,i,πv ,ξ
[Π∞,v] sont nuls pour j 6= (s −
t)(g + 1) ;
(3) pour g divisant d = sg et Πv ≃ [
−−−→
s− 1]πv , les H
(s−t)(g+1)
=tg,i,πv ,ξ
[Π∞,v] sont nuls pour i ne ve´rifiant
pas t(g − 1) 6 i 6 tg − 1. Si 1 6 t < s et i = tg − r avec 1 6 r 6 t, on a
Hd−tg=tg,tg−r,πv ,ξ[Π
∞,v] ≃ ♯Ker1(Q, Gτ )m(Π)
([
←−−
t− r,
−−−→
r − 1]πv
←−
× [
−−−−−→
s− t− 1]πv )⊗ rec
∨
Fv (πv)(−
s(g + 1)− 2r
2
)
en tant que repre´sentation de GLd(Fv)×Wv, ou` m(Π) est la multiplicite´ de Π dans l’espace
des formes automorphes.
De´monstration. — Le raisonnement est identique a` celui de la preuve de la proposition (10.1.2).
On remarque alors que pour tout k > 1, les fle`ches
dp,q;ik : E
p,q;i
k,πv ,ξ
[Π∞,v] −→ Ep+k,q+k−1k,πv ,ξ [Π
∞,v]
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des suites spectrales associe´es a` la stratification sont toutes nulles. En effet, d’apre`s le corollaire
(11.2), pour que Ep,q;ik,πv [Π
∞,v] (resp. Ep+k,q+k−1;ik,πv ,ξ [Π
∞,v]) soit non nul, il faut qu’il existe 1 6 t1 6 s
et 1 6 r1 6 t1 (resp. 1 6 t2 6 s et 1 6 r2 6 t2) avec
(p, q, i) = (t1g + 1, d− 2t1g − 1 + s− t1, t1g − r1)
(resp. (p+ k, q + k − 1, i) = (t2g + 1, d− 2l2g − 1 + s− t2, t2g − r2)).
Ce qui donne 1 = (3g + 1)(t2 − t1) ; on voit alors que pour tout k > 1, E
p,q;i
k,πv ,ξ
[Π∞,v] et
Ep+k,q+k−1k,πv ,ξ [Π
∞,v] ne peuvent pas eˆtre tous deux non nuls de sorte que Ep,q;i∞,I,πv ,ξ[Π
∞,v] =
Ep,q;i1,I,πv,ξ[Π
∞,v] d’ou` le re´sultat d’apre`s le corollaire pre´ce´dent.
Enfin la suite spectrale des cycles e´vanescents de´ge´ne`re en E3 et l’aboutissement H
i
ηv ,ξ
[Π∞,v]
est donne´e par la proposition (11.1) dont on rappelle l’e´nonce´.
17.0.27. Proposition. — Les groupes de cohomologie de la fibre ge´ne´rique Hiηv ,ξ[Π
∞,v] sont nuls
pour |d− 1− i| > s ou pour i 6≡ d− smod 2 et sinon
Hd+s−2−2iηv ,ξ [Π
∞,v] ≃ ♯Ker1(Q, Gτ )m(Π)[
−−−→
s − 1]πv ⊗ rec
∨
Fv (πv)(−
d+ s− 2− 2i
2
)
PARTIE VI
FIGURES
Aide a` la lecture des figures (4) et (5) :
– on indique les coordonne´es (p, q) telles que Ep,q2 [Π
∞,v] est non nulle avec Π une repre´sentation
irre´ductible automorphe de G(A) ve´rifiant Hyp(∞) et telle que Πv ≃ Sp4(πv) (resp.
Speh4(πv)) dans la figure 5 (resp. figure 6) pour πv une repre´sentation cuspidale de GL2(Fv).
Les repre´sentations obtenues sont des repre´sentations elliptiques de type πv. Pour chacune
de ces coordonne´es, on indique qu’elle est la strate qui la donne dans la suite spectrale de
stratification correspondante ;
– le nombre en dessous des
←→
3 indique le poids ;
– toutes les fle`ches indique´es sont les seules non triviales et de´coulent des suites exactes (4.2.8) ;
– on note avec un cercle plus grand les coordonne´es qui contribuent a` l’aboutissement de la
suite spectrale.
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Figure 4. s = 4, g = 2 ; Ep,q2 [Π
∞,v] de la suite spectrale des cycles e´vanescents : cas
Πv = Sp4(piv). Le dessin du bas repre´sente le terme E3 et donc l’aboutissement de la
suite spectrale.
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Figure 5. s = 4, g = 2 : Ep,q2 [Π
∞,v] de la suite spectrale des cycles e´vanescents : cas
Πv = Spehs(piv). Le dessin du bas repre´sente le terme E3 et donc l’aboutissement de la
suite spectrale.
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Figure 6. Termes MLEi,j• pour s = 4
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Aide a` la lecture des figures (7), (8) : le nombre qui accompagne les repre´sentations indique le
de´calage a` donner a` la repre´sentation de Galois associe´e ; ainsi quand, dans les Ep,q2 des suites
spectrales (8.2.13) pour P(g, t, πv, k), on e´crit
←−→
s−1
r , il faut lire
j>tg! HT (g, t, πv, [
←−→
s− 1]πv )⊗ rec
∨
Fv (πv)(−
i(g − 1) + t− 1− k + r
2
).
❛
←−
3
0 q
←−
3
−→
×
−→
0
0
❛
❅
❅
❅
❅
❅
❅
❅
❅
←−
3
←−
×
−→
0
1
q
←−
3
←−
×
−→
0
0
♣
(0, 0)
(−14, 7)
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣
♣
♣
♣ ♣ ♣ ♣ ♣ ♣ ♣
Figure 7. g = 7, s = 5 ; Ep,q2 de la suite spectrale (8.2.13) pour t = 4
❜
←−
2
0 r
0
←−
2
−→
×
−→
0
❜
❅
❅
❅
❅
❅
❅
❅
❅
❅
←−
2
←−
×
−→
0
1 r
0
←−
2
−→
×
−→
1
r
(
←−
2
←−
×
−→
0 )
−→
×
−→
0
1 ❜ ←−2←−×←−1
2❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
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♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣
♣
♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
r
←−
2
←−
×
−→
0
0 r
0
(
←−
2
←−
×
−→
0 )
−→
×
−→
0
❜
(
←−
2
←−
×
←−
0 )
←−
×
←−
0
1
❅
❅
❅
❅
❅
❅
❅
❅
❅
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
♣
♣
♣
♣
♣
♣
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
❜
←−
2
←−
×
−→
1
0
❵
(−14, 7)
(−28, 14)
(0, 0)Figure 8. g = 7, s = 5 ; E
p,q
2 de la suite spectrale (8.2.13) pour t = 3
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1
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✟✯
[
←−
1 ,
−→
1 ]
❅
❅
❅
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2
❝ ❝
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←−
1 ,
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✁
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2 ,
−→
1 ]
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←−
3
❆
❆
❆❯
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❅
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Figure 9. La figure illustre les the´ore`mes (5.4.4) et (5.4.7) dans le cas g = 6 et s = 4,
ou` on repre´sente en (i, k) les higrk en indiquant le support de la forme X
(24−6r)
Up,m avec
1 6 r 6 4, la repre´sentation associe´e et le poids. Concre`tement quand on e´crit en (i, k),
pi, il faut lire j>6r! HT (6, r, piv)pi)⊗rec
∨
Fv (piv)|−|
−(23+i+k)/2. Le dessin du bas est le terme
E2 et donc l’aboutissement de la suite spectrale (5.1.10).
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Figure 10. Hi(grk,ρ∞)[Π
∞,v] pour Πv ≃ Speh4(piv) avec piv une repre´sentation cuspi-
dale de GLg(Fv). Le dessin du bas repre´sente le terme E2 et donc l’aboutissement de la
suite spectrale.
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