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ABSTRACT 
Let F be a field, and let M,(F) be the algebra of n X n matrices with entries in 
F. Let f(r) E F[ x] be a manic polynomial of degree n. In this paper we find 
necessary and sufficient conditions on f(x) for the existence of a factorization 
f( x)I, = (XI, - A,) ... (xl, - A,), 
where A,, . . . , A, are commuting elements of M,(F), all with minimal polynomial 
f(x). In an earlier paper it was shown that if F is an infinite field, such a factorization 
without the requirement that A,, . . . , A, commute always exists. 
1. INTRODUCTION 
An important theorem of Wedderbum states that if F is a field, D a finite 
dimensional division algebra with center, F and f(x) E F[x] a manic irre- 
ducible polynomial of degree n with the property that there exists d E D 
with f(d) = 0, then there exist elements d, = d, d,, . . . , d, E D with each 
di of the form ri’dx, such that 
f(x) = (x - d,)(x - d,)...(x - d,). 
This result leads immediately to the existence of square-central polynomials 
for the matrix rings M,(F) and M4( F), and cube-central polynomials for 
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M,(F). For details, see Rowen [5, p. 178 f.] In [4], we obtain an extension of 
Wedderburn’s result to matrix algebras. It is proved that if F is an infinite 
field and f(x) E F[ ] . x 1s a manic polynomial of degree n, then there exist 
A,, . . . > A, E M,(F), all similar to the companion matrix of f(r), such that 
f(x)Z" = (xl, -A,).-.(xZ, -A,,). (*I 
Comparing coefficients, this is equivalent to the simultaneous solvability of 
the n matrix equations 
i=l 
c AiAj = a,Z,, 
l<i<jdn 
c AiAjAk = a3Z,,, 
l<i<j<k<n 
A, 4 .** A,, = anZn, 
where f(x) = xn - ulrn-i + aax”-’ - *a* +(-I>“a, and where each Aj 
is similar to the companion matrix C(f) of J(X). As a consequence one can 
derive information on the sums and products of elements in the similarity 
class of C(f). Relationships between elements in this class (particularly first, 
second, third, and fourth companion matrices) play a role in linear control 
theory (see for example Bart and Wimmer [I]), and the structure of products 
of elements in a similarity class of GL(n, F) arises in various matrix factoriza- 
tion results (see, for example, [3]). It is noted in [4] that the above factoriza- 
tion also yields information on the rank of matrices in the image of iterated 
linear maps of the form 
where each hi : M,(F) + M,(F) is of the form 
hi(x) = X - Y,'Xy 
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for some invertible Yi E M,(F), which appears to be difficult to obtain using 
the usual techniques from multilinear algebra. 
In [4], an algorithm is obtained to construct A,, . . . , A, above, beginning 
with A, = C(f). I n g eneral the resulting Ai do not commute. However, an 
interesting special case arises in algebraic number theory. If f(x) is irre- 
ducible in F[ x], and 8 is a root of f(x) = 0 in an extension field of F, and 
F( 0) is a normal extension of F, then in F( 0>[ x], 
fcx) = cx - el)(x - e,) -+ - en), 
where 8, = 0, e,,..., f3, are the roots off(x) = 0. But since [F(B): Fl = n, 
F(8) has a natural representation on its basis 1, 8, 8”, . . . , 8 n - ’ over F in 
which 8 is represented by the companion matrix C(f). Denoting by Ai the 
matrix representing ei in this representation, we have 
f(x)Zn = (XI, -A,) . ..(xZ. -A,), (1) 
where each Ai is similar to C(f) and A,, . . . , A,, commute. Thus we were 
led to consider the conditions on f(x) for which we can find factorization of 
the form ( * ) involving commuting matrices. 
2. FACTORIZATION THEOREM 
Our result is 
THEOREM. Let F be a Bell, and f(x) E F[x] a manic polynomial of 
degree n ozjer F. Suppose 
where r > 1, p,(x), . . . , p,(x) are distinct irreducible manic polynomials in 
F[ xl, and el, . . . , e, are positiae integers. Then there exist commuting n x n 
matrices A,,..., A,, with entries in F, each hauing characteristic and mini- 
mal polynomial f(x), such that 
f(x)Z, = (XI,, -A,)...(xZ, -A,,), 
if and only if the following conditions hold: 
(a> Zf ei is a root of the equation p,(x) = 0 in a (fixed) algebraic closure 
of F, then 
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(i> F[B, ] is the sp&ing$eld of p,(x) over F, 
(ii> F[B,] = F[ O,] = *** = F[@]. 
(b) e, = e2 = ..= = e, = e, say. 
(c!> Xe - 1 splits into linear factors in F[ B,][ x]. 
(d) Zf pl( x> is not separable over F (that is, if the formal derivative 
p;(x) = 01, then e is a power of the characteristic of the field F. 
Before beginning the proof, we wish to make a few comments on the 
conditions. 
(1) The condition that F[ 0, ] is the splitting field of pi(x) over F may be 
expressed for separable pi(x) also in the following form: the Galois group of 
p,(x) over F has order equal to the degree of pi(x) or, equivalently, the 
Galois group pi(x) acts regularly on the roots of the equation p,(r) = 0. 
This is the special case referred to above which motivated our work. 
(2) In the inseparable case, F has prime characteristic 4, say. Then 
condition (d) on p,(x) together with condition (a)($ implies the same 
condition holds for p,(x), . . . , p,(x) 
(3) Condition (a)&) implies that p,(x), p,(x), . . . , p,(x) all have the 
same degree. 
(4) If F IS a e Ig b raically closed, the conditions reduce to: all roots of 
f( x> = 0 have the same multiplicity. 
(5) If the “commuting” condition on A,, . . . , A,, is removed, then factor- 
izations of the given form exist for all infinite fields [4]. 
In [4], very little linear algebra is used in the proof. However, the 
arguments in this paper involve considerable calculation with canonical forms. 
The modem treatment of canonical forms for similarity over general fields 
appears to owe its origin to the paper of Wedderbum [7], his book [8], and 
Jacobson’s book [2]. If F is a field, and p(x) E F[ x] is a manic irreducible 
polynomial of degree m, and e > 1, then a nonderogatory matrix A E 
M,,(F) with characteristic polynomial p(x)” is similar to p N 0 . . . . . . 
0 P iv 0 *** 0 
where P is the companion matrix of p(x) and N is the m X m matrix with 1 
in the (m, 1) position and zeros elsewhere [2, 71, and every matrix B E M,(F) 
is similar to a canonical direct sum of such matrices. Following Uhlig [6], we 
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refer to this as the Jacobson canonical form. If p(x) is separable over F, that 
is, if p(x) = 0 has distinct roots in its splitting field over F, the matrix 
N above may be replaced by I,. Again, following [6], we call the correspond- 
ing form the Wedderburn canonical form here. [The terminology Jacobson 
form and Wedderbum form goes back (at least) to Williamson [9]. However, 
in the review of [9] for Mathematical Reviews, C. C. MacDuffee says 
that the Jacobson form is due to him.] It is a little easier to work with the 
Wedderbum form than the Jacobson form. It is perhaps worth remarking that 
the Wedderbum canonical form corresponding to p(x)” relates naturally to 
the Jordan canonical form of ( x - O)e, where 8 is a root of p(x) = 0 in an 
extension field of F if one replaces elements of F(O) by their matrix 
representations in the natural representation of F(0) on the basis 1, 0, 
lg2,. . .) em-l over F. 
3. PROOF OF THEOREM 
Step 1. Reduction to Prima y Case 
We first reduce the proof to the case where f<~> = p(xY with p(x) 
irreducible and e > 1. 
Suppose r > 1. Note that a factorization 
f(x)In = (XI, -A,)...(xI, -A,) (I) 
with commuting Ai E M,(F) exists as described if and only if it exists with 
the Ai replaced by T-rA,T for some T E GL(n, F). Since A, is nonderoga- 
tory with characteristic polynomial f(r), we may assume 
A, = A,, @ ..a @ A,,, 
where Aij is nonderogatory with characteristic polynomial p,(r)“]. But then 
each Ai must break up compatibly as a direct sum 
and the characteristic polynomials of Ail,. . . , Ai, form a permutation of 
pl(XY’, . . . , p,(x)+. Let dj be the degree of p&x). Then (1) is equivalent to 
_f( x) ‘dp, = zfi (“‘df3~ - Aij) 
for j = 1,2, . . . , r. 
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Taking determinants, we find that the characteristic polynomials of 
Aij, . . . > A,j are p[(~)~l with multiplicity d2el, 1 = 1,2,. . . , r, in some order. 
Hence die, = 0.. = d,e,. The space of column djej-tuples Fdfl regarded 
as an F[ Ajj]-module is uniserial, and its unique irreducible submodule V 
comes from the standard representation of F[8,] on F”‘, where Aij has 
characteristic polynomial ~&x)~J and o1 is a root of the equation pi(x) = 0. 
But V is invariant under Aij (i = 1,2,. . . , n), since these matrices commute. 
Hence in an algebraic closure of F, the fields F[ e,], . . . , F[ t?,] all coincide. 
Each A,, in (*) can be put in a block-triangular form simultaneously with 
diagonal blocks of size d [ = degree p,(x) for all i], and unique factorization 
in F[8,][ x] then implies that if (*) occurs, p,(x) splits completely in 
F[eiI[xI. 
Since di = dj and e, di = ejdj, we have ei = ej = e, say, for all i, j. 
In ( * ), putting together those A,, with characteristic polynomial pl( ~)~i, 
we obtain an equation of the form 
[ P,(x)e~de + 41 ... [ PrWcfe + LT] = Pl(4 .** PrWZde. 
Since all the Aij can be put simultaneously in block-triangular form with the 
diagonal blocks having irreducible characteristic polynomials, it follows that 
all the Li can be simultaneously put into strictly block upper-triangular form 
and hence all the LL are nilpotent. Note also that each Li E M,,( F[ xl) and 
that regarded as an element of the polynomial ring M,,(F)[x], Li has degree 
at most de - 1. 
Working in the matrix ring Mde( F(x)), we may write 
and using the nilpotency of Li, L: = 0, we get 
L. 
I- 1 + . . . +( q-1 
Pi( ‘>” 
pi,i;;l:.-l, =p(1+ A). 
The right hand side can be written in the form 
I+ M(x) 
h(x) ’ 
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where M(x) E M,,(F[x]) and h(x) divides lXjzi pj(xY, and the left hand 
side can be written in the form I + N(r)/p,(xY, where t 2 0, N(x) E 
Mde( F[ x]), and no further reduction in t is possible. Hence, comparing the 
two sides, we get t = 0, and thus the left hand side is in M,,(F[ xl). But 
every entry of Li has degree < de (as an element of F[ XI), and hence the 
entries of pi(x) e(e-kP “L! have degree less than de(e - k - 1). Thus the 
degree of any nonzero entry of S = Ciz i ~JxY(~-~- “Lt is less than 
de(e - 1). But this says that Pan cannot divide a nonzero entry of S. 
Hence S = 0. Then N(x) = 0. Hence [I + L,/pi(x)“*lP1 = L, and thus 
Li = 0. Hence pi(x)‘, . . . , p,(x) e inherit the factorization property. 
Conversely, suppose that 
where Ai,, . . . , Aied are commuting elements of M,,(F) with characteristic 
and minimal polynomial pi(xY [where e = e,, d = degree p,(x) are inde- 
pendent of i]. Suppose that F[B,] = *.. = F[ @I, where Bi is a root of the 
equation p,(x) = 0. 
Let A E M,,(F) be the companion matrix of pi(x)“. We may assume 
A,, = A. Then all the Ai1 are polynomials in A. Since F[ ei] = F[B~], we 
have oi = hi(O,> for some hi(x) E F[ x] with degree hi(x) < d. Then the set 
of eigenvalues of hi(A) is (hi(h) ( A . 1s an eigenvalue of A}, and thus, since oi 
is an eigenvalue of h,(A) and p,(x) is irreducible, the minimal polynomial of 
hi(A) is of the form p,(x)’ for some s 2 1. Note that h : y --) h(y) acts 
injectively on the roots of the equation pi(x) = 0. Note also that if the 
formal derivative h’(y) = 0 for some root y of p,(x) = 0, then h’(x) = 0 
[since degree h(x) < degree p,(x)], and thus F[ 8, ] is an inseparable exten- 
sion, F has prime characteristic 4, and h(x) = h,(rY) for some h,(x) E 
F[ x]. But then Bi = h(0,) = h,(13p> IS contained in a proper subfield of 
F[8,], contrary to F[ei] = F[8,]. H ence h’ does not vanish on any root of 
pi(x) = 0. It then follows that h(A) generates the algebra generated by A. 
Hence s = E. Thus we may take Ai1 = h,(A), and since all the Aij are 
polynomials in Ai,, we thus achieve a factorization 
where each Aij is a polynomial in A (i = 1,2,. . . , r). 
But now consider the edr = n matrices 
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All the matrices Wck’ commute, they all have characteristic and minimal 
polynomial f(x), and 
fp - W(Q) =f( x)1,. 
Hence if the desired factorization holds for p&~)~, for all i, it holds for f(x). 
This completes the reduction of the problem to the case where f(r) = pi. 
Step 2. Irreducible Case 
Suppose that f( ) x is irreducible in F[ x], and let 8 be a root off(x) = 0 
in an extension field of 8’. Let A E M,(F) have characteristic polynomial 
f(x). Then F[ A] . 1s isomorphic to F[ 8 1, and F[ A] is also the algebra of all 
matrices B E M,(F) with AB = BA. 
Suppose f(x)Z, = (xl, - A,) 0.. (xl, - A,,), where each Ai has charac- 
teristic polynomial f(x) and Ai Aj = Aj Ai for all i, j. Then there exist 
g,(x) =x,&L.. g,(x) E F[x] with Ai = g,(A,). Hence 
splits into linear factors in F[ 0 ][ x]. 
Conversely, if f(x) splits into linear factors in F[ O][ xl, then (2) holds for 
some polynomials g,(x), . . . , g,(x) E F[ r], and taking A, to be the compan- 
ion matrix of f(x), we obtain 
as required. 
Step 3. Primary Separable Case 
Suppose next that f(x) = p(x)“, where e > I and p(x) is irreducible in 
F[ x] of degree d. Suppose that p(x) is separable over F. Let 8 be a root of 
the equation p(x) = 0 in an extension field of F, and suppose that p(x) 
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splits into linear factors in F[ 8 I[ x I. So 
p(r) = [r -&WI *** Lx - gdm 
as in (2) above, where gr(O), . . . , gd(0) are distinct. Suppose also that 
xe - 1= (x - /_LJ***(x - p,) 
in F[ 6][ x]. Let P be the companion matrix of p(x). Then F[ PI is isomor- 
phic to F[B]. Let P, = g,(P). Each pi = /_Q(O) E F[O]. Put Qi = pi(P). 
Let 
A= 
(j . . . . . . ..: 0’ p 
Then A has characteristic and minimal polynomial p(x)“. [As noted in the 
introduction, we refer to this as the Wedderburn canonical form correspond- 
ing to p(x)“.] The centralizer of A in M,(F) is F[ A] and consists of all 
matrices of the form 
where hi(x) E F[x]. 
Pi Qj 0 0 
0 Pi . . 
. 
Aij = : ‘. ‘. . *. : 
0 
Qi 
;, . . . 0’ p, 
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(i = 1,2,. . . , d, j = 1,2,, . . , e), where Pi = gi( A) and Qj = pj( A). 
Note first that all the Aij E F[A] and that 
j=l 
- Aij) = (XI, - ZJ)‘, 
where Dj is the block-diagonal matrix 
diag(P,,..., P,), 
since the first e - 1 elementary symmetric functions in Qi, . . . , Qe vanish. 
Hence 
fi fi(xI, -Aij) = I 
e 
i=l j=l 
as required. 
Conversely, suppose we have a factorization 
p( x)~Z~ = (xl - A,) 0.. (xl - A,), 
where A,, . . . , A, are commuting and nonderogatory elements of M,(F), 
with characteristic polynomial p(xY. Using a similarity, we may assume 
A, = A, as above. Then 
where Pi = a,(P) and Pjj = bij(Z’) for some ai( x), b,,(x) E F[ x]. Since 
F[ P] is a field and 
p( xyzd = (“I, - P,) *** (XI, - Pn), 
it follows that p(x) spIits completely in F[P][x], and the separability of p 
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ensures that there are exactly d distinct elements in {Pr, . . . , P,,) and that 
each one occurs with multiplicity e. 
Assume that P,, . . . , pci are the distinct elements in {P,, . . . , I’,,}, and let 
Air, . . . > Ai, be the e Aj’s with pj = P, for i = 1,2,. . . , d. Set 
j = 1,2 > **a> e. 
Then 
PCx)‘d bj2(p)(x) *.’ bje(p)(x) 
I 
for some bjl(P)(x) E F[ P][x]. Note that as a polynomial in X, b,,(P)(x) has 
degree at most d - 1. 
Note that if h is any root of the equation p(x) = 0, then, since all the 
Aij’s are nonderogatory, the nullity ( = di mension of the kernel) of B,(h) is at 
most d, so l~~,( P)(X) # 0. More precisely, writing 
Ajj = 
we have 
'i 'ij2 'ije 
d d 
bj2(p)(x) = C pij21~l(Xzd - ‘1). 
i=l l#i 
Since Aij is nonderogatory, Pijn # 0, and thus, since the equation p(x) = 0 
had d distinct solutions P, = P, P,, . . . , Pd, we get that 
is nonzero (since F[ P] is a field) and thus is in fact nonsingular. 
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The equation 
fIBj(x) =P(x)eln 
j=l 
yields the following equations: 
for some L,(x) E F[P][r], m = 1,2 ,,.., (e - 1). But now, setting x = P, 
we see that 
'j2(')(') (j = 1,2,. . . ) d) 
are the roots of the equation 
xe - w = 0, 
where w = ny= 1 bj,( PX P) is a nonzero element of the field F[ PI. It follows 
that xe - 1 = 0 splits completely in F[ P][ xl, as required. 
Step 4. Primary and Inseparable Case 
We finally consider the case where f(x) = p(xje with p(x) irreducible in 
F[z] and inseparable over F. Then F has prime characteristic q, say, and 
p(x) = p&O f or some t > 1 and irreducible separable polynomial p,(x). 
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Let P, be the companion matrix of pa(r), and let 
0 1, 0 
. . . 0 
. . 
. . . . . . 
p= : 0 
;, 
( qf x qt block matrix), 
‘, 
P, 0 . . . ..: 0 
where d = degree p,(x). Let 
A= 
N 
. . . 
0 
N 
P 
. . . 
. . . 
0 
(e x e block matrix), 
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where N is the qt X qt block matrix with I, in the (qt, 1) block position and 
zeros elsewhere. A short calculation shows that A is nonderogatory and has 
characteristic polynomial p(x)“. This can also be seen from the fact that A, 
regarded as a matrix in M,,JF[P,]) is th e ace J b son canonical form corre- 
sponding to (~4~ - Pa)” (see Jacobson [2, Chapter III 41 or Wedderbum [7] 
for an analysis of this form). 
The form A reduces to the Jacobson form when p(r) is purely insepara- 
ble [i.e, p,(x) has degree I], and to the Wedderbum form when p(x) is 
separable. A property of the Jacobson form that is apparently well known 
(though hard to find in the literature; see, however, [6], Proposition 21 and 
provable by direct calculation is that if J(~(x)~) is the Jacobson form for 
g(~>~ where g(x) is irreducible, then 
&g(4)) = 
0 I,, 0 ... 0 
. . 
. . 
. . 
0 
L 
(j . . . . . . ..: 0 
(k X k block matrix), 
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where m is the degree of g(x). It follows that 
p, @F z,t z,,t 0 ‘S . . . 0 
0 PO @% ‘qf Zdq’ 
0 
0 . . . . . . . . . 0 PO @F zqt 
Suppose f(x>Z, = (xl,, - A,) ***(xl,, - A,), as before. Then we may 
assume A, = A. Then each Ai is of the form 
pi * ***  
0 I: 'i *. I * ’ (j . . . ..: pi 
where p(Pi) = 0 and Pi E F[P]. H ence p(x) splits completely in F[ P][ xl. 
Conversely, if p(x) splits completely in F[ PI, say 
where degree gi( x) is less than degree p(x), then an easy calculation shows 
that 
gi( A) = 
Pi N, 0 0.. 0 
0 *. *. 
. . . E, 
Ni 
;, . . . ..: 0’ pi 
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where Pi = g,(P) and N, E M,,, (F), and if e is a power of 4, then 
p( X)l L, *** L, e 
i 
n/e 
r$+gi(A)] ‘= y .” ::* ,, 
’ L 
0 . . . 0 P(X)1 .  1 for some Li E M,,,(F)] 
0 L, .** e-0 L, e 
L, 
=p(x)“Z + I . . 
L, 
(j . . . . . . . . . () 
(since e is a power of the characteristic of F) 
= p( x)Y 
So the factorization holds. Hence to complete the discussion of the case 
f(x) = p(x)“, we must show that the factorization is impossible for p(x) 
inseparable and e not a power of the characteristic of F. 
Suppose a factorization of the given type exists. Then we may take 
A, = A. We know that p,(x) splits completely in F[P,][x], say 
po(x)Z = (xl - P,)***(xZ _Pd), 
where Pi E F[ Pa] (i = 1,2,. . . , d) are distinct, and P, = P,. The equation 
P(X)?, = fi(~I,, -Aj) 
i=l 
and the fact that each Aj E M,,,,( F[ P,]) and that we have unique factoriza- 
tion in F[ I’,][ x ] imply that 
(X9? - PO), 
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can be factorized completely in F[ P,][ xl. Thus we may assume that P, E F 
and 
p”’ 
that p(x) = x”‘Z - P, is purely inseparable. Choosing P as before with 
= P,Z,t and setting 
A= 
as before, the factorization 
b ‘!* - u)‘Z, = &.I,, - Ai) 
(where here we have set P, = a) implies that each Ai = gi( A) where 
gi E F[x] is such that g,(P) = P, since 
(d - a)Z = (XI - A)9t 
and unique factorization holds in F[ P][ xl. Thus g,(x) = x + (~9’ - a)hJx) 
for some hi(x) E F[x]. 
We have the product 
n = ,fj [XI, - A - (AY’ - oZ$,( A)] 
=(xl,-A)“+(xZ-A)“-‘(As’-aZ&,(A) 
+(xZ -A) n-2( A4’ - nl,)Pa,( A) + a.. , 
and 
0 . . . 
. . . 
0 
ci .:I I 0 
We now examine the (1,2) block position of ll. 
FACTORIZATION OF POLYNOMIALS 101 
Since n = eq’ and F has characteristic q, 
(xl -A)” = 7’Z - A9’(, 
so the coefficient of xn-r in II is (A’! - a>s,(A), and since II =fc~>Z~, 
this term is 0. Hence the (1,2) block of KI equals the (1,2) block of 
(xl - A)” = [(xl - P) - A’]“, 
and thus it equals the (1,2) block of 
- I( rz - ZyN + (xl - PyN( xl - P) 
+ *a* +( xl - P)N( XI - Py + N( xl - q-q. (3) 
We now show this term cannot equal zero if e is not a power of q. 
Suppose qk < n < qk+l, and consider the binomial coefficient 
Recall that if n = a, + a,q + a** +ak qk in base q, where 0 < ai Q q - 1, 
i = 0,l , . . . , k, then the power of q, v9(n!), which divides n! is 
Similarly 
q-1 
vq((n - qk)!) = n - ’ 
k - (a,, + ..’ +a, - 1) 
q-1 
qk - 1 
= v,(n!) - ~ 
q-1 
and v9(qk!) = (qk - l)/(q - 1). Hence 
is not divisible by q. 
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A simple induction argument yields that the coefficient of ~~-9’-’ in 
(3) is 
Now if j = q’m + y, where 0 < y < qt, then 
qk -j - 1 = qk - qfm -y - 1 
= qyqk-t - m) - y - 1 
= qt(qkmt - m - 1) + qt - y - 1. 
Thus since P”’ = al, 
But 
91-l 
c p9'pY-1Nf'Y = 1 and 
y=o 
Hence the coefficient of x n-9k-1 in (3) is not congruent to 0 mod q. This 
contradicts the fact that the product fI equals f< x)1,. Hence n must be a 
power of q, as claimed. 
This completes the proof. 
REFERENCES 
1 H. Bart and H. Wimmer, Simultaneous reduction to triangular and companion 
forms of pairs of matrices: the case ranHI - AZ) = 1, Linear Algebra Appl. 
150:443-461 (1991). 
2 N. Jacobson, Lectures in Abstract Algebra: Vol. 2 Linear Algebra, Van Nostrand, 
Princeton, 1953. 
3 T. J. Laffey, Products of matrices, in Generators and Relations in Groups and 
Geometries (A. Barlotti et al., Eds.) Kluwer, Dordrecht, 1991, pp. 95-123. 
4 T. J. Laffey and E. Meehan, An extension of a factorization theorem of 
Wedderburn to matrix rings, Linear Algebra Appl. 172:243-260 (1992). 
FACTORIZATION OF POLYNOMIALS 103 
5 L. H. Rowen, Polynomial Zdentities in Ring Theory. Academic, New York, 1980. 
6 F. Uhlig, A rational canonical pair form for a pair of symmetric matrices over an 
arbitrary field F with char F # 2 and applications to finest simultaneous block 
diagonalizations, Linear and M&linear Algebra 8:41-67 (1978). 
7 J. Wedderburn, The canonical form of a matrix, Ann. of Math. 39:178-180 
(1938). 
8 J. Wedderburn, Lectures on Matrices, Amer. Math. Sot. Colloq. Publ. 17, New 
York. 
9 J. Williamson, Note on the equivalence of two nonsingular pencils of Hermitian 
matrices, Bull. Amer. Math. Sot. 51:894-897 (1945). 
Received 7Janua y 1992; final manuscript accepted 1 December 1992 
