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Abstract
In most machine learning applications, classification accuracy
is not the primary metric of interest. Binary classifiers which
face class imbalance are often evaluated by the Fβ score, area
under the precision-recall curve, Precision at K, and more.
The maximization of many of these metrics can be expressed
as a constrained optimization problem, where the constraint
is a function of the classifier’s predictions.
In this paper we propose a novel framework for learning
with constraints that can be expressed as a predicted posi-
tive rate (or negative rate) on a subset of the training data.
We explicitly model the threshold at which a classifier must
operate to satisfy the constraint, yielding a surrogate loss
function which avoids the complexity of constrained opti-
mization. The method is model-agnostic and only marginally
more expensive than minimization of the unconstrained loss.
Experiments on a variety of benchmarks show competitive
performance relative to existing baselines.
1 Introduction
In many real-world applications, machine learning classifi-
cation systems do not simply make predictions to minimize
errors or to maximize likelihood. Instead, the decision thresh-
old of a learned classifier is often adjusted after training to
select a particular operating point on the precision-recall or
ROC curve, reflecting how the classifier will be used. Auto-
mated email spam filters, for example, might operate with
an increased threshold to achieve a high precision or low
predicted positive rate. In medical diagnosis, the threshold
may be decreased so that the classifier will make predictions
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with a high recall [10]. When a particular operating point
for the classifier is not known ahead of time, area under
the precision-recall or ROC curve is often the metric used
to compare models. In other cases, classifiers are adjusted
to obey constraints on coverage or fairness (i.e. predicted
positive rates on subsets of the training data) so that the
system will not treat some demographics of users unfairly
[8].
In all of these cases, the most desirable binary classifier
can be characterized as one which maximizes a quantity
such as accuracy, precision, or recall, subject to a constraint.
The constraint is usually an inequality on the predicted
positive rate (coverage) or true/false positive/negative rate
on some subset of the data. The most common practice to
produce a classifier which satisfies a constraint is to train the
classifier by maximum likelihood, then after training, adjust
its threshold so that the constraint is satisfied.
Threshold adjustment enjoys a strong theoretical justifi-
cation [16]: for a large family of metrics, the Bayes optimal
classifier makes predictions by thresholding the conditional
class probability P (y = 1|x). The same result is known for
binary cost-sensitive classification [7]. However, thresholding
is not the end of the story because learning accurate (or
calibrated) conditional probabilities is more challenging than
learning loss-minimizing predictions [11, 18]. This observa-
tion is a fundamental motivation for structured losses.
Accordingly, there have been several attempts to address
constrained classification problems directly through the
machinery of constrained optimization [5, 8, 6]. Instead,
we focus on eliminating the constraint by substitution. For
constraints which can be expressed as a rate on the training
dataset (e.g. predicted positive rate, the threshold of a
classifier which satisfies the constraint can be expressed as
a quantile of the classifier’s scores. By incorporating an
estimator of the quantile into the loss function, the constraint
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can be eliminated. For simplicity, we focus on binary
classification and apply the quantile estimation approach
to optimize precision at a fixed recall and precision@K.
In summary, our contribution is as follows. First, we show
that a wide variety of machine learning problems with con-
straints can be recast as ordinary, unconstrained learning
problems. Second, we show that the resulting unconstrained
problems can be solved efficiently and generally; they are
particularly amenable to gradient-based optimization, in-
dependent of what model is used. For linear models, we
derive a convex upper bound on the loss, and also prove a
uniform risk bound. Finally, in experiments across a variety
of benchmarks, we demonstrate performance matching or
outperforming state of the art methods.
2 Related Work
Many existing approaches aim to optimize for non-
decomposable performance measures, enforce dataset con-
straints, or incorporate classifier score quantiles into the
training procedure. Below, we summarize those most related
to the proposed method.
Several attempts, most notably [11], have used the frame-
work of structured prediction [21, 23, 15] to handle perfor-
mance metrics beyond accuracy. The method, however, faces
several problems. First, each iteration of the algorithm in
[11] requires fully training an SVM over the entire dataset,
which hinders scalability. Second, it is not clear how the
methods extends to handle constraints which depend on the
labels, which are not available at test time. For example, a
constraint on the predicted positive rate is easily enforced at
test time, while a constraint on the true positive rate is not.
The authors of [14] identify a third shortcoming: the
structured SVM framework [11] assumes that the true labels
are admissible under the constraint on the classifier. When
optimizing Precision@K, the true labels are only admissible
when the dataset contains exactly K positives. This problem
and the scalability issue are both addressed in [14], but how
to handle constraints which depend on the ground truth
labels remains unclear.
For the specific case of a linear classifier, [8] approaches
general dataset constraints by framing the problem as
constrained optimization with the ramp loss and solving
it with a majorization-minimization approach. However,
their algorithm is not readily generalized to the nonlinear
case.
The special case of minimizing the probability of false
negatives subject to a constraint on the probability of false
positives is known as Neyman-Pearson classification [22]. It
is known that, with minor regularity assumptions, Neyman-
Pearson classification can be accomplished by re-weighting
the losses on the positives and negatives. Both [5] and [6] seek
to identify the appropriate re-weighting during the course of
training, the former by direct search and the latter by saddle-
point optimization with Lagrange multipliers. These methods
apply to non-linear classifiers such as neural networks, and
[6] extends the idea to handle the Fβ meaure, ROC-AUC,
and Precision-Recall AUC.
The saddle-point approach has an advantage when direct
search is very expensive and it applies to a wider class of
models, but there is no guarantee that the constraint will
be satisfied unless the saddle point problem is solved to
convergence. Unfortunately, this is incompatible with the
ubiquitous practice of early stopping in neural networks. In
addition, the convex relaxation of the constraint can result
in loose bounds and oversatisfied constraints.
The idea of placing a quantile constraint on the classifier’s
scores was explored in [2], and produced impressive results
relative to other approaches for optimizing ranking metrics
such as precision@K. However, the method of [2] requires
learning a separate classifier for each datapoint in the training
set, which is tractable only for very small datasets. In
contrast, our approach is amenable to stochastic gradient
methods and scales easily to datasets with millions of
examples.
3 Quantile Surrogate Losses
In this section, we describe our approach in detail and focus
on maximizing Precision@K and Precision at a fixed recall.
Let X = {x1, . . . , xn} consist of the features in a training
dataset, and let Y = {y1, . . . , yn} denote the corresponding
labels in {−1, 1}.
We consider a classifier to consist of a scoring function f
determined by learnable parameters w, and a threshold θ.
The prediction yˆi of the classifier on the ith example is made
according to
yˆi = sign(f(xi;w)− θ).
Definition 3.1. Given a subset A ⊆ X, we define the
predicted positive rate for a classifier (f, θ) on A to be the
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fraction of examples in A predicted to be positives:
rA(f, θ) =
|{xi ∈ A : f(xi;w)− θ > 0}|
|A| .
A rate constraint is a constraint which can be written in the
form rA ≷ c for some value of c ∈ [0, 1].
Note that rA(f, θ) is piecewise constant, discontinuous, and
monotone decreasing in θ. Defining f(A) = {f(x) : x ∈ A},
we see that rA(f,min f(A)) = 1 and rA(f,max f(A)) = 0.
Therefore, inequality rate constraints can always be satisfied
by setting θ to some value depending on f and c.
The notion of predicted positive rate on a subset is general
enough to represent many metrics of interest. Letting X+
denote the positive examples in X, we see that the recall (or
true positive rate) of a classifier (f, θ) is equal to rX+(f, θ).
The typical notion of predicted positive rate coincides with
rX(f, θ), and false positive rate can be written as rX−(f, θ).
Other examples are given in [8]: coverage, churn, and fairness
can all be expressed in terms of predicted positive rates.
Because the predicted positive and predicted negative rates
must sum to one, we may consider predicted positive rate
constraints without loss of generality.
Given some metric (or utility) G that depends on the data
X,Y and the classifier (f, θ), we can define the problem of
maximizing G subject to the rate constraint rA(f, θ) ≥ c as
max
f,θ
G(X,Y, f, θ) subject to rA(f, θ) ≥ c. (1)
Note thatG need not decompose across examples, as accuracy
does. Due to the discontinuity of rA(f, θ) and most metrics
G, the problem is combinatorial and intractable to solve
exactly. However, there are many cases in which we can
characterize an optimizer (f∗, θ∗) in terms of the quantiles
of f∗(A).
Definition 3.2. For a set of real numbers S = {s1, . . . , sN}
the quantile function is defined as
q(S, c) = sup{t : |{si ≤ t}|/N ≤ c}
= inf {t : |{si ≤ t}|/N ≥ c}.
Proposition 1. Suppose (f, θ) is a feasible point for (1)
and let
θˆ = q(f(A), 1− c).
Then (f, θˆ) is also feasible. If G(X,Y, f, θ) is monotone
increasing in θ over the range [θ, θˆ], then G(X,Y, f, θˆ) ≥
G(X,Y, f, θ).
Proof. Because rA(f, θ) is monotone decreasing in θ, any
admissible θ must satisfy
θ ≤ sup{t : rA(f∗, t) ≥ c}
≤ sup{t : |{x ∈ A : f∗(x) > t}|/|A| ≥ c}
≤ sup{t : 1− |{x ∈ A : f∗(x) ≤ t}|/|A| ≥ c}
≤ sup{t : |{x ∈ A : f∗(x) ≤ t}|/|A| ≤ 1− c}.
The supremum in the last line is exactly the quantile
function, and so
θ ≤ q(f(A), 1− c).
The claim follows from the fact that G is monotone in θ and
that θˆ ≥ θ.
Applying the proposition to an optimizer (f∗, θ∗) shows
that (f∗, θˆ) is also an optimizer. In particular, a scoring
function f which optimizes (1) is a minimizer of the loss
min
f
L(X,Y, f, q(f(A), 1− c)) (2)
With L = −G. Conversely, optimizers of (2) are feasible
and hence optimal for (1). In practice, G is usually a
differentiable surrogate allowing for numerical optimization
and the monotonicity assumption is easily verified. For
inequality constraints of the form rA(f, θ) ≤ c, θ∗ is again
given by the quantile function so long as G is monotone
decreasing in θ.
Proceeding farther depends on the choice of G and
the specific rate constraint, so we consider the task of
maximizing precision subject to recall and predicted positive
rate constraints. Afterward, we consider the estimation of
the quantile function q(f(A), c).
3.1 Precision at a fixed recall
The precision and recall of a classifier (f, θ) are defined as
P (f, θ) =
TP (f, θ)
TP (f, θ) + FP (f, θ)
R(f, θ) =
TP (f, θ)
TP (f, θ) + FN(f, θ)
=
TP (f, θ)
|X+| ,
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where TP and FP denote the true positives and false
positives, respectively:
TP (f, θ) =
∑
i:yi=1
1f(xi;w)>θ
FP (f, θ) =
∑
i:yi=−1
1f(xi;w)>θ.
Thus, to optimize for the Precision@Recall objective
(P@R), we wish to solve
max
f,θ
TP (f, θ)
TP (f, θ) + FP (f, θ)
subject to rX+(f, θ) ≥ c.
(3)
We know the recall constraint rX+ ≥ c will be active,
because precision is trivially maximized by predicting few or
no positives. This implies rX+ = c˜, where c˜ = min{k/|X+| :
k/|X+| ≥ c}. Because N+ = |X+| is fixed, we conclude that
TP (f, θ) = c˜N+. Substituting this value for TP into the
expression for precision gives
P (f, θ) =
TP (f, θ)
TP (f, θ) + FP (f, θ)
=
cN+
cN+ + FP (f, θ)
.
Thus, solving
max
f,θ
c˜N+
c˜N+ + FP (f, θ)
subject to rX+(f, θ) ≥ c
(4)
gives the solution to (3). In addition, (4) is equivalent to
min
f,θ
FP (f, θ) subject to rX+(f, θ) ≥ c. (5)
With the objective in this form, FP (f, θ) can be upper
bounded in the standard way by the logistic loss (or hinge
loss), which we denote by l:
FP (f, θ) =
∑
i:yi=−1
1f(xi;w)−θ>0
≤
∑
i:yi=−1
l(f(xi;w)− θ).
This leaves us with
min
f,θ
∑
i:yi=−1
l(f(xi;w)− θ)
subject to rX+(f, θ) ≥ c.
(6)
Because the loss is monotone decreasing in θ, the mono-
tonicity assumption of Proposition 1 is met and so θ =
q(f(X+), 1− c). This leads to the unconstrained objective
for P@R:
min
f
∑
i:yi=−1
l(f(xi;w)− q(f(X+), 1− c)). (7)
In practice, the minimization is performed with respect to
the parameters w of the scoring function f , e.g. by stochastic
gradient descent.
As pointed out in [6], the precision at recall objective can
be used to target Precision-Recall AUC by approximating
the area under the Precision-Recall curve as a Riemann sum.
3.2 Precision a fixed predicted positive rate
For a training dataset X with N points, the Precision@K
metric is equivalent to precision at a predicted positive rate
of K/N . Therefore, we consider the objective
max
f,θ
P (f, θ) subject to rX(f, θ) = c. (8)
Because TP + FP is equal to the number of predicted
positives, the constraint rX(f, θ) = c implies that TP+FP =
cN , and so (8) is equivalent to
max
f,θ
TP (f, θ) subject to rX(f, θ) = c.
Using TP = cN − FP , the objective can be rewritten as
min
f,θ
FP (f, θ) subject to rX(f, θ) = c,
which by the same logistic loss bound and application of
Proposition 1 becomes
min
f
∑
i:yi=−1
l(f(xi;w)− q(f(X), 1− c)). (9)
Alternatively, because the loss on the positive examples
can be used as a lower bound on the true positive rate [6],
we can consider the objective
min
f
∑
i:yi=1
l(−f(xi;w) + q(f(X), 1− c)). (10)
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4 Estimating the Quantile Function
Even with the unconstrained losses (7) and (9) in hand, we
are left with the question of how to estimate the quantile
function
q(f(A), c).
Whatever estimator we choose is required to have explicit
dependence on w, for the purposes of numerical optimization.
The simplest choice is to apply the definition of q directly,
which results in the point estimator
qˆ1(f(A), c) = f(xˆ)
where xˆ is the datapoint which solves
xˆ = arg max
x∈A
{
f(x) :
|{z ∈ A : f(z) ≤ f(x)}|
|A| ≤ c
}
.
In other words, we take the scores f(A) = {f1, . . . , fn} sorted
in ascending order and use qˆ1 = fk for the largest integer k
such that k/n ≤ c.
The concern with qˆ1 is that the variance of this estimator
and its gradient may be problematically large. For example,
consider the case when the scoring function f is linear:
f(x;w) = wTx,
where a bias term is unnecessary because it can be absorbed
in to θ. In this case, the loss for a rate constraint rA(f, θ) ≥ c
is
L =
∑
i
l(f(xi;w)− qˆ1(f(A)))
=
∑
i
l(wTxi − wT xˆ),
(11)
where xˆ ∈ A is the datapoint such that qˆ1(f(A), c) =
f(xˆ) = wT xˆ. Note that, due to the change in xˆ = xˆ(w) as w
changes, the loss is not convex.
Letting σ(x), the logistic sigmoid, denote the derivative of
logloss, the gradient of L (where it is defined) is
∇wL =
∑
i
σ(wTxi − wT xˆ)(xi − xˆ)
=
∑
i
aixi −
(∑
i
ai
)
xˆ
(12)
where ai = σ(w
Txi − wT xˆ). From this expression, the
excessive influence of xˆ is clear. Variation in the classifier
parameters or the data which causes only a small change
in the quantile estimate may nonetheless cause a dramatic
change in ∇wL; this gradient is discontinuous.
In [2], an objective similar to (9) is considered in the pres-
ence of rate constraints. There, (11) is minimized separately
for each possible choice xˆ ∈ X to yield a solution wk for each
k = 1, . . . , |X|. Of these |X| solutions, the algorithm selects
the one with the smallest value of |rA(f(·;wk), θ)− c|. While
this approach elegantly handles the nondifferentiability and
nonconvexity of L, it is unfortunately not feasible even for
datasets of moderate size.
One alternative for estimating q(f(A), c) would be to
assume a flexible parametric form for the distribution of
the scores f(A), for which the quantile function is available
in closed form (e.g. as a function of the maximum likelihood
parameter estimates). While this approach might suffice for
simple scoring functions, its utility is dubious in the context
of complex scoring functions such as neural networks [17].
4.1 Kernel Quantile Estimators
To achieve lower gradient variance than the point estimator
without relying on parametric assumptions, we turn to kernel
quantile estimators. These are a subclass of L-estimators,
computed as a weighted average of the order statistics
of f(A) [20, 25]. These estimators are promising for our
application because their gradients are far less sensitive to
small parameter changes than the point estimator.
Definition 4.1. Let S = {s1, . . . , sN} be a set of real
numbers, and let s(i) denote the ith order statistic of S
(i.e. s(i) = sσ(i) where σ is the permutation which sorts S
in ascending order). Given a symmetric, normalized kernel
φ and a nonnegative scale parameter h, the kernel quantile
estimator corresponding to φ and h is defined [20]
qˆhφ(S, c) =
1
N
N∑
i=1
φh(i
∗/N − c)s(i), (13)
where φh(x) =
1
hφ(x/h), c is the quantile to be estimated,
and the index i∗ is defined to break ties: i∗ = max{j : s(j) =
s(i)}.
The free parameter h controls the scale of the kernel, and
increasing it trades off variance for bias. There are many
5
other L-estimators of the quantile function; see for example
[4, 9, 12, 19, 25] and citations therein. It is beyond the scope
of this paper to consider all of them, so in all experiments
we use the Gaussian kernel estimator
φh(x) =
1
h
√
2pi
ex
2/2h2 .
Like the point quantile estimator, the kernel estimators lead
to losses which are not convex.
We also consider an L-estimator which serves as a lower
bound for the point estimator and results in convex loss. Let
qˆm(S, c) = meanx∈S
{
x :
|{z ∈ S : z ≤ x}|
|S| ≤ c
}
. (14)
From the definition of the point estimator, it is immediate
that q1 ≥ qm as the max is greater then the mean. In other
words: rather than taking the kth largest score, where k is
the largest integer k such that k/N ≤ c, we take the mean of
the bottom k scores, which serves as a lower bound. In the
case when f is linear, this lower bound is concave because it
is a pointwise minimum of affine functions [3].
Returning to the case of a rate-constrained precision loss
(of which (7) and (9) are special cases), we see that because
qˆm ≤ qˆ1 and logloss is nondecreasing,∑
i
l(f(xi;w)− qˆ1(f(A), c))
≤
∑
i
l(f(xi;w)− qˆm(f(A), c))
(15)
so that using the qˆm estimator yields an upper bound on the
loss with the point estimator qˆ1. When f is linear, repeated
applications of the rules of convex function composition [3]
show that qˆm(f(A), c) is convex and hence the entire upper
bound is as well. The bound qˆm enjoys a lower gradient
variance than qˆ1, and is tightest when c is small, which
occurs exactly when enforcing a constraint that the predicted
positive rate on A be high.
4.2 Stochastic Gradient Descent with
Quantile Estimators
Losses of the form (2), regardless of the choice of quantile
estimator or bound, are compatible with any scoring function
and amenable to numerical optimization. For concreteness we
consider stochastic gradient descent, described in Algorithm
1.
Algorithm 1 SGD for Quantile loss (2)
Require: A dataset (X,Y ), desired rate constraint rA ≥ c
on a subset A ⊆ X, quantile estimator qˆ, scoring function
f(·;w), and learning rate γ.
1: while not converged do
2: Gather a minibatch (Xb, Yb) from (X,Y )
3: Gather a minibatch Ab from A
4: Update
w ← w − γ∇wL(Xb, Yb, f(·;w), qˆ(f(Ab), 1− c))
Step 3 is beneficial when datapoints from A are rare, but
when A is common or minibatches are large it will suffice to
take Ab = Xb ∩A.
5 Experiments
5.1 Precision@K
In this section we consider the application of the quantile
threshold framework to the target metric Precision@K. We
compare the quantile loss with two state of the art algorithms:
Accuracy at the top [2] and the average surrogate loss lavgprec@k
from [14]. To target Precision@K, we follow [2] and optimize
for Precision at a predicted positive rate τ = K/N , where N
is the number of datapoints. In all experiments, the Gaussian
kernel quantile estimator was used.
5.1.1 Ionosphere and Housing datasets
We compare the results from [2] to those obtained using
the quantile loss surrogate, averaged across 100 random
train/test splits of the data. The fraction of data used for
training is 30% for Ionosphere and 66% for Housing; the rest
is held out for testing. Tables 1 and 2 show the Precision@τ
of the methods, where τ is the classifier’s predicted positive
rate. The models trained with the quantile loss surrogate
were evaluated at the same value of τ for which they were
trained, and were optimized using gradient descent with
momentum on the objective (9) with weight decay.
The weight decay regularization coefficient and scale pa-
rameter h of the kernel quantile estimator are the algorithm’s
only hyperparameters. For a fair comparison against Accu-
racy at the top, which has only one hyperparameter (the
regularization coefficient), we fix h = 0.05 on the Ionosphere
data and h = 0.08 on the Housing data. As in [2], for each
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value of τ the regularization coefficient C was chosen based
on the largest average value of Precision@τ .
Because the quantile surrogate loss is nonconvex, the quan-
tile method may converge to a suboptimal local minimum.
To mitigate this problem, we run the algorithm with multiple
random initializations of w and take the solution with the
lowest loss on the training set. Results for one and three
initializations are reported.
The quantile surrogate achieves results matching or beating
Accuracy at the top, with the largest improvements occurring
for small τ . In addition, optimization of the quantile
surrogate enjoys very favorable computational complexity
relative to Accuracy at the top. Assuming the same number
of iterations across all algorithms, logistic regression has an
O(N) cost. Accuracy at the top requires solving a separate
logistic regression problem for each datapoint, for a total
cost of O(N2). On the other hand, the only additional cost
of the quantile method over logistic regression is a sorting
operation per iteration, for a total cost of O(N logN).
τ (%) LR AATP Q1 Q3
1 0.52 ± 0.38 0.85 ± 0.24 0.87 ± 0.27 0.98 ± 0.10
5 0.76 ± 0.14 0.91 ± 0.14 0.93 ± 0.11 0.98 ± 0.07
9.5 0.83 ± 0.08 0.93 ± 0.06 0.91 ± 0.10 0.96 ± 0.08
14 0.87 ± 0.05 0.91 ± 0.05 0.90 ± 0.08 0.92 ± 0.08
19 0.89 ± 0.04 0.89 ± 0.04 0.88 ± 0.06 0.88 ± 0.05
Table 1: P@τ on the Ionosphere dataset. τ ∈ [0, 1] is the predicted
positive rate. Results are expressed as mean ± standard deviation.
The columns correspond to logistic regression, Accuracy at the
top, the quantile method with one initialization, and the quantile
method with three initializations, respectively.
τ (%) LR AATP Q1 Q3
1 0.26 ± 0.44 0.2 ± 0.27 0.4 ± 0.49 0.43 ± 0.50
2 0.12 ± 0.19 0.23 ± 0.10 0.23 ±0.23 0.28 ± 0.23
3 0.09 ± 0.10 0.20 ± 0.12 0.18 ±0.17 0.25 ± 0.16
4 0.09 ± 0.10 0.19 ± 0.13 0.16 ±0.14 0.23 ± 0.14
5 0.11 ± 0.09 0.17 ± 0.07 0.14 ±0.12 0.21 ± 0.13
6 0.11 ± 0.08 0.14 ± 0.05 0.13 ±0.12 0.18 ± 0.10
Table 2: P@τ on the Housing dataset. τ ∈ [0, 1] is the predicted
positive rate. The columns correspond to logistic regression,
Accuracy at the top, the quantile method with one initialization,
and the quantile method with three initializations, respectively.
5.1.2 KDD Cup 2008
SVMPerf [11] is a standard baseline for methods targeting
Precision@K. We compare to the lavgprec@k surrogate from [14],
which resolves theoretical issues which arise when applying
the structured SVM method to Precision@K. Results are
presented in terms of Precision@τ . For this dataset, we
consider the loss (10).
Figure 1 shows results averaged across 100 random
train/test splits of the dataset, with 70% used for train-
ing and the rest reserved for testing. Models with the lavgprec@k
and quantile surrogate losses were evaluated at the same
value of τ for which they were trained, and were learned on
the full training set to give the strongest results. The model
with the quantile surrogate was trained using stochastic gra-
dient descent with momentum on minibatches of size 1000
for 3 epochs, with randomly initialized parameters.
0.0 0.1 0.2 0.3 0.4
τ (%)
0.40
0.55
0.70
0.85
1.00
A
v
e
ra
g
e
 P
@
τ
P@K avg surrogate
Quantile surrogate
Figure 1: P@τ on the KDD Cup 2008 dataset. Error bars denote
95% confidence intervals.
5.2 Precision at a fixed recall
In this section, we evaluate the quantile framework on the
target metric of precision at fixed recall for a range of recall
values on a variety of datasets.
5.2.1 Synthetic dataset
To illustrate the benefits of minimizing the precision at
recall quantile loss (7) rather than maximizing likelihood and
adjusting the decision threshold, we consider the synthetic
dataset in Figure 2. The data consists of a mixture of
isotropic Gaussians with a prior of p(y = 1) = 0.1, and the
objective is to maximize precision at a recall of 0.95. A
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similar synthetic dataset is considered in [6]. We initialize
the weights of a linear classifier randomly, and minimize (7)
using the Gaussian kernel quantile estimator with h = 0.05.
For this simple problem, we were unable to find initializations
that led to different results.
Adjusting the threshold learned by logistic regression to
satisfy the recall constraint results in a classifier which
misclassifies most negatives. In contrast, the linear classifier
trained using the precision at recall loss performs nearly as
well as possible. Threshold adjustment performs poorly in
this case because the logistic regression classifier is poorly
calibrated; the conditional class probability p(y = 1|x) is
inaccurate.
QS Classifier Logistic Classifier
Shifted Logistic Classifier
Figure 2: Logistic (black) and quantile surrogate loss (magenta)
classifiers on the synthetic dataset. The black line depicts the
learned threshold of the logistic classifier, while the black-dashed
line is the adjusted threshold to satisfy a 90% recall constraint.
The precision of the logistic classifier at recall 0.9 is 0.13, the QS
loss classifiers achieves a precision of 0.37.
6 Generalization Bounds
Consider an L-estimator which we call the interval quantile
estimator
qˆI(S, c) =
∣∣∣∣∣∣ 1bN(k2 − k1)c
bNk2c∑
i=bNk1c
s(i)
∣∣∣∣∣∣ , (16)
where 0 < k1 < c < k2, and 0 ≤ s1, . . . ,≤ sN . This is a
generalized version of the upper bound estimator in Eq.(14),
since instead of taking all scores lower than the quantile, we
take the average on an arbitrary interval.
We prove a generalization bound for the quantile loss
function where the quantile estimator is either the interval
estimator or a kernel quantile estimator (Eq.13) where φh
is bounded and Lipschitz. Moreover, the bound is uniform
with respect to model parameters if the model is linear.
The conclusion holds for quantile estimators on an arbitrary
subset of the feature set X, and in particular includes the
P@R and P@k case used in the experiments. The proof
is similar to that in [14], and follows mainly from repeated
applications of Hoeffding’s inequality (which also holds in
the case of sampling without replacement [1]).
All proofs are presented in the Appendix.
Proposition 2 (Uniform Convergence). Let Z =
{(x1, y1), . . . , (xN , yN )} be a set of feature-label pairs, Zˆ
be a sample of b elements chosen from Z (either i.i.d or
without replacement), A be some subset of Z, Aˆ = A∩Zˆ, and
f(x) = wTx be a linear model with parameters w satisfying
‖w‖ ≤ C. Let qˆ(f(A)), qˆ(f(Aˆ)) be either the kernel estimator
(13) with φ bounded and Lipschitz, or the interval estimator
(16). Define L(w;Z,A) =
∑
i(1 − yi)l(f(xi) − qˆ(f(A))).
Then with probability at least 1− δ,
∣∣∣Lq(w;Z,A)− Lq(w; Zˆ, Aˆ)∣∣∣ = O(√1
b
log
1
δ
)
uniformly in w.
Proposition 2 gives a uniform bound on the population
loss based on the sample loss. However, because the quantile
surrogate does not decompose across datapoints, minibatches
give biased estimates and the efficacy of stochastic gradient
methods is not immediately clear. In the case when q is the
lower bound quantile estimator defined in Eq.14, we have the
following convergence bound for stochastic gradient descent
on the quantile surrogate loss.
Proposition 3. Let w∗ be the parameters of a linear model
learned by T steps of stochastic gradient descent with batch
size b on the quantile loss Lq, where q is the lower bound
estimator defined in Eq.14. Then for any parameters w, with
probability at least 1− δ
Lq(w
∗;Z) ≤ Lq(w;Z) +O
(√
1
b
log
T
δ
)
+O
(√
1
T
)
.
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The proof of Proposition 2 depends on the following
concentration bounds for the kernel and interval quantile
estimators.
Lemma 1. Let F = {f1, . . . , fN} be real numbers sorted in
ascending order, and |fi| ≤ 1. Let Fˆ = {fˆ1, . . . , fˆb} be a
sample (either i.i.d or without replacement) from the set F ,
also sorted in ascending order. Let qˆh(F, c), qˆh(Fˆ , c) be the
kernel quantile estimator defined in Eq.13, and assume the
kernel function φh is bounded and Lipschitz continuous, then
the following holds
∣∣∣qˆh(F, c)− qˆh(Fˆ , c)∣∣∣ = O(√1
b
log
1
δ
)
with probability at least 1− δ.
Lemma 2. Let F = {f1, . . . , fN} be real numbers sorted in
ascending order, and |fi| ≤ 1. Let {fˆ1, . . . , fˆb} be a sample
(either i.i.d or without replacement) from the set F , also
sorted in ascending order. Let 0 < k1 < k2 < 1. Then the
following holds with probability at least 1− δ:∣∣∣∣∣∣ 1bN(k2 − k1)c
bNk2c∑
i=bNk1c
fi − 1bb(k2 − k1)c
bbk2c∑
j=bbk1c
fˆj
∣∣∣∣∣∣
= O
(√
1
b
log
1
δ
)
.
7 Conclusion
A number of recent papers have demonstrated the value
of constrained optimization for machine learning with non-
accuracy objectives. We show that for a large class of these
problems, the constraint can be eliminated by substitution us-
ing the quantile function, which can be effectively estimated
in a way which is amenable to standard learning methods.
The algorithm enjoys standard empirical risk bounds and
strong performance relative to other methods and surrogates
for enforcing constraints relevant to non-accuracy objectives.
While we have presented examples for Precision at a fixed
recall and Precision at K, our main contribution – the use of
quantile function estimators in constrained machine learning
problems – is more general.
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A Proofs
Proposition 4 (Uniform Convergence). Let Z =
{(x1, y1), . . . , (xN , yN )} be a set of feature-label pairs, Zˆ
be a sample of b elements chosen from Z (either i.i.d or
without replacement), A be some subset of Z, Aˆ = A∩Zˆ, and
f(x) = wTx be a linear model with parameters w satisfying
‖w‖ ≤ C. Let qˆ(f(A)), qˆ(f(Aˆ)) be either the kernel estimator
(13) with φ bounded and Lipschitz, or the interval estimator
(16). Define L(w;Z,A) =
∑
i(1 − yi)l(f(xi) − qˆ(f(A))).
Then with probability at least 1− δ,
∣∣∣Lq(w;Z,A)− Lq(w; Zˆ, Aˆ)∣∣∣ = O(√1
b
log
1
δ
)
(17)
uniformly in w.
Proof. We first show pointwise convergence with high prob-
ability. Let θˆN := qˆ(f(A)), and θˆb := qˆ(f(Aˆ)). We split
Eq.(17) to two parts. Let L(x) := l(x), we have
|Lq(w;Z,A)− Lq(w; Zˆ, Aˆ)|
≤
∣∣∣∣∣ 1N
N∑
i=1
L(f(xi)− θˆN )− 1
b
b∑
i=1
L(f(xˆi)− θˆN )
∣∣∣∣∣ (A)
+
∣∣∣∣∣1b
b∑
i=1
L(f(xi)− θˆN )− 1
b
b∑
i=1
L(f(xi)− θˆb)
∣∣∣∣∣
≤ (A) +
∣∣∣θˆN − θˆb∣∣∣
where the last line follows from the logloss being Lipschitz
with constant 1. Since w is bounded, the scores f(xi)
are bounded and an application of Hoeffding’s inequality
gives (A) = O
(
1
b log
1
δ
)
w.h.p. The bound for the term
|θˆN − θˆb| is proved in Lemma 2 and Lemma 1 by setting
fi′ = f(xi), i ∈ A, and scaling fi such that |fi| < 1.
Because f is linear, it can be shown that the bound
is uniform with respect to w by arguing along the lines
of Theorem 12 in [14]. Namely, we first show that the
quantile loss is Lipschitz with respect to model parameters
w. Note that logloss is Lipschitz continuous with constant 1,
and θN (w), θb(w) are Lipschitz with constant maxi{‖xi‖∞}.
Since the quantile loss Lq is a composition of logloss and
the quantile estimator, Lq is Lipschitz. Applying the L∞
covering number argument in [24] for linear models, together
with pointwise convergence, gives uniform convergence.
Proposition 5. Let w∗ be the parameters of a linear model
learned by T steps of stochastic gradient descent with batch
size b on the quantile loss Lq, where q is the lower bound
estimator defined in Eq.14. Then for any parameters w, with
probability at least 1− δ
Lq(w
∗;Z) ≤ Lq(w;Z) +O
(√
1
b
log
T
δ
)
+O
(√
1
T
)
.
(18)
Proof. Since the quantile loss Lq with the lower bound
quantile estimator is convex, we can apply Theorem 6 from
[13] which states that any convex loss satisfying the uniform
convergence property in Proposition 2 satisfies Eq.18.
Lemma 3. Let F = {f1, . . . , fN} be real numbers sorted in
ascending order, and |fi| ≤ 1. Let Fˆ = {fˆ1, . . . , fˆb} be a
sample (either i.i.d or without replacement) from the set F ,
also sorted in ascending order. Let qˆh(F, c), qˆh(Fˆ , c) be the
kernel quantile estimator defined in Eq.13, and assume the
kernel function φh is bounded and Lipschitz continuous, then
the following holds∣∣∣qˆh(F, c)− qˆh(Fˆ , c)∣∣∣ = O(√1
b
log
1
δ
)
with probability at least 1− δ.
Proof. For simplicity, assume the numbers fi, i = 1 . . . N are
distinct. Define p(x) :=
|{fˆj≤x}|
b , and writing pk = p(fk) for
short, we have
qˆh(Fˆ , c) :=
1
b
b∑
i=1
φh
(
i∗
b
− c
)
fˆi
=
1
b
b∑
i=1
φh
(
p(fˆi)− c
)
fˆi
=
1
b
N∑
k=1
φh(p(fk)− c)fk × |{fˆi = fk}|
=
1
b
N∑
k=1
φh(p(fk)− c)fk ×
(
|{fˆi ≤ fk}| − |{fˆi ≤ fk−1}|
)
=
N∑
k=1
φh (pk − c) (pk − pk−1) fk,
(19)
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with p0 := 0. Since |pk− kN | = | 1b
∑b
i=1 1fˆi≤fk−E1fˆi≤fk |, we
have for all k, |pk− kN | = O
(√
1
b log
1
δ
)
w.h.p. by Hoeffding’s
inequality. Similarly, we also have |pk − pk−1 − 1N | =
O
(√
1
b log
1
δ
)
. Let |φh| be bounded by M with Lipschitz
constant K. Then by Eq.19,
qˆh(Fˆ , c) =
N∑
k=1
φh(pk − c)(pk − pk−1)fk
=
N∑
k=1
1
N
φh
(
k
N
− c
)
fk + (K +M)O
(√
1
b
log
1
δ
)
= qˆh(F, c) +O
(√
1
b
log
1
δ
)
holds w.h.p. The case where fi are not distinct could be
proved similarly by considering a non-uniform draw from the
set of unique elements in {fi}.
Lemma 4. Let F = {f1, . . . , fN} be real numbers sorted in
ascending order, and |fi| ≤ 1. Let {fˆ1, . . . , fˆb} be a sample
(either i.i.d or without replacement) from the set F , also
sorted in ascending order. Let 0 < k1 < k2 < 1. Then the
following holds with probability at least 1− δ:
∣∣∣∣∣∣ 1bN(k2 − k1)c
bNk2c∑
i=bNk1c
fi − 1bb(k2 − k1)c
bbk2c∑
j=bbk1c
fˆj
∣∣∣∣∣∣
= O
(√
1
b
log
1
δ
)
.
Proof. For convenience, assume that Nk1, Nk2, bk1, and bk2
are all integers. Let wi = fbNkic, wˆi = fˆbbkic for i = 1, 2.
Define T1(f) = 1f>w1 , T2(f) = 1f≤w2 , and Tˆ1(f) = 1f>wˆ1 ,
Tˆ2(f) = 1f≤wˆ2 . Letting c = 1k2−k1 , we have the following
estimate:∣∣∣∣∣∣ 1bN(k2 − k1)c
bNk2c∑
i=bNk1+1c
fi − 1bb(k2 − k1)c
bbk2c∑
j=bbk1c+1
fˆj
∣∣∣∣∣∣
= c
∣∣∣∣∣ 1N
N∑
i=1
T1(fi)T2(fi)fi − 1
b
b∑
i=1
Tˆ1(fˆi)Tˆ2(fˆi)fˆi
∣∣∣∣∣
≤ c
∣∣∣∣∣ 1N
N∑
i=1
T1(fi)T2(fi)fi − 1
b
b∑
i=1
T1(fˆi)T2(fˆi)fˆi
∣∣∣∣∣ (A)
+ c
∣∣∣∣∣1b
b∑
i=1
T1(fˆi)T2(fˆi)fˆi − 1
b
b∑
i=1
Tˆ1(fˆi)Tˆ2(fˆi)fˆi
∣∣∣∣∣ . (B)
(A) is O
(√
1
b log
1
δ
)
w.h.p. by Hoeffding’s inequality (since
wi is fixed with respect to the samples fˆi). For (B), we use
the observation that
|T1(x)T2(x)− Tˆ1(x)Tˆ2(x)| = |T1(x)− Tˆ1(x)
+ T2(x)− Tˆ2(x)|
holds for all wi, wˆi, and x, which can be verified by checking
all cases. Using the equality above, we have
∣∣∣∣∣1b
(
b∑
i=1
T1(fˆi)T2(fˆi)−
b∑
i=1
Tˆ1(fˆi)Tˆ2(fˆi)
)
fˆi
∣∣∣∣∣
≤
∣∣∣∣∣1b
(
b∑
i=1
T1(fˆi)T2(fˆi)−
b∑
i=1
Tˆ1(fˆi)Tˆ2(fˆi)
)∣∣∣∣∣
≤ 1
b
b∑
i=1
∣∣∣(T1(fˆi)− Tˆ1(fˆi))+ (T2(fˆi)− Tˆ2(fˆi))∣∣∣
≤ 1
b
b∑
i=1
∣∣∣(T1(fˆi)− Tˆ1(fˆi))∣∣∣+ 1
b
b∑
i=1
∣∣∣(T2(fˆi)− Tˆ2(fˆi))∣∣∣
=
∣∣∣∣∣1b
b∑
i=1
(
T1(fˆi)− Tˆ1(fˆi)
)∣∣∣∣∣+
∣∣∣∣∣1b
b∑
i=1
(
T2(fˆi)− Tˆ2(fˆi)
)∣∣∣∣∣ ,
where the last line follows from the fact that the function
Ti(x)− Tˆi(x) has a fixed sign for all x. Note that∣∣∣∣∣1b
b∑
i=1
(
T1(vˆi)− Tˆ1(fˆi)
)∣∣∣∣∣ =
∣∣∣∣∣1b
b∑
i=1
T1(fˆi)− k1
∣∣∣∣∣ ,
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which is again bounded by O
(√
1
b log
1
δ
)
w.h.p. via Hoeffd-
ing’s inequality. Arguing similarly for the other term with
T2 and Tˆ2, we conclude the proof of the lemma.
13
