Abstract. -Let a be a non-isolated point of a topological space S and
Introduction
Let S be a locally compact separable metric space and a be a non-isolated point of S. We put S 0 = S \ {a}. The one point compactification of S is denoted by S ∆ . When S is compact already, ∆ is added as an isolated point. Let m be a positive Radon measure on S 0 with Supp[m] = S 0 . m is extended to S by setting m({a}) = 0.
We assume that we are given an m-symmetric diffusion X 0 = (X 0 t , P 0 x ) on S 0 with life time ζ 0 satisfying the following four conditions:
We define the functions ϕ(x), u α (x), α > 0, of x ∈ S 0 by ϕ(x) = P By making use of excursion-valued Poisson point processes whose characteristic measures are uniquely determined by X 0 , or to be a little more precise, by piecing together those excursions which start from a and return to a and then possibly by adding the last one that never returns to a, we shall construct in §4 of the present paper a processX on S satisfying (1)X is an m-symmetric diffusion process on S with no killing inside S, (2)X is an extension of X 0 : the process on S 0 obtained fromX by killing upon the hitting time of a is identical in law with X 0 .
We call a processX on S satisfying (1),(2) a symmetric extension of X 0 .
We shall also prove in §5 that, under conditions A.1, A.2 for the given m-symmetric diffusion X 0 on S 0 , its symmetric extension is unique in law, satisfies condition A.3 automatically and admits the resolvent expressible as
where (·, ·) denotes the inner product in L 2 (S 0 ; m) and L(m 0 , ψ) is the energy functional in Meyer's sense [15] of the X 0 -excessive measure m 0 = ϕ · m and X 0 -excessive function ψ = 1 − ϕ. Furthermore the associated Dirichlet form (E, F) on L 2 (S; m) will be seen in §5 to have the following simple expression; if we donote by F e its extended Dirichlet space, then F e = {w = u 0 + cϕ : u 0 ∈ F 0,e , c constant}, F = F e ∩ L 2 (S; m),
where (F 0,e , E) is the extended Dirichlet space for the given diffusion X 0 .
In §6, we shall present three examples. Example 6.1 treats the case where S 0 is a bounded open subset of R d , (d ≥ 1), S = S 0 ∪ {a} is the one point compactification of S 0 and X 0 is the absorbing Brownian motion on S 0 . In this case, ϕ(x) = 1, x ∈ S 0 . The resulting Dirichlet form on L 2 (S; m) (m is the Lebsegue measure on S 0 extended to S by m({a}) = 0) is given by F = {w = u 0 + c : u 0 ∈ H 1 0 (S 0 ), c constant},
which is easily seen to be regular, strongly local and irreducible recurrent. A more general Dirichlet form of this type will be presented in §3.2. This type of Dirichlet form first appeared in [5] and it is recently utilized in a study of the asymptotics of the spectral gap for one parameter family of energy forms( [12] ). Our study is motivated by a wish to conceive a clearer picture of the sample path of the diffusion on S associated with such a Dirichlet form. Example 6.2 is essentially one-dimensional, where we shall see that the conditions A.2 and A.3 are satisfied if and only if the boundary is regular in Feller's sense. Example 6.3 is higher dimensional, where the Dirichlet form associated with the constructed process X may not be regular.
In order to identify right quantities to describe the excursion-valued Poisson point processes to be constructed in §4, we shall study in §2 and §3 a strongly local regular Dirichlet form on L 2 (S; m) for which the point {a} has a positive capacity. In particular, we shall find that the Dirichlet form and the associated resolvent admit exactly the above mentioned expressions. Furthermore, we shall see that the entrance law {µ t } governing the excursion law ought to be determined by
an equation investigated by E.B.Dynkin, R.K.Getoor, P.J.Fitzsimmons and others ( [7] ).
In a seminal work [10] , K.Itô considered a standard process X on S for which a point a is regular for itself. A Poisson point process Y taking value in the space of excursions around a was then associated, and it was shown that the stopped process X 0 obtained from X by the hitting time at a and the characteristic measure of Y together determine the law of X uniquely. It was implicitly assumed in [10] that the point a is recurrent in the sense that ϕ(x) = P x (σ a < ∞) = 1, x ∈ S, σ a = inf{t > 0 : X t = a}.
But, as was shown in P.A. Meyer [14] , an 'absorbed' Poisson point process can be still associated with X when {a} is non-recurrent.
Since our present assumption on X 0 requires ϕ only to be positive, we must handle not only returning excusions from the point a but also non-returning excursions. By restricting ourselves to the case that both X 0 andX are symmetric diffusions however, we shall see that the characteristic measures on these different type of excursion spaces are uniquely determined by X 0 so that, starting with X 0 , we can give an explicit construction ofX.
The Dirichlet form (E, F) on L 2 (S; m) associated with a symmetric extensionX of X 0 may not be regular but it is quasi-regular in the sense of [13] . Accordingly we can make use of the quasi-homeomorphism in [2] to connectX with the regular Dirichlet form studied in §2, yielding the uniqueness ofX and the explicit expression of (E, F).
Strongly local Dirichlet form with a point of positive capacity 2.1 Description of the form and resolvent by absorbed process
Let S be a locally compact separable metric space and a be a non-isolated point of S. 
We consider a strongly local regular Dirichlet form (E, F) on L 2 (S; m) and an associated m-symmetric Hunt process X = (X t , P x ) on S. In view of [6, The.4.5.3] , X can then be taken to be a diffusion on S ∆ in the sense that all sample paths are continuous functions from [0, ∞) to S ∆ , where S ∆ is the one-point compactification of S when S is non-compact and ∆ is an extra point isolated from S when S is compact. In either case ∆ will be the cemetery of the sample paths. Furthermore, X can be taken to be of no killing inside S in the sense that
where ζ(ω) denotes the life time, namely, the hitting time of the cemetery ∆ of the sample path ω. In particular, when S is compact, P x (ζ = ∞) = 1 for all x ∈ S.
We make the assumption that
Here Cap(A) for A ⊂ S is its 1-capacity relative to (E, F). In what follows, the quasi-continuity of functions on S will be understood with respect to this capacity. Each function u ∈ F admits its quasi-continuous version denoted byũ. 'q.e.' will means 'except for a set of zero capacity'.
The hitting probability and the α-order hitting probability of {a} are denoted by ϕ and u α respectively:
where σ is the hitting time of a by the process X defined by
The assumption B.1 implies that u α is a non-trivial element of F and it is the α-potential U α ν α of a positive measure ν α concentrated on {a} (cf. [6, §2.2] ):
Then (E, F 0 ) is a regular strongly local Dirichlet form on L 2 (S 0 ; m), which is associated with the part X 0 = (X 0 t , P 0 x ) of X on the set S 0 , namely, the diffusion process X 0 obtained from X by killing upon the hitting time σ (cf. [6, §4.4] ). X 0 is of no killing inside S 0 and, if we denote the life time of X 0 by ζ 0 , then ϕ, u α admit the expressions 5) in terms of the absorbed process X 0 . We further consider the functions 6) and put ψ = ψ (1) + ψ (2) so that ψ = 1 − ϕ. Denote by p t and R α the transition function and the resolvent of X respectively. The same notions for the absorbed process X 0 will be denoted by p 0 t and R 0 α . The functions ϕ, ψ (1) , ψ (2) on S 0 are X 0 -excessive. In particular, ψ (2) is X 0 -invariant in the sense that ψ (2) = p 0 t ψ (2) , t > 0. Because of the m-symmetry of X 0 , the measure
is an X 0 -excessive measure with m 0 p 0 t = p 0 t ϕ · m. Our first aim in this section is to show under the present setting that the form E as well as the resolvent R α are uniquely and explicitly determined by quantities depending only on the absorbed process X 0 .
We prepare a lemma.
is well defined as an increasing limit and it holds that
Proof. If we set e(t)
and hence e(t)/t is increasing as t decreases and constant if v is p 0 t -invariant.. We also see that
We note that L(m 0 , v) is nothing but the energy functional of the X 0 -excessive measure m 0 and the X 0 -excessive function v in the sense of P.A. Meyer [15] when X 0 is transient (cf. [3, §39] , [7, p16] ). In [3, §39] , it is called the mass of v relative m 0 .
Let F e (resp.F 0,e ) be the extended Dirichlet space of (F, E) (resp.(F 0 , E)). Each element u ∈ F e admits its quasi continuous version denoted byũ again. In view of [6, §4.6] , it holds then that
Furthermore any w ∈ F e can be decomposed as
.
(2.15) (iv) Let δ a be a unit mass concentrated at {a}. Then it is of finite energy integral and its
The point a is regular for itself and also an instantaneous state with respect to X:
Proof. We first give a proof of (ii). According to a general theorem ([6, Chap 4]), the formula obtained by the strong Markov property
represents the orthogonal decomposition of R α f ∈ F into the space F 0 and its orthogonal complement H α = {c·u α : c constant} in the Hilbert space (F.E α ). We see that
Next we prove (i) and (iii). For f ∈ C 0 (S), the function w = R α f has two expressions: 
Letting n → ∞ in the equation
we arrive at 
and hence
By letting α → ∞, we get from Lemma 2.1
In order to prove (2.14), notice that the assumption of the strong locality of E implies that the killing measure k in the Beurling-Deny representation of E vanishes (cf. [6, Th.4.5.3] ). On account of [6, Lemma 4.
From (2.18) and (2.19), we have
Take f ∈ F ∩ C 0 (S) such that f (a) = 0. We have from (2.19) and the above inequality
By letting α → ∞, we get
proving the desired identity (2.14).
Proof of (iv). By (2.3),
which combined with (2.16) gives
Proof of (v). The regularity P a (σ = 0) = 1 of the point a for itself follows from A.1 and a general fact that, for any Borel set B, the set of irregular points x ∈ B for B is of zero capacity
contradicting the sample continuity and absence of the killing inside S for X. If a were a trap with respect to X,
Accordingly, a is an instantaneous state.
Description of the inverse local time
In §4, we shall construct a diffusion on S with resolvent ( 
In particular, (2.20) holds for x = a. L(t) is a local time at {a} in the sense that it increases only when X t = a:
We consider the right continuous inverse
It is well known that the increasing process (S(t), P a ) is a subordinator killed upon an exponential holding time (cf. [1] ). Theorem 2.1 enables us to identify the Lévy measure of the subordinator and the killing rate. Indeed, according to [1, v (3.17 
which combined with (2.16) leads us to
We need a lemma which will play a basic role in §4 again. A family
, is measurable in t and we may let 
namely, m 0 is purely excessive. Hence the desired assertion follows from a well known representation theorem provided that X 0 is transient ( [7, Th. 5 .25]). But the present situation can be reduced to this case by observing that
is a non-trivial X 0 -invariant set q.e. and the restriction of X 0 to S 1 is transient (cf. [6, §4.6] ).
and
(iii) By (ii) and Theorem 2.1 (ii),μ α (1) = (u α , 1) < ∞, from which the desired finiteness follows.
(iv) On account of (iii), we have µ
(vi) Since S(t) is the rignt continuous inverse of an increasing continuous process L(t), P a (S(t) > 0) = 1 and consequently we have
We see by the above lemma that µ t (ϕ) is decreasing and right continuous in t > 0 and so we can define a measure Θ on (0, ∞) by
(2.24)
It then holds that
, and we get by letting t → ∞,
for each δ > 0 by virtue of Lemma 2.2 (iii).
Lemma 2.3. It holds that
Proof. we have from Lemma 2.2 (ii) and (2.25) 
If we let
then the process ({S * (t)} t≥0 , P ) is equivalent in law to ({S(t)} t≥0 , P a ).
Strongly local Dirichlet form with a recurrent point
Let S and m be as in §2. In this section, we consider a special case of the Dirichlet form of §2 for which the point a is recurrent.
Description of associated Poisson point process and entrance law
Let (E, F) be a strongly local regular Dirichlet form on L 2 (S; m) and X = (X t , P x ) be an associated diffusion on S. In place of the assumption B.1 of §2, let us assume that
In the next subsection, we shall construct a typical example of a Dirichlet form (E, F) satisfying these conditions by a method of the one point compactification.
The assumption B.2 implies that u 1 > 0, m-a.e. and Cap 
Since (E, F) is recurrent by B.3, we have actually the property 
The positive continuous additive functional L(t) of X associated with the unit mass δ a has the property that L(∞) = ∞ and its right continuous inverse S(t) is a subordinator satisfying
on account of (2.16) and (2.20). Therefore we can follow directly the argument of [10, §6 case 2(b)] to conclude that
defines, under the law P a , a W a -valued Poisson point process p, where W a is the space of continous excursions in S 0 from a to a:
Let n be the characteristic measure of the Poisson point process p. n is a σ-finite measure on the space W a . The entrance law {ν t } associated with the characteristic measure n is defined by
Recall that we have already considered an X 0 -entrance law {µ t } specified by (2.22) which is now reduced to
The description (2.23) of {µ t } now reads
Proof. By virtue of Lemma 2.2, it suffices to show that
We make use of the next general formula
holding for any non-negative predictable function a(s, w, ω) on [0, ∞) × W a × Ω, Ω being a filtered sample space on which the diffusion process X is defined (cf. [9, p62] .) By (3.4) and (3.5), we have for f ∈ B b (S),
We let
is then predictable and we get by (3.11)
2) and (3.3) lead us to the desired identity (3.10).
By this theorem and [10, Th. 6.3], the finite dimensional distribution of {W a , n} can be described as follows:
Here, p 0 t denotes the transition function of X 0 and we use the convention that w ∈ W satisfies w(t) = ∆, ∀t ≥ ζ(w), and any function f on S 0 is extended to S 0 ∪ ∆ by setting f (∆) = 0.
In §4, we shall start with an m-symmetric diffusion X 0 on S 0 and an expression like the above with µ t being specified by (2.22) . See §4 for the abbrevaited notation appearing on the right hand side of (3.12).
Construction of form by one-point compactification
In this subsection, we start with a Dirichlet form with underlying space S 0 and extend it by the one-point compactification to a Dirichlet form with underlying space S = S 0 ∪ a satisfying B.2 and B.3 (and consequently B.1).
Let S 0 be a locally compact separable metric space and m be a bounded positive measure on S 0 with Supp[m] = S 0 . We consider a regular strongly local Dirichlet form (E, F 0 ) on L 2 (S 0 ; m) satisfying the Poincaré inequailty:
Denote by S = S 0 ∪ a the one-point compactification of S 0 and by L 2 (S; m)(= L 2 (S 0 ; m)) the space of square integrable functions on S with respect to I S 0 · m. Let us introduce a space (E, F) by 
(ii) (E, F) and the associated diffusion on S satisfy B.2, B.3.
on account of the strong locality of (E, F 0 ) and Remark 2.1 stated in the beginning of §2.1. (3.13) then implies f = 0 and the definition (3.14) and (3.15) makes sense. If w n = f n + c n ∈ F is an E 1 -Cauchy sequence then f n is E 1 -convergent to some f ∈ F 0 by (3.13) and hence w n is E 1 -convergent to f + c for some constant c.
Clearly C is dense both in F and C(S), namely, (E, F) is regular. Suppose, for w i = f i + c i ∈ C, that w 1 is constant on a neighbourhood of Supp(w 2 ). When c 2 = 0, E(w 1 , w 2 ) = 0 by the strong locality of (E, F 0 ). When c 2 = 0, the set U = S \ Supp(w 2 ) is either empty or a non-empty relatively compact open subset of S 0 . In the former case, f 1 = 0 and E(w 1 , w 2 ) = 0. In the latter case,
The Markov property
(ii) B.2 follows from the Poincaré inequality (3.13). Denote by X and X 0 = (X 0 t , P 0 x , ζ 0 ) the diffusions associated with (E, F) and (E, F 0 ) respectively. Then X 0 is the part of X on S 0 and hence
proving (3.1). It is obvious from (3.14),(3.15) that 1 ∈ F and E(1, 1) = 0.
(E, F 0 ) is not necessarily irreducible on S 0 , but (E, F) defined by (3.14),(3.15) is irreducible recurrent on S in view of the observation made in the preceding subsection. See Example 5.1.
Construction of a symmetric extension via excursion valued Poisson point processes
In this section, we start with an m-symmetric diffusion X 0 on S 0 and construct first an excursion law with which Poisson point processes of two different kinds of excusions around the point a are associated. We then construct an m-symmetric diffusionX on S = S ∪ a by piecing together those excursions. The resolvent of the resulting diffusioñ X turns out to be identical with (2.15).
An excursion law and its basic properties
Let S be a locally compact separable metric space and a be a non-isolated point of S. We put S 0 = S \ {a}. The one point compactification of S is denoted by S ∆ . When S is compact already, ∆ is added as an isolated point. Let m be a positive Radon measure on S 0 with Supp[m] = S 0 . m is extended to S by setting m({a}) = 0. We assume that we are given an m-symmetric diffusion X 0 = (X 0 t , P 0 x ) on S 0 with life time ζ 0 satisfying the following:
We define the functions ϕ, u α , ψ (1) , ψ (2) , ψ by (2.5) and (2.6), namely, for
Let us assume that
Denote by p 0 t , G 0 α the transition function and the resolvent of X 0 respectively. Our last assumption concerns the regularity:
where C b (S 0 ) is the space of all bounded continuous functions on S 0 . The measure m could be infinite on a compact neighbourhood of a in S, but it is finite on each level set of u α due to the condition A.3. We also note here the next relation which will be utilized in the sequel:
which is an X 0 -excessive measure with m 0 p 0 t = p 0 t ϕ · m. In view of Lemma 2.2, there exists a unique X 0 -entrance law {µ t } related to the measure m 0 by (2.22), namely,
and it satisfies thatμ
On account of the assumption (4.3), we then have that
We now introduce the spaces W , W of excursions by
ζ(w) will be called the terminal time of the excursion w. We are concerned with a measure n on the space W specified in terms of the entrance law {µ t } and the transition function p 0 t by
. Here, we use the convention that w ∈ W satisfies w(t) = ∆, ∀t ≥ ζ(w), and any function f on S 0 is extended to S 0 ∪ ∆ by setting f (∆) = 0. Further, on the right hand side of (4.4), we employ an abbreviated notation for the repeated operations
Proposition 4.1. There exists a unique measure n on the space W satisfiying (4.4).
Proof. Let n be the Kuznetsov measure on W uniquely associated with the transition semigroup {p 0 t } and the entrance rule {η u } defined by
as is constructed in [4, Chap XIX, 9] for a right semigroup. Because of the present choice of the entrance rule, it holds that α = 0 where α is the birth time which is random in general(cf. [7, p54] .) On account of the assumption A.1 for the diffusion X 0 on S 0 , the same method of the construction of the Kuznetsov measure as in [4, Chap.XIX, 9] works in proving that n is supported by the space W and satisfies (4.4).
We call n the excursion law associated with the entrance law {µ t }. We split the space W of excursions into two parts:
The next lemma says that the restriction of the excursion law to W + is invariant under time reversion.
Lemma 4.1. For any
Proof. (4.7) readily follows from (4.4) and the Markov property of n. As for (4.8) we observe that, for
Hence, for (4.8), it suffices to prove
Performing the change of variables
in the expression of F (ŵ) and by noting that
we obtain
On the other hand, we get from (4.4) and the Markov property of n that
In view of (2.7), the symmetry of G 0 α , (4.7) and (4.9), we arrive at
the desired identity (4.10).
Next we put
Proof. The preceding lemma implies that
We then have for each t > 0
which combined with the assumption A.2 leads us to
It then suffices to let t ↓ 0.
Lemma 4.3. For any neighbourhood U of a in S, we let
It holds then that n {τ U c < ζ} < ∞.
Proof. We may assume that the closure U in S is compact. Let
, α ↓ 0, the assumption A.3 implies that f is lower semicontinuous on S 0 and hence c = inf
is positive. We then have, for each δ > 0 and x ∈ ∂U,
is positive. For such δ,
We shall use the notation τ U c not only for w ∈ W but also for the sample path of the Markov process X 0 . Using the preceding lemma, (4.12) and (4.2), we are led to
The next lemma states a relation of the excursion law n to energy functionals L(m 0 , v) introduced in Lemma 2.1.
Proof. (i) Since n(ζ > t; W + ) = µ t , ϕ , the first identity follows from Lemma 2.2 (iii) by letting t ↓ 0. The proof of the other indentities is the same.
(ii) Take a neighbourhood U of a in S with compact U . We have then by the preceding lemma 
Poisson point processes on W a and a new process X
By Lemma 4.2, the excursion law n is concentrated on the space W a defined by (4.11). Accordingly, we consider the spaces
In the sequel however, we shall employ slightly modified but equivalent definitions of those spaces by extending each w from an S 0 -valued excursion to S-valued continuous one as follows:
Any w ∈ W a for which ζ(w) < ∞, w(ζ(w)−) = a will be regarded to be a continuous function from [0, ζ(w)] to S by setting w(ζ(w)) = a. We further let
14)
The excursion law n will be considered to be a measure on W a defined by (4.13) and we denote by n + , n − , the restrictions of n to W + a , W − a defined by (4.14) and (4.15) respectively.
Let {p s , s > 0} be a Poisson point process on W a with characteristic measure n defined on an appropriate probability space (Ω, P ). We then let We put J(0) = 0. 
Since
, r in the sum II is finite a.s. and hence II < ∞ a.s. On the other hand, 
In virtue of Lemma 4.3 and Lemma 4.5, we may assume that the next three properties hold for any ω ∈ Ω by subtracting a P -negligible set from Ω if necessary:
and, for any finite interval I ⊂ (0, ∞) and any neighbourhood U of a in S, 
We are now in a position to produce a new process X = {X t } t≥0 out of the point processes of excursions p ± .
(i) For 0 ≤ t < J(T −), we determine s by
and let
In this way, the S-valued continuous path
is defined and
Continuity of the path is a consequaence of (4.23).
For this process {X t , 0 ≤ t < ζ ω , P }, let us put
(S). (4.29) Proposition 4.2. It holds that
Proof. We use the notation
We have then
and consequently
It then suffices to substitute (4.1) in the last expression.
Continuity of resolvent along X Lemma 4.6. For α > 0 and f ∈ B(S), define G α f (a) by the right hand side of (4.30) and extend it to a function on S by setting
Proof. By making use of the resolvent equation for G 0 α , the m-symmetry of G 0 α and the equation
, we can easily check the resolvent equation
holding for any non-negative Borel functions f, g is clear. Moreover we get by Lemma 2.1 that
and similarly, αG α 1(a) ≤ 1.
Let {U n } be a decreasing sequence of open neighbourhoods of the point a in S such that U n ⊃ U n+1 and ∩
We then set
with the convention that inf ∅ = ∞.
Lemma 4.7.
For any α > 0, ρ ∈ (0, 1) and x ∈ S 0 ,
Proof. Since {σ a < ∞} = {ζ 0 < ∞, X 0 ζ 0 − = a} and σ a = ζ 0 on the set {σ a < ∞}, we have for x ∈ S 0 and m < n
By letting first n → ∞ and then m → ∞, we obtain
which implies lim
and so (4.32) must hold. (ii) n(Λ) = 0 where
Proof. If σ a < ∞ and if lim t↑σa u α (X 0 t ) < ρ, then for any small > 0 there exists t ∈ (σ a − , σ a ) such that u α (X 0 t ) < ρ, and so τ n < σ a for all n. Therefore by the preceding lemma P 0 x lim t↑σa u α (X 0 t ) < ρ, σ a < ∞ = 0. Since u α is decreasing in α and ρ can be taken arbitrarily close to 1, we obtain (4.33).
(ii) follows from (i) as
We extend u α to a function on S by setting u α (a) = 1. By Lemma 4.8 (ii) combined with Lemma 4.1 and a similar reasoning as in the proof of Lemma 4.2, we may assume, subtracting a suitable n-negligible set from
Lemma 4.9. Let 0 < ρ < 1 and set
Proof. The proof is similar to that of Lemma 4.3. For any x such that 1 − u 1 (x) = ρ and for δ = − log(1 − ρ 2 ) > 0, we have
Therefore if we set
which is finite in view of (4.2) and Lemma 4.4.
For α > 0, f ∈ B(S), we defined the resolvent G α f by
with G α f (a) of Proposition 4.2. We now extend G 0 α f (x) to S by setting
In the last subsection, we have constructed a process {X t } t∈[0,ζω) out of the Poisson point processes p + , p − on W + a , W − a defined on a probability space (Ω, P ).
Proof. As was remarked immediately after the proof of Lemma 4.8, u 1 is continuous along any sample point functions of p + = {p + s , s > 0} and p − = {p − s , s > 0}. Moreover, by Lemma 4.9, we can subtract a suitable P -negligible set from Ω so that, in addition to the properties (4.21),(4.22) and (4.23), p + satisfies the following property for every sample point ω ∈ Ω: for any finite interval I ⊂ (0, ∞) and for any ρ ∈ (0, 1),
Then it is not hard to see that not only
Hence G 0 1 f (X t ) has the same property as the above for f ∈ C b (S). Since G 0 1 f (X t ) is clearly continuous on {t ∈ [0, ζ ω ) : X t = a} by the assumption A.4, it is continuous on [0, ζ ω ). We have thus proved the continuity of G 1 f (X t ). The continuity of G α f (X t ) follows from the resolvent equation proved in Lemma 4.6.
Markov property of X
Let us define p t f (x) for t > 0, x ∈ S, f ∈ B(S), as follows: because the left hand side equals
We first consider the case where x = a. Then the functions inside {·} of the both hand sides of (4.38) are continuous in t > 0 in virtue of the continuity of X and Proposition 4.3. Hence we have for any t > 0
Since both p t+s f (a), p t (p s f )(a) are right continuous in s > 0, we get
We next consdier the case where x ∈ S 0 . Using (4.37), we obtain
On the other hand,
Hence it suffices to prove that
and consequently, (4.40) is reduced to
With the notation θ t to denote the usual shift, the left hand side of (4.41) equals
which coincides with the right hand side of (4.41) as was to be proved.
Lemma 4.11. Suppose g ∈ B(S) and lim
Proof. Fix x ∈ S. Clearly, for any neighbourhood U of x,
For any δ > 0, take a neighbourhood U of x such that
On the other hand, we have from the preceding lemma that
which means (4.45) because δ > 0 can be taken arbitrarily small.
Proposition 4.4. (i)
(4.43) where we set t 0 = 0 by convention.
P } is a Markov process on S with transition function p t and initial distribution concentrated at {a}.
Proof. We shall employ the following notations:
and, for w ∈ W a ,
(i). The left hand side of (4.43) will be denoted by G(
For 0 < s < T, we denote by I(s) the expression
Further, if we put for 1 ≤ m ≤ n
Moreover, each I m (s) can be written as
Next, let us put (with the convention that α n+1 = 0)
where we set t m = 0.
For p = {p t , t > 0}, we may use the following notations:
(with the convention that t m = 0), and
θ s p then has the same distribution as p and independent of {p t , 0 < t < s}. Since Y t is constructed from θ s p in the same way as X t is from p, (4.48) can be rewritten as
which is identical in law to
Combining (4.45),(4.47),(4.51) and (4.52), we arrive at
Here we compute the expectations of the random variables appearing in the last formula.
(4.54) When m = n, the last factor u α n+1 in the above expression is understood to be u 0 = ϕ. In fact, the left hand side equals
which can be seen to coincide with the right hand side of (4.54) by (4.4). We further have for any constant time s > 0,
On the other hand, we have in view of §4.2
We can now get from (4.53) that
In the above and in what follows, we use the convention that
for m = n. This combined with (4.1) and (4.30) eventually leads us to
(4.58)
Based on this formula, we shall prove the desired identity (4.43), namely,
by induction in n.
(1). When n = 1, (4.59) is just (4.30).
(2). Suppose (4.59) holds up to n − 1. Then
and (4.58) can be written as
Let us rewrite the right hand side of (4.59) by applying the formula (4.31) to the operation G α 2 in getting
Apply the same procedure to the operation G α 3 to see that the right hand side of (4.59) equals
Repeating the same procedures, we finally find that the right hand side of (4.59) coincides with the right hand side of (4.60) as was to be proved.
(ii). For t 1 > 0, · · · , t n > 0, let
Clearly F (t 1 , · · · , t n ) is right continuous. Further, by virtue of Lemma 4.11, we can easily see that G(t 1 , · · · , t n ) is separately right continuous. Consequently, (4.61) implies
the desired Markov property of X.
We add a lemma saying that the point a is regular for itself with respect to (X t , P ).
where E(e − u 1 (X ); ζ ω > ) = 1.
Proof. (i
(ii). By the construction of X t , the point a is evidently instantaneous in the sense that
Hence (i) holds if and only if the domain D p + of the Poisson point process p + accumulates at 0 P -a.s., which is also equivalent to (ii) (cf. [10, §4] ).
A symmetric extensionX of X 0
In §4.1, we have started with an m-symmetric diffusion
on S 0 , where P 0 x , x ∈ S 0 , are probability measures on a certain sample space, say Ω 0 . In §4.2, we have constructed a continuous process
on S by piecing together the excursions, where P is a probability measure on another sample space Ω to define the excursion valued Poisson point processes.
For convenience, we assume that Ω 0 contains an extra point ω a with P 0 x ({ω a }) = 0, x ∈ S 0 , and we set P 0 a = δ ω a , ω a representing a path taking value a at any time.
(4.62) Forω = (ω 0 , ω) ∈Ω, let us defineX t =X t (ω) as follows:
The life timeζ ofX t is defined bỹ Proof. This is an easy consequence of the Markov property of (X 0 t , P 0 x ) and the Markov property of (X t , P ) proved in Propisition 4.4. To see this, we put, for any 0 < s 1 
for 1 ≤ k ≤ n with s 0 = 0, and
Using the definition ofX, Proposition 4.4, the Markov property of X 0 and (4.36) successively, we are led to
By the Markov property of X 0 , we thus get
Clearly we also have
Hence we arrive at
the desired Markov property ofX.
We now state main theorems of the present paper. In this section, we have started with an m-symmetric diffusion X 0 on S 0 satisfying conditions A.1,A.2,A.3,A.4 and constructed a Markov processX on S. The resolvent {G α } α>0 of the Markov processX is defined by
The resolvent of X 0 was denoted by G 0 α .
Theorem 4.1. The processX enjoys the following properties: (1)X is an m-symmetric diffusion process on S. It admits no killing inside S and is a Hunt process on S in the sense that
(2) X 0 is identical in law with the process obtained fromX by killing upon the hitting time σ a of the point a.
Further the resolvent ofX admits the next expression for f ∈ B(S): On account of A.1, we may assume that
for every ω 0 ∈ Ω 0 . We have already chosen Ω in a way that Hence u(X t (ω)) is right continuous in t ∈ [0,ζ(ω)) for anyω ∈Ω. (In view of (4.33), we even know that u(X t ) is continuous in t ∈ [0,ζ)P x -a.s. for any x ∈ S). Therefore we can conclude thatX is a strong Markov process with continuous sample paths, namely, a diffusion process on S (cf. [1] ). ClearlyX is of no killing inside S and a Hunt process on S. The property (2) is also evident from the construction ofX.
Uniqueness of the symmetric extension and expression of its Dirichlet form
In the preceding section, we have started with an m-symmetric diffusion X 0 on S 0 satisfying conditions A.1,A.2,A.3,A.4, and constructed a processX on S satisfying properties (1),(2) stated in Thoerem 4.1. Let us call a process on S satisfying conditions (1),(2) a symmetric extension of X 0 . In this section, we are concerned with the uniqueness of a symmetric extension of X 0 and explicit expression of its Dirichlet form on L 2 (S; m). We aim at proving the following: Corollary 5.1 follows from Theorem 5.1 (i). We prepare a lemma before the proof of Theorem 5.1.
Assume that X = (X t , P x ) is an m-symmetric Hunt process on S and (E, F) is the associated Dirichlet form on L 2 (S; m). No regularity for the Dirichlet form (E, F) is assumed in advance.
In accordance with [13] , we set for a closed set F ⊂ S,
and call an increasing family {F n } of closed subsets of S an E-nest if the space
On the other hand, we call a set N ⊂ S an X-exceptional set if there exists a Borel set
A nearly Borel set N ⊂ S is called X-properly exceptional if m(N ) = 0 and S \ N is X-invariant in the sense that (ii) If {F n } is an E-nest, then Since the function of x on the left hand side of the above equation is X-excessive, it is finely continuous on S and hence the above equation holds q.e. by [6, Lemma 4.1.5].
(iii) Since (E, F) is associated with a Hunt process X, it must be quasi-regular by virtue of [13, Th.5.1].
Proof of Theorem 5.1. SinceX is not only a diffusion process but also a Hunt process on S, the Dirichlet form (E, F) ofX is quasi-regular by the above lemma.
Consequently we can invoke [2, Th.3.7] to find a regular Dirichlet space (S , m , F , E ) related to the quasi-regular Dirichlet space (S, m, F, E) by a quasi-homeomorphism q: there exist an E-nest {F n } on S and an E -nest {F n } on S such that q is a one to one mapping from
F n and its restriction on each F n is homeomorphic to F n . Further, m is the image measure of m by q and the space (F , E ) is also the image of (F, E) by q. Thus, if we put (Φu)(
We note that S \ S 1 (resp. S \ S 1 ) is E−(resp. E −)exceptional and, when N = q(N ), N is E-exceptional if and only if N is E -exceptional (cf.[2, Cor.3.6].) For a Borel set B ⊂ S, we denote by B ∆ the subset B ∪ ∆ of S ∆ with induced topology. The above q can then be extended to a homeomorphism between (F n ) ∆ and (F n ) ∆ for each n, where ∆ denotes the point at infnity of S (which is added as an isolated point when S is compact).
We now apply Lemma 5.1 to the above E-nest {F n } in finding anX-properly exceptional Borel setN ⊂ S containing S \ S 1 such that (5.3) holds for any x ∈ S \N. q is then a one to one mapping between S \N and S \N , wherê
In view of condition A.2 for X 0 , condition (2) forX and the above observation, the one point set {a} is notX-exceptional and consequently it is not E-exceptional by virtue of Lemma 5.1. Therefore a must be located in S \N and furthermore {a } is not E − exceptional, (5.5) where a = q(a) ⊂ S \N . The restriction ofX to S \N is a diffusion with no killing inside S \N and we denote it again byX = Ω, F t ,X t ,ζ,P x .
Let us transferX to a processX = Ω, F t ,X t ,ζ ,P x on S \N by the mapping q:
We may extend the state space ofX to S by making each point ofN trap. It is then easy to see thatX is a diffusion process on S with no killing inside S in the sense that
FurtherX is associated with the Dirichlet form (E , F ) which is regular. SinceX is a diffusion without killing inside S , (E , F ) must be strongly local (cf. Therefore (E , F ) andX fit the setting of §2 and they satisfy all the properties stated in Theorem 2.1 of §2. In particular, we have the next expressions of the resolvent and (E , F ) ofX in terms of the partX ,0 ofX on S 0 = S \{a } : if we denote the transition function and the resolvent ofX (resp.X ,0 ) by
where ϕ (resp. u α ) is the hitting (resp. α-order hitting) probability of {a } of the procesŝ
Notice that the part (E , F 0 ) of (E , F ) on S 0 is associated withX ,0 which can be sent from X 0 on S 0 by the mapping q in the same way as above on account of the property (2) ofX. Hence we have for x ∈ S \N 
We have obtained the expression (4.68) of the resolvent G α ofX. It then satifies (4.67) for all x ∈ S 0 because of the property (2) ofX. We can also readily get the assertions (ii) and (iii) of Theorem 5.1 using (5.4) and (5.10). As for (iv), we have obviouslŷ Therefore, a diffusionX on S can be constructed as in §4 and it is a unique msymmetric extension of X 0 with no killing inside S according to Theorem 4.2. The resolvent ofX has the expression
The Dirichlet form (E, F) ofX on L 2 (S; m) is regular, strongly local, irreducible and can be described as follows:
F e = {w = u 0 + cϕ : u 0 ∈ F 0,e , c constant}, 
