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Frobenius manifolds for elliptic root systems
Ikuo Satake
Abstract. In this paper, we show that the quotient space of the domain by
the reflection group for an elliptic root system has a structure of Frobenius
manifold for the case of codimension 1. We also give a characterization of this
Frobenius manifold structure under some suitable condition.
1. Introduction
A Frobenius manifold is a complex manifold whose holomorphic tangent bundle
has the following structures: a flat holomorphic metric and a product satisfying
some integrable condition. It is introduced by Dubrovin in order to represent the
integrable structures of the topological field theory. Its construction is important
from the viewpoint of mirror symmetry (cf. [6]).
For a Frobenius manifold, the notion of “the intersection form” is defined. It is
a holomorphic symmetric tensor on the cotangent bundle of the Frobenius manifold.
This is introduced in [14] in the context of singularity theory and defined in [4] for
Frobenius manifolds. Then we set the following problem:
Problem: Let (M, I∗) be a suitable pair where M is a complex manifold and I∗
is a holomorphic symmetric tensor on the cotangent bundle of M . Construct the
Frobenius manifold structure on M such that its intersection form coincides with
the tensor I∗.
If M is the complex orbit space of a finite irreducible Coxeter group and I∗ is
the tensor descended from the standard holomorphic metric, this problem is solved
by Saito [13], Dubrovin [4].
In this paper, we solve the problem for the complex orbit space of the reflection
group for an elliptic root system of codimension 1 with the tensor I∗ descended from
the standard holomorphic metric. It is a natural generalization of the complex orbit
space of a finite Coxeter group. We also show a strong uniqueness theorem which
asserts that the structure of Frobenius manifold whose intersection form coincides
with I∗ is unique under the condition that only the Euler vector field is fixed.
We remark that the complex orbit space of the reflection group for an elliptic
root system appears in various contexts and is studied from various viewpoints,
for example, invariant theory (I. N. Bernsˇte˘ın and O. V. Sˇvarcman [1], [2], E.
Looijenga [12], K. Saito [16]), characters of an affine Lie algebra (V. G. Kac and
D. H. Peterson [11], P. Slodowy [21]), the adjoint quotient of an elliptic Lie group
(S. Helmke and P. Slodowy [7]), Jacobi forms (K. Wirthmu¨ller [22]) and moduli
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spaces of theG-principal bundles over elliptic curves (R. Friedman and J.W. Morgan
[5]).
We shall explain the outline of our method of the construction of the Frobenius
manifold, which is almost parallel to the finite Coxeter group case [4]. Among the
structures of the Frobenius manifold, the flat metric J is already constructed by
Saito [16]. A multiplication on the tangent bundle is constructed as follows.
If we have a Frobenius manifold in general, we have the following diagram:
Product structure
(a)ւ ց (c)
Intersection form
(b)−→ Christoffel symbol
.
This diagram means that the product structure gives the intersection form (step
(a)), the intersection form defines its Levi-Civita connection and gives the Christof-
fel symbols (step (b)), therefore the product structure gives the Christoffel symbols
(step (c)).
For step (c), the structure coefficients Cαβγ of the product and the Christoffel
symbols Γαβγ have the simple relation ([4, p.194, Lemma 3.4]):
(1.1) Γαβγ = (d
β +
1−D
2
)Cαβγ
with respect to the flat coordinates of the Frobenius manifold, where D is a degree
of the flat metric (see Definition 3.4) of the Frobenius manifold and dβ is a degree
of the homogeneous flat coordinate tβ .
Thanks to the equation (1.1), the converse construction of the step (c) is pos-
sible for some cases, which gives a clue to solve our problem.
For the case of the complex orbit space of a finite irreducible Coxeter group,
the coefficients dβ + 1−D2 in (1.1) are all non-zero. Thus we could define C
αβ
γ by
Γαβγ . Furthermore we see that C
αβ
γ satisfies the conditions of Frobenius manifold
by the method of flat pencils.
For the case of the complex orbit space of the reflection group for an elliptic
root system of codimension 1, some coefficients dβ+ 1−D2 in (1.1) are zero. However
we could define Cαβγ by Γ
αβ
γ also for this case because of the property of the unit.
Then we see that Cαβγ satisfies the conditions of Frobenius manifold through case
by case argument and the technique of flat pencils.
By this argument, we have a uniqueness of the product structure if the unit vec-
tor field and the holomorphic metric is given (cf. [4, p.195, Remark 3.2]). However
we give a stronger uniqueness theorem which asserts that the Frobenius manifold
structure with intersection form I∗ is unique up to C∗-action under the condition
that only the Euler vector field is fixed.
Our results have an interesting application. A flat coordinate system t1, · · · , tµ
could be constructed by Jacobi forms for G2 case [17] and for E6 case [19]. Thus
the functions I∗(dti, dtj) on M for the symmetric tensor I∗ are represented by the
derivatives of these automorphic functions. On the other hand, the result that I∗ is
an intersection form of the Frobenius manifold means that the functions I∗(dti, dtj)
have a lot of differential relations. Thus we could obtain many differential relations
for these automorphic functions systematically. An explicit formula of differential
relations is partly announced in [18].
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In the results of this paper, the part of constructing the Frobenius manifold is
already announced in [18] in the form of an existence of a potential. For an explicit
calculation of the potential, it is done for D4 case [18] and for G2 case [3].
This paper is organized as follows.
In Section 2, we review the notions necessary for later sections. We introduce
a concept of an elliptic root system, the elliptic Weyl group, the domain E˜, the
symmetric tensor on E˜, invariant ring and the Euler operator. Here we introduce
new notions of a signed marking and an orientation of an elliptic root system. These
notions fit the natural definition of the domain E˜ which we shall study.
In Section 3, we give the results. We introduce the quotient space of E˜ by
the elliptic Weyl group and see that the symmetric tensor descends to the quotient
space. Then we assert that the quotient space has a structure of Frobenius mani-
fold which is compatible with the symmetric tensor under some suitable condition
(so-called “codimension 1”). We also assert a strong uniqueness theorem of the
structure of Fronbenius manifold.
In Section 4, we show that the quotient space have a structure of Frobenius
manifold. First we review the work of construction of holomorphic metric by [16].
Then we define the multiplication in a case by case manner. We construct the
potential of this product. This potential is used to show the properties of the
product. For these results, the technique of a flat pencil is necessary and we collect
the necesary results in the beginning of this section.
In Section 5, we give a strong uniqueness theorem which asserts that the Frobe-
nius manifold structure with intersection form I∗ is unique up to C∗-action under
the condition that only the Euler vector field is fixed.
The auther would like to thank Prof. Michihisa Wakui for his careful reading
of the manuscript and for his continuous encouragement.
2. Weyl group invariant ring
The purpose of this section is to review the invariant ring and the Euler operator
introduced in [16]. The notions of a signed marking and an orientation of an elliptic
root system are new.
2.1. Elliptic root system. In this subsection, we define an elliptic root sys-
tem and its orientation.
Let l be a positive integer. Let F be a real vector space of rank l + 2 with a
negative semi-definite or positive semi-definite symmetric bilinear form I : F ×F →
R, whose radical radI := {x ∈ F | I(x, y) = 0, ∀y ∈ F} is a vector space of rank 2.
For a non-isotropic element α ∈ F (i.e. I(α, α) 6= 0), we put α∨ := 2α/I(α, α) ∈ F .
The reflection wα with respect to α is defined by
(2.1) wα(u) := u− I(u, α∨)α (∀u ∈ F ).
Definition 2.1. ([15, p.104, Def. 1]) A set R of non-isotropic elements of F is
an elliptic root system belonging to (F, I) if it satisfies the axioms 1-4:
(1) The additive group generated by R in F , denoted by Q(R), is a full sub-
lattice of F . That is, the embedding Q(R) ⊂ F induces the isomorphism
: Q(R)⊗Z R ≃ F .
(2) I(α, β∨) ∈ Z for α, β ∈ R.
(3) wα(R) = R for ∀α ∈ R.
(4) If R = R1 ∪R2, with R1 ⊥ R2, then either R1 or R2 is void.
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For an elliptic root system R belonging to (F, I), the additive group radI∩Q(R)
is isomorphic to Z2.
Definition 2.2. An elliptic root system R is called oriented if the R-vector space
radI is oriented. A frame {a, b} of radI is called admissible if radI∩Q(R) ≃ Za⊕Zb
and it gives the orientation of radI.
Remark 2.3. If an elliptic root system (R,F, I) comes from vanishing cycles of a
Milnor fiber of a simple elliptic singularity, then radI ∩Q(R) ≃ H1(E∞,Z) for an
elliptic curve E∞ at infinity (cf. [16, p.18]). Then (R,F, I) is canonically oriented
by the complex structure of the elliptic curve E∞.
2.2. Hyperbolic extension and Weyl group. In this subsection, we define
a signed marking, a hyperbolic extension and its Weyl group.
Definition 2.4. Let R be an elliptic root system R belonging to (F, I). By a signed
marking, we mean a non-zero element a of radI ∩Q(R) such that Q(R)∩Ra = Za.
Hereafter we fix an oriented elliptic root system with a signed marking (R, a)
such that the quotient root system R/Ra (:= Image(R →֒ F → F/Ra)) is reduced
(i.e. α, cα ∈ R/Ra implies c ∈ {±1}).
Let F 1 be a real vector space of rank l+3 and I1 : F 1×F 1 → R an R-symmetric
bilinear form. The pair (F 1, I1) is called a hyperbolic extension of (F, I) if F 1
contains F as a linear subspace, radI1 = Ra and I1|F = I. A hyperbolic extension
is unique up to isomorphism. Hereafter we fix a hyperbolic extension (F 1, I1).
We define a reflection w˜α ∈ GL(F 1) by w˜α(u) := u− I1(u, α∨)α for u ∈ F 1.
We define a Weyl group W˜ (resp. W ) by
(2.2) W˜ := 〈w˜α |α ∈ R〉 (resp. W := 〈wα |α ∈ R〉).
We have a natural exact sequence:
(2.3) 0→ KZ → W˜ →W → 1,
where W˜ → W is given by the restriction of W˜ on F and KZ is the kernel of
W˜ →W . The group KZ is isomorphic to Z.
2.3. Domain. In this subsection, we define a domain E˜ for the oriented elliptic
root system with the signed marking (R, a) belonging to (F, I) such that R/Ra is
reduced.
For (F, I), the set {c ∈ R | the bilinear form cI defines a semi-positive even
lattice structure on Q(R)} has the unique element of the smallest absolute value.
We denote it by (IR : I).
Take b ∈ radI ∩ Q(R) such that {a, b} gives an admissible frame. Then we
could choose an isomorphism ϕ : Z ≃ KZ and λ˜ ∈ F 1 \ F such that
(2.4) ϕ(n) · λ˜ = λ˜− na (n ∈ Z), (IR : I)I(λ˜, b) > 0.
By the condition (2.4), λ˜ is unique up to adding an element of F , and such an
isomorphism ϕ is unique.
We define two domains:
E˜ := {x ∈ HomR(F 1,C) | 〈a, x〉 = 1, Im〈b, x〉 > 0 },(2.5)
H := {x ∈ HomR(radI,C) | 〈a, x〉 = 1, Im〈b, x〉 > 0 },(2.6)
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where 〈 , 〉 is the natural pairing F 1
C
× (F 1
C
)∗ → C and F 1
C
:= F 1 ⊗R C. We have a
natural projection
(2.7) π : E˜→ H.
For a root α ∈ R, we define the reflection hyperplane of E˜ by
(2.8) Hα := {x ∈ E˜ | 〈α, x〉 = 0 }.
We define a left action of W˜ on E˜ by
(2.9) 〈η, g · x〉 := 〈g−1η, x〉
for g ∈ W˜ , η ∈ F 1
C
, x ∈ E˜.
For a complex manifoldM , we denote byOM (resp. Ω1M , ΘM ) the sheaf of holo-
morphic functions (resp. holomorphic 1-forms, holomorphic vector fields). We de-
note byO(M) (resp. Ω1(M), Θ(M)) the module Γ(M,OM ) (resp. Γ(M,Ω1M ), Γ(M,ΘM )).
We define a vector field E′ on E˜ by the conditions
E′x = 0 (∀x ∈ F ), E′λ˜ = 1−2π√−1 .
The vector field E′ is uniquely determined by the condition (2.4).
We define a C-symmetric bilinear form I∗ on Ω1
E˜
. Since we have a canonical
isomorphism T ∗p E˜ ≃ C⊗R (F 1/Ra) for p ∈ E˜, we have an OE˜-bilinear form
(2.10) I∗ : Ω1
E˜
× Ω1
E˜
→ O
E˜
induced from I1 : F 1/Ra× F 1/Ra → R. We remark that LieE′I∗ = 0, where Lie
is the Lie derivative.
The action of W˜ on E˜ (resp. E˜ \ ∪α∈RHα) is properly discontinuous (resp.
properly discontinuous and fixed point free) (cf.[16]), thus the quotient space E˜/W˜
(resp. (E˜\∪α∈RHα)/W˜ ) has a structure of analytic space (resp. complex manifold).
We have the following diagram of analytic spaces:
(2.11)
(E˜ \ ∪α∈RHα)/W˜ i1−−−−→ E˜/W˜
π
y πy
H H
.
The morphism i1 is an open immersion and its image is open dense.
Since the tensors E′ and I∗ on E˜ are W˜ -invariant, these tensors descend to the
space (E˜ \ ∪α∈RHα)/W˜ :
E′ : Ω1
(E˜\∪α∈RHα)/W˜
→ O(E˜\∪α∈RHα)/W˜ ,(2.12)
I∗ : Ω1
(E˜\∪α∈RHα)/W˜
× Ω1
(E˜\∪α∈RHα)/W˜
→ O(E˜\∪α∈RHα)/W˜ .(2.13)
2.4. The Weyl group invariant ring. In order to extend the domain of the
definition of the tensors (2.12) and (2.13), we introduce the Weyl group invariant
ring SW , SW modules Ω1
S
W ,DerSW in this subsection and formulate the tensors
E′ and I∗ by these SW modules in the next subsection.
We define an OH-module SWk of W˜ -invariant functions parametrized by k ∈ Z
as the subsheaf of π∗OE˜ by
(2.14)
S
W
k (U) := {f ∈ π∗OE˜(U) | f(g · x) = f(x) (∀g ∈ W˜ , ∀x ∈ π−1(U)), E′f = kf}
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for an open set U ⊂ H.
We define the OH-graded algebra SW by
(2.15) SW :=
⊕
k∈Z
S
W
k .
We have injective homomorphisms
(2.16) SW → π∗OE˜/W˜ → π∗O(E˜\∪α∈RHα)/W˜ .
Theorem 2.5. ( [1], [2], [5], [11], [12], [22] )
The OH-graded algebra SW is an OH-free algebra, i.e.
(2.17) SW = OH[s1, · · · , sn−1]
for sj ∈ SWcj (H) with c1 ≥ c2 ≥ · · · ≥ cn−1 > 0 and n := l + 2. We remark that j
of sj is a suffix.
We introduce the n-th invariant sn ∈ SW0 (H). Since an element of radI natu-
rally gives an element of SW0 (H), we define s
n = b, where b ∈ radI is introduced in
Section 2.3. We put cn = 0. Then sj ∈ SWcj (H) for j = 1, · · · , n.
We define two SW -modules Ω1
S
W and DerSW .
For an open set U ⊂ H, we put
(2.18) Ω1
S
W (U) := Ω
1
S
W
(U)/C
,
where R.H.S. is the module of relative differential forms of a C-algebra SW (U).
Since SW is an OH-free algebra, Ω1
S
W defines a sheaf. Ω
1
S
W has an S
W -module
structure. We remark that since a local section of Ω1
S
W determines a local section
π∗Ω
1
E˜
and π∗Ω
1
E˜\∪α∈RHα
which is W˜ -invariant, there exists a natural lifting map
Ω1
S
W → π∗Ω1(E˜\∪α∈RHα)/W˜ .
We put
(2.19) Der
S
W := Hom
S
W (Ω1
S
W ,S
W ).
By the generators of SW , we have
(2.20) Ω1
S
W = ⊕ni=1SW dsi, DerSW = ⊕ni=1S
W ∂
∂si
.
2.5. Euler operator and bilinear form on the invariant ring. We define
the Euler operator E as a vector field on E˜ defined by
(2.21) E :=
1
c1
E′.
As in the case of E′ in (2.12), E defines a morphism
(2.22) E : Ω1
(E˜\∪α∈RHα)/W˜
→ O(E˜\∪α∈RHα)/W˜ .
By [16], we have the SW -homomorphism and SW -symmetric bilinear form:
E : Ω1
S
W → SW ,(2.23)
I∗ : Ω1
S
W × Ω1
S
W → SW(2.24)
FROBENIUS MANIFOLDS FOR ELLIPTIC ROOT SYSTEMS 7
with the following diagrams:
(2.25)
π∗Ω
1
(E˜\∪α∈RHα)/W˜
E−−−−→ π∗O(E˜\∪α∈RHα)/W˜x x
Ω1
S
W
E−−−−→ SW
,
(2.26)
I∗ : π∗Ω
1
(E˜\∪α∈RHα)/W˜
×π∗Ω1(E˜\∪α∈RHα)/W˜ −−−−→ π∗O(E˜\∪α∈RHα)/W˜x x x
I∗ : Ω1
S
W × Ω1
S
W −−−−→ SW ,
where the upper line of (2.25) is induced by (2.22) and the upper line of (2.26) is
induced by (2.13). The morphisms (2.23) and (2.24) are uniquely characterized
by the diagrams (2.25) and (2.26) respectively because SW → π∗O(E˜\∪α∈RHα)/W˜
is injective.
3. Results
In this section, we first define the Weyl group quotient space E˜//W˜ for E˜ and
W˜ defined in Section 2. Then we assert that E˜//W˜ has a structure of Frobenius
manifold under some suitable condition.
3.1. Weyl group quotient space. In this subsection, we define the Weyl
group quotient space and study the tensors on it.
Let E˜, H be the domains and W˜ be the Weyl group defined in Section 2.
Let (An) and (Set) be categories of analytic spaces and sets, respectively. Let
((An)/H)◦ be the dual category of the category of H-objects. Since the OH-algebra
S
W is of finite presentation (Theorem 2.5), the analytic space SpecanSW could be
defined by [10]. We define the Weyl group quotient space E˜//W˜ by
(3.1) E˜//W˜ := SpecanSW .
We denote the structure morphism E˜//W˜ → H also by π. The space E˜//W˜ is
isomorphic to H × Cn−1 by Theorem 2.5.
By definition of Specan, there exists a natural isomorphism:
Hom(An)/H(X, E˜//W˜ ) ≃ HomOX (f∗SW ,OX)
for an object f : X → H of the category (An)/H. Since there exists a canonical
isomorphism: HomOX (f
∗
S
W ,OX) ≃ HomOH(SW , f∗OX), we have
(3.2) Hom(An)/H(X, E˜//W˜ ) ≃ HomOH(SW , f∗OX).
We define a ringed space (H,SW ) by the space H with the sheaf SW . We
define a morphism of the category of ringed spaces:
(3.3) ϕ : (E˜//W˜ ,O
E˜//W˜ )→ (H,SW )
by the mapping π : E˜//W˜ → H and the morphism
(3.4) φ : SW → π∗OE˜//W˜
which corresponds to the identity element of Hom(An)/H(E˜//W˜ , E˜//W˜ ) by (3.2).
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Proposition 3.1. We have the canonical isomorphism:
(3.5) ϕ∗Ω1
S
W ≃ Ω1
E˜//W˜
.
Proof. We define the ringed space (E˜//W˜ alg,O
E˜//W˜alg ) as follows: As a
set, E˜//W˜ alg = E˜//W˜ . A topology on E˜//W˜ alg is introduced so that {(U, f) ⊂
E˜//W˜ alg |U ⊂ H : open, f ∈ Γ(U,SW )} becomes an open basis, where (U, f) :=
{x ∈ E˜//W˜ alg |π(x) ∈ U, f(x) 6= 0 }. We define the sheaf O
E˜//W˜alg associated with
the presheaf O
E˜//W˜alg ((U, f)) := Γ(U,S
W )f for an open set (U, f).
The morphism ϕ : (E˜//W˜ ,O
E˜//W˜ )→ (H,SW ) factors as the composite of the
morphisms:
(3.6) (E˜//W˜ ,O
E˜//W˜ )
ϕ1→ (E˜//W˜ alg,O
E˜//W˜alg )
ϕ2→ (H,SW ).
We define a sheaf Ω1
E˜//W˜alg
on E˜//W˜ alg as a sheafification of the presheaf
(3.7) (U, f) 7→ Ω1
S
W (U)f .
Then we have a natural isomorphism
(3.8) ϕ∗2Ω
1
S
W ≃ Ω1
E˜//W˜alg
by a discussion of an affine morphism in scheme theory. Also we have a natural
isomorphism
(3.9) ϕ∗1Ω
1
E˜//W˜alg
≃ Ω1
E˜//W˜
because an O
E˜//W˜alg -locally free basis of algebraic 1-forms is regarded as an OE˜//W˜ -
locally free basis of analytic 1-forms. 
We define the O
E˜//W˜ -homomorphism and OE˜//W˜ -symmetric bilinear form
E : Ω1
E˜//W˜
→ O
E˜//W˜ ,(3.10)
I∗
E˜//W˜
: Ω1
E˜//W˜
× Ω1
E˜//W˜
→ O
E˜//W˜ ,(3.11)
by taking the pull-back of (2.23) and (2.24) by ϕ.
We shall see the relation between (3.10) (resp. (3.11)) on E˜//W˜ and (2.22)
(resp. (2.13)) on (E˜ \ ∪α∈RHα)/W˜ .
By (3.2), a natural inclusion SW →֒ π∗OE˜/W˜ corresponds to the mapping
(3.12) i2 : E˜/W˜ → E˜//W˜ .
By [16], the morphism i2 is an open immersion and we have E˜//W˜ ≃ E˜/W˜∪H. The
composite mapping (E˜ \∪α∈RHα)/W˜ i1→ E˜/W˜ i2→ E˜//W˜ is also an open immersion
and its image is open dense.
We have the following diagram of ringed spaces:
(3.13)
((E˜ \ ∪α∈RHα)/W˜ ,O(E˜\∪α∈RHα)/W˜ )
i1−−−−→ (E˜/W˜ ,O
E˜/W˜ )
i2−−−−→ (E˜//W˜ ,O
E˜//W˜ )
π
y πy ϕy
(H,OH) (H,OH) ←−−−− (H,SW )
.
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Proposition 3.2. The O(E˜\∪α∈RHα)/W˜ -homomorphism (2.22) (resp. the O(E˜\∪α∈RHα)/W˜ -
symmetric bilinear form (2.13)) is uniquely extended to the O
E˜//W˜ -homomorphism
Ω1
E˜//W˜
→ O
E˜//W˜ (resp. OE˜//W˜ -symmetric bilinear form Ω1E˜//W˜×Ω1E˜//W˜ → OE˜//W˜ )
and coincides with (3.10) (resp. (3.11)).
Proof. Since the image of the open immersion i2 ◦ i1 is open dense, we should
only prove that the pull-back of (3.10)(resp. (3.11)) by i2 ◦ i1 coincides with
(2.22)(resp. (2.13)). The former is the pull-back of (2.23)(resp. (2.24)) by ϕ◦i2◦i1.
The latter could be written as E : (ϕ ◦ i2 ◦ i1)∗Ω1
S
W → (ϕ ◦ i2 ◦ i1)∗SW (resp.
I∗ : (ϕ ◦ i2 ◦ i1)∗Ω1
S
W × (ϕ ◦ i2 ◦ i1)∗Ω1
S
W → (ϕ ◦ i2 ◦ i1)∗SW ).
Then we have the result by applying the following lemma to (2.25) and (2.26)
using the fact that (ϕ ◦ i2 ◦ i1)∗ = π∗. 
Lemma 3.3. Let f : (X,OX) → (Y,OY ) be a morphism of ringed spaces. Let
F ,G be OY -modules. If we have α : f∗F → f∗G, β : F → G and a commutative
diagram:
(3.14)
f∗f
∗F f∗α−−−−→ f∗f∗Gx x
F β−−−−→ G
for the natural morphisms F → f∗f∗F and G → f∗f∗G, then we have α = f∗β.
Proof. By the naturality of f∗f∗ → id., we have the commutative diagram:
(3.15)
f∗F α−−−−→ f∗Gx x
f∗f∗f
∗F f
∗f∗α−−−−→ f∗f∗f∗Gx x
f∗F f
∗β−−−−→ f∗G.
Since the composite morphism f∗F → f∗f∗f∗F → f∗F is the identity morphism,
we have the result. 
3.2. Frobenius manifold. In this section, we give the main theorem which
asserts that the space E˜//W˜ admits a structure of Frobenius manifold and it is
unique up to C∗ action under some suitable condition.
We first remind the definition of Frobenius manifold and its intersection form.
Definition 3.4. ([8, p.146, Def. 9.1]) A Frobenius manifold is a tuple (M, ◦, e, E, g)
where M is a complex manifold of dimension ≥ 1 with holomorphic metric g and
multiplication ◦ on the tangent bundle, e is a global unit field and E is another
global vector field, subject to the following conditions:
(1) the metric is invariant under the multiplication, i.e., g(X◦Y, Z) = g(X,Y ◦
Z) for local sections X,Y, Z ∈ ΘM ,
(2) (potentiality) the (3, 1)-tensor∇◦ is symmetric (here, ∇ is the Levi-Civita
connection of the metric), i.e., ∇X(Y ◦ Z) − Y ◦ ∇X(Z) −∇Y (X ◦ Z) +
X ◦ ∇Y (Z)− [X,Y ] ◦ Z = 0, for local sections X,Y, Z ∈ ΘM ,
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(3) the metric g is flat,
(4) e is a unit field and it is flat, i.e. ∇e = 0,
(5) the Euler field E satisfies LieE(◦) = 1 · ◦ and LieE(g) = D · g for some
D ∈ C.
Definition 3.5. ([4, p.191]) For a Frobenius manifold (M, ◦, e, E, g), we define an
intersection form h∗ : Ω1M × Ω1M → OM by
(3.16) h∗(ω1, ω2) = g(E, g
∗(ω1) ◦ g∗(ω2))
where g∗ : Ω1M → ΘM is the isomorphism induced by g.
For the oriented elliptic root system with the signed marking (R, a) such that
R/Ra is reduced, the condition c1 > c2 is called “codimension 1” in [16].
Theorem 3.6. If the oriented elliptic root system with the signed marking (R, a)
such that R/Ra is reduced satisfies the condition of codimension 1, then we have
the following results.
(1) E˜//W˜ has a structure of Frobenius manifold (E˜//W˜ , ◦, e, E, J) with the follow-
ing conditions:
(1) E is the Euler field defined in (3.10).
(2) I∗
E˜//W˜
gives the intersection form of a Frobenius manifold (E˜//W˜ , ◦, e, E, J).
(2) For c ∈ C∗, (E˜//W˜ , c−1◦, ce, E, c−1J) is also a Frobenius manifold satisfying
conditions of (1).
(3) Let (E˜//W˜ , ◦′, e′, E′, J ′) be a Frobenius manifold which satisfies conditions of
(1). Then there exists c ∈ C∗ such that (E˜//W˜ , ◦′, e′, E′, J ′) = (E˜//W˜ , c−1◦, ce, E, c−1J).
Remark 3.7. In the definition of Frobenius manifold, the homogeneity LieE(J) =
D · J for some D ∈ C is assumed. By the equation (3.16), D must be 1 because
LieEI
∗
E˜//W˜
= 0 and LieE(◦) = ◦.
Remark 3.8. The existence of the holomorphic metric J is already shown in [16].
The existence of the product sturcture is already announced in [18] in the form of
the existence of the potential.
4. Construction of Frobenius manifold structure
In this section, we give the proof of Theorem 3.6(1), that is, the existence of
Frobenius manifold structure on E˜//W˜ . In Section 4.1, we review a construction
[16] of a flat metric on E˜//W˜ (Proposition 4.2) and flat coordinates. In Section
4.2, we recall the notion of a flat pencil. In Section 4.3, we construct a product
structure on the tangent space of E˜//W˜ . In Section 4.4, we construct a potential
of the product. In Section 4.5, we show the properties of the product. In Section
4.6, we show that these constructions give a Frobenius manifold structure.
Hereafter we shall calculate tensors by using indices. In that case, we use
Einstein’s summation convention, that is, if an upper index of one tensor and a
lower of the other tensor coincide, then we take summation for the same letter.
4.1. A construction of a flat metric and flat coordinates. Let E˜//W˜ be
the Weyl group quotient space defined in (3.1). Hereafter we assume that (R, a)
is codimension 1.
We prepare the relation between SW -modules and O
E˜//W˜ -modules.
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We first define a notion of degree. For f ∈ SW and d ∈ Q, if Ef = df , then we
call d the degree of f . For f ∈ SWk , the degree of f is kc1 . Especially the degree of
si in Theorem 2.5 is di := c
i
c1 (i = 1, · · · , n), i.e.
(4.1) Esi = disi (i = 1, · · · , n), 1 = d1 > d2 ≥ · · · ≥ dn−1 > dn = 0.
A degree is defined also for local sections of Ω1
S
W and DerSW . They have S
W -free
homogeneous generators by (2.20).
We have morphisms:
S
W → ϕ∗ϕ∗SW ≃ ϕ∗OE˜//W˜ ,(4.2)
Ω1
S
W → ϕ∗ϕ∗Ω1
S
W ≃ ϕ∗Ω1E˜//W˜ ,(4.3)
Der
S
W → ϕ∗ϕ∗DerSW ≃ ϕ∗ΘE˜//W˜ .(4.4)
where (4.2) is φ : SW → π∗OE˜//W˜ defined in (3.4). The morphisms (4.3) and
(4.4) are defined for a morphism ϕ : (E˜//W˜ ,O
E˜//W˜ )→ (H,SW ).
Proposition 4.1. The morphisms (4.2), (4.3) and (4.4) are injective. A homo-
geneous local section with respect to the Euler operator E ∈ Θ(E˜//W˜ ) of ϕ∗OE˜//W˜
(resp. ϕ∗Ω
1
E˜//W˜
, ϕ∗ΘE˜//W˜ ) is an image of S
W (resp. Ω1
S
W , DerSW ).
Proof. The morphism ϕ decomposes into ϕ = ϕ2 ◦ ϕ1 as in the proof of
proposition 3.5. For a SW -module M, we have M ≃ ϕ2∗ϕ∗2M because ϕ2 is
an analogue of affine morphism of scheme theory. Also ϕ∗2M → ϕ1∗ϕ∗1(ϕ∗2M) is
injective because ϕ1 is faithfully flat by [20]. Thus we obtain the injectivity of
M→ ϕ∗ϕ∗M.
By semi-positivity of the degrees of s1, · · · , sn, a homogeneous section of ϕ∗OE˜//W˜
is an image of (4.2). Since Ω1
S
W (resp. DerSW ) is a S
W -free with homogeneous
generator ds1, · · · , dsn (resp. ∂∂s1 , · · · , ∂∂sn ), the morphism (4.3) (resp. (4.4)) is
written as
⊕ni=1SWdsi → ⊕ni=1ϕ∗OE˜//W˜ dsi,(4.5)
(resp.⊕ni=1 SW
∂
∂si
→ ⊕ni=1ϕ∗OE˜//W˜
∂
∂si
).(4.6)
Then the assersion is obvious. 
We prepare the notations. We put SWk := S
W
k (H), S
W := SW (H). Then SW
is an O(H)-free algebra:
(4.7) SW = O(H)[s1, · · · , sn−1].
We define SW -modules:
DerSW := DerSW (H),(4.8)
Ω1SW := Ω
1
S
W (H).(4.9)
We put
DerlowestSW := {δ ∈ Θ(E˜//W˜ ) | [E, δ] = −δ, δ is non-singular },(4.10)
Ωδ := {ω ∈ Ω1E˜//W˜ |Lieδω = 0 } for δ ∈ DerlowestSW ,(4.11)
V := {δ ∈ DerlowestSW | δ2I∗E˜//W˜ (ω, ω′) = 0 , ∀ω, ω′ ∈ Ωδ }.(4.12)
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Using generators s1, · · · , sn in Theorem2.5, we have DerlowestSW = O∗(H) ∂∂s1 by
proposition 4.1. In [16] it is shown that V is non-empty and for any δ ∈ V ,
(4.13) V = C∗δ.
The following proposition gives a flat metric on E˜//W˜ .
Proposition 4.2. ([16]) Take an arbitrary element ê of V . Then there exists a
unique non-degenerate SW -symmetric bilinear form
(4.14) Ĵ : Der
S
W ×Der
S
W → SW
and its pull-back of (4.14) by ϕ in (3.3):
(4.15) Ĵ : Θ
E˜//W˜ ×ΘE˜//W˜ → OE˜//W˜ .
which is a non-degenerate O
E˜//W˜ -symmetric bilinear form.
They are characterized by the property
(4.16) Ĵ∗(ω1, ω2) = êI
∗
E˜//W˜
(ω1, ω2)
for the dual metric of (4.15) and ω1, ω2 ∈ Ω1be.
Ĵ is homogeneous of degree 1, i.e. LieE(Ĵ) = Ĵ . Furthermore, the Levi-Civita
connection ∇ bJ for Ĵ is flat and ∇ bJ ê = 0.
We introduce flat coordinates. Since E˜//W˜ is simply-connected, we could take
functions whose differential are flat with respect to Ĵ . In Lemma 4.3, we show that
they generate the ring SW , thus they give global coordinates for E˜//W˜ .
Lemma 4.3. (1) There exist holomorphic functions t1, · · · , tn ∈ SW such that
(i) {dt1, · · · , dtn} gives a C-basis of flat sections of Ω1
E˜//W˜
with respect to Ĵ on
E˜//W˜ .
(ii) t1, · · · , tn are homogeneous elements of SW with degree di (i.e. Eti = diti),
where di is defined in (4.1).
(iii) tn = sn, where sn is defined after Theorem 2.5.
(iv) ê = ∂∂t1 .
(2) For t1, · · · , tn, we have the following results:
(i) SW = OH[t1, · · · , tn−1].
(ii) t1, · · · , tn give global coordinates on E˜//W˜ .
(iii) Ω1SW = ⊕nα=1SWdtα. We remark that we use Greek letter for the suffix.
(iv) We prepare elements ∂∂tα ∈ DerSW by ∂∂tα tβ = δβα. Then we have DerSW =
⊕nα=1SW ∂∂tα .
Proof. Since E˜//W˜ is simply-connected, the space
(4.17) H1 := {ω ∈ Γ(E˜//W˜ ,Ω1
E˜//W˜
) | ∇ bJω = 0}.
is n-dimensional. We see that any element of H1 is closed because ∇ bJ is torsion-
free. Since LieEĴ = Ĵ , a tensor ∇ bJE is flat ([8, p.147]). Then E acts on H1. Thus
H1 is identified with
(4.18) H2 := {ω ∈ Γ(H,Ω1
S
W ) | ∇ bJω = 0}.
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by (4.3). Since ϕ is faithfully flat, the sequence
(4.19) 0→ C→ SW → Ω1
S
W → Ω2
S
W → · · ·
is exact. Thus we have an exact sequence
(4.20) 0→ C→ SW → Ω1SW → Ω2SW → · · ·
because each homogeneous part of each graded module of (4.19) is coherent and
the domain H is Stein. Then we could take t1, · · · , tn ∈ SW satisfying (1)(i). We
could take t1, · · · , tn ∈ SW so that t1, · · · , tn are homogeneous of degree deg t1 ≥
· · · ≥ deg tn. Since the Jacobian ∂(t1,··· ,tn)∂(s1,··· ,sn) is not 0, degrees of ti must be di. For a
proof of (1)(iii)(iv), see [16].
We prove (2). For the proof of (2)(i), we first list up the set of degree of sα.
Put {d1, · · · , dn} = {p1, · · · , pm} such that 1 = p1 > p2 > · · · > pm = 0. We
put Qi = {α | dα = pi}.
We show sα ∈ O(H)[t1, · · · , tn−1] for α ∈ Qi by induction on i, that is, we
show it in the order of i = m, i = m− 1, i = m− 2, · · · inductively.
If i = m, then Qm = {n} and we have sn ∈ O(H), thus the assertion is proved
for this case.
If i = m − 1, then for α ∈ Qm−1, we have tα = ∑β∈Qm−1 fαβsβ with fαβ ∈
O(H). The matrix (fαβ) of size #Qm−1 is invertible because the Jacobian ( ∂tα∂sβ )
of size n is upper-triangular and invertible. Thus sβ ∈ O(H)[t1, · · · , tn−1] for
β ∈ Qm−1.
We assume that sα ∈ O(H)[t1, · · · , tn−1] for α ∈ Qi+1 (1 ≤ i ≤ m− 2).
Then by the parallel discussion as above, we could show that sα (α ∈ Qi) is
a linear combination of tα (α ∈ Qi) modulo O(H)-coefficient polynomials sγ with
deg sγ < pi. By the assumption of induction, we have s
α ∈ O(H)[t1, · · · , tn−1] for
α ∈ Qi. Thus we have (2)(i).
(2)(ii), (2)(iii), (2)(iv) are direct consequences of (2)(i). 
We call these elements t1, · · · , tn ∈ SW with the properties of Lemma 4.3(1)
the flat coordinates.
4.2. Flat pencil. The purpose of Section 4.2 is to recall the notion of a flat
pencil. We obtain special properties of the Christoffel symbols with respect to flat
coordinates by the technique of a flat pencil by the parallel discussion of [4]. They
are summarized in Proposition 4.6. They will be used to construct a product in
Section 4.3. and its potential in Section 4.4.
First we introduce the rational extensions both of a symmetric SW -bilinear
form and its Levi-Civita connection. LetK(SW ) be the quotient field of the integral
domain SW . We define Ω1K(SW ) and DerK(SW ) by
(4.21) Ω1K(SW ) := K(S
W )⊗SW Ω1SW , DerK(SW ) := K(SW )⊗SW DerSW .
Let h∗ : Ω1SW×Ω1SW → SW be a symmetric SW -bilinear form with 0 6= deth∗(dsα, dsβ) ∈
SW . It induces the K(SW )-linear extension of h∗:
h∗ : Ω1K(SW ) × Ω1K(SW ) → K(SW ),(4.22)
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which is non-degenerate because deth∗(dsα, dsβ) is a unit in K(SW ). The Levi-
Civita connection and its dual:
∇h∗ : DerK(SW ) × DerK(SW ) → DerK(SW ),(4.23)
∇h∗ : DerK(SW ) × Ω1K(SW ) → Ω1K(SW )(4.24)
are defined and characterized by the metric condition ∇h∗h∗ = 0 and torsion free
condition ∇h∗δ δ′ −∇h
∗
δ′ δ = [δ, δ
′] for δ, δ′ ∈ DerK(SW ). We call the K(SW )-bilinear
form h∗ flat if the curvature of ∇h∗ vanishes, i.e.
(4.25) ∇h∗δ ∇h
∗
δ′ −∇h
∗
δ′ ∇h
∗
δ = ∇h
∗
[δ,δ′]
for any δ, δ′ ∈ DerK(SW ).
We shall come back to our situation. We remind that
(4.26) I∗ : Ω1SW × Ω1SW → SW
is defined as a global section of (2.24).
The K(SW )-linear extension of I∗ is non-degenerate and flat because I∗
E˜//W˜
is
non-degenerate and flat on the open dense subset (E˜ \ ∪α∈RHα)/W˜ ⊂ E˜//W˜ by
Proposition 3.2.
Taking a global section on H of the dual tensor Ĵ∗ of Ĵ in (4.14), we have
(4.27) Ĵ∗ : Ω1SW × Ω1SW → SW .
The K(SW )-linear extension of Ĵ∗ is non-degenerate and flat by Proposition 4.2.
We denote the Levi-Civita connections for K(SW )-linear extensions I∗ and Ĵ∗
by ∇I∗ and ∇ bJ∗ respectively.
Hereafter we use the flat coordinates t1, · · · , tn ∈ SW introduced in Lemma
4.3(1).
We fix some notations. We simply denote ∂∂tα by ∂α. Thus ê = ∂1. We put
(4.28) ηαβ := Ĵ∗(dtα, dtβ) ∈ C.
We have det(ηαβ) 6= 0 because the set {dt1, · · · , dtn} is an SW -free basis of Ω1SW ,
and Ĵ is non-degenerate. The complex numbers ηαβ are determined by the property
(4.29) ηαβη
βγ = δγα,
where we take summation for the same letter.
We put
(4.30) gαβ := I∗(dtα, dtβ) ∈ SW .
We put
(4.31) Γαβγ := I
∗(dtα,∇I∗γ dtβ) ∈ K(SW ), where ∇I
∗
γ := ∇I
∗
∂γ .
Proposition 4.4. Let t1, · · · , tn be the flat coordinates defined as above.
(1) Γαβγ is an element of S
W .
(2) gαβ and Γαβγ satisfy
(4.32) ∂21(g
αβ) = 0, ∂21(Γ
αβ
γ ) = 0.
(3) det(∂1g
αβ) is a unit in SW .
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Proof. (1) is a direct consequence of the results of [16]. We only give the
outline. By [16, p.43, (6.7)], ∇I∗γ dtβ becomes a logarithmic form in the sense of
[16]. Meanwhile I∗(ω, ω′) is an element of SW for ω ∈ Ω1SW and a logarithmic form
ω′ by [16, p.38, (5.5.1)]. Thus we obtain the assertion of (1).
For the proof of (2), we first check the degrees of (∂1)
2gαβ and (∂1)
2Γαβγ . We
have
(4.33) deg(∂1)
2gαβ = dα + dβ − 2 ≤ 0, deg(∂1)2Γαβγ = dα + dβ − dγ − 2 ≤ 0.
Their degrees are 0 only when α = β = 1, γ = n. In this case, (∂1)
2g11 = (ê)2g11 =
êη11 = 0. We show (∂1)
2Γ11n = 0. Since
Γ11n = I
∗(dt1,∇I∗n dt1) =
1
2
∂nI
∗(dt1, dt1) =
1
2
∂ng
11,
it follows that (∂1)
2Γ11n =
1
2∂n(∂1)
2g11 = 0. In the case where degrees are negative,
then (∂1)
2gαβ = (∂1)
2Γαβγ = 0.
For a proof of (3), we remind that Ĵ∗ is non-degenerate. Thus det J∗(dtα, dtβ) =
det(∂1g
αβ) is a unit in SW . 
We show that I∗ and Ĵ∗ give a flat pencil in the sense of [4, p.194, Def. 3.1].
Proposition 4.5. K(SW )-linear extensions
I∗ : Ω1K(SW ) × Ω1K(SW ) → K(SW ),(4.34)
Ĵ∗ : Ω1K(SW ) × Ω1K(SW ) → K(SW )(4.35)
form a flat pencil [4, p194 (3.35)]. Namely, if we put I∗λ := I
∗+λĴ∗ for any λ ∈ C,
we have the following.
(1) I∗λ is non-degenerate and flat.
(2) Let ∇λ be the Levi-Civita connection for I∗λ. Then the equality
(4.36) I∗λ(ω1,∇λδω2) = I∗(ω1,∇I
∗
δ ω2) + λĴ
∗(ω1,∇ bJ
∗
δ ω2)
holds for ω1, ω2 ∈ Ω1SW , δ ∈ DerSW .
Proof. The proof is completely parallel to Lemma D.1 in [4, p.227].
We assert that for any (r, s) ∈ C2 \ {(0, 0)}, the tensor rgαβ + s∂1gαβ is non-
degenerate, flat and its Christoffel symbol Γαβ(r,s) γ equals rΓ
αβ
γ + s∂1Γ
αβ
γ .
We show that the proposition follows from this assertion. We obtain (1) by
(r, s) = (1, λ) because ∂1g
αβ = ηαβ . If (r, s) = (0, 1), then we see that ∂1Γ
αβ
γ is a
Christoffel symbol of ∂1g
αβ = ηαβ . Thus we obtain (2) by (r, s) = (1, λ).
We show the assertion. Using the flat coordinates, we regard gαβ and Γαβγ as
functions on flat coordinates, i.e.
(4.37) gαβ(t1, · · · , tn), Γαβγ (t1, · · · , tn).
We assume that r 6= 0. Then rgαβ(t1+ sr , t2, · · · , tn) is non-degenerate, flat and
its Christoffel symbol is rΓαβγ (t
1+ sr , t
2, · · · , tn). Since gαβ(t1, · · · , tn),Γαβγ (t1, · · · , tn)
are polynomial functions of degree 1 with respect to t1 by (4.32), we have
rgαβ(t1 +
s
r
, t2, · · · , tn) = rgαβ(t1, · · · , tn) + s∂1gαβ(t1, · · · , tn),(4.38)
rΓαβγ (t
1 +
s
r
, t2, · · · , tn) = rΓαβγ (t1, · · · , tn) + s∂1Γαβγ (t1, · · · , tn).(4.39)
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Thus we proved the assertion for the case r 6= 0.
For the case of r = 0, s∂1g
αβ = sηαβ is non-degenerate and flat because s 6= 0.
On Christoffel symbol, we see that Γαβ(r,s) γ − [rΓαβγ + s∂1Γαβγ ] is a rational function
with respect to (r, s). Since it is 0 on the domain r 6= 0, we see that it is 0 for any
(r, s) ∈ C2 \ {(0, 0)}. Thus we proved the assertion. 
The following is a direct consequence of Proposition 4.5 (cf. [4, p.226, (D.1a),
(D.2)]) and (4.20).
Proposition 4.6. (1) There exists a homogeneous element fβ ∈ SW satisfying the
following relations
(4.40) Γαβγ = η
αǫ∂ǫ∂γf
β (α, γ = 1, · · · , n).
(2) We have
(4.41) Γαβγ Γ
γδ
µ = Γ
αδ
γ Γ
γβ
µ (α, β, δ, µ = 1, · · · , n).
We use the following results in Section 4.4 and 4.5.
Lemma 4.7. We have
gnα = η1ndαtα,(4.42)
Γαnβ = 0,(4.43)
Γnαβ = η
1ndαδαβ .(4.44)
Proof. For (4.42), we should prove
(4.45) I∗(dtn) = η1nE.
We define the SW -isomorphism
(4.46) DerSW
∼→ Ω1SW , δ 7→ Ĵ(δ, ·)
induced by Ĵ : DerSW ×DerSW → SW and denote it also by Ĵ . By [16, p.51, (9.8),
Assertion(iii)] and [16, p.52, (9.9), Cor.], we have
(4.47) I∗(Ĵ(ê)) = E.
We remark that the Euler field E in [16, p.38, (5.4.3)] corresponds to our operator
E′. Then by dtn = ηknĴ( ∂
∂tk
) = η1nĴ( ∂∂t1 ) = η
1nĴ(ê), we have the result.
For (4.43), we should prove
(4.48) ∇I∗β dtn = 0
because Γαnβ = I
∗(dtα,∇I∗β dtn) by definition. Since we have
∇I∗β dtn = ∇I
∗
β (I
∗)−1(η1nE) = η1n(I∗)−1(∇I∗β E) = 0
by (4.45) and ∇I∗β E = 0 (cf. [16, p.43, (6.6)]), we have the result.
For (4.44), we have
(4.49) ∂βg
nα = I∗(∇I∗β dtn, dtα) + I∗(dtn,∇I
∗
β dt
α) = Γαnβ + Γ
nα
β .
By (4.42) and (4.43), we have (4.44). 
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4.3. A construction of a product. The purpose of this subsection is to
define a product.
Let t1, · · · , tn be the flat coordinates defined right after Lemma 4.3.
In order to explain the definition of (4.53), we assume in this paragraph
that there exists a product structure ◦ on the tangent bundle of E˜//W˜ such that
(E˜//W˜ , ◦, ê, E, Ĵ) becomes a Frobenius manifold. Under this assumption, we ob-
tain the following properties. We put the structure coefficients Cαβγ with respect
to the O
E˜//W˜ -free basis Ĵ
∗(dt1), · · · , Ĵ∗(dtn) by the equations:
Ĵ∗(dtα) ◦ Ĵ∗(dtβ) = Cαβγ Ĵ∗(dtγ).
Then by the uniqueness of the Levi-Civita connection with respect to the tensor
I∗
E˜//W˜
, we have ([4, p.194, Lemma 3.4])
(4.50) Γαβγ = d
βCαβγ .
Also by the equation Ĵ∗(dtn) = η1n∂1 = η
1nê, we have
(4.51) Cαnγ = η
1nδαγ .
By the equations (4.50), (4.51) and the fact that dβ 6= 0 if β 6= n, we see that the
product structure is unique if it exists.
Therefore we define the new product ◦̂ by the equations:
(4.52) Ĵ∗(dtα) ◦̂ Ĵ∗(dtβ) := Ĉαβγ Ĵ∗(dtγ)
where
(4.53) Ĉαβγ :=
{
1
dβ
Γαβγ if β 6= n,
η1nδαγ if β = n.
This definition does not depend on the choice of the flat coordinates t1, · · · , tn.
By SW -linear extension, we have
(4.54) ◦̂ : Der
S
W ×Der
S
W → Der
S
W .
By taking a pull-back of (4.54) by ϕ in (3.3), we define a product
(4.55) ◦̂ : Θ
E˜//W˜ ×ΘE˜//W˜ → ΘE˜//W˜ .
We shall show that (E˜//W˜ , ◦̂, ê, E, Ĵ) becomes a Frobenius manifold in the
following subsections.
4.4. Existence of a potential. The purpose of this subsection is to show
the existence of a potential for the product defined in Section 4.3. We give it in
Proposition 4.8 adding to the ambiguity of a potential.
We explain the idea of the construction of a potential F . We construct a
potential of the product by a technique of a flat pencil which is similar to the finite
Coxeter group case [4]. But our product ◦̂ is defined in a case by case manner (cf.
(4.53)). Thus we need to check the compatibility conditions also in a case by case
manner.
Let t1, · · · , tn be the flat coordinates defined right after Lemma 4.3.
18 IKUO SATAKE
Proposition 4.8. (1) There exists F ∈ SW of degree 2 such that
(4.56) Ĵ(X ◦̂ Y, Z) = XY ZF
for flat vector fields X,Y, Z on E˜//W˜ with respect to Ĵ . Such F is unique up to
adding c(t1)2 for some c ∈ C.
(2) For any F ∈ SW satisfying (4.56), we have
(4.57) I∗
E˜//W˜
(ω, ω′) = EĴ∗(ω)Ĵ∗(ω′)F
for flat 1-forms ω, ω′ on E˜//W˜ with respect to Ĵ . Conversely any degree 2 element
F ∈ SW satisfying (4.57) satisfies (4.56).
Proof. The assertions are all linear with respect to flat 1-forms ω, ω′ and a flat
vector field X,Y, Z. Then we should only prove the following assertions (a),(b),(c):
(a) There exists F ∈ SW of degree 2 such that
Ĉαβγ = η
αǫηβµ∂ǫ∂µ∂γF (α, β, γ = 1, · · · , n),(4.58)
gβγ = Eηβǫηγµ∂ǫ∂µF (β, γ = 1, · · · , n).(4.59)
(b) An element F ∈ SW satisfying (4.58) is unique up to adding c(t1)2 for some
c ∈ C.
(c) An element F ∈ SW satisfying (4.59) is unique up to adding c(t1)2 for some
c ∈ C.
Here we used notations such as gαβ etc. defined after Lemma 4.3.
We prove (a) in five steps.
As the first step, by Proposition 4.6(1), we could take a homogeneous element
fγ ∈ SW satisfying the following relations
(4.60) Γαγσ = η
αǫ∂ǫ∂σf
γ (α, σ = 1, · · · , n).
We put
(4.61) F γ =
{
fγ/dγ if γ 6= n,
1
2η
1nηαβt
αtβ if γ = n.
We show that F γ satisfies
(4.62) Ĉαγσ = η
αǫ∂ǫ∂σF
γ (α, σ = 1, · · · , n).
If γ = n, it is O.K. by definition of Cαnσ . If γ 6= n, then it is O.K. by (4.60) and
(4.61). F γ ∈ SW is homogeneous of degree 1 + dγ = 2− (1 − dγ).
As the second step, we shall check the equation:
(4.63) gβγ = (dβ + dγ)ηβǫ∂ǫF
γ .
If γ 6= n in (4.63), then we should only prove the equation
(4.64) dγgβγ = (dβ + dγ)ηβǫ∂ǫ(d
γF γ)
because dγ 6= 0. We use the torsion freeness of ∇I∗ (cf. [4, p.193, (3.27)]):
(4.65) gασΓβγσ = g
βσΓαγσ .
We take β = n. Then L.H.S. of (4.65) becomes
(4.66) gασΓnγσ = g
ασ(η1ndγδγσ) = η
1ndγgαγ
FROBENIUS MANIFOLDS FOR ELLIPTIC ROOT SYSTEMS 19
by (4.44). R.H.S. of (4.65) becomes
gnσΓαγσ = (η
1ndσtσ)(ηαǫ∂ǫ∂σf
γ) by (4.42) and (4.60)(4.67)
= η1n(dσtσ∂σ)(η
αǫ∂ǫf
γ)
= η1n(dα + dγ)(ηαǫ∂ǫf
γ) by deg ηαǫ∂ǫ = −(1− dα).
Then by η1n 6= 0, we have (4.64).
If γ = n in (4.63), then we should prove the equation
(4.68) gβn = (dβ + dn)ηβǫ∂ǫF
n.
L.H.S. is η1ndβtβ by (4.42). R.H.S. is dβηβǫ∂ǫF
n by dn = 0. Then (4.68) is a
consequence of the definition of Fn.
As the third step, we show that there exists a homogeneous element F ∈ SW
of degree 2d1 = 2 such that it satisfies the following equation:
(4.69) F β = ηβµ∂µF.
By (4.20), we should only prove the integrability conditions
(4.70) ηβǫ∂ǫF
γ = ηγǫ∂ǫF
β
for β 6= γ. Since β 6= γ, we have dβ + dγ 6= 0. Then by (4.63), the assersion (4.70)
reduces to the property of metric gβγ = gγβ.
As the fourth step, we have (4.59) becauseEηβǫηγµ∂ǫ∂µF = (d
β+dγ)ηβǫηγµ∂ǫ∂µF
for EF = 2F .
As the fifth step, we have (4.58) because of (4.62) and (4.69).
Thus we finished the proof of the part (a).
We prove the part (b). Let F1 and F2 be degree 2 elements of S
W satisfying
the condition (4.58). Then F3 := F1 − F2 satisfies 0 = ηαǫηβµ∂ǫ∂µ∂γF3. Thus
F3 is a polynomial of t
1, · · · , tn of degree less than or equal to 2. But by the
degree condition, F3 must be constant times (t
1)2. Thus we see the ambiguity of
F satisfying the condition (4.58).
We prove the part (c). Let F4 and F5 be degree 2 elements of S
W satisfying
the condition (4.59). Then F6 := F4 − F5 satisfies 0 = Eηβǫηγµ∂ǫ∂µF6 = (dβ +
dγ)ηβǫηγµ∂ǫ∂µF6, where the last equality comes from the degree condition. Thus
we have
(4.71) ηβǫηγµ∂ǫ∂µF6 =
{
0 if (β, γ) 6= (n, n),
f if (β, γ) = (n, n)
for some element f ∈ SW of degree 0. Thus F6 = 12f(t1)2 + g, where g ∈ SW is
a linear combination of t1, · · · , tn plus constant. But by the degree condition, g
must be 0. Applying the equation (4.71) for the case of (β, γ) = (1, n), we see
that f must be a constant. Thus we see the ambiguity of F satisfying the condition
(4.59). 
4.5. Property of the product. The purpose of this subsection is to show
the properties of the product.
Proposition 4.9. For vector fields X,Y, Z on E˜//W˜ , we have
(1) X ◦̂ Y = Y ◦̂ X.
(2) ê ◦̂ X = X.
(3) (X ◦̂ Y ) ◦̂ Z = X ◦̂ (Y ◦̂ Z).
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Proof. Let t1, · · · , tn be the flat coordinates defined right after Lemma 4.3.
For (1), it is a direct consequence of Proposition 4.8.
For (2), we need to show
(4.72) Ĵ∗(dtα) ◦̂ ê = Ĵ∗(dtα) (α = 1, · · · , n).
By definition, we have
Ĵ∗(dtα) ◦̂ Ĵ∗(dtn) = Ĉαnβ Ĵ∗(dtβ) = η1nδαβ Ĵ∗(dtβ) = η1nĴ∗(dtα).
Since Ĵ∗(dtn) = η1nê and η1n 6= 0, we obtain (4.72).
For (3), we need to show
(4.73) Ĉαβγ Ĉ
γδ
µ = Ĉ
αδ
γ Ĉ
γβ
µ (α, β, δ, µ = 1, · · · , n).
We show (4.73). We have
(4.74) Γαβγ Γ
γδ
µ = Γ
αδ
γ Γ
γβ
µ (α, β, δ, µ = 1, · · · , n)
by Proposition 4.6(2).
We show
(4.75) Γαβγ = d
βĈαβγ .
If β 6= 0, it is O.K. by (4.53). If β = 0, it is O.K. because both hands are 0 by
dn = 0 and (4.43).
By (4.75), we have
(4.76) dβdδĈαβγ Ĉ
γδ
µ = d
βdδĈαδγ Ĉ
γβ
µ (α, β, δ, µ = 1, · · · , n).
Therefore we obtain (4.73) for the case dβdδ 6= 0.
For the case dβdδ = 0, the index β or δ must be n. Then we have Ĉαnγ = η
1nδαγ
by definition. Then the assertion (4.73) is apparent. 
4.6. Construction of Frobenius manifold structure. The purpose of this
subsection is to construct a Frobenius manifold structure.
Proposition 4.10. The tuple (E˜//W˜ , ◦̂, ê, E, Ĵ) is a Frobenius manifold satisfying
the conditions of Theorem 3.6(1).
Proof. We shall check the properties of Frobenius manifold.
We check Ĵ(X ◦̂ Y, Z) = Ĵ(X,Y ◦̂ Z). We may assume that X,Y, Z are flat.
Then Ĵ(X ◦̂ Y, Z) = XY ZF . Also we have Ĵ(X,Y ◦̂ Z) = Ĵ(Y ◦̂ Z,X)Y ZXF .
Since XY ZF = Y ZXF , we have Ĵ(X ◦̂ Y, Z) = Ĵ(X,Y ◦̂ Z).
We check that the (3, 1)-tensor ∇̂ ◦̂ is symmetric. We should only prove
∇̂X(Y ◦̂ Z) = ∇̂Y (X ◦̂ Z) for flat vector fieldsX,Y, Z. We prove Ĵ(∇̂X(Y ◦̂ Z),W ) =
Ĵ(∇̂Y (X ◦̂ Z),W ) for a flat vector fieldW . Since Ĵ(∇̂X(Y ◦̂ Z),W ) = XĴ(Y ◦̂ Z,W ) =
XY ZWF and Ĵ(∇̂Y (X ◦̂ Z),W ) = Y Ĵ(X ◦̂ Z,W ) = Y XZWF , we have the re-
sult.
The flatness of Ĵ and the property ∇̂ê = 0 are asserted in Proposition 4.2.
Homogeneity conditions LieE( ◦̂ ) = 1 · ◦̂ and LieE(Ĵ) = Ĵ (i.e. D = 1) are
consequences of LieEF = 2, LieE ê = [E, ê] = −ê and LieEI∗
E˜//W˜
= 0.
We prove I∗
E˜//W˜
(ω, ω′) = Ĵ(E, Ĵ∗(ω) ◦̂ Ĵ∗(ω′)). We may assume that ω, ω′ are
flat. By Proposition 4.8(2), we have
Ĵ(E, Ĵ∗(ω) ◦̂ Ĵ∗(ω′)) = EĴ∗(ω)Ĵ∗(ω′)F = I∗
E˜//W˜
(ω, ω′).
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
5. Uniqueness of the Frobenius manifold structure
In this section, we give the proof of Theorem 3.6(2)(3), that is, the uniqueness
of Frobenius manifold structure on E˜//W˜ .
Theorem3.6 (2) is trivial. Theorem3.6 (3) reduces to Proposition5.2. We
prepare the following proposition.
Proposition 5.1. Let (M, ◦, e, E, J) be a Frobenius manifold with intersection form
I∗. Put
F := {ω ∈ Ω1M |Lieeω = 0},(5.1)
T := {f ∈ OM | e(f) = 0},(5.2)
Ω1∇M := {ω ∈ Ω1M | ∇ω = 0},(5.3)
where ∇ is the Levi-Civita connection for J . Then
(1) F ⊃ Ω1∇M and it induces F ≃ T ⊗C Ω1∇M .
(2) e is non-singular and [E, e] = −e.
(3) e2I∗(ω, ω′) = 0 for ω, ω′ ∈ F .
(4) eI∗(ω, ω′) = J∗(ω, ω′) for ω, ω′ ∈ Ωe.
Proof. We show (1). First we show that F ⊃ Ω1∇M . We take a flat 1-form
η ∈ Ω1∇M . For a flat vector field Y , we have (Lieeη)(Y ) = e(η(Y )) − η([e, Y ]) = 0
because [e, Y ] = ∇eY −∇Y e = 0. This gives Lieeη = 0. Thus η ∈ F . We see easily
that the isomorphism Ω1M ≃ OM ⊗C Ω1∇M induces F ≃ T ⊗C Ω1∇M .
We show (2). Since e is flat, e is non-singular or 0. If e = 0, then any vector
field X must be 0 because X = X ◦ e = X ◦ 0 = 0, which is a contradiction. Thus
e is non-singular. Also we have [E, e] = −e because the Lie derivative of e ◦ e = e
by E gives LieE(e) = −e since LieE(◦) = 1 · ◦.
We show (3) and (4). We first remark that the local existence of f ∈ OM such
that
(5.4) J(X,Y ◦ Z) = XY Zf
for flat fields X,Y, Z is well-known (cf. [8, p.147]).
Then for ω, ω′ : flat 1-forms, we have
eI∗(ω, ω′) = eJ(E, J∗(ω) ◦ J∗(ω′))
= eEJ∗(ω)J∗(ω′)f
= (e + Ee)J∗(ω)J∗(ω′)f
= J∗(ω, ω′) + EJ∗(ω, ω′)
= J∗(ω, ω′)
because J∗(ω, ω′) is a constant for flat 1-forms ω, ω′. Then we have e2I∗(ω, ω′) =
eJ∗(ω, ω′) = 0.
By the result of (1), it is sufficient to show (3) and (4) only for ω, ω′ flat 1-forms,
because (3) and (4) are linear over the ring T . Thus we have the result. 
Proposition 5.2. Let (E˜//W˜ , ◦, e, E, J) be any Frobenius manifold which satisfies
the conditions of Theorem 3.6(1). Let (E˜//W˜ , ◦̂, ê, E, Ĵ) be a Frobenius manifold
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constructed in Proposition 4.10. Then there exists c ∈ C∗ such that
(5.5) (E˜//W˜ , c−1◦, ce, E, c−1J) = (E˜//W˜ , ◦̂, ê, E, Ĵ).
Proof. By Proposition5.1 (2), we have e ∈ DerlowestSW . By Proposition5.1 (3),
e ∈ V , where V is defined in (4.12). By (4.13), we have e = c−1 ê for some c ∈ C∗.
We have Ωe = Ωbe, where Ωe is defined in (4.11) for e ∈ DerlowestSW .
By Proposition5.1(4), J∗(ω, ω′) = c−1Ĵ∗(ω, ω′) for ω, ω′ ∈ Ωe = Ωbe. Since
Ωe = F contains an OE˜//W˜ -free basis of Ω1E˜//W˜ by Proposition 5.1(1), we have
J∗ = c−1Ĵ∗. Thus we have J = cĴ .
By Theorem 3.6(2),
(5.6) (E˜//W˜ , ◦′, e′, E, J ′) := (E˜//W˜ , c−1◦, ce, E, c−1J)
is also a Frobenius manifold satisfying the conditions of Theorem 3.6(1). We need
to prove (E˜//W˜ , ◦′, e′, E, J ′) = (E˜//W˜ , ◦̂, ê, E, Ĵ). We already have e′ = ê, J ′ = Ĵ .
Since these Frobenius manifold structures have the common intersection form
I∗
E˜//W˜
, the product structure of the Frobenius manifold is uniquely determined by
the data of the unit vector e, the Euler field E and the flat metric J as we discussed
in Section 4.3. Therefore we have the result. 
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