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PREFACE 
The Galton-Watson process was introduced by 
R.A.Fisher as a model describing the survival of a 
single .mttlt;tant gene. A branching process may be 
concieved of as a mathematical representation for the 
development of a population whose members reproduce 
and die according to stochastic laws. Reproduction and 
death are properties of most biological populations, 
whether they consist of haploid cells or higher 
deploid organisms, and therefore, even in mathematical 
geneties the application of branching process need not 
be confined to the survival of mutafltft genes. Similar 
branching processes of an stochastic nature also arise 
in physics and chemistry as models describing the 
development of a family of neutrons in an atomic 
reactor, the behaviour of a cosmic ray shower, and the 
growth of large organic molecules. 
It is well-known that the G.W processes 
either become extinct or tend to grow inflnitdy. 
Immigration into subcritical processes can be viewed 
as an artifice, aimed at stabilizing population sizes. 
But immigration is a natural object of study in its 
own right and not only in the subcritical case. 
A lot of work has been done in this area 
since the publication of the works of Haldane (1949). 
Prominent contributors include Bartlett (1956), 
Heathcote (1965, 1966), Seneta (1968) Pakes (1971, 
1972, 1975, 1979) K.V. Mitov and N.M.Yanev (1985) etc. 
Indeed it is rather difficult to present a review of 
all the papers that have so far been published. 
However, in the present dissertation titled "Branching 
Processes with Inunigration" an humble effort has 
been made to survey the literature available from 1965 
to 1985. 
The dissertation consists of three chapters. 
Chapter I is essentially introductory in nature and 
contains the preliminary ideas from the theory of 
Branching Processes which are relevant to the 
subsequent discussions. 
In Chapter II we consider the Branching 
Processes with immigration and study the limit 
Theorems for critical and subcritical cases. As for as 
it was possible latest contributions to the theory 
have been included. 
Chapter III is devoted to the limit theorems 
for Bellman-Harris Branching Processes with 
Immigration in the special cases of subcritical and 
state dependent immigration. 
In the end, a comprehensive bibliography of 
the various publications that have been referred to is 
given. 
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CFIAPTER - I 
GENESIS AND BASIC CONCEPTS 
1.1. Historical background : 
Branching process/ as a subject/ forms one of the 
classical fields of applied probability and is still an 
active area of research. The field has by now widened and 
branched in diverse directions. 
In a wild sencc/ branching processes could be described 
as stochastic Model for the development of a population, the 
members of which we call individuals or particles, which are 
independently reproduced. 
There is a natural classification of branching 
processes according to their criticality condition, their 
time parameters, the single or multi- type particle cases, 
the Markovian or non Markovian character of the process, 
etc. 
Until recently it was believed that the theory of 
branching processes seems first to have begun with the 
Galton - Watson criticality theorem (1873, 1874). However, 
the research work carried out by C.C. Heyde and E.Seneta 
(1972) established beyond doubt the fact that its origin 
goes back to I.J. Bienayme (1796-1878) in 1845. His work 
gives an account of the decline of some French noble 
families. He also comments that the branching process does 
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not allow a population to remain in a stationary state. 
An early v;ork on the extinction of noble families in 
France, entitled "Memoire Sur la duree des families nobles 
de France"^ was written by L.F. Benoiston de chateauneuf 
(1775-1856) and first read in the two of the meetings of 
Memoires del 'Academic reyale des Sciences morales et 
Politique del 'Institute de France. 
In 1873, the swiss mathematician, de candolle, who did 
not hear of Bienayme's work, pointed to the possibility of a 
probabilistic interpretation for the phenomenon of the 
extinction of a large numbers of noble families. In the same 
year, F. Galton gave the problem a precise formulation as 
problem 4001, which was published in the Education Times, A 
wide range of interests also distinguished Sir Francis 
Galton (1822-1911) who studied the decay of the family name 
in the British Peerage. 
In 1874 a solution to the problem of extinction 
probability was given by Sir Francis Galton and H.W. Watson, 
R.A. Fisher (1921) used a mathematical model identical with 
that of Galton Watson to study the survival of the progency 
of a mutant gene and to study variations in the frequencies 
of genes. 
The first complete and correct determination of the 
probability of extinction for the Galton-Watson process was 
given by J.F. Steffensen (1930-1932). 
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The problem was also treated by A. Kolmogrov (1938) who 
determined the asymplotic form of the probability that the 
family is still in existence after a large finite number of 
generations. From this onwards there is an unbroken 
tradition via A.J. Lotka to Heyde and Seneta who have made 
valuable contribution in this field-
Due mainly to the efforts of D. Howkins and S. Ulam, 
T.E. Harris and A.H. Yoglen, the final solution to the 
Galton-Watson process was successfully evolved between 1944 
and 1950. 
More details concerning the historical development of 
branching processes can be found in Harris (1963), Kendall 
(1966, 1975) Jagers (1975), and Heyde and Seneta (1972, 
1977). 
1.2 Markov Chain: 
The stochastic process {X , n=0,l,2...} is called a 
Markov Chain if, for j/k,j,...j _•,£« (or any subset of the 
set of all integers I), 
P^ n^ =^IVl=3' V 2 = V l 1^ = :J2' ^0 = 1^^  
=P (X^ = k |X^ _3^  = j) = Pjj^  (say) 
Whenever the first member is defined. 
The probability of X^ being is state k given that X _, 
is in state j is called one-step transition probability and 
denoted by p.j^. The matrix'p;=(p.j^ ) is called the one-step 
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transition probability matrix (t.p.m.) 
The transition probability may or may not be 
independent of the time n. If p., is independent of n, the 
Markov chain is said to be homogeneous (or to have 
stationary transition probabilities). 
1»3 Branching Process 
Description :- In many physical problems it is not 
always possible to specity the transition probability 
matrix though we can formulate the basic process in terms of 
a suitable markov chain. 
To Illustrate the point* let us oonelder a simple 
example. Suppose we consider the population growth, the 
population being generated by an individual. Suppose that 
each individual has the probability p, of giving rise to k 
new individuals each of which in turn produces further 
individuals in accordance with the same law of probability 
and so on. We can study this process by taking into 
consideration all possibilities in the various generations. 
We can interpret k=0 as the death of the individual 
concerned and k=l as the continued existence of the 
individual, the higher values of k indicating the addition 
of new individuals. The development of the whole process can 
be pictured as a tree branching out from the initial 
individual, an important assumption governing the process 
being that the individual in any generation reproduces 
independently of the individuals present in the present and 
the past generations. 
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This process is obviously aspecial type of Markov Chain 
but it is very difficult to specify the transition 
provabilities in the general case. The process with the 
above characteristics is called a branching process. 
Branching processes have wide applications in Physics, 
Biology and Polymer Chemistry and we shall briefly touch 
upon some examples drawn from these area. 
Examples: 
1. Survival of a mutant gene is a good example of a 
branching process, each individual gene has a 
chance to give birth to k offspring k=l,2,3... 
each of the same kind. However, any individual has 
a chance to transform into a different type or a 
mutant gene. We are interested in the future 
generations and in particular the probability that 
a mutant gene becomes extinct. 
2. An electron multiplier is a device for amplifying 
a weak current of electrons, each electron, as it 
strikes the first in a series of plates, gives 
rise to a random number of electrons, which stripe 
the next plate and produce more electrons, etc. 
The numbers of electrons produced at successive 
plates have been treated as a Galton-Watson 
process. 
06 
structure of the Process; 
To be specific/ let us consider the evolution of a 
population starting with XQ individuals called 0 
generation. Without any loss of generality, we shall assume 
that XQ=1. The appropriate adjustments, for XQ f 1 are easily 
made, because we assume that the familities of the initial 
objects develop independently of one another. 
As mentioned earlier, each individual has a probability 
p, of giving rise to k new individuals where k = 0,1,2,... 
and Pj^  ^  0 andZj^ Pj^  = 1. 
The totality of the direct descendent of the initial 
population constitutes the first generation and is denoted 
by a random variable X, and the population size of the first 
generation has the probability distribution given by (Pi^ )* 
Now each individual of the first generation produces k off 
springs with probability p, independently of every other 
individual. Let Xj denote the size of the Second generation. 
It is easy to see that X, also denotes the sum of X, 
mutually independent random variables each having the same 
distribution. In general, the n generation is composed of 
descendents of (n-l) generation each of which 
independently produces k progency with probability p, , k=l,2 
.... the population size of the n generation is denoted 
by X . 
-' n 
Thus, {X^] is a sequence of integer valued random 
variables forming a Markov chain. 
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Definition ; 
Let the random variables XQ, X^^, X2.... denote the size 
of (or the number of objects in) the o / I , 2 ... 
generations respectively. Let the probability that an object 
(irrespective of the 'jeneration to which it belongs) 
generates k similar objects be denoted by p, / where Pj.^0, keO,1^2 
OS 
• • • / £ Pv = 1 
k»0 ^ 
The sequence {X , n = o,l,2,...} constitutes a Galton 
Watson branching process (or simply a branching process) 
with offspring distribution {p. ). Formally {X , n=0,l,2....} 
J^  n 
is a time homogeneous Markov chain with state space N and 
with transition probablities. 
* i 
, if i ^ 1 / • j>.0 
J 
Pij =P<^n+l = ^ f V i^= { ..(1.3.1) 
/ if i = 0/ j>0 
*i 6. . being the kron^cker delta and {p. , j = 0,1,2,...) 
being the i-fold convolution of {p.'/ j = 0,1,2,...). The 
transition probabilities satisfy. 
Poo = ^  ^ "^  jloPij^^ = (j^oPij^^^"" ^ ^ 1' o^^^i-
Prom the deifinition of {X } as a Markov chain with a given 
transition function, we know from general considerations 
(the kolmogarov theorem) That there is a probability space 
( fi F,P) on which {X^(w), n>^ 0) are defined, and have the 
distribution determined by (1.3.1) Throughout we shall 
assume that 
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(1) The process starts with a single ancestor i.e. XQ = 1, 
(2) F is non-degenerate, i.e. p, <1 for all k, and that 
P(XQ = 0) < 1 
(3) PQ + Pj^  <1 
It is clear from (1.3.1) that if X^ ^ = 0, then X^ _^ j^  = 0 
for all k > 0. Thus 0 is an ^ absorbing state, -and reaching 0 
is the same as the process being extinct. 
All other states 1,2 .... are transient, that is, X^ -^- • 
a.s an E where 
E : = {X = 0 eventually} is the set of extinction. 
1.4 Probability Generating Functios : 
Let a^ / a,t a^**** be a sequence of real numbers. Then, 
introducing the dummy variable X, we may define a function. 
P(X) = a^ + a, X + a^ X +....= .i„ a . X"^  0 1 2 j=0 D 
If the series converges in some interval - XQ < X <XQ then 
the function P(X) is said to be the generating function of 
the sequence {a.} . If we consider the a. as probablity p. 
such that p. :^  0 and f p. = 1, then the function defined 
as 
P(x) = I p.x^ , |x| < 1, 
j = 0 -> 
is called the probability generating function of the 
distribution {p.), where x is a complex variable, 
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1.5 Recurrence relation for Probability Generating Function : 
The generatin9 function of X is the n iterate P„(x) 
of P(x) the probability generatinc/ function of the offspring 
distribution. 
Let X be the random variable denoting the number of 
n 
individuals in the n generation. 
Let P(x) = Z (Z = k ) x ' ^ = " p.x^ 
k=0 ^ k=0 J^  
be the p.g.f. of Z . and 
P«(x) = ,E^ P(X„ = k) x^ for n = 0,1#2 
n k=0 n 
be the p.g.f. of X„ 
The iterates of the generating function P(x) are 
defined as 
P«(x) = X, P^(x) = P{x) and Pj^ (x) - P^_^ (f>(x) )-PCPn(x)), 
The second relation holds when X<, = !• 
The proof of the recurrence relation is simple and is a 
follows by definition 
P„(x) = ? P(X„=k) x*^  
n k=0 " 
= " Z P{X = k| X ,=j)P {X =j) x^ 
k=0 j=0 ^ ^ ^ 
=kIo ^ ^lo P^Vi^^i^ P iz^+z^+.... +zj = ^^ 
=jJo P^Vl = 3),kIo ^^^1 + •.. +Zj = k)x^ 
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Since Z (r>l) are independent identically distributed 
random variables with common probability generating function 
P(x), The sum ^ Z has the probability generating function 
r=l ^ 
(P{x))^. Thus P (x) = ? P(X = j) (P(x))-' but the right 
n j=o n-1 
hand side is just the generating function P„ ( •) of X 
•> ^ ^ n n 
evaluated at P(x), hence 
P^(x) = P„ , [P(x)] 
n n-i 
= V 2 tP{P(x))] 
- Pn-2 tP2<'*>^  
= Pn-3 tP{P2(x)}] 
= P„.3 [P3(x)] 
it follows/ by induction, that for n = 0,1,2 ...k 
^n^^^ = V k tPk^^)^ 
In particular for k = n-1 
Pj^ (x) = P[Pj^ _]L^ ^^ ^ (1.5.1) 
1.6 Moments 
Theorem 1.6.1 If E{X^) = m and var (X^ )^ = a^  =E(X^)-m^ 
Then the expected value and variance of the population size 
of the n generation is given by 
E(X„) = m" 
V(Xjj) = m ^ (m -1) gZ if m t 1 
m-1 
= n a 2 . 
, if m = 1 
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Proof 
We consider the relation P„(x) = P„ T[P(X)] 
n n-i 
Differentiating with respect to x and putting x = 1, we get 
P' (1) = P' ,(1) P'{1) (1.6.1) 
n n-i 
= [ p ' ( i ) ] 2 p ; . 2 ( i ) 
n 
= [P(l)] 
but P(l) = E(Xj^)=m 
• E(X ) = m", n = 1,2 (1.6.2) 
• • n 
To compute the variance of X we first note that 
P* (1) = ,? k(k-l) P (X„ = k) 
E (X^) - E (X^) 
E (X^) - P' (1) 
n n 
V(X^) = P'^  (1) + p'^  (1) - (P'j^ (l))2 
Now differentiating (1.5.1) twice and putting x = 1 we get 
P^d) = P"(l) (P'n-id))^ + P'(l) P'n-id) 
Since P (1) = m and P (1) = E(X^) - E(X^)=o^+m^-m 
We have p" (1) = ( o^+m^-m)yn^~^Km p" ^(1) 
n n-1 
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2 2 Vie put M = 0 + m -m 
p"(l) = Mm2("-1^ ^ ^ p.. (jL) 
n n-1 
By induction 
ll'il) = m{Mm2("-2) + mp' ^(1)} 
n-i n—^ 
or in general 
T,"/i\ »/ 2(n-l) ^ _2n-3 , . „n-l. P(l) =M(m + m +..,.+ m ) 
n 
V(X^) = P^(l) + P'^ (l) - (P'nd))^ 
„, 2n-2 . 2n-3 ^ . „n-l. , ^ n „2n 
= M(m + m + . . . + m )+in - m 
/ n2 . 2 _. , 2n , „2n-l . . ^ n, n 2n 
= ( " + m - m } ( m + m + . . . + m ; + m - m 
_ , „2, 2n-2 _^  „2n-3 . . n-1. . , 2n. 2n-l. ^ n+1. 
/«2n-l . .„n. . „n ^2n 
2 „0-l/„n-l . _n-2 , .,. 
"TO... (m + m + ... +1; 
2 n-l n -
n-l n 
if ra t 1 
.(1.6.3) 
n o if m = 1 
E(X^) = m n 
Thus the variance increases (decreases) yeometrically if m>l (m<l) 
and linearly if m=l. This behaviour is characteristic of 
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many results for branching process. The expression obtained 
for mean and variance enable us to divide the branching 
processes into three catagories supercritical, critical and 
subcritical depending upon whether m > 1, m = 1 and m < 1. 
Definition : 
A branching process is called supercritical, 
critical and subcritical depending upon whether m >1, m=l 
and m<l, where m is the mean of the offspring distribution 
i.e. m = E(X,) 
It is obvious that for a critical process E (X ) is a 
n 
constant, for subcritical it decreases exponentially and for 
supercritical it increases exponentially. Also from (1.6.3) 
it follows that as n ->» the asymptotic values of V(Z ) are 
given by the formula 
2 n 
^ - ^ m<l 
m' 
m 
a? 
2 
- m 
2 
a 
2n 
m 
m=l . .(1.6.4) 
m>l 
2 
m - m 
Here the notation {/^-^) is used in the following sence :-
ofve means a \ &->• i. From (1.6.4) we get the asymtJtotic values 
of the coefficient of variation in the different situations. 
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I 2 2 n/2 
Y (m -m^ /a rt\' 
• « • . ' ^ 
V(X ) 
n 
BQ) O m m < 1 
I 
(1/Nfn) '/a ro = 1 -(1.6.5) 
I V (m - m/o m > 1 
Thijs the coefficient of variation decreases exponentially for subcritical 
processes, decreases as l/vTT for critical process and has a finite limit 
for supercritical process. 
1.7 Probability of Extinction : 
If X is the size of the n generation, then extinction of the popula-
tion is defined as the event (X = 0 for some n) 
n 
In other \Mords the randcn sequence {X } consists of zeros for all 
but a finite n\ii4)er of values of n. The probability of extinction is 
given by P {X = 0 for sdme n}. 
n 
If X = 0, it is obvious that 
n 
P[X^+1 = 0 I X^= 0] = 1 .... (1.7.1) 
Let q be the probability of extinction at or prior to the 
th 
n generation 
% " ^^^n = 0> = Pji^^^ (1.7.2) 
The p r o b a b i l i t y of ev'entual or u l t imate- e x t i n c t i o n i s geven by 
q = lira q = lira P (0) ( 1 . 7 . 3 . ) 
n->-oc n->-a 
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It is easy to see that P_(0) is a non-decreasing function 
of n. If p = 0, no extinction is possible since the popu-
o 
lation will always contain sojne individuals. Thus for the 
calculation of probs of extinction, we always assume that 
0< p < 1. We further assume that p + p-< 1. 
o o -L 
Theorem 1.7.1 (Fundamental theorem of Branching Process) 
If m = E Z ^ 1 , the extinction probability q is 1. 
If m > 1, the extinction probability is the unique non-
negative solution less than 1 of the equation 
X = P(x) (1.7.4) 
Proof 
We see by induction that P (0) < 1, n = 0,1 
we observed that 
0 = P (0) S P-(0) S P„(0) < q = lim P (0) 
o i- ^ n 
Since Pn+i(0) = P [Pjj(O)] and since 
lim P^(0) = lim Pn^ .i(0) = q 
We see that q = P(q) and 0 sq s 1. 
If m S 1 then P'(x) < 1 for 0 < x < 1. Using the law of the 
mean to express P(x) in terms of P(l) we see that P(x) > x 
for O s x < l i f m s l . Hence in this case q = 1. 
If m > 1, then P(x) < x where x is slightly less than 
than 1, but P(0) > 0. Eence (1.7.4) has atleast one solution 
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in the half open interval [0,1). If there were two solutions 
say X and to with 0 S Xo < to < 1 then Rol]ft's theorem would 
o 
imply the existence of K and n, Xo < C < to< n < 1, such that 
P'(C) = P'(n) = 1. but this is impossible because P is 
strictly convex. Now limit P (0) can not be 1 because {P„(0)} 
n " 
is a non-decreasing sequence while P +1(0) = P [P (0)] would 
be less than P (0) if P^CO) were slightly less than 1. Hence 
q must be the unique solution of (1.7.4) in [0,1). 
Watson (1874, 1889) deduced that q is a root of (1.7.4) 
but failed to notice that if m > 1, the relevent root is less 
than 1. 
Remark. We can show that x ^ P(x) ^ P(q) when 0 S x ^ q 
then by induction 
P(x) i Piix) S P3(x) S ^ q 
When 0 s X < q and hence P (x)->q since P (x) > P (0). 
n n n 
Furthermore in case m > l , i f q < x < l then 1 > x i P(x)SP3x)^.. 
and we see that P„(x) -»• q in this case also. 
n 
Hence whatever the value of m, 
lim P (x) = q 0 5 x < 1 (1.7.5) 
n-xr 
1«8 Some basic theorems on Branching Process 
In this section we give some useful limit theorems about 
X , and study the behaviour of X , when n is large. It has 
already been seen that the sequence {X } either goes to °^ or 
goes to 0. It does not remain positive and bounded, even in case 
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m=l (for the proofs of these theorems we refer to Athreya 
and Ney (1972) and Asmuseen and Hering (1983) Besides X 
X " 
these is another related variable W^ = —^ , which is of 
m 
concenderable interest. Since the limiting behavour of 
these variables depends upon the criticality of the process 
we investigate theorem in different criticality conditions. 
1.8.1 Supercritical Case i 
X 
Let W = —=, n = 0,1,2.... The following theorem shown that 
n n 
m 
second order moments of X^ exist then W convergence's with 
prob 1 to a random variable W. However convergence in dis-
tribution of Z /m , for the case in which all moments of X^  
n 1 
are finite, was proved by HAWKINS and ULAM (1944) and inde-
pendently by YOGLOM (1947) under the present conditions. 
Convergence in mean square was shown by Harris (1948) and as 
pointed out by J.L. DOOB the sequence X /m"^  is a martingale 
and hence converges with probability 1 if EX- < «. 
Theorem 1.8.1 
2 
If m > 1 and EX^ < " then the random variables W converge with 
1 n 
probability 1, and in mean square (i.e. in the mean order two), 
to a random variable W, and 
E W = 1, Variance W = Variance X, ^ Q (1.8.1) 
m - m 
Corollary: The conditional variance of W, given W> 0, is 
. . 2 2 
positive, I.e. E(W /W > 0) - [E(W/W > 0)] > 0. 
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Definitions : Let *(x)/ n=0,l,2... and $(x) denote respect-
n 
ively the moment generating funotioni of w^ and w 
• (X) » E e '^n = f (e ), *(x) = Ee ""^, RU) 20. 
n n e 
Theor**" 1.8.2 : Under the conditions of theorem 1.8.1 the 
moment generating function *(x)=Ee satisfies the 
relation 
• (m^x) = F[*(x)], R (x)2: 0, h=0.1 (1.8.2) 
where *{x) is the moment generation function of W with'I'' (0)=-!' 
The characterstic function $ (-it) ,-oo<t < "> is the only 
characteristic function satisfying (1.8.2) corresponding to 
a distribution with first moment 1. 
1.8.2 Subrcitical Case 
Definition : If x is a complex number, we denote by X,(x) 
(or X2(x), etc.). the set of points x', with |x'|^l, that 
are interior to some circle centered at x. The radius of the 
circle will depend on the requirements of the problem, and 
when it is asserted that some relation R holds when x'6X,(x)j 
the meaning is that there exists an X,(x) such that R holds 
for x'e X,(x). 
Theorem 1.8.3 (Yaglom's theorem (1947)) 
Suppose m<l and ExJ <~.then for each j=l,2, 
lim lira P(X^=j|X**0) = f- (1.8.3) 
exists, and 2 f .=l,{f.) gives a probability distribution 
whose probability generating function F . (x)= Ef ^x*^ , satisfies 
the functional equation 
F[P(x)] = mF(x) + l-m^|x| ^ 1 ... (1.8.4) 
on l-F[P(x)] = m (l-F(x)) . ... (1.8.4a) 
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1.8.3 Critical Case When m=l, we have an exponential 
limiting distribution regardless of the form of P provided 
P'"(l) < « 
Lemma l«8«lsuppose tn=l and P"' (1) < « . Let X denote 
the points x that either (a) are interior to the unit circle 
or (b) lie on the segment of the unit circle -00 ^ args seo 
excluding the point x = 1, where e,, is a positive number i.e. 
|P(e^®) I <lfor |e| S eb.,e^ '0,^ .t.hen 
1 1 nP"(l) 
1 J. + 2L_L + Odog n), x:CX, !>>».. (1.8.5) 1-P (x) 1-x 
n 
If in addition P-^ (^l) < « then expression 
1 1 nP"(l) . (P"(1))J P"'(l| "^^ 
i-P (x) " I ^ 2 " 4 6 j=0 
n 
.•..(1.8.6) 
^ +|:j P"(l) 
1 - X 
Converges to a finite limit as n -»• « uniformly for x is X. The 
limit is bounded for x 6 X. 
1.8.7 The Probability of Extinction when n is large 
It was shown by kolmogorov (1938) that if m = 1 and P"'(l) < °° 
2 
then we have P{X>0} ' " nP"(l) (1.8.7) 
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1.8.8. Distribution of X when n is Large 
n^ "^ 
An idea as to the rate of divergence is given by a 
simple moment calculation. 
1 » E(X^) » E(X^ , Xj^  > 0 ) P (Xj^  > 0) + O.P (X^ = 0) 
implying that 
nP"(l) ...(1.8.8) 
n 
Theorem 1.8.4 
Suppose m = 1 and P"'(l) <'=^  then 
lim o/ n I / «, —11 
n^oo ^^  > ul X_ ;^  0) = e ", u>0 
^ nP"(l) " 
1.9 Bellman Harris Branching Process 
So far we have been considering branching process {X n^O) 
in discrete time s an object after one unit of time 
produces, similar objects according to offspring 
distribution {Pj-}* Now we proceed to consider a generaliza-
tion such that the lifetimes of objects are i.i.d. random 
variables. Instead of the process {X , n:^ 0) we shall 
consider the process {X(t),t >y 0] , where X(t) equals the 
number of objects at time t. The process (X(t}; t>yO] may or 
may not be Markovian. If the life times of objects are 
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exponential random variables, then the process {X(t);t:>0) is 
a Markovian process. 
In this section however, we consider the general case 
where the lifetimes of objects do not necessarily have 
exponential distribution. 
Suppose that an object (ancestor) at time t = 0 
initiates the process. At the end of its lifetimes, it 
produces a random number of descendents according to the 
offspring distribution {p. } (with p.g.f.. .P(x)). We assume 
that these descendants act independently of each other and 
that at the end of its lifetimes, each one produces its own 
offspring with the same distribution {P\,)» and that the 
process continues as long as objects are present. The 
lifetimes T,s are independent random variables with 
distribution function G(t) = P (T<t); object production is 
independent of the present state or past history of the 
process; and the lifetimes and object production variables 
are independent. 
The stochastic process {X(t), t^O) is known as an age -
dependent or general time branching process. This process is 
sometimes also referred to as Bellman - Harris process, 
after Bellman and Harris first considered it in 1948. 
As before, gererating function of the process will 
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continue to be a key to the analysis, and the results 
reported will center around an integral equation satisfied 
by the generating function F(^,t) of X(t)/ defined as 
F(x,t) = ^ P[X(t) = k]. x^ (1.9.1) 
k=0 
To find P[X(t) = k], we shall condition on the lifetime T at 
which the ancestor dies bearing i offspring.we have 
P[X(t) = k] = /"p[X(t) = k I T = u] dG(u) 
0 ' 
t <" 
=/ P[X(t)=klT=u]dG(u)+/^ P[X(t)=k|T=u]dG(u) 
0 t 
In case of the second term, u>t. Given that T=u, the number 
of objects at time t is then still 1 (the ancestor), and 
their yields 6,. [l-G(t)], where 5 is the kroneeker delta. 
In case of the first term \i4t, the ancestor dies at time u^t 
leaving i direct descendants, the probability of this is 
p.dG(u), and further these i descendants (who independently 
initiate processes at time u) leave k objects in the 
remaining time t-u, the probability of this is 
.^QPi.P*^EX(t-u) = k], 
*i 
where p is the i. fold convolution of p. thus 
P[X(t) = k] = [l-G(t)] -S.^ +z^  dG(t) I p.p*^ [X(t-u) = k]. 
i=0 
Now multiplying through by x , and summing over k, then the 
g.f. F(x,t) of Bellman - Harris process satifies the 
integral equation. 
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F(x,t) = x[l-G(t)] + /* P[F(?{,t-u)] dG(u), |x|^| 
This integral equation can not easily be solved in the 
general case. However, in particular when G'(t) = be , we 
can see that this reduces to F(x,t)=xer +be" ^ P[F(xv)]e ^ dv 
whence-gT^  =b[P{F(x,t)} - F(x,t)]. 
We conclude this section with the following observation 
about the expectation M(t) = E (X(t)). 
The expectation M(t) of a Bellmon - Harris process 
X(t), t:5.0/ Xo=l satisfies the integral equation 
M(t) = [l-G(t)] + m/* M(t-u)dG(u) ...(1.9.2) 
0 
where m = p'(l) is the mean of the offspring distribution. 
Further, if m=l, then M(t)=l is a solution of (1.9.2). To 
prove (1.9.2) we shall condition on the lifetime T of the 
ancestor, to get 
M(t)=E[X(t)] =/" E[X(t)|T=U] dG(u) 
= /* E[X(t)|T=U] dG(u) +/" E[X(t)|T=U] dG(u).If u>t, then 
° t 
the number of objects at time t is still 1, then 
E{X(t)|T=u} = E(Zo) = 1 . If u < t, then the ancestor lives 
for time u at the end of which, it leaves i offsprings with 
probability p., each of these offsprings initiates a process 
the number of objects of such a process having the same 
distribution as X(t-u). Thus for u^t 
E[X(t)|T=u]= ? ip. E{X(t-u)}=m{M(t-u)). Then 
M(t) = m / M(t-u) dG(u) +-'""dG(u) 
° t 
Thus (1.9.2)follows, when m=l, then the solution of (1.9.2) 
is obviously M(t) = 1. 
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l.lO Generating function and the Expectation of Bellman -
Harris Branching Process 
It has been mentioned in section 1.9, that the 
probability generating function F(x,t) of the Bellman-
Harris branching process {X(t), t > 0,X{0) = 1} satisfy the 
integral equation. 
F(o<,t) =x-(l-G(t)) + {*P.[F(x,t-u)] dG(u) ... (I.ID.I) 
where p(^) is the probability generating function of (Pj,)/ 
k=0,l,2... 
If X;(t) =-o^then F(l,t) < 1. 
Also, the expectation M(t) = E(X'(t)) which is 
9F(x,t) 1 satisfy the renewal equation 
oX X —1 4-
M{t) = l-G(t) + m / M(t-u) dG(u) .... (1.10.2) 
0 
where m is the mean of the offspring distribution M is 
bounded on each finite t-interval and is the only solution 
of (1.11.2) having this property (Ha-V; 1963). 
The expectation M(t) can be calculated by two methods. 
1-/" e'^ '^ dGCt) 
0 
(i) /" e"'^ *M(t)dt = ...(1.10.3) 
0 
x[ 1-in /" e"'^ ^ dG(t)] 
0 
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(ii) M(t) = ? m^ [G,(t) - G...(t)] (1.10.4) 
. k=0 ^ ^ -^  
where G. is defined by (4.2.2) 
The Mathusian parameter a (if it exists) is the unique 
root of 
m /" e~°'^  dG(u) = 1 .-. (1.10.5) 
0 
I f m>l and G i s no t a l a t t i c e , t h e n as t -" °° 
^ m - 1 
- a t e M( t ) -> = n . ( s a y ) . . . . ( 1 . 1 0 . 6 ) 
a m=^  / " u e " " " dG(u) 
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1.11 Definition of Lattice Variable : 
A discrete random variable X is said to be a lattice 
variable (or to have a lattice distribution) if it takes 
values c+nd (n=0, +1, +2, . . . ) / where c and d are positive 
constants. The largest d is said to be the period of the 
distribution. When c=0, d=l, a lattice variable becames an 
integer valued variable. The classification of random 
variables is given below. 
Random Variable 
Discretes Continuous 
Lattice Non-Lattice 
Integer valued Non-integer valued 
The distribution is non-Lattice when the corresponding 
random variable is other than Lattice, that is , it is 
either discrete non-Lattice or continuous. 
CHAPTER - II 
Limit Theorems for 
Branching Processes with Immigration 
2.1 Introduction : 
Thus far we have considered populations which have 
existed in "isolation", that is which have grown or declined 
purely accordiny to the multiplicative laws of a branching 
process. 
It is now well known for a branchiny process that with 
a finite probability . either X^ "• 0 or ^^ ^ °" the 
probability of X remaininy finite constant is zero. The 
probability of extinction for a critical as well as subcriti 
cal process is 1. 
A Branching Process thus ultimately either dies outs 
(critical, subcritical) explodes (supercritical). 
Immigration from out side into' a critical or subcritical 
process, one feels could have stabilising effect other 
population size. That this is the case has been shown by 
Bartlfett(1956) for processes in continuous time. Heathcote 
(1964) has considered the same problem but considering 
discrete generatins. His result for the generating function 
of the stationary distribution of population size reduces to 
a form analogous to Bartlett's result when the immigration 
distribution is Poisson. Moreover, we also present in the 
subsquent section, other contributions of Heathcote Seneta 
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etc. and also the work of Feller, Potts, vere Jones etc. 
Indiadtigg application of Galton-Watson immigration process 
in such areas as statistical mechains, traffic theory, 
neurophysiology genetics, demography nuclear physics etc. 
The concept of Branching process with immigration was 
introduced for the first time by Haldane (1949) to describe 
the progress of mutuant genes with offspring p.g.f. A(x) in 
a large population at equilibrium with its enviorement at 
each generation. 
Consider a branching process in which each individual 
reproduces independently of all others and has probability 
a. (J=0,1...) of giving rise to j progeny in the following 
generation, and in which there is an independent immigration 
component where, the probability b. (j=0,l...), j objects 
enter the population at each generation, It i» Known 
(Heathcote (19^5), (1966)) that {X^ }^ where X is the size of 
n Generation defines a Markov chain on the non negative 
integers, and is called a branching process with immigration. 
Unless otherwise stated, we shall consider only those 
offspring and immigration distributions that make the Markov 
chain {X ) irreducible and aperiodic. 
Model Suppose we have a single ancestor forming the o^^ 
generation which has probability a.(j=0,l ) of producing j 
offspring, we have 
A(x) = Z x-^ a , u =2:ja. = A'(l). 
0 J a- J 
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If Y denotes the number of n generation decendants from 
this individual, then 
...(2.1.1) 
0 
^ (X) = z x-^  P(Y^=j) = A{A^_^(x)} (n=2,3...) 
A, (x) -"= A(x). The limit, lim A (x) 
n"*'"» 
exists and is the smallest positive root ^ of the equation 
x-A(x). Moreover, 5 - 1 if v^^l and 5<1 if \^g^>^ 
In the model considered here we assume that K^ 
n 
immigrants join the n generation, the random variables 
K^,K,... being independently and identically distributed 
with distribution {b. , k = 0,1,2...} and generating function 
B(x) = I x^ b^ u^ = B'(l) 
Further, it is assumed that K is independent of the 
size of the EOBilation X at the n generation, and that the 
immigrants obey the same reproductive law {a.}. The number 
of individuals X^^^* ^^ ^^^ (n+1)^^ generation is then the 
sum of K^ and the number of offspring of the X individuals 
n *^  * n 
^ Vi 
of the n generation. 
If a. is the probability of an individual producing j 
offspring, the X^ constitute a Markov chain whose transition 
probabilities are 
Pij = PK=JlVl=i) = Jo \^'^ ^-k ••• ^2.1.2.) 
*(i) 
where {aj^ ' '}is the i-fold iterated convolutin of (a. }, thu s 
^k " r^ O \ ''k-r' ^k ^k' ^ k ok 
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Let P (X) = £ x'^P(X„=j), 
n o n 
subject to the condition of a single ancestor. Then 
P„(x) = B(x)P„ , {A(x)) (n=2,3...), ...(2.1.3) 
n n—JL 
P,(x) = B(x) A(x). Then it is easily show that 
P^^^ (X) » [A^(x)]^ ^gQ B[A^(x)3^ .... (2.1.4) 
where A-(x)=x and A^^,(x) = A(A (x)) (n=0,l...), so that in 
n+x n 
particular we have 
p^"^ = B(0) ";r?- B(A (0)) (2.1.5) 
and it is clear that ?<,; is a non increasing sequence. 
Thus,for a branching process with immigration, the original 
recurrence relation (2.1.1) is replaced by (2.1.3) 
Iteration of (2.1.3) yields 
P (x) = B(x) A (x) "^ J- B (A.(x)) (2.1.6) 
n n j=i J 
and convergence of {P(X =j)} to a proper stationary 
distributin as n "*•" clearly depends on the convergence of 
the product in (2.1.6). Since 
T? B{A,(x)} = ? (l-[l-B{A,(x)}]), 
1 J 1 J 
The product converges as n->»if and only if 
Z [l-B{A.(x)}] is convergent. 
1 J 
The theory of this process appears to have been some 
what neglected in comparison with the ordinary Galton-Watson 
process, so it may be worth while summarizing some of the 
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results and applications associated with it, before passiny 
on to a further development. 
The process appears to have first arisen in a genetical 
context (Haldane (1949)) to describe the proyress of mutuant 
genes with offspring p.g.f. A(x) in a large population at 
equilibrium with its enviroment-j^ , where the 'immigrants' are 
due to recurrent mutation at each generation. In fact 
Haldane took both the offspring and immigration 
distributions to be Poisson/ viz. 
A(x) = e^^^''^\ B(x) = e^ ^^ "-*--^  with m<l and 
deduced that the 'equilibrium' p.g.f. P(x) would satisfy 
P(x) = e^ ^^ "-"-^  P[e'°^ '^ "-'-^ ], x6[0,l] (2.1.7) 
Skellam (1949), in attempting to solve (2.1.7), produced the 
approximate solution 
_^, 2x/m, k = m/(2-m) 
which generates a negative binomial distribution, and which 
according to his reasoning should be a reasonable fit when m 
is close to unity. Bartlett (1955) pointed out that the 
p.g.f. of a stationary distribution, in the general case m<l 
should satisfy 
P(x) = B(x) P[A(x)] (2.1.8) 
and suggested that a reasonable approximate solution is 
given by 
P(x) = [l+e(l-m)-^l-x)]-^e=a^/^^=V (2.1.9) 
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where ^ is the mean of the immigration distribution,A = B'(l-) 
anda^ is the variance of the offspring distribution. We 
note that (2.1.9) also generates a negative binomial 
distribution on the non-negative integers, and, moreover, 
agrees with skellam's approximation for the entirely Poisson 
situation, if we put, accordingly, o^ » m. 
The first attempts at a rigorous treatment of the 
problem appear to have been made by Heathcote (1965), (1966) 
who adopted an argument of Vere Jones in the latter of the 
two papers, to show that if the transition matrix {p^ l^ is 
irreducible and apeariodic, then the chain (X } is positive 
00 
recurrent in the case m<l, if and only if ^  b.log.< °° , with 
the stationary limiting p.g.f. P(x) satisfying (2.1.8). 
Moreover he pointed out that no such distribution can exist 
if m>l. The situation in the case m=l is more difficult, 
however, it is shown in the note of Seneta (1968b) that if 
{p. .} is irreducible and aperiodic, and also AsB'(l-)<<» then 
a necessary and sufficient condition for positive-recurrence 
is (/^ {l l-A(l-x)^-l ^^^^ jQj, f^ jjQjj ^^^ j^^ e range 0<Y^1) 
0 X 
i.e. that the mean time to extinction in the "underlying" 
critical Galton-Watson process should be finite. 
Finally, it is not without interest to note that 
ordinary subcritical Galton-Watson processes may always be 
regarded as forming a subclass of branching processes with 
immigration, in a sence, at least as regards Yaglom's 
conditional limit theorem. This may formally be shown as 
follows. 
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for a Galton-Watson process with m<l, 
lim P{X^=j|x^>0} = f./ j=l,2 , exists, and {f^} 
gives a probability distribution whose p.y.f. 
F(x) » L t.x' 
i-1 J 
lifxed Sch satisfies the modifi roder functional equation 
F(A(x)) = m F(x) + 1 - m 
1 - F(A(x)) = m (l-F(x)), x€[0,l] (2.1.10) 
l-A(x) (2.1.11) 
Now write. B(x} = — ^— 
^ m(l-x) 
which is the p.g.f. of the tails of the offspring 
distribution, normed to sum to one; and 
p (v) = ^ ^^^———^^^ ....(2.1.12) 
1-x 
which generates the tails of the limit distribution (but 
P(l-)iS" so that no norming to 1 is introduced). Then from 
(2.1.10) by substitution. 
P(x) = B(x) P(A(x)) x€[0,l), 
which is in fact (2.1.9), with the same offspring 
distribution generated by A(x), but a rather more special, 
related, immigration distribution given by (2.1.11). This 
was precisely the technique implicitly used in the 
generalization of Yaglom's subcritical limit theorem for the 
process without immigration by Heathcofte, Seneta and 
Vere-Jones (1967). 
Conversely, from the latter result, he deduce that for 
a branching process with immigration, with offspring 
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distribution A(x), (m<l), and with the special immiyration 
distribution generated by (2.1.11), there always exists a 
particular invariant measure of the process with immiyration 
(over the full state space S={0,1,2...}), which is a 
probability distribution and hence a stationary distribution 
if and only if P(l-) <" i.e. if and only if JiJ logj)a <-
which is easily shown via(2.1.11) to be equivalent to .^^ b-ilog.<' 
J=l "• J 
This particular measure is generated by (2.1.12). We note in 
particular that th6re are no inherent assumptions concerning 
irreducibility or aperiodicity involved here, but on account 
of (2.1.11), 0<B(0)<1 holds true. 
We shall be concerned in the sequel mainly with the 
generalizations of the result^ with a brief discussion of how 
this generalizations are associated with ergodic behaviour of 
the chain {X }. 
2.2 Preliminary Considerations , 
In this section we shall make the additional regularity 
assumption: 
0<B(0)<1. 
(If B(0)=1, the process {X } degenerates to the ordinary 
Galton-Waston process {Z^ } generated by A(x). If B(0)=0, 
the state (0) is 'ephemeral', i.e. con never be reached from 
any state of the process.) 
Under our basic assumptions (viz. 0<A(0)<1, 0<B(0)<1) 
it may now be shown (Excluding the special case A(x)= a+Bx 
which needs to be considered separately.) by a consideration 
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of possible sample paths of {X } (in a manner analogous to 
that giviny rise to the result of Harris yiven by Seneta and 
Vere Jones (1966) and Kesten Ney and Spitzer (1966) for the 
ordinary G.W. process (Z ]) that the state space S is the 
union of two disjoint sets J and S-J such that J is 
irreducible and contains the state {0} which also renders it 
aperiodic. Moreover if j ^  J / ^^)=0 for every integer i:>0, 
h>0. The set S-J may be empty. 
Thus in general/ the states of S-J are 'ephemeral', 
and the chain (X ) is 'almost irreducible aperiodic'. A 
simple sufficient condition which renders {X^} irreducible 
(and aperiodic), i.e. S-J empty, is a,>0. 
It therefore, follows that the ergodic (i.e. long term) 
behaviour of the process is entirely determined by the 
irreducible, aperiodic, stochastic matrix associated with 
the set J , and a re-examination of the treatment of 
positive recurrence by Heathcote (1966) and Seneta (1968b) 
reveals that their results in fact hold true, in essence, 
only under the weak fundamental assumptions which we have 
made. Thus the results of Heathcote completely settle the 
question of existence of limiting stationary distributions 
when m<l and m>l, while the assertion of Seneta does so in 
the case i:m=l, A=B'(l-)<a.. This leaves open this question 
only in the case m=l, x=«'. 
V7e shall consider by means of such methods the related, 
more general problem of the existence and uniqueness of 
invariant measures of the process, i.e. {v.) such that 
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Z V.p.. = v., jgO, ({V}2{0},{Vi}*{0}), 
i=0 1 ij J 1 • « • • \ ^ • ^ % JL ) 
* (It follows if such a measure exists, since J is 
* ^ * 
irreducible and S-J is ephemeral/ v.>0 if i E. J , v.=0 
otherwise, providing A(x)*ci+Bx, ) 
Lenima-2.2.1. Suppose an invariant measure of the process 
{X }, (v.), exists. Then V(x) =. £-. v.x^/ converges for x6[0,q) 
and satisfies the functional equation of generalized 
Schroder form 
V(x) = B(x)V (A(x)), x6[0.q[). (2.2.2) 
Proof. Let {P^^}/ i#j>o denote, as before, the transition 
matrix of the underlying Galton-Watson process {Z } 
generated by A(x). Now since 
P^^j 2 bQp^j, j 8 0, i a 0, 
it follows from (2.2.1) that 
bo ^1^ ^ iPij ^^ j» J^ ^ ••• (2.2.3) 
Now the transition submatrix Q={p.^), i,j>l corresponds to 
the transient states of the process {Z ), and he is in a 
n 
position to adapt the technique of Harris (1963) involved in 
the body of the proof of his theorem 11,2, to show that 
00 i 
i^ l i^'^  ^" ^^ [O.q) 
(recalling that 0<bo<l) which complete the first part. 
Now returning to (2.2.1), multiplying each side by x^ 
and summing over j, while bearing in mind (2.1.4), it is 
readily seen that equation (2.2.2) obtains. 
It follows that we may, to some extent, investigate the 
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existence and uniqueness of invariant measures by studying 
the solutions of equation (2.2.2). In particular, it is 
readily seen that any power series ^ {x) with non-negative 
coefficients satisfying (2.2.2)/ convergent for x £ [0,c ], 
g>0/ is equivalent to the existence of an invariant measure 
for the process (X }/ this invariant measure being merely 
the vector of coefficients of V (x). 
2.3 Existence and uniqueness of invariant measures 
The main result of these section is a consequence of 
the following slight variation of results given by Kuczma 
(1961). 
Suppose that a function k(x) is continuous and strictly 
increasing in an open interval -<»Sa<x<bS", such that 
k(x)<x» a<x<b, and lim {k(x)) = a. If another function P(X) 
x^a+ 
defined in the interval a<x<b, and monotone in a right 
neighbourhood of x=a, satisfies the condition lim p(x)=0, 
x-»-a+ 
then the equation 
g[k(x)] - g(x) = p(x) (2.3.1) 
has a unique solution g(x) (up to an additive constant) 
monotone in a right neighbourhood of a in (a,b), this being 
yivmn by 
g(x) - go - J o {p[kj^(x)]-D[kj^(Xo)]}, ... (2.3.2) 
where x,, is an arbitrary fixed point in (a,b), g,, is an 
arbitrary constant. 
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Theorem 2.3.1. For the process {X } under our stated 
assumptions, an invariant measure {v.}'exists and is unique 
(up to a constant multiplier), provided m=A'(l-) ^ 1. 
Proof. Let us consider equation (2.2.1), write in general, 
whether m^l or not (initially), 
g(x)= -log V (e"'^), k(x)« -log A(e"^) 
p(x) = log B(e"'') (2.3.3) 
for xe(r,<») where r = -log q, whence (2.2.1) becomes 
g(k(x)) - g(x) = p(x), xe(r,»), ... (2.3.4) 
Which is identical with (2.3.1) with a=r, b=-o•Moreover, the 
functions k(x) and P(X) defined by (2.3.3) satisfy the 
conditions of theorem / for r<x<" except possibly the 
requirement lim {P(x)} = 0. 
x-^ r+ 
In fact this last condition is satisfied if and only if 
m=A'(l-)^l, in which case r=0. As a consequence the 
remainder of the proof excludes the case m>l. 
Hence in the case m^l, equation (2.3.4) has precisely 
one solution monotonic in a right neighbourhood of 0, to an 
additive constant, in the interval (0," ), this being given 
by (2.3.2). This implies that equation (2.2.2) has a unique 
solution of the kind we seek for s£(0,l), this being given 
by 
B[A (x)l 
V(x) = c ^r^^TT^r TT' ^''^' ....(2.3.5) 
n=0 fi[A^(Xo)] 
where c>0 is an arbitrary constant, and x^e (0,1) is fixed. 
Now for x6(0,1] and integral u^O 
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B[A (XX )] 
u •• n o J-" 
n 
n=0 B[A (x )] 
is a probability generating function. Eence by the continuity 
theorem (1957), the limit function 
B[A^(xx^)] 
n , x6(0,i) 
n=0 B[A^(xJ] 
is the p.g.f of a (possible improper) distribution, and hence 
is a real convergent power secies with non-negative coefficients 
It is now easy to see that 
B[A (x)] 
V(x) = c J^  (2.3.6) 
B[A^(x,)] 
is in fact such a series for all x6(0,l), by using a similar 
argument to the above with x^>Xo in place of x^, and analytic 
continuation, say. Since all the series have non-negative coe-
fficients. 
2.4 Limit Theorems for Critical Branching Process > 
With Immigration 
We will now discuss the limit theorems for critical 
branching process with immigration. Since the publication 
of limit theorems for branching process by Harris (1963) and 
others a large number of research have obtained more intersting 
and refined results in the recent past significant- contribu-
tions have been made by Kesten, Spitzer Seneta, Pakes, 
Athreya and others. 
Seneta (1968) has shown that stationary limiting 
distribution may exist even when the mean number of 
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offspring is unity under special circumstances for which he 
has given sufficient conditions. Similary Pakes (1970) has 
shown that if we consider the case a= 1 and 6Y<~ where 6 = 2;jb. 
J 
is the mean of the immigration distribution. Thus the Markov 
chain {X ) may be either null-recurrent or transient. In the 
n 
case of null-recurrence some information on the Occupation 
times of the zero state. In another paper published in 
(1971) he establishes the converges of n° P^'^  (x) to a 
function U(x) which is regular in the open unit dise and 
which generates the invariant m«a8ure/{y,}, of {X }. 
In two papers (1965, 1966) Heathcote proves that if v <1, 
then the necessary and suficient condition for the chain to 
be positive recurrent is 
where -
I b.log <» (2.4.1) 
j = l ^ -J 
B(x) = Z h.x^ 
J=0 
He also asserts on the basis of the earlier paper, that if n il, 
the chain cannot be positive-recurrent. While his reasoning 
is valid for the case M^>l,Seneta (1968) shows that in fact 
a. 
it is possible that {X } may be positive recurrent even when 
We now present a review of interesting paper of Seneta 
(1968) is concerned with the situation when u =1. He suppose, 
as before, that the* chain {X } is irreducible and aperiodic 
(note that this implies 0<B(0)<1) -. Hence it is clearly 
sufficient for its positive recurrence to show that P (0) 
n 
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approaches a positive limit as n->" since Pj^ (O) is the n-step 
transition probability from state 1 to state 0 of the chain. 
Iterating (2.1.3), and putting x=0 we have for n>2, 
n-1 
P (0) = B(0)A (0) n B{A.(0)} (2.4.2) 
n .^^ J 
where A (x) is the n functional iterate of A(x). Let us 
n 
now recall that since M^,A„(0) t 1 as n-cco . and assume 
\i^ ~ B'(l-) <». (2.4.3) 
Now P^ ^^ ^ approaches either zero, or a positive limit, 
depending on whether the series of positive terms 
f [1-B{A.(0)}] 
j=l J 
diverges, or converges, since 
B'(x) (1-x)^ 1-B(X)SM^ (1-X) (X6[0,1)) 
by the mean value theorem, with O'^Uy^* B'{A(0)}<«' 
B'{A(0)} I {1-A,(0)} S Z [1-B { A.(0)^]i y. " {I-A.(O)} 
j=l ^ j=l J ^j=l J 
A necessary and sufficient condition (when y =1 ) for the 
a 
right and left hand series to converge is 
{^ Mu)-u ^" ^- •••• ^2.4.4) 
Thus we need only to find a p.g.f. B(x) satisfying condition 
(2.4.3) above, a p.g.f. A(x) with 0<A(0)<1,Ma =1, and 
satisfying (2.4.4), and both p.g.f.'s together such as to 
under the transition matrix of {X ) irreducible and 
aperiodic. To this end, consider the p.g.f.'s 
A(x) = x+(a/6) (l-x)\ 
where 1 <6<i, 0<a<l, and 
B(x) = e^ '^^ "^ ^ (0<c<»). 
The other conditions being easily satisfied, it remains only 
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to show irreducibility and operiodicity. The transition 
probabilities, p.. (i,j = 0,1,2...) of {X^ } are given in 
general by 
? xJp., = B(x) [A(x)]^ (iSO). 
j=0 J^ 
The following observation are both revealing and interesting. 
When^ a^ ~^' *^ he properties and possible forms of the 
stationary distribution are of considerable interest, when 
such a distribution exists. Denoting its general function by 
P(x), we have from (2.1.3) that 
P(x) = B(x) P{A(x)}, ...(2.4.5) 
with P(l) = 1 . 
From (2.4.5) we immediately deduce that a stationary 
distribution can have none of its integral moments finite 
whenMg^  =1, since (differentiating at x6[0,l)) 
P'(x) = B'(x) P{A(x)} + B(x) PMA (x)}A'(x), 
and letting x-»- 1- in this expression 
P' (1-) =^ ^^ +P• (1-). b 
Hence P'(l-) = » since u^^>0. 
Equation (2.4.5) indicates that, for given A(x) and B(x), 
P(x) will not in general have a simple form, moreover, it 
does not appear easy to determine P(x) explicitly from this 
functional equation . However, it is sometimes possible to 
use it to obtain a limiting form of solution, proceeding in 
a somewhat heuristic manner. Thus for the example of the 
preceeding section, we have for xg [0,1) 
P(x) - e^^^'^^ P{x+(a/«) (1-x)^} 
= e^ '^^ "^ ^ [P(x) + (a/6) (l-x)'^P'(x) + l/2(a/5)^(l-x)^*}P"(( 
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where x<e<x+(a/6)(l-x) . Rearranging appropriately, and 
letting a^ O,c->-0 such that a/c=k=constant, we have "in the 
limit" 
P(x) = (k/ 6 )(l-x)^ "-'- P'(x). ...(2.4.6) 
Integrating (2.4.6.), under the condition P(l)=l, 
P(x) = exp {-a(l-x)^} (a>0, 0<6<1) (2.4.7) 
where 
a =6/k (2-6), e=2-6. 
The generating function (2.4.7) is that of the poisson 
distribution with mean a compounded by the distribution with 
p.g.f.l-(l-x)^ 
We now present the main results obtain by Fakes (1969) 
pertaining to the condition under which the Markov chain 
{X ) is either null-recurrent or transient. The following 
theorem play a key role in establishing the main results. 
Theorem 1 (Kesten, Ney and Spitzer (1966)). If a =1 and 0<Y<" 
and l/(l-x)+n'Y-l/[l-A (x)] = h„(x) (0^x<l) then lim h (x)/n=0 
n n ^_^ ^^^ n 
uniformly in 02x<l. Furthermore, h (x) = I 6(A(x)) where 
m=0 
6(x) satisfies the inequality 
-Y'(I-X) 
S 6(X) Se(x) (0!SX<1) .... (2.4.8) 
1-a. 
where OSe(x) = y- [A(x)-x] / (l-x)^^Y and e iTx) is nonincreasing 
in X and c(.x)i 0 (x + 1). 
Observe that our assumption of irreducibility implies that 
Y>0. 
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Theorem 2.4.1 Let a =1 and 6 Y<'"then the Markov chain {X ) 
is not positive recurrent. Further, let a =3/Y/ then (X } is 
null recurrent if a <1 and transient if a >1. Define E(X) as 
in theorem (1) and let e (x)=0[ (l-x)"^  ] (xtl) for some 6>0. If 
B"(l-) <" then Pj,or-'Cn"'^ as n-»-" where C is a finite, positive 
constant, and in particular, if a =1 then {X } is null 
n 
recurrent. 
Proof By irreducibility and aperiodicity, the Markov chain 
(n) {X } is not positive-recurrent if lam p^^ = 0, that is if 
the infinite product n BCA(C|diverges to zero, (observe that 
irreducibility implies that B(0)>0.) It is knovm that if 6<<» 
then a necessary and sufficient condition for this is the 
divergence of the integral /Hl-x)|(A(x)-x) ] dx. By Taylor's 
theorem, A(x)=l-(l-x)+(l-x)^ A"(0)|2 (x<e<l) and so if 
0<A"(1-) <" , we see that the integrand is bounded below by 
[{1-X)Y ] and so the integral diverges. 
Thus the Markov chain will be transient or null 
recurrent according as the series i pJV" converges or 
n=0 
diverges, and by Raabe's test (Ferrarl957) the first 
(n+1) , . 
alternative will occur if lim nd-p^o / Poo) = limvn1l-BfA (0))]>1 
n-*-" n->-" ^ 
>1 and the second alternative occurs if this limit <1, the 
equality in the last expression follows from equation 
(2.1.5). The hypotheses and Taylor's theorem show that for 
0<x<l, B(x)=l-e (l-x)+0(l-x) (xtl) and since A (0)tl (n-*-©) 
' n ^ 
(Harris (1963)) we have 
n[l-B(A^(0))] =e^(l-A^(0)) + n(l-A^(0)) (n->-) ... (2.4.9) 
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Theorem 1, with x = 0, shows that as n**-" the right hand side 
expression (2.4.9) tends to o. 
We shall now show that under all the conditions stated 
in the theorem, 0< lim n^poo <"• From equation (2.1.5) we have 
n-»-" 1 
^ n-1 
r.^'J^^ - nrn^^Z ( _m±lN° B(A„(0)) = B{0) H D^ n Poo = B(0) n ( — — ) m ^^^ m 
m=l 
where D = (1+1/m)^ B(A (0)). A necessary and sufficient 
m m 
condition for the required limit to exist and be finite and 
positive is that-<»< f-(D -1)<». Theorem 1 shows that 
m=i m 
i-A (0)=l/(l-h +mY) where h = 0(m) (m^» ). Using this fact, 
m m m 
a three term Taylor expansion of B(x) to the left of x«l, 
and the fact that (l+l/m)° = 1+ a/m+0(l/m ) enables us to 
write 
D -1 •= -2: "' f ., . + Od/m^) 
m m my + l-h„ 
m 
= ^(1- "')/T + 0 (1/mM 
m^ + m (l-hjjj)/Y 
It is clear that l (D -1) will converge to a finite limit 
m=l ^ 
00 2 if E- h /m does so. In fact Harris (1963) shows that if 
m=l m 
A " ' ( l - ) < " , t h a t i s 6 > l , [ h ] = 0 (logm) so in t h i s case t h e 
m 
series converges. We now consider the case 0<6 <1. 
Using expression (2.4.8), the non-increasing nature of 
e(x) and the fact that A„(0)tl (n ^ " ) , we obtain 
n 
-y' 
1-ao 
00 
mil 1 
m 
"^ J, (1-A. (0)) <. L - V - ^ Ji —-
k=0 k m=l ni2 m=l 2 
'" m 
^ij eCAj^ CO)) ... (2.4.10) 
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For sufficiently large n there exist positive constants a,b 
such that a/n <1-A (0) < b/n and so we see that the terms of 
n 
2 
the series on the left of equation (2.4.10) are O[(login)/m ] 
for large m. Using the condition on e (x) given in the 
statement of the theorem and also that 0$ e (x)^ Y (04:X<1), it 
is not difficult to show that the terms on the right hand of 
equation (2.4.10) are 0(m~ ^~^) for large m. The proof is 
now complete. 
Remark 
( n ) 
1. In obtaining the asymptotic form of p^^ we have not 
made use of irreducibility, we only require A(0), Y>0 
and that 0<B(0)<1, that is, there is positive 
probability of no immigrants in any generation. 
2. By way of example, let A(x) = l/(2-x) and B(x)=[l/(2-x)] 
( V >0). Using the fractional linear generating 
function in Harris (1963), we see that p^ "^^  'x-n~^ Cn^ '«).If 
instead we have a Poisson immigration component, that 
is B(x) = g-Sd-x)^ ^^^^ pH^ xe"'^^n^where n is Euler's 
constant. Since the Marvov chain is transient when c>l, 
the zero state is entered only finitely often with 
probability one, that is, with probability one, often 
a finite number of generations have passed the 
population size will always be positive. 
It is easy to show from (2.1.4) that when cx = l 
E(Xj^|Xo=i) = n0ti 
V 
Ul 
and so it seems appropriate to investigate the limit in some 
sence of X | n as n -»-°° . If we consider convergence in 
distribution, the following theorem shows a non-trivial 
result. 
Theorein 2.4«2 
Leta«l and 0<Y.S,a<». Then the sequence {X /n] (n=l,2.) 
tends in distribution to the gamma variate having the 
density function 
f(t) = - 1 — ih'-'^ e-"-'^ (t>0) 
6r(o) '^  
Proof. It follows from equation (2.1.4) that (0>O), 
^^''hB) = E(e-^^n''" Xo=i) = [A (e"®^")]^ if B[A (e"^^")] 
" m=0 "^  
Since A(x) +1 (n-»-«>), we see that the first term on the right 
tends to unity. Writing b (6) = B[A (e~ )], and using log 2 " mn •• m ^ ' & & 
(1-x) ^ -x-x /(1-x) (O^xil), we have 
$^"\e) = logH'^ ^^  (e) = E log [l-(l-b (e))] 
m=0 "'^  
n-1 , . 
= - z (1-b (e)) + R;"'' (8) ... (2.4.11) 
m=0 "^ " ^ 
where 
(n) n-1 2 
o> R, (e)> - I [1-b (e)] /b (e) 
1 nj=o "^ ^ "»" 
n-1 
^ -[(1-bon («))/bon(e)] Z (1-b (e)) 
m=o 
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Since b (9) is non-decreasing in m for fixed n and e, 
mn 
(m) 
Since 1-b^ (©)->0 (n^ -*) it is clear that R, (e)->-0 if the 
On 1 
first expression on the right hand side of equation (2.4.11) 
has a finite limit as n-*-". 
For 0 ix <1, we have l-B(x) = &(l-x)-(l-x) f(x) where 
0< f(x) = (1-x) B"(c)/2 and x <C<1 and f(x) = 0 (1) as xfl. 
A / n 
Then letting a (e)=A (e~ ), equation (2.4.11) becomes 
mn m 
n 1 
*^"\,e) = -6 I (i-a^„(e)) + R/"\e) + R^"^ (e) 
where 
0 ^RA"'' (e) = z (l-a (e))-f [a (e)] 
ft 7 '^ ~-'-
S d-e"^^") Z -f (a„, (©)) 
m=0 '"^  
sincef (x) is non-increasing. The last expression approaches 
— 6 / n 
zero (n^") since 1-e '^' e/n and ^[a -(e)] =0(1) (n^ -«>). 
Theorem 1 shows that we can write 
1-x 
1_A (x) = [l+g„(x)] 
^ l+Ym(l-x) ^ 
where g (x) -> 0 uniformly in 0 S x<l(m-*-") and g (1)=0. 
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Thus we have 
(n) n-1 - p-9/n / N / N 
(9) = -6 Z +R^"^(e)+Rj"^(e)+0(l)(n-
m=0 
l+ymd-e"^^") 
where 
f . n i _ "^^'^ 
R3Me)=-e ? _i:f -e/n (2 4 12) 
l+Ym(l-e"®^") 
It follows from the uniform convergence of the g (.) that there 
m 
exists M(e) such that |g (e"®^")l<C (n=l,2...) if m>M(£). 
m 
Breaping the summation in expression(2f-^ -a)into the form 
M(e) n 
E + E and using the fact that 
m=0 m=M(C)+l 
[l-e"®^'^]/[l+Ym(l-e~®^'')] il-e'^ ^^ .-'e/n (n->») 
(n) 
shows that R3 (e)=0(l) (n-^ «). 
It is easily seen that 
e/n 1-e-®^" e^ 
1+ ym e/n 1+Y m(l-e~®^") 2m2 
so that finally we have 
* (0) = - e E + R^  (e)+0(l) (n-co) 
m=0 l+yme/n -^  
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The sxim in this expression can be recognized as an upper 
Darboux sum of the Rlemann integral 
1 -1 
e/ (l+Yex)-^dx, 
0 
so that we obtain 
(n) 
(^  (9) = -a log (1+Ye)+0(1) (n-^ ») 
(n) _^  
and thus lim "¥ (e) = (l+y©) v/hich is the Laplace transform 
n^ oc i 
of the density function given in the statement of the theorem. 
The convergence in distribution assertion follows from the 
continuity theorem for Laplace Stieltjes transforms. 
(n) 
We now proved to exaimine the asymptotic behaviour of ip. . } 
and {y.}. The following lemma plays an important role. 
Lemma 2.4.1 
Let K(x)= Z k.x*^  be a probability generating function 
j=0 J 
If 0<d <1 and 1-d 'v- a/n, 0<a<<», then 
n n 
I (1-K(d ))/n<" iff Z k.log.<». 
n=l " j=l J J 
Proof Since there exists finite positive constants C^  and 
C„ such that C^/n < 1-d <C„/n if n>N, it suffices to show that 
2 1 n ^ 
S = 2 (l-K(l-C/n))/n <« iff L Jt, log. <« , 
51 
Where C is a finite positive constant and N is so large 
that C/(N-1) < 1. Fubini's theorem yields. 
S = Z k Z (l-(l-C/n)"^)/n. 
j»0 '^ n««N 
Let S = Z (l-(l-C/n)'^)/n. For fixed j the terms of this 
•J n=N 
series are monotone decreasing and so. 
0<S.-I .i [l-(l-c/(N-l))'^]/(N-l)<l. 
J J 
where 
I. = 7 [l-(l-c/x)]/xdx = /^ (l-y^)/(l-y)dy 
3 Ri 1-c/N 
= log^ .L.-M.. 
i and where L. = I 1/k - log. satisfies 0<L.<1 and 
J 1^ =1 3 3 
OSM. = Z (1-c/N) /k (N/c)-l. 
J k=l 
The lemma how follows on observing that 
0< I k . I . < S ^ Z k . I . + l . 
j=0 J J j=0 J J 
From the definition of the Markov chain {X } it is easily 
(n) ^_^ " 
seen that P ^^ ^ ^ (A„(x))^ u B(A„(x)) 
^ " m=0 "^  
where A (x)=x and A .i(x) = A(A (x)). 0 n+l n 
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Theorem 2.4.3 If, in addition to the condition Z a. j' 
J=l ^ 
l o g . , f b . log j <", then the sequence of f u n c t i o n s 
^ j = l -^  
r a2. ^ (x)} Converges t o u(x) ( | x | < l ) where u(x) s a t i s f i e s 
tn P. ° ' ' 
the functional equation 
B(x)u(A(x))=u(x). 
The convergence is uniform over compact subsets of the open 
unit disc. Denoting the power series representation of u(x) 
by I. y .x"^ , the n-step transition probabilities are given 
j=0 J 
by 
i^^. = n"° (ii . + r..(n)) (i,j=0,l ) 
where r (n) = 0(1) (n->-<»). 
Remark. Since completing this work, the author has found 
that Karlin and M Gregor (1966) have obtained the first 
c 
part of this theorem but on assuming that B(x) is 
regular at x=l and A"' (1-) <». When x=0, the above 
theorem slightly streng thens theorem 2.4.1. 
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2.5 Limit Theorems for Subcritical Branchiny Process with 
Immigration. 
A.G. pakes (1971, 1979) and Seneta (1983) proved 
several interesting theorems for subcritical Branchiny 
process with immigration. In this section we review some of 
the main results of these authors. 
To begin with we have a look of the results of Pakes 
(1971). In his paper titled "Branchiny Processes with 
Immigration". He present an asymptotic expression for the 
'-tTransition probabilities and his shows that geometric 
ergodicity obtains under fairly mild conditions. These 
results are related to the spectral expansions of Karlin and 
McGregor (1966) which are valid when the probability 
generating functions. 
A(x) = Z a.x'' and B(x) = l b.x"^  (|x|^ l) 
are regular at x=l. 
It can be seen that a =A*(1-) and '-^ =B* (1-) are there 
means. Define the generating functions of the n-step 
transition probabilities by 
,pf"\x) = Zpf^^xJ (Ixl^l). 
then it is easily shown that 
(n) i "~^ 
P "^x) = (A„(x))^ n B(A„(x)), 
1 " m=0 "> 
Where Ao(x)=x and A^^^(x)=A(A^(x)), (n=0,l ). 
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If a<l and Eb. log. <» the unique limiting stationary 
distribution, {TT.}, is given by 
•J 
7T(X)= Z TT X-" = n B(A (x)) (ix|sl). 
d=0 j m=0 ^ 
Thus, if the immigration distribution is compound poisson, 
the limiting stationary distribution is infinitely divisible. 
By imposing some further conditions he find the rate of 
convergence of P^ to u . 
Theorem 2,5.1 For a sub-critical branching process 
with immigration satisfying condition (0<aoja^+ai,bo<l) 
and for which ? ja, log. <» and e<», then 
j=l ^ ^ 
p<">(x) = TT(X) + a"H(x) (l-i(l-a)/S)+R^"^ (x) ( | x | <1). . (2 .5.1) 
Where Rf"\x)=0(a") (n-»-») and H(x)=Eh.x'^  satisfies H(1)=0 and 
B(x)H(A(x)) = aH(x). 
The n step transition probabilities have the form 
^iJ^ = IT +a"h (l-i(l-a)/6) + r^^\ (2.5.2) 
where r^" =0 (a") so that the process is geometrically ergodic 
If A"(l-), B"(l-)<», then Rf"\x) and rf"^ are 0(a^"). 
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It is well known that for a non critical case the limit 
distribution is non defective iff a logarithmic moment of 
the immigration is finite. Pakes (1979) in his paper titled 
"Limit Theorems for the simple Branching process allowing 
immigration/ the case of finite offspring mean" is concerned 
with the situation where the moment is infinite and give 
limit theorems for a certain slowly varying function of the 
population size. The methods envolved are the used to give 
some results on the rate of decay of the transition 
probabilities and on the growth rate of the stationary 
measure. These is turn are used to obtain some limit 
theorems for a reversed time process. 
We first of all state the condition under which the 
main results have been obtained. We also state the lemmas 
which are used the proofs of these results. 
One of the fundamental problems in the theory of the 
BPI is to classify^ . If m=A'(l-) then it is well known 
that the following result obtains for the subcritical case 
m<l, Heathcole (1966)/ Seneta (1969), Pakes (1975). 
Theorem 2.5.2 when m<l,9l is positive iff 
E Clog"^ !) <« (2.5.3) 
S. Where I has the immigration distribution(Vp . When (2.5.3) 
holds the limiting distribution {^  .} is given by 
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ZTI X-^  = n B(A„(x)), 
1 n=0 n 
It is thus of some interest to investigate the 
behaviour of X when (2.5.3) fails. The author (1975) has 
shown through examples that9l can be either transient or 
null. Indeed he proved that if m^ 1. .then 
lim n(l-B(A ))<1 (resp. >l)^^is null (resp. transient)... (2.5.4) 
where A = A (0). 
n n 
He also gave rather complicated conditions involving both 
3 andj> which ensured the existence of a slowly varying (S.V) 
function X(.), such that X (x) -»•«' (x ^ ^ ) and that a 
suitably normed version of the sequence {X (X )) has a 
non-degenerte limit distribution. 
Pakes claims to have unified and simplyfied the results 
of Heathcole (1966)/ Seneta (1969)/ Pakes (1975). His 
results correspond to four different modes of behaviour of 
the function 
:G(X) = l-B(l-e"^ ). 
He assumes that for each of these results E (log I)<«' He 
does not hold, this being equivalent to the condition 
/" G(x)dx = «, ....(2.5.5) 
o 
The four modes of behaviour are simply conditions on the 
rate of convergence to zero of G (.) 
(i) XG(x) ->-0 (x ->"), 
(ii) xG(x) ^ a (O,-) x^ -^»), 
(iii) G(x) ^ (x^L(x))"^ 
57 
where L(.) is s.v. at infinity and either 0<^<1 or A =1 and 
L(x) ^ 0 (x>» ), 
(iv) as in (iii) but A=0. 
In each case he has shovm that there is a s.v. non-linear 
norming of DC which may then be normed in the usual way by a 
sequence of increasing numbers to give convergence in law. 
The following lemma will be useful in establishing the main 
results. 
Lemma 2.5.1 If a(x) and b(x) are positive valued functions 
defined in a neighbourhood of x^* O^x^^ "» and if a(x)^ 0 (x 
Xj,) then 
a(x)'x. b(x) log a(x)'v log b(x) (x-^x,). 
Remark In his applications of this result x^ will be 
either 0/1 or fa* and the limit will be from the right in the 
first instance and from the left in the other cases. 
Lemma 2.5.2 Let A(x)/ defined and positive on (O/X^ J for 
some positive x<, sufficiently small, be given by 
A(x) = {''a(y) d^ 
where a{.) is raonotonic. Then forp >0 
A(x) = x^ L(x)^ x^ (x)/A(x)-»-p (x-^  0+) 
if L(») is s.v. at the origin. 
Lemma 2.5.3 If M(.) is s.v. at infinity (resp zero), then 
}°Si M(x^ ^ 0 (x-^co , (resp. x.^  0+)). 
log X 
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Proposition 1(a) let T(.) be a strictly increasing 
continuous function, T(l) = 0, T (" )= » and T(.) is s.v.at 
infinity. Let w(y)=T" (y), {a^} a sequence of positive 
constants such that a^ ->» and u(x) be a continuous 
n 
non-decreasing function on (0, »). If for a sequence of non-
negative random variables { 5 )• 
then 
n^ E[(l-l/w(a x)) ] -^ u(x) (n^", x>0) 
P(a"-'-T(l+C^)^x)^u(x). 
(b) If T(.) is as above except that T(0)=0 then 
P(a"-*- T(5 )sx)^u(x). 
n n 
Lemma 2.5.4 
Zb. log'J = « iff/ (l-B(l-e"'*))dx=oo. 
J J o 
In subcritical case, m<l, by Reviewing some results about 
the Markov chain {X ;n £ N+j which is the simple branching 
process with offspring p.s.f A(".) 
X 
Let F(x) = lim E (x "|X >0, X o = l ) , this is a p.g.f. 
n-»-<» 
satisfying the functional equation (Athreya and Ney (1972)) 
F(A(x) = mF(x)+l-m. 
Iteration yields 
l-A^(x) = w(m'^(l-F(x)) — (2.5.6) 
where W(.) is the inverse function of l-F(l-x)and has the 
following properties (Seneta (1974) proof of Theorem 2). 
The function x" w(x) is s.v at the origin and 4^  1/F'(1-) >0(xiO) 
We now proved the following lemma play on important role. 
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Lenmia 2.5.5 Log (l-F{l-x)) '^  log w(x) '^' log x (xiO). The 
function l-F(l-x) has a monotonia derivative and hence it 
follows from lemma 2.5. 2 that 
(1-x) F'(x)/(1-F(x))^l (x-^ 1-) (2.5.7) 
observing that w(.) is non-decreasing it follows that 
n 
B<x)/B(Aj^(x))<i°^x) exp (-{log B(l-w(m^(l-F(x)) )dx)^l 
and hence if x -*-l, 
" A (X ) F'(x)log B(x) 
Pi^'^x )> exp c / "" " TIFTT) ^"^ ^ """^' 
x 
n 
where C = 1/log m" and the last integral arises by a change 
of variables in the preceding one. It now follows from lemma 2.5.1 
that 
-log Pf"> (X ) . , /'^^''^^ lzB(x)_ j^ 
1 n " 1-x 
n 
-log(l-A (X )) 
= C / G(y) dy, ... (2.6.8) 
-log(l-Xj^) 
provided that the right hand side, *„ is bounded away from 
zero. 
Theorem 2.5.3 Suppose that m<l and both (2.5.5) and 
condition (i) hold. Then { ^ ix^)/ ^(m"")) has the limit DF 
A(x) = (lAx) ^  (x>yO), 
where aAb = min (a.b). 
Remark. Condition(i)can be rewritten as (log (1-x) (l-B(x)^O. 
Proof. Let l-x„ = l/r'TxA(m"")) . Clearly x ^ 1-and 
n n 
C^^^ = log A ((l-A^(x^))"^) log A((l-x^)"^) 
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C"-^  $^ = log X ((l-Ajj<x^ ))'"'") log X((l-x^) ) 
= log X ((1-A^ (x^ ))"•'•) -log xx(m"") 
-log m 
Let J denote the integral.Then 
^ -log{l-A (x )} 
O^ J ^G(-log m") [-log(l-A„(x„)) + log m"] =6 ( — ^ — S _ ;^  
n n n n ^ n 
-log m 
where 6 ->0 (n->«> ) and .he has here used condition (i). 
n 
However, (2.5.6) and lemma 2.5.5 show that 
-log (l-Aj^ (Xj^ ) -v-log (m"(l-F(x^)) 
and -log (1-F (x ))'v-log (1-x ) ^ ^ log m~ where in the last 
step he assume 0<x^l. It follows that the lim sup of the 
coefficient of 6 is finite and hence J-»- 0. Thus he has 
n n 
(n) 
shown that(() -•c logx (0<x^l) and hence from (2.5.8) that p. 
n 1 (x^ )-*-A(x) for 0<x<l. However, P^  (x ) is non-decreasing 
n i n 
in X and it follows that Proposition Kb) is now applicable 
with T(x) = X (x) and a =X (m""). 
n 
condition (i) implies that 
n(l-B(A^)) =e (A„)n/(-log (1-A )). 
n n n 
Where e(x)-»- 0 (x-»-l-) and (1) and lemma ;2.5.5~' show that 
log (1-A ) "v log m'^ . 
Thus (2.5.4) shows that^ is null under the condition of 
theorem 2.5.3 Pakes cites the following example in support 
of his result. 
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Example The conditions of Theorem 2.5.3 are satisfied if 
b, = c[j(iogj)^ n log j]"^ (jsJ) 
J k=2 *^  
where log|^ =log., logj^ = log (logj^ _j^ j), r^2, J is chosen so 
large that b. is well- defined and c is chosen so that@is a 
probability distribution. For, it follows integral test 
comparisons that 
CO T — 1 
n b.'\'C ( n log, j) (j-*-") 
i=l J k=l ^ 
and an Abelian theorem for power series (Feller. W (1971)) 
applied to the relation (l-B(x))/(l-x) = Ex E b. yields 
r -1 -1 ^^ J 
l-B(x) ^ c ( n log, (1-x) "•) "• (x->l-), 
k=l ^ 
and condition (i) how follows. 
Theorem 2.5.4 It m<l and condition (ii) holds. Then 
{(5/n) log (1+X )}has the limiting DF,B(x)=(x/(1+x))^^ (x^O), 
Theorem 2.5.5 If m<l and condition (iii)holds then 
{a~ log (1+X )) has the limiting extreme value DF 
C(x) = exp (-oT^ ) (x>0). 
Theorem 2.5.6 It m<l and condition (iv) holds then 
{n[l-B(exp(-X~ ))]) has the limiting DF 
D(x) = 1-e"^ (x>0) 
Remark. The assertion may be re-expressed by stating that 
the reciprocal of the sequence above has the limiting 
extreme value DF exp (-x~ ). 
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The following example of Pakes gives strength to his result. 
Let b.=c".-'- (log.)'"'' {j=2,3 1<6<2) 
where c is a constant. It was shown in Pakes (1975) that 
1-B(x)'vc (6-1)"^ (log (1-x))-'-"'^  
and it follows that the conditions of Theorem 2.5.5 are 
fulfilled with A=6~Moreover, it is clear that we can replace 
a by a^  = c(6-l)"^ (n/C)"^ ^^ '^ "''•^  since a„'v a- . 
n n n n 
We now present a review of another interesting paper of 
E.Seneta and S. TAVARE (1983) titled "Branching Process with 
immigration stopped at Zero" referred to in the 
introduction ofihis section. 
In this paper the authors have considered the Galton-
Watson process with immigration which is time homogeneous 
but not permitted when the process is in state 0. So that 
this state is absorbing. The results obtained are however, 
analogous to those for the ordinary absorbing process and 
the modified process provides information about the first 
passage time to 0 in the ordinary G-W process with 
immigration. 
Pakes (1971) has treated the situation dual to that of 
this authors, where immigration is permitted only when the 
process is in state 0, and extensions of that situation have 
been made, these are different in essence. 
Denoting the process by {y^}/ t:5-0 where y^  is taken to 
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have some initial distribution {'^  . ) , j^ O^, with p.g.f. ./ 
G (x) =-|o TT-x"^ , xe[0,l], and writing the 
offspring and immigration p.s.f's as A(x) =j£o ^ j ^ »^ '^^ ~^j£o ^ j ^ 
respectively. The basic assumptions, which are assumed to 
obtain throughout, are 0<B(0)<1, 0<A(0)<1. Then forx6[0,l] 
G^ j^^ (x) = E(x^ "^^ ^^  = E(E(x^ *'"*'Vyt)) 
i.e. 
G^ j^^ (x) = B(x)G^(A(x) + G^{0) (l-B(x)), t:j-0 . . . ( 2 . 5 . 9 ) 
which is the fundamental equation. 
Iterating (2.5.9) are obtains 
S+1 (^^ = Pt-Hl(^jGo(At+l(x))+^!^G^.^(0)(P^(x)-P^^^(x)) 
where 
P^(x) = 1, if r=0, = JnJ B(A^(x)), if r^l. 
Here A (x) is the H functional iterate of A(Ap(x)=x), and 
P (x) is recognizable as the p.g.f. of generation size at 
time r of an ordinary BPI {x. } with offspring and 
immigration p.g.f.'s A{x) and B(x), starting with 0 
individuals (X^^O). Thus for X6[0,l] 
G^(x)-P^(x)Go(A^(x)) + ^f^G^^^(0)(P^_3^(x)-P^(x)) ...(2.5.10). 
and consequently 
l-G^(x)=P^(x)(l-G„(A^(x)))+^£^(l-G^_^(0))(P^_^(x)-P^(x)). 
Notice that G^(0)=P(T4t) where T is the time to extinction 
for the process {y^} , or the first-passage time to 0 for a 
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corresponding ordinary BPI. putting x=0 in (2.5.11) and 
writing d^ = Pj._i^ O) - P^(0)- >'0;,- r>l, U^=1-G^{0) 
are obtains 
t 
u^=c^+ ^ u. d .... (2.5.12) 
t t i.=i t-r r 
where c^=P^(0) (1-G„(A^(0))) . (2.5.12) has the form of a 
renewal equation for {u.) with (d ) satisfying d >0 and 
'rilV^-'PttO>-
(The positivity of each d. , t:^ l, follows from 
P (0)=P^ _j^ (0)B(A^ _j^ (0)) and the basic assumptions 0<A(0)<1, 
0<B(0)<1.) 
It is known that for {X.) the state space S ={0,1,2 >•••] 
it ie 1e 
is the union of two disjoint sets J and S-J such that J 
is irreducible and aperiodic and contains the state 0. 
Moreover, if J^ J , p.. =0 for each integer i^O, n>0. The 
* 
set S-J may be empty (Seneta (1969)). For the stopped 
process {y^ l of present interest, similar reasoning shows 
that the states {1,2...} may be subdivided into (different) 
* . * 
sets J (non empty) "and {1,2...}-J with analogous 
properties. Further assuming that ^EYo' m=A'(l-) and 
XsB'd-) are all finite and Eyo>0. It is well known. 
In the case m<l ergodicity (i.e positive recurrence 
of the index set J ) is known to obtain iff l_ b.log.<», and 
hence certainly obtains when X<«' for the process {X } 
(Seneta 1969). This implies in particular that as t-^°° , 
P. (0)->a> 0 so that in (2.5.12) Z d =l-a<l. 
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Now in fact 
dj.=Pj._j^ (0) - Pj.(0) = (l-B(A^_^(0)) Pj._3^ (0)'^ ^ (l-A^_^(0))<^ 
and since (l-A^(O) )/(l-A , (0) ^  m as r-»-<» , the series E d z^  
has convergence radius ra . 'r assuming E jiogja .<" as has 
been done henceforth in this section, it follows from 
(Heathcole, Seneta and vere James (1967)) 
1-A (0)'^ cm^ (0<c^l), so Pj._^(0)-Pj.(0)'^ cAo m^ "-"-, and the 
series diverges to " at Z=m" . 
It follows that a positive number x^i l<Xo<m such 
^h^^ E d x^ = 1 
— t — + _ t 
and putting d^ = d x,, u^=u^Xo, c^=c^x„ in (2.5.12) 
t _ _ 
u. = c^ + ^^  u^ d 
t t r=l t-r r 
so that (d. ) is a probability distribution all of whose 
terms are positive and all of whose moments are finite, and 
c^=x*P^(0)(l-Go(A^(0))) ^  c a E(y,) (x^m)^ is a sequence of 
positive terms such that E c <" . applying (FELLER (1968)) 
t *"0 *-
all of whose conditions are satisfied, 
U. -^  Z c. / " kd, , = K say, where 0<k<» 
^ t=0 ^ k=l ^ 
so that 
jf, (l-G^(O)) •> K. 0<k<«. (2.5.14) 
This provides information on the extinctions-time 
distribution which completely parallels that for the 
ordinary subcritical branching process, with x^ playing the 
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role of m~ in that situation. Before discussing further 
significance of this point the authors point out another 
feature of similarity. The analogue of the yaglom 
conditional limit theorem for the subcritical process. 
Multiplying (2.5.11) by xj in the expression 
x^ (l-G^(x)) = xl P^(x) {l-G,(A^(x)) 
+ ^ Z^ Xo'"^ (l-G^ _j.(0))xf (P^_3^(x)-P^(x))..(2.5.15) 
That the first summand on the right is 4xJ^ (l-G,, (A^(x) )^ 
xJ(l-Go(A^(0))) "^ cE(yo)(Xom)^-*0 as t-^ «, since Xom<l. 
Also Pj.^ )^-Pj.(x) = (l-B(Aj._^ (x)))Pj._j^ (x)^ l-B(A^ _^ (0)) 
^ X(l-A^_^(0)) 4: xm^ "-"- ...(2.5.16) 
00 p 
By the mean value theorem, so that ^ x^ (P , (x)-P (x))*^ °° 
r=l "^•'- ^ 
for each x6[0,l]. Letting t"^ " in (2.5.14) that 
lim X* (l-G^(x))=K J x^ (Pj._i(x)-P^ (x)). ...(2.5.17) 
t-^ oo r = l 
from (2.5.14) and (2.5.17) 
G^(x)-G^(0) (l-G^(x)) ^ .;/, .;-_;-: 
=1 ^^ 1 I ^r (p (x)_p (/) 
r=i u r-1 r 
l-G^(O) l-G^(O) 
= V(x), say 
x e [0,1], which is clearly independent of the initial 
destribution vector TT . Also by dominated convergence on 
account of (2.5.16) 
67 
lim V(x) =l-lim i sTo (P^-l^^^'^r^^^ ^  "^  ^' 
^ x-*-l r=l 
so he has a proper limit distribution for P(Y =j| Y >0),j=l,2-
using analogous reasoning 
lim (l-V(l-6))/6= - E x^ (d(P^ (x)-P^(x)))/dx 
6^ D+ r=l " ^'^ ^ 
= Z x^ Xm^~^ = x<jA/(l-x m) (2.5.18 
r=l " 
from (2.5.13) 
If we denote by p.. the t-step transition probabilities of 
the Markov chain underlying {y.)» we have as a consequence 
of the above limit theorem that for j 6.J in particular 
Ji -i-ij' '"-°t(°>'*^j'jlj* j^ = ^ 
00 "1 
where .1- V .x-^  =V(x). Specializing to an initial distribution 
concentrated at iej , we have from (2.5.13) 
xt p^ (^ ?^ )-.k(i)Vj, i,jGJ* (2.5.19) 
* 
where K(i) can be expected to depend on i. For fixed i e. J 
* 
the limit is positive for at least one j €. J . Now the 
* 
irreduciable aperiodic set J must be either R-positive, 
R-null or R- transient, and the behaviour exhibited in 
(2.5.19) can occur only in the R-positive case with Xo=R 
(Seneta (1981)). The R-positivity theory now shows that 
* 
v.>0 for each j e j (Since the limit in (2.5.19) must be 
positive for each i,j), that {K(i)}, i e j is the unique 
(to constant multiples) R-invariant vector of the set J , 
and {v.}, J6.J the unique (to constant multiples) invariant 
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measure, scaled (as is possible in this particular 
situation) to have sum 1, These results are analogous to 
those of Seneta and Vere-Jones (1966) for the ordinary 
subcritical process. 
CHAPTER - III 
Limit Theorems for Bellman - Harris 
Branching Process with Immigration 
3.1 Introduction : The Bienayme-Galton - Watson branching 
process was generalized by Richard Bellman and Theodore 
Harris (1948) into a process where independent individuals 
first lead a life of random length, then give birth to a 
random number of children, k with probability p, 
indipendently of the mother's life span. B.A. Sevastyanov 
(1964) however, introduced into this the possibility of 
dependence between life and reproduction. 
In this chapter we review some limit theorems for 
Subcritical, and critical Bellman-Harris process with 
immigration,. Special mention of the papers of FAKES and 
NORMAN KAPLAN (1974) and K.V. MITOV and N.M. YANEV (1985) is 
in order which Pakes and Kaplan in their paper titled "On 
the Subcritical bellman-Harris process with immigration" 
have obtained necessary and sufficient conditions for the 
existence of a proper non-degenerate limiting distribution 
for a Bellman-Harris age dependent branching process with a 
compound renewal immigration component. A number of these 
results are applicable to the batch arrival GI |G| «queueing 
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process. Some aspects of the situation when there is no 
such limiting distribution are considered. The situation 
when the immigration component is a non-homogeneous compound 
poisson process is briefly considered. 
Motov and Yanev in their paper titled "Bellman-Harris 
Branching Processes with dkte dependent immigration" have 
studied the asymptotic behaviour of the probability of 
extinction and of the first two moments for a critical 
Bellman-Harris processes which admit an immigration 
component only in state 0. 
3.2 Limit theorems for subcritical Bellman-Harris Process 
with immigration 
We consider a population of objects which reproduce as 
in the Bellman-Harris age dependent branching Process. I.e. 
an object has a random life time whose length has the 
distribution function G(t) and at the end of its life an 
object produces j progeny with probability a. (j=0,l...). 
Further more each object develope independently of all 
others. In addition we suppose that the population is 
augmented by an independent process of immigrants each of 
which generates a B.H.P. More specifically, we assume that 
immigration epochs occur according to a renewal process 
which is independent of growing population and let H{t) 
denote the DF of inter immigration times. At an immigration 
epoch j immigrants enter the population with probability 
bj(j=0,l...). The immigrant numbers are,independent of each 
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other and of the growing population. 
Let A(x) = -IQ a^xJ, B(x) =.IQ b^x^, a=A'(l-) 
mean of the offspring distribution as defined in chapter II 
be the p.g.f's of offspring distribution and the inunigration 
distribution respectivel'^ y^  and suppose that ai^pf^<l and 
G(0+) = H(0+)=0. 
Let X(t) denote the population size at time t. We call 
{X(t),t:^ 0) the Bellman-Harris process with immigration. 
In this section we examine a bit closely the main 
results obtained by Pakes and Kaplan (1974) . As stated in 
the Introduction they have obtained necessary and sufficient 
conditions for the existence of a proper non-degenerate 
limiting distribution for a Bellman-Harris age dependent 
branching process with a compound renewal immigration 
component. They also consider some aspect of the situation 
when there is no such limiting distribution. The situation 
when the immigration component is a non homogeneous compound 
poisson process is also briefly considered. Assume that 
X(0)=0. We consider questions related to the existence of 
limiting distributions in the case ci;^ i. When a <i Jagers 
(1968) proved the existence of a limiting distribution when 
8 = B'(l-), X„ = ;" tdH(t) and X^ = /"tdG(t) are finite 
o 1 o 
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For the case of finite \) they obtain a necessary and 
sufficient condition for the existence of a limitiny 
distribution and use this to obtain necessary and sufficient 
conditions on {b.}. When certain additional restrintions 
are placed on the life time D.F. 
When Xjj and /or \ are infinite we obtain phenomena 
having no counterpart in the Galton-Watson or Markov 
Branching Processes with immigration. 
Let Y(t) denote the population size at t>0 in a B.H.P. 
generated by A{.) and G(.) and suppose that Y(0) = 1. If 
F(x,t) is the probability generation function of Y(t) then 
it is well known Athreya and Ney (1972) that F(x,t) is the 
unique P.fi.^ . solution of 
F(x,t) = x(l-G(t) + /o^A(F(x,t-u)) dG(u) (3.2.1) 
,t t+ 
Where Jg = /g _ letting * (x,t) be the p.g.f. of X(t) it is 
known Jagers. P. (1968) that 
* (x,t) = l-H(t) +/**(x,t-u)h (F(x,t-u))dH(u) .(3.2.2) 
0 
Theorem 3.2.1 If X^  ,<» and H(.) is non-lattice, X(t) has a 
limiting distribution iff 
/Q [l-B(F(0,t))] dt <"• (3,2,3) 
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More specifically, if (3.2.3) holds then 0 (x,th<t) (x) 
{0^x<l; t^«^, a p.g.f given by 
<t)(x) = I-X"-*- /" (f>(x,t) [l-B(F(x,t))] dt (3.2.4) 
and if (3.2.3) fails to hold then X(t) 5" 
Remark. If ct >1, lim F(0,t) < 1 so (3.2.3) cannot hold, 
~^"^ ~~~ t-*'« 
Proof We write (3.2.2) as 
t 
()<x,t) = Z^(t)-Z2(t) + I ^ (x,t-u) dH(u) 
Where zAt) = l-H(t) and 
t 
Z,(t) =/4,(x,t-u) [l-B(F(x,t-u))] dH(u). 
4 o 
Now Z,(t) is non-increasing and integrable hence it is 
directly Riemann integrable. 
Clearly 
Z2(t) 4: Z3(t) = } [l-B(F(0,t-u))] dH(u) 
and 
;"z,(t)dt =/" [l-B(F(0,t))] dt 
which assume to be finite. Moreover, 
Z3(t) = H(t) -^ B(F(0,t-u)) dH(u) 
and since F(0,t) is non-increasing Athreya and Ney (1972), 
we see that Z2(t) is of bounded variation. Since Z.(t) is 
also non-negative and integrable, it is directly Riemann 
integrable (cheong, C.K. (1970). Hence Z2(t) is also 
directly Riemann integrable (Atherya and Ney (1972) P.146) 
and the Key renewal theorem now shows that lim (f> (x,t) 
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exists and is given by (3.2.4). Monotone convergence shows 
that 4> (x)tl (x*l), 
hence 4) (x) is a p.g.f by the continuity theorem for p.g.f. 
This proves the sufficiency of (3.2.3). 
Let P(x) = I p.x-' be a p.g.f. Then 
l-P(x) = Z- (l-x-^ ) p, S(l-x).L p. = (l-x)(l-p ). 
use of this inequality shows that if the integral in (3.2.3) 
is infinite then so is 
/"[l-B(F(x,t))] dt 
for each xe[0,l). We now show that this implies (|)(x,t)-»-0 (t^") 
Let T, , Tj'... be the immigration epochs and N(t) be the 
number of these in [0/t], Then it is clear that (Jagers 
(1968)) 
N(t) N^^^ 
the inequality following since T,^„,.j>t. Since {T. } is a 
renewal process the random variables (T,^ , ,-T. } (i=l..N(t)) 
have the same joint distribution as f^^T, , .} (i=0,..N(t)-1 
where T5,=0 and T.-T._, (i=l,2...). 
It then follows that 
N(t)-1 
4i(x,t)S E[ n B(F(x,T^+a))]+P{T^^j^^^^ >o } 
for each0>O. However it is well known that the extreme 
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ri9ht-hand term converges to x / tdH(t) and by choosing o 
sufficiently large this will be dominated by any e >0. with 
such a choice ofo we obtainlim sug* (x, t )^ e+E[ ^ ^IQ E(F(X ,T^+O ) ) ] 
But since T./i'*"^ o a«s. it follows onusing integral test 
comparisons that 
^lo [l-B(F(x,T^+a))] =« a.s 
so the infinite product is a.s. zero and the converse part 
of the theorem now follows unless it is stated to the 
contrary, assuming that a <1. 
The following lemma will be useful in establishing the main 
results. 
Lemma 3*2.1 
Suppose e(t)4:is positive, strictly decreasing to zero 
and differentiable in [t^" ), to ^ 0 and let gd) denote its 
inverse, which is defined in (0,T,J],T =e(to) stippose yCr) 
is regularly varying at the origin with index 5G [-1,0] and 
if 6 --1 suppose in addition that Tg(T )=0(1) (T+ 0) ^^'^ 9^ ^ ) 
is integrable in a neighbourhood of the origin. Then 
1=*/" [l-B(l-e(t))]dt<co iff z b.g(j"-'-)<» 
to j=l ^ 
Leema 3.2.2 
Suppose that Po<l and 1-G( t) <e~^^( t>to, 0<a< «> ). Then 
there exist constants 0<K, ,K_<" and 0<a''''<a<b< " 
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Such that 
K3^e~^^<l-F(0,t) <K2e^'^ (t>tj. 
The following theorem (3.2.2) furnishes the analoque of the 
well known criterian for the Galton-Watson case, namely that 
This f b.log.<«^ iff there is a limiting distribution, 
result was obtained by Heathcote (1966). Weaker-Version of 
some of the theorems have been obtained by Pakes (1972). 
Theorem 3.2.2 
—at Suppose H(.) is non-lattice A <» , a.<l and 1-G(t)<e 
(t>to/ 0<a< a, ) for the subcritical B.H.I, A llmitiny 
distribution exists iff 
The case a^,-! is important in applicantions for X(t) can 
then be interpreted as the number of occupied servers in a 
GI|G| * queue with batch arrivals. In this case the inter 
immigration times correspond to inter-arrival times of 
batches of customers/ the number of immigrants entering at 
corresponds 
an immigration epoch/to the batch size and the lifetimes 
corresponds to services times. We then have 1-F(0,t)=l-G(t) 
so if the other conditions of theorem 3.2.2. hold, then 
(3.2.5) is a sufficient condition for the existence of a 
limiting distribution but need not be necessary. Indeed the 
following theorem is a direct consequence of Theorem 3.2.1 
and lemma 3.2.1 
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Theorem 3.2.3 
If H(.) is non-lattice/^0 <»? and 
exp (-at°) < l-G(t) < oxp (-b€ ) (t>to) 
where 0<b<a<c«> and a >0 then a necessary and sufficient 
condition for the existence of a liraitiny distribution in a 
batch arrival GI|G|" queue is hatt 
.Z b.dog.) <» 
J -•- J J 
Athreya (1972) has considered a sub-exponential class^ of 
lifetime D.F, defined by the requirement that 
(1-G2(t))/(1-G(t))-^ 2 (t-^»). If a„<l and G( . )€5ii) then ' .' 
1-F(0,t) '^  (1-a )"•'• (l-G(t)) (t-*"»), thus, if we can find a 
function e(t) satisfying lemma (3.2.1) and such that 
1 
e(t)^ l-G(t) (t-^ « ), then (3.2.3) will be satisfied iff .£-, b g(J ) 
We now show that this can be done for the important case 
where l-G(t) is regularly varying at infinity and ^•j^<°°« 
Specifically suppose that l-G(t) is regularly varying 
6 
with index -6 where 6 >i. Then there is a function e(t)=t L(t) 
where L(.) is slowly varying and dif ferentiable on the 
positive real line such that l-G(t) '^e(t). 
Clearly 
e'(t) < 0 if t > tg with t^ large enough. Moreover 
t 
L(t) = K exp / n(t)/rd^^ 
1 
Where T^ (t) is continuous for t>0 so it can be seen as in 
Pakes (1971), that the inverse g(.) takes the form 
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g(T) = T"-'-^ '^  Md""^) where M(.) is slowly varying at infinity 
and satisfies 
M(t)L"^^^ (t^ '^^ M(t))'vl (t^-). ...(3.2.6) 
Indeed M(.) can be determined so that equality holds in 
(3.2.6) for all sufficiently large t. 
In the same paper Pakes and Kaplan (1974) also 
investigate the situation rise no proper limiting 
distribution exist. They come out with the following 
theorem. 
Theorem 3.2.4 
Suppose a^ l^ .Xo < ooandthat H(.jis non-lattice. If ^  = °° then 
X(t) ->"". Conversely, if lim inf ^^^ (x,t)>0 for same %e.lojJ 
then X <«. 
Proof :- Since bo<l there is a positive integer j such 
that b.>O.Then on observing that l-F(x,t)>(l-x)(1-G(t)), 
we obtain 
/"[l-B(F(x,t))]dtS b.;" [l-(F(x,t))^]dt 
" Jo 
^ b./°° [l-F(x,t)]dtSb.A, (1-x). ..(3.2.7) 
Jo J 1 
The first part of the theorem follows immediately from 
Theorem 3.2.1 and the observation, demostrated above, that 
the integral on the left of (3.2.7) either converges for all 
-xe[0,l) or diverges for all such x. 
The second part of the theorem will follow once convergence 
of the integral on the left of (3.2.7) is demonstrated. 
Letff(t) =plQH^(t) where H^(.) is the n-f old iterated 
eanvolution of H(.) with itself. The solution of the 
79 
Renewal equation for (|> (x,t) is given by 
t 
<t,(x,t) = 1+ / * (x,t-u)[l-BF(x,t-u))]dH(u) 
0 
-/ <f(x,t-u) [l-EF(x,t-u))]d^u). ... (3.2.8) 
0 
Dominated convergence shows that the first inteyral converyes 
to zero as tf." . 
Let {l-B(F(x,t)) (t^T) 
ZT,(t) =/ 
^ LO (t>T) 
This is clearly directly Riemann integrable so that 
_1 « 
0< lim inf <j)(x,t)<l-\ /o (J) (x,t )Z^ (t )dt 
and it is now clear that the inteyral on the left of (3.2.1) 
must converge. 
3.3Bellman-Harris Branching Process with 
State-dependent Immigration 
In this section, we discuss the Bellman-Harris Branching 
Process with state dependent Immigration. 
A Mathematical model of a branching process with state 
dependent immigration was first considered by Foster (1971) 
and Pakes (1971), (1975), (1978). They considered a 
modification of the Galton-Watson process allowing 
immigration whenever the number of particles is 0. The 
continuous time analogue of this process in the Markov case 
was studied by Yamazato (1975). Mitov (1983) considered the 
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Foster-Pakes model in the multitype case. At about the same 
time Mitov and Yanev (1983), (1984) developed Foster-Pakes 
processes with time dependent immigration in the state 0 and 
Mitov et al (1984) generalized these results for the 
continuous time Markov case. 
Mitov and Yenev (1985) in their paper titled 
Bellman-Harris Branching processes with state dependent 
immigration incorporated the state dependent immigration 
into their model. They considered critical Bellman-Harris 
processes with admit immigration of new particles only in 
state 0. It is shown that for these processes the asymptotic 
results generalise those obtained by Foster (1971) and 
Yamazato (1975) in the critical Markov case. 
Model and equations : On the probability space (J^ ,^P) consider 
three independent sets of random variables: 
(i) X = {X., isl}: independent identically distributed random 
variables with distribution function 
K(t) = P{ X^St}, K(0) = 0 
(ii) Y ={ Y^, i>l}: positive integer-valued i.i.d. random 
variables with a p.g.f. 
f(s) = E{s^i}= Z f.s^ , |s|sl and 
k=l ^ 
(iii) Z = {Z^^(t), tsO, i.jSl, Z^ (0) = 1}: i.i.d. Bellman-
Harris processes defined by a particle life distribution 
function G(t), G(0)=0, and ^n offspring p.g.f. 
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Y. 
1 
Then Z,(t) = l Z..(t), tsO, HI, (3.3.1) 
are i.i.d. Eellman-Harris processes starting with a random 
number Y.>0 of ancestors. 
Let T. be the life period of Z.(t) i.e. 
1 ^ 1 
Z.(0) = Y.>0, Z.(t)>0, 0<t<T^, Z.(T^) = 0. ... (3.3.2) 
Observe that U.=X.+T. i^l, are i.i.d. random variables such 
form the renewal process defined by 
S =0, S =."- U., nsl, N(t) = max {nSO: S^ St},t>0. ...(3.3.3) 
o n 1=1 1 n 
Then Bellman-Harris processes with state dependent 
immigration can be defined as follows: 
Z(0) = 0, Z(t) = f 
^N(t)+1 ^^"^N(t)~^N(t)+l^'^N(t)'^^N(t)+l-^' 
. . (3.3.4) 
^N(t)'^^N(t) + l^*-
One may interpret Definition (3.3.4) in the following way. The 
process Z(t) starts from the state 0 and Z(t)=0, te[0,X^). At 
time t = X-, Y->0 immigrants arise and form Y^ independent 
Bellman - Harris Processes, then 
Z(t) = Z. (t-X. ) =.I Z. .(t-X- ) > 0 when tc[X. ,S, ). At time 1 1 j=l Ij 1 •• 1 1 
t=S^ the process Z^(t-Xj^) degenerates and Z(t)=0, when 
te[S^, Sj^+Xg). At time t=Sj^+X2,Y2 >0 immigrants arise and so on. 
Z. .(t) 
Denote F(t,s) = Es -^  , F(0,s) = s, 
Z (t) 
^^(t.s) = Es "• ,n^(0,s) = f(s), 
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*(t,s) = E s^^^^ , *(0,s) = 1, 
R(t,s) = l-<Kt,s) , Q(t,s) = 1-T(t,s). 
Assume that 
(1) h'(l) = 1, 0<h"(l) = 2b <» (critical case). 
(2) G(t) is non lattice, r » /^  xdG(x)<», 1-G(t)=0(l/t^),t^" , 
(3) K(t) is non-lattice, a = E X. = s" tdK(t) <«. 
1 0 
(4) m = E Yj. = f (1) <". 
from (3.3.1) and (3.3.2) it follows that 
V(t)= P{T. <t } =P{Z^(t) = 0} =T(t,0) = f(F(t,o)). 
t 
Denote L(t) = P{X. + T, St} =/ V(t-u)dK(u) 
- 1 1 0 
and remark that L(t) is non-Lattice with L(0)=0 and L(+«')=l. 
Theorem 3.3.1 
The p.g.f. <l'(t,s), |s|^l, satisfies the renewal equation 
*(t,s)= /^  *(t-u,s) dL(u)+l-K(t)-L(t)+ /^  (t-u,s)dK(u) .. (3.3.5) 
0 0 
where*p (t,s)=f(F(t,s)) and F(t,s), |s|sl is the unique solution 
of the equation. 
F(t,s) = /^f(F(t-u,s)) dG(u)+s(l-G(t)), F(0,s)=s. ... (3.3.6) 
0 
Proof: It follows from Definition (3.3.4) that 
(i) If t <X- then Z(t)=0 and E {s^^^^|X->t} = 1. 
Y 
(ii) If X^St<Xj^+T^=S^ then Z(t )=Z^ (t-Xj^  )= I/- Z^.(t-X^)>0 
and E{-S^ *^^ |Xj^ St<-Sj^ }= F(t-X^,s)-F(t-X^,0). 
(iii) If S-St then Z(t) has the same distribution as 
Z(t-S^) and E{«^^*^| S^St} = $(t-S^,s). 
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Hence 
*(t,s)=E(E{«^^*^|X^,T^})=P(X^>t)+/'^ ^(t-u,s)-'F(t-u,0)}dKu 
+ /^ $(t-u,s) dL(u), 
0 
Which proves (3.3.5) 
For a complete & detailed proof one may refer to Athreya and 
Ney (1972), Theorem 1 P 139. 
Corollary: Under Assumptions (1) - (4) equation (3.3.5) has 
an unique solution in the class of p.g.f. 
Remark that (3.3.5) can be described in the following equvalent 
form: 
R(t,s) = /* R(t-u,s)dL(u) + W(t,s), (3.3.7) 
0 
where 
Hence 
where 
W(t,s) = /^ Q(t-u,s) dK(u). (3.3.8) 
0 
R(t,s) = /^ W(t-u,s) dH(u), (3.3.9) 
0 
H(t) = f L*"(t) = EN(t)+l (3.3.10) 
n=0 
is the renewal function. 
To investigate the asymptotic behaviour of ^(t.O), we 
shall use the following lemma. 
^^ g"™^  3.3.1 Under Assumptions (1) - (4) 
l-L(t)^'mr/bt, t->-« ... (3.3.11) 
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It is well known that (1) and (2) yield 
1-F(t,0) % r/bt, t->^  " (3.3.12) 
since from (4) l-f(s) = m (l-s)+0(l-s), st 1 then from (3.3.12) 
it follows that 
Q(t)=l-V(t) = l-f(F(t,0)) -v mr/bt. (3.3.13) 
Hence 
W(t,0) = /^Q(t-u) dK(u) ^ mr/bt, t ^ » (3.3.14) 
0 
and (3.3.11)follows from the representation 
l-L(t) = l-K(t) + A Q(t-u) dK(u), (3.3.15) 
0 
because of ( 3 ) l-K(t) = 0(l/t). 
Theorem 3.3.2: Under Assumptions (1) - (4) 
* (t,0) '^ ab/mrlogt, t-*- » (3.3.16) 
Proof : Equation (3.3.5) with s=0 yields 
$ (t,0) = l-K(t) + /^  $(t-u,0) dL(u). (3.3.17) 
0 
Now Lemma 3.3.1 and (3) show that equation (3.3.17) 
satisfies all conditions of Theorem 3 of Erickson (1970). 
Therefore ^» (l-K(t)) dt 
0 
*(t,0) '\' -v ab/rm logt, t -^ «= 
/* (1-L(u))du 
0 
which proves the theorem. 
The authors next investigate the asymptotic behabiour 
of the first two moments. 
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Deno te t h e 
U(t) 
moment s 
= 
M ( t ) 
2 
A ( t ) 
B ( t ) 
^ * (• 3 S * ^ 
a2. 
3S^ 
3 . 
as 
3 
3S^ 
 (t,s)L^. = E Z(t), 
* (t,s)L^1 = E Z(t)[Z(t)-l] 
F(t,s) Ig^^ = E Z^j(t) 
F(t,s)|g^^ = E Z^j(t) [Z^j(t)-1]. 
under assumption (1) - (4), from (335) by differentiating 
and setting s = 1 it follows that 
M(t) = /* M(t-u) dL(u) + m /^  A(t-u)dK(u). ... (3.3.18) 
0 0 
If in, addition 
n = f"(l) < », r = /" t^  dG(t) < » (3.3.19) 
2 0 
then 
M (t) = /^  M (t-u) dL(u):+m/^B(t-u)dK(u) 
2 0 2 0 
+n/*A2(t-u)dK(u). ...(3.3.20) 
0 
Theorem 3.3.3. : 
Assume (1) - (4). Then 
M(t) -v bt/r logt, t ^  " (3.3.21) 
If. in addition (3.3.19) hold, then 
M (t) '^ b^ t^ /r'2 log t, t ^  " (3.3.22) 
Proof : If is well known that under the conditions of 
the theorem (Sevastyanov (1971)). 
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br 
2h 9 A(t) = l, B(t)= — t + -p-^  - 2b + 0(1). ... (3.3.23) 
Then from (3.3.18) we have 
M(t) = /^  M(t-u) dL(u) + mK(t). 
0 
The unique solution of this renewal equations is(Feller (1966)) 
M(t) = m /^K(t-u) dH(u) = mH(t) - ra-m /''^ [l-k(t-u) ]dH(u),. . (3. 3. 24) 
0 0 
where H(t) is defined in (3.3.10). 
on the other hand / [l-K(t-u)] dH(u) is the unique solution 
0 
of the renewal equation (3.3.17) i.e. 
/"^  [l-K(t-u)] dH(u) = *(t,0) -v ab/rm logt, (3.3.25) 
0 
because of Theorem 3.3.2. Lemma 3.3.1 implies that the conditions of 
of Theorem 5 of Erickson (1970) are fulfilled for H(t). Hence 
t bt ^ 
H(t) -v (3.3.26) 
/ (1-L(u))du mrlogt 
0 
Now (3.3.24) - (3.3.26) prove (3.3.21). 
From (3.3.20) and (3^3.23) we obtain that 
M, (t) « /*M,(t-u)dL(u) + -^^ t + J(t), (3.3.27) 
^ 0 ^ r 
where 
J(t) = (n 2bm) K(t) - ^ ^ /*(1-K(u))du 
„ • r 0 
+ /^ e(t-u)dK(u) (3.3.28) 
0 
and lim e(t) = 0 
From Theorem 1 (Feller (1966), chapter VI) it follows that the 
unique solution of the renewal equation (3.3.27) is 
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M (t) - ^^ /^(t-u)dH(u) + ;*J(t-u)ciH(u). ... (3.3.29) 
2 r 0 0 
Relation (3.3.28) implies that J(t) = 0(1) and therefore 
;^  J(t-u)dH(u) = 0(H(t)), t ^  ». .. (3.3.30) 
0 
Integrating by parts and using (3i3.26) and Theorem 1 
(Feller (1966) , chapter VIII,) we obtain 
t t bt2 
r (t-u)dH(u) = / H(u)du - t -v , t -> «. ..(3.3.31) 
° " 2mr logt 
Now (3.3.22) follows from (3.3.29) - (3.3.31). 
And finally the authors have proved the following 
limit Theorem. 
Theorem 3.3.4 
Under Assumption (1) - (4) 
lira P {log Z(t)/logt S x}=x , for 0<x<l (3.3.32) 
Proof : The existence of K(t)=K'(t) and (3.3.7) - (3.3.10) give 
v. R(t,s) = /^Q(t-u,s) X(u)du, ... (3.3.33) 
0 
where X(t) = J K(t-u) dH(u) is the unique solution of the 
o 
renewal equation 
X(t) = K(t) + /''^ X(t-u)dL(u). 
0 
Applying Theorem 3 of Erickson (1970) and using Lemma 3.3.1 
we obtain 
/" K(t) dt b 
0 
X(t) '\' \ , t ^ » ... (3.3.34) 
(l-L(u)) du mr logt 
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it is known (see Athreya and New (1072), Theorem 1, P, 143 
and Theorem 1 P..158) that uniformly for 
Osssi, OSF(t,0) i F(t,s) 1-1 as t -• -and 
1-F(t,s) . 
lira [1+ - t (1-s)] = 1. 
tH.00 1_S ^ 
Since l-f(s) = m(l-s) + O(l-s), s t 1 , then uniformly for 
Osssl 
m(l-s) 
Q(t,s) = l-f(F(t,s)) , t^", .. (3.3.35) 
1+^ t(l-s) 
and 
is Q(t,0)g Q(t,s)+ 0, t ^  " ... (3.3.36) 
Relation (3.3.34) - (3.3.36) imply that given e>0 there 
exists T = T (e)>0 such that or t2T 
b b (1-e) i X(t) i (1+e) (3.3.37) 
mr logt mr logt 
and 
m(l-s) m(l-s) 
(1-e) < Q(t,s) < (1+e) ... (3.3.38) b 
1+ - t(l-S) 1+ TT t(l-S) 
r * 
uniformly for OSs^l. 
for 0<x<l, y>0 and t>2T, consider 
R (t, exp (-y/t'^ ) = /* Q(u,exp (-y/t'^ )) X(t-u)du 
0 
- ;' * /r^ - /* 
0 T _^,p = I^+I^ + Ig. ... (3.3.39) 
from (3.3.37) and (3.3.38) it follows that 
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(1-6)2 J(t)^ Ij-^d+e)^ J(t). ... (3.3.40) 
where 
du 
t-T 
j ( t ) = 4 ([ |(l-exp i-y/t^))] ^ +u) log(t-u) 
It is not difficult to compute that 
lim J(t) = 1-x for fixed 0<x<l, y>0 and T>0. 
t-voo 
Since e> 0 was orbitrary from (3.3.40) we have 
lim lim l2=-l-x. (3.3.41) 
on the other hand , from (3.3.36) - (3.3.37) and (3.3.39) we 
obtain 
OSI, S / Q(u,0) °^ -^  ^ du 
•"• " mr log(t-u) 
Q(0,0) b (1+e) 
S ^ 0 , t -> ". ... (3.3.42) 
mr log log (t-T) 
Similarly 
t 
0 ^ 1 < / Q(u,0) X(t-u) du 
t-T 
T 
5 Q(t-T,0) / X(u)du ^0 t -> oo ... (3.3.43) 
0 
Now, relations (3.3.39)-(3.3.43) show that lim R 
(t, exp (-y/t'*) = l-x for each y>0 and 0<x<l, i.e. lim 
E {exp (-yZ(t)/t^)} = x, t ^ - ». As remarked by Foster (1971), 
this limit is the Laplace transform of a degenerate probability 
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distribution with mass x at the origin and mass 1-x at^ ^ 
Then by the continuity theorem for Laplace transforms 
(Feller (1966) P. 408) it follows that for each Z>0, 
lira P{Z(t)/t'' s z} = X, which implies (3.3.32). 
t-»-» 
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