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Resumo
O quark top é o mais pesado e o menos estudado dos quarks do Modelo Padrão
da Física de Partículas. Apesar de as suas propriedades terem já sido estudadas
em colisionadores, a estatística dos dados colectados até ao momento não permitiu
que fossem efectuadas medidas precisas, com excepção da medida da sua massa. A
determinação de outras propriedades fundamentais, tais como os seus acoplamen-
tos, requer grandes amostras de dados, que serão obtidas no Large Hadron Collider
(LHC) do CERN.
No Modelo Padrão, o vértice Wtb é puramente esquerdo, sendo a sua amplitude
determinada pelo elemento Vtb da matriz de Cabibbo-Kobayashi-Maskawa, que se
relaciona com a corrente carregada associada à interacção fraca entre um quark
top e um quark b. De uma forma mais geral, podem ser introduzidos acoplamen-
tos adicionais, tais como acoplamentos vectoriais direitos e acoplamentos tensoriais
esquerdos e direitos. O estudo das distribuições angulares dos produtos do decai-
mento do quark top permitirá a medida precisa da estrutura do vértice Wtb, propor-
cionando igualmente um importante teste de possíveis extensões do Modelo Padrão.
Na presente tese é discutida a sensibilidade de ATLAS para o estudo dos acopla-
mentos anómalos associados ao vértice Wtb. Para tal, considera-se a produção de
pares tt¯ em LHC e estudam-se diferentes observáveis, tais como assimetrias angu-
lares, bem como fracções e razões de helicidade do bosão W . Os resultados espec-




The top quark is the heaviest and least studied quark of the Standard Model.
Although its properties have already been investigated at colliders, the statistics of
the collected data have not yet allowed for precise measurements, with exception of
its mass. The determination of other fundamental properties such as its couplings
requires larger top quark samples, which will be available at the Large Hadron
Collider (LHC) at CERN.
Within the Standard Model, the Wtb vertex is purely left-handed, and its am-
plitude is given by the Cabibbo-Kobayashi-Maskawa matrix element Vtb, related
to weak interaction between a top and a b-quark. In a more general way, addi-
tional anomalous couplings such as right-handed vectorial couplings and left and
right-handed tensorial couplings can also be considered. The study of the angular
distribution of the top quark decay products at the LHC will allow precision mea-
surements of the structure of the Wtb vertex, providing also an important probe for
possible physics beyond the SM.
In the present thesis, the ATLAS sensitivity to anomalous Wtb couplings is
studied. For this, the tt¯ pair production at the LHC is considered and different
observables, such as angular asymmetries and W helicity fractions and ratios, are
discussed. The expected results for luminosities of 10 fb−1 and 1 fb−1 are obtained
through the combination of the most sensitive observables.
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Chapter 1
INTRODUCTION
THE LARGE HADRON COLLIDER at CERN is expected to start operating bythe end of Summer 2008. Due to an unprecedented centre of mass energyand luminosity, it will be a top quark factory. This will allow to performprecision tests of the properties of this quark, which is almost as heavy as
a gold atom. It should be noticed that the top quark mass was measured with a
precision of ∼ 1 % at the Tevatron [1], which is much better than the measurements
of the remaining quark masses.
The large mass of the top quark makes it a natural candidate for the study of the
electroweak symmetry breaking mechanism, as well as to test physics beyond the
Standard Model (SM). Although the Tevatron results for top quark physics are, so
far, in agreement with the predictions of the SM, its centre of mass energy and col-
lected luminosity have not yet allowed for precision measurements, with the excep-
tion of its mass. In particular, questions on top quark production and decay mech-
anisms remain, to large extent, unanswered. These questions will be addressed by
the LHC experiments (in particular ATLAS and CMS).
The large top quark mass has still another consequence: being heavier than the
W-boson, it can decay to bW (both on-shell). Within the SM, the t → bW decay is
the almost exclusive top decay mode. Moreover, as the expectation for the t-quark
lifetime is of the order of 10−25 s [2, 3], one order of magnitude smaller than the typ-
ical hadronization time scale (∼ 10−24 s), the top quark decays before hadronization
takes place and, consequentely, its spin information is transfered to the decay prod-
ucts. For this reason, the angular distributions of the particles originated in a top
quark decay can provide information about the Wtb vertex and the top production
mechanism.
In the present thesis, the ATLAS prospects for the study of the Wtb vertex struc-
ture are discussed. This work is organized as follows. After a brief review of the
SM and the top quark in chapter 2, the LHC and the ATLAS experiment will be
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presented in chapter 3. The Monte Carlo generation and simulation of signal and
background events is discussed in chapter 4, while the event analysis is described
in chapter 5. Finally, the expected constraints on the anomalous Wtb couplings are
presented in chapter 6 and some conclusions are drawn in chapter 7.
Chapter 2
THE TOP QUARK AND THEWtb VERTEX
THE STANDARD MODEL of particle physics is a gauge theory which incorpo-rates the electroweak theory (EW) [4, 5, 6] and quantum chromodynamics(QCD) [7, 8]. In the present chapter, a brief introduction to the SM is made(section 2.1), with emphasis in the top quark (section 2.2) and in the Wtb
vertex structure (section 2.3). In particular, possible anomalous (i.e. beyond the SM)
couplings associated to this vertex are discussed and different observables allowing
to test them are proposed.
2.1 The Standard Model
Although the SM symmetry group is not a theoretical prediction, SU(2)L⊗U(1)Y⊗
SU(3)C is consistent with the known phenomenology. It is the direct product of
three gauge groups and the couplings for each group (g, g′ and gs) have to be de-
termined. The SU(2)L⊗U(1)Y and SU(3)C groups are associated with the EW and
QCD theories, respectively.
The SM lagrangian, LSM , embodies the present knowledge of the electroweak
and strong interactions. It can be divided into four sectors:
LSM =Lgauge+Lmatter+LHiggs+LYukawa . (2.1)
The Lgauge term describes the pure gauge interactions. The kinetic energy and
the self interactions of the strong and electroweak fields are included in this sector.
The gauge interactions of the fermion (matter) fields, ψi, are included inLmatter.
These matter fields, associated to quarks and leptons of spin 1/2, are multiplets
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classified according to their helicity state: left handed (LH) doublets of SU(2)L and















, `iR (for leptons) , (2.3)
where ui (di) stands for an up-type (down-type) quark, `i represents a charged
lepton and νi a neutrino. The index i runs over the number of fermion generations
and the R (L) index stands for the right (left) handedness of the fermions.
The number of SM-like quark and lepton generations has to be equal, i.e. al-
though the number of fermion generations is a free parameter of the theory, the
same number of SM-like lepton and quark families is required in order to cancel
gauge anomalies in higher order calculations. This cancellation is necessary for the
renormalizability of the theory [9, 10].
The introduction of mass terms in the lagrangian would explicitly break the
local gauge symmetry. A possibility for the gauge bosons to acquire mass is through
a mechanism of spontaneous symmetry breaking. 1 In the SM, this is achieved by
introducing the Higgs field [11, 12]. This field has a finite vacuum expectation value
and its inclusion in the theory leads to the prediction of a massive scalar boson, the
Higgs boson, which has not yet been discovered. The characterization of the Higgs
field requires two parameters (µ and λ), which can be related with the vacuum
expectation value (v) and the Higgs boson mass (mH). 2 The Higgs sector of the
theory, containing scalar kinetic terms and the Higgs potential, is included in the
SM lagrangian by the term LHiggs.
In the SM, the fermions acquire mass via Yukawa couplings to the Higgs field,
which are included in LYukawa. The SM assumes that there are no right handed
neutrinos and therefore they are expected to be massless. Nevertheless, a few years
ago the Super-Kamiokande [14], K2K [15], SNO [16] and KamLAND [17] collabora-
tions reported an evidence for neutrino oscillations, which indicates that neutrinos
are massive. The extensions of the SM to accommodate massive neutrinos are be-
yond the scope of this thesis. 3
After the spontaneous symmetry breaking, the bosonic sector of the SM has one
scalar field, corresponding to the neutral Higgs boson (H) two charged bosons (W+
and W−), two neutral bosons (Z and γ) and eight colored gluons (g). The gluons have
an additional quantum number, the color (C), and are responsible for the strong
1 The difference is important because the theory with spontaneous symmetry breaking is renor-
malizable.
2 See, for instance, Ref. [13].
3A recent review on neutrino physics can be found in Ref. [18]. Possible extensions of the SM to
accommodate massive neutrinos and its implications are discussed, for instance, in Refs. [19, 20, 21,
22, 23, 24, 25].
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interaction between quarks. Each quark exists in three color versions (red, green or
blue).
The charged currents (CC) induce a mixing between the different generations
of quarks. By convention, this mixing is described as a rotation of the down-type
quarks, parameterised in terms of the Cabibbo-Kobayashi-Maskawa (CKM) ma-
trix [26], V . For n generations of quarks, V is a n×n unitary matrix, whose elements
have to be determined. Flavour changing neutral currents (FCNC) are absent at
tree level but, through CKM mixing, can naturally appear at one-loop level [27].
The weak hypercharge, Y , is defined as Y = 2(Q−T3), where Q is the fermion
electric charge (in units of the positron charge, e) and T3 is the third component
of the weak isospin operator (Tˆ). The quantum numbers of the SM fermions and
bosons are summarized in table 2.1.
T T3 Y Q C
νiL 1/2 +1/2 -1 0 —
leptons `iL 1/2 -1/2 -1 -1 —
`iR 0 0 -2 -1 —
uiL 1/2 +1/2 +1/3 +2/3 R,G,B
quarks diL 1/2 -1/2 +1/3 -1/3 R,G,B
uiR 0 0 +4/3 +2/3 R,G,B
diR 0 0 -2/3 -1/3 R,G,B
B0 0 0 0 0 —
gauge W+ 1 +1 0 +1 —
bosons W0 1 0 0 0 —
W− 1 -1 0 -1 —
gluons 0 0 0 0 (RGB)
Higgs H 1/2 -1/2 1 0 —
Table 2.1: The quantum numbers of the Standard Model particles are shown. To
each fermion corresponds an anti-particle with opposite charge, but the same mass.
The index i runs over the number of fermion generations and the R (L) index stands
for the fermion helicity. The electric charges, Q, are normalized to the positron
charge. R, G and B stand for the possible color charges (red, green and blue). The
photon (γ) and the Z bosons are linear combinations of the B0 and W0 bosonic fields.
The gauge and Higgs sectors of the SM depend on five parameters: the three
gauge couplings (g, g′ and gs) and the two Higgs field parameters (v and µ). These












The gs coupling is related with the strong coupling constant (αs) 5. The measured
4 The choice of this set of observables is not unique. For example, the W-boson mass (mW = gv/2)
or the Fermi constant, GF = 1/(2v2), could also be chosen.
5 Details can be found, for instance, in Ref. [28].
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values of these quantities and the 95% CL limits on the Higgs mass are shown in
table 2.2.
quantity value uncertainty (ppb)
αem (Q2 = 0) 7.2973525376(50)×10−3 (²0ħc) 0.68
sinθw(mZ) 0.23152(14) 6.5×105
αs(mZ) 0.1176(20) 1.7×107
mZ 91.1876(21) GeV 2.3×104
mH 114 GeV<mH < 144 GeV —
Table 2.2: Experimental observables [29] which can be used to define the SM gauge
couplings. The 95% CL bounds on the Higgs mass are also shown: the lower bound
was obtained from the direct searches at LEP [30] and the upper bound was set by
the electroweak precision data [31]. The uncertainty associated to each measured
value is expressed in parts per 109 (ppb).
In a three generations scenario 6, there are six quarks, three charged leptons
and three neutrinos. The masses of the quarks and charged leptons are free param-





u 1.5×10−3 to 3.0×10−3
e 0.51099892(4)×10−3







τ 1.776 9 ± 0.000 2
b 4.70±0.07
Table 2.3: Measured values of the known quark and charged lepton masses (three
generations of fermions) [29]. The quoted top mass is the combination of the CDF
and D0 measurements [1].
The CKM matrix elements are also free parameters of the SM 7. Assuming only
three generations and the unitarity of the CKM matrix, 90% confidence level limits
on the magnitude of the Vi j elements can be obtained from a global fit [29]:
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
=
 0.97383+0.00024−0.00023 0.2272±0.0010 (3.96±0.09)×10−30.2271±0.0010 0.97296±0.00024 (42.210.10−0.80)×10−3
(8.14+0.32−0.64)×10−3 (41.63+0.12−0.78)×10−3 0.999100+0.000034−0.000004

6 The result on the number of light neutrino species [31] supports the formulation of the SM with
three families. Moreover, all the known fermions belong to these three generations.
7 The 3× 3 CKM matrix elements can be parameterised in terms of three angles and one
phase [32].
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2.2 The top quark
The top quark was discovered by the Fermilab experiments CDF and D0 in
1995 [33, 34]. This discovery completed the three-generation structure of the fun-
damental particles of the SM. The top mass values measured by the Tevatron ex-
periments [1] are summarized in figure 2.1.
Best Independent Measurements
of the Mass of the Top Quark   (*=Preliminary)
CDF-I   dilepton 167.4 ± 11.4
D -I     dilepton 168.4 ± 12.8
CDF-II  dilepton* 171.2 ±   3.9
D -II    dilepton* 173.7 ±  6.4
CDF-I   lepton+jets 176.1 ±   7.3
D -I     lepton+jets 180.1 ±   5.3
CDF-II  lepton+jets* 172.7 ±   2.1
D -II    lepton+jets* 172.2 ±   1.9
CDF-I   alljets 186.0 ± 11.5
χ2/ dof = 6.9 / 11
Tevatron Run-I/II* 172.6 ±  1.4
150 170 190
Top Quark Mass [GeV]
CDF-II  alljets* 177.0 ±  4.1
CDF-II  b decay length 180.7 ± 16.8
March 2008
Figure 2.1: Summary and combination of the Tevatron top mass measurements (ex-
tracted from Ref. [1]).
The top quark differs from the other SM quarks not only by its large mass,
which is close to the electroweak symmetry breaking scale and is approximately 35
times the mass of the b-quark, but also by the fact that it decays almost exclusively
through the t→Wb mode, and before hadronization can take place. This makes the
top quark a very interesting object and an ideal tool for testing the SM predictions
and possible new physics beyond the SM.
Several properties of the top quark have already been explored by the Teva-
tron experiments, such as its mass, its charge, its lifetime, the rare decays through
flavour changing neutral currents and the production cross-sections. The struc-
ture of the Wtb vertex and the top main decay mode within the SM (t→ bW) were
also investigated together with the measurement of the W-boson helicity fractions.
Given the current Tevatron luminosity, most of these studies are limited by the
small amount of statistics acquired.
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2.2.1 Top quark production at the LHC
In hadron colliders, the top quark is predominantly produced in pairs, through
quark/anti-quark annihilation or gluon fusion (figure 2.2). At the LHC (unlike the
Tevatron) the total production cross-section will be dominated by the gluon fusion
process, which amounts to ∼ 90% of the total tt¯ production cross-section. According
to the SM, top quarks can also be produced in a significant way through electroweak
single top production in three different channels: t-channel (figure 2.3a), Wt associ-
ated production (figure 2.3b) and s-channel (figure 2.3c).
The next-to-leading-order (NLO) cross-section for tt¯ production at the LHC (
p
s=
14 TeV) is 833+52−39 pb [35, 2], where the error reflects the uncertainties in the renor-
malization scale. This cross-section has been calculated at the NLO level in αs,
including next-to-leading logarithms (NLL) soft gluon resummation. More recent
calculations [36, 37, 38] found compatible results within the errors.
The total NLO cross-section for the single top production at the LHC is 322 pb:
245±12 for the t-channel [39]; 66±2 pb for the Wt associated production [40]; and
11±1 for the s-channel [39].
2.3 TheWtb vertex
Within the SM the Wtb vertex is purely left-handed, and its size is given by the
Cabibbo-Kobayashi-Maskawa matrix element Vtb, which can be measured in single
top production [41, 42, 43, 44]. In new physics models, departures from the SM
expectation Vtb ' 1 are possible [45, 46], as well as new radiative contributions to
the Wtb vertex [47, 48]. These corrections can be parameterised with the effective
operator formalism. The most general Wtb vertex for on mass shell W , t and b,
containing terms up to dimension five can be written as:
L = − gp
2






(gLPL+ gRPR) t W−µ +h.c. , (2.4)
where q = pt− pb, PL,R = (1∓γ5) are the helicity projectors 8 and VL,R (gL,R) are
vector-like (tensor-like) couplings. A general Wtb vertex also contains terms pro-
portional to (pt+ pb)µ, qµ and σµν(pt+ pb)ν. Nevertheless, since the b and t-quarks
were assumed to be on-shell and the W-bosons decay to light particles whose masses
can be neglected, these extra operators can be rewritten in terms of the ones in
equation (2.4) using Gordon identities [49]. Additionally, if CP is conserved in the
decay, the couplings can be taken to be real.
8 The Dirac matrices (γ) satisfy {γµ,γν}= γµγν+γνγµ = 2gµν, where gµν is the metric tensor (see,
for instance, Ref. [49]). Furthermore, γ5 = γ5 = iγ1γ2γ3γ4 and σµν = i2 [γµ,γν]= i2 (γµγν−γνγµ).























Figure 2.2: Leading order Feynman diagrams corresponding to the tt¯ production at
























Figure 2.3: Examples of leading order Feynman diagrams corresponding to the sin-
gle top production at the LHC: (a) t-channel; (b) Wt associated production and (c)
s-channel.
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Within the SM, VL ≡ Vtb ' 1 and VR , gL, gR vanish at the tree level, while
nonzero values are generated at one loop level [50]. Additional contributions to VR ,
gL, gR are possible in SM extensions, without spoiling the agreement with low-
energy measurements [19].
Rare decays of the B-mesons, as well as the BB¯ mixing, can provide constraints
on the anomalous Wtb couplings, because they receive large contributions from
loops involving the top quark and the W-boson. Taking into account the current
world average on the B→ sγ branching ratio (BR) [51]:
BR(b→ sγ)= [3.55±0.24 +0.09−0.10 (experiment) ± 0.03(theory)]×10−4 , (2.5)
indirect limits on the anomalous couplings can be evaluated [19, 52]. These bounds,
shown in table 2.4, have been obtained under the assumption that the non-linear
terms in the theoretical calculation of BR(b → sγ) are negligible when compared
with the linear ones. If this assumption is relaxed, additional solutions are found.
Furthermore, this limits were obtained assuming that only one anomalous coupling
is different from zero at a time. If different couplings are simultaneously turned on
in a correlated manner, their magnitudes are, in principle, not bounded by b → sγ
low energy measurements alone [19].
VL−Vtb VR gL gR
upper bound 0.03 0.0025 0.0004 0.57
lower bound −0.13 −0.0007 −0.0015 −0.15
Table 2.4: Indirect limits on the Wtb anomalous couplings, obtained from the
BR(b→ sγ) measurement. Table extracted from Ref. [52].
The top quark production and decay processes at LHC will allow to probe the
Wtb vertex [42, 44, 53, 54, 55]. tt¯ pairs production takes place through QCD interac-
tions without involving a Wtb coupling. Additionally, it is likely that the top quark
decays almost exclusively in the t→W+b channel. Therefore, its cross-section for
production and decay gg, qq¯→ tt¯→W+bW−b¯ is insensitive to the size and structure
of the Wtb vertex. However, the angular distributions of top (anti-top) decay prod-
ucts give information about its structure, and can be used to probe non-standard
couplings. The angular distributions relating top and anti-top decay products probe
not only the Wtb interactions but also the spin correlations among the two quarks
produced, and thus may be influenced by new production mechanisms as well. On
the other hand, single top quark production is sensitive to both the size and the
structure of the Wtb vertex, involved in the production and the decay of the top
quark
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2.3.1 W-boson helicity fractions and ratios
The polarisation of the W-bosons emitted in the top quark decay is sensitive to
non-standard couplings [56]. The W-bosons can be produced with positive (right-
handed), negative (left-handed) or zero helicity, with corresponding partial widths
(ΓR , ΓL and Γ0) defined in relation to the total width: Γ≡Γ(t→W+b)=ΓR+ΓL+Γ0.
The ΓR component vanishes in the mb = 0 limit because the b quarks produced in
top decays have left-handed chirality, and for vanishing mb the helicity and the




Figure 2.4: Schematic representation of the top quark decay into a b quark and a
W-boson with positive (right-handed), negative (left-handed) or zero helicity. The
double arrows represent the spin of the particles, while the single arrows stand for
their momenta. For convenience, this process is represented in the top quark rest
frame. When the W-boson is produced with right-handed helicity, the b quark must
have positive helicity (to lowest order), which has vanishing probability for mb → 0.
Figure extracted from Ref. [3].
The partial widths corresponding to the three W-boson helicities depend on the
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{−x2W [|VL|2−|VR |2]+ [|gL|2−|gR |2](1− x2b)
+2xW Re
[
VL g∗R −VR g∗L
]+2xW xb Re [VL g∗L−VR g∗R]}
×(1−2x2W −2x2b+ x4W −2x2W x2b+ x4b) , (2.6)
with xW =mW /mt, xb =mb/mt and
|~q | = 1
2mt
(m4t +m4W +m4b−2m2t m2W −2m2t m2b−2m2W m2b)1/2 (2.7)
being the modulus of the W-boson momentum in the top quark rest frame.
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. (2.8)
The different polarisation states of the W-boson determine the angular distribu-
tion of its decay products, namely the angle between the charged lepton momentum
in the W rest frame and the W momentum in the t-quark rest frame (θ∗
`
). The














sin2θ∗` F0 , (2.9)
with Fi ≡ Γi/Γ being the W-boson helicity fractions. The three terms correspond
to the three helicity states, and the interference terms vanish [58]. Within the
SM, at the leading order (LO), the values of these helicity fractions are F0 = 0.703,
FL = 0.297, FR = 3.6×10−4, for mt = 175 GeV, mW = 80.39 GeV, mb = 4.8 GeV (the
values at NLO are F0 = 0.694, FL = 0.304 and FR = 1.5×10−3 [50]). The resulting
distribution is shown in figure 2.5, which was obtained from the analytical expres-
sions in equations (2.6)–(2.9) and also from a Monte Carlo simulation. The latter
is performed using the Protos generator [41], which uses the full resonant matrix
element for gg, qq¯ → tt¯ → W+bW−b¯ → f1 f¯ ′1b f¯2 f ′2b¯, and hence takes into account
the top and W widths, as well as their polarisations. It can be seen that the finite
width corrections have a negligible influence in the distribution, and hence equa-
tions (2.6)–(2.9) can be used to make precise predictions for the distributions. The
effect of the Wtb anomalous couplings (VL,VR ,gL,gr) on the cosθ∗` distribution is
shown is figure 2.6.
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Figure 2.5: SM differential distribution of cosθ∗
`
(equation 2.9), calculated analyti-
cally and with a Monte Carlo generator.
l
*θcos 







































Figure 2.6: Differential distribution of cosθ∗
`
(equation 2.9), for different values of
the Wtb anomalous couplings (VL,VR ,gL,gr).
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The present experimental measurements of the W-boson helicity fractions were
obtained at the Tevatron by the CDF [59] and D0 [60] collaborations. These limits
are shown in figure 2.7.
In the presence of anomalous couplings, the helicity fractions Fi are modified
with respect to their SM values. This dependence is shown in figure 2.8, consider-
ing that only one coupling is different from zero at a time and assuming the CP-
conserving case of real VR , gR and gL. It can be seen that FL and F0 are more
sensitive to gR than to gL and VR . This is due to the interference term VL g∗R ,
which is not suppressed by the bottom quark mass, as it happens for the gL and VR
couplings. This linear term dominates over the quadratic one and makes the helic-
ity fractions (and related quantities) very sensitive to gR . It should also be noticed
that the phases of the anomalous couplings influence the helicity fractions through
the interference terms, which depend on the real part of VR , gL and gR . VL was
assumed to be real, and normalised to unity.
The sensitivity achieved for non-standard couplings may be improved if, instead







which are independent quantities and take the values of ρR = 5.1×10−4 and ρL =
0.423 in the SM (LO). 9 The dependence of these helicity ratios on the anomalous
couplings is shown in figure 2.9.
The importance of keeping the bottom quark mass in the calculations has to
be stressed. Within the SM the mb correction to the helicity fractions is small,
of the order of x2b = 7.5× 10−4, as can be seen in the equations 2.6. It should be
noticed, however, that the interference terms involving gL or VR couplings with
VL are proportional to xb = 0.027, and are of the same order of magnitude as the
quadratic terms. The effect of including mb in the computations is illustrated with
more detail in appendix A.
9 The SM NLO values are ρR = 1.4×10−3 and ρL = 0.438.
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(a)
+f










DØ, L = 1 fb -1
(b)
Figure 2.7: W-boson helicity fractions measurements by the Tevatron experiments.
(a) CDF result with L= 1.9 fb−1: the figure, extracted from Ref. [59], shows contours
of constant likelihood from the fit to the data. The X shows the minimum of the
likelihood and the dot represent the SM expectation. (b) D0 result with L= 1.9 fb−1:
the figure, extracted from Ref. [60], shows the obtained result (dot) and the SM ex-
pectation (star). The external ellipse represents the 95% CL contour and the dashed
triangle shows the physical region for the helicity fractions. The notation used by
these collaborations is different from the one adopted in the present thesis: f0 and f+
stand for F0 and FR , respectively.
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Figure 2.8: Dependence of the helicity fractions Fi =Γi/Γ on the anomalous couplings
(equation 2.4), in the CP-conserving case.
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Figure 2.9: Dependence of the helicity ratios ρR,L = ΓR,L/Γ0 on the anomalous cou-
plings (equation 2.4), in the CP-conserving case.
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2.3.2 Angular asymmetries
A simple method to extract information about the Wtb vertex is through angular
asymmetries involving the angle θ∗
`
between the charged lepton momentum (in the
W-boson rest frame) and the W boson momentum (in the top quark rest frame).
Alternatively, one may consider the angle θ`b between the charged lepton and b-
quark momenta in the W-boson rest frame. Both approaches are equivalent 10 since
these two angles are related by θ∗
`
+θ`b =pi. For any fixed value of z in the interval











< z) . (2.11)
The most obvious choice is z= 0, giving the forward-backward (FB) asymmetry AFB
[61, 53]. 11 It is analogous to the FB asymmetries at LEP, which together with the
ratios Rb and Rc [31], allowed to determine the couplings of the c and b quarks





[FR −FL] . (2.12)
The measurement of this asymmetry alone is not enough to fully reconstruct the
cosθ∗
`
distribution. Other asymmetries, for different values of z, have therefore to
be considered. The determination of Fi is easier if asymmetries involving only FR
and F0, or FL and F0 are chosen. This is achieved by choosing z=∓(22/3−1):
z=−(22/3−1) → Az = A+ = 3β[F0+ (1+β)FR] ,
z= (22/3−1) → Az = A− =−3β[F0+ (1+β)FL] , (2.13)
where β= 21/3−1. From both asymmetries and using FR+FL+F0 = 1, the W-boson
helicity ratios can be obtained:
FR = 11−β +
A−−βA+
3β(1−β2) ,
FL = 11−β −
A+−βA−
3β(1−β2) ,
F0 = −1+β1−β +
A+−A−
3β(1−β) . (2.14)
The evaluation of these angular asymmetries AFB, A+, A− is represented in
figure 2.10, while their dependence with the anomalous couplings is shown in fig-
ure 2.11. The SM values for them are AFB = −0.2225, A+ = 0.5482 and A− =
−0.8397 (LO). 12
10 The experimental determination of θ`b, however, is simpler, because both momenta are mea-
sured in the same reference frame without any ambiguity in the boosts.
11 There is a difference in sign with respect to the definitions in Refs. [61, 53], where θ`b is used.
12 The SM NLO values are AFB =−0.2270, A+ = 0.5429 and A− =−0.8402.



























Figure 2.10: Considered angular asymmetries involving the angle θ∗
`
between the
charged lepton momentum (in the W-boson rest frame) and the W-boson momentum
(in the top quark rest frame).
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Figure 2.11: Dependence of the angular asymmetries A+, A− and AFB on the cou-
plings gL, gL and VR , for the CP-conserving case.
Chapter 3
THE ATLAS EXPERIMENT AT THE LHC
THE LARGE HADRON COLLIDER (LHC) will achieve a centre of mass energyand luminosity which will allow to perform precision tests of the SM andto search for new physics in unprecedented conditions. In section 3.1, theLHC injection and acceleration chain is presented. A brief description of
the different ATLAS subdetectors, as well as of the trigger, data acquisition and
detector control systems, is done in section 3.2.
3.1 The LHC collider
The LHC [64, 65, 66] is a proton-proton collider currently under installation at
CERN (European Organization for Nuclear Research, located near Geneva, Switzer-
land) and it is expected to start operating by the end of Summer 2008. With a centre
of mass energy (
p
s) of 14 TeV, it represents the next major step in high energy ac-
celerators. The LHC was installed in a 27 km tunnel at a depth ranging from 50 to
175 m underground. It was designed to accelerate two beams of protons 1, which
will collide at four interaction points. The ALICE, ATLAS, CMS and LHC-B detec-
tors are placed in these interaction points (figure 3.1).
The production of high energy protons requires a complex injection and accel-
eration chain (figure 3.2). Protons will be produced in bunches 2 and injected in
the linear accelerator LINAC (where they are accelerated up to 50 MeV) and, af-
terwards, in the Proton Synchrotron Booster (PSB) until they reach 1 GeV. These
protons are then accelerated up to 26 GeV in the the Proton Synchrotron (PS) and
injected in the Super Proton Synchrotron (SPS), were they reach 450 GeV. Finally,
two counter-rotating beams are injected in the LHC, where they are accelerated to
7 TeV.
1 The LHC will also accelerate ions, but this is beyond the scope of the present thesis.
2 The protons will be obtained from hydrogen atoms.
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Figure 3.1: Overall view of the LHC and location of the ATLAS, CMS, ALICE and
LHC-B experiments.
Figure 3.2: Schematic view of the LHC injection and acceleration chain at the CERN
accelerators complex.
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proton beam energy 7 TeV
number of particles per bunch 1.15×1011
number of bunches 2808
circulating beam current 0.582 A
stored energy per beam 362 MJ
mean bunch length 7.55 cm
mean beam diameter (ATLAS and CMS) 16.7 µm)
peak luminosity (ATLAS and CMS) 1.0×1034 cm−2s−1
Table 3.1: Summary of relevant parameters for the LHC collisions (adapted
from [64]).
The proton bunches will circulate in a vacuum tube and will be manipulated
using electromagnetic devices: 1232 dipole magnets will keep the particles in their
nearly circular orbits while 392 quadrupole magnets will focus the beams. The
dipoles were placed in the curved sections of the LHC and the quadrupoles in the
straight ones. These magnets are made of superconducting niobium-titanium (Ni-
Ti) cables and will operate at 1.9 K (using superfluid helium for cooling), producing
a magnetic field of 8 T. The beams will be accelerated and kept at a constant energy
with superconducting radiofrequency (RF) cavities. The LHC will use eight RF
cavities per beam. These cavities will be operated at 4.5 K.
In the LHC, under nominal operating conditions, each proton beam will have
2808 bunches, with each bunch containing 1.15×1011 protons. The design lumi-
nosity is l = 1034 cm−2s−1, which corresponds to an integrated luminosity of about
L = 100 fb−1 per year of operation and per experiment (ATLAS and CMS). During
the first low luminosity phase, l = 1033 cm−2s−1 (corresponding to L ∼ 10 fb−1 per
year and per experiment) is expected.
The bunch crossing time will be 25 ns and around 20 collisions are expected
per bunch crossing (creating pile-up events). With an inelastic proton-proton cross-
section of 60 mb and a much lower rate of interesting events, it is unlikely that more
than one interesting event is produced by bunch-crossing. Nevertheless, the extra
activity in each interesting event will affect the event reconstruction, especially in
the forward region of the detector.
Some of the relevant LHC parameters are summarized in table 3.1.
3.2 The ATLAS detector
The ATLAS experiment 3 uses a general-purpose detector, constructed in sev-
eral cylindrical layers around the beam pipe and two end-caps, in order to cover
3 ATLAS is an acronym for A Toroidal LHC ApparatuS. The ATLAS experiment was proposed
for operation in 1994 and was approved for construction in 1995 [67].
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the maximum possible solid angle around the interaction point (c.f. figure 3.3). A
detailed review of the ATLAS detector can be found in Ref. [68].
The following requirements were taken into account in the ATLAS detector de-
sign.
• Due to the experimental conditions at the LHC, fast, radiation-hard electron-
ics and sensor elements are required. In addition, high detector granularity is
needed to handle the expected high particle fluxes and to reduce the influence
of pile-up.
• Large angular acceptance.
• Good charged-particle momentum resolution and reconstruction efficiency by
the inner tracker detector. For the offline tagging of b-jets and τ-leptons, ver-
tex detectors close to the interaction region have to be able to observe sec-
ondary vertices.
• Electromagnetic (EM) calorimetry for electron and photon identification and
measurements, complemented by full-coverage hadronic calorimetry for accu-
rate jet and missing transverse energy (/ET) measurements.
• Muon identification and good momentum resolution over a large range of mo-
mentum transverse to the beam axis (pT).
• Forward detectors, aimed to determine the luminosity delivered to ATLAS.
• Highly efficient triggering on low-pT objects, with good background rejection.
The general performance goals for the ATLAS detector are summarized in table 3.2.
3.2.1 ATLAS coordinate system
The ATLAS coordinate system is represented in figure 3.4. The nominal in-
teraction point is defined as the origin of the coordinate system, while the beam
direction defines the z-axis and the x− y plane is transverse to the beam direction.
The positive x-axis is defined as pointing from the interaction point to the centre
of the LHC ring and the positive y-axis is defined as pointing upwards. The side-A
of the detector is defined as that with positive z and side-C is that with negative z.
The azimuthal angle φ is measured around the beam axis (with φ = 0 correspond-
ing to the x-axis), and the polar angle θ is the angle measured from the beam axis
(z-axis). The pseudorapidity is defined as η=− ln[tan(θ/2)] and it is represented in
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Figure 3.3: Schematic representation of the ATLAS detector (cut-away view). The
different subdetectors and magnets are shown (extracted from Ref. [68]).
detector component required resolution
η coverage
measurement trigger
Tracking σpT /pT = 0.05%× pT ⊕1% |η| < 2.5 —
EM calorimetry σE/E = 10%/
p
E⊕0.7% |η| < 3.2 |η| < 2.5
Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%/
p
E⊕3% |η| < 3.2 |η| < 3.2
forward σE/E = 100%/
p
E⊕10% 3.1< |η| < 4.9 3.1< |η| < 4.9
Muon spectrometer σpT /pT = 10% at pT = 1 TeV |η| < 2.7 |η| < 2.4
Table 3.2: General performance goals of the ATLAS detector (extracted from
Ref. [68]). For high-pT muons, the muon spectrometer performance is independent of
the inner-detector system. The unit for E and pT is GeV.
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Figure 3.4: ATLAS coordinate system: the positive x-axis is defined as pointing from
the interaction point to the centre of the LHC ring and the positive y-axis is defined
as pointing upwards. The side-A of the detector is defined as that with positive z and
side-C is that with negative z. The azimuthal angle φ is measured around the beam
axis (with φ= 0 corresponding to the x-axis), and the polar angle θ is the angle from
the beam axis.
 [deg]θ








Figure 3.5: Pseudorapidity (η) as a function of the polar angle (θ).
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3.2.2 Magnet system
ATLAS features a unique hybrid system of four large superconducting magnets.
Their geometry, shown in figure 3.6, has conditioned, to large extent, the design
of the entire detector. The purpose of this magnet system is the bending of the
charged particles produced in the events, allowing to measure their momenta and
charge sign.
The ATLAS magnet system [69], whose main parameters are listed in table 3.3,
consists of:
• A solenoid, which is aligned with the beam axis and provides a 2 T axially sym-
metric magnetic field for the inner detector. To achieve the desired calorimeter
performance, the layout was carefully optimised to keep the material thick-
ness in front of the calorimeter as low as possible, resulting in a solenoid
system thickness of ∼ 0.6 radiation lengths at normal incidence [70].
• A barrel and two end-cap toroids, which produce a toroidal magnetic field of
0.5 T and 1 T, respectively, for the muon detectors. The barrel toroid, which
consists of eight coils, covers the region |η| < 1.0 while the end-cap toroids
cover 1.4< |η| < 2.7. The magnetic field in the intermediate region is a combi-
nation of the barrel and end-cap toroid contributions.
3.2.3 Inner detector
In order to reconstruct the momenta of the high number of tracks produced by
the charged particles emerging from each collision, a detector with a very good gran-
ularity and momentum resolution is required. Pixel and silicon microstrip trackers,
used in combination with the straw tubes of the transition radiation tracker, can
fulfill these requirements.
The ATLAS tracking system, named Inner Detector (ID), is illustrated in fig-
ure 3.7. From the inside to the outside of ATLAS, the pixel detector, the semicon-
ductor tracker (SCT) and the transition radiation tracker (TRT) were installed. The
ID is immersed in the 2 T magnetic field, generated by the central solenoid.
The high precision tracking detectors (pixels and SCT) cover the region |η| < 2.5.
In the barrel region, they are arranged in concentric cylinders around the beam axis
while at the end-cap regions they are located on disks perpendicular to the beam
axis. The highest granularity is achieved in the region closer to the interaction
point through the use of silicon pixel detectors. The pixel layers are segmented in
R −φ and z with typically three pixel layers crossed by each track. All the pixel
sensors are identical and have a minimum size of R −φ× z = 50×400 µm2. The
intrinsic accuracies of the pixel detectors are σR−φ = 10 µm and σz = 115 µm in the
barrel, and σR−φ= 10 µm and σR = 115 µm, in the end-caps. It has approximately
80.4 million read-out channels. The SCT is made of semiconductor strips. In the
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Figure 3.6: Geometry of the magnets systems. The eight barrel toroid coils, with the
end-cap coils interleaved are visible. The solenoid winding lies inside the calorime-
ter volume. The tile calorimeter is modelled by four layers with different magnetic
properties, plus an outside return yoke. (extracted from Ref. [68]).
unit solenoid barred toroid end-cap toroids
Size:
inner diameter m 2.46 9.4 1.65
outer diameter m 2.63 20.1 10.7
axial length m 5.29 (cold) 25.3 5.0
number of coils 1 8 2×8
Coils:
turns per coil 1154 120 116
nominal current kA 7.73 20.5 20.5
magnet stored energy GJ 0.04 1.08 2×0.25
peak field T 2.6 3.9 4.1
field range T 0.9–2.0 0.2–2.5 0.2–3.5
Table 3.3: Relevant parameters of the ATLAS magnet systems (extracted from
Ref. [68]).
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barrel region, this detector uses small-angle (40 mrad) stereo strips to measure
both coordinates, with one set of strips in each layer parallel to the beam direction,
measuring R −φ. The intrinsic accuracies of each SCT barrel module are 17 µm
and 580 µm, for R–φ and z, respectively. For the end-cap disks, the accuracies are
17 µm and 580 µm, for R–φ and R, respectively. The total number of SCT read-out
channels is approximately 6.3 million.
The last layer of the ID is the TRT subdetector, which detects the transition ra-
diation produced when a relativistic particle passes through the boundary between
materials with different electrical properties. At each interface between materials,
the probability of transition radiation increases with the relativistic γ of the radi-
ating particle. For a given energy, this allows a discrimination between lighter and
heavier particles (a pion and an electron, for instance). It consists of a large number
of straws (with a 4 mm diameter), providing in average 36 measurements per track
with an accuracy of 130 µm per straw. The total number of TRT read-out channels
is approximately 3.5×105.
As showed in table 3.2, the required resolution for tracking is:
σpT
pT
= 0.05%× pT ⊕ 1% .
3.2.4 Calorimeter system
The ATLAS calorimeter system is composed by the electromagnetic and hadro-
nic calorimeters, as shown in figure 3.8. The pseudorapidity coverage, granularity
and segmentation in layers for each calorimeter are summarized in table 3.4.
The calorimeters must provide good containment for electromagnetic and hadro-
nic showers, and also limit the particles reaching the muon system (only muons and
the undetected neutrinos should be able to pass through the calorimeters with very
small punch-through). The ATLAS calorimeter system consists of several sampling
detectors with full φ-symmetry and coverage around the beam axis. The calori-
meters closer to the beam-line are housed in three cryostats, one barrel and two
end-caps. The barrel cryostat contains the EM barrel calorimeter, whereas each of
the two end-cap cryostats contains an EM calorimeter.
The EM calorimeter [71, 68] is a sampling calorimeter made of layers of lead
(used as the passive material), built in an accordion-shape. Between the layers,
liquid argon (LAr) is used as the active material. The accordion geometry provides
complete φ symmetry without azimuthal cracks. The lead thickness in the absorber
plates has been optimised to achieve the best possible performance in energy resolu-
tion. This calorimeter has an integrated presampler layer, located behind a cryostat
wall in the region |η| < 1.8. The presampler consists of an active LAr layer with a
thickness of 1.1 cm (0.5 cm) in the barrel (end-cap) region and it is used to correct
for the energy lost by electrons and photons upstream of the calorimeter. The EM
calorimeter is divided into three regions: the barrel (|η| < 1.475) and two end-caps
30 3. THE ATLAS EXPERIMENT AT THE LHC
Figure 3.7: Cut-away view of the ATLAS Inner Detector (extracted from Ref. [68]).
Figure 3.8: Cut-away view of the ATLAS calorimeter system (extracted from
Ref. [68]).
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Barrel End-cap
EM calorimeter
number of layers and |η| coverage:
presampler 1 |η| < 1.52 1 1.5< |η| < 1.8
calorimeter 3 |η| < 1.35 2 1.375< |η| < 1.5
2 1.35< |η| < 1.475 3 1.5< |η| < 2.5
2 2.5< |η| < 3.2
granularity (∆η×∆φ versus |η|):
presampler 0.025×0.1 |η| < 1.52 0.025×0.1 1.5< |η| < 1.8
calorimeter 1st layer 0.025/8×0.1 |η| < 1.4 0.050×0.1 1.375< |η| < 1.425
0.025×0.025 1.4 < |η| < 1.475 0.025×0.1 1.425< |η| < 1.5
0.025/8×0.1 1.5< |η| < 1.8
0.025/6×0.1 1.8< |η| < 2.0
0.025/4×0.1 2.0< |η| < 2.4
0.025×0.1 2.4< |η| < 2.5
0.1×0.1 2.5< |η| < 3.2
calorimeter 2nd layer 0.025×0.025 |η| < 1.4 0.050×0.025 1.375< |η| < 1.425
0.075×0.025 1.4 < |η| < 1.475 0.025×0.025 1.425< |η| < 2.5
0.1×0.1 2.5< |η| < 3.2
calorimeter 3rd layer 0.050×0.025 |η| < 1.35 0.050×0.025 1.5< |η| < 2.5
Number of read-out channels
presampler 7808 1536 (both sides)
calorimeter 101760 62208 (both sides)
scintillator tile calorimeter (TileCal)
|η| coverage |η| < 1.0 0.8< |η| < 1.7
number of layers 3 3
granularity (∆η×∆φ) 0.1×0.1 0.1×0.1
0.2×0.1 2.2×0.1
read-out channels 5760 4092 (both sides)
LAr hadronic endcap (HEC)
|η| coverage 1.5< |η| < 3.2
number of layers 4
granularity (∆η×∆φ) 0.1×0.1 1.5< |η| < 2.5
0.2×0.2 2.5< |η| < 3.2
read-out channels 5632 (both sides)
LAr forward calorimeter (FCal)
|η| coverage 3.1< |η| < 4.9
number of layers 3
granularity (∆x×∆y, in cm2) FCal 1 3.0×2.6
FCal 2 2.3×4.2
FCal 3 5.4×4.7
read-out channels 3524 (both sides)
Table 3.4: Summary of the pseudorapidity coverage, granularity and segmentation
in layers for each calorimeter (adapted from [68]).
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(1.375< |η| < 3.2). The amount of material in front of the EM calorimeter is an im-
portant factor, which affects its performance. In particular, a significant amount of
material is present at |η| ∼ 1.5, corresponding to the cables and service structures
passing to the ID.
The hadronic calorimeter is composed by three subdetectors: the tile calorime-
ter (TileCal), the LAr hadronic end-cap calorimeter (HEC) and the LAr forward
calorimeter (FCal). The TileCal [72, 73] is a sampling calorimeter using steel as the
absorber and scintillator as the active medium. It is located in the region, |η| < 1.7,
behind the LAr EM calorimeter, and it is subdivided into a barrel central region
(|η| < 1.0) and two extended barrels (0.8 < |η| < 1.7). The radial depth of the Tile-
Cal is ∼ 7.4 interaction lengths at normal incidence. The electronic and read-out
of TileCal are integrated in its mechanical structure. The light produced in the
scintillating tiles is collected at the edges of each tile using two wavelength shift-
ing fibers. The HEC is a copper-LAr sampling calorimeter which covers the range
1.5 < |η| < 3.2. It shares each of the two LAr end-cap cryostats with EMEC and
FCals. The FCals provide coverage over 3.1< |η| < 4.9 and are divided in three mod-
ules: the first one has copper as passive material and the other two have tungsten
(the active material is LAr in the three modules).
The required resolutions for the ATLAS calorimeters are:
σE
E = 10%pE ⊕ 0.7% (EM),
σE
E = 50%pE ⊕ 3% (hadronic, barrel and end-caps),
σE
E = 100%pE ⊕ 10% (hadronic, forward).
3.2.5 Muon system
The muon spectrometers are the ATLAS most external detectors. The muon sys-
tem can be divided into the barrel, where the muon chambers are arranged cylin-
drically, and the end-cap regions, where they are placed vertically (c.f. figure 3.9).
The muon system has a full coverage in the region |η| < 2.7, with the exception
of a region around η = 0, where a 300 mm gap is present, allowing for the passage
of the services for the ID detector, solenoid and calorimeters. This gap leads to a
significant degradation of the muon reconstruction efficiency in that region.
In most of the η range, the measurement of the track coordinates is provided by
the Monitored Drift Tubes (MDT), which are aluminium-walled gaseous drift cham-
bers in which the muons ionize the gas under a high electric field. At large pseudora-
pidities (2.0< |η| < 2.7), Cathode Strip Chambers (CSC) with higher granularity are
used. The CSC are multiwire proportional chambers with cathodes segmented into
strips. The muon trigger system covers the pseudorapidity range |η| < 2.4, using
Resistive Plate Chambers (RPC) in the barrel (|η| < 1.05) and Thin Gap Chambers
(TGC) in the end-caps (1.05 < |η| < 2.7). Relevant parameters of the muon system
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are summarized in table 3.5.
The required resolution for the muon system is:
σpT
pT
= 10% (at pT = 1TeV) .
3.2.6 Forward detectors
Two smaller detectors cover the ATLAS forward region, with the main purpose
of measuring the luminosity delivered to ATLAS. At ±17 m from the interaction
point lies LUCID 4. It detects inelastic pp scattering in the forward direction, being
the main on-line relative-luminosity monitor for ATLAS. The second set of detec-
tors is ALFA 5, which is located at ±240 m of the interaction point and is made of
scintillating fibre trackers located inside roman pots, designed to approach as close
as 1 mm to the beam. The ALFA detectors will allow the measurement of the elastic
Coulomb scattering cross-section.
During the initial period of the LHC operation, the absolute calibration proce-
dure for LUCID will rely on the knowledge of the LHC parameters. This will allow
the luminosity evaluation with an initial precision of ∼ 20− 30%. In a posterior
phase, a more accurate calibration will be obtained with the ALFA detectors, which
should allow the measurement of the luminosity with an uncertainty below 5%.
3.2.7 Trigger and data acquisition systems
With an LHC bunch crossing every 25 ns (i.e. at a 40 MHz rate) and ∼ 20 colli-
sions per bunch crossing at nominal luminosity, events will be produced at ATLAS
with a rate of ∼ 1 GHz (much larger than the 200 Hz storage capability of the AT-
LAS experiment [74, 68]). Therefore, the trigger system has to be able to reduce
the incoming interaction rate by a factor of ∼ 107 in such a way that the interesting
hard-scattered events are selected with high efficiency.
The trigger and data acquisition (DAQ) systems are divided in three levels of
event selection, based on the signatures of high-pT particles and missing transverse
energy. These three levels are schematically represented in figure 3.10.
The first level of trigger (LVL1) takes a decision based on the reduced-granularity
information from a subset of fast detectors (RPC and TGC muon spectrometers for
muons and the calorimeters for EM clusters, jets, τ-leptons decaying into hadrons,
/ET and large total energy). The LVL1 trigger takes a decision within 2.5 µs and,
meanwhile, the full event data is kept in the pipeline memory. The data correspond-
ing to the events selected by the LVL1 are transferred to the read-out buffers (ROB)
4 LUCID is an acronym for LUminosity measurement using Cherenkov Integrating Detector.
5 ALFA is an acronym for Absolute Luminosity For ATLAS.
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Figure 3.9: Cut-away view of the ATLAS muon system (extracted from Ref. [68]).
monitored drift tubes (MDT)
coverage |η| < 2.7 (innermost layer: |η| < 2.0)
number of chambers 1150
number of channels 354000
function precision tracking
cathode strip chambers (CSC)
coverage 2.0< |η| < 2.7
number of chambers 32
number of channels 31000
function precision tracking
resistive plate chambers (RPC)
coverage |η| < 1.05
number of chambers 606
number of channels 373000
function triggering, second coordinate
thin gap chambers (TGC)
coverage 1.05< |η| < 2.7 (for triggering: |η| < 2.4)
number of chambers 3588
number of channels 318000
function triggering, second coordinate
Table 3.5: Relevant parameters of the ATLAS muon spectrometer for the final con-
figuration of the detector in 2009 (adapted from Ref. [68]).
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Figure 3.10: ATLAS trigger and data acquisition systems (adapted from Ref. [74])
by the read-out drivers (ROD). The trigger rate after LVL1 is ∼ 75 kHz (upgradable
to 100 kHz).
The High Level trigger (HLT) is divided into two levels: the second level trigger
(LVL2) and the event filter (EF). While the LVL1 was implemented with custom-
made electronics, the HLT is almost entirely based on commercial computers and
networking hardware.
The LVL2 is seeded by regions-of-interest (RoI), which are the regions of the
detector where LVL1 has identified possibly interesting objects. The LVL2 uses RoI
information on coordinates, energy and topologies, to limit the amount of data to be
read-out from the detector. In this way, although the HLT algorithms require the
full granularity and precision of the calorimeters and muon chambers, only ∼ 2% of
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the full event data is needed for a decision. LVL2 has a latency of the order of 1 s,
achieving an event rate around 3 kHz.
The EF uses off-line procedures to fully reconstruct events, performing a last
selection of the events to be recorded for subsequent off-line analysis. This trig-
ger level reduces the event rate to approximately 200 Hz, with an average event
processing time of ∼ 4 s.
Trigger conditions are referred to by a combination of letters and numbers. The
object being triggered is represented by one or two letters (EM for electromagnetic
clusters, e for electrons and MU or mu for muons), with capital and lower-case letters
being used for LVL1 and HLT, respectively. Following these letters, the numbers
represent the pT of the object for which the trigger is 95% efficient. If an isolation
requirement exists the letter i or I is added. As an example, EM25I represents the
LVL1 trigger condition requiring an isolated EM cluster and this trigger condition
has an efficiency of 95% for EM clusters above 25 GeV.
3.2.8 LHC computing Grid
Even at the LHC start-up, the ATLAS experiment will collect and store over
1 PB of data per year [75]. The storage and offline reconstruction of this amount of
data require the use of a large storage and computing resources. In order to optimize
and share such resources, a worldwide Grid computing system was developed for
the LHC experiments [75, 76, 77].
The Grid sites are organized in Tiers: the Tier-0 is located at CERN (where the
data are produced) and it is connected via high-speed networks to eleven Tier-1 sites
(located in different countries), which will store the output of event reconstruction.
The Tier-1 centres will make data available to Tier-2 centres, each consisting of
collaborating computing facilities, which can store sufficient data and provide ad-
equate computing power for specific analysis tasks. The individual scientists will
access these facilities through Tier-3 computing resources, which consist of local
computing clusters (or even individual computers).
3.2.9 Detector Control System
The Detector Control System (DCS) was designed to allow a coherent and safe
operation of the detector hardware. It controls, monitors and archives the oper-
ational parameters, signals and any abnormal behaviour of the ATLAS detector.
Typical examples of the monitored information are high and low voltage for detec-
tor and electronics, gas and cooling, magnetic field, temperatures and humidity.
It also handles the communication between the sub-detectors and other systems,
which are controlled independently (e.g. the LHC accelerator, the CERN technical




THE KNOWLEDGE of the physical properties of both the particular process un-der study (the signal) and the remaining SM processes (the background)requires the use of large samples of simulated events, which are describedin section 4.1. For this, generators based on Monte Carlo (MC) techniques
were used. Furthermore, the detector effects have to be considered using the simu-
lation of the ATLAS detector. Such simulation can be performed using a fast simula-
tion, which parametrizes the expected performance of the detector, or using the full
GEANT4 [78] simulation, which simulates the detailed interaction of each particle
in the detector (figure 4.1). The fast simulation (section 4.2) allows the simulation
of very large samples of signal and background events. The full simulation (sec-
tion 4.3), although much more demanding from the computational point of view,
takes into account the detector details, allowing a more realistic study of the perfor-
mances of particle reconstruction and trigger.
4.1 Signal and background processes
The LHC centre of mass energy (
p
s = 14 TeV) leads to a significant enhance-
ment of the different production cross-sections with respect to those observed at the
Tevatron (
p
s ∼ 2 TeV), as represented in figure 4.2. The increase in the tt¯ produc-
tion is particularly important, and for this reason the LHC is expected to be a top
quark production factory.
The tt¯ → W+bW−b¯ events, in which one of the W bosons decays hadronically
and the other one decays in the leptonic channel W → `ν` (with ` = e±,µ±), are
considered as signal events for the present analysis. The remaining decay channels
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Figure 4.1: Fast and full simulation of the ATLAS detector.
of the tt¯ pairs constitute a background to this signal (c.f. with figure 4.3). From now
on, the W boson decaying hadronically and its parent top quark will be named as
“hadronic” and the W decaying leptonically (and its parent top quark) will be called
“leptonic”. Similarly, the b-quark associated with the leptonic W to reconstruct
the leptonic top is called “leptonic b” (and the one associated with the hadronic
W to reconstruct the hadronic top is called “hadronic b”). The tt¯ topology where
one of the W decays hadronically and the other one decays leptonically is called
“semileptonic”, while the tt¯ topologies in which both W-bosons decay into quarks
or leptons are called “hadronic” and “dileptonic”, respectively. Other SM processes
which can somehow mimic the semileptonic tt¯ topology (e.g. single top, W+jets,
Z+jets, WW , ZZ, WZ and QCD) are also considered as backgrounds.
4.1.1 Parton Distribution Functions
The protons in pp collisions, can be treated as a set of partons [80] (the quarks
and the gluons), with its composition being described by structure functions. In the
context of this parton model, the calculation of production cross-sections at hadron
colliders depends on the knowledge of the Parton Distribution Functions (PDF),
which describe the distribution of the momentum fraction (x) of the partons in a
proton (as a function of the squared momentum transfer, Q2, carried by the ex-
changed particle in the scattering). The PDF cannot be calculated perturbatively
and, therefore, are evaluated through the measurement of deep-inelastic scattering
and jet production at colliders [81], and extrapolated with the DGLAP 1 evolution
equations [82, 83, 84]. In particular, the ZEUS and H1 experiments at HERA have
performed fits to the HERA data to extract parton densities at low x, where the
gluon population clearly dominates [85, 86]. In figure 4.4 the PDFs evaluated by
the CTEQ Collaboration [87] are shown. These PDF sets include data from experi-
ments at HERA and Tevatron colliders.
1DGLAP stands for Dokshitzer-Gribov-Lipatov-Altarelli-Parisi.
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Figure 4.2: Standard Model cross-sections at the Tevatron and the LHC [79]. The
non-continuity of the cross-section values in the plot is due to the transition from a
pp¯ to a pp collider.























































Figure 4.3: Final states for tt¯ → W+bW−b¯ events, originated from the different W
decays. In the present analysis the electron+jets and muon+jets channels are con-
















Figure 4.4: Parton Distribution Functions for Q2 = (250 GeV)2, evaluated by the
CTEQ Collaboration (CTEQ 6L).
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Figure 4.5: Schematic representation of the quarks and gluon hadronization into
colour-neutral hadrons. Figure extracted from Ref. [88].
4.1.2 Hadronization
Due to confinement, quarks and gluons cannot manifest themselves as free par-
ticles but, instead, form colour-neutral hadrons. This implies that quarks and glu-
ons produced in the hard process of the interaction are detected as jets of hadrons.
Such process is called hadronization and it is represented schematically in fig-
ure 4.5.
An explicit calculation of the hadronization mechanism has not yet been per-
formed, since it is a non-perturbative process [89]. Therefore, the simulation of the
hadronization is performed with Monte Carlo methods, based on phenomenological
models [90]. The Pythia [91] and HERWIG [92] Monte Carlo generators have differ-
ent hadronization models implemented [93, 94, 95].
4.2 Fast simulation
A fast simulation of the ATLAS detector is an important tool to obtain the large
samples of signal and background events needed for the analysis and for the study
of systematic uncertainties. The fast simulation is based on the smearing of the
tetra-momenta of the generated particles and on corrections for the particles iden-
tification efficiency. Therefore, it is relatively light from the computational point
of view. As an example, the generation and fast simulation of 106 tt¯ events (in-
cluding all the possible decay channels) using the TopReX 4.10 generator [96] and
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process generator σ (pb)
Nevents L (fb−1)
(×106)
tt¯ TopReX 833 (NLO) 39 46.8
tt¯ Alpgen 833 (NLO) 18 21.6
single top (t-channel) TopReX 268 (LO) 3 11.2
single top (Wt-channel) TopReX 51.3 (LO) 0.5 9.75
single top (s-channel) TopReX 6.86 (LO) 0.5 72.9
bb¯ PYTHIA 1.57×108 (LO) 375 2.39×10−3
W+jets PYTHIA 1.48×105 (LO) 35 0.24
Z/γ∗+jets PYTHIA 6.09×104 (LO) 60 0.99
WW , ZZ and WZ PYTHIA 7.46×102 (LO) 15 20.1
Table 4.1: The MC generator, cross-section, number of generated events and corre-
sponding luminosity for the generated samples. The NLO (including NLL soft gluon
resummation) value for the tt¯ cross-section [35] was used, while the LO cross-sections
were considered for the remaining processes. The fast simulation of the ATLAS de-
tector (ATLFAST) was used for these samples.
the ATLFAST 2.53 package [97] took 17.5 hours in a 2.8 GHz Pentium IV computer
with 512 MB of RAM. The resulting ntuples require 605 MB of disk space. In the
present thesis, the fast simulation was used to estimate the ATLAS sensitivity to
Wtb anomalous couplings with a luminosity of 10 fb−1 (which is expected to corre-
spond to one year of LHC data in the low luminosity phase).
4.2.1 Monte Carlo generation
Top quark pairs, as well as the single top quark events, were generated with
TopReX 4.10 [96] with default settings. In order to study the effect of the gener-
ator in the signal samples, an additional tt¯ sample was generated using Alpgen
1.33 [98]. Further backgrounds without top quarks in the final state, i.e. bb¯,
W+jets, Z/γ∗+jets, WW , ZZ and WZ production processes, were generated using
PYTHIA 6.206 [91]. In all cases the CTEQ 5L [99] parton distribution functions were
used. For the systematic uncertainties studies, additional tt¯ samples were gener-
ated with the CTEQ 6L [87] and MRST 2001 [100] PDF sets. Events were hadronized
using PYTHIA, taking also into account initial state radiation (ISR), final state radi-
ation (FSR) and pile-up. In order to evaluate the effect of ISR and FSR, tt¯ samples
without ISR and FSR were also generated.
In order to study the systematic uncertainties, tt¯ samples were generated with
TopReX 4.10 for different top masses (mt = 170,175,180 GeV). Furthermore, the
parameter ²b in the Peterson parameterisation for b-quark fragmentation was var-
ied from the reference value (-0.006) to -0.0035 [91, 101]. Additional tt¯ samples with
pile-up [91] (with an average of 2.3 interactions per event) were also generated.
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The generated Monte Carlo samples are listed in table 4.1. In figure 4.6 some
relevant kinematical distributions at the generator level are shown for the tt¯ signal
(TopReX reference sample with CTEQ 5L, ISR and FSR, mt = 175 GeV and without
pile-up). For all the generated samples, the lower allowed pT (defined in the rest
frame of the hard interaction) for the 2 → 2 hard process was set to 5 GeV (flag
CKIN(3) in PYTHIA).
It should be stressed that the objective of the present work is to test the sensi-
tivity for the exclusion of new physics, under the hypothesis that the SM holds, and
therefore the simulation was done assuming the absence of anomalous couplings.
Once data becomes available, if an evidence for Wtb anomalous couplings is found,
the generation of additional signal samples beyond the SM will be required.
4.2.2 Event simulation and reconstruction
The generated background and signal events were passed through the ATLAS
fast simulation packages ATLFAST 2.53 and ATLFASTB [97].
In a first step, ATLFAST simulates for each event the energy deposition in the
calorimeter cells by all the stable particles 2. The calorimeter cells were then clus-
tered within a cone of ∆R = 0.4. Cells with transverse energy (ET) above 1.5 GeV
were used as cluster seeds and the cone algorithm was applied in decreasing order
of ET . Only clusters with ET > 5 GeV are considered.
The polar angle of the generated photons was smeared, assuming a Gaussian
parameterisation with the following resolution:
0.065p
Eγ
, |η| < 0.8
0.050p
Eγ
, 0.8< |η| < 1.4
0.40p
Eγ
, 1.4< |η| < 2.5
(4.1)
Furthermore, the momentum and energy of the generated electrons and muons
was smeared according to Gaussian parameterisations, depending on pT and |η|.
Consequently, after ATLFAST, the photon (electron) energy resolution is σE/E <
2.9% (3.3%), for E > 20 GeV. The transverse momentum resolution of muons with
pT < 100 GeV is σpT /pT . 2%. Photons, electrons and muons were selected only if
they have |η| < 2.5 and pT > 5 GeV (pT > 6 GeV for muons). They were classified
as isolated if the transverse energy of the cluster associated to the particle, inside
a cone of ∆R = 0.2, did not exceed the particle energy by 10 GeV, and if ∆R to any
other energy cluster was above 0.4.
The clusters of energy depositions not associated to isolated photons, electrons
or muons are used for the jet reconstruction. Their momenta was smeared according
to a Gaussian distribution, depending on |η|. Jets were selected if they have ET >
2 The ∆η×∆φ dimensions of the cells are 0.1×0.1 (0.2×0.2) for |η| < 3 (3< |η| < 5).
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Figure 4.6: Distributions, at the generator level (TopReX 4.10 with CTEQ 5L PDF
set), of the transverse momentum, mass, η and φ of the hard process particles.
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Figure 4.7: Values defined in ATLFASTB for c and light jets contamination factors, as
a function of the jet transverse momentum, for different values of b-tagging efficien-
cies.
10 GeV. For E > 20 GeV, the jet energy resolution is better than 12% for |η| < 3 and
better than 24% for |η| > 3.
The missing transverse momentum was estimated by summing the transverse
momentum of the isolated photons, electrons, muons and jets. The non-isolated
muons and the clusters of energy deposition not associated to isolated photons, elec-
trons, muons or jets, were also taken into account.
In the ATLAS detector, it will be possible to identify b jets with |η| < 2.5 by using
b-tagging tools [68]. This algorithm was simulated using the ATLFASTB package,
which, by default, sets the b-tagging efficiency to 60%. In order to check the de-
pendence of the analysis with the b-tagging efficiencies, different values, 50% and
70% (corresponding to the expected variation within the interesting signal trans-
verse momentum range), were also considered for the systematic studies. The cor-
responding contamination factors for c and light jets (light quarks, gluons and tau
leptons) depend on the jet transverse momentum and are represented in figure 4.7.
Due to the hadronization and FSR, the jets are reconstructed with lower energy
than the original quarks or gluons. The jet energy is calibrated by the ATLFASTB
package, by applying a calibration factor, K jet = ppartonT /p
jet
T , which is the ratio be-
tween the true parton energy and the reconstructed jet energy, obtained from ref-
erence Monte Carlo samples [97]. The calibration factor depends on pT and it is
different for b-tagged and for non b-tagged jets (c.f. figure 4.8).
4.3 Full simulation
The full simulation allows to study in detail the detector performance, namely
the reconstruction efficiencies for the different detected particles and the trigger im-
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Figure 4.8: Calibration factors applied to jets by the ATLFASTB package, defined as
the ratio between the true parton energy and the reconstructed jet energy, obtained
from reference Monte Carlo samples. These factors depend on the jet pT and are
different for b-tagged and non b-tagged jets.
pact on the analyses. The drawback of the full simulation is the required computing
time, which significantly reduces the number of simulated events possible to obtain
in a reasonable amount of time. The computing time required for the simulation of
relevant SM processes is shown in figure 4.9.
Figure 4.9: Time taken to simulate one event for different Monte Carlo samples (in
units of kSi2k seconds [102]). Figure extracted from Ref. [103].
The complete simulation of the ATLAS detector has to take into account a large
number of physics processes occurring within the different parts of the detector [104,
105]. The GEANT4 simulation was validated through the comparison with test-beam
data [106] and a good agreement (at the level of 1%) has been found [105]. With the
first LHC data, a significant effort will be required to understand the details of the
current ATLAS experiment configuration. This information will be included in the
simulation.
After generating the Monte Carlo events 3, the ATLAS simulation estimates the
3 The information at the generator level is recorded in the HepMC [107] format.
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response of the detectors (GEANT4 hits) in order to produce the simulated digital
output (GEANT4 digits). At this stage, Raw Data Objects (RDO) are obtained and
are fed to the pattern recognition and tracking reconstruction algorithms, being
processed in the same way as real data. The first output of event reconstruction is
saved in the Event Summary Data (ESD), which due to the large event size (∼ 2 MB
per tt¯ event), will only be available at Tier-1 Grid sites [76, 77, 75]. In order to
reduce the event size, the ESD are them slimmed down into Analysis Object Data
(AOD), which are expected to be small enough to be made available in the Tier-
2 sites (∼ 500 kB per tt¯ event). The contents of AOD were designed to provide
the necessary information for the main physics analysis. Detailed studies of the
detector may need to access the ESD data. The chain from the generation to the
reconstructed events is represented in figure 4.10.
Figure 4.10: Schematic representation of the full simulation production chain.
The full simulation samples used in the present study are part of the ATLAS
Computing System Commissioning (CSC) exercise [108] and were produced by the
ATLAS collaboration using the Worldwide LHC Computing Grid (LCG). The gLite
tools [109] were used to access and store locally these samples.
4.3.1 Monte Carlo generation
The generation of tt¯ events was done using the generator MC@NLO 3.1 [110].
Within this generator the hard process of tt¯ is calculated at NLO and therefore di-
agrams leading to an additional jet or gluon in the final state (2→ 3 processes) are
also included at the matrix element level [111]. The fragmentation and hadroniza-
tion was done using HERWIG [92], in conjunction with the underlying event gen-
erator Jimmy [112, 113]. No kinematical cuts were applied at the generation. A
fixed top mass of 175 GeV was assumed for the reference sample, while additional
samples with mt = 160,170,190 GeV were generated for systematic studies. In fig-
ure 4.11 some relevant kinematical distributions at the generator level are shown
for the reference tt¯ signal sample (i.e., for the semileptonic tt¯ events generated with
MC@NLO 3.1, fixing the top mass to 175 GeV). Unlike TopReX (figure 4.6), the MC@NLO
generator assumes a fixed top mass (with zero width) and do not consider spin cor-
relations between the produced t and t¯-quarks. For high values of the top quarks
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pT , the ratio between the NLO and LO cross-sections become larger [114]. In this
region, MC@NLO is expected to describe better the generated top quarks than the LO
generators.
Single top events were generated with AcerMC [115], with the hadronization be-
ing done by PYTHIA. For all the three channels (t-channel, s-channel and Wt chan-
nel), the W-bosons were forced to decay to leptons (e, µ or τ). In the case of Wt
channel, one of the W-bosons present in the event (either the associated W or the
W from the top decay) was forced to decay into leptons, while the other one was
required to decay into quarks.
Background events coming from the W +n jets (n= 2, . . . ,5) processes were gen-
erated with ALPGEN 2.06 [98] interfaced with HERWIG. A parton-jet matching al-
gorithm was used to avoid the double counting of events caused by the overlap
between the multi-parton matrix element and the parton shower [116]. In order
to optimize the generation 4, only leptonic decays of the W were accepted and the
events were forced to have at least three generated jets with pT > 30 GeV. A frac-
tion of this background contains heavy quarks. Such processes (Wbb¯+ n jets and
Wcc¯+n jets, with n = 1, . . . ,3) were generated separately. In these cases, the only
requirement at the generation level was the leptonic decay of the W .
The Z+jets events were generated with PYTHIA [91]. In these events the Z-boson
was forced to have an invariant mass above 20 GeV and had to decay into charged
leptons (e, µ or τ). Furthermore, the electrons and muons were required to have a
pT > 10 GeV, while the taus were required to have pT > 5 GeV and had to decay
into electrons or muons.
Diboson (WW , ZZ and WZ) events were generated with HERWIG. For these events
a filter requiring a generated electron or a muon with pT > 10 GeV was applied.
The CTEQ 6M PDF set [87] was used for the MC@NLO events, while the genera-
tion of the remaining events was done with CTEQ 6L. For all generated events, the
TAUOLA and PHOTOS [117] packages were used to process the τ-decay and radia-
tive corrections, respectively. ISR, FSR and multiple interactions were taken into
account. For systematic uncertainties studies tt¯ events were also generated with
AcerMC and hadronized with PYTHIA. The initial and final state radiation effects in
tt¯ events were studied with AcerMC interfaced with PYTHIA samples, by changing
the generator parameters which controls the pT cut-off and parton shower param-
eterisation associated to ISR and FSR. 5. No pile-up events were added with the
exception of a small tt¯ MC@NLO sample, where an average of 4.6 collisions per bunch
4 In order to limit the size of the full simulation samples, only the background events with final
state events similar to the ones expected for the semileptonic tt¯ signal were generated and fully
simulated.
5 In order to obtain a sample leading to a maximum (minimum) value of mt, the PYTHIA parame-
ters which control the ISR cut-off scale and ISR/FSR parton shower parameterisation were changed
to PARJ(81)=0.07, PARP(61)=0.384 and PARP(62)=1.0 (PARJ(81)=0.28, PARP(61)=0.096 and
PARP(62)=3.0). The parameter PARJ(81) (PARP(61)) affects the FSR (ISR) parton shower by set-
ting the QCD scale (ΛQCD) used in the running αs evaluation, while the PARP(62) parameter con-
trols the ISR cut-off scale [91, 118].
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Figure 4.11: Distributions, at the generator level (MC@NLO 3.1 with CTEQ 6M PDF
set), of the transverse momentum, mass, η and φ of the hard process particles.
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process generator σ (pb) Nevents L (fb−1)
tt¯→ `(`)+X MC@NLO 450 548550 0.89
tt¯→ hadrons MC@NLO 383 97200 0.19
single top (Wt channel) AcerMC 29.1 48350 1.66
single top (s-channel) AcerMC 3.5 48300 14.0
single top (t-channel) AcerMC 79.9 46950 0.52
W → eν + 2 jets ALPGEN 246 21950 0.09
W → eν + 3 jets ALPGEN 143 11250 0.08
W → eν + 4 jets ALPGEN 62 6000 0.10
W → eν + 5 jets ALPGEN 26 4950 0.19
W →µν + 2 jets ALPGEN 19 7000 0.37
W →µν + 3 jets ALPGEN 74 12500 0.17
W →µν + 4 jets ALPGEN 41 3200 0.08
W →µν + 5 jets ALPGEN 23 2750 0.12
W → τν + 2 jets ALPGEN 101 19700 0.20
W → τν + 3 jets ALPGEN 100 13000 0.13
W → τν + 4 jets ALPGEN 53 5750 0.11
W → τν + 5 jets ALPGEN 24 550 0.02
Wbb¯ + 0 jets ALPGEN 16.1 6250 0.38
Wbb¯ + 1 jet ALPGEN 17.9 7200 0.40
Wbb¯ + 2 jets ALPGEN 10.1 4000 0.40
Wbb¯ + 3 jets ALPGEN 7.1 3000 0.42
Wcc¯ + 0 jets ALPGEN 17.3 7000 0.41
Wcc¯ + 1 jet ALPGEN 19.3 3500 0.18
Wcc¯ + 2 jets ALPGEN 11.2 4500 0.40
Wcc¯ + 3 jets ALPGEN 6.3 2500 0.40
Z→ ee PYTHIA 1747 481300 0.28
Z→µµ PYTHIA 1826 185400 0.10
Z→ ττ PYTHIA 94 176300 1.88
WW HERWIG 38 16250 0.42
ZZ HERWIG 3 29800 11.1
WZ HERWIG 15 30000 2.03
Table 4.2: The MC generator, cross-section and luminosity is shown for each consid-
ered sample. The cross-section values include the appropriated branching ratios (see
text for details) and parton jet matching efficiencies when needed. The cross-section
for all the samples were normalized to the NLO theoretical calculations [108].
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crossing was assumed.
The Monte Carlo samples considered as reference for the analysis are summa-
rized in table 4.2. The additional Monte Carlo samples, used for the study of sys-
tematic uncertainties, are shown in table 4.3.
process generator Nevents
tt¯→ `(`)+X AcerMC 113750
tt¯→ `(`)+X with pile-up MC@NLO 82600
single top (Wt channel) with pile-up AcerMC 20700
single top (s channel) with pile-up AcerMC 19250
single top (t channel) with pile-up AcerMC 10800
tt¯→ `(`)+X (mt = 170 GeV) MC@NLO 98966
tt¯→ `(`)+X (mt = 160 GeV) MC@NLO 99750
tt¯→ `(`)+X (mt = 190 GeV) MC@NLO 98600
tt¯→ `(`)+X (ISR/FSR param. →maxmt ) AcerMC 403555
tt¯→ `(`)+X (ISR/FSR param. →minmt ) AcerMC 431200
Table 4.3: The MC generator and number of available events is shown for each sam-
ple considered for systematic studies.
4.3.2 Detector simulation, digitization and reconstruction
The signal and background events were passed through the complete GEANT4
simulation of the ATLAS detector, using version 12.0.31 of the ATLAS software
ATHENA [119]. The ATLAS layout used in this paper is based on a perfect detector,
with misaligned layout of LAr calorimeters and muon system, distorted materials in
LAr and inner detector and magnetic field with initial displacement included. The
signals of each sub-detector were digitized and the whole event was reconstructed
with ATHENA (version 12.0.6), which includes the trigger simulation. The AOD out-
put from the reconstruction was used as the base for the analysis.
Event reconstruction
Muons, electrons, photons and jets were reconstructed using TopView [120, 121],
which is based on the EventView package [122].
Electrons were reconstructed by the calorimeters and inner tracker of ATLAS
[68] in the range of pseudorapidity |η| < 2.5 and transverse momentum (pT) above
15 GeV.
Muons were reconstructed by the muon spectrometer and the inner detector [68]
for |η| < 2.5 and pT > 15 GeV. Furthermore, muons were required to be isolated in
what concerns calorimeter energy: the additional transverse energy in a cone with
radius ∆R = 0.2 around the muon was required to be less than 6 GeV.
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Photons were reconstructed from calorimeters information [68] and were re-
quired to have |η| < 2.4 and pT > 15 GeV.
Jets were reconstructed with the standard ATLAS cone algorithm [68], in which
calorimeter towers with ET above 1 GeV are considered as seeds. In an iterative
procedure, towers within a cone with ∆R = 0.4 were assigned to jets until a stable
configuration was found. Reconstructed photons which overlap with reconstructed
electrons within a cone of ∆R = 0.1 and reconstructed jets which overlap within a
cone of ∆R = 0.2 with electrons or photons were not considered. The jet energy was
corrected through calibration coefficients, extracted from the ratio between the jet
raw energy and the energy of the corresponding generated parton. 6
The flavour tagging of jets can provide a very useful information for the data
analysis (both for the correct reconstruction of the signal topology and for back-
ground rejection). The tagging of b-jets relies on the high mass and relatively long
lifetime of B-hadrons, which leads to tracks with large impact parameters with re-
spect to the primary vertex, and to the possibility of reconstructing secondary ver-
tices. In ATLAS, the b-tagging algorithm [68, 108, 124] evaluates a weight for each
jet, based on the three dimensional impact parameter (defined as the minimum dis-
tance of the jet to the primary vertex) and on the output of the algorithm used to
reconstruct the secondary vertex. The distribution of this b-tagging weight for the
generated b, c and light jets is shown in figure 4.12.
Figure 4.12: Distribution of the b-tagging weight variable for b, c and light jets. An
higher weight corresponds to an higher probability that the jet was originated by a
b-quark. Figure extracted from Ref. [121].
The missing transverse energy was evaluated as the sum of the following con-
tributions: cells associated to reconstructed electron or photon clusters, cells inside
jets, cells in topological clusters outside identified objects, muons and the cryostat
correction [68].
6 This calibration based on Monte Carlo is intended to simulate the experimental determination
of the jet energy scale (JES) with real data [123]. It is done by matching each reconstructed jet with
the closest generated quark or gluon (within a cone with ∆R = 0.4).
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generated
reconstructed e µ γ τ q/g
e 76.7±0.3 <0.1 1.3±0.3 18.4±0.2 1.1±0.1
µ <0.1 93.9±0.3 0.1±0.1 19.4±0.2 0.1±0.1
γ 5.4±0.1 <0.1 62.0±2.3 1.1±0.1 0.2±0.1
τ 1.5±0.1 <0.1 1.6±0.3 5.8±0.1 0.4±0.1
jet 15.9±0.1 0.6±0.1 34.6±1.6 21.2±0.2 93.0±0.1
Table 4.4: Mean reconstruction efficiencies (in %) for each type of generated particles.
Only particles with a generated pT above 25 GeV and |η| < 2.5 were considered.
The reconstruction efficiency of muons, electrons and jets as a function of the η
and pT of the generated particles are shown in figure 4.13. These values take into
account the pseudorapidity distributions of the mentioned types of particles, includ-
ing the crack effects. Following a sharp raise, a stable behaviour of the efficiency, as
a function of the particles transverse momentum, is visible. Away from the edges of
the acceptance the efficiency is relatively flat with η. After an increase at low pT ,
the efficiency is flat, including the high pT region of the distributions, where statis-
tics is low. The mean efficiencies for each generated electron, muon, photon, tau
and quark/gluon (with pT > 25 GeV and |η| < 2.5) to be reconstructed as electron,
muon, photon, tau or jet are shown in table 4.4.
Expected trigger performance
The trigger performance is an important issue for any analysis at the LHC. For
the studies of this thesis the single isolated lepton trigger was considered. This
choice was done because the signal topology under study has one lepton (electron or
muon) with high pT in the final state.
A trigger chain is a particular sequence of LVL1, LVL2 and EF triggers (c.f.
section 3.2.7). Two trigger chains were considered:
• e25i: composed by the EM25I LVL1 trigger and the e25i LVL2 and EF trig-
gers;
• mu20i: composed by the MU20 or MU40 LVL1 trigger and the mu20i LVL2 and
EF triggers.
All the signal and background events were required to pass either e25i or the
mu20i trigger chain. The efficiency for this trigger requirement is (52.9±0.2)% and
(59.1±0.2)% for the semileptonic (electron or muon) tt¯ signal, respectively (see ta-
ble 4.5). The trigger effect on the signal depends on the lepton transverse momen-
tum and pseudorapidity, as shown in figure 4.14.
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Figure 4.13: Reconstruction efficiencies for electrons, muons and quarks/gluons as
function of the generated η and pT , for the MC@NLO tt¯ sample. Only particles with a
generated pT above 25 GeV and |η| < 2.5 are represented in these plots.
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Figure 4.14: Electrons (left plots) and muons (right plots) reconstruction efficiencies
for each trigger level, as a function of pT , η and φ. The single isolated electron (muon)
trigger was chosen [e25i (mu20i) trigger chains]. Although no analysis requirements
were explicitly applied, the evaluation of these reconstruction efficiencies requires the
presence of a reconstructed electron (muon) in the final state.
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The background rejections due to the considered triggers are summarized in
table 4.6. These rejections were evaluated with the available Monte Carlo samples
and depend, naturally, on the cuts applied at the generator level.
LVL1 LVL2 EF
electrons 74.4±0.2 61.0±0.2 52.9±0.2
muons 73.1±0.2 63.0±0.2 59.1±0.2
Table 4.5: The trigger efficiency for semileptonic tt¯ signal events with an electron
(muon) in the final state is shown (in %) for each trigger. The considered LVL1 trigger
is EM25I (MU20 or MU40), while the corresponding LVL2 and EF triggers are e25i
(mu20i). These efficiencies were evaluated dividing the number of events passing
each trigger by the number of signal events with a generated electron (muon) in the
final state (no analysis requirements were applied).
trigger rejection (%)
tt¯ background (with leptons) 65.3 ± 0.3
tt¯ background (fully hadronic) 95.9 ± 0.1
single top 60.4 ± 0.3
W+jets 65.3 ± 0.3
Wbb¯+jets 68.4 ± 0.5
Wcc¯+jets 69.3 ± 0.7
Z+jets 32.0 ± 0.2
WW , ZZ and WZ 42.0 ± 0.8
Table 4.6: Background rejections for the single isolated lepton trigger (e25i or
mu20i). The trigger rejection is defined as 1− eventsaftertriggereventsbeforetrigger .
Chapter 5
EVENT ANALYSIS
THE SIGNAL EVENTS under study have a final state topology characterisedby one isolated lepton (electron or muon), missing energy, two b-jets andtwo light jets. Furthermore, two t-quarks and two W-bosons can be recon-structed from the final state particles. In the present chapter the selection
and the full reconstruction of the events are discussed.
The analysis for L = 10 fb−1 is presented in section 5.1. For this luminosity,
the expected amount of data will lead to small statistical errors and the systematic
uncertainties should be dominant. Therefore, the Monte Carlo samples obtained
from the fast simulation were used. The large statistics of these samples was used to
estimate the expected impact of different systematic uncertainties in the analysis.
In order to estimate the ATLAS sensitivity to the Wtb anomalous couplings for
the first data, specific analyses for a luminosity of 1 fb−1 were also developed and
are described in section 5.2. In particular, the possible improvement due to the use
of b-tagging was studied by comparing the analyses without and with b-tagging. In
these analyses, the full simulation samples were used to evaluate in a more detailed
way the detector effects on the observables.
For these analyses, the program LipCbrAnalysis was developed. Its design
allows a relatively easy processing of the different kind of data formats in which
the fast and full Monte Carlo events can be obtained.
5.1 Analysis for L=10 fb−1
The event selection was done using an analysis performed in two steps, as de-
scribed in Ref. [125]. In the first level of analysis (the preselection) the events
were required to fulfill simple criteria, based on the multiplicity, pseudorapidity and
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Figure 5.1: Distributions, before the preselection, of the (a) charged lepton, (b) non
b-tagged and (c) b-tagged jet multiplicity for the signal sample (fast simulation,
normalized to L = 10 fb−1). Only charged leptons (jets) with pT > 25 GeV (pT >
20 GeV) and |η| < 2.5 were considered.
transverse momenta of the final state particles. The aim of the preselection is not
only to reject background events, but also to select the signal events for which a full
reconstruction of the event kinematics is possible. In the second step of the analysis
(the final selection), a discriminant variable, based on the probability of the events
being signal or background-like, was built. The event selection was completed by
applying a cut on the obtained discriminant variable, reducing the background con-
tamination. After the event selection, the cosθ∗
`
observable is reconstructed and the
angular asymmetries, the W helicity fractions and the W helicity ratios are evalu-
ated, as described in chapter 2.
5.1.1 Preselection
The full kinematical reconstruction of the tt¯ → `νbb¯qq¯′ signal events requires
the presence in the final state of one charged lepton and four jets, with two of them
being tagged as b-jets. The distributions of the number of reconstructed charged
leptons, non b-tagged and b-tagged jets in the signal sample are shown is fig-
ure 5.1. In order to avoid forward and low energy objects, only leptons (jets) with
pT > 25 GeV (pT > 20 GeV) and |η| < 2.5 were considered 1. In addition to these
topological requirements, the signal to background ratio was improved in the pre-
selection by requiring the events to have only one lepton (with pT > 25 GeV and
|η| < 2.5), at least four jets (with pT > 20 GeV and |η| < 2.5), exactly two of these jets
being tagged as b-jets and missing transverse momentum above 20 GeV.
The hadronic W reconstruction was done with the two non-b jets with highest
transverse momentum. The invariant mass of these two jets is represented in fig-
ure 5.2, after the preselection level.
1 Throughout this section, only the leptons and jets fulfilling this criteria are taken into account
in the kinematical reconstruction of the event. These leptons and jets are ordered by decreasing pT :
the leading lepton (jet) is the one with highest pT and |η| < 2.5. Furthermore, only isolated leptons
were reconstructed by ATLFAST, as described in section 4.2.2.
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The mass of the hadronic top, shown in figure 5.2, was reconstructed as the
invariant mass of the hadronic W and the b-jet closer to the W .
Although the leptonic W momentum cannot be directly reconstructed due to the
presence of an undetected neutrino in the final state, the neutrino tetramomentum
can be estimated. The transverse missing energy was assumed to be the trans-
verse momentum of the neutrino and its longitudinal component was determined,
with a quadratic ambiguity, by constraining the leptonic W mass (calculated as
the invariant mass of the neutrino and the charged lepton) to its on-shell value
































− 6p2T , (5.1)
with 6p(x,y) being the (x, y) components of the missing transverse momentum and
p(x,y,z)` being the (x, y, z) components of the charged lepton transverse momen-
tum. The twofold quadratic ambiguity in the longitudinal component was solved
by choosing the solution leading to the minimum mass difference between the ha-
dronic and the leptonic top quarks.
No solution for the longitudinal component of the neutrino momentum is found
for 29% and 35% of the previously selected signal and background events, respec-
tively. Different approaches had been proposed to recover this events [126, 108].
The events reconstructed with such solutions have a worst resolution for the lep-
tonic top quark and W-boson reconstruction and, therefore, events for which no pzν
solution is found (equation 5.1) were rejected in the present analysis.
The leptonic top was reconstructed with the leptonic W and the remaining b-
quark. The reconstructed invariant mass of the leptonic top and other relavant
kinamatical variables are shown in figure 5.2 after the preselection.
The number of signal and background events (normalised to L = 10 fb−1) and
the signal efficiency after the preselection are shown in table 5.1. At this level,
the tt¯ background (in particular the semileptonic events with the leptonic decay
W → τντ and the dileptonic events) is dominant (68.7% of the total background).
The single top and W+jets background represent 23.2% and 6.8% of the bakground,
respectively. Although no bb¯ background events were selected at this level, it should
be noticed that, due to the large bb¯ production cross-section, the statistical error
associated to these events is large. For this reason, the bb¯ background will have to
be estimated using data-driven methods [108].
















































































































Figure 5.2: Kinematical distributions after the preselection level for (a) the trans-
verse momentum of the charged lepton; (b) the neutrino; (c-d) the pT of the two non-b
jets used in the hadronic W reconstruction; the b-jet from (e) the hadronic and (f)
leptonic top quarks. Invariant mass distributions of the (g) hadronic W-boson; (h)
the hadronic top and (i) the leptonic top. The tt¯ signal (full line) and the SM back-
grounds (shaded region) are normalised to L= 10 fb−1.
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process selected events (preselection)






WW , ZZ, ZW 109±8
total background 53457±497
S/B 4.9±0.1
Table 5.1: Number of signal (S) and background (B) events, normalised to L =
10 fb−1, after the preselection. Although no bb¯ background events were selected,
it should be noticed that the statistical error of these samples is large (due to the
large bb¯ production cross-section).
5.1.2 Final selection
After the preselection, a probabilistic type of analysis was used. For this, a sig-
nal likelihood (LS) and a background likelihood (LB) were calculated for each se-
lected event by using probability density functions (p.d.f.) based on relevant phys-
ical variables. Neglecting correlations, the signal and background likelihoods for




PSi (xi) , LB =
n∏
i=1
PBi (xi) , (5.2)
where n is the number of used p.d.f. PSi (xi) and P
B
i (xi) are the signal and back-
ground probabilities evaluated from the ith p.d.f., as represented in figure 5.3. The
discriminant variable is defined as LR = log10(LS/LB).
The kinematical variables used to build the p.d.f. were the following:
• the hadronic W mass;
• the hadronic and leptonic top masses;
• the transverse momentum of the b-jets associated to the hadronic and leptonic
top quarks and
• the transverse momentum of the jets used in the hadronic W reconstruction.
These seven variables are shown in figure 5.2 (c-i) and the discriminant variable is
shown in figure 5.4 (a).
As expected from the choice of the p.d.f. 2, a significant improvement in the re-
construction of the top quarks and hadronic W-boson reconstruction can be achieved
by selecting events with higher values of the discriminant variable. This effect can
be seen in figure 5.5, where the reconstructed W and t invariant masses are shown
for different cuts on LR .
2 The hadronic W mass and the leptonic and hadronic top masses were used as p.d.f..
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Figure 5.3: Example of the signal (background) likelihood evaluation using the sig-
nal (background) p.d.f.. The signal (background) probability of having one specific
event with value xi is calculated as the normalized area of the corresponding his-
togram bin. The represented event has an higher probability of being signal-like
than background-like.
)B/LS (L10 = logRL
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Figure 5.4: (a) Discriminant variable distribution for the SM background (shaded
region) and the tt¯ signal (full line), normalised to L = 10 fb−1 (fast simulation
events). The corresponding (b) S/
p
B and (c) S/B distributions (as a function of
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Figure 5.5: Effect of the discriminant variable cut on the (a) hadronic W mass; (b)
hadronic top mass and (c) leptonic top mass (signal fast simulation samples). The
distributions were normalized to unity for a better comparison.
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process selected events (final selection)






WW , ZZ, ZW 51±5
total background 36271±217
S/B 6.1±0.1
Table 5.2: Number of signal tt¯ → `νbb¯qq¯′ (S) and background (B) events, nor-
malised to L= 10 fb−1, after the final selection.
In figures 5.4 (b-c) the signal to background ratios S/
p
B and S/B as a function of
the discriminant variable cut are shown. The final event selection was done by ap-
plying the cut LR >−0.2 on the discriminant variable. The number of background
events (normalised to L = 10 fb−1) and signal efficiency at this level are shown in
table 5.2. The signal to background ratio (S/B) is improved from 4.9 to 6.1 in the
final selection. At this level, the non-signal tt¯ events represent 75% of the total
background.
Using information from the generation level, the efficiencies for each recon-
structed object can be evaluated. For this purpose, an object is considered to be
correctly reconstructed if the corresponding generated particle is found within a
cone defined by ∆R < 0.4. The reconstruction efficiencies for the charged lepton (e±
or µ±), the neutrino and the leptonic and hadronic b, W and t are shown in table 5.3.
As expected, these efficiencies were improved by the final selection. Although the
lepton is correctly reconstructed in almost 100% of the cases, the reconstruction
efficiencies for the other objects are lower. The loss of efficiency for the b-quarks
is mainly due to mistag of c and light jets by the b-tagging algorithm and to the
criteria used to choose the leptonic and hadronic b. The W-boson and t-quark re-
construction is affected by the inefficiencies in the detection of final state particles
and in the assignment of the jets, lepton and neutrino. Nevertheless, in more than
20% of the selected signal events the ∆R between the reconstructed top quark and
the generated one is smaller than 0.4. The ∆R separation between each of the re-
constructed objects and the corresponding generated particle is shown in figure 5.6.
The relative differences between the momenta of the reconstructed and generated
objects (as a function of the generated object momentum) are shown in figure 5.7.
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Figure 5.6: ∆R(reconstructed,generated) for the fast simulation analysis: (a) lepton
(electron or muon); (b) neutrino; (c-d) leptonic and hadronic b-jets; (e-f) leptonic and
hadronic W-bosons; (g-h) leptonic and hadronic top quarks.
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Figure 5.7: (∆p)/p = (preconstructed− pgenerated)/pgenerated as a function of the gener-
ated momentum for the fast simulation analysis: (a) lepton (electron or muon); (b)
neutrino; (c-d) leptonic and hadronic b-jets; (e-f) leptonic and hadronic W-bosons; (g-
h) leptonic and hadronic top quarks. The horizontal solid line shows the mean value
of (∆p)/p and the horizontal dashed lines show the mean value ± the RMS (root
mean square) of this distribution. The corresponding ∆p/p projections are shown in
figure 5.8.
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Figure 5.8: (∆p)/p= (preconstructed− pgenerated)/pgenerated for the fast simulation anal-
ysis: (a) lepton (electron or muon); (b) neutrino; (c-d) leptonic and hadronic b-jets;
(e-f) leptonic and hadronic W-bosons; (g-h) leptonic and hadronic top quarks.
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preselection final selection
lepton (e± or µ±) 99.6 ± 0.2 99.6 ± 0.2
leptonic b 43.4 ± 0.1 44.2 ± 0.1
hadronic b 40.6 ± 0.1 41.4 ± 0.1
neutrino 35.0 ± 0.1 35.8 ± 0.1
leptonic W 26.3 ± 0.1 26.8 ± 0.1
hadronic W 23.6 ± 0.1 25.7 ± 0.1
leptonic t 20.8 ± 0.1 22.6 ± 0.1
hadronic t 21.4 ± 0.1 23.5 ± 0.1
Table 5.3: Efficiencies (in %) for each reconstructed object in the ATLFAST analysis
(ater the preselection and final selection levels). An object is considered to be correctly
reconstructed if the corresponding generated particle is found within a cone with
∆R < 0.4 from the reconstructed one.
5.1.3 W polarization and angular asymmetries
The cosθ∗
`
distribution 3, to be observed in the experiment, will include the tt¯
signal as well as the SM backgrounds, and will be affected by the detector reso-
lution, tt¯ reconstruction and selection criteria. In order to recover the theoretical
distribution, it will be necessary to:
1. subtract background from data and
2. correct for the detector and reconstruction effects.
For this purpose, two sets of signal and background event samples were used: one
“experimental” set, which simulates a possible experimental result, and one “refer-
ence” set, which is used to parameterise the mentioned effects and correct the first
sample.
After subtracting reference background samples, the “experimental” distribu-
tion was multiplied by a correction function in order to recover the SM expectation.
The correction function was determined assuming that the charged lepton distribu-
tion corresponds to the SM one. If a deviation from SM predictions (corresponding
to anomalous couplings) is found, the correction function will have to be modified
accordingly, and the theoretical distribution recalculated in an iterative process.
These issues have been analysed in detail in Ref. [126], where it is shown that this
process quickly converges. The correction function was calculated, for each bin of
3 As described in section 2.3.2, θ∗
`
is the angle between the charged lepton momentum (in the W-
boson rest frame) and the W boson momentum (in the top quark rest frame). In the present analysis
this distribution was obtained from the angle θ`b between the charged lepton and leptonic b-quark
momenta in the W-boson rest frame: θ∗
`
= pi− θ`b. As the W-boson is produced with some boost
(c.f. figure 4.6), the W rest frame allows to partially avoid the colinearity between the lepton and
the b-quark. For comparison, the reconstructed angle between the charged lepton and the leptonic
b-quark in the laboratory frame is shown in figure 5.9.
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Figure 5.9: Signal (solid line) and background (shaded region) distribution of the
angle between the charged lepton and the leptonic b-quark in the laboratory frame




distribution, through the division of the number of events at the gener-
ator level by the number of events after the event selection, using the reference
sample. The Monte Carlo cosθ∗
`
distribution obtained after the simulation is shown
in figure 5.10, together with the theoretical distribution and the correction function


















Figure 5.10: Reconstructed cosθ∗
`
distribution (a) and its correction function (b). In
the first plot the tt¯ signal (thick full line) and the SM backgrounds (shaded region)
are normalised to L= 10 fb−1, while the thin full line represents the generated cosθ∗
`
distribution.
The angular asymmetries (AFB, A+ and A−) were evaluated through a simple
counting of the number of events below and above a specific value of the corrected
cosθ∗
`
(c.f. equation 2.11). Thus, the asymmetry measurements are not biased by the
extreme values of the angular distributions, where the correction function largely
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theoretical reconstructed
F0 0.703 0.700 ± 0.003
FL 0.297 0.299 ± 0.003
FR 3.6×10−4 0.0006 ± 0.0012
ρL 0.423 0.4274 ± 0.0080
ρR 5.1×10−4 0.0004 ± 0.0021
AFB -0.2220 -0.2231 ± 0.0035
A+ 0.5482 0.5472 ± 0.0032
A− -0.8397 -0.8387 ± 0.0018
Table 5.4: Theoretical and reconstructed values of helicity fractions, helicity ratios
and angular asymmetries for L = 10 fb−1. The statistical error on the observables is
shown.
deviates from unity and special care is required (see figure 5.10). The helicity frac-
tions and ratios were obtained from a fit to the corrected cosθ∗
`
distribution. The
theoretical and reconstructed values of these observables are summarized in ta-
ble 5.4.
5.1.4 Systematic uncertainties
Due to the excellent statistics achievable at LHC, which is apparent in the sta-
tistical errors of table 5.4, the systematic errors are expected to play a crucial role
in the measurement of the angular distributions and asymmetries for a luminosity
of 10 fb−1 or larger. A detailed study of the different systematic uncertainties in
the determination of the correction functions has, therefore, to be made. The sys-
tematic uncertainties in the considered observables were estimated by comparing
the reference values with the ones obtained using Monte Carlo samples with dif-
ferent parameters for the generation, simulation and reconstruction. The choice of
these parameters was done in a way that allows a comparison with previous analy-
ses [126, 101].
The following systematic uncertainties sources were considered:
1. Monte Carlo generator: The correction function obtained from the tt¯ refer-
ence sample (generated with TopReX) was applied to a sample generated with
ALPGEN. The difference between the values obtained at the generator level and
after the ALPGEN simulation was considered as a systematic uncertainty.
2. Structure functions: The correction function obtained from a reference sample
generated with the CTEQ 5L PDF set was applied to the samples generated
with the CTEQ 6L and MRST 2001 PDFs. The largest deviations found were
considered as the systematic error associated to the structure functions.
3. Top mass dependence: Samples corresponding to top masses of 170, 175 and
180 GeV were used, and the influence of mt on the values obtained for the
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corrected observables (using correction functions for mt = 175 GeV) was deter-
mined. The systematic error was obtained from a linear fit of the observable
values as a fuction of the top mass. The considered mt uncertainty was 2 GeV.
These fits are shown in appendix B.
4. ISR and FSR: The effect of ISR and FSR was studied following Ref. [101]. A
Monte Carlo event sample without ISR and FSR was used. The results of the
reference sample (with ISR and FSR) were compared with those obtained by
adding to it a normalised fraction of the sample without ISR nor FSR (from
0% to 25%, in steps of 5%). The values obtained for the observables were fitted
with a linear function and the systematic error was considered as the effect of
the presence of 20% (a conservative estimate of our level of knowledge of ISR
and FSR) of the sample without ISR, FSR (see appendix B).
5. b-jet tagging efficiency: The value of the b-jet tagging efficiency (and the cor-
responding c-jet and light jet rejection factors) was varied from 50 to 70%, in
steps of 5%, and the values obtained for the observables were fitted with a
linear function (see appendix B). The systematic error was considered as the
effect on the observables of a variation of 5% in the b-jet tagging efficiency, as
compared with the standard value of 60%.
6. b-jet energy scale: The value of the b-jet energy scale was changed from -5
to +5%, and the values obtained for the observables were fitted with a linear
function (see appendix B). The systematic error was considered as the effect
of a variation of 3% in the b-jet energy scale.
7. Light jet energy scale: The value of the energy scale of the light jets was
changed from -3 to +3%, and the values obtained for the observables were
fitted with a linear function (see appendix B). The systematic error was con-
sidered as the effect of a variation of 1% in the energy scale of the light jets.
8. Background: The background global normalization was varied from -25 to
25%, in steps of 5%, and the values obtained for the observables were fitted
with a linear function (see appendix B). The systematic error was considered
as the effect of a variation of 10% on the background level (which takes into
account the uncertainties in the cross-sections).
9. Pile-up: The effect of pile-up events was studied by comparing the values of
the observables obtained with and without adding pile-up events (2.3 events
in average were assumed).
10. b-quark fragmentation: The parameter ²b in the Peterson parameterisation
for b-quark fragmentation [91] was changed from -0.006 to -0.0035 [101]. The
difference in the observables values was considered as the systematic error.
The systematic errors in each observable, resulting from these theoretical and
simulation uncertainties, are collected in table 5.5. It can be seen that ρR and A−
have small total systematic errors. In the case of ρR , the improvement over FR
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F0 FL FR ρL ρR AFB A+ A−
generator 0.0002 0.0002 0.0004 0.0006 0.0000 0.0035 0.0015 0.0006
PDFs 0.0032 0.0022 0.0009 0.0046 0.0008 0.0021 0.0005 0.0014
mt 0.0065 0.0060 0.0006 0.0124 0.0007 0.0034 0.0039 0.0005
ISR+FSR 0.0116 0.0113 0.0003 0.0218 0.0001 0.0046 0.0049 0.0011
b-tag eff. 0.0065 0.0062 0.0003 0.0126 0.0003 0.0039 0.0046 0.0004
Eb scale 0.0028 0.0030 0.0002 0.0061 0.0002 0.0021 0.0017 0.0005
E j scale 0.0034 0.0037 0.0002 0.0074 0.0002 0.0038 0.0023 0.0014
back. norm. 0.0001 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001
pile-up 0.0091 0.0086 0.0005 0.0175 0.0002 0.0080 0.0051 0.0006
b frag. 0.0049 0.0037 0.0012 0.0078 0.0011 0.0045 0.0000 0.0012
total σsyst. 0.0189 0.0178 0.0018 0.0356 0.0016 0.0130 0.0099 0.0028
Table 5.5: Sources of systematic error in the determination of helicity fractions, he-
licity ratios and angular asymmetries (fast simulation analysis for L= 10 fb−1).
is due to the partial cancellation of the systematic errors in the ratio, while the
opposite happens in the case of ρL, compared to FL. The ISR/FSR and pile-up are
the largest sources of uncertainty for the F0, FL, ρL, AFB and A+ observables, while
the PDFs and b-jet fragmentation are the dominant systematic errors for FR , ρR
and A−.
The effect of the systematic uncertainties on the W helicities was found to be
smaller with respect to a previous analysis [126]. In the present analysis, the W
helicity fractions and ratios were obtained by fitting the angular distribution from
−0.99 to +0.99, and it should be stressed that a dependence of the systematic error
with the range of the fit was observed. If the fit is performed between −0.89 and
+0.89, the systematic errors on F0, FL and FR are respectively 0.0206, 0.0188 and
0.0033 (in good agreement with the results of Ref. [126]). However, if the fit is
performed in the range [−0.89,+0.99] the results are respectively 0.0190, 0.0182 and
0.0017, in good agreement with the values on table 5.5. This implies that the correct
reconstruction of the most extreme bins of the angular distribution is particularly
important to control the error associated to the W polarisation measurements, if the
fitting method is used. In the case of the asymmetries, the smaller errors found for
A± are due to the greater stability of these measurements, once they were obtained
by counting events, instead of fitting the cosθ∗
`
distribution.
It should be pointed out that the selection of z for the definition of A± (equa-
tions 2.11) has not been optimised in order to achieve smaller systematic errors. In-
stead, these asymmetries have been defined in a simple way which allows to recon-
struct easily the helicity fractions, using the equations 2.14. The expected results
for L = 10 fb−1, including statistical and systematic uncertainties, are summarised
in table 5.6.
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F0 0.700 ±0.003(stat) ±0.019(sys)
FL 0.299 ±0.003(stat) ±0.018(sys)
FR 0.0006 ±0.0012(stat) ±0.0018(sys)
ρL 0.4274 ±0.0080(stat) ±0.0356(sys)
ρR 0.0004 ±0.0021(stat) ±0.0016(sys)
AFB −0.2231 ±0.0035(stat) ±0.0130(sys)
A+ 0.5472 ±0.0032(stat) ±0.0099(sys)
A− −0.8387 ±0.0018(stat) ±0.0028(sys)
Table 5.6: Summary of the results obtained from the simulation for the observables
studied, including statistical and systematic uncertainties (fast simulation analysis
for L= 10 fb−1).
5.2 Analyses for L=1 fb−1
In this section the analyses developed for the study of the Wtb vertex with
L = 1 fb−1 of data are presented. For these analyses, the full simulation Monte
Carlo events were used. In order to be prepared for the first LHC data, an analysis
without using the b-tagging tool [68] was developed (section 5.2.1). Once b-tagging
is well understood, the analysis can be improved by using additional information
(section 5.2.2).
5.2.1 Analysis without b-tagging
As for the 10 fb−1 analysis, a two-level probabilistic analysis was adopted. In
the preselection level, a cleaner sample was obtained by requiring events with ex-
actly one isolated electron (muon) with |η| < 2.5 and pT > 25 GeV (pT > 20 GeV),
at least 4 jets with |η| < 2.5 and pT > 30 GeV and missing transverse momentum
above 20 GeV. Additionally, the considered electron or muon and the four jets were
required to have no other reconstructed object (electron, muon, photon or jet) within
a cone with ∆R = 0.4.
The ATLAS event display software (ATLANTIS [127]) allows the visualization of
reconstructed events and the corresponding hits in the detector. As an example, the
projections in the plane transverse to the beam axis of two simulated semileptonic
tt¯ events which pass the above selection criteria are shown in figures 5.11 (event
with an electron) and 5.12 (event with a muon).
In order to avoid the use of b-tagging, the full event reconstruction was per-
formed through the minimization of a χ2 function, defined as
χ2 = (m`ν ja −mt)
2
σ2t










where mt = 175 GeV, mW = 80.4 GeV, σt = 14 GeV and σW = 10 GeV are the ex-
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ATLAS  Atlantis event:JiveXML_5200_17846 run:5200 ev:17846  geometry: <default>


















Figure 5.11: ATLANTIS event display of a simulated semileptonic tt¯ event. The xy
projection (i.e. the plane transverse to the beam axis) is shown. The reconstructed
electron has a transverse momentum of 74 GeV and the missing transverse energy is
48 GeV. Only tracks with pT > 1 GeV were represented.
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ATLAS  Atlantis event:JiveXML_5200_17861 run:5200 ev:17861  geometry: <default>


















Figure 5.12: ATLANTIS event display of a simulated semileptonic tt¯ event. The xy
projection (i.e. the plane transverse to the beam axis) is shown. The reconstructed
anti-muon has a transverse momentum of 55 GeV and the missing transverse energy
is 90 GeV. Only tracks with pT > 1 GeV were represented.
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Figure 5.13: Distribution of the
√
χ2 variable for signal (solid line) and background
(shaded region), normalized to L = 1 fb−1 (analysis without b-tagging). In this plot
no trigger requirements were applied to the events.
pected top quark and W-boson mass resolutions, ` represents the selected electron
or muon, m`ν is the invariant mass of the electron (muon) and the neutrino, and
ja,b,c,d corresponds to all the possible combinations among the four jets with high-
est pT (with m`ν ja , m jb jc jd and m`ν ja being the corresponding invariant masses).
The neutrino was reconstructed using the missing transverse energy and allowing
the pνz to vary in the range [−500,+500] GeV. The solution corresponding to the
minimum χ2 was chosen for each event. The jets used to reconstruct the hadronic
W will be labeled “non-b” jets and the remaining two are labelled “b-jets”. It should
be stressed that no b-tagging information was used so far.
The χ2 minimization reconstruction has the advantage of reducing the wrong
association of particles, when compared with the method adopted for the L= 10 fb−1
analysis (c.f. section 5.1). It has, however, the drawback of using the value of the
top mass as an input.
The distribution of the
√
χ2 variable for signal and background is shown in fig-
ure 5.13. As this variable tends to have higher values for background than for
signal, the preselection was finalized by requiring
√
χ2 < 4. This cut was done in
order to reject the events which cannot be correctly reconstructed (i.e. the events
with higher values of χ2). Less than 11% of the signal events were rejected by this
cut.
The number of expected signal and background events for L= 1 fb−1 is shown in
table 5.7. The effect of each trigger level on the event preselection was studied by
considering the single lepton trigger chains (e25i or mu20i, as described in section
4.3.2). The results are summarized in table 5.7. For comparison, the number of
events expected when the selected lepton is required to be an electron (e sample)
or a muon (µ sample) are also shown. The trigger efficiency for the electron (muon)
signal sample is 86% (77%). The background composition, after the preselection
and EF trigger, is shown in table 5.8. At this level, the W+jets processes, including
Wbb¯+jets and Wcc¯+jets, are the dominant background (56% of the total).
The signal and background distributions of relevant variables at this level are
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e+µ sample e sample µ sample
signal
no trigger 27439±150 11978±99 15461±113
LVL1 trigger 24824±143 11435±97 13389±105
LVL2 trigger 23131±138 10895±95 12236±100
EF trigger 22258±135 10303±92 11955±99
background
no trigger 15784±419 7158±298 8626±301
LVL1 trigger 14054±400 6450±289 7604±282
LVL2 trigger 12989±388 5984±280 7005±275
EF trigger 12413±379 5571±270 6842±272
Table 5.7: Expected number of signal and background events, normalised to L =
1 fb−1, after the preselection for the e+µ, only e and only µ samples (no b-tagging
analysis). The effect of each trigger level is also shown.
shown in figure 5.14. The reconstructed masses of the W bosons and t-quarks (fig-
ure 5.15) have smaller tails than those obtained with the L= 10 fb−1 analysis. This
is due to the χ2 minimization method, which favours the jets combinations and
neutrino pz solution leading to W and t masses closer to 80.4 GeV and 175 GeV,
respectively. The lost of signal/background discrimination in these variables is com-
pensated by the
√
χ2 distribution, shown in figure 5.14(g).
Similarly to the procedure described in the previous section, a second level of
analysis was adopted. For that, p.d.f. were built from the following relevant physi-
cal variables:
• the transverse momentum of the lepton;




• the transverse momentum of the hadronic W ;
• the hadronic and leptonic top masses and
• the cosine of the angle between the leptonic top and the leptonic “b-jet”.
The distributions, after the preselection level, of these variables are shown in fig-
ures 5.14 and 5.15. The discriminant variable (LR) for signal and background is
shown in figure 5.16.
The final event selection was done by requiring LR > 0.1. The number of se-
lected events (normalized to 1 fb−1) for signal and each background process after
the preselection and the final selection is summarized in table 5.8. After the fi-
nal selection level, the background composition is the following: 33% of tt¯, 49% of
W+jets (including Wbb¯ and Wcc¯) and 13% of single top. Further reduction on non tt¯
background could be achieved by choosing an higher cut on the discriminant vari-
able. This solution has, however, to be balanced with the corresponding decrease in
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(g) (h) (i)
Figure 5.14: Analysis without b-tagging: distributions, after the preselection level
and normalized to 1 fb−1, of the signal (solid line) and background (shaded region)
events which pass the trigger: (a) missing transverse energy; (b) transverse momen-
tum of the lepton; (c-d) transverse momentum of the “non-b” jets (i.e. the two jets used
in the hadronic W reconstruction) ordered by decreasing pT ; (e-f) transverse momen-
tum of the “b-jets” used to reconstruct the leptonic and hadronic top quarks; (g)
√
χ2;
(h) transverse momentum of the hadronic W ; and (i) cosine of the angle between the
leptonic top and the leptonic “b-jet”.
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Figure 5.15: Analysis without b-tagging: distributions, after the preselection level
and normalized to 1 fb−1, of the signal (solid line) and background (shaded region)
events which pass the trigger: reconstructed (a) hadronic and (b) leptonic W mass;
(c) hadronic and (d) leptonic t mass.
)B/LS (L10 = logRL
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Figure 5.16: (a) Discriminant variables for the background (shaded region) and the
tt¯ signal (full line), normalised to L = 1 fb−1 (analysis without b-tagging). The cor-
responding (b) S/
p
B and (c) S/B distributions (as a function of the LR cut) are also
shown. The final event selection was done by applying the cut LR > 0.1.
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e+µ sample e sample µ sample
signal
presel. 22258±135 10303±92 11955±99
final sel. 12627±103 5824±70 6886±76
signal efficiency (%)
presel. 9.29±0.06 4.28±0.04 5.02±0.04
final sel. 5.12±0.04 2.35±0.03 2.82±0.03
Z+jets presel. 977±115 441±59 536±101
final sel. 164±44 112±35 48±30
Wbb¯
presel. 281±33 143±23 138±23
final sel. 59±16 32±13 22±10
Wcc¯
presel. 1654±194 645±122 1009±151
final sel. 640±122 221±72 368±92
W+jets presel. 4961±285 2388±224 2572±185
final sel. 1262±141 622±121 637±105
WW , ZZ, ZW
presel. 167±33 80±23 87±24
final sel. 40±16 16±10 17±10
tt¯ (except signal)
presel. 2924±77 1226±48 1698±60
final sel. 1314±55 540±34 785±43
single t
presel. 1446±56 645±36 800±43
final sel. 532±33 253±22 267±22
total background
presel. 12413±379 5571±270 6842±272
final sel. 4011±203 1797±152 2144±152
S/B
presel. 1.8±0.1 1.9±0.1 1.7±0.1
final sel. 3.1±0.2 3.2±0.3 3.2±0.2
Table 5.8: Analysis without b-tagging: number of signal (S) and background (B)
events, normalised to L = 1 fb−1, after the preselection and final selection levels (in-
cluding the trigger selection) for the e+µ, only e and only µ samples. The contribution
from each background process is also shown.
the number of selected signal events, which leads to an increase of the statistical
errors on the observables. The impact of the background composition and its global
normalization effects on the analysis will be studied as a systematic uncertainty
(this will be discussed in section 5.2.4).
The reconstruction efficiencies for the lepton (e± or µ±), the neutrino and the
leptonic and hadronic b, W and t are shown in table 5.9. Due to the choice of a
χ2 minimization method for the event reconstruction, these efficiencies are higher
than those obtained for the L = 10 fb−1 analysis (table 5.3). This improvement is
more significant after the final selection level.
The ∆R separation between each of the reconstructed objects and the corre-
sponding generated particle is shown in figure 5.17. The relative differences be-
tween the momenta of the reconstructed and generated objects (as a function of the
generated object momentum) are shown in figure 5.18.
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Figure 5.17: ∆R(reconstructed,generated) for the full simulation analysis without
b-tagging: (a) lepton (electron or muon); (b) neutrino; (c-d) leptonic and hadronic “b-
jets”; (e-f) leptonic and hadronic W-bosons; (g-h) leptonic and hadronic top quarks.
5.2. Analyses for L=1 fb−1 81
p (truth lepton) [GeV]

















-1L = 1 fb
 (no b-tag)µe+
) [GeV]νp (truth 























p (truth lep. b) [GeV]



















-1L = 1 fb
 (no b-tag)µe+
p (truth had. b) [GeV]



















-1L = 1 fb
 (no b-tag)µe+
lep. b had. b
(c) (d)
p (truth lep. W) [GeV]



















-1L = 1 fb
 (no b-tag)µe+
p (truth had. W) [GeV]



















-1L = 1 fb
 (no b-tag)µe+
lep. W had. W
(e) (f)
p (truth lep. top) [GeV]



















-1L = 1 fb
 (no b-tag)µe+
p (truth had. top) [GeV]



















-1L = 1 fb
 (no b-tag)µe+
lep. t had. t
(g) (h)
Figure 5.18: (∆p)/p = (preconstructed− pgenerated)/pgenerated as a function of the gener-
ated momentum for the full simulation analysis without b-tagging: (a) lepton (elec-
tron or muon); (b) neutrino; (c-d) leptonic and hadronic “b-jets”; (e-f) leptonic and
hadronic W-bosons; (g-h) leptonic and hadronic top quarks. The horizontal solid
line shows the mean value of (∆p)/p and the horizontal dashed lines show the mean
value ± the RMS (root mean square) of this distribution. The corresponding ∆p/p
projections are shown in figure 5.19.
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Figure 5.19: (∆p)/p= (preconstructed−pgenerated)/pgenerated for L= 1 fb−1 analysis with-
out b-tagging: (a) lepton (electron or muon); (b) neutrino; (c-d) leptonic and hadronic
b-jets; (e-f) leptonic and hadronic W-bosons; (g-h) leptonic and hadronic top quarks.
5.2. Analyses for L=1 fb−1 83
preselection final selection
lepton (e± or µ±) 99.6 ± 0.6 99.6 ± 0.8
leptonic b 53.7 ± 0.4 63.8 ± 0.7
hadronic b 42.3 ± 0.4 49.6 ± 0.6
neutrino 35.2 ± 0.4 38.9 ± 0.5
leptonic W 51.1 ± 0.4 56.7 ± 0.6
hadronic W 40.3 ± 0.4 49.7 ± 0.6
leptonic t 42.1 ± 0.4 52.7 ± 0.6
hadronic t 48.8 ± 0.4 60.4 ± 0.6
Table 5.9: Efficiencies (in %) for each reconstructed object in the L = 1 fb−1 analysis
without b-tagging (at the preselection and after the final selection). An object is
considered to be correctly reconstructed if the corresponding generated particle is
found within a cone with ∆R < 0.4 from the reconstructed one.
5.2.2 Analysis with b-tagging
Once b-tagging becomes available, additional information can be used for each
jet in the event (c.f. figure 4.12 in section 4.3.2). In this case, an additional con-
straint can be included in the χ2 evaluation: only jets with a positive b-tagging
weight were considered as b-jets candidates. The resulting χ2 distribution is shown
in figure 5.20. Similarly to the procedure adopted for the analysis without b-tagging,
only events with
√
χ2 < 4 were preselected.
In figure 5.21, the distributions of the weights produced by the b-tagging algo-
rithm for the “b-jets” associated by the χ2 minimization method to the leptonic and
the hadronic top quarks are shown. In addition to the p.d.f. used for the analysis
without b-tagging, these weights were also used in the discriminant variable evalu-
ation. The resulting discriminant variable distributions for signal and background
are shown in figure 5.22.
The final selection was done by requiring events with LR > 0.1. The number of
selected signal and background events for L = 1 fb−1 is summarized in table 5.10.
Unlike the expectation for the analysis without b-tagging, the tt¯ background is
clearly dominant (72% of the total background expected after the final selection),
while the W+jets and the single top backgrounds represent less than 14% and 15%
of the total, respectively.
The improvement due to the use of b-tagging can be seen by comparing the
values obtained for the object reconstruction efficiencies in the analyses with (ta-
ble 5.11) and without (table 5.9) this information. As expected, reconstruction effi-
ciencies for the top quarks rise from 53% to 65% and from 60% to 73% (leptonic and
hadronic top quarks, respectively). The ∆R separation between each of the recon-
structed objects and the corresponding generated particle is shown in figure 5.23.
The relative differences between the momenta of the reconstructed and generated
objects (as a function of the generated object momentum) are shown in figure 5.24.
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Figure 5.20: Distributions, before the
√
χ2 < 4 cut and before any trigger require-
ments, of the
√
χ2 variable for signal (solid line) and background (shaded region),
normalized to L= 1 fb−1 (analysis with b-tagging).
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Figure 5.21: Distributions, after the preselection level and normalized to L = 1 fb−1,
of the signal (solid line) and background (shaded area) weights provided by the b-
tagging algorithm for the “b-jets” associated by the χ2 minimization method to (a)
the leptonic and (b) the hadronic top quarks. The higher weights correspond to the
more b-like jets.
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Figure 5.22: (a) Discriminant variables for the background (shaded region) and the
tt¯ signal (full line), normalised to L = 1 fb−1 (analysis with b-tagging). The corre-
sponding (b) S/
p
B and (c) S/B distributions (as a function of the LR cut) are also
shown. The final event selection was done by applying the cut LR > 0.1.
e+µ sample e sample µ sample
signal
presel. 11200±96 5152±66 6048±70
final sel. 6586±74 3163±52 3629±55
signal eff. (%)
presel. 4.64±0.04 2.11±0.03 2.53±0.03
final sel. 2.67±0.03 1.28±0.02 1.48±0.02
Z+jets presel. 186±51 81±31 105±46
final sel. 0±21 0±21 0±21
Wbb¯
presel. 84±19 37±14 47±15
final sel. 27±13 15±10 12±10
Wcc¯
presel. 197±68 111±51 86±45
final sel. 60±37 5±27 30±27
W+jets presel. 181±82 72±78 109±78
final sel. 26±73 0±73 7±73
WW , ZZ, ZW
presel. 2±7 0±7 2±7
final sel. 0±7 0±7 0±7
tt¯ (except signal)
presel. 1377±52 584±33 793±41
final sel. 613±35 233±21 389±28
single t
presel. 359±24 134±13 224±21
final sel. 125±14 66±10 74±11
total background
presel. 2385±133 1020±106 1365±112
final sel. 851±94 318±85 513±88
S/B
presel. 4.7±0.3 5.1±0.5 4.4±0.4
final sel. 7.7±0.9 9.9±2.7 7.1±1.2
Table 5.10: Analysis with b-tagging: number of signal and background events, nor-
malised to L = 1 fb−1, after the preselection and final selection levels (including the
trigger selection) for the e+µ, only e and only µ samples. The contribution from each
background process is also shown.
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Figure 5.23: ∆R(reconstructed,generated) for the full simulation analysis with b-
tagging: (a) lepton (electron or muon); (b) neutrino; (c-d) leptonic and hadronic “b-
jets”; (e-f) leptonic and hadronic W-bosons; (g-h) leptonic and hadronic top quarks.
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Figure 5.24: (∆p)/p = (preconstructed− pgenerated)/pgenerated as a function of the gener-
ated momentum for the full simulation analysis with b-tagging: (a) lepton (electron
or muon); (b) neutrino; (c-d) leptonic and hadronic “b-jets”; (e-f) leptonic and ha-
dronic W-bosons; (g-h) leptonic and hadronic top quarks. The horizontal solid line
shows the mean value of (∆p)/p and the horizontal dashed lines show the mean
value ± the RMS (root mean square) of this distribution. The corresponding ∆p/p
projections are shown in figure 5.25.
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Figure 5.25: (∆p)/p= (preconstructed−pgenerated)/pgenerated for L= 1 fb−1 analysis with
b-tagging: (a) lepton (electron or muon); (b) neutrino; (c-d) leptonic and hadronic
b-jets; (e-f) leptonic and hadronic W-bosons; (g-h) leptonic and hadronic top quarks.
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preselection final selection
lepton (e± or µ±) 99.6 ± 0.9 99.6 ± 1.1
leptonic b 74.1 ± 0.7 83.7 ± 1.0
hadronic b 67.7 ± 0.7 76.8 ± 1.0
neutrino 36.8 ± 0.5 39.8 ± 0.7
leptonic W 53.0 ± 0.6 59.1 ± 0.9
hadronic W 58.5 ± 0.7 70.2 ± 0.9
leptonic t 53.3 ± 0.6 64.5 ± 0.9
hadronic t 60.1 ± 0.7 72.9 ± 1.0
Table 5.11: Efficiencies (in %) for each reconstructed object in the L= 1 fb−1 analysis
with b-tagging (after the preselection and final selection levels). An object is con-
sidered to be correctly reconstructed if the corresponding generated particle is found
within a cone with ∆R < 0.4 from the reconstructed one.
5.2.3 W polarization and angular asymmetries
The reconstructed cosθ∗
`
distributions (for the analyses with and without the
use of b-tagging) are shown in figure 5.26. The background subtraction and the
correction for the selection and detector effects was done in the same way as for the
L= 10 fb−1 analysis (section 5.1). Two sets of signal and background event samples
were used: one “experimental” set, which simulates a possible experimental result,
and one “reference” set, which is used to parametrise the effects mentioned, and cor-
rect the previous sample. After subtracting the background, the full “experimental”
distribution was multiplied by a correction function (figure 5.27). In order to avoid
non-physical fluctuations due to the limited number of MC events, a smoothing pro-
cedure was applied to the obtained correction function, as shown in figure 5.27. The
corrected cosθ∗
`
distributions are shown in figure 5.28.
As the asymmetry measurements are less biased by the extreme values of the
angular distributions, these observables are particularly interesting for the low
statistics analyses. Moreover, it should be noticed that, as explained in section 5.1,
the cosθ∗
`
bins near +1 have a significant impact on the measurement of the FR
helicity fraction (and thus on the ρR helicity ratio). Due to the statistics expected
for L= 1 fb−1, the correction function in the bin near −1 may have a large value (c.f.
figure 5.27) and therefore it is expected to have a large statistical uncertainty. For
these two reasons, the helicity fractions and ratios were obtained from a fit to the
corrected cosθ∗
`
distribution in the range [-0.9,+1]. An example of the cosθ∗
`
fit is
shown in figure 5.28 for the analyses without and with b-tagging.
The obtained values (and corresponding statistical errors) for the helicity frac-
tions, helicity ratios and angular asymmetries (L = 1 fb−1) are shown in table 5.12.
Although the selected number events is higher for the analyses without b-tagging,
the statistical errors on the W helicity fractions and ratios are larger than those
obtained for the analysis with b-tagging. This is explained by a larger background
contamination, which increases the statistical uncertainty in the background sub-
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Figure 5.26: Reconstructed cosθ∗
`
distributions, after the final selection and normal-
ized to L = 1 fb−1 for: (a) the analysis without b-tagging and (b) the analysis with
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Figure 5.27: Correction functions for: (a) the analysis without b-tagging and (b) the
analysis with b-tagging. The applied smooth is also shown (solid line).
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Figure 5.28: Corrected cosθ∗
`
distributions for: (a) the analysis without b-tagging
and (b) the analysis with b-tagging. The fit used to extract the W helicity ratios (ρL
and ρR) are also shown.
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traction, due to the limited statistics of the MC samples.
without b-tag with b-tag
F0 0.717 ± 0.022 0.690 ± 0.019
FL 0.289 ± 0.021 0.312 ± 0.019
FR -0.006 ± 0.006 -0.003 ± 0.005
ρL 0.402 ± 0.050 0.453 ± 0.048
ρR -0.008 ± 0.008 -0.004 ± 0.007
AFB -0.220 ± 0.025 -0.229 ± 0.026
A+ 0.560 ± 0.024 0.542 ± 0.028
A− -0.845 ± 0.012 -0.830 ± 0.014
Table 5.12: Expected values and corresponding statistical errors for the helicity frac-
tions, helicity ratios and angular asymmetries. The results for an integrated lumi-
nosity of 1 fb−1 (analyses with and without b-tagging) are shown.
5.2.4 Systematic uncertainties
Even for L = 1 fb−1, systematic errors are expected to play an important role in
the measurement of the angular distribution and asymmetries. Although the avail-
able Monte Carlo full simulation samples do not allow a precise determination of the
systematic uncertainties (due to the relatively small statistics of these samples), a
study of relevant uncertainties was performed for the L= 1 fb−1 analysis. It should
be stressed that, unlikely the studies done for L = 10 fb−1 with the fast simulation,
the determination of the systematic uncertainties is contaminated by the statistical
errors. Therefore, it can be considered that the systematic error evaluation for the
full simulation analyses was done in a conservative way.
The following systematic uncertainties were considered in the present study:
1. Jet energy scale: The value of the jet energy scale was changed from -15 to
+15%, and the values obtained for the observables are fitted with a linear
function (see appendix B). The systematic uncertainty was considered as the
effect of a variation of 5% in the jet energy scale.
2. Luminosity: The value of the luminosity was changed from -20 to +20%, and
the values obtained for the observables are fitted with a linear function (see
appendix B). The systematic uncertainty is considered as the effect of a vari-
ation of 20% in the luminosity.
3. Top mass dependence: Samples corresponding to top masses of 160, 170, 175
and 190 GeV were simulated, and the influence of mt on the values obtained
for the observables was estimated (see appendix B). The systematic uncer-
tainty used here was obtained from a linear fit of the values found, corre-
sponding to a top mass uncertainty of 2 GeV.
92 5. EVENT ANALYSIS
4. Background normalization: The cross-sections for each background process
were changed (12% for tt¯, 3% for Wt channel of single top, 6% for s-channel
of single top, 4% for t-channel of single top, 50% for W+jets and 15% for the
remaining background processes [108] 4). This change was done for each pro-
cess at a time. The systematic uncertainty was the quadratic sum of all the
variations.
5. ISR and FSR: Their effect was studied by changing the different switches
of the Monte Carlo generators which control the ISR and FSR, as explained
in section 4.3.1. The maximum change in the value of the observables was
considered as the systematic uncertainty.
6. Monte Carlo generator: the results obtained with the MC@NLO and AcerMC
generators were compared. The difference between the obtained observables
was considered as a systematic uncertainty associated to the modeling of the
Monte Carlo.
7. Pile-up: The effect of pile-up events was studied by comparing the values of
the observables obtained with and without adding pile-up events (conserva-
tively, 4.6 collisions per bunch-crossing were considered).
Similarly to the procedure adopted for the L = 10 fb−1 analysis, only the simu-
lation used as the “experimental” set (which fakes the data) was changed for each
systematic source of uncertainty. The correction function and the MC sample used
to perform the background subtraction were kept unchanged. This method allows
to estimate the systematic uncertainty caused by discrepancy between the data and
the Monte Carlo simulation. Such impact on the observables is summarized in ta-
bles 5.13 and 5.14.
As in the current method a background subtraction is performed based on Monte
Carlo simulation, the luminosity value is used in the background estimation. Once
the cross-sections for known backgrounds are measured with experimental data,
a data-driven normalization will be possible and the luminosity systematic error
should be eliminated. Moreover, with data it will be possible to compare the discrim-
inant variable distributions for signal obtained from data and MC. This comparison
will allow to estimate any systematic errors caused by an inaccurate description
of data by the Monte Carlo simulation. Systematic uncertainties associated with
the lepton identification and trigger (either affecting the global efficiency or the lep-
ton pT dependence) are expected to be small and have not been considered in the
present study.
The effect of the b-tagging weight on the χ2 minimization reconstruction method
(in the analysis with b-tagging) was evaluated by changing the requirement for a
jet to be a b candidate from weightb−tag > 0 to weightb−tag > 2. This effect was found
to be smaller than the statistical error for all the considered observables.
4 The changes in the background cross-sections where done according to the corresponding theo-
retical error, except for the W+jets process, where a more conservative approach was chosen.
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F0 FL FR ρL ρR AFB A+ A−
jet energy scale 0.014 0.012 0.003 0.023 0.003 0.004 0.006 0.002
luminosity 0.009 0.007 0.002 0.015 0.002 0.006 0.005 0.001
top mass 0.009 0.010 0.001 0.019 0.002 0.009 0.006 0.004
background 0.005 0.004 0.002 0.009 0.002 0.005 0.003 0.002
ISR+FSR 0.064 0.060 0.006 0.132 0.009 0.044 0.046 0.011
MC generator 0.087 0.079 0.009 0.181 0.013 0.039 0.042 0.001
pile-up 0.068 0.064 0.003 0.141 0.004 0.053 0.039 0.017
total 0.129 0.119 0.012 0.267 0.017 0.080 0.074 0.021
Table 5.13: Sources of systematic error in the determination of the helicity fractions,
helicity ratios and angular asymmetries (L= 1 fb−1 full simulation analysis without
b-tagging).
F0 FL FR ρL ρR AFB A+ A−
jet energy scale 0.019 0.018 0.001 0.038 0.001 0.010 0.004 0.002
luminosity 0.003 0.003 0.000 0.007 0.000 0.006 0.005 0.001
top mass 0.013 0.015 0.002 0.026 0.003 0.013 0.008 0.006
background 0.002 0.002 0.000 0.005 0.000 0.003 0.002 0.004
ISR+FSR 0.025 0.026 0.004 0.052 0.006 0.024 0.028 0.015
MC generator 0.009 0.004 0.005 0.012 0.008 0.009 0.011 0.000
pile-up 0.081 0.076 0.005 0.146 0.006 0.012 0.041 0.022
total 0.089 0.084 0.008 0.163 0.012 0.033 0.052 0.027
Table 5.14: Sources of systematic error in the determination of the helicity fractions,
helicity ratios and angular asymmetries (L = 1 fb−1 full simulation analysis with
b-tagging).
The results obtained for the different observables for the analyses with and with-
out b-tagging are summarized in tables 5.15 and 5.16, respectively.
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F0 0.717 ± 0.022 (stat) ± 0.129 (syst.)
FL 0.289 ± 0.021 (stat) ± 0.119 (syst.)
FR -0.006 ± 0.006 (stat) ± 0.012 (syst.)
ρL 0.402 ± 0.050 (stat) ± 0.267 (syst.)
ρR -0.008 ± 0.008 (stat) ± 0.017 (syst.)
AFB -0.220 ± 0.025 (stat) ± 0.080 (syst.)
A+ 0.560 ± 0.024 (stat) ± 0.074 (syst.)
A− -0.845 ± 0.012 (stat) ± 0.021 (syst.)
Table 5.15: Summary of the results obtained from the simulation for the observables
studied, including statistical and systematic uncertainties (full simulation analysis
without b-tagging for L= 1 fb−1).
F0 0.690 ± 0.019 (stat) ± 0.089 (syst.)
FL 0.312 ± 0.019 (stat) ± 0.084 (syst.)
FR -0.003 ± 0.005 (stat) ± 0.008 (syst.)
ρL 0.453 ± 0.048 (stat) ± 0.163 (syst.)
ρR -0.004 ± 0.007 (stat) ± 0.012 (syst.)
AFB -0.229 ± 0.026 (stat) ± 0.033 (syst.)
A+ 0.542 ± 0.028 (stat) ± 0.052 (syst.)
A− -0.830 ± 0.014 (stat) ± 0.027 (syst.)
Table 5.16: Summary of the results obtained from the simulation for the observables
studied, including statistical and systematic uncertainties (full simulation analysis
with b-tagging for L= 1 fb−1).
Chapter 6
EXPECTED CONSTRAINTS ON THE
Wtb ANOMALOUS COUPLINGS
IN THIS CHAPTER the expected ATLAS sensitivity to Wtb anomalous couplingsis discussed. For this, the results obtained in chapter 5 were used. The mostsensitive observables (A± and ρR,L) were used to derive the expected 95% con-fidence level (CL) limits on the anomalous couplings (section 6.1). This was
done using the program TopFit [57], in which the parametric dependence of the
studied observables on VR , gL and gR is implemented. A brief discussion on addi-
tional observables, which could be used to improve the limits is done in section 6.2.
6.1 Expected limits at ATLAS
The 1σ limits on a coupling (x = VR , gL, gR) can be naively derived from the
measurement of some observable O, by finding the values of x for which O deviates
1σ from its central value.1 Nevertheless, due to the quadratic dependence of the
observables on VR and gL near the SM point VR = gL = 0, this procedure leads to
overcoverage of the obtained confidence intervals [57], because their p.d.f.s are not
Gaussian, even if the p.d.f. of the observable O is so.
In order to obtain the limits on an anomalous coupling x, given by the mea-
surement of an observable O, the p.d.f. of x was determined numerically, using the
acceptance-rejection method [129]:
(1) a random value with uniform probability, xi, was generated within a suitable
interval;
1 This intersection method is followed in the previous ATLAS studies [128, 126]. For an ob-
servable O and a coupling x, the intersection of the plot of O(x) with the two horizontal lines
O =Oexp±σ(Oexp), which correspond to the 1σ variation of O, gives the pretended 1σ interval on x.
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(2) the probability of O(xi), given by the p.d.f. of O was determined;
(3) an independent random number (r i) with uniform probability was generated;
(4) the value xi is accepted if the probability of O(xi) is larger than r i.
The resulting set of values {xi} is distributed according to the p.d.f. of x given by
the measurement of O. The determination of a central interval with a given CL γ
is done numerically by requiring that:
(a) it contains a fraction γ of the total number of values {xi};
(b) it is central, i.e. a fraction (1−γ)/2 of the values generated are on each side of
the interval.
For x = gR this method gives results very similar to the intersection method [126,
128], whereas for VR and gL the confidence intervals were found to be 20% and 30%
smaller, respectively.
The 1σ limits derived from the measurement of each observable (fast simulation
analysis for L = 10 fb−1) are collected in table 6.1, assuming that only one coupling
is different from zero at a time. The best limits on VR and gL are obtained from the
measurement of ρR and the best limits on gR are provided by A+. This is due to
the smaller (systematic and statistical) uncertainties of these new observables and
to their stronger dependence on the anomalous couplings.
VR gL gR
(gL = gR = 0) (VR = gR = 0) (VR = gL = 0)
F0 — [−0.133,0.102] [−0.032,0.022]
FL [−0.196,0.186] [−0.167,0.136] [−0.029,0.021]
FR [−0.037,0.107] [−0.049,0.017] —
ρL [−0.254,0.206] — [−0.026,0.023]
ρR [−0.028,0.099] [−0.046,0.0129] —
AFB [−0.118,0.148] [−0.090,0.0585] [−0.027,0.023]
A+ [−0.140,0.146] [−0.112,0.0819] [−0.021,0.016]
A− [−0.066,0.120] [−0.062,0.0299] [−0.017,0.028]
Table 6.1: Expected 1σ limits on anomalous couplings obtained from the different
observables (expectation for L= 10 fb−1). Only one anomalous coupling was allowed
to be nonzero at a time. Dashes are shown where no significant sensitivity was found.
These limits can be further improved by combining the measurements of the
four most sensitive observables ρR,L and A±. In this case, the correlations among
them have to be considered. It should be pointed out that the correlations among
A±, ρR,L depend on the method followed to extract these observables. The angular
asymmetries A± were obtained by a simple event counting above and below a spe-
cific value of z= cosθ∗
`
, while ρR,L were obtained from a fit to the cosθ∗` distribution,
divided in 20 bins.
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A+ A− ρL ρR
A+ 1 0.159 -0.822 -0.123
A− 0.159 1 -0.086 0.569
ρL -0.822 -0.086 1 0.396
ρR -0.123 0.569 0.396 1
Table 6.2: Correlation matrix for A±, ρR,L (L= 10 fb−1 analysis).
A+ A− ρL ρR
A+ 1 0.159 -0.731 -0.141
A− 0.159 1 -0.103 0.549
ρL -0.731 -0.103 1 0.419
ρR -0.141 0.549 0.419 1
Table 6.3: Correlation matrix for A±, ρR,L (L= 1 fb−1 analyses).
The correlations among these observables were derived as follows. A set of
Monte Carlo pseudoexperiments, in which each element of the set is a binned cosθ∗
`
distribution, was used. For each pseudoexperiment, the number of events in each
cosθ∗
`
bin was obtained randomly using a Gaussian distribution centered at the ex-
pected SM value. The average of the ten independent products of observables (〈A2+〉,
〈A+A−〉, 〈A+ρL〉, etc.) was calculated and, from this, the correlation matrix was ob-
tained [130]. The resulting correlation matrix is shown in tables 6.2 and 6.3, for the
L = 10 fb−1 and L = 1 fb−1 analyses, respectively. The difference in the correlations
obtained for the L= 10 fb−1 and L= 1 fb−1 analyses is explained by the experimen-
tal method used to obtain the ρR,L observables: in the first case the fit to the cosθ∗`
was done in the range [-1,1], while in the second case the range was [-0.9,1] (see
chapter 5). The correlation between A+ and A− is the same in both cases because
the method used to evaluated the angular asymmetries for both analyses was the
same. The obtained correlations among A±, ρR,L are not affected by systematic
uncertainties, as long as these do not significantly distort the shape of the cosθ∗
`
distribution with respect to the expected SM one.
In table 6.4 the expected 1σ limits on the Wtb anomalous couplings, obtained
from the ρL,R and A± observables are shown for luminosities of 1 fb−1 and 10 fb−1.
In these limits only one anomalous coupling was allowed to be nonzero at a time.
When the four observables A± and ρR,L are combined, the assumption that only
one coupling is nonzero at a time can be relaxed. However, if VR and gL are simul-
taneously allowed to be arbitrary, the limits are very loose and correlated, because
for fine-tuned values of these couplings their effects on helicity fractions cancel to
a large extent. In this way, values around 0.4 for VR and gL are possible yielding
minimal deviations on the observables studied. Therefore, in the combined limits,
which are presented in table 6.5 for L = 10 fb−1, either VR or gL were required to
be zero. Simultaneous limits on VR , gL require the use of additional observables
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1 fb−1 (no b-tag) 1 fb−1 (b-tag) 10 fb−1
VR [−0.091,0.155] [−0.062,0.128] [−0.020,0.091]
gL [−0.072,0.040] [−0.060,0.028] [−0.041,0.009]
gR [−0.113,0.107] [−0.118,0.085] [−0.011,0.017]
Table 6.4: Expected 1σ limits on the Wtb anomalous couplings for luminosities of
1 fb−1 (with and without b-tag) and 10 fb−1. These limits were obtained from the ρL,R





Table 6.5: Expected 1σ limits on the anomalous couplings, obtained from the com-
bined measurement of A±, ρR,L (L = 10 fb−1). In each case, the couplings fixed to
zero are denoted by a cross.
beyond the ones directly related to W helicity fractions, which are beyond the scope
of the present thesis.
In order to make a comparison with the previous published results, 2σ limits on
the anomalous couplings (when only one of them is nonzero) were also obtained:
VR (2σ) [−0.057,0.128] (gL = gR = 0) ,
gL (2σ) [−0.058,0.026] (VR = gR = 0) ,
gR (2σ) [−0.026,0.031] (VR = gL = 0) . (6.1)
A significant improvement (by factors of 3.2, 3.1 and 1.4, respectively) is obtained
with respect to the results presented in Ref [126], which include the dilepton chan-
nel. This improvement is mainly due to:
(i) The better sensitivity obtained for the W helicity ratios,especially for F0. This
leads to a moderate improvement for gL and VR (with limits about 1.13 times
smaller) and to a more significant improvement for gR (a factor of 1.34).
(ii) The combination of the ρR,L and A± observables.
(iii) The different statistical method used to derive the limits. For VR and gL, the
Monte Carlo method used to obtain the true 1σ intervals also reduces their
size by 20%–30%, as explained above.
A similar procedure was used to obtain the 68.3% CL regions on the anomalous
couplings:
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1. Values for two of the anomalous couplings (e.g. gL and gR) were randomly
generated with an uniform distribution. The third anomalous coupling (e.g.
VR) was fixed to zero.
2. The corresponding values for the observables were evaluated (using the equa-
tions 2.6, presented in chapter 2).
3. The vector d was evaluated, for each point, with the differences between the
measured and the generated value for each observable:
d =

A+ (measured) − A+ (generated)
A− (measured) − A− (generated)
ρL (measured) − ρL (generated)
ρR (measured) − ρR (generated)
 .
4. The corresponding χ2 was evaluated by the expression χ2 = dTV−1d, were dT
is the transpose of vector d and V−1 is the inverse of the covariance matrix
(Vi j = ρ i jσiσ j, where ρ i j is the correlation between the observable i and j,
and σi, σ j are the experimental errors on these observables).
5. The boundary of the 68% CL regions was chosen as a contour of constant χ2.
If the p.d.f. of VR and gL were Gaussian, the boundaries would be ellipses
corresponding to χ2 = 2.30 [130]. In the present case the χ2 for which the
confidence regions have 68.3% probability was determined numerically. The
probability for each generated point to be accepted is given by P = e−χ2 /2 .
The expected 68.3% CL confidence regions on the anomalous couplings for L =
10 fb−1 are shown in figure 6.1. In addition to these regions, additional solutions
can be found at gR ∼ 0.75, as shown in figure 6.2. Such solutions are due to a large
cancellation between O (gR) and O (g2R) terms (c.f. equations 2.6) and lead to a large
single top cross-section [41]. Therefore, the measurement at the LHC of the single
top production cross-section will allow to either exclude these additional solutions
or to find an evidence for new physics.
The comparison between the limits expected for L= 10 fb−1 and L= 1 fb−1 (anal-
ysis with and without b-tagging) is shown in figure 6.3. It should be noticed that
these limits were obtained using observables from different analyses and, there-
fore, the difference between them is larger than what would be expectable from the
reduction of the statistical errors due to the increase in luminosity. In fact, the sys-
tematic errors of the A± observables got degraded by a factor 6 to 9 when comparing
the L = 10 fb−1 and the L = 1 fb−1 analyses. These observables are the most sensi-
tive ones for the determination of the gR coupling, which depends linearly on them.
The gL and VR couplings are determined essentially by the ρR observable, which
is degraded by a factor ∼ 3. Moreover, it should be noticed that the dependence of
ρR with gL and VR is quadratic and, therefore, the impact of the systematic error
increase is less important in this case.
The degradation of the systematic error for the L = 1 fb−1 analyses is due to a
more conservative approach. It is expectable that for L = 10 fb−1 the systematic
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Figure 6.1: Expected 68.3% CL confidence regions on the anomalous couplings for
L= 10 fb−1: (a) gR vs. gL, for VR = 0 and (b) gR vs. VR , for gL = 0. The 1σ combined
limits shown in table 6.5 are also displayed. The χ2 corresponding to 68.3% CL is,
in this case, approximately 1.8.
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Figure 6.2: Expected 68.3% CL confidence regions on the anomalous couplings for
L = 10 fb−1: (a) gR vs. gL, for VR = 0 and (b) gR vs. VR , for gL = 0. The additional
solutions at gR ∼ 0.75 are due to a large cancellation between linear and quadratic
terms in gr. Further information on these additional solutions will be provided by
the measurement of the single top cross-section at the LHC.
uncertainties will be reduced, due to a better understanding of the detector and
backgrounds. As an example, it should be noticed that a 50% error on the W+jets
background normalization and 5% error in the jet energy scale were assumed for
L = 1 fb−1, while for L = 10 fb−1 a 10% error in the W+jets cross-section and 1%
error in the light jet energy scale were considered. Moreover, the determination of
the systematic uncertainties for L = 1 fb−1 is affected by the statistical errors (due
to the limited statistics of the full simulation samples, as discussed in section 5.2.4).
Using the results obtained by the CDF collaboration for the W helicity fractions
(L= 1.9 fb−1) [131],
F0 = 0.65±0.19(stat)±0.03(syst)
FR =−0.03±0.07(stat)±0.03(syst) (6.2)
(with the correlation coefficient being −0.82), limits on the anomalous couplings
were derived using TopFit [57]. These limits are compared with the ATLAS expec-
tations for L = 1 fb−1 in figure 6.4. A significant improvement on present limits is
expected at ATLAS, even for L= 1 fb−1.
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(a)
(b)
Figure 6.3: Expected 68.3% CL confidence regions on the anomalous couplings: (a)
gR vs. gL, for VR = 0 and (b) gR vs. VR , for gL = 0. The comparison between the
limits obtained for L= 10 fb−1 and L= 1 fb−1 (analyses with and without b-tagging)
is shown. The χ2 corresponding to 68.3% CL is approximately 1.8 for L = 10 fb−1
analysis, 2.4 for the L = 1 fb−1 analysis without b-tagging and 2.3 for L = 1 fb−1
analysis with b-tagging.
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(a)
(b)
Figure 6.4: Expected 68.3% CL allowed regions on the Wtb anomalous couplings for
ATLAS (L = 1 fb−1, analyses with and without b-tag) and Tevatron (L = 1.9 fb−1.
Two anomalous couplings were allowed to vary and the third one was fixed to zero:
(a) (gL,gR) plane and (b) (VR ,gR) plane.
104 6. EXPECTED CONSTRAINTS ON THE Wtb ANOMALOUS COUPLINGS
6.2 Possible improvements on the limits
The limits on the Wtb anomalous couplings can be improved if additional ob-
servables (besides A± and ρR,L) are considered. In particular, the study of single
top production will allow to obtain limits when all the anomalous couplings vary at
the same time. Although the study of single top production is beyond the scope of
the present thesis, a brief review is done in this section. A detailed discussion on
single top quark production with anomalous couplings can be found in Ref. [41].
The single top production at the LHC has a cross-section about three times
smaller than the one expected for tt¯. Nevertheless, single top quarks will also be
produced with large statistics at the LHC and, being produced through an elec-
troweak Wtb interaction, they will provide essential information about the Wtb
vertex. The single top production cross-sections are proportional to the size of
this interaction, allowing to measure the value of the CKM matrix element Vtb, as
well as bounds on possible anomalous couplings [41, 55, 132]. Moreover, single top
quarks will be produced with a high degree of polarisation [133] (unlike the QCD
tt¯ production), which allows to build top spin asymmetries in the leptonic decay
t → Wb → `νb [57]. Such asymmetries will complement the A± and ρR,L observ-
ables measured in the W rest frame, allowing to test anomalous Wtb couplings in a
model-independent way.
For the decay t→W+b→ `+νb, qq¯′b, the angular distributions of the top decay
products (X = `+,ν, q, q¯′,W+,b; which are called “spin analysers”) in the top quark







(1+αX cosθX ) (6.3)
with θX being the angle between the three-momentum of X in the t rest frame and
the top spin direction 2. The constant αX is the “spin analysing power” of X and
take values between −1 and 1. For the decay of a top antiquark the distributions
are the same, with αX¯ = −αX as long as CP is conserved in the decay. In the SM,
α`+ = αq¯′ = 1, αν = αq = −0.319, αW+ = −αb = 0.406 at the tree level (q and q′ are
the up- and down-type quarks, respectively, resulting from the W decay). Tree-level
expressions of the spin analysing power constants for a CP-conserving Wtb vertex
with t and b on-shell can be found in Ref. [57].
In the single top t-channel process, the top quarks are produced with a high








(1+PαX cosθX ) , (6.4)
where the angles θX are measured using the jet momentum in the top quark rest
frame as the spin direction (spectator basis), and P ' 0.89 is the top polarisation
2 From the experimental point of view, different basis can be used to estimate the top spin
axis [136, 133].
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Figure 6.5: Expected 68.3% CL confidence regions on the anomalous couplings, ob-
tained from the A±, ρR,L, single top cross-section and rbl observables (figure taken
from Ref. [41]). The projection on the (VR , gL) plane of the tetradimensional com-
bined limits (VL, VR , gL and gR ) is shown for the cases where rbl is not measured
or it is measured with precisions of 8% and 2%.
along this axis. Forward-backward asymmetries can be built using these distribu-
tions,

















only depend on anomalous couplings and on the masses of the particles involved.
Additionally, the systematic errors associated to these ratios are expected to be
smaller than those for the spin asymmetries themselves.
The inclusion of the spin asymmetry ratio rbl in the limits evaluation allows to
partially solve the problem of the fine-tuned cancellation between VR and gL. The
single top cross-section allows to exclude the solutions found at gR ∼ 0.75. Addition-
ally, the inclusion of these new observables allows to obtain meaningful limits when
all the anomalous couplings (VL, VR , gL and gR) are different from zero. In figure
6.5 the projection on the (VR , gL) plane of the tetradimensional combined limits is
shown 3 for the cases where rbl is not measured or it is measured with precisions
of 8% and 2%.
In tt¯ production the top quarks are unpolarised at the tree level, but their spins
are correlated [137, 138]. Therefore, rbl and rνl can be measured in top pair produc-
tion through the choice of suitable ratios of spin asymmetries [57]. The precision in
3 This figure was taken from Ref. [41], where a detailed discussion on these results is done.
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tt¯ production will likely be worse than in single top production, because spin corre-




THE ATLAS SENSITIVITY to Wtb anomalous couplings was discussed inthe present thesis. The semileptonic tt¯ (with an electron or muon in the finalstate) was the studied signal. Specific probabilistic analyses were developedfor luminosities of 10 and 1 fb−1. For this, the LipCbrAnalysis program was
developed.
Due to the large statistics achievable at the LHC, the systematic errors are ex-
pected to be dominant. Consequently, a detailed discussion on possible systematic
sources of uncertainties was done, using large Monte Carlo samples, obtained with
the fast simulation. The detector and trigger effects on the analyses were studied
using the full GEANT4 simulation samples which, although with smaller statistics,
allow a detailed description of the ATLAS detector geometry and reconstruction al-
gorithms. For the first LHC data (L= 1 fb−1), the performance of the analyses with
and without b-tagging were compared.
After selecting the tt¯ signal (and subtracting the background), the cosθ∗
`
distri-
bution was reconstructed and corrected for the selection and detector effects. Using
this distribution, the ATLAS sensitivity to the W helicity fractions was evaluated.
Additional observables, such as the W helicity ratios and the angular asymmetries
were proposed. The ρR helicity ratio benefits from a smaller error, mainly due to
some cancellation of systematic errors. The angular asymmetries were obtained
through a simple counting of the number of events below and above a specific value
of the cosθ∗
`
distribution and, therefore, are less biased by the extreme values of the
angular distributions, where large corrections are needed.
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The obtained ATLAS expectations for the different observables are:
F0 = 0.700±0.003(stat)±0.019(sys) [L= 10 fb−1]
= 0.690±0.019(stat)±0.089(sys) [L= 1 fb−1, with b-tag]
FL = 0.299±0.003(stat)±0.018(sys) [L= 10 fb−1]
= 0.312±0.019(stat)±0.084(sys) [L= 1 fb−1, with b-tag]
FR = 0.001±0.001(stat)±0.002(sys) [L= 10 fb−1]
= −0.003±0.005(stat)±0.008(sys) [L= 1 fb−1, with b-tag]
ρL = 0.427±0.008(stat)±0.036(sys) [L= 10 fb−1]
= 0.453±0.048(stat)±0.163(sys) [L= 1 fb−1, with b-tag]
ρR = 0.0004±0.0021(stat)±0.0016(sys) [L= 10 fb−1]
= −0.004±0.007(stat)±0.012(sys) [L= 1 fb−1, with b-tag]
AFB = −0.223±0.004(stat)±0.013(sys) [L= 10 fb−1]
= −0.229±0.026(stat)±0.033(sys) [L= 1 fb−1, with b-tag]
A+ = 0.547±0.003(stat)±0.001(sys) [L= 10 fb−1]
= 0.542±0.028(stat)±0.052(sys) [L= 1 fb−1, with b-tag]
A− = −0.839±0.002(stat)±0.003(sys) [L= 10 fb−1]
= −0.830±0.014(stat)±0.027(sys) [L= 1 fb−1, with b-tag]
With the most sensitive observables (A± and ρR,L), the ATLAS sensitivity to
Wtb anomalous couplings was evaluated using TopFit. Assuming that only one of
the anomalous couplings are nonzero, the following 1σ limits were obtained:
VR : [−0.020,0.091] (L= 10 fb−1)
[−0.062,0.128] (L= 1 fb−1, with b-tag)
gL: [−0.041,0.009] (L= 10 fb−1)
[−0.060,0.028] (L= 1 fb−1, with b-tag)
gR : [−0.011,0.017] (L= 10 fb−1)
[−0.118,0.085] (L= 1 fb−1, with b-tag)
Relaxing the assumption that only one coupling is nonzero at a time, expected
68.3% CL regions were obtained (figure 6.3). A significant improvement on present
anomalous couplings limits (obtained from the CDF measurement of F0 and FR
with L= 1.9 fb−1) is expected at ATLAS, even for L= 1 fb−1 (figure 6.4).
The results obtained in the present thesis were presented in several workshops
and conferences [19, 139, 140, 141, 142], and published in ATLAS reports [108, 128]
and peer-reviewed articles, published in international scientific journals [57, 125].
The obtained limits can be improved if additional observables, related with sin-
gle top production, are considered. In fact, the full potential of LHC to probe the
Wtb vertex will only be achieved if the pair and single top production results are
combined. A detailed knowledge of this vertex is an important contribution to top
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quark physics. These measurements at the LHC will allow to probe the Standard




EFFECT OF mb IN THE HELICITY
FRACTIONS
AS IT CAN BE OBSERVED in chapter 2 (equations 2.6), the interference termsinvolving VR (or gL) and the dominant SM coupling VL are proportional toxb =mb/mt. These terms are of equal size as the quadratic terms for smallvalues of VR , gL, and cannot be neglected in the analysis.
The dependence of the three helicity fractions on the anomalous couplings is
shown in figure A.1, for the cases where the b-quark mass is set to 4.8 GeV and
when mb is neglected. For F0, a more extreme effect is observed: the only depen-
dence of this quantity on VR is through the xb term.
As it can be seen in figure A.1, if mb is neglected, the resulting confidence inter-
vals on VR , gL will be artificially symmetric.
This mass dependence of the limits originates a systematic uncertainty on mb.
The b-quark pole mass (mb = 4.8 GeV) was used and, therefore, an ambiguity of the
order of ΛQCD ∼ 220 MeV is expected [57]. The maximum effect observed in the VR ,
gL and gR was 8%, 6% and 1%, respectively.
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Figure A.1: Dependence of the helicity fractions Fi on VR and gL, for the cases when
the b-quark is taken into account (mb = 4.8 GeV) and when it is neglected.
Appendix B
FITS USED IN THE SYSTEMATIC ERROR
EVALUATION
THE STUDY OF SYSTEMATIC UNCERTAINTIES was done by changingdifferent parameters in the generation, simulation or reconstruction of theMonte Carlo samples, as described in chapters 4 and 5. For some of thesestudies, the dependence of the observables with the changed parameter was
assumed to be linear. In this case, the corresponding systematic uncertainty was
evaluated through a fit of the different values obtained for each observable. In the
present appendix, these fits are shown for the A± angular asymmetries and for
the ρL,R helicity ratios. The dependence with the b-jet energy scale, light jet en-
ergy scale, background normalization, top mass, ISR/FSR and b-tagging efficiency
uncertainties are shown in figures B.1 to B.6, for the L = 10 fb−1 fast simulation
analysis, described in section 5.1. The dependence with the jet energy scale, lumi-
nosity evaluation and top mass uncertainties is shown in figures B.7 to B.12, for
the L = 1 fb−1 full simulation analysis (without and with b-tagging), described in
section 5.2. The estimated systematic effect on each observable was evaluated as
the slope of the fitted linear function times the corresponding expected systematic
uncertainty.
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Figure B.1: Fits used in the b-jet energy scale systematic error evaluation (fast sim-








-8 -6 -4 -2 0 2 4 6 8
 0.2628E-01/     6
P1  0.5470  0.1119E-02
P2 -0.2287E-02  0.2444E-03
A+
∆JESlight jet(%)
L = 10 fb-1
ATLFAST










-8 -6 -4 -2 0 2 4 6 8
 0.5365E-01/     6
P1 -0.8389  0.6278E-03




L = 10 fb-1
ATLFAST













-6 -4 -2 0 2 4 6
  3.099    /     6
P1  0.4312  0.1612E-02
P2  0.7444E-02  0.3532E-03
ρL
∆JESlight jet(%)
L = 10 fb-1
ATLFAST










-6 -4 -2 0 2 4 6
  16.07    /     6
P1  0.1487E-02  0.2659E-03
P2 -0.2362E-03  0.4257E-04
ρR
∆JESlight jet(%)
L = 10 fb-1
ATLFAST
( y = P1 + P2*x )
(c) (d)
Figure B.2: Fits used in the light jet energy scale systematic error evaluation (fast
simulation analysis, L= 10 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.3: Fits used in the background normalization systematic error evaluation
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Figure B.4: Fits used in the top mass systematic error evaluation (fast simulation
analysis, L= 10 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.5: Fits used in the ISR/FSR systematic error evaluation (fast simulation
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Figure B.6: Fits used in the b-tagging efficiency systematic error evaluation (fast
simulation analysis, L= 10 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.7: Fits used in the jet energy scale systematic error evaluation (full simula-
tion analysis without b-tagging, L= 1 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.8: Fits used in the luminosity systematic error evaluation (full simulation
analysis without b-tagging, L= 1 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.9: Fits used in the top mass systematic error evaluation (full simulation
analysis without b-tagging, L= 1 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.10: Fits used in the jet energy scale systematic error evaluation (full simu-
lation analysis with b-tagging, L= 1 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.11: Fits used in the luminosity systematic error evaluation (full simulation
analysis with b-tagging, L= 1 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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Figure B.12: Fits used in the top mass systematic error evaluation (full simulation
analysis with b-tagging, L= 1 fb−1): (a) A+, (b) A−, (c) ρL and (d) ρR .
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