Abstract -This paper presents a computationally-scalable motion estimation (ME) 
I. INTRODUCTION
H.264/AVC [1] , [2] is the latest video coding standard which can achieve higher compression efficiency than that of MPEG-2 at the expense of higher ME computational requirement. Hence, various fast algorithms have been proposed in literature to speed up H.264/AVC ME [6] - [8] .
In [6] , a fast full search algorithm is proposed in which it adaptively adopts successive elimination algorithm (SEA) [3] and partial distortion search (PDS) [4] for H.264/AVC ME. In [7] , a fast block mode determination algorithm is proposed to determine the optimal block mode to code a macro-block (MB). In [8] , another fast algorithm is proposed in which it adaptively adjusts the search window size for checking reference frames other than the temporal nearest one.
Ideally, full search or fast full search should be used for ME so that the best compressed video quality can be achieved. But, for practical realization of video encoder for consumer products, e.g. mobile multimedia phone, it is desirable that the video encoder can compress video frames within certain preallocated computational budget as the computational power of these consumer products would be limited.
In particular, when H.264/AVC video coding is used, the ME process would be computational intensive and such consumer products may not have sufficient computational power allocated for best-quality video coding all the time.
In order to meet the computational budget requirement for video coding, the simplest way to achieve it is to use fast search for ME. In doing so, though we may meet the computational budget requirement, the compressed video quality may degrade significantly. Such significant degradation in compressed video quality would be due to inefficient utilization of the available computational budget for ME. For example, if the fast search strategy employed is too "aggressive" in reducing the computational complexity, then the allocated computational budget may not be fully utilized and this may result in sub-optimal ME results. The better way to meet the computational budget requirement is to employ computationally-scalable ME algorithm so that the number of operations spent on ME can be scaled to meet budget requirement.
The common approach to achieve computational scalability in ME is to adjust certain search parameters, e.g. search range, so as to control the number of operations spent on ME [9] - [12] . For these ME algorithms, when more computational budget is available, a more accurate ME will be performed through the use of a more accurate distortion measure, a larger search space and etc. In [9] , Lengwehasatit and Ortega proposed to check partial sum of absolute difference (partial SAD, PSAD) at each candidate location and then immediately reject those candidates with PSAD greater than certain threshold value, in which this threshold value can be scaled according to the computational budget available. In [10] , Yang et al. proposed to vary the number of predicted motion vectors (MV) and the number of recursive search steps in small diamond search to achieve different computational complexity in ME whereas in [11] , Liu, Zhuang, and Dai proposed to vary the maximum searching distance and the maximum searching steps for each search pattern to achieve computational scalability. In [12] , Zhang et al. proposed to use different block mode pre-selection methods for reference frames other than the temporal nearest one to achieve computationally scalability in H.264/AVC ME.
Besides this common approach, there are some other approaches proposed in literature to achieve computational scalability in ME. For example, in [13] , Mietens, With, and Hentschel presented a ME algorithm in which the computational-scalability is achieved by scaling the motion vector fields approximation using multiple temporal references and scaling the number of predicted MV to be evaluated. In [14] , Yang, Cai, and Li suggested to use the search priority to determine how the computational resources can be dynamically allocated to each MB, whereas in [15] , Tan et al. proposed to use Rate-Distortion (R-D) cost as a measure for dynamic computational resources allocation.
In this paper, a novel computationally-scalable ME algorithm is proposed. The main objective of this algorithm is to allow video encoder to control the number of operations spent on ME so that the video coding process can be completed within the pre-allocated computational budget and at the same time, the compressed video quality will be scaled up or down smoothly when the ME computational-complexity has been changed. In particular, when less computational budget is allocated, the compressed video quality will be degraded gracefully. Unlike conventional fast algorithms, our algorithm incorporates a closed-loop control to determine the appropriate search strategy to be used under different computational constraints. Depending on the allocated computational budget and the current ME computational complexity, the proposed algorithm can dynamically adjust its search strategy, either adopting a fast full search approach or a combination of different fast search techniques, to produce the optimal predicted frame. For example, when the current ME computational complexity is consistently lower than the allocated computational budget, a less "lossy" search strategy would be used so that the computational resources would be better utilized for achieving better ME results. Experimental results show that for coding 1920x1080 video sequences, if we impose a ME computational constraint (for coding a frame) to be half of the average number of computations required by the un-constrained fast full search [6] , the proposed algorithm can achieve this new computational requirement within 40 frame-time while the PSNR and bit rate performances are just slightly degraded. This paper is organized as follows. At first, a brief review of H.264/AVC ME and its fast search algorithms are described in section II. Next, our proposed computationally-scalable ME algorithm is described in section III. Experimental results showing the compression performance of the proposed algorithm under different computational constraints are described in section IV. Finally, a conclusion is given in section V.
II. REVIEW OF H.264/AVC MOTION ESTIMATION
Block-based motion estimation/compensation has been widely adopted in various video coding standards, such as MPEG-1, MPEG-2, MPEG-4, H.261, H.263 and etc. Blockbased ME is a process to find a MB in the reference frame which is "best" matched (in terms of matching difference criterion) to a target MB in current frame. Through motion compensation, the target MB under consideration can be predicted by such "best" matched MB available in the reference frame and the encoder only needs to code the difference between these MBs, i.e. the motion compensated residual. As a result, the temporal redundancy between successive video frames can be reduced.
For block-based ME, the sum of absolute difference (SAD) is commonly used as a criterion to measure the matching difference. Let us consider a target block in the current frame at position (0, 0). Then, SAD between this target NxN block and a candidate NxN block at position (u, v) in the reference frame (with reference frame index z) is defined as follows:
where f c (·,·) and f z (·,·) represent pixel intensities in the current frame and reference frame z respectively. Full search algorithm (FSA) calculates the comparison criterion (e.g. SAD) at each possible location in the search window and then determines which candidate block within the search window can achieve minimum SAD with the target block. In this way, the best matching block within the search window can be obtained.
In H.264/AVC video coding standard, it has added flexibility in the selection of block sizes for motion estimation and compensation. So, for every target MB under consideration, it can be predicted by one of the following four ways: either by one 16x16 MB partition, two 16x8 MB partitions, two 8x16 MB partitions or four 8x8 sub-MB partitions from the reference frame as shown in Fig. 1 . In particular, if four 8x8 sub-MB partitions mode is selected, each 8x8 sub-MB partition can also be further predicted by one of the following four ways: either by one 8x8 sub-MB partition, two 8x4 sub-MB partitions, two 4x8 sub-MB partitions or four 4x4 sub-MB partitions as shown in Fig. 2 . So, totally, there are 3+4 4 = 259 possible block mode combinations for predicting a target MB. Furthermore, in H.264/AVC, for coding a P-macroblock, it is allowed to use more than one previously coded frame as reference for motion-compensated prediction, i.e. for a target MB in current frame, its MB partitions or sub-MB partitions can be predicted by MB partitions or sub-MB partitions from different reference frames (with the limitation that for those 8x4/4x8/4x4 sub-MB partitions within the same 8x8 sub-MB partition, all these sub-MB partitions should be predicted from the same reference frame).
With such flexibility in choosing the block size and reference frames for motion estimation and compensation, there is a higher chance to find a better prediction to the target MB than the case when the block size is fixed and only one reference frame can be used. But, in doing so, the ME computational complexity will be increased significantly.
In order to speed up this variable block size (VBS) multiple reference frames (MRF) motion estimation, various fast algorithms have been proposed. These fast algorithms can be classified into two groups. One is the lossless in which these algorithms can achieve exactly the same compressed video quality and at the same time with less computation as compared to that of FSA. The other one is the lossy in which these algorithms usually can achieve an even faster speed than that of the lossless algorithms at the expense of some degradation in compressed video quality. Some examples of these fast algorithms are described as follows.
A. Fast Lossless Approach 1) Application of SEA for H.264/AVC Motion Estimation
Successive elimination algorithm (SEA) is a well-known fast full search technique for conventional block-based ME. Here, at each candidate location, a computationally less expensive measure, boundary value BV = |C-R(u,v;z)|, is computed first where C and R(u,v;z) are the sum norms of the target block and the candidate block respectively and they are defined as follows:
According to [3] , if BV SAD min , where SAD min is the minimum SAD found so far, then it is impossible for this candidate block to achieve the SAD value smaller than SAD min and so this candidate should be rejected immediately. In doing so, full SAD computation can be avoided in rejecting impossible candidates. Only when the candidate with BV smaller than SAD min , then the actual SAD or partial SAD (PSAD) will be computed to determine whether it is a better match or not.
In H.264/AVC, the target MB can be partitioned into smaller blocks for motion compensation. So, for full search, we need to perform ME for blocks of different sizes. In [6] , Chiu and Siu proposed a way to adaptively adopts SEA for this VBS motion estimation and it is done by modifying the BV computation (or in particular for C and R(u,v;z)) according to different block sizes under consideration. By further exploiting the characteristics of VBS ME and slight modification in the definition of SEA boundary value, boundary value reuse is also proposed in [6] in which the boundary values computed for smaller block mode can be reused to obtain the boundary values of larger block mode. In doing so, it can significantly reduce the amount of operations required in computing the SEA boundary values of different block sizes.
B. Fast Lossy Approach 1) Fast H.264/AVC block mode decision by using feature extracted from current frame
For H.264/AVC VBS motion estimation, the ME process can be speeded up if we can quickly determine which block mode is optimal for motion compensation without actual evaluation of all the block modes. In [7] , a fast algorithm is proposed in which it utilizes the spatial homogeneous and temporal stationary properties of the current block for fast block mode decision. Here, the edge map of the current frame is used as the feature to determine whether the MB is homogenous or not while the MB difference between the current MB and the collocated MB in the previous frame is used as the feature to determine whether the MB is in stationary region or not. If the current MB (or 8x8 MB partition) is found to be in homogenous or stationary region, block mode 1 (or 4) will be used. In doing so, if the block mode can be quickly determined, ME process can be speeded up since much of the smaller block mode evaluations can be skipped.
2) Reduction of search space in temporal domain by using adaptive search window size
In [8] , a fast search technique is proposed for multiple reference frame ME. Here, the full search window is used for finding the best match in the temporal nearest reference frame. Let L be the length of the motion vector found in this temporal nearest frame. As it was found in [8] that the probability to obtain an even better match in other reference frames is low and the probability that the length of such better MV is greater than L is low too, so the ME process can be speeded up by reducing the size of search window to L for the rest of the reference frames. In doing so, the compressed video quality will not be greatly affected as the chance to miss the better match in other reference frames is low.
III. PROPOSED ALGORITHM
In order to meet the allocated computational budget requirement for video compression, the proposed algorithm can employ the appropriate search strategy for ME. For example, if less computational budget is allocated, this algorithm will tend to adjust its search strategy to be more "lossy" so that less computation will be required. In doing so, a less optimal match would be used for motion compensation. On the other hand, if more computational budget is allocated, this algorithm will tend to perform more like a "full" search so that a better match would be found. Totally, there are five search strategies available and if a particular search strategy is used, the algorithm is said to be operating at one particular ME operating state, ranging from state 1 to 5, The higher is the ME operating state, a more "lossy" search approach is used and hence less computation will be required. Here, a closed-loop control is used to monitor the ME process in coding each frame and then determine the appropriate search strategy or the ME state to be used. The proposed ME operating states and the control mechanism are described in the following two sub-sections.
A. Motion Estimation Operating States
The proposed ME algorithm can operate at one of the following ME states, in which at each operating state, a different fast search strategy is used. 1) ME state 1: In this state, a fast full search algorithm as described in [6] is used. Let us denote this fast full search algorithm as H.264 lossless SEA+PDS algorithm. 2) ME state 2: In this state, a lossy version of [6] is used. Here, the SEA boundary value (BV) computation is simplified in which the block sum norms (C and R(u,v;z) ) is obtained by summing alternate pixels within the block (i.e. 2:1 decimation is employed in computing the sum norms) and such precomputed BV are used "as is" the SAD in finding the optimal candidate. In other words, the candidate block that can achieve smallest BV (instead of SAD) with the target block will be directly selected as the optimal match. Let us denote this fast lossy algorithm as H.264 lossy SEA+PDS algorithm.
3) ME state 3: In this state, H.264 lossy SEA+PDS is used together with the early termination in finding the optimal reference frame(s) to code a target MB. In H.264/AVC reference software [16] , there are two loops used in ME process to find the best match. The outer loop is for traversing block modes and the inner loop is for traversing reference frames. Such ME looping structure (for block mode 1, 2, and 3) is shown in Fig. 3 .
When a particular MB partition is considered, all the candidates from all reference frames will be evaluated. At this operating state, we can terminate the inner loop earlier if the SAD of the optimal candidate found in a particular reference frame is smaller than certain threshold value. If such candidate can be found, then the search process for this MB partition will be terminated at this reference frame and the rest of the reference frames will not be checked.
Let T R i be the threshold for block mode i reference frame early termination, where i = 1, 2, .., 7. For example, when finding the best match for target 16x8 MB partition (mode 2), if the optimal candidate 16x8 MB partition in reference frame 2 is found to have the SAD value less than T R 2 , the search process will not continue to check the 16x8 candidates in reference frames with reference frame index greater than 2. Instead, the next block partition or block mode will be checked.
If a larger threshold is used, there will be a higher chance to terminate the inner loop earlier. To provide a gradual change in early termination criterion, 13 sub-states are defined with increasing threshold values used for the reference frame early termination. At sub-state 13, the threshold values for each block mode are T 
4) ME state 4:
In this state, the H.264 lossy SEA+PDS is used together with the early termination in finding the optimal reference frame as well as the optimal block mode to code a target MB, i.e. early termination is introduced at both outer and inner loops. For reference frame early termination (for inner loop), maximum threshold values, T R i,13 , are used. For block mode early termination (outer loop), once the SAD value achieved in coding a target MB or MB partitions by a particular block mode is found to be smaller than a certain pre-defined threshold, the search process will not check the rest of the block modes and this optimal block mode will be used to code the target block.
Again, let T B i be the threshold for block mode i early termination, where i = 1, 2, .., 7. For example, if the MB is coded by block mode 2 and the optimal SAD found for both 16x8 MB partitions are smaller than T B 2 , then this MB will be coded by block mode 2 and the search process will not check the remaining block modes (3 -7).
Similar to the reference frame early termination in ME state 3, 13 sub-states are defined with increasing threshold values used for block mode early termination. At sub-state 13, the threshold values for each block mode are T 13 , are used for reference frame (inner loop) and block mode (outer loop) early termination respectively. Besides these, an adaptively adjusted search window size [8] is also used for checking the reference frames other than the temporal nearest one.
If a smaller search window is used for farther reference frames, the ME process can be completed earlier. Hence 13 sub-states are defined with decreasing search window size used for checking farther reference frames. Let SR be the original search range; and L be the length of the motion vector found in the temporal nearest reference frame and this also represents the smallest search range that can be used for other reference frames. Then the reduced search range, SR reduced,S , to be used at sub-state S, where S = 1, 2, 3, .., 13, are defined as follows:
B. Core Procedure of the Proposed Algorithm
Let C T be the target ME computational budget allocated to code each video frame and C i be the actual number of operations required by the ME algorithm to code i th video frame. The objective of control mechanism is trying to adjust the search strategy so that the average ME operations within a moving window to be as close to C T as possible. Here, at current frame j, the moving window is defined as the last W frames running from (j-W+1) to j and the average computational complexity within this window, C W , is defined as follows:
So, if it is found C W exceeds certain tolerance limit, the control mechanism will drive the ME process to a higher operating state (or sub-state), i.e. a faster search strategy should be used in coding subsequent frames and vice versa.
Here, let i be the budget utilization in coding frame i and i is defined as follows:
and it can be used as a measure to indicate how efficient the computational budget is utilized. The pseudo-code for determining the transition between different ME states is described as follows:
Step 1: After coding the j th video frame, the following x 1 , x 2 and C avg are computed: 
Change_To_Faster_ME_state(x 2 ); Go to Step 2; ELSE IF (x 2 < 0.8*C T ) and (C avg < 0.85* C T ) THEN Change_To_Slower_ME_state(x 2 ); Go to Step 2; ELSE /*No need to change the ME strategy*/ Repeat this step 1 after coding (j+3) th frame.
ENDIF ENDIF
Step 2: After changed the ME state or sub-state, six more frames will be coded. After coding (j+6) th frame, the following x 3 , x 4 and C avg ' are computed: IF (ME state has been changed to faster state previously) THEN IF ( (x 2 > x 3 ) and (x 2 > x 4 ) ) or (C avg > C avg ') THEN Go to step 1; ELSE Change_To_Faster_ME_state(x 4 ); Repeat step 2 after coding (j+12) th frame; ENDIF ELSE /* ME state has been changed to slower state previously */ IF ( (x 2 < x 3 ) and (x 2 < x 4 ) ) or (C avg < C avg ') THEN Go to step 1; ELSE Change_To_Slower_ME_state(x 4 ); Repeat step 2 after coding (j+12) th frame; ENDIF ENDIF
IV. EXPERIMENTAL RESULTS
We have implemented the proposed algorithm using the H.264/AVC verification model JM11.0 [16] for coding various 1920x1080 (HD), 704x575 (SD) and 352x288 (CIF) video sequences. TABLE I lists the encoder setup in testing these video sequences.
For testing the dynamic computationally-scalable performance, the first 20 frames of each sequence were coded by H.264 lossless SEA+PDS (i.e. ME state 1) without any computational constraint. Let C U be the average number of ME operations to code a frame by this un-constrained H.264 lossless SEA+PDS. From the 21 st frame onwards, ME computational constraint is imposed in which the computational budget, C T , is set to be C U , where 0 < < 1.0. Quantization parameter for I and P slice was 28. All seven MB and sub-MB partition sizes were enabled. Median predictors were used as the initial search centre, and sub-pixel ME was disabled. Default rate-distortion optimized mode decision was employed and all video sequences were encoded in IPPP…format. Fig. 4, Fig. 5 and Fig. 6 show the computational performance of the proposed algorithm under different computational constraints ( = 0.3, 0.5, 0.7) and unconstrained H.264 lossless SEA+PDS in coding some HD, SD and CIF resolution sequences respectively. As shown in these figures, when less computational budget is allocated (i.e. with smaller ), it takes more time for the proposed algorithm to reach the budget requirement. In particular, for HD sequences tested, the time required to reach budget requirement ranges from 6 to 90 frame time when changes from 0.7 to 0.3. Also, it is observed that during constrained ME, the computational complexity can be kept relatively stable for sequences with low or regular motion activities, e.g. Crowd Run (HD) and Mother Daughter (CIF). For sequences with much and irregular motion activities (e.g. Soccer (SD)) or with pan-scan (e.g. City (SD)), the computational complexity fluctuates during constrained ME. It is because for such sequences, the video characteristics, such as the texture, MV field and etc., changes rapidly and so the current search strategy may not meet such characteristics well in reducing the computational complexity. For example, assuming the ME algorithm is now operating at ME (state, sub-state) = (5, 1). If the video suddenly has more violent motion activities, the length of MV found in the temporal nearest reference frame may become longer. If the ME process still operates at the same ME (state, sub-state), the computational complexity may increase beyond the budget requirement and the closed-loop control will drive the ME process to operate at higher ME (state, sub-state) in order to keep the computational complexity within the allocated budget. Similar situations may occur from time to time during constrained ME for these kinds of video sequences and hence we observe obvious fluctuations in ME computational complexity.
TABLE II shows the computational budget utilization of the proposed algorithm under different computational constraints ( = 0.3, 0.5, 0.7) in coding HD, SD and CIF resolution sequences. Here, once the computational budget requirement has been reached, our algorithm can effectively keep the average budget utilization to be in the range of 0.88 -0.93 though there might be some instantaneous fluctuation in computational complexity due to varying video characteristics .  TABLE III shows the PSNR performance while TABLE  IV shows the bit rate performance of the proposed algorithm under different computational constraints ( = 0.3, 0.5, 0.7) and un-constrained H.264 lossless SEA+PDS in coding HD, SD and CIF resolution sequences. It is observed that when increases (or more computational budget is allocated), the compressed video quality improves. In particular, for HD video sequences, the average decrease in PSNR (as compared to that of full search), PSNR, reduces gradually from 0.068dB to 0.019dB while the average increase in bit rate (as compared to that of full search), Bit-rate, reduces gradually from 3.35% to 1.68% when changes from 0.3 to 0.7. 
V. CONCLUSION
In this paper, we have proposed a computationally-scalable ME algorithm for H.264/AVC video coding. By dynamic adjusting the search strategy to be used via a closed-loop control, the proposed algorithm can control the ME process to be completed within a pre-allocated computational budget while the compressed video quality will be scaled up (down) smoothly when more and more (less and less) computational budget is allocated. We have tested the proposed algorithm to code various HD, SD and CIF video sequences under different computational constraints ( = 0.3, 0.5, 0.7). Experimental results show that the average computational complexity during the constrained ME is 88% -93% of the allocated budget and at the same time, the worst case degradation of PSNR and increase in bit rate as compared to that of full search are 0.068dB and 3.67% respectively.
Compared with those computationally-scalable ME algorithms as proposed in [10] - [13] in which the ME computational budget can be exactly met, our proposed algorithm cannot guarantee the computational budget is exactly 100% utilized in coding each frame, but our algorithm has the ability of trying to achieve better compressed video quality by dynamically adjusting the search strategy to be used. Furthermore, compared with those algorithms as proposed in [14] and 15] in which dynamic allocation of computational resources is done at MB level, our proposed algorithm employs a closed-loop control at frame level for dynamically adjusting the search strategy. With only slight degradation in compressed video quality during constrained ME, our proposed algorithm can be embraced into the firmware of the multimedia platforms for video products, and allows real-time control of computational budget for various video compression applications.
In our proposed algorithm, there are some pre-defined thresholds (e.g. T R 1 ) used for early termination. In order to achieve even better compressed video quality during the constrained ME, these thresholds should also be adaptively adjusted. As the next step, we will investigate how these thresholds can be adaptively adjusted in computationallyscalable ME algorithm, which is a fruitful direction for further research.
