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Abstract
The aim of this work is to study the unicity of the Kato decomposition associated to a pair of
operators. We will prove that this decomposition is unique up to isomorphisms and we will give
necessary and sufficient conditions to have unicity. This will generalize some results due to Mbekhta
and Ouahab (Acta Sci. Math. (Szeged) 59 (1994) 525–543).
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let X and Y be two Banach spaces. Denote by B(X,Y ) the set of all bounded operators
from X to Y . For an operator A in B(X,Y ), denote by N(A) and R(A) its kernel and its
range, respectively.
In this article, we will consider T and S, two operators of B(X,Y ) not equal to zero.
Let us recall the definition of the subspaces relative to (T ,S), introduced by Kato and
Kaashoek [7,8]:
D0(T : S)=X, R0(T : S)= Y,
Rn+1(T : S)= TDn(T : S), Dn+1(T : S)= S−1Rn+1(T : S) for n 0,
N0(T : S)= {0}, M0(T : S)= {0},
Nn+1(T : S)= T −1Mn(T : S), Mn+1(T : S)= SNn+1(T : S) for n 0.
If it is not ambiguous, we will write Dn, Nn, Rn and Mn for the corresponding subspaces.
Denote
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According to Kaashoek [7], T is said to have the property P(S : k) if R(T ) is closed and
dimN(T )/[D(T :S)∩N(T )] = k. This class of operators has been studied in different articles
[1–5,7].
Definition 1.1. Let M,N be two closed subspaces of X and M ′,N ′ two closed subspaces
of Y . The quadruple (M,N,M ′,N ′) is said to be a Kato decomposition of order d (KD(d))
associated to the pair (T ,S) if the following conditions are verified:
(a) X =M ⊕N and Y =M ′ ⊕N ′.
(b) TM ⊂M ′, T N ⊂N ′, SM ⊂M ′ and SN ⊂N ′.
(c) T|M has the property P(S|M : 0) (so R(T|M ) is closed).
(d) The application S from N to N ′ is bijective.
(e) (S−1T )|N is nilpotent of degree d .
If the degree of nilpotency of (S−1T )|N is not specified, we will say that (T ,S) has a KD.
The quadruple (M,N,M ′,N ′) is said to be a Kato decomposition of finite dimension
(FKD) if the previous conditions hold and dimN <+∞.
We will write TM = T|M , TN = T|N , SM = S|M , SN = S|N .
Example 1.2. (i) The Kato decomposition has been studied for the first time for semi-
Fredholm operators by Kato [9, Theorem 4]. He proved that if T is semi-Fredholm, i.e.,
R(T ) is closed and min{dimN(T ), codimR(T )}<+∞, then the pair (T ,S) has a FKD.
(ii) In the case that X = Y = H , a Hilbert space, and S = I , the Kato decomposition
characterizes the quasi-Fredholm operators [11, Theorem 3.2.2].
(iii) In [4, Theorem 2.3], it is shown that (T ,S) has a FKD if and only if T has the
property P(S : k), for some integer k. In the particular case that X = Y and S = I , T has a
FKD if and only if T is essentially s-regular, a class of operators studied in [10,13,14], for
example.
The aim of this paper is to prove two important results concerning the Kato decomposi-
tion relative to a couple of operators. After giving some results in Section 2, we will prove,
in Section 3, that the Kato decomposition is unique up to certain natural isomorphisms.
Then, in the last section, we will show that the pair (T ,S) has precisely one non-trivial
Kato decomposition (i.e., N = {0}) if and only if (T + λS)−1 exists in a punctured neigh-
borhood of zero and has a pole at zero.
2. Preliminaries
First, we compare the sequences of subspaces relative to (T ,S) with the ones relative to
(T ∗, S∗).
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(2) If T has the property P(S : 0), then we have Rn(T : S)= ⊥Nn(T ∗ : S∗) and Dn(T :
S)= ⊥Mn(T ∗ : S∗) for each n 0.
Proof. (1) (i) We prove the first inclusion by induction. As the case n= 0 is clear, assume
that the property is true for some n 0 and let x ∈Dn+1(T : S)= S−1TDn(T : S). There
exists y ∈ Dn(T : S) such that Sx = Ty . For f ∈ Mn+1(T ∗ : S∗) = S∗Nn+1(T ∗ : S∗),
there exists g ∈ Nn+1(T ∗ : S∗) such that f = S∗g. Note that T ∗g ∈Mn(T ∗ : S∗), since
Nn+1(T ∗ : S∗) = T ∗−1Mn(T ∗ : S∗). Then f (x) = S∗g(x) = g(Sx) = g(Ty) = T ∗g(y)
= 0, by the induction assumption. Thus the property is verified for all n ∈N.
(ii) Now, let us prove the second inclusion. As the case n = 0 is clear, let n  1 and
y ∈ Rn(T : S)= TDn−1(T : S). There exists x ∈Dn−1(T : S) such that y = T x . For f ∈
Nn(T
∗ : S∗), T ∗f ∈ Mn−1(T ∗ : S∗). Thus f (y) = f (T x) = T ∗f (x) = 0, as Dn−1(T :
S)⊂ ⊥Mn−1(T ∗ : S∗). Hence, the inclusion is proved for every n ∈N.
(iii) For n ∈ N, Mn(T ∗ : S∗) ⊂ Mn(T ∗ : S∗) ⊂ (⊥Mn(T ∗ : S∗))⊥ ⊂ Dn(T : S)⊥. We
prove the last inclusion in the same manner.
(2) Assume that T has the property P(S : 0).
(i) Let us prove the first equality by induction. We only have to prove that ⊥Nn(T ∗ :
S∗)⊂ Rn(T : S) for all integer n, as the converse inclusion is verified. The cases n= 0,1
are true, as R(T ) is closed. Assume that the property is verified for some n 1 and let y ∈
⊥Nn+1(T ∗ : S∗). As (Nn(T ∗ : S∗))n0 is increasing and (Rn(T : S))n0 is decreasing, y ∈⊥Nn(T ∗ : S∗)=Rn(T : S)⊂ R1(T : S)=R(T ), thus there exists x ∈X such that y = T x .
We prove that Sx ∈ ⊥Nn(T ∗ : S∗)= Rn(T : S), since in that case we will have y = T x ∈
T S−1Rn(T : S) = Rn+1(T : S). We have Nn(T ∗ : S∗) ⊂ D(T ∗ : S∗) = S∗−1T ∗D(T ∗ :
S∗) as T ∗ has the property P(S∗ : 0), by [7, Theorem 3.6]. Let f ∈ Nn(T ∗ : S∗), thus
S∗f ∈ R(T ∗). Hence S∗f ∈ S∗Nn(T ∗ : S∗)∩R(T ∗)= T ∗Nn+1(T ∗ : S∗). So, there exists
g ∈ Nn+1(T ∗ : S∗) such that S∗f = T ∗g, and f (Sx) = S∗f (x) = T ∗g(x) = g(T x) =
g(y) = 0. So Sx ∈ ⊥Nn(T ∗ : S∗) = Rn(T : S). Hence y ∈ Rn+1(T : S) and ⊥Nn+1(T ∗ :
S∗)⊂Rn+1(T : S). Thus, ⊥Nn(T ∗ : S∗)= Rn(T : S) for all integers n.
(ii) Now, let us prove the second equality. Let n ∈ N. It is sufficient to prove that
⊥Mn(T ∗ : S∗) is included in Dn(T : S). Let x ∈ ⊥Mn(T ∗ : S∗) and g ∈ Nn(T ∗ : S∗). As
S∗Nn(T ∗ : S∗) =Mn(T ∗ : S∗), we have g(Sx) = S∗g(x) = 0, i.e., Sx ∈ ⊥Nn(T ∗ : S∗).
Using the equality ⊥Nn(T ∗ : S∗)= Rn(T : S), we obtain x ∈ S−1Rn(T : S)=Dn(T : S).
This completes the proof. ✷
Lemma 2.2. Assume that T has the property P(S : 0). Then for all n,m ∈N,Nm(T : S)⊂
(S−1T )nNn+m(T : S).
Proof. Let us prove this property by induction on n ∈ N. As the case n = 0 is trivial,
assume that the result is true for some n 0, and let m ∈N.
(S−1T )n+1Nn+1+m(T : S)= (S−1T )
[
(S−1T )nNn+(m+1)(T : S)
]
⊃ (S−1T )[Nm+1(T : S)] by the induction assumption
= (S−1T )[T −1SNm(T : S)]
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= [Nm(T : S)+N(S)] ∩ S−1R(T )
=Nm(T : S) ∩ S−1R(T )+N(S)
=Nm(T : S)+N(S) as T has the property P(S : 0)
⊃Nm(T : S).
Thus the inclusion is proved for each pair of integers (n,m). ✷
The following lemma gives another link between the sequences of subspaces relative to
(T ,S) and the ones relative to (T ∗, S∗).
Lemma 2.3. (1) For any n ∈ N, we have Nn(T : S) ⊂ ⊥Rn(T ∗ : S∗) and Mn(T : S) ⊂⊥Dn(T ∗ : S∗).
(2) Assume that T has the property P(S : 0). Then Nn(T : S)⊥ = Rn(T ∗ : S∗) and
Mn(T : S)⊥ =Dn(T ∗ : S∗) for all n ∈N.
Proof. (1) (i) First, we prove by induction that Nn(T : S) ⊂ ⊥Rn(T ∗ : S∗). This is true
for n = 0 and n = 1. Assume that the property is verified for some n  1 and let x
be an element of Nn+1(T : S) = T −1SNn(T : S). There exists y ∈ Nn(T : S) such that
T x = Sy . For f ∈ Rn+1(T ∗ : S∗) = T ∗Dn(T ∗ : S∗), there exists g ∈ Dn(T ∗ : S∗) such
that f = T ∗g, and so S∗g ∈ Rn(T ∗ : S∗), since Dn(T ∗ : S∗) = S∗−1Rn(T ∗ : S∗). As
Nn(T : S) ⊂ ⊥Rn(T ∗ : S∗), we have f (x) = T ∗g(x) = g(T x) = g(Sy) = S∗g(y) = 0.
Thus Nn+1(T : S)⊂ ⊥Rn+1(T ∗ : S∗). Hence Nn(T : S)⊂ ⊥Rn(T ∗ : S∗) for every n ∈ N.
Note that Rn(T ∗ : S∗)⊂Nn(T : S)⊥.
(ii) Let us prove the second inclusion. Let n ∈ N and y ∈ Mn(T : S) = SNn(T : S).
There exists x in Nn(T : S) ⊂ ⊥Rn(T ∗ : S∗) such that y = Sx . For g ∈ Dn(T ∗ : S∗),
S∗g ∈ Rn(T ∗ : S∗). Thus g(y) = S∗g(x) = 0. Hence Mn(T : S) ⊂ ⊥Dn(T ∗ : S∗). Note
that Dn(T ∗ : S∗)⊂Mn(T : S)⊥.
(2) (i) It is sufficient to prove (by induction) that Nn(T : S)⊥ ⊂ Rn(T ∗ : S∗). As
the cases n = 0,1 are true, assume that the property is verified for some n  1. Let
g ∈ Nn+1(T : S)⊥ ⊂ Nn(T : S)⊥ = Rn(T ∗ : S∗) = T ∗Dn−1(T ∗ : S∗). There exists
f0, . . . , fn−1 such that g = T ∗f0 and S∗fi = T ∗fi+1. We want to prove that S∗fn−1 ∈
R(T ∗) = N(T )⊥, thus g will be in Rn+1(T ∗ : S∗). Let x0 ∈ N(T ). By Lemma 2.2,
N(T ) ⊂ (S−1T )nNn+1(T : S), so there exist x1, . . . , xn such that Sxi = T xi+1 for
i = 0, . . . , n− 1 and xn ∈Nn+1(T : S). Then
S∗fn−1(x0)= fn−1(Sx0)= fn−1(T x1)= T ∗fn−1(x1)
= S∗fn−2(x1)= · · · = S∗f0(xn−1)= T ∗f0(xn)
= g(xn)= 0 since g ∈Nn+1(T : S)⊥.
Thus S∗fn−1 ∈ N(T )⊥ = R(T ∗). Hence f0 ∈Dn+1(T ∗ : S∗), and g ∈ Rn+1(T ∗ : S∗). So
Nn+1(T : S)⊥ =Rn+1(T ∗ : S∗).
(ii) Let n ∈N. We prove that Mn(T : S)⊥ =Dn(T ∗ : S∗). Indeed, we have
228 D. Gagnage / J. Math. Anal. Appl. 285 (2003) 224–236Mn(T : S)⊥ =
[
SNn(T : S)
]⊥ = {f ∈ Y ∗; ∀x ∈Nn(T : S), f (Sx)= 0}
= {f ∈ Y ∗; ∀x ∈Nn(T : S), S∗f (x)= 0}
= {f ∈ Y ∗; S∗f ∈Nn(T : S)⊥ =Rn(T ∗ : S∗)}
= S∗−1Rn(T ∗ : S∗)=Dn(T ∗ : S∗). ✷
These lemmas allow us to prove the following result.
Proposition 2.4. Assume that R(T ) is closed. If (M,N,M ′,N ′) is a KD associated to
(T ,S), then (N ′⊥,M ′⊥,N⊥,M⊥) is a KD associated to (T ∗, S∗).
Proof. (a) As TM ⊂M ′, we have T ∗M ′⊥ ⊂M⊥. In an analogous way, T ∗N ′⊥ ⊂ N⊥,
S∗M ′⊥ ⊂M⊥ and S∗N ′⊥ ⊂N⊥.
(b) We show that we have the desired decompositions of X∗ and Y ∗. Let PM be the pro-
jection of X on M along to N . Then R(P ∗M)=N(PM)⊥ =N⊥ and N(P ∗M)=R(PM)⊥ =
M⊥. Thus
X∗ =N(P ∗M)⊕R(P ∗M)=N⊥ ⊕M⊥.
If PN⊥ and PM⊥ are the projections on N⊥ and M⊥, respectively, following the decompo-
sition X∗ =N⊥ ⊕M⊥, then P ∗M = PN⊥ and P ∗N = PM⊥ . Let PM ′ be the projection of Y
on M ′ along to N ′. As previously, it can be proved that
Y ∗ =N ′⊥ ⊕M ′⊥, P ∗M ′ = PN ′⊥ and P ∗N ′ = PM ′⊥ .
(c) We show that T ∗
N ′⊥ has the property P(S
∗
N ′⊥ : 0). As TM has the property P(SM : 0),
(TM)
∗ has the property P((SM)∗ : 0), by [7, Theorem 3.6]. Note that
(T PM)
∗ = (PM ′T PM)∗ = P ∗MT ∗P ∗M ′ = PN⊥T ∗PN ′⊥ = T ∗PN ′⊥ . (1)
By the same way, we prove that (SM)∗ = S∗N ′⊥ . Hence T ∗N ′⊥ has the property P(S∗N ′⊥ : 0).
(d) Let d be the index of nilpotency of S−1N TN . We show that [(S∗−1T ∗)|M′⊥ ]d = 0. Let
n  d and f0 ∈Dn(T ∗M ′⊥ : S∗M ′⊥). There are f0, . . . , fn in M ′⊥ such that S∗fi = T ∗fi+1
for i = 0, . . . , n − 1. As T N ⊂ N ′ = SN , for v0 ∈ N , there exist v0, . . . , vd in N , such
that T vi = Svi+1. Moreover, as (S−1N TN)d = 0, vd = 0. Then f0(Sv0) = S∗f0(v0) =
T ∗f1(v0) = f1(Sv1) = · · · = S∗fd(vd) = 0. Thus f0 ∈ N ′⊥. As f0 ∈ M ′⊥, f0 = 0. So
Dn(T
∗
M ′⊥ : S∗M ′⊥)= {0}, for all n d . Thus (S−1∗T ∗)|M′⊥ is nilpotent of index  d .
(e) We show that the operator S∗ from M ′⊥ to M⊥ is bijective. Note that
(SPN )
∗ = (PN ′SPN)∗ = P ∗NS∗P ∗N ′ = PM⊥S∗PM ′⊥ = S∗PM ′⊥ . (2)
Let f ∈M⊥. For all x ∈M , f (x)= 0, so f = fPN . Thus, by (2),
f = fPN = f S−1N SNPN = (SPN )∗f S−1N = S∗PM ′⊥f S−1N ∈ S∗M ′⊥.
This proves the surjectivity. We now prove the injectivity. Let f ∈ M ′⊥ be such that
S∗(f ) = 0. Assume that f = 0 and let y ∈ N ′ be such that f (y) = 0. The application
S from N to N ′ is bijective, so there exists x ∈ N such that Sx = y . Then 0 = S∗f (x)=
f (Sx)= f (y), contradiction with the hypothesis. So the operator S∗ from M ′⊥ to M⊥ is
bijective. Hence (N ′⊥,M ′⊥,N⊥,M⊥) is a KD associated to (T ∗, S∗). ✷
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In this section, we want to prove that the Kato decomposition is unique up to isomor-
phisms. First, let us give some elementary results concerning the Kato decomposition.
Lemma 3.1. Assume that (T ,S) has a KD (M,N,M ′,N ′). Then, we have:
(1) N ⊂N(T : S) and D(T : S)⊂M .
(2) D(T : S) is closed and Nn(T : S)∩D(T : S)=Nn(T : S) ∩M for all n ∈N.
(3) D(T : S)+N(T : S)=D(T : S)⊕N is closed.
Proof. (1) As S−1N TN is nilpotent of index d,N ⊂Nd(T : S) and Dd(TN : SN )= {0}. That
completes the proof.
(2) D(T : S) = D(TM : SM), which is closed, as TM has the property P(SM : 0) [7,
Theorem 3.1]. For n ∈N, Nn(TM : SM)⊂D(TM : SM)=D(T : S), so we have
Nn(T : S) ∩D(T : S)=Nn(T : S)∩D(T : S)∩M
=Nn(TM : SM)∩D(TM : SM)
=Nn(TM : SM)=Nn(T : S) ∩M.
Using the same method, we can prove that N(T : S)∩D(T : S)=N(T : S) ∩M .
(3) By (1), N +D(T : S)⊂N(T : S)+D(T : S). Let us prove the converse inclusion.
As N ⊂N(T : S), we have N(T : S)=N(T : S) ∩M +N ⊂D(T : S)+N . Thus N(T :
S)+D(T : S)⊂N +D(T : S), and we obtain the equality. Moreover, as D(T : S)⊂M ,
D(T : S)∩N = {0}. So D(T : S)+N(T : S)=D(T : S)⊕N , which is closed because N
and D(T : S) are. ✷
Lemma 3.2. Assume that (T ,S) has a KD (M,N,M ′,N ′). Then we have:
(1) N ′ ⊂M(T : S) and R(T : S)⊂M ′.
(2) R(T : S) is closed and Mn(T : S) ∩R(T : S)=Mn(T : S) ∩M ′ for all n ∈N.
(3) R(T : S)+M(T : S)=R(T : S)⊕N ′.
(4) R(T )+N ′ = TM ⊕N ′ is closed.
Proof. (1) By Lemma 3.1, N ′ = SN ⊂ SN(T : S) =M(T : S). Moreover, Rd(T : S) ∩
N ′ = SDd(T : S) ∩ SN ⊂M ′ ∩N ′ = {0}, so R(T : S)⊂M ′.
(2) R(T : S) = R(TM : SM), which is closed since TM has the property P(SM : 0) [7,
Theorem 3.1]. For n ∈N, Mn(TM : SM)⊂R(TM : SM)=R(T : S), so we have
Mn(T : S)∩R(T : S)=Mn(T : S) ∩R(T : S)∩M ′
=Mn(TM : SM)∩R(TM : SM)
=Mn(TM : SM)=Mn(T : S) ∩M ′.
We prove in the same manner that M(T : S) ∩R(T : S)=M(T : S) ∩M ′.
(3) Clearly N ′ +R(T : S)⊂M(T : S)+R(T : S). Let us prove the converse inclusion.
As N ′ ⊂M(T : S), we have M(T : S)=M(T : S)∩M ′ +N ′ ⊂R(T : S)+N ′. So M(T :
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we have R(T : S) ∩N ′ = {0}. So R(T : S)+M(T : S)=R(T : S)⊕N ′.
(4) Clearly, TM + N ′ ⊂ R(T ) + N ′. As X =M ⊕ N , R(T ) = TM + T N ⊂ TM +
N ′. Hence, we obtain the equality. As TM ⊂M ′, we have TM + N ′ = TM ⊕ N ′. By
hypothesis, N ′ and TM =R(TM) are closed, so R(T )+N ′ = TM ⊕N ′ is closed. ✷
Proposition 3.3. Let (M1,N1,M ′1,N ′1) and (M2,N2,M ′2,N ′2) be two Kato decompositions
associated to the pair (T ,S). Then (Mi,Nj ,M ′i ,N ′j ) is a Kato decomposition associated
to (T ,S) for any (i, j) ∈ {1,2}2.
Proof. Let (i, j) ∈ {1,2}2. The operators T and S send Mi in M ′i and Nj in N ′j , TMi has
the property P(SMi : 0), S−1Nj TNj is nilpotent, S is bijective from Nj to N ′j . Thus, we only
have to prove that X =Mi⊕Nj and Y =M ′i⊕N ′j . If i = j , there is nothing to do. Assume
that i = j . First, let us show the decomposition of X.
(i) By Lemma 3.1, Mi ∩ Nj ⊂Mi ∩ N(T : S) ⊂ D(T : S) ⊂ Mj . Thus Mi ∩ Nj ⊂
Mj ∩Nj = {0}.
(ii) We show that X =Mi +Nj . We have
X =Mi +Ni ⊂Mi +N(T : S)
=Mi +D(T : S)+N(T : S) since D(T : S)⊂Mi
=Mi +D(T : S)+Nj by Lemma 3.1.3
=Mi +Nj .
Hence X =Mi ⊕Nj . We prove in the same manner that Y =M ′i ⊕N ′j , using Lemma 3.2.✷
From here, R(T ) is assumed to be closed.
Proposition 3.4. Let (M,N,M ′,N ′) be a Kato decomposition associated to the pair
(T ,S). Assume that there exist ϕ, isomorphism of X, and ψ , isomorphism of Y , such that
T ϕ = ψT and Sϕ = ψS. Then (ϕ(M),ϕ(N),ψ(M ′),ψ(N ′)) is a Kato decomposition
associated to (T ,S).
Proof. (a) We show that X = ϕ(M)⊕ ϕ(N). As X = ϕ(X)= ϕ(M)+ ϕ(N), we have to
prove that ϕ(M)∩ ϕ(N)= {0}. For u ∈ ϕ(M) ∩ ϕ(N), there exist v ∈M and w ∈N such
that u = ϕ(v) = ϕ(w). As ϕ is injective and M ∩ N = {0}, u = 0. Hence X = ϕ(M)⊕
ϕ(N). In the same manner, we prove that Y =ψ(M ′)⊕ψ(N ′).
(b) We have T ϕ(N)= ψT (N)⊂ψ(N ′). Similarly, T ϕ(M)⊂ψ(M ′), Sϕ(N)⊂ψ(N ′)
and Sϕ(M)⊂ψ(M ′).
(c) We consider the operator S from ϕ(N) to ψ(N ′). For a ∈N ,
Sϕ(a)= 0⇔ψ(S(a))= 0⇔ S(a)= 0 as ψ is an isomorphism
⇔ a = 0 as S is bijective from N to N ′.
As ψ(N ′)= S(ϕ(N)), the application S from ϕ(N) to ψ(N ′) is bijective.
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that Nk(Tϕ(M) : Sϕ(M))= ϕ[Nk(TM : SM)] for all integer k. Let k ∈ N∗ (the case k = 0 is
clear). Let xk ∈ Nk(Tϕ(M) : Sϕ(M)). There exist x0, . . . , xk in ϕ(M) such that x0 = 0 and
T xi+1 = Sxi for all i = 0, . . . , k−1. For all i = 0, . . . , k, there exists ui ∈M such that xi =
ϕ(ui). Let i ∈ {0, . . . , k − 1}. Then T xi+1 = T ϕ(ui+1) = ψT ui+1. Moreover, T xi+1 =
Sxi = Sϕ(ui)= ψSui . As ψ is injective, we get T ui+1 = Sui for all i = 0, . . . , k − 1. So
xk ∈ ϕ[Nk(TM : SM)]. For u ∈ Nk(TM : SM), we can easily show that ϕ(u) ∈ Nk(Tϕ(M) :
Sϕ(M)). In the same manner, we prove that ϕ[D(TM : SM)] =D(Tϕ(M) : Sϕ(M)). Thus, for
all integer k, Nk(Tϕ(M) : Sϕ(M)) ⊂ D(Tϕ(M) : Sϕ(M)). Moreover, R(Tϕ(M)) = T ϕ(M) =
ψT (M) is closed as T (M) is closed and ψ is an isomorphism. So Tϕ(M) has the property
P(Sϕ(M) : 0).
(e) Let d be the index of nilpotency of S−1N TN. As we did before, we show
that Dd(Tϕ(N) : Sϕ(N)) = ϕ[Dd(TN : SN )]. So [(S−1T )|ϕ(N) ]d = {0}. Thus the operator
(S−1T )|ϕ(N) is nilpotent of index  d . Therefore (ϕ(M),ϕ(N),ψ(M ′),ψ(N ′)) is a KD
associated to (T ,S). ✷
Theorem 3.5. Let (M1,N1,M ′1,N ′1) and (M2,N2,M ′2,N ′2) be two Kato decompositions
associated to the pair (T ,S). Then there exist ϕ, isomorphism of X, and ψ , isomorphism
of Y , such that:
• T ϕ =ψT and Sϕ = ψS.
• M2 = ϕ(M1), N2 = ϕ(N1).
• M ′2 =ψ(M ′1), N ′2 =ψ(N ′1).
Proof. Denote by PMi ,PNi ,QM ′i , QN ′i the projections on Mi,Ni,M ′i ,N ′i , respectively,
associated to the decompositions (for i = 1,2). Denote ϕ = PM2PM1 + PN2PN1 and ψ =
QM ′2QM ′1 +QN ′2QN ′1 . We have ϕ ∈ B(X), ψ ∈ B(Y ).(a) We prove that ϕ is surjective. For u ∈ X, there exist v ∈M2 and w ∈ N2 such that
u= v+w. By Proposition 3.3, v ∈X=M1⊕N2, so there exist v1 ∈M1 and v2 ∈N2 such
that v = v1 + v2. As v ∈M2,
v = PM2v = PM2v1 + PM2v2
= PM2PM1v1 + PM2v2 since v1 = PM1v1
= PM2PM1v1 since v2 ∈N2.
By Proposition 3.3, w ∈ X =M2 ⊕ N1. So there exist w2 ∈M2 and w1 ∈ N1 such that
w =w1 +w2. As w ∈N2,
w = PN2w = PN2w2 + PN2w1
= PN2w2 + PN2PN1w1 since w1 = PN1w1
= PN2PN1w1 since w2 ∈M2.
Thus u= v+w= PM2PM1v1 +PN2PN1w1. As PN2PN1v1 = PM2PM1w1 = 0, u= ϕ(v1 +
w1), so ϕ is surjective. We prove in the same manner that ψ is surjective.
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{0}, so PM2PM1u= PN2PN1u= 0. Thus PM1u ∈ N2 and PN1u ∈M2. By Proposition 3.3,
we have PM1u ∈ N2 ∩M1 = {0} and PN1u ∈M2 ∩ N1 = {0}, so u = PM1u+ PN1u = 0.
Thus ϕ is injective. Using the same method, we prove that ψ is injective. Thus ϕ and ψ
are isomorphisms.
(c) We show that ϕ(M1)=M2. The definition of ϕ implies ϕ(M1)⊂M2. Let u ∈M2.
As X = M1 ⊕ N2, there exist v ∈ M1 and w ∈ N2 such that u = v + w. We have
u = PM2u = PM2v + PM2w = PM2v, since w ∈ N2. Thus u = PM2PM1v = PM2PM1v +
PN2PN1v, because v ∈M1. Hence u= ϕ(v) ∈ ϕ(M1). Thus M2 = ϕ(M1). Using the same
method, we prove that ϕ(N1)=N2, ψ(M ′1)=M ′2 and ψ(N ′1)=N ′2.
(d) We show that T ϕ = ψT. For u ∈X, there exist v ∈M1 and w ∈ N1 such that u=
v +w. Then T ϕ(u)= T PM2v + T PN2w. There exist v1 ∈M2 and v2 ∈N2 such that v =
v1 + v2. Then T PM2v = T v1. There exist w1 ∈M2 and w2 ∈ N2 such that w =w1 +w2.
Then T PN2w = Tw2. So T ϕ(u)= T v1 + T w2. Let us consider ψT u=ψT v+ψTw. As
v ∈M1 and w ∈N1, T v ∈M ′1 and T w ∈N ′1. Hence, we have:
(i) ψT v =QM ′2T v =QM ′2T v1 +QM ′2T v2 = T v1, as T v2 ∈N ′2.
(ii) ψTw =QN ′2T w =QN ′2Tw1 +QN ′2T w2 = Tw2, as T w1 ∈M ′2.
Thus T ϕ = ψT . Using the same method, we prove that Sϕ = ψS, which completes the
proof. ✷
Remark 3.6. In the case that X = Y and S = I , we recover the unicity up to an isomor-
phism studied in [12, Theorem 3.2].
4. Non-trivial Kato decomposition
A Kato decomposition (M,N,M ′,N ′) is said to be non-trivial if N = {0}. By Theo-
rem 3.5, if the pair (T ,S) has a non-trivial KD, then all its KD will be non-trivial. Thus if
(T ,S) does not have any non-trivial KD, then the unique KD is (X, {0}, Y, {0}).
The main result of this section is the following.
Theorem 4.1. The following are equivalent:
(1) (T ,S) has a unique non-trivial KD.
(2) 0 is a pole of order p > 0 of the resolvent operator (T + λS)−1.
In order to prove this theorem, let us see some results. The following assertion general-
izes Proposition 3.7 in [12].
Proposition 4.2. Let (M,N,M ′,N ′) be a KD associated to (T ,S) such that N = {0}. The
following are equivalent:
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(b) D(T : S)∩N(T )= {0}.
(c) N(T : S)=N .
(d) There exists an integer p > 0 such that N =Np(T : S).
Proof. (b)⇒ (c) As X =M +N and N ⊂N(T : S), we have
N(T : S)=N(T : S) ∩M +N =N(TM : SM)+N. (3)
By Lemma 3.1.2, we have D(T : S)∩N(T )=M ∩N(T ). But D(T : S)∩N(T )= {0}, so
N(TM)= {0} and Nk(TM : SM)= {0} for all k ∈ N. Hence N(TM : SM)= {0} and, using
(3), N(T : S)=N .
(c) ⇒ (b) We have X = M ⊕ N(T : S), N(T ) ⊂ N(T : S) and D(T : S) ⊂ M . So
N(T )∩D(T : S)= {0}.
(c)⇒ (a) Clear.
(a) ⇒ (b) As N = {0}, M⊥ = {0}. Indeed, if M⊥ = {0} then M = X so N = {0}. Let
f ∈M⊥, f = 0. Assume that D(T : S)∩N(T ) = {0}. Let x0 ∈D(T : S)∩N(T ), x0 = 0,
and (xn)n0 be a sequence of M such that Sxi = T xi+1 (D(T : S)⊂M = S−1TM).
Denote by QN the operator S−1N TN , which is nilpotent. Let R :N →M be the operator
defined by Rv =∑+∞n=0 f (QnNv)xn. Notice that as QN is nilpotent, the above sum is finite.
Let N˜ = {v + Rv; v ∈ N} and N˜ ′ = SN˜ . We can prove that X =M ⊕ N˜ and Y =
M ′ ⊕ N˜ ′. If v +Rv ∈M , as Rv ∈M , we have v ∈N ∩M = {0}. Thus M ∩ N˜ = {0}. Let
x ∈X =M ⊕N . There exist u ∈M and v ∈N such that x = u+ v. Then x = (u−Rv)+
(v+Rv) ∈M+ N˜ . Hence X=M⊕ N˜ , and by the same way, we prove that Y =M ′ ⊕ N˜ ′ .
Let us prove that we have another Kato decomposition.









































Thus TMR = SMRQN and for all v ∈N , we have
T (v +Rv)= T v + SRQNv = S(QNv+RQNv) ∈ N˜ ′ = SN˜.
So T N˜ ⊂ N˜ ′ = SN˜ . Moreover, for all v ∈ N , S−1T (v + Rv) =QNv + RQNv. As QN
is nilpotent, we can easily see that (S−1T )|
N˜
is nilpotent. At least, if v + Rv ∈ N(SN˜ ),
N ′  Sv =−SRv ∈M ′, so v ∈N(SN)= {0}. Thus S : N˜ → N˜ ′ is bijective, and we obtain
a Kato decomposition relative to (T ,S).
As N is unique, we have N˜ = N . Obviously N˜ = N if and only if R = 0, and this is
equivalent to f|N = 0, i.e., f ∈ N⊥. Indeed, assume that R = 0. Let v ∈ N(QN). Then
0=Rv = f (v)x0. As x0 = 0, f (v)= 0, i.e., f|N(Q ) = 0. Let v ∈N(Q2 ). Then 0=Rv =N N
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= 0 for all k ∈ N∗. Since QN is nilpotent, this
yields f|N = 0. Thus, f ∈ N⊥, and f ∈M⊥, contradiction with the fact that f = 0. So
N(T )∩D(T : S)= {0}.
(c) ⇒ (d) N = N(T : S) =⋃n0 Nn(T : S). As S is bijective from N to N ′, the sub-
spaces Nn(T : S) are closed. So by the Baire theorem, there exists p such that intNp(T :
S) = ∅. Hence N =Np(T : S) (p = 0 as N = {0}).
(d)⇒ (b): As N(T )⊂Np(T : S) and D(T : S)⊂M , the property (b) is verified.
Proposition 4.3. Let (M,N,M ′,N ′) be a KD associated to (T ,S) such that N = {0}. The
following are equivalent:
(a) M ′ is unique.
(b) D(T ∗ : S∗)∩N(T ∗)= {0}.
(c) N(T ∗ : S∗)=M ′⊥.
(d) There exists an integer p such that M ′⊥ =Np(T ∗ : S∗).
Proof. By Lemma 2.4 and Proposition 4.2.
Definition 4.4. Denote α(T : S)= inf{m ∈N; N(T )∩Dm(T : S)= {0})}, the ascent of T
relative to S, and δ(T : S)= inf{m ∈N; R(T )+Mm(T : S)= Y }, the descent of T relative
to S.
Now we can prove the main result of this section.
Proof of Theorem 4.1. (1) ⇒ (2) Assume that the pair (T ,S) has a unique non-trivial
KD. By [2, Theorem 5.6], we have to prove that 0 < α(T : S)= δ(T : S)= p <+∞. Let
d be the index of nilpotency of (S−1T )|N . We first prove that X =D(T : S)⊕N(T : S)
and Y = R(T : S) ⊕M(T : S). By Propositions 4.2 and 4.3, N = N(T : S) and M ′⊥ =
N(T ∗ : S∗). Moreover, by the proof of Lemma 2.4, (TM)∗ = T ∗N ′⊥ . So, by Lemma 2.1.2,
for every integer n, we have Rn(TM : SM) = ⊥Nn((TM)∗ : (SM)∗) = ⊥Nn(T ∗N ′⊥ : S∗N ′⊥ ).
Moreover, ∀n  d , Rn(TM : SM) = Rn(T : S) and Nn(T ∗N ′⊥ : S∗N ′⊥ ) = Nn(T ∗ : S∗). So,
∀n  d , Rn(T : S) = ⊥Nn(T ∗ : S∗) ⊃ ⊥N(T ∗ : S∗). Thus R(T : S) ⊃ ⊥N(T ∗ : S∗).
Hence M ′ =M ′ = ⊥(M ′⊥) = ⊥N(T ∗ : S∗) ⊂ R(T : S) ⊂M ′, i.e., R(T : S) =M ′. Then
M ⊂ S−1M ′ = S−1R(T : S)=D(T : S)⊂M , so M =D(T : S). Moreover, N ′ = SN =
SN(T : S)=M(T : S). Thus
X =N(T : S)⊕D(T : S) and Y =M(T : S)⊕R(T : S).
Now, we can prove the property (2).
∀k  d, N(T )∩Dk(T : S)⊂N(T : S)∩Dk(T : S)=Dk(TN : SN)= {0}, (4)
so α(T : S)  d . Moreover, as (Dn(T : S))n0 is decreasing, X =Dk(T : S)⊕N(T : S)
for all k  d . Then, for n  d , Mn(T : S) =Mn+1(T : S). In fact, let n  d . We always
have Mn(T : S)⊂Mn+1(T : S). Let y ∈Mn+1(T : S)= SNn+1(T : S)= S(T −1S)nN(T ).
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x1 ∈ N(T ) ∩Dn(T : S) ⊂N(T : S) ∩Dn(T : S)= {0}. So x1 = 0 and x2 ∈ N(T ). Hence
y ∈ Mn(T : S), and we have the equality. Thus ∀n  d , Y = R(T : S) ⊕ M(T : S) ⊂
R(T )+M(T : S)= R(T )+Mn(T : S). So δ(T : S) d . Thus α(T : S)= δ(T : S)= p <
+∞ [2, Proposition 4.1]. As the decomposition is non-trivial, α(T : S) cannot be equal to
zero, hence (2).
(2) ⇒ (1) Assume that T + λS is invertible for 0 < |λ| < 2r , and let 0 be a pole of









S(T + λS)−1 dλ.
Denote M =N(P), N = R(P), M ′ =N(Q) and N ′ = R(Q). Then, by Theorem 1.1 and
Corollary 1.2 in [6, Chapter IV], the quadruple (M,N,M ′,N ′) is a Kato decomposition
associated to (T ,S).
Now, we have to check the unicity. Assume that there exists another Kato decompo-
sition (M1,N1,M ′1,N ′1) relative to (T ,S). As T + λS is invertible for 0 < |λ| < 2r and
TN1 +λSN1 is invertible for λ = 0, TM1 +λSM1 is invertible for 0 < |λ|< 2r . By [7, Corol-
lary 5.3], as TM1 has the property P(SM1 : 0), dimN(TM1+λS1) and codimR(TM1+λS1) do
not depend on λ for λ sufficiently small. Thus TM1 is invertible. By the remark made at the
end of the proof of Theorem 1.1 in [6, Chapter IV], we obtain that
M1 =N(P), N1 =R(P), M ′1 =N(Q), N ′1 =R(Q). ✷
Remark 4.5. (1) We can notice that the above proof gives us a way to find the Kato de-
composition associated to a couple (T ,S) when we know that 0 is a pole of order p > 0 of
the resolvent operator (T + λS)−1.
(2) With the conditions of Theorem 4.1, we have{
X =Dp(T : S)⊕Np(T : S),
Y =Rp(T : S)⊕Mp(T : S),
with p = α(T : S)= δ(T : S) (by [2, Theorem 4.2]).
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