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WEAKLY ASYMMETRIC NON-SIMPLE EXCLUSION PROCESS AND THE
KARDAR–PARISI–ZHANG EQUATION
∗AMIR DEMBO AND †LI-CHENG TSAI
Abstract. We analyze a class of non-simple exclusion processes and the corresponding growth
models by generalizing Ga¨rtner’s discrete Cole–Hopf transformation. We identify the main non-
linearity and eliminate it by imposing a gradient type condition. For hopping range at most 3,
using the generalized transformation, we prove the convergence of the exclusion process toward the
Kardar–Parisi–Zhang (kpz) equation. This is the first universality result concerning interacting
particle systems in the context of kpz universality class. While this class of exclusion processes
are not explicitly solvable, we obtain the exact one-point limiting distribution for the step initial
condition by using the previous result of [1] and our convergence result.
1. Introduction
In this paper we study the asymptotic behavior of weakly asymmetric exclusion processes with
finite hopping ranges. A general exclusion process is an interacting particle system on the half
integer lattice 12 + Z := L under the constraint that each site holds at most one particle, [18]. Let
m ∈ N be the hopping range of the exclusion process, let qk > 0, k = ±1, . . . ,±m, be the hopping
rate, satisfying
∑m
k=1(qk + q−k) = 1, and let
(1.1)
{
Qkt (y) : k = ±1, . . . ,±m, y ∈ L
}
be mutually independent (in k and y) Poisson clocks, with each Qkt (y) having rate qk. When the
clock Qkt (y) rings, the particle at y (if exists) hops to y+k if this destination is unoccupied, otherwise
it stays at y.
We associate a growth model with an exclusion process. Let ηt(y) be the occupation variable of
the exclusion process (in the spin convention) at position y ∈ L and time t ∈ [0,∞)
(1.2) ηt(y) :=
{
1 , when the site y is occupied at time t,
−1, otherwise,
and let ht(x) be the accumulated flux of particles at x ∈ Z. More precisely, ht(0) is the net flow of
particles through x = 0 during the time interval [0, t], counting left going particles as positive, and
ht(x) := ht(0) +
{ ∑
0<y<x ηt(y) , when x > 0,
−
∑
x<y<0 ηt(y), when x < 0.
(1.3)
Note that the discrete gradient of ht yields ηt, that is,
ht
(
y +
1
2
)
− ht
(
y −
1
2
)
= ηt(y) ∈ {±1},
and therefore ht( · ) represents the height of a surface consisting of broken lines with slope ±1, whose
evolution is described by following growth model. For k > 0, when the clock Qkt (y) rings, if the
hop from y to y + k is allowed, that is (ηt(y), ηt(y + k)) = (1,−1), decrease ht(x) by 2 for all
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Figure 1. Non-simple exclusion process. The solid dots represent the particles,
the hollow dots represent the empty sites, and the thick solid line represents the
height ht( · ). The horizontal arrows represent possible hops of the particles. The
hop of two steps to the right decreases the height by 2 at the sites indicated by the
dash lines, and the hop of three steps to the left increases the height by 2 at the
sites indicated by the shaded region.
x ∈ (y, y + k) ∩ Z, otherwise do nothing. For k < 0, when the clock Qkt (y) rings, if the hop from y
to y + k is allowed, increase ht(x) by 2 for all x ∈ (y + k, y) ∩ Z, otherwise do nothing. See Figure
1. For m = 1 this is the simple exclusion process and the corresponding corner growth model.
We are interested in weakly asymmetric exclusion processes, whereby the hopping rates depend
on ε in such a way that
(1.4) qεk =
1
2
rk
(
1− γεkε
1
2
)
, qε−k =
1
2
rk
(
1 + γεkε
1
2
)
, k = 1, . . . ,m,
where ε→ 0 is a scaling parameter, r1, . . . , rm are fixed numbers satisfying
(1.5) rk > 0, r1 + . . .+ rm = 1,
and γεk may depend on ε in such a way that the limit limε→0 γ
ε
k exists and is finite, for k = 1, . . . ,m.
For such exclusion processes, under the diffusive scaling
X = εx, T = ε2t, ε→ 0(1.6)
of space and time, we expect the asymptotic fluctuation of ε
1
2ht to converge to a non-degenerated
limit. Indeed, Bertini and Giacomin [4] show that for simple (m = 1) exclusion, by choosing
r1 = 1, γ
ε
1 = 1, νε = ε
−1
(
1− (4qε1q
ε
−1)
1
2
)
,(1.7)
the scaled height function
HεT (X) := ε
1
2 hε−2T (ε
−1X)− νεε
−1T
converges (as ε→ 0) to the solution of the kpz equation
(1.8) ∂TH =
1
2
∂2XH −
1
2
(∂XH)
2
+W, H = HT (X),
where W is the spacetime white noise: E(WT (X)WS(X
′)) = δ(T − S)δ(X −X ′). While one expect
such a result to hold universally for a large collection of models, the approach of [4] is restricted
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to the simple exclusion process. In this paper, we take the first step toward universality results by
showing that the same convergence holds for non-simple exclusion processes satisfying m ≤ 3 and
γεk − λ
(
2
rk
m∑
k′=k+1
k′ − k
k
rk′ + 1
)
= O(ε).(1.9)
Hereafter O(ε) stands for a generic function satisfying supε∈(0,1) |O(ε)ε
−1| <∞.
While the kpz equation (1.8) is a paradigm of equations describing randomly growing surfaces,
introduced by Kardar, Parisi, and Zhang [15], it is mathematically ill-defined. Indeed, generic
solutions to stochastic differential equations driven by the white noise exhibit non-differentiability.
Hence, (∂XH)
2 alone does not have a mathematical meaning. Rather, the correct mathematical
interpretation is the Cole–Hopf transformation to the stochastic heat equation (she)
HT (X) = − logZT (X),(1.10)
∂TZ =
1
2
∂2XZ + ZW.(1.11)
Since the she is linear, traditional stochastic calculus applies. Further, formally HT (X) of (1.10)
satisfies (1.8), so we define (1.8) by (1.10) and (1.11). This Cole–Hopf transformation dates back
to [12, 15]. A more comprehensive approach of defining solutions to (1.8) can be found in [11]. See
[2, 9] for recent development in defining (1.8).
Employing the non-rigorous renormalization argument of [8], Kardar, Parisi, and Zhang show
that the scaling exponents of the fluctuation of H , space X , and time T follow a 1 : 2 : 3 ratio,
signifying a new universality class—the kpz universality class. This universality class describes
various phenomena including paper wetting, crack formation, and burning fronts. See [7, Section
1.1.2] and the references therein. Moreover, it connects various models describing other phenomenon
including directed last passage percolation, directed polymer in a random media, and polynuclear
growth. Recently, there has been intensive mathematical research on instances of explicitly solvable
models in this universality class [5, 6, 13, 14, 20]. See also [7] and the references therein. They
all confirm the 1 : 2 : 3 scaling exponents and have limiting one-point statistics related to random
matrix theory, for example the GUE or GOE Tracy–Widom distribution. In this paper we provide
the first instance of a collection of non-explicitly-solvable models belonging the same universality
class.
Specifically, in view of the Cole–Hopf transformation (1.10), for any fixed λ > 0, define
Zεt (x) := exp
(
−λε
1
2ht(x) + ενεt
)
,(1.12)
for some deterministic νε specified by (1.27). We show here that under the diffusive scaling (1.6),
Zε· ( · ) converges to the mild solution of the she (1.11). Precisely, we say a process Z·( · ) is a mild
solution to the she starting from the initial condition Z0( · ) if
(1.13) ZT (X) =
ˆ
R
PT (X −X
′)Z0(X
′)dX ′ +
ˆ T
0
ˆ
R
PT−S(X −X
′)ZS(X
′)W (dX ′dS),
where PT (X) := (2piT )
−1/2 exp(−X2/2T ) is the heat kernel, and the stochastic integral is in the
Itoˆ sense. For the existence, uniqueness, continuity, and positivity of solutions to (1.13), see [7,
Proposition 2.5] and [3, 4, 19, 27]. Let α denote the diffusivity of the symmetric part of the hopping
rates, that is,
α :=
m∑
k=1
k2rk,(1.14)
and extend Zεt (x) of (1.12) to x ∈ R by a linear interpolation. Consider the scaled field
ZεT (X) := Z
ε
ε−2βT (ε
−1β′X),(1.15)
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where
β := α−1λ−4, β′ := λ−2.(1.16)
Let ‖ft(x)‖l := [E(|ft(x)|
l)]1/l denote the Ll-norm over randomness, l ≥ 1. Our main result is
Theorem 1.1. let ZT (X) be the mild solution to the she starting from a C(R)-valued process
Z0(X), and let ZεT (X) be defined by (1.15) and (1.12) for a weakly asymmetric exclusion process
satisfying (1.9) and m ≤ 3. Suppose the initial condition Zε0( · ) satisfies
Zε0( · ) weakly converges to Z0( · ),(1.17)
and for any u ∈ (0, 12 ) there exist finite C = C(u) and a0 = a0(u) such that
‖Zε0(x)‖14 ≤ e
a0ε|x|C,(1.18)
‖Zε0(x)− Z
ε
0(x
′)‖14 ≤ (ε|x− x
′|)uea0ε(|x|+|x
′|)C.(1.19)
Then, under the Skorokhod topology of D([0,∞), C(R)), the process Zε· ( · ) weakly converges to
Z·( · ).
Bertini and Giacomin [4] proved Theorem 1.1 for the special case of m = 1, based on the work of
Ga¨rtner [10]. By choosing the parameters according to (1.7) to match 3 non-degenerated identities,
Ga¨rtner linearizes the drift term in the dynamical equation of Zεt , making it a discrete Laplacian;
thus Zεt satisfies a discrete stochastic heat equation (dshe). The difficulty in going beyond simple
exclusion (m > 1) is that we encounter 2m−1 > 3 identities, so this type of reasoning fails. Further,
since we are at the fluctuation scale, where the time span is of O(ε−2), the nonlinearity of the
drift causes much roughness, and the contribution of the nonlinear terms in the drift are not even
uniformly (in ε) bounded.
Instead of the approach of [4], for m > 1 we match the drift in the dynamical equation of Zεt with
a discrete Laplacian
∆¯ := 2−1
m∑
k=1
r˜εk(∆kZ
ε
t )(x)(1.20)
slightly better than O(ε2), where ∆kf(x) := f(x + k) + f(x − k) − 2f(x), for some deterministic
r˜k ∈ R specified by (1.26). To this end, we first apply (1.12) to get
∆¯
Zεt (x)
=
1
2
m∑
k=1
r˜εk
exp( − λε1/2 ∑
y∈(x,x+k)
ηt(y)
)
+ exp
(
λε1/2
∑
y∈(x−k,x)
ηt(y)
)
− 2
,(1.21)
then Taylor-expand (1.21), and then match the η-linear and η-quadratic terms in (1.21) with those
in the drift up to O(ε2). We find that such a matching requires that for each j = 1, . . . ,m,
ε
1
2 (Aεr˜ε)j = ε
1
2 4−1
m∑
k=j
rk(u(ε)− εγ
ε
kv(ε)) +O(ε
2),
ε(Br˜ε)j = ε4
−1rj
(
γεju(ε)− v(ε)
)
+O(ε2),
(1.22)
where Aε and B are the m-dimensional square matrices of entries
Aεjk := 1l{j≤k}
(
λ
2
+ ελ3
(
3k − 2
12
−
j − 1
2
))
,(1.23)
Bjk := λ
2(k − j)+j
−1,(1.24)
and u(ε) and v(ε) are the analytic functions
u(ε) := ε−
1
2 sinh(2λε
1
2 ), v(ε) := ε−1(cosh(2λε
1
2 )− 1),
u(0) := lim
ε→0
u(ε) = 2λ, v(0) := lim
ε→0
v(ε) = 2λ2.
(1.25)
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By choosing γεk to be of the specific forms (1.9), we ensure the identities (1.22) for suitable choices
of r˜εk. Namely, as shown in Appendix A,
Lemma 1.2. There exists some explicit r˜∗k ∈ R such that any γ
ε of the form (1.9) and any r˜ε of
the form
r˜εk = rk + εr˜
∗
k +O(ε
3
2 )(1.26)
satisfy the equation (1.22).
To further reduce the difference between the drift and ∆¯, we need to control η-cubic terms. The
drift contains no η-cubic (or any higher order) term, and the η-cubic terms in (1.21) already assume
the gradient form (see Definition 2.1), which can be controlled by averaging over a relevant space
section. However, the matching of η-quadratic terms actually causes extra η-cubic terms, which are
of gradient form only if m ≤ 3, see Remark 2.4, hence our assumption m ≤ 3. While our argument
of converting terms into gradient terms requires the assumptions (1.9) and m ≤ 3, we predict that
Theorem 1.1 with the scaling constants (1.15) and (1.16) holds even without either assumptions. To
the extent of our knowledge, this is the first work studying the fluctuation of exclusion processes by
converting terms into gradient terms, and no work has been done in this regard tackling non-gradient
terms.
Even under the assumption m ≤ 3, we are left with η-nonlinear terms with deterministic coeffi-
cients of O(ε2). To conclude the matching of the drift and ∆¯, we need to show that these η-nonlinear
terms actually converge to zero after being averaged over the relevant space and time section. This
we do in Lemma 2.5, and such an estimate is also required for controlling the martingale term.
Indeed, [4] uses an ergodic type analysis to control the quadratic variation of the martingale, which
applies only to a specific η-quadratic term that we find in m = 1. Since we encounter more general
η-nonlinear terms, we need to resort to a different approach, adapting to our setting the sketch
of [21, Proposition 3.28] based on the one-block and two-blocks estimates for the simple exclusion
process on Z/NZ of [17].
The deterministic constant νε in (1.12) balances the constants coming from the microscopic
dynamical equation and (1.20). It turns out to be
νε :=
m∑
k=1
4−1krk(γ
ε
ku(ε)− v(ε)) + λ
2
m∑
k=1
r˜εk
[
k + ε(12)−1(6k2 − 5k)λ2
]
.(1.27)
Actually, in view of (1.9) and (1.26), we have νε = 2
−1λ2
∑m
k=1 rkk
2 +O(ε).
Exact one-point distribution of the kpz equation starting from the narrow wedge initial condition
has been derived and proven by Amir–Corwin–Quastel [1], based on previous work of Tracy and
Widom [25] (see also [23, 24, 26]), and independently obtained by [22]. Specifically, put F (T,X) =
logZT (X)− logPT (X). The law of F (T,X) is given as in [1, Theorem 1.1]. By using Theorem 1.1
in a way similar to [1] and using the uniqueness of (1.13), we thus obtain in our context that
Theorem 1.3. Let ZεT (X) be defined by (1.15) and (1.12) for a weakly asymmetric exclusion process
satisfying (1.9) and m ≤ 3. Consider, in terms of the occupation variable, the step initial condition
(1.28) η0(y) = 1l(0,∞)(y)− 1l(−∞,0)(y).
For each fixed (T,X) ∈ (0,∞)× R,
F εT (X) := −λhβε−2T (β
′ε−1X) + νεε
−1βT + log
λβ′
2ε
1
2
− logPT (X)(1.29)
converges in distribution to F (T,X) as ε→ 0.
Note that while there is no known exact formula for correlation functions or moments for non-
simple exclusion processes, Theorem 1.1 implies exact limiting statistics for the step initial condition
by providing convergence toward the she. In the context of kpz universality, Theorem 1.3 is the
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first exact limiting statistics result derived out of the limiting stochastic partial differential equation,
and not by explicitly solving the model in question.
In Section 2, we examine the dynamics equation of Zεt and obtain an approximated dshe, under
the assumptions (1.9) and m ≤ 3. In Sections 3 we establish the following two propositions, from
which Theorem 1.1 immediately follows.
Proposition 1.4. Let ZεT (X) be defined by (1.15) and (1.12) for a weakly asymmetric exclusion
process satisfying (1.9) and m ≤ 3. Assume that the initial condition Zε0( · ) satisfies (1.18) and
(1.19), then the laws of {Zε}ε on D([0,∞), C(R)) is tight. Moreover, limit points of the law of
{Zε}ε concentrate on C([0,∞), C(R)).
Proposition 1.5. Let ZεT (X) be defined by (1.15) and (1.12) for a weakly asymmetric exclusion
process satisfying (1.9) and m ≤ 3. Assume that the initial condition Zε0 satisfies (1.17) for some
C(R)-valued process Z0( · ), then the law of any limit point Z of {Zε} is a solution to (1.13) starting
from Z0.
Proposition 1.4 is proven by applying the Ho¨lder continuities of the microscopic heat kernel to the
dshe. Proposition 1.5 is established by converting the she (1.13) to a martingale problem, and
proving that any limit point Z of {Zε} satisfies the martingale problem. The key to the proof is
Lemma 2.5, which assures certain fluctuation fields weakly converge to zero at the hydrodynamical
scale. Lemma 2.5 is proven by standard hydrodynamic-limit type analysis using the relevant one-
block and two-blocks estimates, which we do in Section 4. Finally, in order to apply Theorem 1.1 to
prove Theorem 1.3, we need to establish Lemma 5.1, which ensures the Ho¨lder continuity of Zε· ( · )
after a short time starting from the step initial condition (1.28). This is done in Section 5.
Acknowledgment. We thank Ivan Corwin, Fraydoun Rezakhanlou, and Stefano Olla for useful
discussions, and we are grateful to Tadahisa Funaki for the suggestion for eliminating nonlinearity
by seeking gradient terms.
2. Discrete stochastic heat equation.
Throughout this paper, we assume
(2.1) t, s ∈ [0, ε−2T˜ ],
for arbitrary but fixed T˜ > 0, and C denotes a finite positive constant that may change from line to
line. We use x, x′, x1 to denote points of Z, where the height function is defined, and use y, y
′, y1 to
denote points of L, where the particles are. For positive integers i, j, k ∈ N, we adopt the notation
i¯ := i− 12 , j¯ := j −
1
2 , and k¯ := k −
1
2 .
We first derive the dynamical equation of Zεt . Recall from (1.1) that Q
k
· (y) are independent
Poisson processes with rate qεk. Let Ft := σ
{
Qks(y) : s ∈ [0, t], y ∈ L, |k| ≤ m
}
and let ay1→y2 be the
indicator of allowed hops from y1 to y2, that is
(2.2) ay1→y2(η) :=
1 + η(y1)
2
1− η(y2)
2
∈ {0, 1}.
From the dynamics of h described in Section 1, we know that the height at x decreases by 2 when
a particle hops across x from left to right. By the definition (1.12) of Zεt , during [t, t+ dt] the total
contribution to dZεt (x) of hops to the right is(
e2λε
1/2
− 1
)
Zεt (x)
m∑
k=1
∑
x−k<y<x
ay→y+k(ηt)dQ
k
t (y).
Similarly, the contribution of hops to the left to dZεt (x) is(
e−2λε
1/2
− 1
)
Zεt (x)
m∑
k=1
∑
x<y<x+k
ay→y−k(ηt)dQ
−k
t (y).
WEAKLY ASYMMETRIC NON-SIMPLE EXCLUSION PROCESS 7
Aside from these contributions, there is a continuous growth of Zεt due to exp(ενεt). Gathering the
preceding contributions together, and separating drifts and martingale in each dQkt , we obtain the
following infinite (x ∈ Z) system of stochastic differential equations
(2.3) dZεt = (Ω
ε + ενε)Z
ε
t dt+ Z
ε
t dM
ε
t ,
where M εt (x) is a martingale in t for each x ∈ Z, given by
dM εt (x) =
(
e2λε
1/2
− 1
) m∑
k=1
∑
x−k<y<x
ay→y+k(ηt)
(
dQkt (y)− q
ε
kdt
)
+
(
e−2λε
1/2
− 1
) m∑
k=1
∑
x<y<x+k
ay→y−k(ηt)
(
dQ−kt (y)− q
ε
−kdt
)
,
(2.4)
and
Ωεt (x) =
(
e2λε
1/2
− 1
) m∑
k=1
qεk
∑
x−k<y<x
ay→y+k(ηt)
+
(
e−2λε
1/2
− 1
) m∑
k=1
qε−k
∑
x<y<x+k
ay→y−k(ηt).
(2.5)
For the rest of this section we focus on the drift term Ωε + ενε. When m = 1 under the choice of
(1.7), the drift is merely a discrete Laplacian
Ωεt + ενε = 2
−1r˜ε1∆1Z
ε
t ,
where r˜ε1 = r1(1−ε(γ
ε
1)
2)
1
2 . For m > 1, we aim at linearizing the drift term, to which end we expand
the difference (Ωε + ενε) − ∆¯ in ε, where ∆¯ is defined as in (1.20), and choose γεk and r˜
ε
k as (1.9)
and (1.26) to reduces this difference.
Combining (2.2) and(2.5), we group terms into η-linear terms, η-quadratic terms, and constants.
The η-linear terms always appear in a symmetric form:
Lj¯t (x) := ηt(x− j¯)− ηt(x+ j¯).(2.6)
Similarly, fixing k and summing over y ∈ (x − k, x) or y ∈ (x, x + k) in (2.5), all η-quadratic terms
we get are of the form
Qkt (x) :=
∑
y1<x<y2
y2−y1=k
ηt(y1)ηt(y2).(2.7)
Note that −Qkt (x) counts the number of all possible hops of distant k across x. After summing over
k, we get from (2.5) that
(2.8) Ωεt + ενε = ε
1
2Ωlint + εΩ
qd
t + (νε − ν
′
ε)ε,
where
Ωlint (x) :=
m∑
j,k=1
1l{j≤k}ρ
ε
kL
j¯
t (x), Ω
qd
t (x) :=
m∑
k=1
σεkQ
k
t (x), ν
′
ε :=
m∑
k=1
kσεk,(2.9)
and using (1.4) we have
ρεk := 4
−1ε−
1
2
(
(e2λε
1/2
− 1)qεk + (1− e
−2λε1/2)qε−k
)
= 4−1rk(uk(ε)− εγ
ε
kvk(ε)),(2.10)
σεk := 4
−1ε−1
(
−(e2λε
1/2
− 1)qεk + (1− e
−2λε1/2)qε−k
)
= 4−1rk(γ
ε
kuk(ε)− vk(ε)),(2.11)
for u(ε) and v(ε) as in (1.25).
Next we Taylor-expand (1.21). To accommodate the time evolution up to ε−2T˜ , we need to match
(2.8) with (1.21) slightly better than O(ε2). Specifically, we neglect terms of the form ε2Et, where
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Et is a linear combination of uniformly vanishing and weakly vanishing terms defined as following,
and we also neglect terms of the form εGt, where Gt is a gradient term defined as following.
Definition 2.1. We say an Ft-adopted process Et(x) is weakly vanishing if
sup
ε∈(0,1)
sup
t,x
‖Et(x)‖∞ <∞,(2.12)
and for any φ ∈ Cc(R), any T > 0, n = 1, 2,
ε2
ˆ ε−2T
0
(
ε
∑
x
φ(εx)Es(x)Z
ε
s (x)
n
)
ds =⇒ 0.(2.13)
We say an Ft-adopted process Et(x) is uniformly vanishing if limε→0 supt,x ‖Et(x)‖∞ = 0.
A process Gt(x) is a gradient term if Gt =
∑
|k|≤m∇k(E
k
t Z
ε
t ), where each E
k
t is a linear combi-
nation of uniformly vanishing and weakly vanishing terms.
Indeed, when integrating a gradient term against a smooth test function as done in (2.13), by
summation by parts we can move the discrete gradient to the test function and gain a factor of ε.
Hence, we should think of a gradient term as carrying a factor of ε.
In the sequel, we use Et to denote a generic term that is a linear combination of uniformly
vanishing and weakly vanishing terms, and use Gt to denote a generic gradient term. Our goal is to
show
Proposition 2.2. For m ≤ 3, under the choice (1.9), (1.26), and (1.27) of parameters,
(2.14) dZεt =
1
2
m∑
k=1
r˜εk∆kZ
ε
t dt+ Z
ε
t dM
ε
t +
(
ε2Et + εGt
)
Zεt dt.
To this end, we start by proving
Proposition 2.3. For any r˜εk ∈ R,
Zεt ∆¯ =
ε 12 m∑
j=1
(Aεr˜ε)jL
j¯
t + ε
m∑
j=1
(Br˜ε)jQ
j
t + εν
′′
ε + ε
3
2 C˜t + ε
2Et
Zεt + εGt,
where Aε and B are defined as in (1.23) and (1.24), and
ν′′ε :=
1
2
m∑
k=1
r˜εk[k(λε
1/2)2 +
6k2 − 5k
12
(λε1/2)4].(2.15)
Here C˜t denotes a generic η-cubic term of the form∑
0<i<j<k≤m
αεi,j,k
(
ηt(x+ i¯)ηt(x+ j¯)ηt(x+ k¯)− ηt(x− k¯)ηt(x− j¯)ηt(x− i¯)
)
,(2.16)
where αεi,j,k are deterministic and bounded.
Remark 2.4. In Proposition 2.7 we will show that for m ≤ 3, ε
3
2 C˜t is of the form ε
3
2 (Gt + ε
1
2 Et),
hence negligible. While this is not true when m > 3, we conjecture that even then the overall
contribution of ε
3
2 C˜ is still negligible in the limit as ε→ 0.
The following lemma, whose proof is deferred to Section 4, is needed for proving Proposition 2.3.
Lemma 2.5. For any fixed distinct (y1, . . . , yn0) ∈ L
j, n0 = 1, . . . , 4, the term
Φt(x) :=
n0∏
i=1
ηt(x + yi)(2.17)
is weakly vanishing.
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Remark 2.6. Since Φt(x) = ±1, it does not vanish uniformly. Yet we expect it to vanish weakly
because we at near equilibrium fluctuation. More precisely, for any α ∈ [0, 1], consider the product
measure νa on {±1}
L
of the i.i.d. Bernoulli measures pia(1) = a, pia(−1) = 1−a, which is an invariant
measure of exclusion processes. The initial condition (1.18) corresponds to fluctuations near ν1/2.
Since ν1/2(
∏n
i=1 η(x + yi)) = 0, we expect
∏n
i=1 ηt(x + yi) to be small after being averaged over a
large spacetime section.
Proof of Proposition 2.3. Taylor-expand the exponential functions in (1.21) up to the fourth order to
get
∑4
n=1 ε
n
2 Dn+ε
5
2R, where Dn is a linear combination of terms of the form (−
∑
y∈(x,x+k) ηt(y))
n
and (
∑
y∈(x−k) ηt(y))
n, and R is a uniformly bounded remainder. Generically, D1 consists of η-linear
terms, D2 consists of η-quadratic terms, D3 consists of η-cubic terms, D4 consists of η-quartic terms,
respectively, but since ηt(y)
2 = 1 we also get constants in D2, η-linear terms in D3, and η-quadratic
terms and constants in D4. By Lemma 2.5, the non-constant terms of D4 are weakly vanishing,
and clearly ε
1
2R is uniformly vanishing. Hence the sum of all non-constant terms in last two terms
ε2(D4 + ε
1
2R) of the Taylor-expansion is of the type ε2Et. (We will repeatedly use this fact in this
proof when doing Taylor-expansion without explicitly stating it.) Gathering the constants in D2
and D4, and combining the η-linear terms in D3 with D1, we then obtain
(Zεt )
−1∆¯ = ε
1
2Dlin + εDqd + ε
3
2Dcub + ν′′εZ
ε + ε2E ,
where
Dlint (x) :=
m∑
j,k=1
(
λ
2
+ ελ3
3k − 2
12
)
1l{j≤k}r˜
ε
kL
j¯
t (x),(2.18)
Dqdt (x) :=
λ2
2
m∑
k=1
r˜εk
∑
(y1,y2)∈Ik2 (x+)∪I
k
2
(x−)
ηt(y1)ηt(y2),(2.19)
Dcubt (x) :=
λ3
2
m∑
k=1
r˜εk
 ∑
(y1,y2,y3)∈Ik3 (x+)
ηt(y1)ηt(y2)ηt(y3)−
∑
(y1,y2,y3)∈Ik3 (x−)
ηt(y1)ηt(y2)ηt(y3)
,(2.20)
and
Ink (x+) := {(y1, . . . , yn) : y1 < . . . < yn ∈ L ∩ (x, x+ k)},
Ink (x−) := {(y1, . . . , yn) : y1 < . . . < yn ∈ L ∩ (x− k, x)}.
The terms Dqd is the sum of the signs of all possible hops within (x, x+k) and within (x−k, x), and
Dcub is the difference of two sums, consisting of signs corresponding to non-degenerated (distinct
coordinates) cubic terms within (x, x+ k) and within (x− k, x). The factor 3k − 2 in (2.18) counts
the number of degenerated cubic terms with one coordinate being equal to a given value, the factor
k in (2.15) counts the total number of degenerated quadratic terms, and the factor 6k − 5 in (2.15)
counts the number of of degenerated quartic terms such that two of its coordinates take the same
value and the other two coordinates also take the same value (which can be the same or different
from the value of the previous two coordinates).
The quadratic term Dqd corresponds to hops not across x, whereas Ωqd corresponds to hops
across x. Hence, we match Dqd with Ωqd by translating the center point x to lie between the two
particles. That is, we rewrite a generic term Q := ηt(y1)ηt(y2)Zεt (x), (y1, y2) ∈ I
2
k(x+), of D
qd as
Q = ηt(y1)ηt(y2)Z
ε
t (x+ i) + ηt(y1)ηt(y2)Z
ε
t (x)(1− Z
ε
t (x+ i)/Z
ε
t (x)),(2.21)
and choose i ∈ I(y1, y2) := Z ∩ (y1 − x, y2 − x). Since, the first term of (2.21) is a translation of
ηt(y1−i)ηt(y2−i)Zεt (x), we write it as the sum of a gradient term and a generic term ηt(y1−i)ηt(y2−
i)Zεt (x) of Ω
qd. By (1.12), Zεt (x + i)/Z
ε
t (x) is an exponential function of the height difference. By
Taylor-expanding the exponential function to the first order we obtain η-linear terms and some
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remainders. The η-linear terms combined with ηt(y1)ηt(y2) yield η-cubic terms, except when the
η-linear term coincides with ηt(y1), where we have ηt(y2). Thus we obtain
Q = Gt(x) +
(
ηt(y1 − i)ηt(y2 − i) + λε
1
2 ηt(y2) + ε
1
2 C
(0)
t + εEt(x)
)
Zεt (x),(2.22)
where C
(0)
t is a sum of η-cubic terms, and i ∈ I(y1, y2). Notice that Q
j
t (x), as defined in (2.7), is the
sum of ηt(y1 − i)ηt(y2 − i) over i ∈ I(y1, y2), where j = y2 − y1 is fixed. Hence, by summing (2.22)
over i ∈ I(y1, y2), we obtain
jηt(y1)ηt(y2)Z
ε
t (x) = Gt(x) +
(
Qjt (x) + jλε
1
2 ηt(y2) + ε
1
2 Ct + εEt(x)
)
Zεt (x),(2.23)
where Ct is a sum of η-cubic terms. Applying the same reasoning to the mirror image (y′2, y
′
1) of
(y1, y2) with respect to x, namely (y
′
2, y
′
1) = (2x− y2, 2x− y1), we get
jηt(y
′
2)ηt(y
′
1)Z
ε
t (x) = Gt(x) +
(
Qjt (x)− jλε
1
2 ηt(y
′
2)− ε
1
2 C′t + εEt(x)
)
Zεt (x),(2.24)
where C′t is a sum of η-cubic terms, which, by symmetry, is the mirror image of Ct with respect to x
(that is, Ct − C′t is of the form C˜t as in (2.16)). Combining (2.23) and (2.24) we obtain
2−1
(
ηt(y1)ηt(y2) + ηt(y
′
2)ηt(y
′
1)
)
= Gt(x) +
(
j−1Qjt (x) − 2
−1λε
1
2Ly2−xt (x)− ε
1
2 C˜t(x) + εEt(x)
)
Zεt (x).
(2.25)
Since the set Ik2 (x−) is the mirror image of I
k
2 (x+) with respect to x, we can apply (2.25) to (2.19).
After rearranging the sum over y1 and y2, we obtain
Dqdt = λ
2
m∑
j,k=1
Qlt(x)r˜
ε
k(k − j)+j
−1 − 2−1ε
1
2λ
m∑
j,k=1
r˜εk(j − 1)1l{j≤k}L
j¯
t + Gt + ε
1
2 C˜t.(2.26)
Combining the second term of (2.26) with Dlin, we obtain
ε
1
2Dlint + εD
qd
t = ε
1
2
m∑
j=1
(Aεr˜ε)jL
j¯
t + ε
m∑
j=1
(Br˜ε)jQ
j
t .(2.27)
To conclude the proof, it thus suffices to show that Dcub is of the form ε
1
2 Et + Gt. To this
end, we employee a translation similar to (2.21). For each cubic term ηt(y1)ηt(y2)ηt(y3)Z
ε
t (x),
(y1, y2, y3) ∈ I3k(x+), translate the center from x to x+ k to get
ηt(y1)ηt(y2)ηt(y3)Z
ε
t (x) = Gt(x) + ηt(y1 − k)ηt(y2 − k)ηt(y3 − k)Z
ε
t (x)
+ ηt(y1)ηt(y2)ηt(y3)Z
ε
t (x)(1− Z
ε
t (x)/Z
ε
t (x+ k)).
(2.28)
For the last term in (2.28), using (1.12) and Taylor-expansion to the first order, we turn it into
the form ε
1
2 E . Since I3k(x+) → I
3
k(x−): (y1, y2, y3) 7→ (y1 − k, y2 − k, y3 − k) is a bijection, the
sum of ηt(y1 − k)ηt(y2 − k)ηt(y3 − k) over I3k (x+) in (2.28) matches the sum over I
k
3 (x−) in (2.20).
Consequently, Dcub = ε
1
2 Et + Gt, as claimed. 
Proposition 2.7. For m ≤ 3, C˜t = ε
1
2 Et + Gt.
Proof. Clearly, C˜t = 0 when m = 1, 2, whereas when m = 3 (2.16) consists of the single term
corresponding to i = 1, j = 2, k = 3. Since (x + 12 , x +
3
2 , x +
5
2 ) is a translation by 3 of (x −
5
2 , x −
3
2 , x −
1
2 ), the argument in the last paragraph of the proof of Proposition 2.3 also applies to
C˜, concluding the proof. 
We now combine Proposition 2.3 and 2.7 to prove Proposition 2.2.
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Proof of Proposition 2.2. First, comparing (1.27) with (2.9) and (2.15), we find that the constants
always match, that is νε = ν
′
ε + ν
′′
ε . Next, by (2.8) and (2.27), the equation (1.22) implies
ε
1
2Dlin + εDqd = ε
1
2Ωlin + εΩqd +O(ε2)R,(2.29)
where R is a linear combination of η-linear and η-quadratic terms, which by Lemma 2.5 is weakly
vanishing. Hence the remainder O(ε2)R is of the desired form ε2Et. Proposition 2.2 now follows
from Proposition 2.3 and 2.7. 
3. Convergence to the she
Let pε be the kernel of the following semi-discrete heat equation
d
dt
pεt (x) =
1
2
m∑
k=1
r˜εk∆kp
ε
t (x),
pε0(x) = 1l{0}(x).
(3.1)
Let ∗ denote the convolution of two functions on Z, that is (f ∗ g)(x) :=
∑
x′ f(x − x
′)g(x′). We
rewrite the dshe (2.14) as the following integrated form:
Zεt = p
ε
t ∗ Z
ε
0 +
ˆ t
0
pεt−s ∗ (Z
ε
sdM
ε
s ) +
ˆ t
0
ε2pεt−s ∗ (EsZ
ε
s )ds+
∑
|k|≤m
ˆ t
0
ε∇kp
ε
t−s ∗ (E
k
sZ
ε
s )ds,(3.2)
where we applied summation by parts to the last term. Here, as in Definition 2.1, each Ek is a linear
combination of uniformly vanishing and weakly vanishing terms.
3.1. Tightness. In this section we prove Proposition 1.4. The key to the proof is the Ho¨lder
estimates of Zεt given in Proposition 3.2 and Corollary 3.3, whose proofs require the following
Lemma 3.1. Given any deterministic function fs(x, x
′): [0,∞)× Z2 → R, let
f˜s(x, x
′) := sup {|fs′(x, x
′)fs′(x, x
′ + j)| : ⌊s⌋ ≤ s′ < ⌊s⌋+ 1, |j| < m}.
For any n ∈ N we have∥∥∥ ˆ t′
t
∑
x′
fs(x, x
′)Zεs (x
′)dM εs (x
′)
∥∥∥2
2n
≤ Cε
ˆ t′
t
∑
x′
f˜s(x, x
′) ‖Zεs (x
′)2‖nds.
Proof. Fix t and let Rt′(x) :=
´ t′
t
∑
y fs(x, x
′)Zεs (x
′)dM εs (x
′). By the Burkholder–Davis–Gundy
inequality,
(3.3) ‖Rt′(x)
2‖n ≤ C‖[R·(x), R·(x)]t′‖n,
where [ · , · ] denotes the quadratic variation. Let T(s1,s2](x) be the (random) set of all s ∈ (s1, s2] at
which a particle hops across the site x. Since the Poission processes as defined in (1.1) are mutually
independent, using (2.4) we have
[R·(x), R·(x)]t′ =
∑
x′
∑
|l|<m
∑
s∈Tl(x′)
fs−(x, x
′)fs−(x, x
′ + l)(e2σ(x
′,l)λε1/2 − 1)2Zεs−(x
′)Zεs−(x
′ + l),
where Tl(x) := T(t,t′](x)∩T(t,t′ ](x+ l) is the set of s ∈ (t
′, t] at which a particle hops across both the
site x and x+ l, and σ(x, l) = 1 when the particle hops to the right, σ(x, l) = −1 when the particle
hops to the left. (Note that the sum of l goes over |l| < m since Tl(x) = ∅ when |l| ≥ m.) Next we
partition [0,∞) into subintervals Ti := [i, i + 1). Using |e
±λε1/2 − 1| ≤ Cε1/2, and replacing fs and
Zεs by their supremum over Ti, we have
[R·(x), R·(x)]t′ ≤ Cε
⌊t′⌋∑
i=⌊t⌋
∑
x′
f˜i(x, x
′) sup
s∈Ti
max
|l|<m
Zεs (x
′ + l)2.(3.4)
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Since |ht(x+ l)− ht(x)| ≤ l, from the definition (1.12) of Zεt ,
(3.5) max
|l|<m
Zεs (x
′ + l)2 ≤ CZεs (x
′)2.
Next, since each hop across x increases or decreases Zεt (x) by a factor of e
2λε1/2 ,
(3.6) sup
s∈Ti
Zεs (x
′)2 ≤ e4λε
1/2Ni(x
′)Zεi (x
′)2, Zεi (x
′)2 ≤ e4λε
1/2Ni(x
′) inf
s∈Ti
Zεs (x
′)2,
where Ni(x
′) is the number of hops across x′ during the time interval Ti, that is
Ni(x
′) := #TTi(x
′),(3.7)
which is stochastically bounded by a Poisson random variable with rate
∑m
k=1 krk. Take the L
n-
norm of (3.6) using the independence of Ni(x
′) and Zεε2i(x
′) and the bound E(enλε
1/2Ni(x
′)) ≤ C(n).
We then deduce
(3.8)
∥∥∥ sup
s∈Ti
Zεs (x
′)2
∥∥∥
n
≤ C
∥∥∥ inf
s∈Ti
Zεs (x
′)2
∥∥∥
n
≤ C
∥∥∥∥|Ti|−1 ˆ
Ti
Zεs (x
′)2ds
∥∥∥∥
n
≤ C
ˆ
Ti
‖Zεs (x
′)2‖nds.
Combining (3.3), (3.4), (3.5), and (3.8), we conclude the lemma. 
For process f( · ) over Z, a ≥ 0, l ∈ N, define the following norm
(3.9) |f |a,l := sup
x
‖f(x)‖le
−aε|x|.
Note that |f2|2a,l = |f |2a,2l and for any x, x
′ we have
‖f(x′)‖l ≤ e
aε|x|eaε|x−x
′||f |a,l.(3.10)
Proposition 3.2. For any u ∈ (0, 1), a ≥ 0, j ∈ N, t, t′ ∈ [0, T˜ ε−2],
|Zεt |a,2j ≤ C(a)|Z
ε
0 |a,2j ,(3.11)
‖Zεt (x) − Z
ε
t (x
′)‖2j ≤ C(a, u)(ε|x− x
′|)
u
2 ea(ε|x|+|x
′|)(|Zε0 |a,2j +Na,2j,u/2),(3.12)
‖Zεt (x) − Z
ε
t′(x)‖2j ≤ C(a, u)(1 ∨ |t
′ − t|
u
4 )ε
u
2 eaε|x|(|Zε0 |a,2j +Na,2j,u/2),(3.13)
where
Na,j,v := sup
x 6=x′
|ε(x− x′)|−v‖Zε0(x)− Z
ε
0(x
′)‖je
−aε(|x|+|x′|).
Proof. Let u ∈ (0, 1) a > 0 be given and fixed, so that we do not specify the dependence of C
on u and a. Let I1, I2, I3, I4 denote the first, second, third, fourth terms on the RHS of (3.2),
respectively.
We first prove (3.11). Using the readily verified inequality (
∑4
i=1 bi)
2 ≤ 4
∑4
i=1 b
2
i , we get
|(Zεt )
2|2a,j ≤ 4
(
|I21 |2a,j + |I
2
2 |2a,j + |I
2
3 |2a,j + |I
2
4 |2a,j
)
.(3.14)
For I1 we have ‖I21‖j = ‖I1‖
2
2j ≤ (p
ε
t ∗ ‖Z
ε
0‖2j)
2
, which by using (3.10) for l = 2j and (A.20) yields
|I21 |2a,j ≤ C|(Z
ε
0)
2|2a,j . Next, apply Lemma 3.1 to ‖I22‖j for fs(x, x
′) = pεt−s(x − x
′), and then use
(A.6) and (A.23). We then obtain
‖I22‖j ≤ Cε
ˆ t
0
(t− s)−
1
2
(
pε⌈t−s⌉ ∗ ‖(Z
ε
s )
2‖j
)
ds.(3.15)
By applying (3.10) for l = 2j and (A.20), we bound the convolution in (3.15) by Ce2aε|x||(Zεs )
2|2a,j ,
yielding
|I22 |2a,j ≤ Cε
ˆ t
0
(t− s)−
1
2 |(Zs)
2|2a,jds.(3.16)
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As for I3 and I4, by Definition 2.1 we have supε,x,t ‖Et(x)‖∞, supε,x,t ‖E
k
t (x)‖∞ ≤ C, yielding
‖I23‖j = ‖I3‖
2
2j ≤ C
(ˆ t
0
ε2pεt−s ∗ ‖Z
ε‖2jds
)2
, ‖I24‖j ≤ C
∑
k≤m
(ˆ t
0
ε|∇kp
ε
t−s| ∗ ‖Z
ε‖2jds
)2
.
Further apply the Cauchy–Schwartz inequality to get
‖I23‖j ≤ C
(ˆ t
0
ε2pεt−s ∗ 1ds
)(ˆ t
0
ε2pεt−s ∗ ‖(Z
ε
s )
2‖jds
)
,(3.17a)
‖I24‖j ≤ C
∑
|k|≤m
(ˆ t
0
ε|∇kp
ε
t−s| ∗ 1ds
)(ˆ t
0
ε|∇kp
ε
t−s| ∗ ‖(Z
ε
s )
2‖jds
)
,(3.17b)
where 1 denotes the constant function f(x) ≡ 1. The first integral in (3.17a) is clearly bounded by
T˜ , and by (A.21) for v = 1 the first integral in (3.17b) is bounded by CT˜
1
2 . Hence
‖I23‖j ≤ C
ˆ t
0
ε2pεt−s ∗ ‖(Z
ε
s )
2‖jds,(3.18)
‖I24‖j ≤ C
∑
|k|≤m
ˆ t
0
ε|∇kp
ε
t−s| ∗ ‖(Z
ε
s )
2‖jds.(3.19)
Applying (A.20) and (A.21) for v = 1, we obtain
|I23 |2a,j ≤ C
ˆ t
0
ε2|(Zεs )
2|2a,jds, |I
2
4 |2a,j ≤ C
ˆ t
0
ε(t− s)−
1
2 |(Zεs )
2|2a,jds.
Combining the preceding estimates of |I2i |2a,j , i = 1, . . . , 4, we arrive at the following inequality
|(Zεt )
2|2a,j ≤ C|(Z
ε
0)
2|2a,j + C
ˆ t
0
fε(t− s)|(Z
ε
s )
2|2a,jds,(3.20)
where fε(s) := εs
−1/2 + ε2. Iterate (3.20) to get
|(Zεs )
2|2a,j ≤ |(Z
ε
0)
2|2a,j
(
C +
∞∑
l=1
Cl
l!
(ˆ t
0
fε(s)ds
)l)
.
Since t ≤ ε−2T˜ , we have
´ t
0
fε(s)ds ≤ C, concluding (3.11).
Next we show (3.12). Put n = x′ − x so that Zεt (x
′)− Zεt (x) = ∇nZ
ε
t (x). By (3.2) we have
‖∇nZ
ε
t ‖2j ≤ ‖∇nI1‖2j + ‖∇nI2‖2j + ‖∇nI3‖2j + ‖∇nI4‖2j.
For ∇nI1, using summation by parts to move the discrete gradient to Zε0 , we have ‖∇nI1‖2j ≤
pεt ∗ ‖∇nZ
ε
0‖2j . This together with (A.20) implies
(3.21) ‖∇nI1(x)‖2j ≤ |nε|
u/2eaε(|x|+|x
′|)CNa,2j,u/2.
Next, similar to (3.15), applying Lemma 3.1 to ‖(∇nI2)2‖j for fs(x, y) = ∇npεt−s(x− y), and using
(∇npεt−s)
2 ≤ |∇npεt−s|(p
ε
t−s + τnp
ε
t−s), and then combining (A.6) and (A.24), we get
‖∇nI2(x)‖
2
2j ≤ Cε
ˆ t
0
|n|u(t− s)−
1+u
2
(
pε⌈t−s⌉ + τnp
ε
⌈t−s⌉
)
∗ ‖(Zεs )
2‖jds.(3.22)
Using (A.20), (3.10), and (3.11), and calculating the time integral, we then turn (3.22) into
‖∇nI2(x)‖
2
a,2j ≤ C|εn|
ue2a(ε|x|+ε|x
′|)|(Zε0)
2|2a,j .
For ∇nI3 and ∇nI4, similar to (3.17) we have
‖∇nI3(x)‖
2
2j ≤ C
ˆ t
0
ε2|∇np
ε
t−s| ∗ 1ds
ˆ t
0
ε2(pεt−s + τnp
ε
t−s) ∗ ‖(Z
ε
s )‖
2
2jds,(3.23)
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‖∇nI4(x)‖
2
2j ≤ C
∑
|k|≤m
ˆ t
0
ε|∇n∇kp
ε
t−s| ∗ 1ds
ˆ t
0
ε(|∇kp
ε
t−s|+ |τn∇kp
ε
t−s|) ∗ ‖(Z
ε
s )‖
2
2jds.(3.24)
By using (A.21) for v = u and (A.22) for v = u to estimates the first integral in (3.24) and (3.23),
we further obtain
‖∇nI3(x)‖
2
2j ≤ C|nε|
u
ˆ t
0
ε2(pεt−s + τnp
ε
t−s) ∗ ‖(Z
ε
s )‖
2
2jds,(3.25)
‖∇nI4(x)‖
2
2j ≤ C|nε|
u
∑
|k|≤m
ˆ t
0
ε(|∇kp
ε
t−s|+ |τn∇kp
ε
t−s|) ∗ ‖(Z
ε
s )‖
2
2jds.(3.26)
Using (A.20), (A.21) for v = 1, (3.10), and (3.11), we then bound ‖∇nI3‖22j and ‖∇nI4‖
2
2j by
C[|nε|u/2eaε(|x|+|x
′|)|(Zε0)|a,2j ]
2. Combining the preceding estimates for ‖∇nIi‖22j , i = 1, . . . , 4, we
conclude (3.12).
Next we prove (3.13). Without lost of generality, assume t′ > t. It suffices to show for i = 1, . . . , 4,
‖(Ii)t′(x)− (Ii)t(x)‖2j ≤ (1 ∨ (t
′ − t)u/4)εu/2e2aε|x|C
(
|Zε0 |a,2j +Na,2j,u/2
)
.(3.27)
For i = 1, using the semi-group properties pεt′ = p
ε
t′−t ∗ p
ε
t and
∑
x1
pεt′−t(x1) = 1 we have
(I1)t′(x)− (I1)t(x) =
∑
x1
pεt′−t(x− x1)((I1)t(x1)− (I1)t(x)).(3.28)
By (3.21), we have
‖(I1)t(x1)− (I1)t(x)‖2j ≤ (ε|x− x1|)
u/2ea|x−x1|e2a|x|CNa,2j,u/2.(3.29)
Combining (3.29) with (A.20) and (3.28), we conclude (3.27) for i = 1.
For i = 2, write (I2)t′ − (I2)t as the sum of I21 :=
´ t′
t
pεt′−s ∗Z
ε
sdM
ε
s and I22 :=
´ t
0
(pεt′−s−p
ε
t−s)∗
ZεsdM
ε
s . Similar to (3.16), applying Lemma 3.1, (A.6), (A.23), and (A.20) to I21, we bound ‖I21‖
2
2j
by
Cε
ˆ t′
t
(t′ − s)−
1
2 e2aε|x|
∣∣(Zεs )2∣∣2a,jds.
By (3.11) and t′ − t ≤ ε−2T˜ , we further bound this integral by C
[
ε
u
2 (t′ − t)
u
4 e2aε|x||Zε0 |a,2j
]2
. Simi-
larly, applying Lemma 3.1 and (A.6) to I22, using (p
ε
t′−s−p
ε
t−s)
2 ≤ |pεt′−s−p
ε
t−s|(p
ε
t′−s+p
ε
t−s), and
then combining (A.7) for v = u2 , (A.9), and (3.11), we bound ‖I21‖
2
2j by C
[
ε
u
2 (t′ − t)
u
4 e2aε|x||Zε0 |a,2j
]2
.
The estimates for ‖I21‖22j and ‖I21‖
2
2j conclude (3.27) for i = 2.
For i = 3, write (I2)t′ − (I2)t as the sum of I31 :=
´ t′
t
ε2pεt′−s ∗ EsZ
ε
sds and I32 := ε
2
´ t
0
(pεt′−s −
pεt−s) ∗ EsZ
ε
sds. Applying (A.20) and (3.11), we bound ‖I31‖2j by a constant multiple of
ε2(t′ − t)eaε|x||Zε0 |a,2j ≤ T˜
1−u
4 ε
u
2 (t′ − t)
u
4 eaε|x||Zε0 |a,2j .
For I32, similar to (3.17), by introducing a weight gs(x) := e
|x|(1∧s−1/2) in the Cauchy–Schwartz
inequality, we bound ‖I32‖22j by
C
ˆ t
0
ε2
[(
|pεt′−s − p
ε
t−s|/gt−s
)
∗ 1
]
ds
ˆ t
0
ε2
(
(pεt′−s + p
ε
t−s)gt−s
)
∗ ‖(Zεs )
2‖jds.(3.30)
For the first integral, using (A.7) for v = u2 we bound it by Cε
u(t′ − t)
u
2 . For the second integral,
combing (A.20) and (3.11) we bound it by Ce2aε|x||Zε0 |
2
a,2j . Hence ‖I32‖
2
2j is bounded by C[ε
u
2 (t′ −
t)
u
4 eaε|x||Zε0 |a,2j ]
2. Our estimates for I31 and I32 conclude (3.27) for i = 3.
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Finally, for i = 4, we similarly define I41 :=
´ t′
t
ε∇kpεt′−s ∗ E
k
sZ
ε
sds and I42 :=
´ t
0
(∇kpεt′−s −
∇kpεt−s) ∗ E
k
sZ
ε
sds. For I41, applying (A.21) for v = 1 and (3.11) we bound ‖I41‖2j by a constant
multiple of
ε(t′ − t)
1
2 eaε|x||Zε0 |a,2j ≤ T˜
1
2
−u
4 ε
u
2 (t′ − t)
u
4 eaε|x||Zε0 |a,2j .
For I42, similar to (3.30), we bound ‖I42‖22j by a constant multiple of∑
|k|≤m
ˆ t
0
ε
(
|∇kp
ε
t′−s −∇kp
ε
t−s|/gt−s
)
∗ 1ds
ˆ t
0
ε
(
(∇kp
ε
t′−s +∇kp
ε
t−s)gt−s
)
∗ ‖(Zεs )
2‖jds.
For the first integral, using (A.8) for v = u2 we bound it by Cε
u(t′ − t)
u
2 . For the second integral,
combing (A.21) and (3.11) we bound it by Ce2aε|x||Zε0 |
2
a,2j . Hence ‖I42‖
2
2j is bounded by C[ε
u
4 (t′ −
t)
u
2 eaε|x||Zε0 |a,2j ]
2. Our estimates for I41 and I42 conclude (3.27) for i = 4. 
Proposition 3.2 immediately implies following corollary
Corollary 3.3. Under the assumptions (1.18) and (1.19), for all u ∈ (0, 1) we have the following
estimates
‖Zεt ‖14 ≤ C(u)e
a0ε|x|,(3.31)
‖Zεt (x)− Z
ε
t (x
′)‖14 ≤ C(u)(ε|x − x
′|)
u
2 ea0(ε|x|+|x
′|),(3.32)
‖Zεt (x)− Z
ε
t′(x)‖14 ≤ C(u)(1 ∨ |t
′ − t|
u
4 )ε
u
2 e2a0ε|x|,(3.33)
where a0 is the same as in (1.18) and (1.19).
Proof of Proposition 1.4. This proposition is the generalization of the first half (tightness) of [4,
Theorem 3.3] to m > 1. The original proof by [4] for m = 1 actually applies to all processes
satisfying the conclusions of [4, Lemma 4.1, 4.5-4.7], whose proofs relies only on the conclusions of
[4, Lemma 4.1-4.3] for p > 12 and the fact that Ni(x
′), as defined in (3.7), is stochastically bounded
by a Poisson random variable with a fixed rate. (Specifically, the assumption p > 12 is used in [4,
(4.60)].) In our case, Zε satisfies (3.31), (3.32), and (3.33), which correspond to the conclusions of
[4, Lemma 4.1, 4.2, 4.3] for p = 14 > 12, respectively, and Ni(y) is stochastically bounded by a
Poisson random variable with rate (
∑m
k=1 rkk), as shown in the proof of Lemma 3.1. 
3.2. Convergence. In this section we prove Proposition 1.5. To this end, we first obtain an ex-
pression of the predictable quadratic variation of M ε.
Proposition 3.4. d〈M ε(x),M ε(x′)〉 vanishes unless |x− x′| < m, and for |x− x′| < m
Zεt (x)Z
ε
t (x
′)d〈M ε(x),M ε(x′)〉 = ε
(
λ2αl + Et(x)
)
Zεt (x)
2dt,
where l := x− x′ and
αl :=
m∑
k=|l|+1
rk(k − |l|).(3.34)
Proof. By the independence of the Poisson processes Qkt (y), we have〈
Qy2−y1t (y1), Q
y′2−y
′
1
t (y
′
1)
〉
t
=
ˆ t
0
1l{(y1,y2)=(y′1,y′2)}
qεy2−y1ds.(3.35)
Rewrite (2.4) as
(3.36) dM εt (x) =
∑
y1,y2
(
e2 sign(y2−y1)λε
1/2
− 1
)
ay1→y2(ηt)
(
dQy2−y1t (y1)− q
ε
y2−y1dt
)
,
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where the sum is taken over all hops y1 → y2 across x. We then take the product of dM ε(x) and
dM ε(x′) using (3.35) and (3.36) to get
d〈M ε(x),M ε(x′)〉 =
∑
y1,y2
(e2 sign(y2−y1)λε
1/2
− 1)2ay1→y2(ηt)q
ε
y2−y1dt.
Here the sum is taken over all hops y1 → y2 that cross both x and x′, hence is nonzero only when
|x− x′| < m, where by putting (y1, y2) = (x± j¯, x± j¯ ∓ k) we get
d〈M ε(x),M ε(x′)〉 =
m∑
k=l+1
k∧(k+l)∑
j=1∨(1+l)
(
(e−2λε
1/2
− 1)2ax+j¯→x+j¯−k(ηt)q
ε
−k
+ (e2λε
1/2
− 1)2ax−j¯→x−j¯+k(ηt)q
ε
k
)
dt.
(3.37)
Taylor-expanding (e±2λε
1/2
− 1)2 in (3.37) to the first order and using (2.2), we obtain
d〈M ε(x),M ε(x′)〉 = ε
m∑
k=|l|+1
k∧(k+l)∑
j=1∨(1+l)
(
λ2(qεk + q
ε
−k + w1) + w2
)
dt,(3.38)
where w1 is a sum of η-linear and η-quadratic terms and w2 is uniformly vanishing. By (1.12) and
Taylor expansion to the first order, we have Zεt (x
′) = Zεt (x)(1 + w3), for some uniformly vanishing
w3. Clearly w1w3 and w2w3 are uniformly vanishing, and by Lemma 2.5 w1 is weakly vanishing.
Multiplying (3.38) by Zεt (x)Z
ε
t (x
′) = Zεt (x)
2(1 + w3) and using q
ε
k + q
ε
−k = rk, we conclude the
proof. 
We next use use a martingale problem to prove Proposition 1.5.
Definition 3.5. Let Z·( · ) be a C([0,∞), C(R))-valued process such that given any T˜ > 0, there
exists A ≥ 0 such that
(3.39) sup
T∈[0,T˜ ]
sup
X
e−A|X|E
(
ZT (X)
2
)
<∞.
The process Z·( · ) solves the martingale problem with initial condition Z0 if Z0 = Z0 in distribution
and
(φ, ZT )− (φ, Z0)−
1
2
ˆ T
0
(φ′′, ZS)dS, NT (φ)
2 −
ˆ T
0
(φ2, Z2S)dS,
are local martingale for any φ ∈ C∞c (R), where (φ, ψ) :=
´
R
φ(x)ψ(x)dx.
Proof of Proposition 1.5. Recall from [4, Proposition 4.11] that for any initial condition Z0 satisfying
‖Z0(X)‖2 ≤ Ce
A|X|, for some A > 0,(3.40)
the martingale problem Definition 3.5 has a unique solution, which coincides with the law of the
solution to (1.13) with initial condition Z0. Consequently, it suffices to show that (3.40) holds and
any limit point Z of {Zε} solve the martingale problem Definition 3.5 starting from Z0. By passing
to the relative subsequence we assume Zε· ( · )⇒ Z·( · ).
Clearly, (3.40) and (3.39) hold because of (1.18) and (3.31), respectively. Let ẐT (X) := Zεε−2T (ε
−1X) =
Zεβ−1T ((β
′)−1X). By the change of variables (T,X) 7→ (β−1T, (β′)−1X), it suffices to show that
NT (φ) := (φ, ẐT )− (φ, Ẑ0)−
α
2
ˆ T
0
(
φ′′, ẐS
)
dS,(3.41)
ΛT (φ) := NT (φ)
2 − αλ2
ˆ T
0
(φ2, Ẑ2S)dS,(3.42)
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are local martingales. Let a be an arbitrary positive number, 0 ≤ S ≤ S′ ≤ T˜ , and let f :
D([0, S], C(R))→ R be bounded and continuous with respect to the Skorokhod topology. Associate
with any process AT with the stopped process
AaT := A
a
T∧Ta , Ta := inf {T ≥ 0 : |AT | > a}.
It suffices to prove
E((NS′(φ)
a −NS(φ)
a)f(N·)) = 0, E((ΛS′(φ)
a − ΛS(φ)
a)f(N·)) = 0.
To this end, set (φ, Zεt )ε := ε
∑
x φ(εX)Z
ε
t (x), L
ε :=
∑m
k=1 r˜
ε
k∆k, and
NεT (φ) := (φ, Z
ε
ε−2T )ε − (φ, Z
ε
0)ε −
1
2
ˆ ε−2T
0
(Lεφ, Zεs )εds,
ΛεT (φ) := N
ε
T (φ)
2 − ε2αλ2
ˆ ε−2T
0
(
φ2, (Zεs )
2
)
ε
ds.
By the definition of weak convergence, using
∑m
k=1 k
2r˜εk → α (by (1.26) and (1.14)) and using
localization by Ta to guarantee the boundedness of N
ε
S(φ)
a and ΛεS(φ)
a, we get
E((NS′(φ)
a −NS(φ)
a)f(N·)) = lim
ε→0
E((NεS′(φ)
a −NεS(φ)
a)f(Nε· )),
E((ΛS′(φ)
a − ΛS(φ)
a)f(N·)) = lim
ε→0
E((ΛεS′(φ)
a − ΛεS(φ)
a)f(Nε· )).
(3.43)
We next show that NεS(φ) and Λ
ε
S(φ) are approximated by the martingales
N˜εt :=
ˆ t
0
(φ, ZεsdM
ε
s )εds, (N˜
ε
t )
2 −
〈
N˜ε
〉
t
,
respectively, and that the RHS of (3.43) are zero. To this end, we integrate (2.14) to get
(3.44) Nεε−2t(φ)− N˜
ε
t = ε
2
ˆ t
0
(φ, Es)εds+
∑
|k|≤m
ε
ˆ t
0
(
∇kφ, E
k
s
)
ε
ds.
Let Nε1 and N
ε
2 denote the first and second terms on the RHS of (3.44), respectively. By Taylor-
expanding ∇kφ to the first order, we rewrite Nε2 as the sum of
Nε21 :=
∑
|k|≤m
ε2
ˆ t
0
(
kφ′, EksZ
ε
s
)
ε
ds and Nε22 := ε
3
ˆ t
0
∑
|k|≤m
(
φεk, E
k
sZ
ε
s
)
ε
ds,
where φεk(x) is a bounded (in x and ε) function. By Proposition 3.4,〈
N˜ε
〉
t
= ε2
ˆ t
0
∑
x
∑
|l|<m
φ(x)φ(x + l)λ2(αl + Es(x))Z
ε
s (x)
2ds.
By φ(x)φ(x + l) = φ(x)2 +O(εl) and
∑
|l|<m αl = α (by (1.14) and (3.34)), we further write N˜
ε
t as
the sum of
Λ˜ε := αλ2ε2
ˆ t
0
(
φ2, (Zεs )
2
)
ds, Λε1 := ε
2
ˆ t
0
(
φ2, EsZ
ε
s
)
ε
ds,
Λε2 := ε
3
ˆ t
0
(ψε, EsZ
ε
s )εds,
where ψε(x) is a bounded (in x and ε). Hence
Λεε2t(φ) =
(
N˜εt + (N
ε
1 )t + (N
ε
2 )t
)2
− Λ˜εt = (N˜
ε
t )
2 − 〈N˜ε〉t +R
ε
t ,(3.45)
where
Rεt := (Λ
ε
1)t + (Λ
ε
2)t + 2((N
ε
1 )t + (N
ε
2 )t)N˜
ε
t + ((N
ε
1 )t + (N
ε
2 )t)
2
.
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The proof is completed upon showing
lim
ε→0
‖(Nε1 )t‖2 = 0, lim
ε→0
‖(Nε2 )t‖2 = 0, lim
ε→0
‖Rεt‖1 = 0.(3.46)
Since φε and ψε are bounded, by (3.31) we have
‖(Nε1 )t‖4, ‖((N
ε
21)t‖4, ‖(Λ
ε
1)t‖4 ≤ C,(3.47)
‖(N˜εt )
2‖2 ≤ C, ‖(N
ε
22)t‖2 ≤ Cε, ‖(Λ
ε
2)t‖2 ≤ Cε.(3.48)
The bound (3.47) implies the uniformly integrability of {(Nε1 )
2
t}ε, {(N
ε
21)
2
t}ε, and {(Λ
ε
1)
2
t}ε, which
together with Lemma 2.5 implies
lim
ε→0
‖(Nε1 )t‖2 = 0, lim
ε→0
‖(Nε21)t‖2 = 0, lim
ε→0
‖(Λε1)t‖1 = 0.(3.49)
Combining (3.48) and (3.49) we prove (3.46). 
4. Replacement lemma
We first recall some basic notions of continuous time Markov processes associated with exclusion
processes.
As mentioned in Remark 2.6, for any a ∈ [0, 1], the product measure νa is an invariant measure
of exclusion process. Let D := {±1}L be quipped with the corresponding cylindrical σ-algebra G∞
and the probability measure ν := ν 1
2
, let Λn := (−n, n) ∩ L be the n-th interval around 0, and let
{Gn} be the filtration corresponding to the restriction to {±1}
Λn of functions g : D → R. For a
function g : D → R define
(σy,y+kg)(η) := g(η
y,y+k), ηy1,y2(y) :=

η(y2), when y = y1,
η(y1), when y = y2,
η(y) , otherwise,
Recall from (2.2), ay1→y2 is the indicator function for allowed hops. Let
cεy1,y2 :=
(
qεy2−y1ay1→y2 + q
ε
y1−y2ay2→y1
)
1l{0<|y1−y2|≤m},(4.1)
c∞y1,y2 := limε→0
cεy1,y2 = r|y1−y2|(ay1→y2 + ay2→y1)1l{0<|y1−y2|≤m}.(4.2)
The Markov generator of the exclusion process is
Lε :=
∑
y1<y2
Lεy1,y2 , L
ε
y1,y2g := c
ε
y1,y2((σy1,y2g)− g).(4.3)
Let µt,ε denote the law of the exclusion process on D at time t, and ft,ε :=
dµt,ε
dν . Recall that a
function gt(η) : D × [0,∞)→ R (respectively g : D → R ) is cylinder if there exists n such that for
all t, gt ∈ Gn (respectively g ∈ Gn). By the forward Kolmogorov equation, for any cylinder gt,
(4.4)
d
dt
Eν(ft,εgt) = Eν(ft,ε ∂tgt) + Eν(ft,ε L
εgt).
For cylinder g, define
Dεy1,y2(g) :=
1
2
Eν
(
cεy1,y2((σy1,y2g)
1
2 − g
1
2 )2
)
,(4.5)
D∞y1,y2(g) :=
1
2
Eν
(
c∞y1,y2((σy1,y2g)
1
2 − g
1
2 )2
)
,(4.6)
Dε(g) :=
∑
y1<y2
Dεy1,y2(g).(4.7)
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Note that the sum (4.7) is finite since g is cylinder. For each y1, y2, the Dirichlet forms (4.5) and (4.6)
are a convex and lower-semicontinuous function of g (see [16, Theorem A.1.10.2] and [16, Corollary
A.1.10.3]). We have the identity (see [16, Theorem A.1.9.])
(4.8) Eν
(
g
1
2 Lεg
1
2
)
= −Dε(g).
For 0 < |y1 − y2| ≤ m, since c∞y1,y2 + c
∞
y2,y1 = r|y1−y2|(ay1→y2 + ay2→y1) and σy1,y2g = g unless the
hop y1 → y2 or the hop y2 → y1 is allowed, we have
D∞y1,y2(g) = r|y1−y2|Eν
(
((σy1,y2g)
1
2 − g
1
2 )2
)
.(4.9)
Since limε→0 q
ε
k = r|k| > 0, for all ε small enough we have
2D∞y1,y2(g) ≤ D
ε
y1,y2(g).(4.10)
Let gn := Eν(g|Gn). For a probability density function g define the n-th entropy as Hnt (g) :=
Eν(g
n log(gn)). Let Dn := {±1}
Λn . Since #Dn = 22n, we have the crude bounds
Hnt (g) ≤ 2n log 2,(4.11)
Dε(gn) ≤ CenC .(4.12)
Next we gives a bound on the Dirichlet form:
Lemma 4.1. We have the estimate
Dε
(
t−1
ˆ t
0
fnt,εds
)
≤ C + Ct−1n.(4.13)
Remark 4.2. For exclusion processes on the torus Z/NZ, one get the bound Ct−1n instead of
(4.13). We get the extra constant from the boundary effect of Λn. Since t
−1n = O(ε) under the
scaling n = ε−1R, t = ε−2T , this extra constant aggravates (4.13). Consequently, in Lemma 4.3 the
radius of averaging we obtain is of the mesoscopic scale ε−
1
2 , not the macroscopic scale ε−1, which
is the scale of standard replacement lemmas. While a more careful analysis might remove the extra
constant, (4.13) and Lemma 4.3 suffice for proving Lemma 2.5.
Proof of Proposition 4.1. Take the time derivative of Hnt (ft,ε) using (4.4) to get
d
dt
Hnt (ft,ε) = Eν
(
ft,ε(∂tf
n
t,ε/f
n
t,ε)
)
+ Eν
(
ft,εL
ε
(
log fnt,ε
))
.
By the tower property of σ-algebras, the first expectation is Eν
(
∂tf
n
t,ε
)
= d1/dt = 0. Applying the
definition (4.3) of Lε and the inequality log(b/a) ≤ 2a−
1
2 (b
1
2 − a
1
2 ) (which holds for all non-negative
a, b), we obtain
d
dt
Hnt (ft,ε) ≤
∑
y1<y2
Eν
[
2cεy1,y2f
n+m
t,ε
(
fnt,ε
)− 1
2
((
σy1,y2f
n
t,ε
) 1
2 −
(
fnt,ε
) 1
2
)]
.
Write fn+mt,ε
(
fnt,ε
)− 1
2 as the sum of
(
fnt,ε
) 1
2 and
(
fn+mt,ε − f
n
t,ε
)(
fnt,ε
)− 1
2 . Using (4.8), we have
(4.14)
d
dt
Hnt (ft,ε) ≤ −2D
ε(fnt,ε) +D
′,
where
D′ := 2
∑
y1<y2
Eν
[
cεy1,y2
(
fn+mt,ε − f
n
t,ε
)(
fnt,ε
)− 1
2
((
σy1,y2f
n
t,ε
) 1
2 −
(
fnt,ε
) 1
2
)]
.(4.15)
Note that in (4.15) we need only to sum over
∂Λn := {(y1, y2) : y1 < y2, |y1 − y2| ≤ m, exactly one of y1, y2 ∈ Λn}.(4.16)
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Indeed, when y1, y2 ∈ (Λn)c, we have σy1,y2f
n
t,ε − f
n
t,ε = 0, and when y1, y2 ∈ Λn, by the tower
property of σ-algebras we can replace fn+mt,ε in (4.15) by f
n
t,ε. Applying the inequality ab ≤ (a
2R−1+
Rb2)2−1, we further obtain, for any R > 0,
(4.17) D′ ≤
1
2R
∑
(y1,y2)∈∂Λn
Dεy1,y2(ft,ε) +D
′′ ≤
1
2R
Dε(fn+mt,ε ) +D
′′,
where
D′′ :=
R
2
∑
(y1,y2)∈∂Λn
Eν
[
cεy1,y2
(
(σy1,y2f
n
t,ε)
1
2 − (fnt,ε)
1
2
)2
fnt,ε
−1
]
.(4.18)
Since |cy1,y2 | ≤ 1 and (a − b)
2b−1 ≤ 2(a2 + b2)b−1, the random variable in (4.18) is bounded by
2[(fn+mt,ε /f
n
t,ε)f
n+m
t,ε + f
n
t,ε]. Since 1 = Eν
[
fn+mt,ε
/
fnt,ε
∣∣Gn] (η) per η is the equally weighted average of
the 22m values that fn+mt,ε /f
n
t,ε can take, it follows that f
n+m
t,ε /f
n
t,ε ≤ 2
2m. Hence D′′ ≤ CR(#∂Λn) ≤
C(R). Combining this with (4.14) and (4.17), we obtain
(4.19)
d
dt
Hnt (ft,ε) + 2D
ε(fnt,ε) ≤
1
2R
Dε(fn+mt,ε ) + C(R).
Consider (4.19) for n = n+ j, j ∈ {0, 1, . . .}. Integrating in time, multiplying by e−bj , and summing
over j ∈ {0, 1, . . .}, we obtain
(4.20) −
∞∑
j=0
e−bjHnt (ft,ε) + 2D
′′′
0 ≤
emb
2R
D′′′m + C(R)t,
where
D′′′k :=
∞∑
j=k
e−bj
ˆ t
0
Dε(fn+js,ε )ds.(4.21)
Note that by (4.11) and (4.12), the sums of (4.20) and (4.21) are finite for all large enough b. Fix
one such b, choose R so that emb(2R)−1 ≤ 1, yielding 2D′′′0 − e
mb(2R)−1D′′′m ≤ D
′′′
0 . By (4.11) we
have
∑∞
j=0 e
−bjHnt (ft,ε) ≤ Cn. Thus, we obtainˆ t
0
Dε(fns,ε)ds ≤ D
′′′
0 ≤ Cn+ Ct.
Finally, using the convexity of Dε we conclude the proof. 
Recall that Ψ : D 7→ R is Lipschitz if there exists l and C such that for all η and ξ,
|Ψ(η)−Ψ(ξ)| ≤ C
∑
|y|<l
|η(y)− ξ(y)|.
Let
ffl t
s := (t− s)
−1
´ t
s denote the average over the time interval (s, t), and for any P ⊂ Z or P ⊂ L,
let –
∑
P := (#P )
−1
∑
P denote the average over P . We have the readily verified inequality∣∣∣∣∣ —∑
|x|≤n
f(x)− —
∑
|x′|≤j
—
∑
|x|≤n
f(x+ x′)
∣∣∣∣∣ ≤ jn
∣∣∣∣∣ ∑
|x−n|≤j
f(x) +
∑
|x+n|≤j
f(x)
∣∣∣∣∣.(4.22)
For g : D → R, put (τig)(η) := g(τiη), where (τiη)(x) := η(x + i).
Next we prove a replacement lemma that allows us to replace the microscopic average of Ψ by a
mesoscopic average.
Lemma 4.3. For any Lipschitz cylinder function Ψ, any T,R > 0, T0 ≥ 0, X0 ∈ R,
lim
δ→0
lim
ε→0
Eε
 T0+T
T0
—
∑
|x−ε−1X0|≤ε−1R
τxV
δε−
1
2
(ηε−2S)dS
 = 0,(4.23)
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where
Vn(η) :=
∣∣∣∣∣∣ —
∑
|x|≤n
(τxΨ)(η)− Ψ˜(η
n(0))
∣∣∣∣∣∣,(4.24)
ηn(x) := —
∑
|y−x|≤n
η(y),(4.25)
Ψ˜(a) := Eν 1+a
2
(Ψ), which is a function on [0, 1].(4.26)
Proof. Since we impose no assumption on the initial condition, without lost of generality we assume
X0 = T0 = 0, and let Ψ depends only on coordinates of Λn0 . Let
fNεT,ε :=
 ε−2T
0
fNεt,ε dt, Nε := ε
−1R+ δε−
1
2 + n0.(4.27)
We rewrite the expectation in (4.23) as
Eν
[
—
∑
|x|≤ε−1R
(τxVδε−1/2 ) f
Nε
T,ε
]
.(4.28)
We next use (4.28) to reduce (4.23) to the one-block and two-blocks estimates. In the definition
(4.24) of Vn, add and subtract V
(1) := –
∑
|x|≤δε−
1
2
τxVl(η) to get V
δε−
1
2
≤ V (1) + V (2) + V (3), where
V (2) := —
∑
|x|≤δε−
1
2
∣∣∣∣Ψ˜(ηl(x)) − Ψ˜(ηδε− 12 (0))∣∣∣∣,(4.29)
V (3) :=
∣∣∣∣∣ —∑
|x|≤δε−
1
2
Ψ(τxη)− —
∑
|x|≤δε−
1
2
—
∑
|x′|≤l
Ψ(τx+x′η)
∣∣∣∣∣.(4.30)
By [16, Corollary 2.3.6] (which applies to any Lipschitz cylinder Ψ and Ψ˜ as in (4.26) as long as
νa ≤ νa′ for a < a′), Ψ˜ is Lipschitz, yielding
V (2) ≤ C —
∑
|x|≤δε−
1
2
∣∣∣∣ηl(x)− ηδε− 12 (0)∣∣∣∣.
By (4.22), we get V (3) ≤ C l
δε−
1
2
supη |Ψ| ≤ Clδ
−1ε
1
2 (cylinder functions are bounded). Therefore,
lim
δ→0
lim
ε→0
Eν
[
—
∑
|x|≤ε−1R
(τxVδε−1/2) f
Nε
T,ε
]
≤ C lim
l→∞
lim
ε→0
Eν
[
—
∑
|x|≤ε−1(R+1)
(τxVl) f
Nε
T,ε
]
+ C lim
l→∞
lim
δ→0
lim
ε→0
sup
|x′|≤δε−
1
2
Eν
[
—
∑
|x|≤ε−1R
fNεT,ε(η)
∣∣∣∣ηl(x+ x′)− ηδε− 12 (x)∣∣∣∣
]
.
We thus reduce (4.23) to the following one-block estimate (4.31) and two-blocks estimate (4.32). 
Proposition 4.4. For any R, T > 0,
lim
l→∞
lim
ε→0
Eν
[
—
∑
|x|≤ε−1R
(τxVl) f
Nε
T,εdν
]
= 0.(4.31)
Proposition 4.5. For any R, T > 0,
lim
l→∞
lim
δ→0
lim
ε→0
sup
|x′|≤δε−
1
2
Eν
[
—
∑
|x|≤ε−1R
fNεT,ε
∣∣∣ηl(x + x′)− ηε−1/2δ(x)∣∣∣] = 0.(4.32)
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Proof of Proposition 4.4. For any probability density function g on D define
g¯ := —
∑
|x|≤ε−1R
τxg,(4.33)
D∞l (g) :=
∑
y1,y2∈Λl
D∞y1,y2(g).(4.34)
Note that gl = g¯l, and that D∞l is convex and lower-semicontinuous. Since ν is translation invariant
and Vl−n0 ∈ Gl, we replace l by l − n0 in (4.31) and rewrite the expectation as
Eν
[
Vl−n0f
Nε
T,ε
]
= Eν
[
Vl−n0 f¯
l
T,ε
]
.(4.35)
Since the collection of all probability density functions on Dl := {±1}
Λl is compact,
lim
l→∞
lim
ε→0
Eν
[
Vl−n0f
Nε
T,ε
]
= lim
l→∞
Eν
[
Vl−n0f
l
∞
]
,(4.36)
where f l∞ := limε→0 f¯
l
T,ε, which is also a probability density function on Dl. Indeed, f¯
l is an average
in expectation of f¯Nε , and by (4.33) f¯Nε is an average over space of fNε . Using the the convexity
of D∞l twice, we have
D∞l (f¯
l
T,ε) ≤ D
∞
l (f¯
Nε
T,ε) ≤ —
∑
|x|≤ε−1R
D∞l (τxf
Nε
T,ε).(4.37)
Since for ε small enough Nε > ε
−1R+ l +m, by (4.10) and Lemma 4.1 we further get
D∞l (f¯
l
T,ε) ≤ ClεD
ε(fNεT,ε) ≤ Cεl.(4.38)
Using (4.38), and the lower-semicontinuity of D∞l , we obtain D
∞
l (f
l
∞) = 0.
Since r1 > 0, D
∞
l (f
l
∞) = 0 implies σy1,y2f
l
∞ = f
l
∞, for all y1, y2 ∈ Λl with |y1 − y2| = 1. We
then deduce that f l∞ is a function of
∑
|y|<l η(y) = 2lη
l(0), and since f l∞ is a probability density
function, we have ∑
|i|≤l
f l∞(2i)Pν
(
ηl(0) = i/l
)
= Eν(f
l
∞) = 1.(4.39)
Using (4.39) we bound the expectation of (4.36) as
Eν
[
Vl−n0f
l
∞
]
=
∑
|i|≤l
f l∞(i)Eν
(
Vl−n0
∣∣ηl(0) = i/l)Pν(ηl(0) = i/l)
≤ max
|i|≤l
Eν
(
Vl−n0
∣∣ηl(0) = i/l).
It suffices to show
lim
l→∞
max
|i|≤l
Eν
(
Vl−n0
∣∣ηl(0) = i/l) = 0.(4.40)
When ηl(0) = i/l, we have Ψ˜(ηl(0)) = E l+i
2l
(Ψ) := ψ(i), and by (4.22) we further get, for any
l′ ≤ l − n0,
Vl−n0 =
∣∣∣∣∣ —∑
|x−n0|≤l
τxΨ+ ψ(i)
∣∣∣∣∣ ≤ —∑
|x|≤l−n0
τxVl′ + C
l′
l
≤ —
∑
|x|≤l−n0−l′
τxVl′ + C
l′
l
.
Since ν is translation invariant, for each |x| ≤ l−l′−n0 we have Eν(τxVl′ |ηl(0) = i/l) = Eν(Vl′ |ηl(0) =
i/l). Therefore, for any l′ > 0
lim
l→∞
max
|i|≤l
Eν
(
Vl−n0
∣∣ηl(0) = i/l) ≤ lim
l→∞
max
|i|≤l
Eν
(
Vl′
∣∣ηl(0) = i/l).
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Indeed, Vl′ ∈ Gl′+n0 . For any ξ ∈ Dl+n0 , let u be the number of its coordinates taking the value +1,
and let v = 2l + 2n0 − u be the number of its coordinates taking the value −1. Then we have
Pν
 ⋂
|y|<l′
{η(y) = ξ(y)}
∣∣∣∣∣∣ηl(0) = i/l
 = (2l− u− v
l + i− u
)/(
2l
l + i
)
= Fu,vl
(
l + i
2l
)
,
Fu,vl (a) :=
u−1∏
j1=0
(
a−
j1
2l
) v−1∏
j2=0
(
1− a−
j2
2l
)/u+v−1∏
j3=0
(
1−
j3
2l
)
.
For each u and v, liml→∞ F
u,v
l (a) = a
u(1− a)v uniformly for a ∈ [0, 1]. Thus for any l′ > 0,
lim
l→∞
max
|i|≤l
Eν
(
Vl′
∣∣ηl(0) = i/l) ≤ sup
a∈[0,1]
Eνa
(∣∣∣∣∣ —∑
|x|≤l′
τxΨ− Eνa(Ψ)
∣∣∣∣∣
)
.
Finally, since νa is the product of i.i.d. measures and Ψ is cylinder,
lim
l′→∞
sup
a∈[0,1]
Eνa
[(
—
∑
|x|≤l′
τxΨ− Eνa (Ψ)
)2]
= 0,
concluding (4.40). 
Proof of Proposition 4.5. By (4.22), we have
ηδε
−
1
2 (x) = —
∑
|x′′|≤δε−
1
2
ηl(x+ x′′) +O(l(δε−
1
2 )−1).
For each x′, the contribution of those x′′ with |x′ − x′′| ≤ 2l to
(
–
∑
|x′′|≤δε−
1
2
ηl(x+ x′′)
)
is of
O(l(δε−
1
2 )−1). Thus we reduce (4.32) to showing
lim
l→∞
lim
δ→0
lim
ε→0
sup
2l<|j|≤δε−
1
2
Eν
[
—
∑
|x|≤ε−1R
fNεT,ε
∣∣ηl(x+ j)− ηl(x)∣∣] = 0.(4.41)
Let Gjl be the σ-algebra corresponding to the restriction to Λl ∪ (j + Λl), and let
gl,j := Eν [g|σ(Gl,G
j
l )].(4.42)
Similar to (4.35), we rewrite the expectation of (4.41) as Eν
[
(f¯T,ε)
l,j
∣∣ηl(j)− ηl(0)∣∣]. Since |j| > 2l,
(f¯T,ε)
l,j is a probability density function on the configuration of two disjoint intervals Λl ∪ (j +Λl).
By translating the interval (j + Λl) to (2l + Λl), we obtain a probability density function (¯fT,ε)
l,j
on D′l := {±}
Λl∪(2l+Λl). We further write (4.41) as Eν
[
(¯fT,ε)
l,j
∣∣ηl(l)− ηl(0)∣∣]. Similar to (4.36), by
taking limits in Eν
[
(¯fT,ε)
l,j
∣∣ηl(l)− ηl(0)∣∣] we reduce (4.41) to showing
lim
l→∞
Eν
(
fl∞
∣∣ηl(l)− ηl(0)∣∣) = 0,(4.43)
where fl∞ is the limiting probability density function on D
′
l
fl∞ := lim
δ→0
lim
ε→0
sup
2l<|j|≤δε−
1
2
(¯fT,ε)
l,j .
For any probability density function g on D′l, define
D˜∞l (g) := D
∞
l (g) +D
∞
l (τ2lg) + ∆˜(g),
∆˜(g) := r1Eν
[(
(σ 1
2
, 1
2
+2lg)
1
2 − g
1
2
)2]
.
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The Dirichlet forms D∞l ( · ) and D
∞
l (τ2l · ) correspond to hops within Λl and within 2l + Λl, re-
spectively, and ∆˜ corresponds to hops between 12 and
1
2 + 2l. Similar to (4.37) and (4.38), we have
D∞l (f
l
∞) = 0 and D
∞
l (τ2lf
l
∞) = 0. As for ∆˜, we have
∆˜((¯fT,ε)
l,j) = r1Eν
[(
(σ 1
2
, 1
2
+j(f¯T,ε)
l,j)
1
2 − ((f¯T,ε)
l,j)
1
2
)2]
.(4.44)
Without lost of generality, assume j > 0. Since for y1 < y2 the swap σy1,y2 can be decomposed as
σy1,y2g = σy1,y1+1 · · ·σy2,y1+1 · · ·σy1+2,y1+1σy1+1,y1g,
we have
σ 1
2
, 1
2
+jg − g =
j∑
i=1
(
σi¯,¯i+1gi − gi
)
+
j−1∑
i=1
(
σj−i¯,j−i¯−1g˜i − g˜i
)
,
where each gi and g˜i is a swapped g (i.e. σy1,y2σy′1,y′2 · · · g). Furthermore, since ν is invariant under
swapping, g, gi, and g˜ are equal in distribution under ν. Hence, applying the Cauchy–Schwartz
inequality to (4.44) and using (4.9), we obtain
∆˜
(
(¯fT,ε)
l,j
)
≤ Cj
j∑
i=1
D∞i¯,¯i+1
(
(f¯T,ε)
l,j
)
.
By using the convexity of D∞
i¯,¯i+1
similar to (4.37), we further get
∆˜
(
(¯fT,ε)
l,j
)
≤ Cj2εDε(fNεT,ε) ≤ Cj
2ε.
Since |j| ≤ δε−
1
2 , using the lower-semicontinuity of ∆˜, we conclude ∆˜(fl∞) = 0, yielding D˜
∞
l (f
l
∞) = 0.
From D˜∞l (f
l
∞) = 0 we deduce that f
l
∞ is a function of the total number of particles in Λl∪(2l+Λl).
Hence similar to (4.40) we can decomposed the expectation of (4.43) according to
∑
y∈Λl∪(2l+Λl)
η(y),
and use the same argument following (4.40) to conclude (4.43). 
Proof of Lemma 2.5. Given T > 0, n = 1, 2, φ ∈ C0[−R,R](R), and Φt(x) as defined in (2.17), it
suffices to show that limε→0 E(|U
ε|) = 0, where
Uε :=
 Tε−2
0
—
∑
|x|≤ε−1R
Φt(x)Z
ε
s (x)
n φ(εx)ds.
For the Lipschitz cylinder function Ψ(η) =
∏n0
i=1(η) we have Φt(x) = (τxΨ)(ηt). Clearly, Ψ˜(a) = a
n0 .
Using (4.22) and ‖φ‖∞ <∞, we obtain |U
ε| ≤ C(|Uε,δ1 |+ |U
ε,δ
2 |), where
Uε,δ1 :=
 Tε−2
0
—
∑
|x|≤ε−1R
 —∑
0≤x′≤2δε−1/2
(τx+x′Ψ)(ηs)
(
Zεs (x+ x
′)nφ(ε(x + x′))
)ds,(4.45)
Uε,δ2 := δ
−1ε
1
2 —
∑
|x±ε−1R|≤δε−
1
2
 Tε−2
0
Zεs (x)
nds.
By (3.31), limε→0 E(|U
ε,δ
2 |) = 0, for any δ > 0.
The proof is completed upon showing lim
δ→0
lim
ε→0
E(|Uε,δ1 |) = 0, which we next do. Add and subtract
Zs(x)
nφ(εx) inside the parentheses of (4.45), add and subtract(
ηδε
−1/2
(x+ δε−1/2)
)n0
Zεs (x)
nφ(εx) = Ψ˜
(
ηδε
−1/2
(x+ δε−1/2)
)
Zεs (x)
nφ(εx)
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inside the bracket of (4.45), and make the change of variable x + δε−
1
2 7→ x. We then get |Uε,δ1 | ≤
Uε,δ11 + U
ε,δ
12 + U
ε,δ
13 , where
Uε,δij :=
 Tε−2
0
—
∑
|x−δε−
1
2 |≤ε−1R
(U˜ε,δij )s(x)ds,
(U˜ε,δ11 )s(x) := ‖Ψ‖∞ —
∑
|x′|≤δε−1/2
∣∣∣Zεs (x+ x′)nφ(ε(x+ x′))
− Zεs (x− δε
− 1
2 )nφ(ε(x− δε−
1
2 ))
∣∣∣,
(U˜ε,δ12 )s(x) := (τxVδε−1/2)(ηs) Z
ε
s (x− δε
− 1
2 )n‖φ‖∞,
(U˜ε,δ13 )s(x) :=
∣∣∣ηδε− 12s (x)∣∣∣n0Zεs (x− δε− 12 )n‖φ‖∞.
By (3.32) and the continuity of φ, limε→0 E
(
Uε,δ11
)
= 0, for any δ > 0. Applying the Cauchy–
Schwartz inequality to Uε,δ12 , we obtain
[E(Uε,δ12 )]
2 ≤ E
(  Tε−2
0
—
∑
|x−δε−
1
2 |≤ε−1R
(τxVδε−1/2)
2(ηs)ds
)
E
(  Tε−2
0
—
∑
|x−δε−
1
2 |≤ε−1R
Zεs (x− δε
− 1
2 )2nds
)
.
(4.46)
By (4.24), Vn is bounded (in n) for any bounded Ψ, so we can replace (τxVδε−1/2)
2(ηs) in (4.46)
by (τxVδε−1/2 )(ηs). By Lemma 4.3, the first expectation of (4.46) goes to zero under the iterated
limit (limδ→0 limε→0), and by (3.11) the second expectation of (4.46) is bounded in ε and δ, yielding
lim
δ→0
lim
ε→0
E(Uε12) = 0. Finally, for U13, given any |x− δε
−1/2| ≤ ε−1R and s ∈ [0, ε−2T ], define
D1(s, x) :=
{
|Zεs (x− δε
− 1
2 )− Zεs (x+ δε
− 1
2 )| ≤ ε
1
8
}
,
D2(s, x) :=
{
Zεs (x− δε
− 1
2 ) > ε
1
16
}
.
By (3.32) for u = 12 and the Markov inequality we have P(D1(s, x)) ≤ Cε
1
4
− 1
8 . Applying the Cauchy–
Schwartz inequality and (3.31), we get
E[(U˜ε,δ13 )s(x)1lD1(s,x)c ] ≤ P(D1(x, s)
c)
1
2 ‖Zεs (x)
n‖2 ≤ Cε
1
16 .(4.47)
Indeed, for D2(s, x) we have
E[(U˜ε,δ13 )s(x)1lD2(s,x)c ] ≤ Cε
1
16 .(4.48)
From the definitions (1.12) and (4.25), we have
ηδε
−
1
2
s (x) = −
1
2δλ
log
Zεs (x+ δε
− 1
2 )
Zεs (x− δε
− 1
2 )
.
Since on D1(s, x) ∩D2(s, x) we have∣∣∣Zεs (x− δε− 12 )− Zεs (x + δε− 12 )∣∣∣
Zεs (x− δε
− 1
2 )
≤ ε
1
16 ,
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applying the inequality | log(1+t)| ≤ 2|t|, which holds for |t| < 12 , we bound (U˜
ε,δ
13 )s(x)1lD2(s,x)∩D3(s,x)
by C(δ)ε
n0
16 Zεs (x− δε
− 1
2 )n. Further applying (3.31), we get
E
(
(U˜ε,δ13 )s(x)1lD2(s,x)∩D3(s,x)
)
≤ C(δ)ε
n0
16 ≤ C(δ)ε
1
16 .(4.49)
Combining (4.47), (4.48), and (4.49), we obtain limε→0 E(U
ε,δ
13 ) = 0 for any δ > 0, concluding the
proof. 
5. Exact statistics.
In this section we consider the step initial condition (1.28). Instead of (1.15), we use the following
modified scaled field
Z
ε
T (X) := β
′λ(2ε
1
2 )−1ZεT (X),(5.1)
where β and β′ are as in (1.16). The extract factor of β′λ(2ε
1
2 )−1 ensures that Z ε0 ( · ) converges
to δ0( · ). Since F εT (X), as defined in (1.29), satisfies PT (X)e
F εT (X) = Z εT (X) and PT (X)e
F(T,X) =
ZT (X), to prove Theorem 1.3 it suffices to show the convergence of Zε· ( · ) to the solution of (1.13)
for the initial condition δ0( · ). However, Theorem 1.1 does not apply directly to the initial condition
(1.28), as it violates (1.18) and (1.19). We circumvent this problem following the same argument of
[1]. First we show the following holds
Lemma 5.1. For the step initial condition (1.28), given any j ∈ N, δ > 0, u ∈ (0, 1), we have
‖ε−
1
2Zεε−2δ(x)‖2j ≤ C(j, δ),(5.2)
‖ε−
1
2 (Zεε−2δ(x)− Z
ε
ε−2δ(x
′))‖2j ≤ (ε|x− x
′|)
u
2C(j, δ, u).(5.3)
From Lemma 5.1, conditions (1.18) and (1.19) hold for Z εδ , for any δ > 0. We then apply Theorem
1.1 to conclude Z ε· ( · )⇒ Z·( · ) on [δ,∞)×R, where ZT (X) satisfying the she (1.13) on [δ,∞)×R.
Next, the extension argument in [1, Section 3] extends ZT (X) to (T,X) ∈ (0,∞) × R, yielding
Z ε· ( · )⇒ Z·( · ) on (0,∞)× R, and
ZT (X) =
ˆ
R
PT−δ(X −X
′)Zδ(X
′)dX ′ +
ˆ T
δ
ˆ
R
PT−S(X −X
′)ZS(X
′)W (dX ′dS),(5.4)
for any δ > 0. The proof is then completed upon showing the following
Lemma 5.2. When δ → 0, the RHS of (5.4) converges weakly to
PT (X) +
ˆ T
0
ˆ
R
PT−S(X −X
′)ZS(X
′)W (dX ′dS).(5.5)
Now we prove Lemma 5.1 and 5.2.
Proof of Lemma 5.1. Let I1, I2, I3, I4 denote the first, second, third, fourth terms on the RHS of
(3.2), respectively, and let Ji := ε
− 1
2 Ii, i = 1, . . . , 4. Note that J1 is deterministic since Z
ε
0 is. By
(3.14) we have
‖(ε−
1
2Zεt )
2‖j ≤ 4
(
(J1)
2 + ‖(J2)
2‖j + ‖(J3)
2‖j + ‖(J4)
2‖j
)
.
Since Z ε0 ( · ) approximates the delta function, we have
ε
1
2
∑
x
Zε0(x) ≤ C.(5.6)
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Since J1 = p
ε
t ∗ ε
− 1
2Zε0 , using (A.20) we have J1 ≤ C(ε
2t)−
1
2 . From (3.15), (3.18), and (3.19), we
obtain
‖(J2)
2‖j ≤ C
ˆ t
0
ε(t− s)−
1
2pε⌈t−s⌉ ∗ ‖(ε
− 1
2Zεs )
2‖jds,
‖(J3)
2‖j ≤ C
ˆ t
0
ε2pεt−s ∗ ‖(ε
− 1
2Zεs )
2‖jds,
‖(J4)
2‖j ≤ C
ˆ t
0
ε
∑
|k|≤m
|∇kp
ε
t−s| ∗ ‖(ε
− 1
2Zεs )
2‖jds.
(5.7)
Combining the preceding estimates of ‖(Ji)2‖j, i = 1, . . . , 4, we arrive at the following inequality
‖(ε−
1
2Zεt )
2‖j ≤ Cg
ε
s + C
ˆ t
0
f εt−s ∗ ‖(ε
− 1
2Zεs )
2‖jds,
where
gεt := (ε
2t)−
1
2
(
pεt ∗ ε
− 1
2Zε0
)
, f εt := εt
− 1
2pε⌈t⌉ + ε
2pεt +
∑
|k|≤m
ε|∇kp
ε
t |.
After iteration we get
‖(ε−
1
2Zεt )
2‖j ≤ Cgt +
∞∑
n=1
Cn
n!
ˆ
∆n(t)
f εs1 ∗ · · · ∗ f
ε
sn ∗ g
ε
sn+1ds1 · · · dsn,(5.8)
where ∆n(t) := {(s1, . . . , sn+1) : s1 + . . .+ sn+1 = t}. Using (5.6), (A.23), (A.24), (A.20), and
(A.21), we have
gεt ≤ C(ε
2t)−1, f εt ≤ C(εt
−1 + ε2t−
1
2 ),(5.9) ∑
x
gεt (x) ≤ Cε
−2t−
1
2 ,
∑
x
f εt (x) ≤ C
(
(ε2t)−
1
2 + ε2
)
.(5.10)
For (s1, . . . , sn+1) ∈ ∆n(t), we must have si∗ ≥ t(n + 1)
−1 for some i∗ ∈ {1, . . . , n+ 1}. Hence,
using (5.9) and (5.10), we bound the integrand in (5.8) by
n∑
i∗=1
Cn
( ∏
i=1,...,n
i6=i∗
(εs
− 1
2
i + ε
2)
)(
ε−2(sn+1)
− 1
2
)(
εt−1(n+ 1) + ε2t−
1
2 (n+ 1)
1
2
)
+ Cn
(
n∏
i=1
(εs
− 1
2
i + ε
2)
)
(ε2t(n+ 1)−1)−1.
For t ∈ [ε−2δ/2, ε−2T˜ ], integrating in time, we bound the integral in (5.8) by n2C(δ)n. Hence
‖(ε−
1
2Zεt )
2‖j ≤ C(δ), when t ≥
δε−2
2
.(5.11)
This proves (5.2). Similarly, summing over x in (5.8) by using (5.10), we then get∑
x
‖(ε−
1
2Zεt )(x)
2‖j =
∑
x
‖(ε−
1
2Zεt )(x)‖
2
2j ≤ C(ε
−2t−
1
2 + 1).(5.12)
Next we prove (5.3). Put n = x′ − x so that Zεt (x
′)− Zεt (x) = ∇nZ
ε
t (x). First we have
‖ε−
1
2∇nZ
ε
ε−2δ‖2j ≤
4∑
i=1
‖(∇nJi)ε−2δ‖2j .
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For i = 1 we have ‖(∇nJ1)ε−2δ‖2j ≤ |ε
−1∇npεε−2δ| ∗ ε
1
2Zε0 . Applying (5.6) and (A.24) for v =
u
2 we
get |∇npεε−2δ| ∗ Z
ε
0 ≤ C(δ)|εn|
u
2 . Next, by (3.22), (3.25), and (3.26), we have
‖∇n(J2)ε−2δ‖
2
2j ≤ Cε
ˆ ε−2δ
0
|n|u(t− s)−
1+u
2
(
pε⌈t−s⌉ + τnp
ε
⌈t−s⌉
)
∗ ‖ε−
1
2Zεs‖
2
2jds.
‖∇n(J3)ε−2δ‖
2
2j ≤ C|nε|
u
ˆ ε−2δ
0
ε2(pεt−s + τnp
ε
t−s) ∗ ‖ε
− 1
2Zεs‖
2
2jds,
‖∇n(J4)ε−2δ‖
2
2j ≤ C|nε|
u
∑
|k|≤m
ˆ ε−2δ
0
ε(|∇kp
ε
t−s|+ |τn∇kp
ε
t−s|) ∗ ‖ε
− 1
2Zεs‖
2
2jds.
(5.13)
To bound the terms in (5.13), we divide the time integrals into an integral over (0, δε−2/2) and an
integral over (δε−2/2, δε−2). For the integral over (0, δε−2/2) apply the inequality∑
x′
|a(x′)b(x′)| ≤ sup
x′
|a(x′)|
∑
x′
|b(x′)|(5.14)
with b = ‖ε−
1
2Zεs‖
2
2j and a being the rest of the integrand. By using (A.6), (A.24), and (5.12), we
bound the integrals by C(δ)|nε|u/2. Similarly, for the integral over (δε−2/2, δε−2) apply (5.14) with
a = ‖ε−
1
2Zεs‖
2
2j and b being the rest of the integrand. By using (A.20), (A.21), and (5.11), we bound
the integrals by C(δ)|nε|u/2. Hence ‖ε−
1
2∇n(Ii)ε−2δ‖
2
2j ≤ C(δ)|nε|
u/2, for i = 2, 3, 4, concluding
(5.3). 
Proof of Lemma 5.2. Let Aδ, Bδ denote the first and second terms on the RHS of (5.4), respectively,
and let A, B denote the first and second term of (5.5), respectively. By the Itoˆ isometry,
E
(ˆ δ
0
ˆ
R
PT−S(X −X
′)ZS(X
′)W (dXdS)
)2
=
ˆ δ
0
ˆ
R
PT−S(X −X
′)2E(ZS(X
′))
2
dX ′dS.
Using the boundedness of PT−S(X −X ′)2 and (5.12), we further bound this expression by
C lim
ε→0
ˆ δ
0
ε
∑
x′
E
(
ε−
1
2Zεβε−2S(β
′x′)
)2
dS ≤ C lim
ε→0
ˆ δ
0
εS−
1
2 dS = Cδ
1
2 .(5.15)
Since the RHS of (5.15) converges to zero as δ → 0, Bδ weakly converges to B.
Let (Kεi )T (X) := λβ2
−1(Ji)βε−2T (β
′ε−1X). By definition Aδ is the weak limit of
4∑
i=1
lim
ε→0
PT−δ ∗ (K
ε
i )δ.
Since Zε0 ( · ) approximates the delta function, by (A.5) and (1.16) we have (K
ε
1)δ(X)
ε→0
==⇒ Pδ(X),
yielding limε→0 PT−δ ∗ (Kε1)δ = PT . Next, using (5.7), (5.12), (A.20), and the boundedness of PT−δ,
for i = 2, 3, 4 we have
lim
δ→0
∥∥∥ lim
ε→0
PT−δ ∗ (K
ε
i )δ
∥∥∥
2
≤ C lim
δ→0
lim
ε→0
ε
∑
x′
‖(Ji)ε−2δ(x
′)‖2 = 0,
concluding the proof. 
Appendix A.
Proof of Lemma 1.2. We first solve the equation (1.22) without the O(ε2), that is
Aεr˜ε = 4−1(u(ε)Ar − εv(ε)ARγε),
Br˜ε = 4−1(u(ε)Rγε − v(ε)r),
(A.1)
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where A and R are the m-dimensional square matrices Ajk := 1l{j≤k} and R := 1l{j=k}rk, and
r := (r1, . . . , rm). Since A
ε is invertible for all ε small enough, by multiplying the first equation of
(A.1) by (Aε)−1 and substituting it into the second equation, we arrive at the following equivalent
equations (
R+ ε
v(ε)
u(ε)
B(Aε)−1AR
)
γε =
(
v(ε)
u(ε)
+B(Aε)−1A
)
r,
r˜ε = 4−1
(
u(ε)(Aε)−1Ar − εv(ε)(Aε)−1ARγε
)
,
(A.2)
Since R has full rank, (A.2) has a unique solution (γ(ε), r˜(ε)). Moreover, since (Aε)−1, u(ε), v(ε)
are C∞ in ε for small enough ε (even at ε = 0), and u(0) = 2λ > 0, γ(ε) and r˜(ε) are also C∞ in ε.
By solving (A.2) at ε = 0 (notice that Aε = λ2A at ε = 0), we obtain
γk(0) = λ
(
2
rk
m∑
k′=k+1
k′ − k
k
rk′ + 1
)
, r˜k(0) = rk.
By choosing r˜∗k :=
dr˜k
dε (0), for any given γ
ε and r˜ε of the form (1.9) and (1.26), we have γε−γ(ε) =
O(ε) and r˜ε − r˜(ε) = O(ε
3
2 ). Tracking the coefficients multiplying γεk and r˜
ε
k in (1.22), we find that
the difference of O(ε) between γε and γ(ε) and the difference of O(ε
3
2 ) between r˜ε and r˜(ε) will only
contribute O(ε2) to (1.22), concluding the proof. 
Next, we provide some estimates of the semi-discrete heat kernel pε, as defined in (3.1). Solving
(3.1) by Fourier series, we have
pεt (x) =
1
2pi
ˆ pi
−pi
e−ixθ exp [−tφ(θ)]dθ, where φ(θ) :=
m∑
k=1
(1− cos(kθ))r˜εk .(A.3)
From (1.26) and (1.5) we have
(A.4) 0 < c0 ≤ φ(θ)θ
−2 ≤ C <∞, for all θ ∈ [−pi, pi] \ {0}.
Indeed,
ε−1pεε−2T (ε
−1X) =
1
2pi
ˆ piε−1
−piε−1
e−iXθ exp
[
−T
m∑
k=1
r˜εkε
−2(1− cos(θε−1))
]
dθ.
For each T > 0, by (A.4), the integrand is bounded by e−c0Tθ
2
. Hence by the dominated converge
theorem we have, for any (T,X) ∈ (0,∞)× R,
lim
ε→0
ε−1pεε−2T (ε
−1X) = PαT (X),(A.5)
where α is defined as in (1.14).
Proposition A.1. Given any b ≥ 0, for any |k| ≤ m, n ∈ Z, v ∈ [0, 1], 0 ≤ t < t′ <∞, and x ∈ Z,
we have
pεt (x) ≤ e
C(t′−t)pεt′(x),(A.6)
|pεt′(x)− p
ε
t (x)| ≤ (1 ∧ t
− 1
2
−v)(t′ − t)vC,(A.7)
|∇kp
ε
t′(x)−∇kp
ε
t (x)| ≤ (1 ∧ t
−1−v)(t′ − t)vC,(A.8)
pεt (x) ≤ C(b)(1 ∧ t
− 1
2 )e−b|x|(1∧t
−1/2),(A.9)
|∇np
ε
t (x)| ≤ C(b)(1 ∧ t
− 1+v
2 )|n|ve−b|x|(1∧t
−1/2),(A.10)
|∇n∇kp
ε
t (x)| ≤ C(b)(1 ∧ t
− 2+v
2 )|n|ve−b|x|(1∧t
−1/2).(A.11)
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Proof. The estimate (A.6) is derived the same way as [4, (A.5)].
Next we prove prove (A.7). Take the difference pεt′(x) − p
ε
t (x) using (A.3), and then use (A.4)
and the readily verified identity
1− e−a ≤ 1 ∧ av(A.12)
(which holds for a ≥ 0) to bound the integrand by C[1 ∧ ((t′ − t)θ2)u]e−c0tθ
2
. This expression can
be further bounded by
C(t′ − t)u(1 ∧ θ2u)e−c0tθ
2
,(A.13)
because |θ| ≤ pi. To get (A.7), First use the bound C(t′ − t)u in (A.13) and integrate over θ, and
then use the bound C(t′ − t)uθ2ue−c0tθ
2
in (A.13) and integrate over R. Similarly, modifying (A.3)
by taking the discrete gradient, we get (A.8) through the same reasoning.
To prove (A.9), (A.10), and (A.11) we derive another integral expression of pεt . First by making
the change of variable z = eiθ in (A.3), we turn the integral over θ ∈ [−pi, pi] into a contour
integral of 12piiz
−x−1e−tψ(z) along {|z| = 1} ⊂ C, where ψ(z) :=
∑
k r˜
ε
k[1− (z + z
−1)2−1]. Since this
integrand is holomorphic on C \ {0}, we can deform the original contour {|z| = 1} and integrate
along {|z| = 1 + δ}, where
δ := eb sign(x)(1∧t
−1/2) − 1.(A.14)
Making another change of variable (1 + δ)e−iθ = z in this new contour integral, we obtain
pεt (x) =
1
2pi
ˆ pi
−pi
(1 + δ)−xe−ixθ exp
[
−tψ((1 + δ)eiθ)
]
dθ.(A.15)
Next, by the definition of ψ and φ we have
ψ((1 + δ)eiθ) = φ(θ) + iδ
m∑
k=1
r˜εk sin(kθ) +
δ2
2(1 + δ)
m∑
k=1
r˜εke
−ikθ.(A.16)
Combining (A.4),(A.15), and (A.16), and integration over [−pi, pi], we bound pεt (x) by C(1+δ)
−x(1∧
t−
1
2 )eCδ
2t. By (A.14) and (A.12), we have δ2t ≤ C(b) and (1 + δ)−x = e−b|x|(1∧t
−1/2), concluding
(A.9).
Next, we turn to (A.10). Modifying (A.15) by taking the discrete gradient ∇n, we get
(A.17) ∇np
ε
t (x) =
1
2pi
ˆ pi
−pi
S(θ) exp
[
−t
(
1− ψ((1 + δ)eiθ)
)]
dθ,
where S(θ) := (1+δ)−(x+n)e−i(x+n)θ−(1+δ)−xe−ixθ. Write S(θ) as the sum of (1+δ)−xe−i(x+n)θ[(1+
δ)−n − 1] and (1 + δ)−xe−ixθ(e−iθn − 1). By (A.14) and (A.12), we have
(1 + δ)−n − 1 ≤ C(b)|n(1 ∧ t−1/2)|v,
|eiθn − 1| ≤ C|θn|v,
yielding,
(A.18) |S(θ)| ≤ C(b)|n|v((1 ∧ t)−v/2 + |θ|v)e−b|x|(1∧t
−1/2).
Combining this with (A.17), and (A.16), and integrating over θ, we obtain (A.10).
As for (A.10), similar to (A.10), we modify (A.15) to get
(A.19) ∇n∇kp
ε
t (x) =
1
2pi
ˆ pi
−pi
T (θ) exp
[
−t
(
1− ψ((1 + δ)eiθ)
)]
dθ,
where T (θ) := S(θ)S˜(θ), and S˜(θ) := (1+δ)−ke−ikθ−1. Write S˜(θ) as the sum of [(1+δ)−k−1]e−ikθ
and (e−iθk − 1). Since |k| ≤ m, by (A.14) and (A.12), we have
(1 + δ)−k − 1 ≤ C(b)(1 ∧ t−1/2),
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|eiθk − 1| ≤ C|θ|.
Therefore, |S˜(θ)| ≤ C(b)((1 ∧ t−1/2) + |θ|). Combining this inequality with (A.18), (A.19), and
(A.16) and integrating over θ, we obtain (A.11). 
Proposition A.1 immediately implies the following corollary
Corollary A.2. Given any b ≥ 0, for any |k| ≤ m, v ∈ [0, 1], t ∈ [0, T˜ ε−2], x ∈ Z, and j ∈ N, we
have ∑
x
pεt (x)e
bε|x| ≤ C(b),(A.20) ∑
x
|∇np
ε
t (x)| ≤ C(b)t
− v
2 |n|v,(A.21) ∑
x
|∇n∇kp
ε
t (x)| ≤ C(b)t
− 1+v
2 |n|v,(A.22)
sup
x
pεt (x)e
bε|x| ≤ t−
1
2C(b),(A.23)
sup
x
|∇np
ε
t (x)|e
bε|x| ≤ C(b)(1 ∧ t−
1+v
2 )|n|v.(A.24)
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