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Abstract
The numerical integration for the ordinary di2erential equations is extremely important for applications.
So far, almost all the numerical integration methods apply the 6nite di2erence approximation even for a
time-invariant system.
The precise integration method (PIM) solves the time step integration for the time-invariant system 6rst.
For such a problem, precise integration gives a highly precise numerical result, which approaches the full
computer precision. After the integration of time-invariant system is solved, various approximate methods can
be applied to other problems such as time-variant or nonlinear time integration.
The numerical integration of two-point boundary value problems (TPBVP) is also very important in applica-
tions. Such as wave propagation, optimal control, structural mechanics, electro-magnetic wave guide problems,
etc. The PIM can also be applied to solve the TPBVP. The TPBVP induced initial value problems such as
the Lyapunov di2erential equation, the Riccati di2erential equation and the Kalman–Bucy 6lter equation, etc.
can also be solved along the same way.
In this paper, the essence of precise integration will be explained.
c© 2003 Published by Elsevier B.V.
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1. Introduction
Numerical integration for a set of simultaneous ordinary di2erential equations (ODEs) is very
important in applications. So far, tremendous e2orts have been devoted to 6nd an appropriate method
to solve this problem. Roughly speaking, the integration of the ODEs can be classi6ed into two kinds
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of problems:
(1) initial value problems;
(2) two-point boundary value problems (TPBVP) which are found in a number of books such as
‘Numerical recipe’ [9, Chapters 16 and 17].
The matrix Riccati di2erential equation, which is very important in optimal control theory and a
number of other disciplines, is one of the initial value problems. But it is derived from the dual
di2erential equations for which the boundary conditions are given at the two ends of the time interval.
Therefore, the Riccati di2erential equation is also considered as a TPBVP.
The numerical solution method for the ODEs mentioned in a number of books is usually the 6nite
di2erence method (FDM) even for a linear time-invariant system, such as [9,6] and the references
quoted therein. However, the FDM usually brings errors and a number of numerical diDculties,
such as sti2ness of the problem. But the FDM is not unique and the precise integration method
(PIM) is proposed for the numerical integration of the ODEs. In contrast to the traditional 6nite
di2erence approximation, the numerical results of PIM for a set of simultaneous linear time-invariant
ODEs approach the computer precision and also is free from the sti2 problem. The PIM can also
be extended to the time-variant or nonlinear ODE system [15] and will be further described in the
present paper.
The PIM combines the techniques of
(1) the 2N algorithm, and
(2) keeping track of the incremental part,
to reach high precision for both the initial value boundary value problems and the TPBVP. The
TPBVP is very important for elasticity, structural mechanics, optimal control, Kalman–Bucy 6ltering,
wave propagation problems, etc.
The mathematics needed for the PIM is simple. The initial value problem is most fundamental
and is described 6rst.
2. Precise integration method for initial value problem
A set of ODE can be given in matrix/vector form as
v˙ = Av + f ; v(0) = v0 = given vector; (1)
where a dot above (˙) means the di2erentiation with respect to time t, v(t) is an n-dimensional vector
function to be determined, A is a given n × n constant matrix, and f(t) is a given n-dimensional
external force vector.
2.1. Integration of homogeneous equation, algorithm for exponential matrix
According to the solution theory for ODEs, the homogeneous equations should be solved 6rst,
v˙ = Av: (2)
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Because A is a time-invariant matrix, its general solution can be given as
v = exp(At) · v0: (3)
The exponential matrix is de6ned as usual [4]
exp(At) = In + At +
(At)2
2
+
(At)3
3!
+
(At)4
4!
+ · · · : (4)
Now the problem is its numerical computation, as precise as possible. A time step, denoted as , is
necessary given for the numerical integration. Then a series of equal duration instants are
t0 = 0; t1 = ; tk = k; : : : (5)
for which
v1 = v() = Tv0; T= exp(At): (6)
After the matrix T is computed, time step integration becomes the following recurrence:
v1 = Tv0; v2 = Tv1; : : : ; vk+1 = Tvk ; : : : (7)
i.e., a series of matrix–vector multiplications. Therefore, the problem is reduced to computating
the exponential matrix T. The precise computation of exponential matrix [12,13] has two cruxes,
namely:
(1) the additional theorem of exponential function is used, i.e., the 2N algorithm [1],
(2) keeping track of the incremental part of the exponential matrix, rather than the total value.
The additional theorem of the exponential function is given by the identity
exp(A) ≡ [exp(A=m)]m; (8)
where m is an arbitrary integer. It is suggested to select
m= 2N such as N = 20; m= 1048576: (9)
Because  should be a small time interval, 
 = =m is an extremely small time interval. Hence for
the interval, the truncated Taylor expansion is applied with high precision:
exp(A
) ≈ In + (A
) + (A
)
2
2
+
(A
)3
3!
+
(A
)4
4!
: (10)
Because 
 is very small, the 6rst 6ve term series expansion should be enough. The exponential
matrix T(
) departs from the unit matrix In to a very small extent. Hence it should be distinguished
as
exp(A
) ≈ In + Ta;
Ta = (A
) + (A
)2[In + (A
)=3 + (A
)2=12]=2: (11)
Note that the matrix Ta is very small.
In the computation, one of the most important points is that only the additional matrix Ta of (11)
is kept in the memory rather than the matrix T = (In + Ta). Because Ta is extremely small, if it
is added to the unit matrix In, Ta will become an appended part and its precision will be seriously
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dropped in the round-o2 operation in computer arithmetic; in fact Ta is an incremental part. This is
the second crux mentioned above.
For computing the matrix T, Eq. (8) should be factored as
T= (I + Ta)2
N
= (I + Ta)2
(N−1) × (I + Ta)2(N−1) : (12)
Such factorization should be iterated N times. Next, for the arbitrary matrices Tb and Tc, the identity
(I + Tb)× (I + Tc) = I + (Tb + Tc + Tb × Tc) (13)
holds and when Tb and Tc are very small, the multiplication should not be executed after the addition
of the unit matrix I as given on the left-hand side. Treating the matrices Tb and Tc as Ta, the N
times multiplication of Eq. (12) correspond to the following instruction:
for(iter = 0; iter¡N ; iter + +) Ta = 2Ta + Ta × Ta: (14)
After the execution of the above instruction, the summation
T= I + Ta (15)
is 6nally executed, and after N times multiplication, Ta is no longer a very small matrix, and this
addition will have no serious numerical round-o2 error again. The algorithm given above is called
the precise computation of exponential matrix.
Time-invariant system means symmetry under translation group.
Exponential matrix is widely used and is one of the most frequently computed matrix functions.
Quite a number of algorithms that had been proposed earlier, are unsatisfactory. Ref. [8] reviewed
19 dubious algorithms among them, but a later treatise [5] implies that the problem has not been
solved satisfactorily yet. It should be mentioned that the eigenvector expansion method is e2ective
in the case of no Jordan form nearly to appear. However, the precise computation method proposed
above always works perfectly even if the Jordan form really appears for the matrix A, and it is
never a dubious algorithm.
2.2. Inhomogeneous equation
Let us go back to Eq. (1). The external force f(t) should be considered now. According to
the theory of linear di2erential equation, after 6nding the impulse response matrix (t; t1), where
t1¡t is an arbitrary time instant, the external force f(t) induced response can be computed by the
Duhamel’s integration
v(t) =(t; t0) +
∫ t
t0
(t; t1)f(t1) dt1; (16)
where the matrix (t; t1) has the following behaviour:
(1) (t; t) = I; (17)
(2) (t; t1) =(t; t2)(t2; t1); (18)
(3) satis6es the di2erential equation ˙(t; t1) = A(t; t1): (19)
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In the above equation, the time-variant matrix A(t) means that Eq. (16) applies also to the
time-variant system. For the special case of time-invariant system,
(t; t1) =(t − t1) = exp[A · (t − t1)] (20)
is an exponential matrix, and obviously () = T.
Usually, the numerical results at equally distant instants (5) only are needed. The integration need
not be executed from the initial instant as given in Eq. (16), and it can be from tk to tk+1. Thus
Eq. (16) can be updated as
vk+1 =Tvk +
∫ tk+1
tk
(tk+1 − t)f(t) dt
=Tvk +
∫ 
0
exp[A · (− )]f(tk + ) d: (21)
The analytical expression of the external force f(tk + ) is required now. But it is not always
available. If linear interpolation approximation is used in the interval tk ∼ tk+1
f(tk + ) = r0 + r1 · : (22)
Eq. (21) can be integrated as
vk+1 = T[vk + A−1(r0 + A−1r1)]− A−1[r0 + A−1r1 + r1]: (23)
However, linear interpolation is a rough approximation and there are a number of di2erent approxi-
mations. If f(tk + ) is approximated by the following functions:
(1) polynomials,
(2) exponential functions,
(3) trigonometric functions,
(4) the product of the above functions, etc.
Then Eq. (21) can be integrated analytically [7].
To check the e2ect of the PIM, numerical examples are necessary.
Example 1. The numerical integration of the following ODEs is needed up to t = 20, [9]:
u˙ 1 =−2000u1 + 999:75u2 + 1000:25;
u˙ 2 = u1 − u2; u1(0) = 0; u2(0) =−2:
Solution. The eigenvalues of the matrix A are 1 =−2000:5, 2 =−0:5. The eigenvalues are so far
departed, which means that the equation set is sti2 with sti2ness ratio 4000. The analytical solution
is
u1(t) =−1:499875e−0:5t + 0:49975e−2000:5t + 1;
u2(t) =−2:99975e−0:5t + 0:00025e−2000:5t + 1:
If the fourth-order Runge–Kutta algorithm is used in computation, the numerical stability requirement
con6nes the time step-size to less than 0.00138. It requires 14493 steps to reach t=20. Computational
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expense is large and cumulation of numerical error also occurs. However, using the PIM no matter
how many time steps are subdivided in the time interval 0–20, it always gives the precise numerical
result u1(20) = 0:9999329, u2(t) = 0:9998638 as the analytical solution.
2.3. Discussions
The main step in the algorithm of the PIM is the computation of the exponential matrix
T = exp(A). Except for the round-o2 errors in the usual computer arithmetic in matrix multi-
plication, error can only be induced from the power series expansion truncation in Eq. (10). In the
2N algorithm the dominant part of matrix Ta is the 6rst term A · 
, the 6rst truncated term in Eq.
(10) is (A
)5=5!. So the relative error is estimated as (A
)4=120. Now suppose all the eigensolutions
are solved for matrix A:
AY = Y diag[i] or A = Y diag[i]Y−1;
where Y is an n× n matrix composed of all the eigenvectors of A as its columns, i represent all
the eigenvalues, and diag[ · · · ] means diagonal matrix. Then
exp(A
) = Y exp(diag[i]
)Y−1 = Y diag[exp(i
)]Y−1
is derived. Thus, the truncation in Eq. (10) corresponds to the truncation in
exp(
) ≈ 1 + 
+ (
)2=2 + (
)3=3! + (
)4=4!:
The above analysis distinguishes the errors coming from eigenvalues. The relative errors in Eq. (10)
for each eigensolution being of the order of (
)4=120, the absolute value is (abs()
)4=120. Note the
double precision of real type number in today’s computer has 16 decimal digits. Therefore, within
the computer double precision, requirement is
[abs() · =2N ]4=120¡ 10−16:
Let N = 20; 2N ≈ 106; abs() · ¡ 300: (24)
For natural vibration with no damping,  = i! where ! is the circular frequency, which means
even the integration step size  being as large as 50 vibration periods, the numerical result still
has no truncation error in the expansion. Certainly, ! should be the highest frequency. However,
for practical problems, vibration always accompanies with damping. After a number of cycles, the
inTuence of high-frequency components decays to be negligible. It means estimation (24) for high
frequency tends to be quite conservative.
Based on the above analysis the high precision of the PIM is understandable, for which the
numerical result reaches the computer precision.
The success of precise computation of the exponential matrix T is based on further subdividing
the time step into 1,048,576 6ne steps. But solely subdividing  does not bring precise result home.
The other crux of precise computation is always keeping track of the incremental part, so as to
avoid the numerical ill-conditioned arithmetic operations. For example, the Runge–Kutta integration
method, subdivides one time step  into 1,048,576 6ne steps, and integrates the dynamic equation
with the initial vector x0. The numerical result still will not reach the precision of the PIM. Because
the Runge–Kutta stepwise integration algorithm uses the full value of the vector in computation, not
the increments.
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Compared to the PIM, the time step integration algorithm proposed earlier use the 6nite di2erence
approximation, for which the numerical results can hardly approach the computer precision. Some
numerical problems, such as numerical stability or sti2 etc., appear in practical computations. These
problems were brought with the FDM. The FDM is executed with the full vector, so that if the step
size selected is too small it may bring another kind of numerical diDculty as mentioned before. The
PIM truncates as given in Eq. (10), but the truncation error has been beyond the real number double
precision, which implies that under reasonable integration step size selection of , no stability or
sti2 problem may appear. Certainly, this assertion applies to time-invariant ODEs and exponential
matrix computation.
When considering the numerical integration based on the PIM for time-variant ODEs or
nonlinear dynamical system equations, some other approximation must be introduced. For this further
investigations are needed.
2.4. Discussions on time-variant system or nonlinear system
The di2erential equations derived from application problems are usually nonlinear or time variant.
Numerical integration cannot neglect these cases. The PIM proposed above is for the time-invariant
ODEs. However, it also brings a basis for these diDcult equations. The ODE can be written as
v˙ = (A0 + A1)v + f or v˙ = A0v + (f + A1v); (25)
where A0 is a time invariant matrix, and A1 is time variant or is related to the unknown vector
v, i.e., nonlinear equation. The terms within the parenthesis above can be treated as some ‘external
force’. Then the equation will be of the form of Eq. (1) and the PIM can be used again. The impulse
response matrix for the time-invariant matrix A0 can be computed readily, t=exp(A0). Afterwards,
using Eq. (21) gives
vk+1 = Tvk +
∫ 
0
exp[A0 · (− )]fc(tk + ) d; (26)
where fc = f + A1v, where the force vector fc involves the unknown vector v. Hence, Eq. (26)
becomes an integral equation of Volterra type. Generally speaking, to solve the integral equation
requires the numerical method. Note that in numerical computation, the approximation of integration
is usually better than that of 6nite di2erence.
Making approximation for the integral equation has a number of approaches. In general, making
use of the analytical functions such as polynomial, exponential, trigonometric functions, etc., to
approximate fc, integration can be analytically carried out. Based on which technique is used in
6nite di2erence, methods like single step or multiple steps, explicit or implicit, predictor–corrector
methods etc., can be used for the integral Eq. (26), which brings better results [7,15]. Details are
neglected.
The PIM can also be used for TPBVP.
3. Precise integration for two-point boundary value problems
The PIM can be used not only for the integration of initial value problems but also for integration
of TPBVP.
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Modern control theory was developed based on the state-space method. Based on the analogy
between structural mechanics and optimal control [14], introducing the methodology in applied
mechanics into control theory will promote the solutions of a number of important basic equations,
such as Riccati di2erential equation, the Kalman 6lter equation, etc.
The Riccati di2erential equation is very important for optimal control problems and is an initial
value problem of the nonlinear ODE. However, the Riccati equation is derived from TPBVP, which
can be precisely integrated, and then the Riccati equation is also precisely integrated. A problem in
structural mechanics is brieTy described 6rst.
3.1. A problem in structural mechanics
The di2erential equation of single continuous coordinate z of structural mechanics can be written
as
K22 Uq + (K21 − K12)q˙ − K11q + g= 0; (27)
where q is an n-dimensional displacement vector. K22 and K11 are an n × n symmetric matrices,
K22 is positive de6nite, K21 is also n× n and K21 =KT12. The dot above represents the z derivative,
i.e., q˙ = dq=dz. For example, for the Timoshenko beam theory
K22 =
[
kGA 0
0 EJ
]
; −K11 =
[
A!2 0
0 J!2 − kGA
]
;
K21 =
[
0 −kGA
0 0
]
; g= {g; m}T; K12 = KT21:
Writing Eq. (27) in variational form
L(q; q˙) = q˙TK22q˙=2 + q˙TK21q + qTK11q=2− gTq; 
∫ L
0
L(q; q˙) dz = 0; (28)
where L(q; q˙) is the Lagrange function. Looking from analytical mechanics, the longitudinal z is
treated as the ‘time’ coordinate. The formulation has still one kind of variable, i.e., the displacement
vector q. The di2erential equation is of second order, but not the state space form. Hence transforming
to the Hamilton system formulation is necessary. Introducing the dual vector
p= 9L=9q˙ i:e: p= K22q˙ + K21q:
Solving this with respect to q˙ and combining the dynamic equation, the dual equations are obtained:
q˙ =−K−122 K21q + K−122 p; (29)
p˙= (K11 − K12K−122 K21)q + K12K−122 p− g; (30)
where (29) is considered as the compatibility equation, and (30) the dynamic equation.
For simplicity, introducing the matrices
D= K−122 ; A =−K−122 K21; B= K11 − K12K−122 K21 (31)
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and the dual equations become
q˙ = Aq +Dp+ fq; (32)
p˙= Bq − ATp+ fp; (33)
where fq = 0, fp =−g. Because K22 and K11 are both symmetric matrices, and K22 positive de6nite,
D is also positive de6nite, and BT = B. In the derivation above, matrices K22, K21 and K11 can be
coordinate z variant. However, when they are z invariant the PIM applies directly. Note that the
z-invariant system means symmetry under translational group.
To solve (32) and (33), which are nonhomogeneous equation system, according to the ODE theory
the respective homogeneous system should be solved 6rst
q˙ = Aq +Dp; (34)
p˙= Bq − ATp (35)
or
v˙q(z) =Hvq; vq =
{
q
p
}
; H =
[
A D
B −AT
]
:
The corresponding Hamilton function and variational principle are, respectively,
H(q; p) = pTDp=2 + pTAq − qTBq=2; (36)
S=
∫ zf
z0
[pTq˙ −H(q; p)] dt; S= 0: (37)
A linear Hamilton system is derived. Presently the space coordinate z is for structural mechanics.
Hence the boundary conditions should be given at the two ends z0 = 0 and zf = L. In contrast to
the initial value problem the 2n boundary conditions are given at t = t0.
Modern control theory was developed based on the state-space method. Introducing the methodol-
ogy in applied mechanics into the control theory will promote the solutions of a number of important
basic equations, such as the Riccati di2erential equation, the Kalman 6lter equation, etc.
3.2. Theory of Kalman–Bucy :lter
The Kalman–Bucy 6lter equations are proposed through.
Dynamic equation x˙ = Ax + Bww+ Buu; (38)
Measurement equation y = Cx + v: (39)
The simplest model of dynamic and measurement white noises w and v are assumed to satisfy
E(w(t)) = 0; var[w(t);w(
)] =W(t)(t − 
); (40)
E(v(t)) = 0; var[v(t); v(
)] = V(t)(t − 
); (41)
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Covar[w(t); v(
)] = 0; (42)
E(x(0)) = xˆ0; var[x0; x0] = P0; or x0 = x(0) = xˆ0 + P00; (43)
where 0 is a zero mean Gaussian variable:
E[(x0 − xˆ0)(x0 − xˆ0)T] = P0; E[0T0 ] = P−10 : (44)
The index J should be minimized by 6nding x under the constraints of dynamic and measurement
equation with y given:
J =
∫ t
0
[wTW−1w+ vTV−1v] d
=2 + (x0 − xˆ0)TP−10 (x0 − xˆ0)=2; minx J
or
J =
∫ t
0
[wTW−1w+ (y − Cx)TV−1(y − Cx)] d
=2
+ (x0 − xˆ0)TP−10 (x0 − xˆ0)=2; minx J:
a conditional minimum with the constraint of dynamic equation.
Introducing the Lagrange vector multiplier (t) we have
JAt =
∫ t
0
[T(x˙− Ax− Bww− Buu) + (y − Cx)TV−1(y − Cx)=2
+wTW−1w=2] d
+ (x0 − xˆ0)TP−10 (x0 − xˆ0)=2; JAt = 0:
Taking minimum with respect to w 6rst gives (Pontryagin minimum principle)
w=WBTw:
Substituting back yields
JAt =
∫ t
0
[T(x˙− Ax− Buu) + (y − Cx)TV−1(y − Cx)=2
− T(BwWBTw)=2] d
+ (x0 − xˆ0)TP−10 (x0 − xˆ0)=2; JAt = 0:
From which we can derive the following dual di2erential equations:
x˙ = Ax + BwWBTw+ Buu; (45)
˙= CTV−1Cx− AT− CTV−1y: (46)
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Comparing with the dual equations (32) and (33) in structural mechanics the analogy relationship
is found as
Structural mechanics Kalman 6lter
Longitudinal coordinate interval [z0; z) Time interval [t0; t)
Displacement, internal force q; p(z) Dual vectors x; (t)
Matrices A, B, D A, CV−1C, BwWBTw
Equivalent forces fq, fp Buu;−CTV−1y
Dual equations (32) and (33) Dual equations (45) and (46)
Interval [z0; z) and action functional S Time interval [t0; t) and JAt
3.3. Matrix Riccati di;erential equation
To solve the dual equations (45) and (46), let
x = xˆ(t) + P(t)(t); (47)
where xˆ(t) is the 6ltered state mean value, P(t) is an n × n symmetric variance matrix and both
are unknown functions to be solved. Substituting into (45) and (46) are derived matrix Riccati
di2erential equation
P˙(t) = BwWBTw + AP+ PA
T − PCTV−1CP; P(0) = P0 (48)
which is a nonlinear di2erential equation, and the Kalman 6lter di2erential equation for xˆ(t) is
˙ˆx(t) = A xˆ + P(t)CTV−1(y − C xˆ) + Buu; xˆ(0) = xˆ0 (49)
which is time variant and can be solved after the matrix P(t) is solved.
At a 6rst glance, both the solutions are very diDcult. However, from the point of view of structural
mechanics, these di2erential equations can still be solved using the method for linear time-invariant
system. The matrix P(t) corresponds to the end Texibility matrix of the interval [0; t), and hence
can be computed by means of the PIM for TPBVP.
3.4. Interval mixed energy and the di;erential equations
The PIM needs to introduce the interval mixed energy [10]. The time step integration should have
a time step size , and the grid points are
t0 = 0; t1 = ; : : : ; tk = k; : : : : (50)
The precise integration no longer uses the 6nite di2erence approximation for this time interval 
directly. Instead, the interval mixed energy is introduced as follows:
V (xa; b) = Tbxb −
∫ tb
ta
[Tx˙−H(x; )− xTCTV−1y − TBuu] dt; (51)
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H(x; ) = TAx + TBWBT=2− xTCTV−1Cx=2; (52)
where the matrix Bw is written as B. Eq. (51) de6nes mixed energy V a function of the state vector
xa at the time ta and dual b vector at time tb, where t06 ta ¡ tb6 tf and (ta; tb) is a time interval.
The vector y is the measured vector and is a given vector function. In the interval (ta; tb), the vectors
x and  should make the functional V of a stationary value, i.e.,
V (xa; b) = (b)T · xb + Tb · xb −
∫ tb
ta
[()T · (x˙− Ax− BWBT− Buu)
+ xT(−˙+ CTV−1Cx− AT− CTV−1y)] dt − [T · x]tbta :
The variations  and x are arbitrarily selected in the time interval, which yield dual equations
(45) and (46) again. Therefore,
V (xa; b) = xTb · b + Ta · xa ≡ (9V=9b)Tb + (9V=9xa)Txa (53)
which yield
xb = 9V=9b; (54)
a = 9V=9xa: (55)
From the de6nition of interval mixed energy (51) it is seen that the mixed energy V (xa; b) is a
quadratic function of the arguments xa and b, and the linear terms are induced of the measurement
and control vectors y and u. A general quadratic form can be written as
V (xa; b) = TbFxa + 
T
bGb=2− xTaQxa=2 + Tb rx + xTa r; (56)
where Q, F, G are n× n matrices, QT =Q, GT =G. These three matrices determine the quadratic
terms, and rx; r are n-dimensional vectors, which determine the linear term. The matrices Q, F,
G relate only to the system matrices A;CTV−1C and BWBT, and rx, r linearly relate also to the
vectors y and u. Substituting (56) into (54) and (55) derives the interval dual equations
xb = Fxa +Gb + rx; (57)
a =−Qxa + FTb + r; (58)
where Q, F, G and rx, r are functions of ta and tb, such as Q=Q(ta; tb), etc. Let tb → ta
G→ 0;Q→ 0;F→ In; rx → 0; r → 0 when tb → ta (59)
which are the initial conditions.
The operation of interval mixed energy is interval combination. Two contiguous time intervals
(ta; tb) and (tb; tc), marked with 1 and 2, respectively, can certainly be combined to become a longer
time interval (tb; tc). The correspondent interval matrices Q, F, G can be marked with subscripts 1,
2, c, respectively. See Fig. 1.
Interval combination means extending the interval length, which corresponds to the time
integration in turn. The mixed energy Vc of combined time interval (ta; tc) is composed of the time
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Interval 2: Q2, G2, F2Interval 1: Q1, G1, F1
ta tb tc
Combined interval c: Qc, Gc, Fc
Fig. 1. Combining subintervals 1 and 2 to obtain a new subinterval c.
intervals 1 and 2
Vc(xa; c) = min
b
max
xb
[V1(xa; b) + V2(xb; c)− Tbxb] (60)
which is obtained from the elimination of xb and b, i.e., minb maxxb . Using (59) gives
a =−Q1xa + FT1 b + r1; xb = F1xa +G1b + rx1;
b =−Q2xb + FT2 c + r2; xc = F2xb +G2c + rx2;
where the two equations of xb= and b= can be solved as
xb = (In +G1Q2)−1(F1xa +G1F2c + rx1 +G1r2); (61)
b = (In +Q2G1)−1(−Q2F1xa + FT2 c −Q2rx1 + r2): (62)
Substituting into the equations for a and xc gives
Qc =Q1 + FT1 (Q
−1
2 +G1)
−1F1; (63)
Gc =G2 + F2(G−11 +Q2)
−1FT2 ; (64)
Fc = F2(In +G1Q2)−1F1; (65)
rc = r1 + FT1 (In +Q2G1)
−1(r2 − FT2 rx1); (66)
rxc = rx2 + F2(In +G1Q2)−1(rx1 +G1r2): (67)
The combined interval matrices and vectors r of the mixed energy Vc are obtained from the com-
position intervals 1 and 2. Eqs. (63)–(65), and (66) and (67) are the interval combination and
elimination equations, and equations (61) and (62) are called as back substitution of the internal
dual vectors, which is quite useful in solving the smoothing problem.
Note that the combined interval matrices Qc, Gc, Fc are obtained only from the composition
sub-interval matrices Q1, G1, F1 and Q2, G2, F2 but unrelated to the measurement terms y, and the
interval combination is an associative operation.
To derive the di2erential equations for the interval matrices Q, G, F of the interval (ta; tb), using
the interval combination equations (63)–(67) and taking the limit tc → tb gives
9G=9tb = BWBT +GAT + AG −GCTV−1CG; (68)
9Q=9tb = FTCTV−1CF; (69)
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9F=9tb = (A −GCTV−1C)F; (70)
9rx=9tb = Arx +GCTV−1(yb − Crx) + Buub; (71)
9r=9tb = FTCTV−1(yb − Crx); (72)
where yb = y(tb), etc. Eqs. (68)–(70) for matrices Q, G, F are homogeneous, but unrelated to the
measurement y. These equations apply to time-variant system matrices A, B, C, V, W. The initial
conditions have been given in Eq. (59). The linear equations (71) and (72) for the unknown vectors
rx and r are the measurement y-induced responses and the initial conditions are also given in (59).
Note that the di2erential equation (71) for rx has the same form as Eq. (49) for the 6lter mean
value xˆ(t), which is very useful for the solution of xˆ(t), and the di2erential equation (68) has the
same form as the matrix Riccati equation (48). Therefore, computing the matrices of interval mixed
energy becomes a key step in solving both Eqs. (48) and (49).
Using Eqs. (63)–(67), rearranging the subscripts and taking the limit ta ← tb yield the following
di2erential equations:
9F=9ta =−F · (A − BWBTQ); (73)
9G=9ta =−FBWBTFT; (74)
9Q=9ta =−CTV−1C−QA − ATQ+QBWBTQ; (75)
9rx=9ta =−FBWBTr; (76)
9r=9ta =−(AT −QBWBT)r − CTV−1ya +QBuua: (77)
For these equations the integration is the reverse of the time ta with the initial conditions (59) also.
Note that Eqs. (73)–(75) for matrices Q;G;F are homogeneous.
Note also that the measurement y inTuences only the vectors r and rx.
For the time-invariant system, all the interval matrices and vectors depend only on the interval
length
= tb − ta (78)
but are independent on the initial point ta. Hence it is written as Q(ta; tb) =Q(tb − ta) =Q(), etc.
Then Eqs. (68)–(70) and(73)–(75) can be combined and rewritten as
dF=d
= (A −GCTV−1C)F (79)
= F(A − BWBTQ); (80)
dG=d
= BWBT +GAT + AG −GCTV−1CG (81)
= FBWBTFT; (82)
dQ=d
= FTCTV−1CF (83)
= CTV−1C+QA + ATQ−QBWBTQ (84)
Z. Wan-Xie / Journal of Computational and Applied Mathematics 163 (2004) 59–78 73
and when the measurement y and control u are the special cases of constant vectors, the equations are
drx=
= (A −GCTV−1C)rx −GCTV−1y + Buub (85)
= FBWBTr; (86)
dr=d
= FTCTV−1(y − Crx) (87)
= (AT −QBWBT)r + CTV−1y −QBuua: (88)
These equations have two versions which correspond to those derived from the ends ta or tb,
respectively. Both versions are compatible with each other, which is ensured from the associative
relationship of interval combinations. The boundary conditions are
G→ 0;Q→ 0;F→ In; rx → 0; r → 0 when → 0: (89)
3.5. PIM of the matrix Riccati di;erential equation
Although the Riccati di2erential equation (48) has the same form as (68), the initial conditions
in (48) and in (89) are di2erent from each other. Therefore, after the matrices Q;G;F(t) of Eqs.
(68)–(70) are solved, the solution matrix P(t) can be obtained as follows. Imagine that there is
an in6nitesimal 6ctitious interval at the end t0 = 0 with the mixed energy interval matrices (Q1 = 0;
F1 = I;G1 =P0) regarded as interval 1, and the interval (0; t) with the mixed energy matrices Q, G,
F(t) regarded as interval 2. Then making use of the interval combination equation (63)–(65) gives
P(t) =G + F(P−10 +Q)
−1FT and Fc = F(In + P0Q)−1; Qc = (Q−1 + P0)−1: (90)
It satis6es P(0)→ P0. Because G(0) = 0, Q(0) = P0, F(0)→ In, that the matrix P(t) satis6es the
initial condition. Direct veri6cation shows that the Riccati di2erential equation (48) is still satis6ed.
According to the uniqueness theorem, Eq. (90)-derived matrix =P(t) is really the solution of Riccati
di2erential equation (48).
The execution of (90) is easy, and the problem gets reduced to solving Q, G, F(t) by the PIM,
for which there are still the two cruxes. Let an extremely small initial interval length be

= =2N ; N = 20; 2N = 1; 048; 576: (91)
To 6nd the power series of Q(
), G(
), F(
), there is the set of di2erential equations (79)–(84).
Expanding the power series up to the 
4 terms
Q(
) ≈ e1
+ e2
2 + e3
3 + e4
4; (92)
G(
) ≈ g1
+ g2
2 + g3
3 + g4
4; (93)
F(
) ≈ In + F′(
); F′(
) ≈ f1
+ f2
2 + f3
3 + f4
4; (94)
where the matrices ei, gi, fi (i=1; 2; 3; 4) are to be determined. Substituting the expansion (92)–(94)
into (79)–(84), the coeDcients of various powers of 
 must be equal to zero, this yields
e1 = CTV−1C; g1 = BWBT; f1 = A; (95)
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e2 = (fT1 e1 + e1f1)=2; g2 = (Ag1 + g1A
T)=2; f2 = (A2 − g1e1)=2; (96)
e3 = (fT2 e1 + e1f2 + f
T
1 e1f1)=3; g3 = (Ag2 + g2A
T − g1e1g1)=3;
f3 = (Af2 − g2e1 − g1e1f1)=3; (97)
e4 = (fT3 e1 + e1f3 + f
T
2 e1f1 + f
T
1 e1f2)=4; g4 = (Ag3 + g3A
T − g1e1g2 − g2e1g1)=4;
f4 = (Af3 − g3e1 − g2e1f1 − g1e1f2)=4: (98)
These coeDcient matrices need only be computed one after another with no iteration. Thereafter
Eqs. (92)–(94) gives the matrices Q(
), G(
), F′(
) up to computer precision.
Having calculated the mixed energy expression of interval, Eqs. (63)–(65) can be recurrently
executed N times. After N times loop, the matrices Q, G, F turn to be the mixed energy matrices
Q(), Q(), Q() of the given length  interval. Such algorithm is termed as ‘interval doubling’.
However, the ‘interval doubling’ algorithm is found to be numerically unreliable. To solve this
numerical problem, special attention must be given in the execution of Eqs. (63)–(65), that the
addition of In +F′ must not be executed in Eq. (65). This is the second crux of precise integration.
Because when 
 is extremely small, F′ is also extremely small, the addition will seriously hurt the
numerical precision because of round-o2 error. The ‘interval doubling’ algorithm (i.e., 2N algorithm)
becoming unreliable [3, Chapter 7] because of such numerical ill-condition. A similar situation
appears also in the matrix exponential function. Hence, Eqs. (63)–(65) should be updated by
Qc =Q+ (I + F′)T(Q−1 +G)−1(I + F′); (99)
Gc =G + (I + F′)(G−1 +Q)−1(I + F′)T; (100)
F′c = (F
′ −GQ=2)(I +GQ)−1
+ (I +GQ)−1(F′ −GQ=2) + F′(I +GQ)−1F′: (101)
Until now, equations of the PIM for the Riccati di2erential equation are available, and the
algorithm is given as follows:
[Give the matrices A;B;C;W;V; select step size ; tf = kf; and the matrix P0]
[Calculate CTV−1C;BWBT; let N = 20; 
= =2N ]
[According to (92)–(98) calculate the matrices Q(
);G(
);F′(
)]
for(iter = 0; iter¡N ; iter + +) {Comment : PIM in the  interval
[According to (99)–(101) compute Qc;Gc;F′c;
then let Q=Qc;G =Gc;F′ = F′c]}
[F= I + F′; ] Comment : the matrices Q();G();F() are obtained:
[Q2 =Q;G2 =G;F2 = F;G1 = P0;Q1 = 0;F1 = I] Comment : initiation:
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for (k = 0; k ¡ tk ; k ++){[According to (63)–(65) compute Qc;Gc;Fc; ]
[Q1 =Qc;G1 =Gc;F1 = Fc] Comment : Gc is the matrix P(k)}: (102)
The solution of the Riccati equation by the PIM reaches the computer precision as for the initial
value problem.
3.6. Solution of the Kalman :lter equation
The equation has been given in (49) and its homogeneous equation is very similar to (79) for
the matrix F(t), and the di2erence is that the matrix G(t) is in place of P(t). Further, the matrix
Fc(t)=F(In+P0Q)−1 in Eq. (90), which is easily computed, satis6es the homogeneous equation of
(49). The impulse response matrix can also be obtained similarly, so that the solution of the 6lter
equation is computed precisely. The detail is neglected.
3.7. Asymmetric Riccati equation
In some applications, a more general asymmetric Riccati di2erential equation needs to be solved.
Both the general Riccati di2erential equations can be written as [3,11]
S˙(t) = B− SA + CS− SDS; S(tf) = Sf; integrating backward; (103)
T˙(t) =−D− TC+ AT+ TBT; T(0) = T0; integrating forward; (104)
where S(t) and T(t) are m× n and n× m matrices to be solved, S˙, T˙ their time t derivatives, and
A, B, C, D are the time-invariant matrices with dimensions n×n, m×n, m×m, n×m, respectively.
The integration domain is t0 = 06 t6 tf with tf the given 6nal time instant, where Sf and T0 are
the given m× n and n× m matrices, respectively.
The linear transport process and some applications can be described by the dual equations [2]
q˙ = Aq +Dp; (105)
p˙= Bq + Cp; (106)
where q, p are n; m-dimensional vectors, respectively. The interval matrices Q, G, F, E() satisfy
the equations
F˙() = (GB+ A)F= F(A +DQ); (107)
E˙() = E(BG − C) = (GD− C)E; (108)
G˙ = AG +GBG −D−GC=−FDE; (109)
Q˙=−EBF=−B+QA − CQ+QDQ: (110)
Similar PIM can be applied to solve the Riccati equations, and the details are neglected.
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3.8. Numerical example
Example. Let n= 4 , the system matrix is given by
A =


0 0 −2 0:5
0 0 1 −0:5
1 0 0 0
1 1 0 0

 ; BWBT =


2:0 −1:0 0 0
−1:0 1:0 0 0
0 0 1:0 0
0 0 0 2:0

 ;
CTV−1C=


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0:25

 :
P0 = diag[0:1; 0:1; 0:1; 0:1], the solution of the Riccati di2erential equation is needed.
Solution. According to the PIM algorithm given in (102), the numerical values are given by
P(0:8) =


1:78125 −0:85855 −0:02226 −0:01341
−0:85855 0:92609 0:04335 0:6718
−0:02226 0:04335 0:86167 0:02591
−0:01341 0:6718 0:02591 1:55834

 ;
P(1:6) =


3:29278 −1:6199 −0:01481 −0:17031
−1:6199 1:66723 0:04221 0:23289
−0:01481 0:04221 1:67061 −0:01755
−0:17031 0:23289 −0:01755 2:5089

 ;
P(2:4) =


4:77971 −2:3283 −0:09309 −0:32622
−2:3283 2:31155 0:14642 0:45497
−0:09309 0:14642 2:41387 −0:11841
−0:32622 0:45497 −0:11841 3:0679

 ;
P(3:2) =


6:28667 −3:0539 −0:09534 −0:61718
−3:0539 2:90016 0:25705 0:71555
−0:09534 0:25705 3:03551 −0:23121
−0:61718 0:71555 −0:23121 3:4600


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4. Concluding remarks
A set of ordinary di2erential equations (ODEs) can be solved by the precise integration method
(PIM). The PIM can be applied both for
(1) time history integration, and
(2) two-point boundary value problems (TPBVP),
and the TPBVP-induced Riccati equation, which is a set of nonlinear ODE initial value problem.
The numerical results of the PIM for the time-invariant system will approach the computer
precision. In contrast to the traditional 6nite di2erence approximation, the precise integration method
combines the 2N algorithm and keeps track of the incremental part techniques to reach a high
precision. The mathematics needed for the precise integration is simple.
For the initial value problem, the numerical results of the time-invariant system approach the
computer precision and are unconditionally stable. The precise integration method can also be ex-
tended to the integration of the time-variant or even nonlinear system. Note that the time-invariant
system means symmetry under translation group.
For the two-point boundary value problem, the related solution of matrix Riccati di2erential
equation and the algebraic Riccati equation is very important for applications, such as for optimal
control, 6ltering, game theory, transport process, etc.
The purely analytical solution in a 6nite form for the multi-dimensional Riccati equations is
almost hopeless, so that only numerical method can be applied. The usual numerical technique for
the di2erential equations is 6nite di2erence. However, such kind of method su2ers from a number of
errors, and when the equation has sti2 behaviour, the numerical result will have further diDculties.
The results from computer precise integration method approach computer precision, and can also be
used for the sti2 di2erential equations.
However, the eigensolution-based analytical method is still very attractive. Now it is extended to
general asymmetric multi-dimensional Riccati equation [11]. When Jordan form is nearly to appear,
the PIM can be used instead, which gives also very precise numerical results.
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