The study focus on analysing financial status of consumer credit customers of Vietnamese commercial banks through two group discriminant function. Five independent variables were used in which some variables are related with the loan and the others are related with the demographic and socio-economic conditions of the borrower. Particularly, the variables related with the demographic and socio-economic conditions of the borrower are age; number of dependents; years at present job and salary while the independent variable related with the loan is loan amount. The result indicates that the estimated function is significant at 1 per cent level of significance and could forecast financial health with average 72.3 per cent accuracy. Therefore, in this study, the demographic, socio-economic and loan related variables can be used to determine the expected group membership of the borrowers in Vietnam.
Introduction
The idea of consumer credit is extensive. In general, consumer credit is the term stands for the express loan facilities to the common people that have to repay with interest by equal monthly installment and the credit is not used for any commercial purpose. The need of consumer credit today is at it's highest, but at the same time the default rates have risen and from the banks' perspective the riskiness of these loans is usually higher than granted loans they analyzed defaulted. For the lending institution such a default rate affects to its financial performance significantly. So, it is substantially better to use discriminant analysis to determine the expected position or a score for the borrower to make the credit grant decision. In other words, a quantitative effort is made to forecast the expected position of the consumer credit applicant via the discriminant analysis. In the current paper, we use the discriminant analysis to develop predictive models allowing to distinguish between "good" and "bad" borrowers. The data have been collected from commercial Vietnamese banks over a 3-year period, from 2014 to 2016.
The discriminant analysis and the regression analysis have a similar feature about the number of dependent variables (one for both), the number of independent variables (multiple for both) and the nature of independent variables (metric for both). However, both of the analysises are different in terms of the nature of dependent variables. In the regression analysis, the dependent variable is a metric variable whereas in the discriminant analysis, the dependent variable is a categorical variable. In addition, the nature of the dependent variable in the binary logit model and the two-group discriminant analysis is the same. The linear discriminant analysis model involves linear combinations of the equation 1 form: Z = α + β1X1 + β2X2 + β3X3 + . . . + βkXk
In the model, Z = discriminant score, α = constant, β's = discriminant coefficient or weight, X's = predictor or independent variable. The model creates different scores to separate the subjects of analysis into two group. This happens when the ratio-between-group sum of squares to within-group sum of squares is at maximum point. For any other combination, the ratio will be smaller. The figure 1 present by picture of the data collected on the two variables: X1 and X2 for two different groups of G1 and G2. The X1 axis represents X1 variable and the X2 axis represents X2 variable. By the discriminant analysis, a line is drawn to separate the two groups as the below Grablowsky (1975) carried on a two-group separately discriminant analysis in order to model risk in the consumer loan by using behavioral, financial, and demographic variables. For the behavioral data, two hundred borrowers was asked to answer a questionnaire of credit ratings scale. The loan application form of the two hundred borrowers were used to collect data for the financial and demographic variables. The researcher has started with thirty six variables and after a comprehensive sensitivity analysis, they only used thirteen valuable variables to conduct the analysis. Although the both set of data-analysis sample and holdout sample violated the equal variance-covariance assumptions, the estimated model classified the validation sample 94 per cent correctly. Awh & Waters (1974) conducted a study to determine the bank's active and inactive credit card users by using two group of variables-quantitative (economic and demographic) and attitudinal. The quantitative variables used are: (a) income, (b) age, (c) education, and (d) socio-economic standing. The socio-economic index is based on the respondents' particular position suggested by Reiss (1961) . The data of the quantitative variables were collected through the application forms of borrowers, whereas the attitudinal data was collected through a questionnaire answered by the same borrowers. Attitudinal variables are: (a) use or non-use of other credit cards, (b) attitude toward credit, and (c) attitude toward bank charge-cards. The discriminant model can predict the group membership with 78 percent accuracy and significant at 0.01 level. Hand & Henley (1997) reviewed available credit scoring techniques in their article. In addition to the judgmental method, the available quantitative methods are logistic regression, mathematical programming, discriminant analysis, regression, recursive partitioning, expert systems, neural networks, smoothing nonparametric methods, and time varying models. They have concluded that every method have their limitation and the efficience of a good method depends on the structure and characteristics of the data.
Besides, Davis, Edelman & Gammerman (1992) carried on a study to compare various methods and concluded that there are few differences between the accuracy level of the methods, but the neural network algorithms take much longer time to train. According to Hand & Henley (1997) , characteristics typical to differentiate the problematic and regular customer are: time at present address, home status, post code, telephone, applicant's annual income, credit card, types of bank account, age, country code judgment, types of occupation, purpose of loan, marital status, time with bank and time with employers, etc. Dinh & Kleimeier (2007) carried on a study for the Vietnam's retail banking market by using logistic regression analysis method. The variables used are age, education, occupation, total time in employment, time in current job, residential status, number of dependents, applicants annual income, total outstanding loan amount, other services used, cash in hand and at bank, etc. They have concluded that the quantitative credit scoring help to minimize the default rate from 3.3 per cent to 2.0 per cent. They also argued that it is useful to set up risk-based pricing in Vietnamese commercial banks. The found some factors such as time with bank, followed by gender, number of loans, and loan duration are most valuable. Based on the above literature review, experience of the researchers and availability of the data, five demographic and socio-economic variables are selected for this study. The data is collected on the variables from the answers of the credit officers by filling up the pre-designed questionnaire.
Research Methodology
To be considered as one of the most broadly techniques used to discriminate between two groups (Abdou & Pointon, 2011) , discriminant analysis has long been used by researchers and bank's managers for building credit scoring models to distinguish between customers as good credit and bad credit (Caouette et al, 1998; Hand & Henley, 1997 and Desai et al, 1996) . Therefore, in this article, discriminant model will also be used to distinguish between two loan borrower classification groups: repayment and non-repayment, in which good borrower is coded as 1 and bad borrower is coded as 0. This use of two groups of customers which are either good or bad ones is also considered as one approach for classification purposes in credit scoring models by many researchers such as Kim & Sohn (2004) ; Lee et al (2002) and Banasik et al (2001) . These two possible states are defined by a number of factors which simultaneously influence on borrower's ability to pay and willingness to pay. In case of this study, information related to age, salary, years at present career, loan amount and number of independents will be used to calculate discriminant score Z for a given customer as follows: Zi = β0 + β1*X1 + β2*X2 + β3*X3 + β4*X4 + β5*X5 + ε. Where:
Z is the discriminant score that maximizes the distinction between the two groups: As can be seen from the model, there are two types of variables used in this model, which are dependent and independent variables. The only dependent variable is status of borrower that is a categorical variable. If a borrower's position is default then he is denoted by 0 and if the borrower's position is regular, then he is denoted by 1. By contrast, there are two types of the predictor variables are used in this study. Particularly, some variables are related with the loan and the others are related with the demographic and socio-economic conditions of the borrower. The variables related with the demographic and socio-economic conditions of the borrower are as follows. Age: How old borrower is; Dependents: the number of persons who are dependent on the borrower; YAPJ stands for years at present job; Salary: money earned by the borrower per month. The independent variable related with the loan is loan amount which indicates how much money borrowed by the borrower.
Data used in this study was collected from credit officers in commercial banks in Vietnam. Particularly, a list of information which authors need to know about borrowers was designed and after that was send to directors of Vietnamese commercial banks to ask for help. With the great support of credit officers, authors got data of over 550 consumer credit customers. However, after looking at database we found that for some customers vital information was missed; therefore, only information of 500 borrowers was used. It is clear that by using this source of data which already been available in commercial banks we can save time and money (Ghauri & Grn̜ haug, 2006) . Moreover, Stewart and Kamins (1993) indicate when comparing between secondary data and own collected data, the quality of former is higher than latter. Finally, secondary data has also been used in many researches on credit scoring conducted by researchers not only in Viet Nam (Duong, Tran & Ho, 2015) but also in other countries like Wiginton (1980); Bartolozzi, Garcıa-Erguın, Deocon, Vasquez & Plaza (2008) and Hörkkö (2010) . As a result of that, secondary data collected from commercial banks in Vietnam was used.
Besides, related to sample size, it is said that the larger the sample size, the better the scoring model's accuracy. However, it is also worth noting that "a sample size of at least twenty observations in the smallest group is usually adequate to ensure robustness of any inferential tests that may be made" (Hintze, 1998) . Therefore, in case of this model in which the number of independent variables is five, there should be at least 100 cases in smallest group to produce right discriminant function.
According to the World Bank, the proportion of non-performing loans to total gross loans in Vietnam is about 2.94% or in other words the number of non-default borrowers is relatively higher than their counterparts, leading to the number of good and bad borrowers taken from banks in this study is not the same. Therefore, like the way other researchers such as Lee et al (2002) and Desai et al (1996) did, this study also choose the proportion of good borrowers to bad ones used was seven to three. Particularly, in case data of 500 customers will be used in this study, the number of good borrowers will be 350 while their counterpart ones was 150. Moreover, information on 500 customers then will randomly be divided into two different groups named analysis sample and hold out sample. The former including 400 customers will be used to estimate discriminant function while the later including 100 customers will be used to check the validity of the model.
As data used in this study is numerical data, of which value can be measured numerically (Saunders et al., 2007) , quantitative approach was applied. Particularly, quantitative approach was used to measure differences in means of independent variables between two groups. Moreover, quantitative analysis was also used to look for connections and spot relationships between independent variables.
Before running discriminant analysis, it is important to describe characteristics of all variables used in this study and check assumptions to make sure that study's findings are accurate. In this study, data was processed by SPSS Firstly, as data in this study is continuous variables, descriptive was used to explore basic statistics such as mean, maximum, minimum, standard deviation of predictors in each group. Besides, independent sample T test SPSS was also used in this study to compare mean score on predictors between non defaulted and already defaulted group (Pallant, 2013) .
Secondly, it is required that data used in discriminant analysis must be independent and normally distributed (Khemakhem and Boujelbene, 2015) ; therefore, like other researches this study also accesses normality of data's distribution by the Kolomogorov-Smirnov test on SPSS.
Thirdly, not only normal distribution, but outliers and multicollinearity were also tested to make sure results of further tests are accurate (Field, 2009; Pallant, 2013) . It is clear that the presence of an outlier, which is defined as cases of which values are quite higher or lower than majority of other cases' ones (Pallant, 2013) , might make researchers miss important information and receive confusing results; therefore, it is essential to recognise outlier (Dielman, 2001) . Tails of distribution presented in graph named histogram was used to find out there is potential outliers in this study or not. There are some observations are out at the outlier labelling rule, which after that will be eliminated. Besides, the existence of multicollinearity or explanatory variables are correlated might lead to estimates of parameter values are not reliable, and it is difficult for researchers to access the contributions of each independent variable to overall R 2 (Gujarati, 1999) . Therefore, this study used results obtained from correlation matrix, which presents not only correlation between dependent variable and predictors, but also between independent variables to test for multicollinearity. Particularly, Pearson producted moment correlation coefficient will be used. The highest absolute value of correlation coefficient between each of independent variable should be less than 0.7 to ensure that multicollinearity does not happen in this study.
After checking and correcting problems related to data, the next step is to apply discriminant analysis to the analysis sample. However, it is worth noting that there are two common methods for discriminant analyses, which are direct method and stepwise discriminant analysis. In this study, which is based on the previous research and theoretical model, the direct method will be used. As can be seen from the table named group statistics, group means and standard deviations are calculated for each variable of the default and the non-default groups, which after that contributes to see whether the variables can differentiate between default customers and regular customers. It is true that, except for salary clear differences are witnessed in group means for the groups for the variables age, years at present job, number of dependents and loan amount. Particularly, average age for creditworthy borrowers, which is about 36 years old, is relatively higher than average age for the bad ones which is only a little above 30 years old. This result supports for conclusion of Peter and Peter (2006) who said that the probability of default is higher with a younger borrower. The same pattern is also witnessed in term of number of dependents. This might be explained by the fact that the more people borrowers have to support financially, the less money they have to pay loan or borrowers are likely not to pay loan in time. Moreover, there is big difference in years at present job between borrowers who are considered as credit worthy and not. Table 1 shows that average value of years at present job of no defaulted borrowers is nearly twice already defaulted borrowers' ones. By contrast, the dissimilarity in monthly salary between good and bad borrowers is slight, which income among the defaulters is only one million VND lesser than the non-defaulters. More importantly, this difference might contributes to explain why loan amount of non-defaulters is relatively higher than defaulters. As mentioned above, data used in discriminant analysis should be normally distributed (Khemakhem & Boujelbene, 2015) ; therefore, K-S test was used to find out whether distribution of data used in study is normal or not.
Results
The test statistic for the K-S test is presented in table 2 showing that the percentage of age D(396) = 0.095, p= .000, which was smaller than 0.05; therefore, the distribution is not normal (Pallant, 2013) . The same pattern also was witnessed in salary, years at present job, number of dependents and loan amount. To correct this problem, according to Field (2009) , transforming data is one of popular options. Therefore, in this study, all variables were transformed into log transformation, which is as the same as method used by Hörkkö (2010) . More importantly, Uddin (2013) proved that discriminant analysis still get good result in case data used is not normally distributed. As a result of that, this problem in this study is not serious.
Besides, by looking at the tails of distribution presented in graph named histogram, this study found that there are potential outliers because there are some observations are out at the outlier labelling rule. However, when considering information in descriptive table, the difference between 5% trimmed mean (4.719) and mean (4.7161) values is extremely small; therefore, outlier problem in this study is not serious and might be solved by eliminating outliers.
According to Pallant (2013) , multicollinearity happens when absolute value of correlation coefficient between each of independent variables is 0.7 or more. The correlations between variables used in this study (table 3) showed the first largest bivariate correlation was listed for relationship between age and years at present job. Unfortunately, this pair-wise correlation was only 0.770, which was clearly higher than 0.7; therefore, multicollinearity does happen and age will be omitted from regression. Moreover, as the sig. (2-tailed) value for predictors are below the required cut-off of 0.05 (Table 4) ; there is statistically significant difference in salary, YAPJ, number of dependents and loan amount between the defaulters and non defaulters.
Wilks' lambdas and the F rations are estimated to test the equality of the group means. The value of the Wilks' lambda (λ) varies between 0 and 1. While the large value of λ indicates that group means are not different, small value of λ indicates that the group means are different or in other words the smaller the Wilks's lambda, the more important the independent variable to the discriminant function. Wilks's lambda is significant by the F test for all independent variables. The lower significant ratio for the corresponding F ratio means -the variable is very significant in the case of determining group membership. Therefore, based on results presented in table 5, it is obvious that dependents and years at present job may best discriminate between the two groups of borrowers. The Wilks' Lambda = 0.505 (which is equivalent to Chi-square = 284.835 with 4 d.f.) is significant at the 0.000 level. This means that the discriminant function computed in this procedure is statistically significant at the 0.000 level. Only then, we can proceed to interpret the results. This table contains the unstandardized discriminant function coefficients. These would be used like unstandardized b (regression) coefficients in multiple regression that is, they are used to construct the actual prediction equation which can be used to classify new cases. Therefore, the model should be like this: Zi = -12.999 + 1.106*loanamount + 3.028*dependents -2.091*salary + 5.392*YAPJ The group centroids are the averages of the Z values calculated by the estimated model, which can use to evaluate the expected position of the consumer credit customers (Uddin, 2013) . As can be seen in table 10, the centroid of not good borrower is -1.380 and the centroid of the regular group is 0.671. Therefore, if the estimated Z value of a customer is negative, then the expected status of this customer is default because the centroid value is negative for default group and if the estimated value of a case is positive then the expected position of the case is good borrower as the centroid value is positive for the regular group.
The classification matrix of the original sample (Table 11) shows that 81.5 percent of the case are predicted by the model correctly. Since at the time of estimating classification matrix of the original cases, the sample for which the prediction is made included in the sample, the classification matrix may be biased. So, cross-validated classification matrix is made based on the activity that the case for which the prediction is being made will be kept out of the analysis and the model is estimated.
The holdout sample is also used to check the validity of the model. After putting the values of the holdout sample on the estimated discriminant function, the Z values are computed for the cases. By using the Z values and centroids, group membership is predicted. The table 12 shows that 72.3 percent of cases are correctly classified. 
Conclusion
This study estimates a two-group discriminant analysis in order to determine the expected status of the consumer credit customers of a bank in Vietnam. The estimated function is significant at 1 per cent level of significance and could forecast financial health with average 72.3 per cent accuracy. Thus, the study proposed that the demographic, socio-economic and loan related variables can be used to determine the expected group membership of the borrowers in Vietnam. Discriminant function estimated for an institution or bank cannot be used for other bank or institution because the discriminant function coefficients will vary based on a bank/institution's data set. Hence banks/institutions should use own data base to estimate its own discriminant function to use. By using the estimated function, the consumer credit disbursement decision can be faster, more accurate and cost saving. Moreover, risk based pricing can be adapted in the credit management.
