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Abstract
Non-negative matrix factorization (NMF) is a widely used machine learning algo-
rithm for dimension reduction of large-scale data. It has found successful appli-
cations in a variety of fields such as computational biology, neuroscience, natural
language processing, information retrieval, image processing and speech recog-
nition. In bioinformatics, for example, it has been used to extract patterns and
profiles from genomic and text-mining data as well as in protein sequence and
structure analysis. While the scientific performance of NMF is very promising in
dealing with high dimensional data sets and complex data structures, its computa-
tional cost is high and sometimes could be critical for delivering analysis results
in a timely manner. In this paper, we describe a high-performance C++ tool-
box for NMF, called hpcNMF, that is designed for use on desktop computers and
distributed computer clusters. Algorithms based on different statistical models
and cost functions as well as various metrics for model selection and evaluating
goodness-of-fit are implemented in the toolbox. hpcNMF is platform indepen-
dent and does not require the use of any special libraries. It is compatible with
Windows, Linux and Mac operating systems; and message-passing interface is
required for hpcNMF to be deployed on computer clusters to leverage the power
of parallelized computing. We illustrate the utility of this toolbox using several
real examples encompassing a broad range of applications.
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1 Background
NMF is a powerful approach for factoring a high dimensional nonnegative matrix V into the
product of two nonnegative matrices W and H. In the context of a p  n gene expression
matrix V consisting of observations on p genes from n samples, each column of W denes
a metagene and each column of H represents the metagene expression pattern of the corre-
sponding sample. Since its introduction by Lee and Seung (1999,2001), NMF has been widely
used in a variety of elds such as computational biology, neuroscience, natural language pro-
cessing, information retrieval, image processing and speech recognition. In bioinformatics,
it has been primarily used for analyzing and interpreting large-scale biological data such as
those arising from studies of gene expression, protein sequence and structure and biomedi-
cal text (see Devarajan (2008) for a review of this method). Relative to other unsupervised
clustering algorithms commonly used for analyzing such large-scale data, NMF has been
shown to have superior performance in terms of homogeneity of clustering and prediction
of gene function (Kim & Tidor, 2003; Brunet et al., 2004; Devarajan et al., 2005, 2008;
Wang et al., 2005; Chagoyen et al., 2006; Okun & Priisalu, 2006; Gajoux & Seoghie, 2012).
The major advantage of the NMF algorithm over other matrix factorization methods is the
non-negativity constraint imposed on the model. The non-negativity constraint provides a
parts-based representation of the original data set, resulting in easier interpretation and un-
derstanding of the biological context. Another important advantage of NMF is its relative
ease of implementation due to multiplicative or gradient-based update rules.
Over the last several years, many variants have been proposed to improve the performance
over the standard NMF algorithm. Examples include Cheung & Tresch (2005), Dhillon & Sra
(2005), Pascual-Montano et al. (2006), Berry et al. (2007), Cichocki et al. (2006, 2008, 2009),
Kompass (2007), Devarajan & Ebrahimi (2005, 2006, 2008, 2011), Fevotte & Idier (2011),
Gillis & Glineur (2010, 2012), Zhou et al. (2012), Devarajan & Cheung (2014), Devarajan et
al. (2015) and references cited therein. Although some ecient implementations exist, many
of the improvements come with the price of increasing computational complexity. From a
software implementation point of view, these variants and possible future variants could be
easily implemented under object oriented design because the application framework is the
same, and only the update rules need to change accordingly. It is feasible to parallelize NMF
simulations on distributed computer clusters. At the time of this writing, we are not aware
of any publicly available open source implementations with high-performance computing
(HPC) compatibility.
2 Methods
Gene expression data from a set of experiments is presented as a matrix in which columns
correspond to expression levels of genes, rows to samples (which may represent distinct
tissues, experiments or time points) and each entry to the expression level of a given gene in
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a given sample. In gene expression studies, the number of genes p is typically in the thousands;
the number of samples, n, is typically less than one hundred and the expression matrix V is
of size p n, whose columns contain the expression levels of p genes in n samples. Our goal
is to nd a small number of metagenes, each dened as a nonnegative linear combination
of the p genes. This is accomplished via a decomposition of the expression matrix V into
two matrices with nonnegative entries such that Vpn  WpkHkn. Each column of W
denes a metagene and each column of H represents the metagene expression pattern of the
corresponding sample. The rank k of the factorization is chosen so that (n+ p)k < np. Here,
the entry wia in the matrix W is the coecient of gene i in metagene a and the entry haj
in the matrix H is the expression level of metagene a in gene j. There is a dual view of the
decomposition given by V 0  H 0W 0 based on the transpose of V that denes metasamples
rather than metagenes. Devarajan (2008) discussed the numerous applications of NMF in
computational biology.
Throughout this article, the term gene expression data has a broader connotation and is
used to refer to data obtained from a variety of technologies such as microarrays, single
nucleotide polymorphism arrays, methylation arrays, allele-specic expression, microRNA
and next-generation sequencing studies. 1
Given the input matrix V and factorization rank k, the goal is to nd nonnegative matrices
W and H such that V  WH. This can be represented by the bi-linear model,
V =WH + ; (2.1)
where  represents the noise distribution and both W and H are unknown. An approximate
factorization for V is obtained by dening a cost function that measures the divergence
between V and WH for a given rank k. Various cost functions have been proposed in the
literature based on an assumed or empirically determined noise distribution such as the
Gaussian, Poisson, gamma or the inverse Gaussian model. These cost functions are typically
derived from Kullback-Leibler (KL) divergence, its dual or a generalization for a particular
model or class of models. One example is the Euclidean distance (ED),
ED(V jjWH) = KL(V jjWH) = 1
22
X
i;j
(Vij   (WH)ij)2; (2.2)
which is based on the Gaussian likelihood and was proposed by Lee & Seung (2001). Al-
though not generally recognized, the quantity in (2.2) can be derived as the KL divergence
between two Gaussian random variables with means 1 = Vij and 2 = (WH)ij and common
dispersion (variance) parameter 2 (Devarajan et al., 2006; 2011; 2015). Lee & Seung (2001)
also proposed a cost function based on the Poisson likelihood and referred to this quantity as
\KL" divergence. However, the term KL divergence is used in a broader context throughout
1 Data from these studies require appropriate normalization before NMF can be applied.
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this presentation and is based on the divergence between V and WH for a given statistical
model specied by one of the noise distributions above. The goal is to minimize the cost
function, such as KL(V jjWH) above, with respect to W and H, subject to the constraints
W;H  0. Non-negativity requirements on V and random starting values for W and H
combined with multiplicative updates ensure non-negativity of the nal converged solution
for W and H. However, other types of updates such as those based on the gradient are also
possible (Cheung & Tresch, 2005; Cichocki et al., 2009; Zhou et al., 2012;).
2.1 The Gaussian model
The Gaussian model-based algorithm is perhaps the most commonly used version of NMF.
If  in (2.1) is a Gaussian random variable, then KL divergence between V and WH for this
model is given by (2.2) above. For this model, update rules for H and W are given by
H t+1aj = H
t
aj
 P
i VijWiaP
iWia(
P
bWibH
t
bj)
!
(2.3)
and
W t+1ia =W
t
ia
 P
j HajVijP
j(
P
bW
t
ibHbj)Haj
!
:
2.2 The Poisson model
In the context of gene expression and text mining data, the generalized approach of Devarajan
et al. (2005,2008,2015) is based on Renyi divergence that is related to the Poisson likelihood
of generating V from WH. If  in (2.1) is a Poisson random variable, then Renyi divergence
between V and WH is given by
D(V jjWH) = 1
  1
X
i;j
h
V ij (WH)
1 
ij   Vij   (1  )(WH)ij
i
: (2.4)
From (2.4) above, we see that Renyi divergence is indexed by the parameter ; ( 6= 1) and
it represents a continuum of distance measures simply based on the choice of this parameter.
Several well-known divergence measures are members of this family. Some examples include
KL divergence ( ! 1), Pearson's chi-squared statistic ( = 2) and the symmetric Bhat-
tacharya distance ( = 0:5). For details, the interested reader is referred to Devarajan et al.
(2015).
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Minimizing the divergence D(V jjWH) with respect toW and H, subject to the constraints
W;H  0, results in multiplicative update rules given by
H t+1aj =H
t
aj
0BBBB@
P
i
 
VijP
bWibH
t
bj
!
WiaP
iWia
1CCCCA
1=
and
W t+1ia =W
t
ia
0BBBB@
P
j
 
VijP
bW
t
ibHbj
!
HajP
j Haj
1CCCCA
1=
: (2.5)
See Devarajan et al. (2015) for a derivation of these update rules. Independently, several
generalized divergence measures for NMF have been proposed in the machine learning lit-
erature. These include Dhillon & Sra (2005), Cichocki et al. (2006, 2008, 2009, 2011) and
Kompass (2007). Many of these measures are related to Renyi divergence via scale or power
transformations.
2.3 The Gamma model
NMF algorithms based on the gamma model for handling signal dependent noise have also
been proposed in the literature and successfully applied in many areas of statistical signal
processing (Cheung & Tresch, 2005; Cichocki et al., 2006; Fevotte & Idier, 2011; Devarajan
& Cheung, 2014). If  in (2.1) is a gamma random variable, then KL divergence for the
gamma model can be expressed in terms of V and WH as
KL(V jjWH) = X
i;j
(
  log
 
Vij
(WH)ij
!
+
Vij
(WH)ij
  1
)
; (2.6)
where  > 0 is the dispersion parameter. Minimizing this divergence with respect to W and
H, subject to the constraints W;H  0, results in multiplicative update rules given by
H t+1aj =H
t
aj
0BBBB@
P
i
Vij
(
P
bWibH
t
bj)
2Wia
P
i
 
1P
bWibH
t
bj
!
Wia
1CCCCA (2.7)
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and
W t+1ia =W
t
ia
0BBBB@
P
j
Vij
(
P
bW
t
ibHbj)
2Haj
P
j
 
1P
bW
t
ibHbj
!
Haj
1CCCCA :
A heuristic derivation of these update rules is provided in Cheung & Tresch (2005) and Ci-
chocki et al. (2006). The generalized -divergence proposed by Cichocki et al. (2006) embeds
the so called Itakura-Saito (IS) divergence which can be obtained as the KL divergence be-
tween two exponential random variables with dierent means (obtained by setting  = 1 in
(2.6)). Furthermore, IS divergence can be shown to be equivalent to the KL divergence be-
tween two gamma random variables with dierent scale parameters and common dispersion
(shape) parameter .
Recently Devarajan & Cheung (2014) outlined NMF algorithms for the gamma model based
on dual KL divergence and the symmetric J-divergence. For a given model, dual KL diver-
gence (denoted as KLd) is obtained by reversing the roles of V and WH while J-divergence
(denoted as J) is obtained as the sum of KL and dual KL divergences. Using (2.6), dual
KL divergence the gamma model can be written as
KLd(WHjjV ) = X
i;j
(
log
 
Vij
(WH)ij
!
+
(WH)ij
Vij
  1
)
: (2.8)
The corresponding update rules for H and W are
H t+1aj =H
t
aj
0BBBB@
P
i
 
1P
bWibH
t
bj
!
Wia
P
i
 
Wia
Vij
!
1CCCCA (2.9)
and
W t+1ia =W
t
ia
0BBBB@
P
j
 
1P
bW
t
ibHbj
!
Haj
P
j
 
Haj
Vij
!
1CCCCA :
Similarly, J divergence for the gamma family is obtained by summing the right hand sides
of (2.6) and (2.8) and can be written as
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J(V jjWH)= X
i;j
8<:(Vij   (WH)ij)
2
Vij(WH)ij
9=; : (2.10)
The corresponding update rules for H and W are
H t+1aj =H
t
aj
0BBBBB@
P
i
 
VijP
bWibH
t
bj
!2  
Wia
Vij
!
P
i
 
Wia
Vij
!
1CCCCCA
1=2
(2.11)
and
W t+1ia =W
t
ia
0BBBBB@
P
j
 
VijP
bW
t
ibHbj
!2  
Haj
Vij
!
P
j
 
Haj
Vij
!
1CCCCCA
1=2
:
A derivation of the update rules in (2.9) and (2.11) is provided in Devarajan & Cheung
(2014).
2.4 The Inverse Gaussian Model
Dual KL divergence for the inverse Gaussian family is given by
KLd(WHjjV ) = 
2
X
i;j
fVij   (WH)ijg2
V 2ij(WH)ij
; (2.12)
where  > 0 is the dispersion parameter. The corresponding update rules for H and W are
H t+1aj =H
t
aj
0BBBBB@
P
i
 
VijP
bWibH
t
bj
!2  
Wia
Vij
2
!
P
i
 
Wia
Vij
2
!
1CCCCCA
1=2
(2.13)
and
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W t+1ia =W
t
ia
0BBBBB@
P
j
 
VijP
bW
t
ibHbj
!2  
Haj
Vij
2
!
P
j
 
Haj
Vij
2
!
1CCCCCA
1=2
:
This algorithm was also proposed in Devarajan & Cheung (2014) where a derivation of the
update rules is provided.
Remark 1 (Dispersion parameter) In the above formulations, the dispersion parame-
ters ;  and  do not play any role in the minimization of the objective function or in the
derivation of update rules for W and H. Hence, without loss of generality it is assumed that
22 =  = 
2
= 1 in eqns. (2.2),(2.6),(2.8),(2.10) and (2.12).
2.5 Convergence of the Algorithm
A maximum of 2000 iterations are utilized by default for a given run of the algorithm. For
each run, convergence is determined based on a pre-specied upper bound 0 for the absolute
dierence between consecutive iterates. The default setting automatically checks for conver-
gence based on this criterion. hpcNMF counts the number of iterations until convergence for
each run and computes the mean number of iterations required for convergence, mean recon-
struction error, mean fraction of converged runs and mean 0 across N pre-specied runs.
There is an option available to override the test for convergence and to let the algorithm run
for a pre-specied number of iterations. The base seed for random initializations for W and
H is set to 12458698 but can be changed if desired.
3 Model selection
In NMF, selecting the optimal dimensionality of the factorization or the number of clusters
(k) is an important consideration. In this section, model selection for a given data set with
unknown classes for the samples is described. Given random initial starting values for W
and H, the update rules for a chosen model guarantee convergence of the algorithm to a
local minimum. Random initial conditions in NMF enable quantitative evaluation of the
consistency of the performance of the algorithm based on multiple runs. The algorithm
groups the samples into k clusters, where k is the pre-specied rank of the factorization. For
each run of the NMF algorithm, the cluster membership for each sample is determined based
on the highest metagene expression prole, i.e., given by the highest entry in each column
of H. There is an option available in hpcNMF to cluster based on rows of W which may
be necessary in certain applications (see examples in x6.1.2 and x6.3.1). In our studies, the
performance of the method was found to be consistent across multiple runs and, in general,
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50-200 runs were sucient to provide stability to the clustering (Devarajan et al., 2008, 2015;
Brunet et al., 2004).
3.1 Consensus Clustering
In order to assess whether a given rank k provides a biologically meaningful decomposition
of the data, the information obtained from multiple runs of the NMF algorithm can be
combined via consensus clustering (Brunet et al., 2004; Monti et al., 2003; Devarajan, 2008).
This approach provides a quantitative evaluation of the robustness of the factorization.
Suppose we are applying NMF to cluster n samples. For a given rank k factorization, each
run of the algorithm results in a connectivity matrix C with an entry of 1 if samples i and j
cluster together and 0 otherwise, where i; j = 1; ::; p. The average connectivity matrix over,
say, N runs is the consensus matrix C. Hierarchical clustering (HC) (using average linkage) is
then applied to C to visualize the clusters via a heat map of the re-ordered consensus matrix.
Final sample assignments to each cluster are based on the re-ordered consensus matrix.
hpcNMF implements a variety of metrics for model selection and quantifying clustering ho-
mogeneity/accuracy. These include the cophenetic correlation coecient , the overall cluster
consensus , normalized mutual information (NMI) and the adjusted Rand index (ARI). The
cophenetic correlation coecient  (0    1) is dened as the Pearson correlation between
1  C and the distance induced by HC using average linkage (Brunet et al., 2004). hpcNMF
also implements an equivalent version of  based on the Spearman rank correlation, denoted
as ~, that is robust to distributional assumptions on the computed distances. Another useful
measure for evaluating cluster homogeneity is the cluster consensus (l). For a given cluster
l, l = 1; :::; k, it is dened as the mean consensus index between all pairs of samples belonging
to the same cluster and is given by
l =
1
nl(nl   1)=2
X
i;j2Il
i<j
C lij; l = 1; :::; k (3.14)
where Il = fa : ea 2 lg is the set of indices of samples belonging to cluster l, nl is the number
of samples in cluster l, C l is the consensus matrix of the lth cluster, and 0 < l < 1 for each
l. Based on this, the overall cluster consensus () is dened as the mean consensus index
between all pairs of samples belonging to the same cluster, averaged across the k clusters. It
is given by
=
Pk
l=1
P
i;j2Il
i<j
C lijPk
l=1 nl(nl   1)=2
(3.15)
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where 0 <  < 1. Given a consensus matrix C, the total point scatter denoted by  is dened
as
 =
kX
l=1
X
i;j
1  C lij
where  > 0.  is independent of cluster assignment and is a constant for a given data set.
The overall within-cluster point scatter, denoted by !, measures the degree to which samples
assigned to the same cluster are close to one another, averaged across the K clusters and
expressed as a fraction of  . It is dened as
! =
Pk
l=1
P
i;j2Il
i<j
1  C lij
 Pkl=1 nl(nl   1)=2 (3.16)
where 0 < ! < 1. A value close to zero for ! indicates tight clustering of samples. From
(3.15) and (3.16), it is straightforward to see that ! = (1 )

, i.e., higher the overall cluster
consensus, smaller the within-cluster point scatter. Even though HC has been used for nal
sample assignments based on the re-ordered consensus matrix for each pre-specied rank k
and , other methods such as K-medoids (Hastie et al, 2001) could also be used for this
task. Regardless of the approach, the identication of homogeneous clusters using  would
remain the same. The use of  is exible enough to accommodate the use of practically any
method for nal sample assignments based on the re-ordered consensus matrix. On the other
hand, it should be noted that the use of  is restricted to the use of only HC (since  is the
correlation between 1  C and the distance induced by HC using average linkage). Moreover,
the problems associated with  have been well documented in the literature (Hastie et al.,
2001; Holgersson, 1978). In our studies we observed that the range of values of  was much
wider than that of  across values of  for a xed rank k; as well as across various ranks k
for a chosen value of . Overall, we found  to be a very useful alternative to  in delineating
clusters. This is exemplied by the numerical results in x6 using real-life gene expression and
text mining data.
Measures based on cluster consensus also provide a probabilistic interpretation of cluster
membership and of associations between pairs of samples. While  provides an overall mea-
sure of homogeneity across all clusters for a given rank k, the relative homogeneity of the lth
sub-cluster can be evaluated using l, the cluster-specic consensus where l = 1; :::; k. l can
be interpreted as the probability that two randomly selected samples from the lth cluster are
clustered together. It enables the identication of sub-clusters showing poor homogeneity.
If the true class labels were known and one was interested in evaluating the clustering
accuracy of the NMF algorithm for a range of  values, measures such as NMI, ARI and
the misclassication rate (MC; ) could be used. For nal cluster label assignments based
on multiple runs, the estimate of NMI is given by
10
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NMI =
P
i;j nij log
 
n  nij
ninj
!
sP
i ni log
ni
n
P
j nj log
nj
n

where ni is the number of items in class i, nj is the number of items in cluster j, nij is
the number of items in class i and cluster j and n is the total number of items (Strehl &
Ghosh, 2002). ARI is another commonly used measure to quantify the agreement between
the true class labels X and the assigned cluster labels Y . It is dened as the fraction of pairs
of samples that are both in the same class and same cluster or that are both in a dierent
class and dierent cluster, normalized to fall in the [0; 1] range. For details on this measure,
the interested reader is referred to Monti et al. (2003) and references cited therein.
3.1.1 Misclassication Rate
The misclassication rate is the fraction of samples classied incorrectly based on nal as-
signments using the re-ordered consensus matrix, and this is denoted byMC. An alternative
measure, denoted by , is the fraction of samples that are classied incorrectly by the al-
gorithm across all clusters, averaged across all runs of the algorithm. MC and  can be
calculated only if the true number of classes k = K is known. If the pre-specied rank of the
factorization k were equal to the known number of classes K, then  would provide us with
an overall measure of agreement for the clustering. Suppose the true number of classes K
and the cluster membership of each sample are known, and nl is the true number of samples
in cluster l; l = 1; :::; K. Then  is given by
 =
m
N PKl=1 nl(nl   1)=2 (3.17)
where nl is the total number of samples in cluster l, N is the number of runs of the algorithm
and m is the total number of misclassied samples across the K clusters and N runs of
the algorithm. The quantity 1    is analogous to ; however, the former is based on the
known true number of classes K while the latter can be computed for each rank k used in
the factorization. hpcNMF implements both these measures. Depending on the number of
samples in the data set, MC based on the re-ordered consensus matrix may be granular. In
such cases,  based on the averaged across all N runs of the NMF algorithm may provide a
more useful, less granular estimate. However, it is possible to get a dierent interpretation
of the results depending on the data and the measure used.
It is important to note that unlike the misclassication rate, quantities such as , , NMI
and ARI can be computed even if the true number of classes K is not known. In addition to
 and , NMI and ARI can thus be used to quantify cluster homogeneity for the purpose of
model selection. The range of each measure is [0; 1] where the two extreme values correspond
to random partitioning and perfect clustering, respectively. All these measures incorporate
11
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the information across N runs of the NMF algorithm and thus provide a robust quantication
of the stability and sensitivity of the clustering to random initial conditions.
3.2 Proportion of Explained Variation
For a particular NMF algorithm, the proportion of explained variation (R2) for a pre-specied
rank k is a measure of the goodness-of-t and is computed as follows. The mean reconstruc-
tion error D(V jjWH), for a given model and rank k, is the estimated divergence (based
on KL, KLd or J) between V and WH averaged across N runs. Then the proportion of
explained variation for rank k can be expressed as
R2 = 1  D(V jjWH)
D(V jjV ) : (3.18)
where D(V jjV ) represent the divergence between V and V where V is the grand mean of
the entries of V . Note that the calculation of D(V jjV ) involves replacing each entry of the
reconstructed matrix WH by the mean of all entries of the input matrix V , i.e., in the
absence of the model V  WH, the best approximation of (WH)ij is simply the average
V . For details, the interested reader is referred to see Cameron & Windmeijer (1997) and
Devarajan & Cheung (2014). For the Gaussian model, this quantity is given by
R2 = 1 
8><>: ED(V jjWH)P
i;j

Vij   V
2
9>=>; (3.19)
where ED(V jjWH) is the mean reconstruction error calculated using eqn. (2.2). A closer
look at the right hand side of eqn. (3.19) reveals that it is simply 1   RSS
SST
where RSS is
the residual sum of squares and SST is the total sum of squares. A similar interpretation
holds for other algorithms. For the Poisson model, R2 is given by
R2 = 1 
8>>>><>>>>:
D(V jjWH)
1
(  1)
X
i;j
h
V ij (V )
1    Vij   (1  )V
i
9>>>>=>>>>; (3.20)
where D(V jjWH) is the mean reconstruction error calculated using eqn. (2.4). A table of
expressions for R2 for several algorithms described here is presented in Devarajan & Cheung
(2014). hpcNMF computes R2 for each rank in the pre-specied range for each implemented
algorithm.
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3.3 Sparseness
It is well known that sparseness is a very useful feature to possess in any dimension reduction
method. The metagenes (columns of W ) and the metagene expression proles (rows of H)
in NMF are known to be typically inherently sparse even without the imposition of explicit
sparseness constraints (Lee & Seung, 1999; Devarajan et al., 2015). The sparseness of a
non-negative vector x of length n, denoted by  (x), is given by (Hoyer, 2004)
 (x)=
p
n  (
P
i xi)qP
i x
2
ip
n  1 :
This measures evaluates to zero if and only if all elements of x are equal and is unity if and
only if x contains a single non-zero element, and thus interpolates between the two extremes.
hpcNMF computes the mean sparseness of the columns and rows of the factored matrices W
and H, respectively, across N runs of the algorithm.
4 Implementation of the NMF Algorithm
4.1 Existing Software
Some NMF algorithms have been implemented in software such as Matlab (MathWorks,
Natick, MA) and the R statistical language and environment (www.r-project.org). One ex-
ample is the commonly used MATLAB code available from the MIT/Broad Institute website
(http://www.broadinstitute.org/mpr/publications/projects/NMF/nmf.m). Available R pack-
ages in the Comprehensive R Archive Network include NMF (Gajoux & Seoghie, 2010, 2014)
and NMFN (Liu, 2012); however, these packages and the Matlab code implement only the
standard NMF algorithms based on Gaussian and Poisson models. Recently, we created the
R package gnmf stemming from the C++ implementation described in this paper (Maisog
et al., 2014). The current version of this package, gnmf v0.7, is available at http://cran.r-
project.org/web/packages/gnmf/. It extends the basic functionality for NMF beyond the
standard algorithms by incorporating Renyi divergence based on the Poisson likelihood.
Other features of hpcNMF described in this paper are currently under development in this
R package and will be available in a future version. bioNMF is a publicly available, stand
alone package for NMF that implements some basic algorithms as well visualization tools
(Pascual-Montano et al., 2006). Since both Matlab and R have scalability issues either re-
lated to licensing or computational eciency, we simultaneously developed hpcNMF using
C++ combined with dierent parallelization protocols. The current version of hpcNMF for
various platforms can be accessed at http://devarajan.fccc.edu.
13
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4.2 Parallelization
For any given value of the parameter  in Renyi divergence, the algorithm groups the genes
into k clusters, where k is the pre-specied rank of the factorization. This procedure requires
evaluation of various choices of  for a xed k, each based on N runs, by computing the
corresponding values of each consensus measure (such as , etc. described earlier). For a
typical large-scale data set, the implementation of the steps in this evaluation procedure for
each combination of (k; ) can be computationally very intensive. Even in the absence of
the parameter  such as in the Poisson, Gaussian and gamma models, the computational
cost can be expensive depending on the the size of the dataset, rank k and number of runs
N . However, these steps can be repeated for each run of the algorithm independently and
simultaneously, and the information from these runs can be combined via the consensus
clustering algorithm.
The most basic implementation in hpcNMF treats every single run as a computing unit.
Since there is no information exchange between dierent computing units, a trivial yet very
ecient parallelization protocol is to distribute computing units to various computing nodes
and cores, and then run collective calls once they are completed. Two implementations of hpc-
NMF have been created aimed at dierent computer architectures: A comprehensive parallel
implementation based on message-passing interface (MPI) for distributed memory clusters
(http://www-unix.mcs.anl.gov/mpi/mpich2/) and a multi-threaded version for multi-core
shared memory desktops or servers. The MPI version can be benecial if a moderate or large
computer cluster is accessible. It may have a noticeable overhead dependent on network la-
tency, but its advantage over multi-threaded implementation is less demanding in terms of
memory requirement. Due to the nature of NMF simulations (most of the computations are
independent runs based on dierent seeds and dierent ranks as described above), the MPI
implementation is decoupled as much as possible, so overhead is not a signicant issue. An
integrated toolbox with a graphical user interface that communicates between a Windows
desktop and the HPC cluster using MPI compatible software on computer clusters is also
available.
4.3 C++ Core Component
The core component of hpcNMF is written in gcc compatible C++. Depending on whether
MPI is enabled, it can be compiled as an MPI capable HPC application running on computer
clusters, or as a stand alone desktop executable. The multi-threaded version can be utilized
on desktop computers with multi-core processors.
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4.4 Web server and web interface
In addition to the C++ core component, hpcNMF also implements an apache web server to
let users run NMF smoothly from a web browser. The apache web server is written in php.
It takes user inputs, veries and validates input data and parameters, manages intermediate
les, runs NMF simulations according to user requests, updates the job status, and provides
visualization of results. The visualization is powered by gnuplot, a freely distributed soft-
ware. All parameters and settings are accessible from the web browser. Default values are
provided for the quick launcher. As of now, this web-interface is operational only internally
at Fox Chase Cancer Center and is not part of the current version of hpcNMF accessible via
http://devarajan.fccc.edu.
5 Results and discussion
5.1 Input data validation and default parameters setting
The rst step in the process of using hpcNMF involves uploading the input data matrix V .
The input le should be tab delimited, and the rows and columns can be labeled, optionally,
by including column labels as the rst row and row labels as the rst column. If there is no
row or column labels in the input matrix, hpcNMF will automatically assign labels using the
following convention: rows will be named as r1 through rp, and columns as c1 through cn.
Input data will go through a validation process, i.e. all data points should be nonnegative. In
the current implementation, negative data points will be treated as zeroes by default. Several
options are available for handling missing observations in the input data matrix. According
to the dimensionality of input data, a default range of k will be provided in the parameters
setting page along with other default settings. All parameter settings can be revised to reect
interests of the user. If true class labels are available for a benchmark data set and one is
interested in evaluating the performance of various clustering algorithms, this information
can be provided as input in the form of a tab-delimited, text le containing the column (or
row) number of the sample and its class label. Class labels should be specied in ordered,
numeric format such as 1,2,3 etc. Table 6 illustrates this le format using the leukemia data
set in x6.1.1 as an example. In this table, the rst column represents the three sub-groups -
ALL-B, ALL-T and AML; the second column species sample number and the third column
species class labels for the sub-groups (see x6.1.1 for more details). Details of input data
validation and various parameter settings are provided in the Appendix.
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5.2 NMF simulation
The NMF runs are managed as a series of executions of computing units where each com-
puting unit is a matrix factorization process, i.e. from W=H initialization to factorizing V
into the nalW=H based on some criterion. The computing unit is distinct for dierent k, or
same k but dierent W=H initialization. In desktop mode, all computing units are executed
sequentially if only one core is used, or these computing units are distributed and executed
in parallel using multiple cores; however in HPC mode, these computing units are automat-
ically distributed and executed in parallel. In the model selection phase, each k is assigned
a job unit to compute the evaluation metrics. These job units are also run in parallel in the
HPC mode.
5.3 Initial Scaling and Normalization
In order to speed up convergence, an initial scaling and normalization option is available
for the input W and H matrices. This procedure is aimed at bringing each element of the
initial product matrix WH closer to the corresponding element of the input matrix V and
is implemented in the following steps.
 For each (i; j)th element of V and WH, compute the scale as sW = 1
np
X
i;j
fVij=(WH)ijg
where np is the number of elements in V or WH.
 Multiply (scale) each element of the matrix W by sW .
 After scaling, the magnitude of elements in WH and V should be similar.
Normalization of the H matrix is intended to maintain the scale of each element of H
across iterations for a given run and across multiple runs of the NMF algorithm. This results
in comparable H matrices and facilitates proper computation of connectivity and consensus
matrices. Normalization is applied to each row of H followed by each column ofW as follows.
 For the ath row of H, the scale is computed as sHa =
P
j Haj.
 Update each element in the ath row of H as Hnewa;j =
Holda;j
sHa
.
 Update each element in the ath column of W as W newi;a =W oldi;a  sHa .
There is also an option available to idealize the input matrix by adding a small positive
constant to the zero entries in order to provide numerical stability to the algorithm. Initial
scaling, idealization and normalization of W and H are available as separate options. There
is also an option available to apply normalization to W only.
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5.4 Result retrieval and visualization
NMF based on multiple runs creates several output les in the directory in which the input
data resides and from which hpcNMF is invoked. A summary of results based on the pre-
specied N runs are presented in a log le while a summary of results obtained for individual
runs is captured in a separate le. Examples of the former are Tables 2, 3 and 4 shown in the
Examples section. The factored W and H matrices across N runs are captured in separate
les for each rank k within a specied range (and for each  in Renyi divergence). In addition,
the re-ordered consensus matrix from N runs, the nal cluster assignments and ordering of
samples are all captured in separate les for each k and . All output les are created in (or
can be opened in) tab-delimited, text format. Result retrieval for all three versions is done
in this format.
In the currently available web-interface, all intermediate les can be viewed through the web
browser. Since the entire process could take anywhere from a few minutes to a few hours to
complete, depending on the size of the job, the web server is designed to ask for the user's
email in order for results to be delivered as a web-link. Through this link, users can view
a summary of results, view or download W=H output les, and also view and evaluate the
performance of the factorization through heat maps.
5.5 Performance
We tested hpcNMF on the Linux cluster, Windows desktop as well as on Mac OS X based
on real-life data sets from various applications. A variety of scenarios were considered de-
pendent on the size of the input data matrix V , the range of rank k of the factorization, the
algorithm employed and choices of the parameter  in Renyi divergence; and single-threaded,
multi-threaded and MPI implementations were tested. The results showed that hpcNMF can
reproduce the simulations performed by Matlab and R with a considerable increase in com-
putational speed for all implementations. Table 1 summarizes the performance of hpcNMF
on a HPC cluster consisting of a total of 70 nodes where each node contains anywhere from
2 to 16 Intel Xeon cores (processors) with RAM varying from 1Gb to 92Gb depending on the
queue. In this cluster, MPI jobs can recruit cores from more than one node while non-MPI
jobs can use only the cores of the node they are running on. In this table, p and n denote
the number of rows and columns, respectively, of the input data matrix V and data set size
is determined by the product np. The number of individual jobs for a particular data set
(corresponding to each row in Table 1) is based on the number of ranks k in its chosen range
(and the number of values of the parameter  in Renyi divergence). Computational speed
was quantied using three objective measures, namely, the mean number of updates, wall
clock time and CPU time required to complete the factorizations. Model selection using con-
sensus clustering and a quantitative evaluation of factorizations for a particular algorithm
for pre-specied values of k (and  for Renyi divergence) were based on N runs of the NMF
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algorithm. Each run is allowed a maximum of 2000 iterations for convergence and 50  200
runs were typically used in the computations for the examples presented. A run that fails to
converge within this pre-specied limit stops after 2000 iterations and the resulting W and
H matrices are utilized in further quantitative evaluation of clustering.
The mean number of updates per run and wall clock time are objective measures of com-
putational speed. The former will aect computational time depending on the size of the
data set while the latter gives a more realistic assessment of computational time required
for a particular job depending on several factors such as data set size, rank k of the factor-
ization, number of runs N and number of choices of  in Renyi divergence. This is due to
parallel implementation of the outlined algorithms on HPC clusters. Wall clock time is also
dependent on the number of cores (processors) chosen or available for a particular job on
the cluster. CPU time may be aected by the number of available nodes and the demands
on the HPC cluster. Hence wall clock time provides a measure of the expected duration for
a particular job subject to constraints on the cluster and job size, and be regarded as a more
objective measure of speed that is independent of cluster occupancy. The parallel imple-
mentation allows us to pre-specify all the aforementioned parameters prior to initiation of a
sequence of jobs pertaining to a given data set. Wall clock and CPU times include time spent
in parallel processing across multiple cores in one or more nodes for the multi-threaded and
MPI versions. As evidenced by the results displayed in Table 1, a signicant improvement
in computational time was observed overall due to the parallel implementation. The parallel
implementation described in this work should be readily accessible to researchers due to the
increased utilization of HPC clusters as part of computational infrastructure (Devarajan et
al., 2015).
It is important to note that a truly single-threaded implementation would use only one core
for all jobs pertaining to a data set. This is typically how Matlab and R implementations
work in the absence of multi-core processors. Each job pertaining to a data set is actually
a computation unit in a multi-threaded implementation. One approach to leveraging the
availability of multiple cores in a HPC cluster and optimizing the computations is to manage
the jobs related to a particular data set using a job scheduler and a web-interface as the
front end. The goal is to to minimize time spent in the queue and to appropriately allocate
the required cores for a particular data set in a reasonable time frame. Once the input
data is uploaded and the parameters are set using the web interface, the interface would
decompose (parallelize) the input data and launch the appropriate number of jobs. In this
setting, the number of nodes used depends on the size of the input les. It also depends
on the queue and may not be reproducible for the same job. However, the number of cores
used would be reproducible regardless of the execution queue. Even though each data set
can consist of several jobs, each job uses one core and it can be run on any node in the
chosen queue. Under ideal conditions, the processing times would be very similar between
this web-interface version and the multi-threaded or MPI version, with the latter providing
control over the choice of the number of cores/nodes. The web-interface could serve as the
default, thus providing a balance between a truly single-threaded and a multi-threaded or
MPI implementation. Such an interface has been implemented and is described in x4.4.
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For the NMF algorithm based on Renyi divergence, single threaded hpcNMF runs 2-3 times
faster than R and MATLAB implementations when  is not equal to 1 or close to zero. We
observed that hpcNMF required approximately the same computational time for dierent
values of  whereas R and MATLAB implementations were very sensitive to the selection
of  in terms of computation cost. The threaded job is more ecient, as a single job it has
less overhead, and so gives better throughput, but it does not save on CPU time. Jobs with
multiple threads use more CPU time with even less cumulative wall time.
6 Examples
We provide several examples illustrating the breadth and depth of applicability of hpcNMF to
real-life biological and text-mining data sets. The examples are primarily used to demonstrate
the performance of hpcNMF as the number of rows p, columns n, rank factorization k, choice
of  and type of algorithm are varied, and include the analysis of benchmark data sets in
gene expression and text mining as well as an application in statistical signal processing.
Results are displayed in Table 1-5 under a variety of scenarios.
6.1 Gene Expression
6.1.1 Leukemia data
The ALL-AML leukemia data presented in Golub et al. (1999) has become a benchmark data
set for illustration of methods for gene expression data. This data set contains gene expres-
sion measurements from 38 patient tissue samples on 5000 genes obtained using Aymetrix
microarrays. Of these 38 samples, 27 and 11 samples are of ALL and AML type, respec-
tively. The 27 ALL samples are further divided into 19 T-type and 8 B-type, thereby rep-
resenting a hierarchical structure. Brunet et al. (2004) used the Poisson model-based NMF
algorithm (KL divergence, i.e.,  = 1 in eqn. (2.4)) together with consensus clustering to
analyze this data set, and further showed that this algorithm outperformed the Gaussian
model-based algorithm. It is well known that factorizations of ranks k = 2; 3 delineates
the samples into ALL-T, ALL-B and AML sub-types. The Poisson model-based NMF al-
gorithm using generalized Renyi divergence (that includes KL divergence when  = 1)
was applied to this data and evaluated for 11 dierent choices of  in the range (0; 10]
for factorizations of ranks k = 2; 3; 4; 5. There is some evidence in the literature suggest-
ing that data obtained from single-channel microarray platforms such as Aymetrix ex-
hibit a heavy right-tailed distribution such as a gamma (Devarajan et al., 2005, 2006, 2008;
see also http://discover.nci.nih.gov/microarrayAnalysis/Microarray.Home.jsp). Therefore we
also applied a gamma model-based NMF algorithm to this data.
Table 1 lists the computational times for analyzing this data set using hpcNMF for dierent
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algorithms and choices of the parameters k and  specied above. It also includes an as-
sessment of the computational performance for the Gaussian and gamma model-based NMF
algorithms outlined in this paper. Table 2 lists the various metrics computed by hpcNMF
to evaluate the homogeneity of clustering and quality of reconstruction for these parameter
choices based on the Poisson model. For a rank k = 2 factorization,  = 0:5 is the best
performing model with a misclassication rate of 2.63% ( = 6:38%); and for a rank k = 3
factorization,  = 0:25 is the best performing model with a misclassication rate of 2.63%
( = 6:62%). This is corroborated by the highest estimated values of ARI and NMI among
choices of  for k = 2; 3. This result compares with a misclassication rate of 5.26% based
on the standard Poisson algorithm using KL divergence ( = 1) for k = 2; 3 ( = 11:95%
and 12:02%, respectively). The homogeneity of clustering for these four cases is illustrated
by heat maps of the respective re-ordered consensus matrices in Figures 1-4. If the true class
labels were not known, ,  and the Spearman version of , ~, would provide a means for
assessing the homogeneity of clustering and aid in selecting an appropriate model. As seen
from Table 2, there are several competing models the most homogeneous of which are either
based on a rank k = 2 or k = 3 factorization.
For a given rank k, the mean number of updates is seen to increase with  while mean
sparseness of metagenes and metagene expression patterns are observed to slightly decrease
with . However, for a given , mean sparseness is observed to increase with rank k. It
is interesting to note that both  and ~ exhibit a wider and practically more useful range
of (0:54; 1) across k than  itself ((0:93; 1)). For lower ranks (k = 2; 3), the convergence
rate of the algorithm is very high with the exception of  = 10 for k = 2 and  = 4; 10
for k = 3. The convergence rate is generally seen to be lower with higher ranks and rapidly
declines with increasing . Metrics such as the mean number of updates, reconstruction error,
convergence rate and  serve as useful diagnostic tools in assessing the overall performance
of the algorithms both in terms of speed and accuracy.
6.1.2 Glioma data
Nutt et al. (2003) described a gene expression data set on gliomas obtained from 50 pa-
tient samples using Aymetrix microarrays. The raw data was pre-processed and quantile
normalized using the RMA approach (Bolstad et al., 2003). Genes exhibiting a coecient
of variation in excess of 50% across the samples were retained. This resulted in a data set
containing expression proles of 972 genes thereby providing an appropriate size for illus-
trating our approach. This set was used to demonstrate the applicability of our methods
and to compare the performance of various NMF algorithms. Algorithms based on the Pois-
son, gamma and Gaussian models were applied to this data set using factorizations of ranks
k = 2; 3; :::; 10 in order to identify homogenous sub-groups of genes.
Details of the algorithms employed and their computational times are provided in Table 1
while the results of this analysis are summarized in Table 3. It is evident from Table 3 that,
for any given rank k factorization, NMF algorithms based on gamma and Poisson models are
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able to explain the variation in the data better than that based on the Gaussian model. In
terms of mean number of updates, reconstruction error, convergence rate and , the gamma
model exhibits superior performance relative to other models. The Gaussian model-based
algorithm is observed to not converge within the maximum allowable 2000 iterations per run
for all ranks with the exception of k = 2 while the Poisson (KL) model-based algorithm is
observed to generally require a large number of iterations per run to achieve convergence and
closer to 2000 iterations per run for higher ranks. On the other hand, the gamma model-based
algorithm is seen to converge in signicantly fewer iterations across all ranks. It is interesting
to note that the sparseness of the metagene coecients (W ) is similar across dierent models
for a given rank k factorization. On the other hand, the gamma and Poisson models result in
sparser metagene expression proles (H) across ranks k with the gamma model producing
the sparsest H particularly with increasing rank k. It is evident from Table 3 that clustering
homogeneity generally declines with increasing k; however, both these models suggest the
presence of six homogeneous clusters of genes, based on  and , thus requiring further
investigation of the biological relevance of these sub-groups.
6.2 Text Mining
Text mining is concerned with the recognition of patterns or similarities in natural language
text. Consider a corpus of documents that is summarized as a p  n matrix V in which
rows represent terms in the vocabulary, columns correspond to documents in the corpus and
the entries denote frequencies of words in each document. In document clustering studies,
the number of terms p is typically in the thousands and the number of documents n is
typically in the hundreds. The objective is to identify subsets of semantic categories and to
cluster the documents based on their association with these categories by nding a small
number of metaterms, each dened as a nonnegative linear combination of the p terms.
This is accomplished by decomposing the frequency matrix V into the product of W and H
where each column of W denes a metaterm and each column of H represents the metaterm
frequency pattern of the corresponding document. Application of NMF in text mining and
document clustering is discussed in Pauca et al. (2004), Shahnaz et al. (2006), Chagoyen et
al. (2006) and Devarajan et al. (2015).
6.2.1 Reuters data
The Reuters data is one of the most widely used benchmark data sets in text mining. It
contains the frequencies of 1969 distinct terms from 276 dierent documents, belonging to
a total of 20 dierent categories (Shahnaz et al., 2006; Devarajan et al., 2015). For the
purpose of illustrating the utility of hpcNMF in text mining applications, a subset of this
data consisting of ve dierent categories was used. The subset contains 1163 terms from
82 documents. Data was pre-processed using the methods described in Devarajan et al.
(2015). The Poisson model-based NMF algorithm using Renyi divergence (that includes KL
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divergence when  = 1) was applied to this data for various choices of  in the range (0; 10]
for factorizations of ranks k = 2; 3; 4; 5.
Table 1 lists the computational times for the various algorithms. For the sake of illustration,
detailed results are summarized in Table 4 only for k = 5 since there are ve categories of
documents in this subset. The best performing model is achieved for  = 0:5 and results
in the lowest misclassication rate of 20.73% ( = 31:38%) among all choices of . This is
also the best performing model in terms of overall cluster consensus  = 0:84 among all
. It compares with a misclassication rate of 26.83% ( = 37:31%) based on the standard
Poisson algorithm using KL divergence ( = 1). Heat maps of the corresponding re-ordered
consensus matrices, shown in Figures 5 and 6, graphically illustrate the homogeneity of
clustering for these two cases. Mean sparseness of the metaterms and metaterm frequency
patterns are observed to decrease with increasing . Again, both  and ~ exhibit a wider and
practically more useful range ((0:32; 0:84) and (0:65; 0:81), respectively) than  ((0:95; 0:99))
across . As independent measures of clustering accuracy, both NMI and ARI have rea-
sonably strong correlations with the misclassication rate ( 0:78 and  0:69, respectively).
The overall quality of reconstruction measured by mean number of updates, reconstruction
error, convergence rate and  all appear to be very good across multiple runs. For a detailed
analysis of the complete Reuters data and various subsets using NMF, the interested reader
is referred to Devarajan et al. (2015).
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6.3 Signal Processing
NMF has numerous signal processing applications. For example, it has been successfully ap-
plied in imaging studies such as computer assisted tomography, magnetic resonance imaging,
video summarization and facial pattern recognition; in the analysis of signals from neuronal
activity, electromyographic (EMG) and electroencephelographic studies in computational
neuroscience as well as in sparse coding, speech recognition and nuclear magnetic resonance
spectroscopy. Some useful references in this area include Lee & Seung, 1999; Hoyer, 2004;
Devarajan & Cheung, 2014; Lee et al., 2009; Anderson et al., 2013. An application in neu-
roscience involving the analysis of EMG data is presented here.
6.3.1 EMG data
EMGs are electrical signals recorded from muscles that reect how they are activated by the
nervous system for a particular posture or movement. The EMG signal is a spatiotemporal
summation of motor action potentials traveling along the muscle bers of the thousands
of motor units in the recorded muscle. The high-frequency components of the EMG signals
reect the contribution of these action potentials. The signal-dependent nature of EMG data
has been well established (Harris & Wolpert, 1998; Cheung & Tresch, 2005; Devarajan &
Cheung, 2014).
EMG data is typically presented as a matrix in which rows correspond to dierent muscles,
columns to disjoint, sequentially sampled time intervals, and each entry to the EMG signal of
a given muscle in a given time interval. The number of muscles, p, is typically less than fty,
the number of time intervals, n, is typically in the tens of thousands, and the matrix of EMG
signal intensities V is of size pn so that each column of V represents an activation vector in
the muscle space at one time instance. The primary goal here is to discover a small number
of muscle synergies at the level of control signals for muscular contraction. Each synergy
is dened as a non-negative, time-invariant activation balance prole in the p-dimensional
muscle space. These synergies are identied via a decomposition of the matrix V into the
product of W and H where W has a size p  k, so that each column is a time-invariant
muscle synergy in the p-dimensional muscle space and H has size kn, so that each column
contains the activation coecients for the k synergies in W for one time instance.
Cheung et al. (2005) described the extraction of time-invariant muscle synergies by record-
ing EMGs in the hind-limbs of bullfrogs during jumping and swimming, before and after
deaerentation, the surgical procedure of eliminating sensory inow into the spinal cord by
cutting the dorsal nerve roots. EMG signals were obtained from thirteen dierent muscles
in the right hind-limb and pre-processed. In this example, a subset of the EMG data (deaf-
ferented jump of one frog) from Cheung et al. (2005) is used to illustrate the applicability
of several NMF algorithms for signal-dependent noise. Specically, NMF algorithms based
on gamma and inverse Gaussian models were used and compared with the Gaussian NMF
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algorithm. A detailed exposition of various NMF algorithms for handling signal-dependent
noise and their application to the complete EMG data is presented in Devarajan & Che-
ung (2014). For each algorithm, the muscle synergies (W ) and their associated time-varying
activation coecients (H) were extracted by successively increasing the number of muscle
synergies from 2 to 5. Table 1 lists the computational times for the various algorithms used
and Table 5 summarizes the results for this example. As outlined in Devarajan & Cheung
(2014) and Cheung et al. (2005), the best performing rank for each algorithm was identied
based on Akaike Information Criterion (indicated in Table 5 with an asterisk in the rank
column). A rank k = 3 factorization was identied to be the most physiologically relevant
representation for this data set (Devarajan & Cheung, 2014; d'Avella et al, 2003). From this
table, it is evident that models incorporating signal-dependent noise such as gamma and
inverse Gaussian outperform the Gaussian model in terms of variation explained in the data
not only for k = 3 but also for the best performing ranks for each algorithm considered
in this example. Mean number of updates appears to be fairly comparable across various
algorithms for a given rank k with the exception of the inverse Gaussian model based on
dual KL divergence.
7 Conclusion
In summary, we have developed a HPC compatible toolbox that incorporates various model-
based cost functions available for NMF. In addition, it implements dierent metrics for
model selection and evaluating and goodness-of-t. We observed a considerable reduction in
computational cost due to parallel implementation of the algorithms compared to existing
software in R and MATLAB. We expect it to be a useful resource for the ecient analysis
and interpretation of large-scale data in a variety of applications.
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Figures
Figure 1: Leukemia gene expression data - Heat map of the re-ordered consensus matrix
obtained from 200 runs of the Poisson model-based NMF algorithm using Renyi divergence
of order  = 0:5 for rank k = 2.
Figure 2: Leukemia gene expression data - Heat map of the re-ordered consensus matrix
obtained from 200 runs of the Poisson model-based NMF algorithm using Renyi divergence
of order  = 0:25 for rank k = 3.
Figure 3: Leukemia gene expression data - Heat map of the re-ordered consensus matrix
obtained from 200 runs of the Poisson model-based NMF algorithm using KL divergence for
rank k = 2.
Figure 4: Leukemia gene expression data - Heat map of the re-ordered consensus matrix
obtained from 200 runs of the Poisson model-based NMF algorithm using KL divergence for
rank k = 3.
Figure 5: Reuters text mining data - Heat map of the re-ordered consensus matrix obtained
from 200 runs of the Poisson model-based NMF algorithm using Renyi divergence of order
 = 0:5 for rank k = 5.
Figure 6: Reuters text mining data - Heat map of the re-ordered consensus matrix obtained
from 200 runs of the Poisson model-based NMF algorithm using KL divergence for rank
k = 5.
Appendix
This appendix provides information on how hpcNMF can be used at the command prompt
after installation. It includes documentation, examples, and how a summary of results can
be obtained after successfully executing a job. The Linux operating system is assumed here
for illustrative purposes; however, hpcNMF can be installed on Windows and Mac operating
systems as well.
Usage: ./NMF -i input data matrix
General requirements and recommendations:
 The input data matrix must contain a column of row names (rst column) and a row of
column names (rst row) such the [0, 0] entry of the input data frame is empty.
 For an input matrix containing no zero entries, it is recommended that idealization be set
to 0 (default), scaling to `T' and normalizing to `T'.
 For an input matrix containing zero entries, it is optional to set idealization to 0.1. However,
it is recommended that both scaling and normalizing be set to `F' particularly when
idealization is set to 0 in order to avoid numerical issues.
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 If a large number of zero entries are present, idealization is recommended as well as setting
both scaling and normalizing to `T' for faster convergence.
Parameter options:
-s: scheme (algorithm): `KL', `Renyi', `ED', `GammaH', `GammaJ', `Gamma dualKL', `IG dualKL'
-n: number of iterations (update steps), defaults to 2000
-c: number of runs of chosen algorithm, defaults to 20
-extscale: maximum number of tried runs
-k: rank range, defaults to 2-2
-t: clustering target, defaults to `PATTERN' for clustering based on columns of the input
matrix; optionally `AMPLITUDE' for clustering based on rows of the input matrix
-cs: clustering scheme, defaults to `Binary' which implements consensus clustering
-r: reference le (string) specifying true class labels, if available, for calculating misclassi-
cation rate
-scaling: initial scaling for faster convergence, defaults to `F'
-normalizing: H matrix normalization, defaults to `F'
-alphas: csv string, valid only for Renyi algorithm, defaults to 1.0
-idealization: defaults to 0, optionally 0.1
-nthreads: defaults to 1, can be set to up to 100 (only valid for multi-thread version)
-negatives: parameter to decide if any negative values present in the input matrix should be
used, defaults to `T' in which case all negative values are set to zero; if set to `F', program
will be terminated due to negative values
-NA: how missing values, if any, should be treated in the input matrix. The following options
are available:
0 - no missing value is allowed
1 - set missing values as the column mean
2 - set missing values as the column median
3 - set missing values as the row mean
4 - set missing values as the row median
5 - ignored during simulation.
Once a job is successfully executed, typing ../CreateSummaryLog.pl at the command prompt
in the directory where the data set resides will create the log le summarizing the results. Its
format is the same as that in Tables 2-4 and it summarizes the various quantities computed
based on N runs of a given NMF algorithm. An example class label le (for the leukemia
data set in x6.1.1) is provided in Table 6.
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Table 6: Format of class label le
Sample Name Sample Numbery Class Label
ALL-B 1 1
ALL-B 2 1
ALL-B 3 1
ALL-B 4 1
ALL-B 5 1
ALL-B 6 1
ALL-B 7 1
ALL-B 8 1
ALL-B 9 1
ALL-B 10 1
ALL-B 11 1
ALL-B 12 1
ALL-B 13 1
ALL-B 14 1
ALL-B 15 1
ALL-B 16 1
ALL-B 17 1
ALL-B 18 1
ALL-B 19 1
ALL-T 20 2
ALL-T 21 2
ALL-T 22 2
ALL-T 23 2
ALL-T 24 2
ALL-T 25 2
ALL-T 26 2
ALL-T 27 2
AML 28 3
AML 29 3
AML 30 3
AML 31 3
AML 32 3
AML 33 3
AML 34 3
AML 35 3
AML 36 3
AML 37 3
AML 38 3
y Refers to columns of the input matrix. In some applications, sample number indicates rows of the input matrix.
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