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L. Stutte,50 S. Sumowidagdo,49 P. Svoisky,55 A. Sznajder,3 P. Tamburello,45 A. Tanasijczuk,1 W. Taylor,6 B. Tiller,25
F. Tissandier,13 M. Titov,18 V. V. Tokmenin,36 I. Torchiani,23 D. Tsybychev,72 B. Tuchming,18 C. Tully,68 P.M. Tuts,70
R. Unalan,65 L. Uvarov,40 S. Uvarov,40 S. Uzunyan,52 B. Vachon,6 P. J. van den Berg,34 R. Van Kooten,54
W.M. van Leeuwen,34 N. Varelas,51 E.W. Varnes,45 I. A. Vasilyev,39 P. Verdier,20 L. S. Vertogradov,36 M. Verzocchi,50
D. Vilanova,18 F. Villeneuve-Seguier,43 P. Vint,43 P. Vokac,10 M. Voutilainen,67 R. Wagner,68 H. D. Wahl,49
M.H. L. S. Wang,50 J. Warchol,55 G. Watts,82 M. Wayne,55 G. Weber,24 M. Weber,50 L. Welty-Rieger,54 A. Wenger,23
N. Wermes,22 M. Wetstein,61 A. White,78 D. Wicke,26 M. Williams,42 G.W. Wilson,58 S. J. Wimpenny,48 M. Wobisch,60
D. R. Wood,63 T. R. Wyatt,44 Y. Xie,77 S. Yacoob,53 R. Yamada,50 W.-C. Yang,44 T. Yasuda,50 Y. A. Yatsunenko,36 H. Yin,7
K. Yip,73 H.D. Yoo,77 S.W. Youn,53 J. Yu,78 C. Zeitnitz,26 S. Zelitch,81 T. Zhao,82 B. Zhou,64 J. Zhu,72 M. Zielinski,71
D. Zieminska,54 A. Zieminski,54 L. Zivkovic,70 V. Zutshi,52 and E.G. Zverev38
(D0 Collaboration)
1Universidad de Buenos Aires, Buenos Aires, Argentina
2LAFEX, Centro Brasileiro de Pesquisas Fı́sicas, Rio de Janeiro, Brazil
3Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
4Universidade Federal do ABC, Santo André, Brazil
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We describe a search for Z boson pair production in p p collisions at
ffiffi
s
p ¼ 1:96 TeV with the D0
detector at the Fermilab Tevatron Collider using a data sample corresponding to an integrated luminosity
of 2:7 fb1. Using the final state decay ZZ ! ‘þ‘  (where ‘ ¼ e or ) we find a signal with a 2.6
standard deviations significance (2.0 expected) corresponding to a cross section of ðp p ! ZZþ XÞ ¼
2:01 0:93ðstatÞ  0:29ðsysÞ pb.
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I. INTRODUCTION
We report a search for Z boson pair production in p p
collisions in the mode where one Z boson decays into two
charged leptons (either electrons or muons) and the other Z
boson decays into two neutrinos (see Fig. 1). In the stan-
dard model (SM), ZZ production is the double gauge boson
process with the lowest cross section and is the last remain-
ing unobserved diboson process at the Tevatron, aside from
the expected associated production of the Higgs boson.
Observation of ZZ production therefore represents an es-
sential step in Higgs boson searches in the ZH and WH
channels with sensitivity at the level of the expected SM
cross sections. Additionally, the ZZ process forms a
background to Higgs boson searches, for example, in the
channels ZH ! ‘þ‘b b, ZH !  b b, and H !
WþW ! ‘þ‘ . Unlike the WW and WZ processes,
there are no expected SM contributions from triple gauge
boson couplings involving two Z bosons and a measure-
ment of the ZZ cross section represents a test for produc-
tion of this final state via anomalous couplings.
The process ZZ ! ‘þ‘  has a branching ratio 6
times larger than that for the other purely leptonic process
ZZ ! ‘þ‘‘0þ‘0. After removing instrumental back-
grounds, the dominant background in the ZZ ! ‘þ‘ 
search arises from the process WW ! ‘þ‘ , which
produces the same final state particles. A kinematic dis-
criminant against background from WW ! ‘þ‘  is
employed. In contrast, a search in the ZZ ! ‘þ‘‘0þ‘0
channel benefits from having no significant backgrounds
from physics processes with the same final state.
We select events containing an electron or muon pair
with high invariant mass and significant missing transverse
momentum. After the initial event selection, the dominant
source of instrumental background to this signature arises
from events containing a leptonic Z boson decay in which
the apparent missing transverse momentum arises from
mismeasurement of the transverse momentum of either
the charged leptons or the hadronic recoil system. We
introduce a variable that is highly discriminating against
such instrumental background.
Although the eþe ! ZZ process has been observed at
LEP [1], ZZ production has not yet been observed at a
hadron collider where different physics processes are al-
lowed and higher energies can be probed. The D0 collabo-
ration has previously performed a search for the process
ZZ ! ‘þ‘‘0þ‘0 with ‘, ‘0 ¼ e or  [2], which set a
limit on the cross section of ðZZÞ< 4:4 pb and also
examined non SM triple gauge boson couplings. The
CDF collaboration has recently produced a result using
both the ‘þ‘‘0þ‘0 and the ‘þ‘  channels [3], mea-
suring the cross section to be ðZZÞ ¼ 1:4þ0:70:6 pb.
The D0 detector [4–6] contains tracking, calorimeter,
and muon subdetector systems. Silicon microstrip tracking
detectors (SMT) near the interaction point cover pseudor-
apidity jj< 3 to provide tracking and vertexing informa-
tion. The SMT contains cylindrical barrel layers aligned
with their axes parallel to the beams and disk segments.
The disks are perpendicular to the beam axis, interleaved
with, and extending beyond, the barrels. The central fiber
tracker (CFT) surrounds the SMT, providing coverage to
about (jj ¼ 2). The CFT has eight concentric cylindrical
layers of overlapped scintillating fibers providing axial and
stereo ( 3) measurements. A 2 T solenoid surrounds
these tracking detectors. Three uranium-liquid argon calo-
rimeters measure particle energies. The central calorimeter
(CC) covers jj< 1, and two end calorimeters (EC) extend
coverage to about jj ¼ 4. The calorimeter is highly seg-
mented along the particle direction, with four electromag-
netic (EM) and four to five hadronic sections, and
transverse to the particle direction with typically  ¼
 ¼ 0:1, where  is the azimuthal angle. The calorim-
eters are supplemented with central and forward scintillat-
ing strip preshower detectors (CPS and FPS) located in
front of the CC and EC. Intercryostat detectors (ICD)
provide added sampling in the region 1:1< jj< 1:4
where the CC and EC cryostat walls degrade the calorime-
ter energy resolution. Muons are measured with stations
which use scintillation counters and several layers of track-
ing chambers over the range jj< 2. One such station is
located just outside the calorimeters, with two more out-
side 1.8 T iron toroidal magnets. Scintillators surrounding
the exiting beams allow determination of the luminosity. A
three level trigger system selects events for data logging at
about 100 Hz. The first level trigger (L1) is based on fast
custom logic for several subdetectors and is capable of
making decisions for each beam crossing. The second level
trigger (L2) makes microprocessor based decisions using
multidetector information. The third level trigger (L3) uses
fully digitized outputs from all detectors to refine the
decision and select events for offline processing.
II. DATA SET AND INITIAL EVENT SELECTION
The data for this analysis were collected with the D0
detector at the Fermilab Tevatron p p Collider at a center-
of-mass energy
ffiffi
s
p ¼ 1:96 TeV. An integrated luminosity
FIG. 1. Leading order Feynman diagram for the process ZZ !
‘þ‘  .
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of 2:7 fb1 is used after applying data quality require-
ments. The data are selected using a combination of single
electron or single muon triggers for the respective dilepton
channels.
The data taking period prior to March 2006 is referred to
as Run IIa, while IIb denotes the period after. This division
corresponds to the installation of an additional silicon
vertex detector, trigger upgrades, and a significant increase
in the rate of delivered luminosity.
In each of the two channels we require that there be
exactly two oppositely charged leptons with transverse
momentum pT > 15 GeV and dilepton invariant mass
70<M‘‘ < 110 GeV. Electrons are required to be within
the central (jj< 1:1) or forward (1:5< jj< 2:5) re-
gions of the calorimeter. We do not use electron candidates
which point towards the transition region of the central and
forward cryostats. Electrons must pass tight selection cri-
teria on the energy close to them in R, where R is the
distance between two objects in ð;Þ space, R ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðÞ2 þ ðÞ2p , by requiring that
Etotð0:4Þ  EEMð0:2Þ
EEMð0:2Þ
< 0:15;
where Etotð0:4Þ is the total energy within a cone of R<
0:4 and EEMð0:2Þ is the EM energy within a cone of R<
0:2. Additionally, a seven parameter multivariate discrim-
inator compares the energy deposited in each layer of the
calorimeter and the total shower energy to distributions
determined from electron GEANT Monte Carlo (MC) simu-
lations [7]. This discriminator also uses the correlations
between the various energy distributions to ensure that the
shower shape is consistent with that produced by an
electron.
Each muon is required to have an associated track in the
central tracking system which has at least one hit in the
SMT and a distance of closest approach to the primary
vertex in the plane transverse to the beam of jbj<
0:02 cm. Furthermore, the muons must be isolated in
both the calorimeter and the tracker. For the former, a
requirement is made that the sum of calorimeter energies
in cells within an annulus 0:1< R< 0:4 around the
muon track is smaller than 10% of the muon pT:
cellsETð0:1< R< 0:4Þ=pTðÞ< 0:1:
For the latter, the sum of track pT within a cone R< 0:5
around the muon track (not included in the sum) must be
smaller than 10% of the muon pT :
trackpTðR< 0:5Þ=pTðÞ< 0:1:
To suppress background from WZ production, we veto
events with one or more leptons (e, , or ) in addition to
those forming the Z candidate. Additional lepton candi-
dates must be separated by R> 0:2 from both
Z-candidate leptons. Electron candidates used in the veto
must have ET > 5 GeV and either a central track match or
satisfy shower shape requirements. Muons are rejected
based on looser quality requirements than those from Z
decay. Multiprong hadronic taus are used to form the veto
if they have been identified using the standard D0 algo-
rithms [8]. Finally, events are vetoed if they have any
isolated tracks with pT > 5 GeV and a separation distance
between the track intercept with the beam line and the
primary vertex satisfying jzj< 1 cm.
Events with relatively large calorimeter activity are
rejected by vetoing on the presence of more than two jets
in the detector. These jets are reconstructed using the Run
IIa cone algorithm [9] with a radius of 0.5 and must satisfy
Rðjet; leptonÞ> 0:3 and jet ET > 15 GeV. This require-
ment significantly reduces background from tt production.
Missing transverse energy ( 6ET) is the magnitude of the
vector sum of transverse energy above a set threshold in the
calorimeter cells, corrected for the jets in the event. At the
dilepton selection stage, we do not make a requirement
on 6ET .
III. BACKGROUND AND SIGNAL PREDICTION
Background yields were estimated using a combination
of control data samples and MC simulation. The primary
background after the initial selection is inclusive Z= !
‘þ‘ production. After making the final selection de-
scribed later, the dominant background is WþW !
‘þ‘  events. Additional backgrounds include tt pro-
duction, WZ production, and W or W þ jets events in
which the  or jet is misidentified as an electron.
The WW, WZ, Z=, and tt backgrounds are estimated
based on simulations using the PYTHIA [10] event genera-
tor, with the leading order CTEQ6L1 [11] parametrization
used for the parton distribution functions (PDFs). We pass
the simulated events through a detailed D0 detector simu-
lation based on GEANTand reconstruct them using the same
software program used to reconstruct the collider data. The
Z= MC events are assigned a weight as a function of
generator level pT , to match the pT spectrum observed in
unfolded data [12]. Randomly triggered collider data
events are added to the simulated PYTHIA events. These
data events are taken at various instantaneous luminosities
to provide a more accurate modeling of effects related to
the presence of additional p p interactions and detector
noise. We also apply corrections for trigger efficiency,
reconstruction efficiency, and identification efficiency.
The corrections are derived from comparisons of control
data samples with simulation.
The W background is estimated from a calculation of
the next-to-leading order (NLO) production cross section
[13], which we use to normalize events generated by
PYTHIA. The probability for a photon to be misidentified
as an electron is measured in a Z ! ‘þ‘ control data
sample. This probability is then applied to the W yield
predicted from simulation to determine the contribution to
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our selected sample in which the photon is mistakenly
reconstructed as the second electron.
The kinematic distributions of the W þ jet events are
determined from simulation based on ALPGEN [14]. The
overall yield fromW þ jet events is determined from data.
The probabilities that an electron or a jet which satisfy
looser selection requirements will also pass our candidate
selection in data are measured by solving a set of linear
equations involving these probabilities, the number of
candidate events, and the number of events in which one
of the requirements on one of the candidates has been
loosened. The solution to this set of linear equations is
used to determine the number ofW þ jet events in the final
sample. The fraction of jets misidentified as electrons is
2 103, and the probability that a jet fakes a muon is 4
104 (averaging over Run IIa and Run IIb).
The relative normalization of the background sources
determined from simulation is taken from ratios of NLO
cross sections, and the absolute normalization of the total
background is then determined by matching the observed
yield under the Z dilepton mass peak to the predicted
background sum after applying the basic Z selection and
extra-activity event veto. We choose this normalization
method because inclusive Z production dominates our
signal by 4 orders of magnitude, and this approach allows
cancellation of multiplicative scale uncertainties and sys-
tematics related to the modeling of the selection efficien-
cies. The normalization factor agrees with that obtained
using the integrated luminosity to within the associated 6%
uncertainty.
Signal events were generated using PYTHIA with the
CTEQ6L1 PDFs, and the signal event samples were cor-
rected for the same detector effects as the background
samples.
IV. VERIFICATION OF MISSING TRANSVERSE
MOMENTUM
The basic event signature for this analysis is a high mass
pair of charged leptons from the decay of a Z boson,
produced in association with significant missing transverse
momentum 6ET arising from the neutrinos produced in the
decay of a second Z boson. Substantial background comes
from single inclusive Z production in which mismeasure-
ment results in a mistakenly large 6ET value. Because the
cross section times branching ratios for inclusive Z pro-
duction and ZZ signal differ by a factor of more than 104,
stringent selection criteria against inclusive Z production
are required. We present a novel approach to this chal-
lenge. In particular, we do not attempt to make an unbiased
or accurate estimate of the missing transverse momentum
in the candidate events. Rather, our approach is to construct
a variable 6E0T which is a representation of the minimum 6ET
feasible given the measurement uncertainties of the leptons
and the hadronic recoil. Thus, this is not intended to be the
best estimator of true 6ET , but rather to be robust against
reconstruction mistakes. This approach is inspired by the
OPAL collaboration which used a similar variable to
search in final states similar to that of this analysis [15].
The 6E0T variable is constructed in five steps.
(i) The first step is the computation of a reference axis
chosen such that effects from leptonic resolution
occur dominantly along this axis, and the decompo-
sition of the dilepton system transverse momentum
into components parallel and perpendicular to this
reference axis.
(ii) The second step is determination of a recoil variable
based on measured calorimeter jet or total calorime-
ter activity. In events with no significant neutrino
energy or mismeasurement, the quantities calcu-
lated in the first two steps should be approximately
balanced.
(iii) The third step is the calculation of a correction
based on recoil track pT for tracks which are well
separated from the candidate leptons and calorime-
ter jets.
(iv) The fourth step is the computation of a correction
term accounting for lepton transverse momentum
measurement uncertainties.
(v) The final step is a combination of the quantities
computed in the first four steps into the 6E0T variable.
A. Decomposition
In the first step, to minimize the sensitivity to mismea-
surement of the pT of the individual leptons, the ~pT of the
lepton pair is decomposed into two components, one of
which is almost insensitive to lepton pT resolution for Z
candidates with moderate values of transverse momentum.
This decomposition is achieved as follows. In the trans-
verse plane a dilepton thrust axis is defined (see Fig. 2).
This axis maximizes the scalar sum of the projections of
the pT of the two leptons onto the axis. It is defined as
~t ¼ ~pð1ÞT  ~pð2ÞT ;
where ~pð1ÞT and ~p
ð2Þ
T are the transverse momenta of the
higher and lower pT leptons, respectively.
We then define two unit vectors âl and ât which are
parallel and perpendicular to the thrust axis. For the rest of
this paper, a subscript l denotes the component in the âl
direction and a subscript t denotes the component of a
vector in the ât direction.
The dilepton system transverse momentum is decom-
posed into components parallel to âl (a
‘‘
l ) and perpendicu-
lar to âl (a
‘‘
t ). These are given by
a‘‘t ¼ ~p‘‘T  ât a‘‘l ¼ ~p‘‘T  âl;
in which ~p‘‘T  ~pð1ÞT þ ~pð2ÞT is the dilepton system trans-
verse momentum. The resolutions of the two components
are shown in Fig. 3 from Z !  (MC) generated events.
Resolution effects are more pronounced in the Z ! 
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channel than in the Z ! ee. As seen, the lepton momentum
resolution effects are significantly more pronounced in the
âl direction than in the ât direction.
The decomposition is performed only for events in
which ‘‘ > 	=2, where ‘‘ is the angle between
the two charged leptons in the transverse plane. For the
case ‘‘  	=2 the direction of the dilepton transverse
momentum ~p‘‘T is used to define ât, and all components in
the âl direction are set to zero.
B. Calorimeter recoil activity
The second step in the process uses calorimeter energy
to assess whether or not it might generate apparent, though
false, 6ET . Two measures of net calorimeter transverse
energy are considered: (a) a vector sum of the ET of
selected reconstructed jets and (b) the uncorrected missing
transverse energy 6ET for the event from the calorimeter.
When computing the jet ~pT sum, we consider only those
jets whose pT is in the direction opposite to the dilepton
system for each of the âl and ât directions. That is, if ~p
jet
T 
âl < 0, then this amount is added to the âl correction, and
if ~p
jet
T  ât < 0, it is added to the ât correction.
The calorimeter activity correction is then defined using
either the jets or the uncorrected 6ET . We chose the one with
the largest projected magnitude along each of the two axes
in the hemisphere opposite to the dilepton pair.
Additionally, we allow for the possibility that only some
of the true recoiling energy is underestimated by multi-
plying the observed energy by two. The calorimeter cor-
rection is thus defined as
acalt ¼ 2minð ~pjetsT  ât; ~6ET  ât; 0Þ;
acall ¼ 2minð ~pjetsT  âl; ~6ET  âl; 0Þ
in which a jet is used in the âlðâtÞ component sum only if it
satisfies ~pT  âl < 0 ( ~pT  ât < 0). The presence of the zero
term in the min-function ensures that the calorimeter ac-
tivity correction is used only if it decreases the apparent
value of a‘‘t and/or a
‘‘
l . In this way we try to minimize the
possibility that a well-balanced event acquires an appar-
ently significant net missing momentum due to calorimeter
noise or a jet with a grossly overestimated energy.
C. Recoiling tracks
The third step identifies events in which the recoil
activity is not observed in the calorimeter as jets. We
consider tracks that are R> 0:5 away from all calorime-
ter jets, R> 0:5 from the candidate leptons, have a fit
satisfying 
2=NDF< 4:0, and pT > 0:5 GeV and use
these to build track jets using a cone algorithm. A track
jet is seeded by the highest pT track not yet associated with
any track jet. All tracks which are within R< 0:5 of the
seed track and are not yet associated with a track jet are
added to the current track jet. The track jet transverse
momentum ptjetT is the vector sum of the pT values of all
tracks forming the track jet. This is repeated until no
unused tracks outside the calorimeter jet cones remain. A
track-based correction is then defined as
atrkt ¼ ð ~ptjetT Þ  ât; atrkl ¼ ð ~ptjetT Þ  âl:
As with the calorimeter jets, a track jet is included in the
correction for the âlðâtÞ direction only if it satisfies ~ptjetT 
âl < 0 ( ~p
tjet
T  ât < 0).
D. Lepton pT uncertainty
In the fourth step of the algorithm, corrections a‘‘t and
a‘‘l arising from the uncertainties in the lepton transverse
momenta are derived. The basic approach taken is to
fluctuate the lepton transverse momenta by 1 standard
deviation of their uncertainty so as to minimize, separately,
the âl and ât components of the dilepton p
‘‘
T . The trans-
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FIG. 3. The difference between measured and true dilepton pT
in simulated Z !  events projected along the (a) âl and (b) ât
axes.
FIG. 2 (color online). Representation of the transverse plane of
the event and of the decomposition of the dilepton transverse
momentum along the thrust axis.
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verse component, a‘‘t , is minimized by decreasing the
transverse momenta of both leptons to give the modified
quantity:
a‘‘
0
t ¼ ~p‘‘0T  â0t:
Here ~p‘‘
0
T and â
0
t correspond, respectively, to ~p
‘‘
T and ât,
redefined using ~pð1ÞT  ð1 1Þ and ~pð2ÞT  ð1 2Þ in
place of the unscaled quantities. The uncertainty is then
simply given by:
a‘‘t ¼ a‘‘0t  a‘‘t :
The longitudinal component, a‘‘l , is minimized by decreas-
ing ~pð1ÞT and increasing ~p
ð2Þ
T using their fractional uncer-
tainties 1 and 2:
a‘‘l ¼ ð1 ~pð1ÞT þ 2 ~pð2ÞT Þ  âl
If the fractional uncertainty on either of the lepton trans-
verse momenta is larger than unity, then the fractional
uncertainties on both a‘‘t and a
‘‘
l are set to unity.
Electrons falling at calorimeter module boundaries of
the central calorimeter require special treatment as their
calculated uncertainties do not reflect the probability for
such electrons to have very significantly underestimated
energies. To account for this, if the lower pT electron is
within a central calorimeter module boundary, then the
fractional uncertainty on a‘‘l is set to unity.
E. Combination
In the fifth and final step, the variable 6E0T is computed
from the quantities calculated in the previous steps. We
compute components:
at ¼ a‘‘t þ acalt þ k0  atrkt þ k a‘‘t ;
al ¼ a‘‘l þ acall þ k0  atrkl þ k a‘‘l ;
where k and k0 are constants defined below. Recall that by
construction the ai (where i ¼ t or l) terms are always
zero or negative while a‘‘i is positive.
For events with significant transverse energy from neu-
trinos and no mismeasurements, the ai variables are large
and positive. If ai  0, then there is no significant missing
transverse momentum along direction i and that compo-
nent is ignored in the subsequent analysis by setting:
a0t ¼ maxðat; 0Þ; a0l ¼ maxðal; 0Þ:
The final discriminating variable is then calculated as a
weighted quadrature sum of the two components:
6E0T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a02l þ ð1:5a0tÞ2
q
:
By construction 6E0T is less that 6ET . The factor of 1.5 is used
with the ât component to give extra weight to the better-
measured direction. As mentioned earlier, if ‘‘ < 	=2,
then instead of using the thrust axis, the reference axis
direction ât is simply the ~p
‘‘
T direction, and the âl compo-
nents are ignored.
The values k and k0 were optimized by applying a loose
cut in 6E0T (such that the background in the sample is
dominated by Z ! ‘þ‘ events) and maximizing S= ffiffiffiBp ,
where S is the number of signal events and B is the number
of background events. The chosen values for dielectron
events are k ¼ 2:2 and k0 ¼ 2:5. For dimuon events, k ¼
k0 ¼ 1:5.
The power of the variable 6E0T is displayed in Fig. 4,
which shows the distribution of 6E0T , for the dielectron and
dimuon channels separately.
The separation of sources with true 6ET (e.g. WW and
ZZ) from those without, especially inclusive Z production,
is clearly visible. The rejection of events from single Z
boson production using this method and a simple 6ET cut is
shown in Fig. 5.
V. FINAL SELECTION, LIKELIHOOD, AND
YIELDS
In addition to the initial selection requirements, events
selected for further analysis must satisfy
6E0T > 27 GeV; dielectron, IIa;
6E0T > 30 GeV; dimuon, IIa;
6E0T > 27 GeV; dielectron, IIb;
6E0T > 35 GeV; dimuon, IIb:
The values of these requirements were chosen so as to
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optimize the expected significance of a ZZ observation in
the four individual analysis channels, assuming the SM
cross sections for signal and backgrounds. The effect of
systematic uncertainties, as described below, were used in
the significance calculation for the optimization. Tables I
and II show the predicted and observed yields after the
initial selection and after the 6E0T selection for the dielectron
and dimuon channels, respectively. The requirement on 6E0T
reduces the predicted instrumental background yields well
below those for our signal and remaining physics back-
grounds. In the dielectron channel, we observe 8 events
(8.9 expected) in the IIa data, with another 20 events (10.7
expected) in the IIb data. Of these, we expect 1.8 and 2.3 to
be signal events, respectively. In the dimuon channel, we
observe 10 events (7.0 expected) in the IIa data and 5
events (7.3 expected) in the IIb data. Here, we expect 1.7
signal events in each data set.
The ZZ signal is separated from the remaining back-
grounds with significant 6E0T using a likelihood with the
following input variables: the invariant mass of the dilep-
ton pair, M‘‘ (for the dielectron channel), the 

2 probabil-
ity resulting from a refit of the measured lepton momenta
under the constraint that their dilepton mass gives the Z
mass (for the dimuon channel), the transverse momentum
of the higher pT lepton, ~p
ð1Þ
T , the opening angle between the
dilepton pair and the leading lepton, , and the cosine of
the negative lepton scattering angle in the dilepton rest
frame, cosðÞ. Figures 6 and 7 show the data and predicted
distributions of the variables used in the likelihood for the
dielectron and dimuon channels, respectively. Figure 8
shows the likelihood distributions for signal and back-
grounds after all selection requirements.
VI. SYSTEMATIC UNCERTAINTIES
Systematic uncertainties are evaluated separately for the
dielectron and the dimuon samples and for each of the data
taking periods. The uncertainties affecting the overall scale
factor of the MC cross sections are canceled out by normal-
izing to the data before the 6E0T cut. The remaining system-
TABLE II. Number of predicted dimuon events and yield
observed in data after the dilepton selection and after the require-
ment on 6E0T . The uncertainties in the final column are statistical
only. If not present, the statistical uncertainty is negligible.
Sample Dilepton selection 6E0T requirement
Z ! ‘þ‘ 1:30 105 0:1 0:1
Z ! þ 53.3 0.09
W þ Jets    <0:01
tt 16.0 0.21
WW 32.0 9:7 0:1
WZ 18.3 0.82
Predicted background 1:30 105 10:9 0:3
ZZ ! ‘þ‘‘0þ‘0 2.89 0.00
ZZ ! ‘þ‘  9.48 3.39
Predicted total 1:30 105 14:3 0:3
Data 127 960 15
TABLE I. Number of predicted dielectron events and yield
observed in data after the dilepton selection and after the require-
ment on 6E0T . The uncertainties in the final column are statistical
only. If not present, the statistical uncertainty is negligible.
Sample Dilepton selection 6E0T requirement
Z ! ‘þ‘ 1:18 105 0:5 0:2
Z ! þ 48.3 0.35
W þ Jets 18.2 2:7 0:4
tt 16.4 0.34
WW 28.0 10:6 0:1
WZ 19.2 1.08
W 2.0 0.03
Predicted background 1:19 105 15:6 0:4
ZZ ! ‘þ‘‘0þ‘0 2.9 0.02
ZZ ! ‘þ‘  8.9 4.03
Predicted total 1:19 105 19:6 0:4
Data 118 850 28
FIG. 6. Distribution in the dielectron channel of the input variables of the likelihood discriminant for data and MC. Invariant mass of
the dilepton system (a), pT of the leading lepton (b), the opening angle between the lead lepton and the dilepton system (c), and the
cosine of the scattering angle of the negative lepton in the dilepton rest frame (d).
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atic uncertainties contributing to the significance and cross
section are dominated by the normalization of theW þ jets
background, the uncertainty on the WW cross section, the
lepton resolution, and the number of Z events surviving the
6E0T cut. The dominant uncertainties are listed in Table III in
which AZ is the acceptance times efficiency for Z=
 !
‘þ‘ and AZZ is the acceptance times efficiency for
ZZ= ! ‘þ‘  where contributions from Z= !
þ decays are included. The large uncertainty on the
W þ jets and remaining Z are due to the uncertainties on
the jet to lepton misidentification rate used in the normal-
ization of the W þ jets background and the small statistics
available after the 6E0T cut (for both). Varying the parame-
ters of the electron and muon smearing in the MC shows
that the effect on the final result is within the statistical
uncertainty in almost all bins. It is therefore propagated as
an uncertainty in the shape of the likelihood, as are the
contributions from jet energy resolution and the shape of
the ZZ pT spectrum.
VII. CROSS SECTION AND SIGNIFICANCE
A negative log-likelihood ratio (LLR) test statistic is
used to evaluate the significance of the result, taking as
input the binned outputs of the dielectron and dimuon
likelihood discriminants for each of the two data taking
periods. A modified frequentist calculation is used [16]
which returns the probability of the background only fluc-
tuating to give the observed yield or higher (p-value) and
the corresponding Gaussian equivalent significance. The
combined dielectron and dimuon channels yield an ob-
served significance of 2.6 standard deviations (2.0 ex-
pected), as reported in Table IV.
Because of the background normalization method de-
scribed earlier, the measurement of the ZZ ! ‘þ‘ 
production cross section can be therefore expressed in
terms of a relative number of events with respect to the
Z ! ‘þ‘ sample.
TABLE III. The values assumed by the dominant systematic
uncertainties for the various Monte Carlo signal and background
samples in the dielectron and dimuon channels.
Systematic uncertainty Dielectron
(%)
Dimuon
(%)
W þ Jets normalization 16   
WW and WZ theoretical cross sections 7 7
Number of Z events surviving the 6E0T cut 18 3
Systematic uncertainty
on the cross section
Uncertainty
(%)
Z= ! ‘þ‘ theoretical cross section þ2:05:0 þ2:05:0
AZ=AZZ ratio from pdf uncertainties 1.8 1.8
AZ=AZZ ratio from modeling
of the veto efficiency
0.8 0.8
AZ=AZZ ratio from modeling
of the ZZ pT spectrum
3.0 3.0
FIG. 7. Distribution in the dimuon channel of the input variables of the likelihood discriminant for data and MC. 
2 probability for
the kinematic fit to the dilepton mass (a), pT of the leading lepton (b), the opening angle between the lead lepton and the dilepton
system (c), and the cosine of the scattering angle of the negative lepton in the dilepton rest frame (d).
FIG. 8. The likelihood distributions for signal and background:
dielectron events (a) and dimuon events (b). All selection re-
quirements have been applied.
TABLE IV. Estimated significance for background only to
fluctuate to at least the observed yield for the combined dielec-
tron and dimuon channels in the two data taking periods.
Expected () Observed ()
p-value 0.0244 0.0042
Significance 2.0 2.6
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We define a background hypothesis to include the dis-
tributions of the predicted backgrounds shown in Tables I
and II, and a signal hypothesis to include these back-
grounds and the events from the ZZ process.
To determine the cross section the likelihood distribu-
tion in the data has been fitted allowing the signal normal-
ization to float. The scale factor f with respect to the SM
cross section and its uncertainty are determined by the fit.
The ZZ production cross section is computed by scaling
the number of events predicted by the MC to obtain that in
data:
ðZZÞ ¼ ðZÞ AZ
AZZ
fNMCZZ
NZ
AZZ is found to be 4:73 0:03% in the dielectron channel
and 4:91 0:03% in the dimuon channel. We assume the
theoretical cross section for Z= ! ‘þ‘ in the mass
window 60<M‘‘ < 130 GeV: ðZÞ ¼ 256:6þ5:112:0 pb
[17,18]. Using the ratio of the ZZ to ZZ= cross sections
computed with MCFM [19] at NLO, we scale the ZZ=
cross section down by 3.4% to give a pure ZZ cross section.
The resulting cross section for p p ! ZZþ X is
ðZZÞ ¼ 2:01 0:93ðstatÞ  0:29ðsysÞ pb:
This can be compared with the predicted SM cross section
of 1:4 0:1 pb [19] at ffiffisp ¼ 1:96 TeV.
VIII. CONCLUSION
We performed a measurement of the production cross
section of ZZ ! ‘þ‘  using 2:7 fb1 of data collected
by the D0 experiment at a center-of-mass energy of
1.96 TeV. We observe a signal with a 2.6 standard devia-
tions significance (2.0 expected) and measure a cross sec-
tion ðp p ! ZZÞ ¼ 2:01 0:93ðstatÞ  0:29ðsysÞ pb.
This is in agreement with the standard model prediction
of 1.4 pb [19].
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