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Abstract
Text Spotting can be used as an approach to re-
trieve information found in images that cannot be
obtained otherwise, by performing text detection
first and then recognizing the located text. Ex-
amples of images to apply this task on can be
found in Tor network images, which contain infor-
mation that may not be found in plain text. When
comparing both stages, the latter performs worse
due to the low resolution of the cropped areas
among other problems. Focusing on the recogni-
tion part of the pipeline, we study the performance
of five recognition approaches, based on state-of-
the-art neural network models, standalone OCR,
and OCR enhancements. We complement them
using string-matching techniques with two lex-
icons and compare computational time on five
different datasets, including Tor network images.
Our final proposal achieved 39,70% precision of
text recognition in a custom dataset of images
taken from Tor domains.
Keywords: Text Spotting, Text Recognition,
OCR, Cybersecurity, Tor darknet.
1 Introduction
Text spotting is a pipeline of two consecutive
tasks: accurate detection of text regions inside
an image or video and recognition of the detected
text to obtain a readable string [3, 7]. Automatiz-
ing the process of text retrieval from visual media
allows to obtain a high volume of information oth-
erwise ignored in content-based search engines [4].
The importance of text spotting is significantly
evident in the Darknet network, with the onion
domains of The Onion Router (Tor) network being
a relevant source of illegal content. Thanks to the
high level of privacy and anonymity of the Tor
network, it has attracted illegal services traders
to promote for their products safely, far from the
monitoring tools of the authorities.
A recent study by Al-Nabki et al. (2019) [1]
showed that more than 29% of the onion domains
involve suspicious activities such as weapon sell-
ing, drugs trading, and counterfeiting personal
identification documents. [10, 11]
The recent advance in Machine Learning and Deep
Learning algorithms allowed researchers to de-
velop intelligent tools to detect suspicious activ-
ities. In Al-Nabki et al. (2019) [1], the authors
proposed an algorithm to rank the onion domains
and to detect the most influential ones, while in
Al-Nabki et al. (2017) [2], graph analysis is used to
detect the emerging products. Other approaches
have proposed image classification system to de-
tect these activities [4].
Consequently, onion domain hosts have sorted to
hiding the descriptive text of their products or ser-
vices inside images. The text spotting technique
comes to fill in this gap to detect and recognize
this type of hidden text.
Figure 1: Example of Tor network image labelled
for the task of Text Spotting
As far as we know, only one work has tackled text
spotting in the onion domains [5]. However, the
proposed method obtained 57% F-Measure in text
detection and 0% precision in recognition. This
can be attributed to issues such as partial oc-
clusion, text orientation or the presence of mul-
tiple languages in the same image. Furthermore,
several types of text can be found in the images
hosted in onion domains of the Tor network, vary-
ing from hand-written based text to custom fonts
and machine printed text, such as watermarks
(Fig. 1).
Due to the difference in the results of each task, we
split our original pipeline in order to improve their
separate performance. In this paper, we focus on
the text recognition phase only, in order to find
the best methods suited for this task and how they
can be improved.
XL Jornadas de Automática Visión por Computador
https://doi.org/10.17979/spudc.9788497497169.828 828
The text recognition task can be divided into two
steps, segmentation and transcription. The seg-
mentation task consists on applying techniques
that allow to extract the bounded characters from
an image, separating the individual characters be-
fore their transcription. Some of the most rele-
vant techniques in segmentation include text bi-
narization, text line segmentation and character
segmentation [23].
After the characters have been segmented, they
can be transcribed into readable character se-
quences, by using single character or word level
recognition. Words analysis is more common than
sentences due to the fact that they are easier to
track and transcribe.
When applied to natural-scene images, text rec-
ognizers obtain lower scores than document-based
transcription. This is due to the differences in
how text appears in real images when compared
to the clean backgrounds and structure of docu-
ment text, which may not contain multiple fonts,
orientation or the noise found in regular images
[21].
We benchmark five text recognition approaches in
five different state-of-the-art datasets in order to
test the performance of this task. We select three
neural network based approaches; ASTER [21],
FOTS [17] and CRNN [20], due to their state-of-
the-art results, as well as one standalone Optical
Character Recognition (OCR) approach and an
enhanced OCR approach.
Two text corpora; general and Tor context-
specific, as well as string-matching algorithms are
used when comparing the result to the original
ground truth in order to obtain better results. We
also analyze the most relevant problems when rec-
ognizing text from different sources.
The rest of the paper is organized as follows. Sec-
tion 2 presents a review of relevant text recogni-
tion approaches. Section 3 reports the method-
ology followed for comparing the text recognition
methods. Section 4 details our experiments and
result discussion. Finally, we present our conclu-
sions and future lines of work in the field of text
spotting.
2 Related Works
Several approaches have been proposed in the
past few years to improve text recognition in
natural images. Tencent-PRC & USTB-PRIR
achieved the highest result of 43,58% precision in
the ICDAR (International Conference on Docu-
ment Analysis and Recognition) 2017 competition
of Robust Reading Challenge on COCO-Text [12],
using specific lexicons to improve word recogni-
tion.
Shi et al. [21] introduced a neural network model
that combines rectification and recognition net-
works, based on sequence-to-sequence learning
models. The first network is used to fix the ori-
entation of the input image and the irregularities
of the text, while the second performs a charac-
ter sequence prediction using the newly corrected
image.
Liu et al. [17] proposed a Text Spotting system
that combines detection and recognition on a joint
trainable system. This approach uses Convolu-
tional Neural Networks (CNNs) shared between
detection and recognition in order to perform fea-
ture extraction on a single network.
Shi et al. [20] combined Deep Convolutional Neu-
ral Networks (DCNN) and Recurrent Neural Net-
works (RNN) architectures to create a method
that can process images of varying dimensions and
predict characters or words of different lengths.
The method trains both structures simultaneously
with only one loss function.
Bartz et al. [3] proposed a method that uses a
single neural network in order to both detect and
recognize text in a semi-supervised way training
both tasks jointly.
Finally, Busta et al. [7] developed a Fully Convo-
lutional Net (FCN) based detector, combined with
a Connectionist Temporal Classification (CTC)
recognizer in a single, trainable framework.
3 Methodology
We selected five text recognition approaches, three
of which are based on neural networks and two
OCR approaches, in order to study their perfor-
mance. For neural networks, we selected ASTER
[21], FOTS [17] and CRNN [20]. For Optical
Character Recognition, we chose Pytesseract4, a
python wrapper for Google’s Tesseract technology.
We used this OCR approach under two different
configurations.
We selected the neural network based models due
to their state-of-the-art results. In particular, we
selected ASTER as a relevant text recognizer due
to its rectification feature, which can correct ori-
ented text making the transcription more accu-
rate.
ASTER [21] is a model that combines this rec-
tification network alongside recognition. It pre-
dicts a character sequence from the corrected im-
age using a bidirectional decoder, which combines
the results of each decoder. Using these features,
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Table 1: Precision of the text recognition methods in various datasets. Bold values indicate best results
Method SVT Custom TOIC IIT5K-Words ICDAR 2013 ICDAR 2015
ASTER 88,25% 28,30% 84,13% 88,29% 72,35%
OCR (default) 35,16% 10,92% 32,50% 41,38% 14,00%
OCR (set-up) 48,41% 18,83% 46,89% 60,18% 26,19%
FOTS 52,55% 20,74% 57,00% 72,92% 24,99%
CRNN 80,99% 15,70% 80,30% 79,32% 58,00%
ASTER can complement text detectors improv-
ing their accuracy by correcting text orientation.
The recognition network is trained on two syn-
thetic datasets [13], while the rectification network
is trained by the gradients obtained at the end of
the recognition, lacking the need for annotations.
CRNN [20] consists of three main components in-
tegrated into a single framework. The convolu-
tional layers, which extract feature maps from an
image, the recurrent layers that predict a label
for the extracted frames and the final transcrip-
tion layer, which transcripts the predictions into a
readable character sequence. The model is trained
on synthetic datasets [13] and based on the VGG-
Very Deep Architecture.
The FOTS method [17] focuses on retrieving
and recognizing text regions with incidental text
simultaneously. This approach shares features
among the two tasks, reducing computational time
and resulting in a single end-to-end trainable net-
work. It uses synthetic datasets [13] before train-
ing the network and fine-tuning the model.
We also placed a strong emphasis on OCR ap-
proaches due to the high presence of watermarks
and machine-printed text in our custom dataset.
In our Tor based images, machine-printed text of-
ten appears in images with clear backgrounds and
big font sizes. Copyright disclaimers are also of-
ten found in customized borders, separate from
the rest of the image’s content. OCR approaches
peform well in these environments [23].
The chosen OCR approach can be executed with
the default parameters, which performs automatic
page segmentation using the legacy engine but no
orientation and script detection.
This algorithm can also be adapted for the treat-
ment of the images (as a single line, word or char-
acter) and the type of engine used to recognize the
character (LSTM neural networks or the legacy
engine). We set these parameters so that we treat
each image as a single line of text, due to the fact
that each cropped image only contains one word
in the used datasets. We also used LSTM as the
engine mode, creating a setup different from the
default algorithm execution.
In order to test all methods, we used five different
datasets. The SVT dataset [22], which contains
647 text regions, the ICDAR 2013 [15] and 2015
[14] datasets, which hold 1093 and 2096 images
respectively, and the IIIT5K-Words dataset [18],
with a total of 3000 images, were chosen as rele-
vant datasets for the text recognition task. Addi-
tionally, we used a small subset of our own custom
dataset [5], named ”Custom TOIC”, consisting of
100 images gathered from the Tor Darknet with a
total of 1112 text regions. We only chose the re-
gions labelled as ”legible”, reducing the quantity
of images to 675 for these experiments. Fig. 2
illustrates some of the most relevant images.
Figure 2: Image examples from the used datasets
After running all the methods on the datasets, we
proposed the use of three string comparison meth-
ods, Jaro-Winkler [9], Ratcliff-Obershelp [19] and
Levenshtein [16] to increase the performance of
the OCR approach, by matching the transcribed
results against strings found in lexicons.
Each of these string methods measures word close-
Table 2: OCR precision results using lexicons on Custom TOIC
Dictionary Tor-specific Generic
Comparison Ratcliff Levenshtein Jaro Ratcliff Levenshtein Jaro
Default 13,40% 16,50% 13,40% 11,90% 16,70% 11,90%
Set-up 22,20% 25,50% 22,20% 19,50% 21,10% 19,50%
Speed (s) 0,42 2,44 0,30 32,00 170,03 21,51
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ness with a different scoring system, resulting in
an ordered list with the most similar words per
method. We selected them based on these dif-
ferent resulting values, in order to measure their
performance in a Tor-specific lexicon.
The Levensthein distance measures closeness as
the minimum amount of string operations such as
substitutions or additions needed to turn the first
string into the second, meaning a lower number
indicates a higher match.
The Ratcliff / Obershelp approach compares
strings by doubling the length of matched charac-
ter groups and dividing it by the summed length
of both words.
Finally, the Jaro-Winkler word similarity matches
characters if they are found in the compared string
at a distance less than half of its length. This
approach penalizes less errors at the end of the
string.
We tested each approach using two dictionaries,
one Tor-specific and one English-based, containing
5.570 and 471.376 words respectively and measur-
ing the average time taken by each word match.
Afterwards, we applied ASTER’s text rectifica-
tion feature in all the datasets in order to enhance
the performance of the algorithm, initially with
no dictionaries attached. Finally, we merge this
approach with the use of the Tor-specific dictio-
nary in our custom dataset, in order to identify
and analyze the hardest images and conditions to
properly transcribe.
4 Experimental Results and
Discussion
4.1 Experimental setup
We evaluated the methods on an Intel Xeon E5 v3
computer with 128GB of RAM using an NVIDIA
Titan Xp GPU. We measured text recognition
performance using the precision metric, which is
the percentage of fully-matched recognition re-
sults to the documented labels of each image.
4.2 Initial experiment
The precision results for the recognition meth-
ods, without using any dictionaries, are shown
in Table 1. The obtained results show that
ASTER outperforms the other methods in the
state-of-the-art datasets. CRNN comes as second
with slightly lower performance. For FOTS,
we implemented a publicly available version
at https://github.com/WangXiaoCao/FOTS
two stage that is unrelated to the original au-
thors, which is the reason for the result variation
in the datasets used.
The chosen OCR approach, Pytesseract4, scored
higher than FOTS under custom configurations on
the ICDAR 2015 dataset and higher than CRNN
on the Custom TOIC dataset, validating our ini-
tial hypothesis of OCR focused methods being rel-
evant in these particular environments.
Our custom TOIC dataset contains multiple level
annotations from character to words and sentences
levels, which can cause lower results when recog-
nizing text inside cropped images.
In contrast, the other datasets are labeled follow-
ing word-based strategy only, such as SVT and
IIIT5K-Words.
4.3 OCR and lexicons
As we observed a high volume of images contain-
ing watermarks and machine-printed text, we de-
cided to only use OCR in order to analyze the
improvements of string matching using dictionar-
ies.
When using dictionaries, we compare the 10
highest scoring words against the transcribed se-
quence, trying to locate a word match. The re-
sults of applying these techniques on our own cus-
tom dataset are detailed in Table 2. The Lev-
enshtein method obtained the best results with
a 25,0% precision using the Tor-specific corpus on
the setup version and a 21,10% on the generic dic-
tionary, but with a very high computational cost.
The Jaro-Winkler approach was the most com-
putationally efficient, but scored lower than Lev-
enshtein’s. However, when large dictionaries are
being used, the Jaro distance could be considered
as the most relevant approach.
Using lexicons with the Levenshtein string-
matching method, we improved the OCR results.
The default OCR improved from a precision re-
sult of 10,90% to 16,50%, while the custom setup
achieved a precision 25,50% from the original
18,83%. However, the results remain lower than
ASTER’s, which did not use any lexicon.
4.4 Rectification network experiments
Using ASTER’s rectification network, we tested
all the datasets once more using a different num-
ber of iterations. This network corrects an input
image, predicting a set of control points from the
original image and then performing a Thin-Plate-
Spline [6] transformation before generating the
rectified image. The new image contains a lower
degree of orientation which increases the perfor-
mance of the recognizers.
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Table 3: ASTER precision improvements using the rectification network
Rectifications SVT Custom TOIC IIIT5K-Words ICDAR 2013 ICDAR 2015
None 88,25% 28,30% 84,13% 88,29% 72,35%
1 90,11% 30,52% 85,40% 89,84% 74,24%
2 90,42% 31,70% 86,07% 90,39% 75,25%
5 90,88% 32,74% 87,00% 90,94% 76,37%
10 91,19% 32,74% 88,53% 91,03% 76,80%
20 91,19% 32,74% 88,93% 91,13% 76,80%
If the recognition was not the same as the doc-
umented label, the image would be rectified and
transcribed again as many times as the iterations
specified. Table 3 shows our results applying this
network to five images, while the visual rectifica-
tion effect in the images is shown in Fig. 3.
We improved the results up to 4% on each of the
datasets before the improvements converged above
10 iterations, with subsequent rectifications not
significantly altering the scores. Adding a single
correction improved the results 2%.
We found that 5 iterations achieved the best re-
sults in our custom TOIC, enhancing the original
results of 28,30% to 32,74%.
Figure 3: Resulting images (right) of applying
ASTER’s rectification network
4.5 Rectification network and lexicons
Lastly, we combined our selection of the Leven-
shtein distance, our Tor-specific lexicon, and the
correction approach to improve the results in our
custom dataset, as illustrated in Table 4.
When using the Tor-specific lexicon, the 10 high-
Table 4: ASTER results on Custom TOIC Subset
using a Tor-specific lexicon
Lexicon Rectifications Precision Time (s)
No None 28,30% 75,72
No 1 30,52% 106,56
Yes None 34,81% 330,72
Yes 1 37,04% 559,50
Yes 2 38,22% 753,30
Yes 5 39,26% 1.257,79
Yes 10 39,70% 1.912,09
est score matching words are checked against the
transcribed text for string comparison. Combin-
ing all approaches, we obtain an improvement of
11,40% when recognizing text from Tor-related
images using the ASTER method, with each con-
figuration increasing processing time.
4.6 Image analysis
After finishing the enhancements on the text
recognition task, we take the images that were
not correctly recognized and analyze them. We
identify five main problems in the text recognition
task; similar characters, incorrect labelling, orien-
tation, resolution and other factors. We found no
influence due to the color of the cropped words.
Similar characters encapsulates text regions that
are close to other sequences, such as common ”g”
and ”9” mistakes. Other examples include the let-
ter ”U” being incorrectly detected as ”LI”, due
to their analogous form. Certain font type and
size deviated problems can also be associated to
this category, as they can make differentiating cer-
tain characters a complex task. In most cases, the
problems caused by this issue can be reduced with
the use of lexicons.
Incorrect labelling refers to the wrong assignment
of labels to text regions where the given sequence
differs from the documented text. It is a common
occurrence that the label does not include certain
characters that may be difficult to appreciate at
first, only to be properly recognized but not obtain
a full match due to the original label not contain-
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ing them. Other labelling mistakes, such as writ-
ing ”Brazil” as ”Brasil” or ”Name” as ”Nam”, can
also be found in most of the datasets used. While
some of these errors can be solved using dictionar-
ies, wrong labelling can reduce scores significantly
if left ignored.
Orientation is one of the most relevant problems
when performing text recognition. From slightly
distorted text due to a particular camera angle,
to curved fonts or vertically aligned text, images
that contain this type of information are often
incorrectly recognized. Although ASTER’s rec-
tification network can improve transcription on
slightly oriented character sequences, vertical or
curved text is still an issue that the proposed net-
work fails to recognize properly. In recent years,
this type of text has become more relevant, [8]
as it is often missing from common datasets and
competitions.
The resolution of the cropped regions is a prob-
lem of strong relevance especially in our custom
dataset. As we have multiple text regions that
can be found in a single image, it is a common
occurrence that some of these regions are of lower
dimensions than 30 × 30 pixels. As most of the
methods often re-scale the images to a custom size
before processing, text recognition is likely to fail
in such images. For this purpose, superresolution
techniques can be used for image enhancement.
The last category encapsulates different problems
that are common in real-scene images. We found
that ASTER did not perform as well in big stan-
dalone characters, long words or sentences in im-
ages that contained a significant font size differ-
ence. Other common problems were found in
blurry words, high levels of brightness and certain
occluded characters as well as machine printed
texts, which was our main reason for using OCR
approaches.
5 Conclusions
In this paper, we have selected five text-
recognition based approaches using three neural
network approaches and two OCR configurations,
comparing their performance in five datasets with
the goal of extracting text found inside images
taken from the Tor Darknet.
We have improved the results in the OCR ap-
proach by using dictionaries and string-matching
methods to enhance text recognition. We ob-
tained a precision of 25, 5% in our custom dataset
using Pytesseract4, concluding that the use of
OCR approaches can be useful in Tor images that
contain machine printed text.
In order to enhance recognition results, we used
ASTER’s rectification network, concluding that
five iterations is the most efficient approach when
considering computational efficiency. We obtained
an increase of 4% precision with this configura-
tion, which is further increased to 10,96% when
combining the approach with a Tor-specific lexi-
con and the Levenshtein distance, which takes a
high computational cost.
Combining ASTER’s rectification and recognition
network with the use of a Tor-based lexicon and
the Levenshtein distance, we obtained a recogni-
tion precision in our custom dataset of 39,70%.
When using using OCR approaches and the same
lexicon, we obtained a 25,50%.
As a result of our work, we have identified the best
OCR configurations for our Tor-based text recog-
nition goal. We have also analyzed the best string
matching methods efficiency and cost-wise, being
the Levenshtein and Jaro-Winkler approaches re-
spectively.
Furthermore, we determined oriented text, char-
acter similarity and low image resolution as the
most challenging conditions for text recognition.
We also discovered errors in the documented la-
bels of the dataset, which reduces the algorithm’s
precision results.
Our future work will be focused on vertical text
recognition and low resolution images, as well as
more efficient string comparison methods to im-
prove the computational cost of using large lexi-
cons. We will also focus on the detection section of
the pipeline and how these areas can be corrected
using the rectification network.
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