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CHAPTER 1 INTRODUCTION
1.1 Why Study Low-Mass X-Ray Binaries?
Neutron stars (NSs) represent the densest observable material occurring naturally in
the universe, since black holes are not directly visible due to the event horizon. With
central densities expected to be well beyond that of an atomic nucleus, NSs also provide
an opportunity to study extreme gravity. Though NSs were first suggested to exist by Lev
Landau in 1932 (see Landau, 1932; Yakovlev et al., 2013), the first explicit theoretical
prediction was carried out by Walter Baade and Fritz Zwicky in 1934 as an explanation
of supernova explosions (Baade & Zwicky, 1934). The first observational evidence for
NSs came with the discovery of the first radio pulsar by Jocelyn Bell Burnell in 1967
(Hewish et al., 1968). Since then, NSs have been observed as radio pulsars and across
the electromagnetic spectrum, and even in the form of gravitational waves (Abbott et al.,
2017).
Due to their supranuclear density, neutron stars are extremely valuable as laboratories
for studying the physics of extremely dense matter. A quick calculation of the expected
neutron star densities is easy enough to carry out, assuming the canonical values of mass
and radius for a textbook NS, which are 1.4 M and 10 km, respectively. This gives an
average density of 6.65 ⇥ 1014 g cm 3 , while the nuclear saturation density is known to be
rnuc = 2.8 ⇥ 1014 g cm 3 . While Earth-based collider experiments are capable of producing
extremely hot matter with densities exceeding several times the nuclear saturation density,
these conditions last for just fractions of a second and are unrepresentative of the relatively
cold matter which likely exists within neutron stars. This leaves astronomical observations
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Figure 1: Relative size of a canonical 10 km radius neutron star plotted over a satellite map of Detroit,
Michigan.

of NSs, in coordination with theory, as our only tools to provide constraints on the properties of cold, ultra-dense matter. The size of a canonical NS, which would contain a mass
1.4 times that of the Sun, is compared to a city in Figure 1.
The most accessible description of this phase of matter is provided by an equation
of state (EOS), which relates pressure, density, and temperature. The first EOS model
calculations were carried out for an ideal gas of free neutrons (Oppenheimer & Volkoff,
1939; Tolman, 1939), and suggested an upper limit of just 0.7 M for the NS mass, with
an accompanying central density of 5 ⇥ 1015 g cm 3 , and a gradient in density between the
center of the NS and its surface. Modern observations give the average mass of a NS as

3
1.4 M (see, e.g. Özel & Freire, 2016).
The structure of a NS is as follows. The outer layer of a NS may have a thin atmosphere
of Hydrogen and Helium, or a thin (tens of cm) envelope of Hydrogen and Helium that
has fallen onto the surface due to accretion. A solid crust of heavier elements would
exist below this ocean (or envelope), which forms a crystalline structure at high enough
densities. This nuclear crust transitions at a depth of ⇠ 1 km inside the neutron star to
a neutron superfluid. The majority of the mass of the neutron star exists beneath the
crust as the core. An outer core of superfluid neutrons likely exists, while an inner core
composed of more exotic states of matter may also exist (for a recent review, see Lattimer
& Prakash, 2016). The most important physical constraints which can be derived from a
given EOS is the relationship between NS mass and radius. Constraining the NS EOS then
depends on measuring NS masses and radii (Watts et al., 2016), for which there are a
variety of observational methods, which include radio pulsar timing techniques (Lorimer,
2008) and spectral studies of accreting NSs either during quiescence (periods of inactive
accretion, see Wijnands et al., 2017, for a review) or during thermonuclear type I X-ray
bursts (Kuulkers et al., 2003). More recently, measuring the pulse profiles from millisecond
X-ray pulsars with the Neutron star Interior Composition Explorer (NICER) has been realized
as an additional way to constrain the mass-radius relationship for neutron star material,
since the detected pulsations may arise due to thermal emission from the NS magnetic
polar caps (Guillot et al., 2019).
Apart from using NSs as laboratories for constraining the physics of dense nuclear
matter, the density and mass of NSs are such that they exist in an environment of extreme
gravity and are therefore affected by General Relativity (GR). They once again provide a
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laboratory to test the predictions of general relativity which is not accessible to Earth-based
laboratories, or even within our Solar System. While GR has been shown to be reliable in
the weak-field limit, where the curvature of space-time is minimal, observations of NSs
and black holes provide the opportunity to test GR in the strong-field regime when the
warping of space-time is severe (Psaltis, 2008). Spacetime curvature, which can be defined
as x = GM/r3 c2 , is stronger for a stellar-mass black hole than for a supermassive black
hole, because curvature x µ Mr

3,

and so the smaller radius of a neutron star or stellar-

mass black hole leads to a greater curvature of spacetime, despite a smaller gravitational
potential. As such, stellar-mass black holes and neutron stars provide the only opportunity
to test GR in this extreme limit (see Psaltis, 2008, for a review).
Unfortunately, neutron stars and their stellar-mass black hole companions are notoriously difficult to observe. For example, even the closest known black hole source
with a reliable distance measurement of 1.57 ± 0.40 kpc, called V616 Mon or A 0620 00
(Cantrell et al., 2010; Gandhi et al., 2019), would have an angular diameter in the sky of
2.5 ⇥ 10

4

µas (microarcseconds) if we assume a black hole mass of 10 M and take its

Schwarzschild radius. This is well beyond the angular resolution of any modern telescope
or observatory, including even the Event Horizon Telescope that was able to image the first
ever shadow of a black hole in the case of M87 with an angular resolution of ⇠ 25 µas
(Event Horizon Telescope Collaboration et al., 2019). A NS with a 10 km radius would
appear even smaller in the sky at the same distance. As a result, we rely on methods
other than imaging in order to study these objects, which include spectroscopy and timing
analyses.
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1.2 The Physics of Accretion
Though studies of the timing properties of isolated radio pulsars have yielded the most
accurate mass measurements of NSs to date, studying a NS when interacting with its environment provides another window into sources and the effects of their strong gravity.
Fortunately, many NSs exist in binary systems with a stellar companion, as do most stars.
When a NS is formed from the supernova of a massive star within a binary system, and if
the binary system remains stable after the supernova, interactions between the NS and its
companion star may occur. This leads to a class of accreting sources known as X-ray binaries, which may consist of a NS or a stellar-mass black hole, alongside a stellar companion.
The companion star may lose material from its outer layers as this material becomes gravitationally bound to the compact object. This occurs when the companion star overflows
its Roche lobe, either because it reaches the latter stages of stellar evolution and moves
off the main sequence, or because of its close orbital proximity to the compact object. See
Figure 2 for an artist’s depiction of accretion onto a compact object in a low-mass binary.
The process of material falling onto a compact object is known as accretion. This process is the most efficient conversion of energy into electromagnetic radiation of any known
process in the cosmos. For example, we can compare the efficiency of accretion to that of
the nuclear processes which power the Sun. For a back-of-the-envelope calculation (following Frank et al., 2002), the gravitational potential energy released due to accretion
of some mass m onto a compact object of mass M is given by: DEaccretion = GMm/R? ,
where G is the Newtonian gravitational constant and R? is the radius of the compact object. Using M ⇠ M and R? = 10 km, the available gravitational potential energy to be
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Figure 2: Artist depiction of accretion onto a white dwarf from a low-mass companion star.
NASA/CXC/M. Weiss

Credit

converted into electromagnetic radiation is ⇠ 1.3 ⇥1020 erg for every gram of accreted
matter. In the case of the fusion of 4 Hydrogen nuclei into a single Helium nucleus, we
have DEnuclear = 0.007 mc2 , where c is the speed of light, and we find an energy release
of 6.3 ⇥ 1018 erg for each gram of available Hydrogen. On larger mass scales, accretion
around a central supermassive black hole in large galaxies is now known to power quasars
and active galactic nuclei (AGN), the most luminous objects in the cosmos.
For a compact object of a given mass there is a maximum accretion rate known as the
Eddington limit. This limit occurs because the radiation pressure due to this release of
gravitational potential energy could overcome the pressure of the infalling material. Calculations of the Eddington luminosity for a 1.4 M NS in the simplest case and assuming
spherical accretion give LEdd = 1.8 ⇥ 1038 erg s 1 . By examining the peak luminosities of
type I X-ray bursts occurring in X-ray binaries found in globular clusters, Kuulkers et al.
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(2003) have established an empirical Eddington limit to be 3.8 ⇥ 1038 erg s 1 . This limit
provides an estimate of the typical luminosities of the brightest NS LMXBs, and is often
used as a measure of a system’s luminosity.
X-ray binaries are so-called because the accreting material forms a disk as it falls toward
the compact object, heating up due to friction between the differential orbital velocities of
different radii within the disk. Temperatures within the inner accretion disk around a NS or
black hole are hot enough to emit thermal or blackbody radiation in the X-ray wavelengths
of the electromagnetic spectrum. Low-mass X-ray binaries (LMXBs) are defined as X-ray
binaries in which the companion or donor star is . 1 M , and NS LMXBs may be classified
into smaller, distinct groups depending on their behavior and luminosity.

1.3 Variability and Classification of LMXBs
Like all accreting sources, LMXBs are naturally variable, and they show variability at
a variety of different timescales. On the longest of timescales, NS LMXBs will go into
periods of outburst during which they are actively accreting material, and they may go
into quiescence for years during which accretion is essentially shut off. Transient sources
will go through periods of outburst and quiescence over the course of years or decades,
and yet many NS sources have been persistently accreting since their initial discovery.
Among the persistent X-ray sources, spectral variability occurs over the course of several hours or days. Type I X-ray bursts, for example, are common occurrences which can
last tens of seconds to several hundred seconds (see Lewin et al., 1993, for a review).
Additionally, these sources are often seen to increase in luminosity over longer periods
or change their broadband spectral shape. A crude but quick way to quantify changes in

ow-Mass X-ray Binaries (LMXBs)
A quick way to
measure the X-ray
spectrum is to
measure colors.
Spectra can be
variable in their total
intensity AND in
their spectral shape
(color) as well.

‘Soft’ X-rays

8

‘Hard’ X-rays

PhD Defense - Benjamin Coughenour, Wayne State University
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Figure 3: An illustrative example of breaking apart an X-ray spectrum into different broad energy bands to
calculate X-ray colors. In this example, the hard-color would be given by the ratio of counts between the blue
and green shaded regions, while the soft-color would be given by the ratio of counts between the yellow and
orange shaded regions.

a source’s spectral shape is to calculate X-ray colors for the sources, which is done in an
analogous way to how colors are calculated in optical light for normal stars.
By measuring the count rate ratios between different wide energy bins, one can gain
an understanding of the general shape of a spectrum. Two colors are typically defined for
X-ray spectra, called the soft-color for a ratio between lower energy, or ‘soft’ X-ray count
rates, and a hard color for a ratio between higher energy, or ‘hard’ X-ray count rates. See
Figure 3 for an illustrative example of four broad energy bins which could be used to
define X-ray colors (typically the hard-color is the ratio of count rates in the energy bands:
6.4–20 keV / 5–6.4 keV, while the soft-color ratio is the ratio of count rates between 3.0–
5.0 keV / 1.0–3.0 keV). Since NS LMXBs vary both in terms of their luminosity and their
broadband spectral shape, tracking a source’s X-ray colors and total count rate over time
is an easy way to quantify and follow a source’s variability.
It was even discovered that plotting the hard-color against the soft-color for any given
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Figure 4: Atoll source (left) in comparison with a Z-source (right) when plotted on a color-color diagram or
hardness-intensity diagram. Adapted from van der Klis (2000)

NS LMXB resulted in one of two possible behaviors being displayed. Consequently, bright
and actively accreting NS LMXBs are classified into two distinct groups, known as ‘atoll’
and ‘Z’ sources (Hasinger & van der Klis, 1989). Z sources trace out a three-branched
nearly continuous ‘Z’ shape on their color-color diagrams (CCDs), and these three states or
branches are described as the ‘horizontal’ branch, when the source it in its hardest state,
the ‘normal’ branch, which is intermediate, and the ‘flaring’ branch, which is the softest
and yet often the most luminous state as bright flares are visible in broadband lightcurve.
The atoll sources show a much less continuous pattern on their CCDs, and their spectral
states are classified to be either the hard ‘island’ state or the soft ‘banana’ branch state
(Hasinger & van der Klis, 1989). See Figure 4 for an comparison of these two source types
plotted on their color-color diagrams.
Aside from showing different characteristic behavior on their CCDs or hardness-intensity
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diagrams, the atoll sources and Z-sources also differ in terms of their luminosities. The
more luminous Z sources accrete at or near the Eddington limit, while the less luminous
atoll sources have luminosities in the range 0.01–0.50 LEdd (van der Klis, 2006). Thus, it
may well be that mass accretion rate is all that separates the two groups, and this possibility is supported by observations of the transient source XTE J1702 462. XTE J1702 462
was observed during an outburst in 2007 to behave like a Z source (Homan et al., 2007),
before its luminosity decayed over time and as it returned to quiescence showed the characteristics of an atoll source instead (Lin et al., 2007; Homan et al., 2010).
Over the course of many observations of the different Z sources, it was realized that two
separate yet similar behaviors are displayed. There are 6 persistently accreting Z sources:
Sco X-1, GX 349+2, GX 17+2, Cyg X-2, GX 340+2, and GX 5 1. Among them, the first
three sources exhibit strong and regular flaring, and spend relatively less time in the hard
state of the horizontal branch. When plotted on a CCD or hardness-intensity diagram, they
appear to trace more of a Nike ‘swoosh’ logo rather than a full ‘Z’. The latter three sources,
on the other hand, regularly exhibit a well defined and clear horizontal branch and have
weaker and more infrequent flares (Church & Bałucińska-Church, 2012). As a result, the
Z sources are often further separated into the Sco X-1-like or Cyg X-2-like subgroups or
described as behaving in a Sco-like or Cyg-like manner.
An important consideration that should be discussed is the difference between flaring
and dipping in Z sources. While the early convention was to plot hard color against the
soft color of a given LMXB (see, e.g. Hasinger & van der Klis, 1989), it was found that
a degeneracy existed within the flaring branch for Z sources. ‘Flaring’ in the Cyg-like Z
sources sometimes coincided with a drop in the count rate of these sources, which is pre-
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cisely the opposite of an X-ray flare. By plotting these spectral changes as a hard-color or
hardness ratio against the overall source intensity, this degeneracy is resolved, and sometimes a fourth branch is visible on hardness-intensity diagrams, as can be seen in Figure 4
(Kuulkers & van der Klis, 1995; Bałucińska-Church et al., 2012). This represents dipping
in these sources, which is a well-known phenomena since dips in the X-ray intensity of
Cyg X-2 were first detected in 1982 (Bonnet-Bidaud & van der Klis, 1982).

1.4 Spectral Properties of LMXBs
Color-color diagrams are an easy but crude way of looking at spectral changes. A
better approach is to fit physically-motivated models to the spectra. It is therefore worth
reviewing the expected spectral components in a NS LMXB.
As material falls toward the compact object, due to its angular momentum and collisions between individual particles it naturally forms an accretion disk. The standard model
for the accretion disks around a black hole or neutron star is called a thin disk or ShakuraSunyaev disk (Shakura & Sunyaev, 1973). The spectrum of a thin disk is modeled as a
multi-temperature or multi-color blackbody, with each annular radius of the disk emitting
thermal radiation based on its temperature. Inner regions of the disk are hotter than outer
regions of the disk because the accreting material flows faster the closer it approaches the
compact object, with heating due to viscous friction such that T (r) µ r

4/3

(for a review,

see Done et al., 2007). This steady-state model is useful when considering accretion onto
black holes and neutron stars, but can be unstable under certain thermal conditions or for
changes in mass accretion rate (Done et al., 2007).
Modeling the X-ray spectrum of a NS LMXB will often involve multiple components, one
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of which may be a multicolor disk. In the case when a disk component is included, another
harder component must also be present to represent either the neutron star surface or a
boundary layer between the neutron star and accretion disk. A boundary layer must exist
in NS LMXB systems due to the fact that material in the inner accretion disk is orbiting
more rapidly than the surface of the neutron star due its spin, and must give up its angular
momentum in order to fall to smaller radii. This is also a consequence of GR, since there
exists an innermost stable circular orbit (ISCO) due to GR, inside of which orbital motion
is unstable. Material must flow in the boundary layer from the ISCO onto the neutron star
surface when the radius of the NS is less than that of the ISCO. Depending primarily on
mass accretion rate, the spectrum of the neutron star boundary layer may take the form
of a Comptonization spectrum or a quasi-thermal (or blackbody) component (Popham &
Sunyaev, 2001). For a schematic of NS accretion, see Figure 5.
At the temperatures considered for the inner accretion disk and flow of material within
the boundary layer, the ionization of Hydrogen provides a cloud of hot, relativistic electrons. Compton upscattering of soft photons from the disk by these highly energetic electrons produces a very nonthermal spectrum, sometimes modeled with a broken power law
(see, e.g. Lin et al., 2007). A variety of physical Comptonization models exist as well,
taking into account a specific thermal seed photon spectrum and the properties of the hot
ionized Comptonizing material (Titarchuk, 1994; Titarchuk & Lyubarskij, 1995; Hua &
Titarchuk, 1995; Zdziarski et al., 1996; Życki et al., 1999; Farinelli et al., 2008).
The broadband continua of NS LMXBs, when considering the variety of source behaviors and spectral states within each source classification, may be fit by a variety of model
components. The only certainty is that, for the majority of bright NS LMXB sources, in-
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Figure 5: Two different schematic representations of a NS LMXB, with different components labeled. NS
LMXB spectra may include a soft disk component and hard blackbody to represent the boundary layer (upper), or a soft blackbody to represent the NS surface with a power law or Comptonization model component
to represent the extended accretion disk corona (lower). Other geometries are also possible.

cluding the atolls and Z sources, multiple additive model components must be used, since
no single model is able to reliably represent the broad X-ray spectra of any actively accreting source. Depending on the choice and combination of model components, our physical
understanding of LMXBs may change, and many model choices are degenerate — that is, a
variety of model choices have been shown to provide acceptable statistical fits to the data
(Lin et al., 2009). The process of modeling the spectra of LMXBs has, as a results, been
quite controversial (see Barret, 2001, for a review). An example spectrum, taken from the
Z source GX 349+2, is shown in Figure 6 with the reflection spectrum included as well
(see Chapter 1.5).
The complexity in modeling the broadband spectra of LMXBs makes understanding
changes in their spectral states difficult. In particular, what causes the Z sources to move
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Figure 6: Modeled spectrum of the Z source LMXB GX 349+2, with two thermal components (the disk is
shown in blue, the blackbody is in red). A full reflection spectrum is included in cyan with an Fe line bump
between 6 and 7 keV.

between the different branches on their HIDs is not fully understood, though earliest suggested explanation was a monotonic increase in mass accretion rate along the Z-track
from the normal branch through the flaring branch, due to timing and spectral changes
detected (Priedhorsky et al., 1986). A complete explanation, which relies on a soft blackbody thermal component representing the neutron star surface, and an extended accretion
disk corona, represented by a broken power law, has been suggested for the Z sources
by Church & Bałucińska-Church (2012). By modeling time-averaged spectra of both the
Sco-like sources (Church et al., 2012) and the Cyg-like sources (Bałucińska-Church et al.,
2010) with such a model, the authors suggest unstable nuclear burning on the NS surface is responsible for flaring in these sources, with an increase in mass accretion rate also
likely to play a role for the Sco-like sources. This was due to spectral changes throughout
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the Z-track and a measured blackbody temperature at the onset of flares which is consistent with the expected critical point in nuclear burning on the NS surface (Bildsten, 1998;
Bałucińska-Church et al., 2010; Church et al., 2012).
Considering the variety of applicable models to NS LMXBs and a new generation of Xray telescopes and detectors such as NuSTAR and NICER, the questions surrounding spectral changes in NS LMXBs remains intriguing.

1.5 Reflection in LMXBs
A particularly interesting and useful method of investigating the physical properties
of LMXBs with spectroscopy relies on the detection of reflection features in these sources.
First detected in the X-ray spectra of black hole systems, the reflection of hard X-rays off the
accretion disk produces distinctive features, most notable among them a broad Fe emission
line between 6 and 7 keV due to the XXVI and XXVII ionization states (Barr et al., 1985;
Nandra et al., 1989). The distinctive shape of these and many other broad, asymmetric
Fe line detections can be well explained by the fluorescent Fe line emission of relativistic
material in an accretion disk being irradiated by harder, high-energy X-rays (Fabian et al.,
1989). A schematic of reflection in a black hole system is given in Figure 7.
An emission line produced in the environment of the inner accretion disk around a
stellar-mass black hole or neutron star should show signs of relativistic Doppler broadening and beaming, as well as a gravitational redshift. As a result, information about
the environment of the inner accretion disk is encoded in the profile of the broad Fe line
(Fabian et al., 1989), as depicted in Figure 8.
The broad Fe line is just one feature of the spectrum of reflection produced by the ir-
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Figure 7: Illustration of reflection off an accretion disk from a corona or boundary layer. Direct emission from
the corona is seen (blue arrows) along with reflected emission from the accretion disk (light blue arrows). If
reverberation is detected (see Chapter 1.6.1), it is due to the additional light travel time between the corona
and the accretion disk. Curved arrows represent the curved path of light due to the gravitational effects of
the compact object.

radiation of the disk by hard X-rays, which can be a useful in providing information about
the inner accretion disk and the environment surrounding a black hole (see Ross & Fabian,
2005; Miller, 2007, for a review). Relativistic Fe lines and other reflection features, including the broad ‘Compton hump’ above 10 keV due to backscattering electrons, have more
recently been detected in NS LMXB systems as well (e.g., Bhattacharyya & Strohmayer,
2007; Cackett et al., 2008, 2009a, 2010; Egron et al., 2013; Miller et al., 2013; Di Salvo
et al., 2015; Sleator et al., 2016; Ludlam et al., 2017a, 2019). In NS systems, once again
additional complexity arises due to the unknown nature of the source of the hard X-rays.
While in black hole systems, the hard X-rays are known to come from the hot ‘corona’
of electrons located near the black hole. Although the exact nature and geometry of this
corona are not well known, recent studies show that the corona is compact (. 10 Rg ,
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Figure 8: Relativistic effects on an emission line are shown for two annuli within the accretion disk. Doppler
motion without GR produces a red and blue double-horned line structure, while relativistic beaming accentuates the blue wing. Gravitational redshift shifts the line to longer wavelengths, and by integrating over the
entire disk a line profile is given as shown in the bottom panel. Image from Fabian (2013).

see e.g. Cackett et al., 2014; Kara et al., 2016). For NS systems, these hard X-rays may
come from a corona above both the NS and its accretion disk at the base of a jet, from
the NS boundary layer, or from the NS itself if the accretion onto the NS surface is strictly
equatorial (Cackett et al., 2010; D’Aì et al., 2010; Degenaar et al., 2018).
What may be most useful about the reflection spectrum, and in particular the broad
Fe line, is its ability to put constraints on the inner accretion disk radius. Depending on
whether or not the disk is truncated at a radius well outside the ISCO, this may carry

18

Figure 9: Series of Fe line profiles in different NS LMXB sources, measured using NuSTAR. Spectra taken
from Ludlam et al. (2016); Miller et al. (2013); Ludlam et al. (2017a,c,b, 2019); Coughenour et al. (2018).
Image courtesy of R. Ludlam, and can be found at reneeludlam.com.

information about the neutron star’s magnetic field (Ibragimov & Poutanen, 2009; Cackett
et al., 2009a), or the geometry and scale of the neutron star boundary layer (Popham &
Sunyaev, 2001). If the inner accretion disk is smaller or close to the ISCO, this sets an
upper limit on the NS radius, since the surface of the NS would truncate the accretion disk
(Cackett et al., 2008; Di Salvo et al., 2015; Chiang et al., 2016; Ludlam et al., 2017a,b). A
series of Fe line profiles measured using NuSTAR is shown in Figure 9.

1.6 Timing Properties of LMXBs
NS LMXBs are variable on a wide variety of timescales from ms to months. There
are a variety of short-term (timescales .100 s) variability signatures and features in NS
LMXBs. Periodic pulsations detected in X-rays provide a measurement of the spin period
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of the neutron star, and are analogous to radio pulsations. These X-ray pulsations occur
due to the funneling of accreting material onto the magnetic poles of the NS (see van der
Klis, 2000, for a review). Thermonuclear burst oscillations, which are sometimes detected
during type I X-ray bursts due to anisotropic emission from the NS surface, provide another
opportunity to detect the NS spin (Galloway et al., 2008). From these timing signatures,
the spin rates of several handfuls of accreting NSs are now known.
To search for periodicity or for any coherent variability within a source’s light curve
(the light curve is simply the source intensity, in counts s 1 , over time), the most common
technique is to calculate a power spectrum by computing the squared modulus of the
Fourier transform of the source’s light curve. A periodic signal will appear as a delta
function in the power spectrum at its characteristic frequency. There are also aperiodic
timing signatures, called quasi-periodic oscillations or QPOs, which are regularly detected
in NS LMXBs across a variety of frequency scales. These appear as a Lorentzian bump in
the source’s power spectrum, with a peak frequency and a measurable width.
The longest timescale QPOs in NS LMXBs have centroid frequencies between a few Hz
and ⇠ 60 Hz. In Z sources, the frequency is dependent on source state, leading to the
description of these QPOs as horizontal, normal, or flaring branch oscillations, each with a
characteristic frequency. The highest frequencies (20–60 Hz) are detected when a source
is in the horizontal branch, and are correlated with the source count rate. While a source
in its normal branch will exhibit a QPO of roughly 6 Hz, the QPOs detected when a source
is flaring will have an intermediate frequency of 10–20 Hz (van der Klis, 1989). Although
the phenomenological behavior of these low-frequency QPOs is well-studied, the physical
emission mechanism is not well-known.
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Another type of QPO also exists that was discovered with the launch of the Rossi Xray Timing Explorer (RXTE) in 1995, at several hundred to just over one thousand Hz
(300–1200 Hz). The discovery of these timing signatures, known as kHz QPOs, was met
with excitement because the peak frequencies detected are on the order of the expected
orbital frequency of material in the innermost accretion disk. A quick calculation of the
orbital motion around a NS gives a frequency of norb = (GM/4p 2 rorb 3 )1/2 , where G is the
Newtonian gravitational constant, M is the mass of the neutron star, and rorb is the radius
of the orbiting material. As previously mentioned in Chapter 1.4, there exists due to GR an
innermost stable circular orbit, or ISCO, inside of which orbital motion is unstable. For a
non-rotating neutron star or black hole this exists at a radius of 1 ISCO = 6 GM/c2 = 6 Rg
(and Rg is the gravitational radius, a convenient distance unit which scales with black hole
or NS mass, defined to be Rg ⌘ GM/c2 ). For a NS mass of 1.4 M

and for material

orbiting at the ISCO, this gives norb ⇡ 1580 Hz, which is therefore the highest possible
orbital frequency of material around a canonical 1.4 M neutron star (van der Klis, 2000).
It is likely then, given the characteristic frequencies of the kHz QPOs, that these timing
signatures originate from the inner accretion disk or the region in the immediate vicinity
of the neutron star.
There are actually two distinct kHz QPOs (see Figure 10), referred to as the upper and
lower kHz QPOs with regard to their usual peak frequency range. The lower kHz QPOs
are typically found with frequencies of 300–900 Hz, while the upper kHz QPOs exhibit
peak frequencies in the range of 700–1300 Hz. The kHz QPO peak frequencies for a given
source may change over time, and are correlated with the instantaneous flux of a given
source, with higher frequencies found during states of higher source luminosity (van der
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Figure 10: Twin kHz QPOs measured in the power spectrum of Sco X-1, adapted from van der Klis (2000).

Klis, 2000). This relationship between kHz QPO frequency and source luminosity does not
hold across LMXB sources, since sources with lower luminosities can have higher peak QPO
frequencies than more luminous sources, however the relationship between luminosity and
peak kHz QPO frequency holds for each individual source (Ford et al., 1999; Méndez et al.,
1999; van der Klis, 1998).
These two QPO signatures can be seen simultaneously in some sources, although often
just one kHz QPO is seen. Apart from their frequency, the upper and lower kHz QPOs differ
in a number of their properties. The most easily identifiable difference is the quality factor
Q, which is defined as the ratio of the QPO frequency to its full-width-half-maximum, since
the lower kHz QPO is consistently measured with a higher Q than the upper kHz QPOs for
a given LMXB source (Peille et al., 2015; Troyer et al., 2018). Another very important
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distinction between the upper and lower kHz QPOs is the behavior of their measured time
lags — that is to look at the time lag between the kHz QPO variations at one energy band
compared to another. This can be used to better understand the physical origin of the kHz
QPOs.
In general, to calculate a time lag between to light curves x and y, one must compute
the Fourier cross-spectrum as Xn⇤Yn where Xn and Yn are the discrete Fourier transforms of
x and y, respectively. In this description, Xn⇤ is the complex conjugate of Xn . The frequencydependent phase lag between the two light curves is then given as the phase of the complex cross-spectrum, and a time lag t can be computed from this phase lag f at a given
frequency n using t = f (n)/(2pn) (see Uttley et al., 2014, for a detailed review). Typically,
the lag is computed between the light curve of a source over two different energy bands.
However, a lag-energy spectrum can be produced by creating light curves for multiple energy bins, and then calculating the lag between these and a reference energy band — say,
the broadband light curve of the source. In doing so, the light curve of each energy bin
or channel of interest must be subtracted from the reference band light curve in order to
avoid correlations in the Poisson noise contaminating the cross-spectrum (Zoghbi et al.,
2011; Uttley et al., 2014).
Calculating the lags for each energy bin of interest, and then averaging these lags over
the frequency range of choice provides a lag-energy spectrum for a given frequency range
(see, e.g. Figure 11). This can and has been done for the kHz QPOs detected in a variety
of NS LMXBs when enough photon statistics and the signal to noise ratio of the QPOs are
sufficient (Vaughan et al., 1998; Kaaret et al., 1999; Barret, 2013; de Avellar et al., 2013).
Interestingly, the lag-energy spectrum of the upper and lower kHz QPOs have been shown
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Figure 11: Energy dependence of the RMS amplitude (left) calculated by Berger et al. (1996), and time
lag-energy spectrum calculated by Vaughan et al. (1997). Both cases likely represent an upper kHz QPO
detection. Image adapted from van der Klis (2000).

to be different across several sources as well (Peille et al., 2015; Troyer & Cackett, 2017;
Troyer et al., 2018). The different properties of the upper and lower kHz QPOs suggests
that each are produced via a different emission mechanism. In the literature, ‘soft’ and
‘hard’ lags are often used to describe lag-energy spectra where the measured time lags
decrease with energy (the soft, lower-energy photons lag behind the hard, higher-energy
photons), or when the time lags increase with energy (the hard photons lag behind the
soft).
A variety of models have been proposed to explain either the emission mechanism of
the kHz QPOs, or their timing properties (see van der Klis, 2000, for a review.). Any model
which attempts to explain the kHz QPOs must also explain their spectral-timing properties,
including the dependence of the fractional root-mean-square (rms) amplitude (i.e., the relative strength of the kHz QPO) on energy (see, e.g. Berger et al., 1996; Zhang et al., 1996;
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Peille et al., 2015; Troyer et al., 2018), as well as the dependence of the lags with energy
(see Figure 11). Across multiple sources, it has been shown that the rms spectrum of the
lags is consistent with thermal Comptonization models (Gilfanov et al., 2003; Revnivtsev
& Gilfanov, 2006), and the same has been shown to be true for the energy-dependent covariance spectrum (Peille et al., 2015; Troyer et al., 2018). Comptonization models which
are able to make predictions regarding these spectral-timing properties have been recently
developed, and are now being tested against the available observational data (Kumar &
Misra, 2014, 2016; Ribeiro et al., 2019; Karpouzas et al., 2020).
1.6.1 Reverberation
One possible explanation for the time lags detected in LMXBs is reverberation off of
the accretion disk from a central source, though this does not account for the primary
emission mechanism. Time lags due to the reverberation of X-rays off an accretion disk
have been detected and well-studied in AGN (Fabian et al., 2009; Zoghbi et al., 2010,
2011). Though AGN exist at an entirely different scale than neutron stars and even stellarmass black holes, with masses ranging from several million to billions of M , the physics
of accretion governing these objects is the same. In the case of stellar-mass black holes,
for example, the thermal response of the accretion disk to variations in incident flux has
been detected (Uttley et al., 2011; De Marco et al., 2015). Even more promising evidence
of reverberation came from the detection of an Fe line lag in the AGN within the galaxy
NGC 4151 by Zoghbi et al. (2012). X-ray reverberation lags are now a powerful tool for
studying AGN and black hole binaries (De Marco et al., 2013a; Alston et al., 2014, 2015;
Cackett et al., 2014; Kara et al., 2014, 2015, 2016; Zoghbi et al., 2014; Wilkins et al., 2017;
Mallick et al., 2018). Even more recently, an Fe line lag was detected in the transient black
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Figure 12: Modeled lag-energy spectrum of 4U 1608 52, due to reverberation, plotted against the data.
Image from (Cackett, 2016).

hole X-ray binary MAXI J1820+070 (Kara et al., 2019).
It is expected that time lags due to reverberation scale directly with mass, since these
time lags are simply due to the light travel-time between the central, initial source and
the accretion disk (see Uttley et al., 2014, for a review). Indeed, across AGN and even to
stellar-mass black holes, this scaling relation appears to be roughly consistent (De Marco
et al., 2013a,b; Kara et al., 2013, 2019). Reverberation might be expected to occur in NS
LMXBs as well, albeit at smaller time scales and using higher frequencies. The measured
lags of the kHz QPOs, which are tens of µs, are the same order of magnitude one might
expect when scaling down the reverberation time lags seen in AGN (Cackett, 2016). Additional spectral similarities between black hole binaries and NS LMXBs, in particular the
detection of accretion disk reflection features in both types of sources, suggest that rever-
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beration could be the cause of the time-lags as well as the energy-dependence of the lags
detected for the kHz QPOs.
Cackett (2016) carried out a test of whether reverberation might cause the lags detected for the lower kHz QPOs seen in the NS LMXB source 4U 1608 52. By modeling the
two-dimensional (time and energy) response of the disk, and averaging the modeled time
lags over the frequencies of the lower kHz QPOs detected in 4U 1608 52, a lag-energy
spectrum was produced. While the lags measured in 4U 1608 52 decrease steadily with
increasing energy (Barret, 2013), the modeled lag-energy spectrum turned over at 8 keV,
showing a hard lag at higher energies (see Figure 12). Thus, the lag-energy spectrum of
the lower kHz QPOs of 4U 1608 52 could not be reproduced by reverberation (Cackett,
2016). This should also be the case for all NS LMXBs, since the energy-dependence of
the lower kHz QPOs shows the same trend regardless of the source (Troyer et al., 2018).
Chapter 4 explores extending this modeling to the upper kHz QPOs.

1.7 Telescopes and Instruments Used
In Chapters 2 and 3, I present an analysis of data taken with the Nuclear Spectroscopic
Telescope Array, or NuSTAR (Harrison et al., 2013). NuSTAR was launched on June 13,
2012, with its 10 m extendable mast deployed nine days after launch, becoming the first
X-ray telescope capable of yielding high-sensitivity observations with focused optics above
10 keV (see Figure 13 for an artist’s representation). Two co-aligned optics modules, with
sets of 133 nested, grazing incidence concentric shells shaped with a conical approximation, deflect X-rays towards two identical focal plane modules (FPMs), named FPMA and
FPMB. The concentric shells, or mirrors, are coated with multilayered alternating coat-
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Figure 13: Artist’s illustration of NuSTAR in space. Image courtesy NASA/JPL/Caltech.

ings of Pt/SiC and W/Si, which makes possible the focusing of high energy photons above
10 keV (see Figure 14). The FPMs consist of four CdZnTe detectors, each of which are
20mm⇥20mm and 32⇥32 pixels. The telescope covers the energy range 3–79 keV, with
an energy resolution of 400 eV at 10 keV. The wide bandpass of NuSTAR as well as its
large effective area, and the added benefit that its detectors do not suffer from photon
pile-up effects (where more than one photon strikes a pixel before it is read out), make it
the ideal instrument for constraining the reflection spectrum which extends above 10 keV,
and especially in the case of bright sources for which pile-up effects become significant in
other X-ray missions (see, e.g. Miller et al., 2010).
The Rossi X-Ray Timing Explorer (RXTE or occasionally XTE), was launched on 30 December 1995, and retired in January of 2012 (Bradt et al., 1993). Its scientific payload
included the All-Sky Monitor (ASM), the High Energy X-ray Timing Experiments (HEXTE),
and the Proportional Counter Array (PCA), the latter of which was invaluable in the dis-
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Figure 14: Schematic depiction of grazing incidence optics used in X-ray telescopes.
NASA/JPL/Caltech.

Image courtesy

covery and study of the kHz QPOs in LMXBs (see van der Klis, 1998, for a review of the
discovery of kHz QPOs). The PCA instrument consists of 5 individual proportional counters, each filled with Xe gas, shown in Figure 15 during assembly. With an energy range
of 2–60 keV, an unparalleled 6250 cm2 effective area, and with photon timing down to
1 µs resolution, the PCA aboard the RXTE has made possible the detection and exploration
of the kHz QPOs. To date, with the exceptions of a single NICER detection of kHz QPOs
(Bult et al., 2018) and the detection of a kHz QPO in 4U 1728 34 using the LAXPC instrument aboard AstroSAT (Verdhan Chauhan et al., 2017), the PCA aboard RXTE is the only
instrument that has been capable of detecting and analyzing the kHz QPOs.

1.8 Motivation for Thesis
The motivation of this thesis is to use the spectral properties of NS LMXBs, and in
particular the reflection spectrum, to better understand which physical properties of the
LMXBs change as they move about on their hardness-intensity diagrams. Of particular
interest is the inner accretion disk, and whether changes in or the stability of the location
of the inner disk through different spectral states might signify important changes in the
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Figure 15: Photograph of the PCA aboard RXTE during assembly. Image courtesy of NASA/GSFC.

accretion system. The correlation between the characteristic timing features detected in
NS LMXBs with the source spectral state and position on the hardness-intensity diagram
motivates a better understanding of these timing features. This is particularly true for the
kHz QPOs, which are likely to originate in the direct vicinity of the NS and inner accretion
disk due to the measured lag timescales and detected frequencies. A better understanding of both the spectral properties and variation in NS LMXBs and the physical emission
mechanism(s) and properties of the kHz QPOs will allow for a powerful diagnostic set of
independent constraints on accretion in strong gravity and on the NS EOS.

1.9 Thesis Outline
In Chapters 2 and 3, I use models of the reflection spectrum to investigate the spectral
properties of two Z sources as they move about their HIDs. In the first instance, I discuss
the spectral analysis of a NuSTAR observation of the Z source GX 349+2 in the normal and
flaring branch (Chapter 2). In Chapter 3, I combine two separate NuSTAR observations of
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the source Sco X-1, which traces out its full Z-track during these observations. In Chapter 4,
I apply reverberation models to the time lags of the upper kHz QPOs for the atoll source
4U 1728 34. Finally, in Chapter 5, I summarize these results and discuss possibilities for
the future.
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CHAPTER 2 REFLECTION IN GX 349+2 ACROSS THE Z-TRACK
The following chapter is based on Coughenour, B.M., Cackett, E.M., Miller, J.M., and
Ludlam, R.M., which was published in the Astrophysical Journal (ApJ) Volume 867, Issue
1, pages 64–75, in November 2018.

2.1 Introduction
The more luminous class of neutron star LMXBs, the Z sources, are so named because
of the Z-shaped track they trace out on the hardness-intensity diagram (HID) over the
course of one or several days (Hasinger & van der Klis, 1989). The three distinct branches
are named the horizontal, normal, and flaring branches (HB, NB, and FB, respectively).
These sources can be further separated into two sub-groups: one of which is called the
the Scorpius X-1 like sources, which include alongside Sco X-1 the sources GX 349+2 and
GX 17+2. What causes these sources to trace out the Z-track in their HIDs is not well
understood. It was proposed by Priedhorsky et al. (1986) that changes in the mass accretion rate, Ṁ, may cause a source to move along its Z-track, and this was later supported
by a multi-wavelength study of Cyg X-2 by Hasinger et al. (1990). However, it has been
shown more recently that the variability of Z sources is unlikely to be as simple as this (Lin
et al., 2009; Church & Bałucińska-Church, 2012). For example, there is strong evidence
to suggest that the mass accretion rate along the NB actually increases from the soft apex
where the NB meets the FB, towards the hard apex where it joins the HB, since most of the
increase in total luminosity towards the hard apex is not due to the properties of the NS. It
may also be that the similar branches of Sco-like and Cyg-like sources, particularly flaring,
are actually caused by different physical conditions (Church et al., 2012). The obvious
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complexity of these systems motivates a better understanding of the physical differences
between a Z source’s different spectral states.
Church & Bałucińska-Church (2012) identified that flaring in Cyg-like sources is due to
unstable nuclear burning on the neutron star surface, citing an increase in blackbody temperature associated with the NS from spectral modeling. For Sco-like sources, however,
flaring is much more prevalent. Furthermore, after finding much hotter blackbody temperatures in Sco-like sources at the vertex between the NB and FB, Church & BałucińskaChurch (2012) proposed that an increase in Ṁ, along with unstable nuclear burning, may
be responsible for the frequent flaring in Sco-like sources (Church et al., 2012, see also).
Indeed, measured mass accretion rates for Z sources at the vertex between the NB and
FB agree with the critical value of accretion flow defining the boundary between stable
and unstable nuclear burning (Church & Bałucińska-Church, 2012; Church et al., 2012),
as calculated by Fujimoto et al. (1981) and Bildsten (1998). It should be mentioned that
this analysis relied on a two-component model including a soft single-temperature blackbody to represent the neutron star surface or boundary layer, with a cutoff power law to
represent Comptonization in an extended accretion disk corona.
As described in Section 1.5, an additional spectral probe is the broad Fe K line, which
has recently been used to study several NS LMXB systems. Another signature feature
from relativistic reflection would be the Compton backscattering hump at higher energies,
though this is often difficult to detect. Free from the effects of photon pile-up, which can
distort the profile of the Fe K emission lines, and with its broad energy range (3–79 keV),
the X-ray satellite NuSTAR (Harrison et al., 2013) can be a powerful tool in ideal conditions
for measuring the inner accretion disk radius and constraining neutron star radii (see, e.g.,
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Figure 16: Light curve of GX 349+2. The total 3–50 keV light curve over the full 150 ks spanning the 80 ks
observation is shown. Light curves for FPMA and FPMB were added together. Gaps in the light curve due
to Earth occultations are clearly visible. The spectral states are shown as different colored shapes, with the
normal branch in red (circles), the vertex in purple (squares), flaring branch 1 in blue (diamonds), flaring
branch 2 in cyan (upward triangles), and flaring branch 3 in green (downward triangles). The flaring of the
source here is clear. Error bars for these points are not shown, as they are smaller than the symbols used.

Miller et al., 2013; Degenaar et al., 2015; King et al., 2016; Ludlam et al., 2016, 2017c;
Sleator et al., 2016). Previous analyses of the Sco-like Z sources throughout the Z track
have not utilized the full reflection spectrum, until this work.
GX 349+2 is a Sco-like source located approximately 9.2 kpc away (Grimm et al.,
2002), with a strong and variable Fe Ka line (Cackett et al., 2008, 2009b, 2010, 2012). It
has been shown to trace out its entire HID in a single day, showing a strong NB and FB, but
no HB (Di Salvo et al., 2001; Iaria et al., 2004; Cackett et al., 2009b). In this chapter we
present a spectral analysis of an 80 ks NuSTAR observation of GX 349+2, after separating
the observation into 5 spectral states: NB, NB/FB vertex (VX), FB1, FB2, and FB3, focusing
our analysis on the reflection spectrum of the source in these states.
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Figure 17: Hardness-Intensity Diagram for GX 349+2. The hard color ratio is defined as the 10–16 keV
intensity divided by the 6.4 – 10 keV intensity. Each point represents a 128 s bin. The different spectral
shapes are shown, with the normal branch in red (top left), the vertex in purple (bottom left), flaring
branch 1 in blue (center-left), flaring branch 2 in cyan (center-right), and flaring branch 3 in green (right).
GX 349+2 was not seen in the horizontal branch in our observations, and here the lack of a horizontal
branch is quite clear.

2.2 Observation and Data Reduction
The NASA X-ray satellite NuSTAR carried out a ⇠ 80 ks observation of GX 349+2,
beginning on June 6, 2016 (ObsID 30201026002). The observation spanned about 150
ks because of Earth occultations, and resulted in a 40 ks exposure time after dead-time
corrections. Data was then extracted using the

NUPRODUCTS

tool in 128 second bins, with

a 2 arcminute radius to produce light curves for the 3–50 keV range, as well as hard
and soft energy light-curves (10–16 and 6.4–10 keV, respectively). The 3–50 keV light
curve is given in Figure 16, and shows that GX 349+2 was flaring dramatically during the
earlier part of the observation, and is generally variable throughout. Since GX 349+2 is a
persistently bright source, the background was ignored for the initial purpose of creating
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the desired light curves. NuSTAR has two independent CdZnTe crystal detector modules,
known as Focal Plane Modules A and B (FPMA and FPMB), and so these separate light
curves were added together for each energy band. We then produced an HID of the data,
by dividing the hard X-ray light curve by the soft to produce a hard color ratio. In the HID,
this hard color ratio is plotted against the broadband (3–50 keV) intensity.
Using the HID, which is shown in Figure 17, the data was separated into 5 distinct
regions, representing 5 different spectral states of GX 349+2. These states are the normal
branch (NB), the vertex between the normal and flaring branches (vertex or VX in this
paper, often referred to as the soft apex in the literature, as in Church & BałucińskaChurch (2012)), and then the mild, moderate and extreme sections of the flaring branch,
or flaring branch 1 (FB1), flaring branch 2 (FB2), and flaring branch 3 (FB3), respectively.
The regions were chosen so that each would contain approximately the same number of
total counts, however the brightest two regions of the flaring branch (FB2 and FB3) have
necessarily fewer counts, as GX 349+2 spends less time in these states. The source covers
a very wide range in intensity between these two regions and across the flaring branch in
general. Note that a single data point in the flaring branch did not fall closely along the
well-defined Z-track, and thus it was not counted in any of these regions. Using dmgti from
CIAO Version 4.1, good time interval (or GTI) files were created for each state separately.
Data for each spectral state was then extracted again using the

NUPRODUCTS

tool, with a

source region of 2 arcminutes centered on the source itself, and a background region of
the same size chosen to be well away from the source. The resulting spectra were then
used for analysis.
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Figure 18: Broadened Fe Ka line in each spectral state. Each panel represents a different state, with the
NB, VX, FB1, FB2, and FB3 shown in panels a, b, c, d, and e, respectively. The y-axis shows the residuals
for each spectrum against its best fit continuum model, divided by the error. The best fit continuum model
in each state was defined by fitting the entire spectrum. The blue spectrum shows the ratio against the
DISKBB + BBODYRAD model, while the red spectrum shows the ratio against the Comptonization continuum
model, NTHCOMP+BBODYRAD. There are only very small differences in the shape of the line caused by using
different continuum models. There is little change in the shape of the line between states, except in the case
of FB3, where the line is noticeably shorter and broader.

2.3 Analysis and Results
Spectral fitting was carried out using XSPEC version 12.9.1 (Arnaud, 1996) for each of
the five averaged spectra representing the different spectral states. In the NB and VX, the
background dominates above ⇠ 30 keV, while this is only the case in FB1 above 35 keV, and
in FB2 and FB3 above 40 keV. Therefore, the spectra were fitted over the energy ranges
3–30 keV, 3–35 keV, and 3–40 keV (NB and VX, FB1, and FB2 and FB3, respectively).
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Interstellar absorption was taken into account for all spectra using the model TBABS (Wilms
et al., 2000a), with the neutral Hydrogen column density fixed to NH = 0.5 ⇥ 1022 cm 2 , a
value taken from Kalberla et al. (2005). After fitting the spectra in each region, we tested
whether fixing this value had an effect on any of our models, and in each case it either
did not change the fit or tended to zero, and we therefore only present results using the
fixed value throughout the rest of this paper. Errors are given at the 90% confidence level
unless otherwise noted. For each state, the spectra for FPMA and FPMB were originally
modeled separately, but with their parameters set to vary only by a constant, so that any
notable differences due to an issue with either detector would be easily identifiable. This
was done by including the model

CONSTANT

and fixing it equal to 1.0 for FPMA, while

allowing the factor to vary for FPMB. After initially fitting the FPMA and FPMB spectra
separately for each state, and with the

CONSTANT

factor never varying from unity by more

than 0.3 percent, we combined the FPMA and FPMB spectra using

ADDASCASPEC

and will

present the results of fitting the combined spectra only.
2.3.1 Continuum Modeling
Initial modeling was done to fit the broad continuum, and a variety of two component
models were attempted. First, we used the model

BBODYRAD

in XSPEC to represent the

neutron star or boundary region, along with a multicolor disk component,

DISKBB .

These

models provided a poor fit, but gave a good base with which to begin more detailed modeling, and our results can be seen in Table 1. The residuals were dominated by a broad Fe
Ka emission line. A host of other models including the blackbody but also a Comptonization component were also tried in the hopes of finding a better fit to the continuum. A
power law spectrum with a high energy cutoff,

CUTOFFPL

in XSPEC, has widely been used
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Table 1.

Continuum Model Parameters with

DISKBB

Component

Parameter

Normal Br.

Vertex

Flaring Br. 1

Flaring Br. 2

Flaring Br. 3

TBABS

NH ⇤
kT
norm
Tin
norm

0.50
2.76 ± 0.02
5.23+0.26
0.25
1.91 ± 0.01
56.2+1.0
0.9
2865.25
609
4.705

0.50
2.96 ± 0.03
2.60 ± 0.17
2.02 ± 0.01
48.1 ± 0.7
3615.28
594
6.086

0.50
3.07 ± 0.03
1.97+0.14
0.13
2.14 ± 0.01
44.4 ± 0.5
4802.64
622
7.721

0.50
3.37 ± 0.05
0.99+0.12
0.11
2.34 ± 0.01
37.7 ± 0.4
4035.10
604
6.681

0.50
4.38+0.21
0.18
0.11+0.04
0.03
2.69 ± 0.01
30.6 ± 0.2
3614.48
599
6.034

BBODYRAD
DISKBB

c2
dof
Reduced c 2

Note. — Results using a blackbody and thermal disk model for the full spectra. The neutral
hydrogen column density, NH , is in units of (1022 cm 2 ) and is taken from Kalberla et al. (2005).
The temperatures for BBODYRAD and DISKBB are in keV, and all errors are given at 90 percent
confidence intervals. ⇤ denotes fixed parameters

Table 2.

Continuum Model Parameters with

NTHCOMP

Component

Parameter

Normal Br.

Vertex

Flaring Br. 1

Flaring Br. 2

Flaring Br. 3

TBABS
BBODYRAD

NH
kT
norm
Gamma
kTe
kTbb
inp type⇤
Redshift⇤
norm

0.50
1.35 ± 0.01
126.3+4.0
3.8
1.91 ± 0.01
2.90 ± 0.02
0.020+0.300
0.020
1.0
0.0
3.10 ± 0.07
2368.16
607
3.901

0.50
1.39 ± 0.01
140.3+2.7
3.3
1.95 ± 0.01
2.97 ± 0.03
0.007+0.304
0.007
1.0
0.0
3.06 ± 0.07
2813.25
592
4.752

0.50
1.40 ± 0.01
163.3+3.4
3.3
1.88 ± 0.01
2.88 ± 0.02
0.007+0.348
0.007
1.0
0.0
2.86+0.07
0.06
3415.13
620
5.508

0.50
1.46 ± 0.01
173.6+3.8
2.0
1.81 ± 0.01
2.88+0.03
0.02
0.007+0.338
0.007
1.0
0.0
2.81 ± 0.08
2422.82
602
4.025

0.50
1.58 ± 0.01
182.4+4.5
2.2
1.70 ± 0.02
2.92 ± 0.03
0.077+0.335
0.077
1.0
0.0
2.90 ± 0.09
1358.26
597
2.275

NTHCOMP

c2
dof
Reduced c 2

⇤

Note. — Results from fitting the full spectra using a Comptonization model. The neutral hydrogen column density is taken from Kalberla et al. (2005), in units of (1022 cm 2 ). The temperatures
for BBODYRAD and NTHCOMP are in keV, while Gamma is the power law photon index. All errors
are given as 90 percent confidence intervals. ⇤ denotes fixed parameters
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Table 3.

Diskline Model Parameters

Component

Parameter

Normal Br.

Vertex

Flaring Br. 1

Flaring Br. 2

Flaring Br. 3

TBABS

NH ⇤
kT
norm
Tin
norm
Line E
b
Rin
Rout ⇤
Incl.
norm⇥10

0.50
2.55 ± 0.02
10.21+0.46
0.45
1.71 ± 0.02
82.3+2.5
2.3
6.48 ± 0.03
2.11 ± 0.05
6.00+0.24
1000
90.0 6.8
1.77 ± 0.12
893.77
604
1.480

0.50
2.62 ± 0.02
7.20+0.44
0.41
1.80+0.01
0.02
69.5+2.0
1.8
6.50 ± 0.02
2.07 ± 0.04
6.00+0.11
1000
90.0 4.8
2.07 ± 0.11
759.28
589
1.289

0.50
2.67 ± 0.02
6.84+0.47
0.46
1.91 ± 0.02
62.5 ± 1.6
6.47 ± 0.02
2.11 ± 0.04
6.00+0.18
1000
90.0 6.3
2.43 ± 0.11
859.98
617
1.394

0.50
2.80 ± 0.04
5.42+0.65
0.62
2.12 ± 0.02
50.2+1.6
1.5
6.44 ± 0.03
2.18 ± 0.04
6.00+0.07
1000
90.0 4.0
3.14 ± 0.15
843.29
599
1.408

0.50
3.22+0.12
0.09
1.80+0.61
0.51
2.57 ± 0.03
34.2+1.1
1.0
6.40+0.04
2.45+0.03
0.04
6.00+0.04
1000
90.0 3.1
4.93 ± 0.17
914.63
594
1.540

BBODYRAD
DISKBB
DISKLINE

c2

dof
Reduced c 2

2

Note. — A DISKLINE component was added to the continuum model, and a new best fit was
found including the new parameters. The neutral hydrogen column density is taken from Kalberla
et al. (2005), in units of (1022 cm 2 ). The energies kT from BBODYRAD and Tin from DISKBB are
given in keV, as is the line energy for DISKLINE. b gives the powerlaw dependence of disk emissivity
on radius, so emissivity goes as R b . Inner and outer disk radii are given in units of gravitational
radii, GM/c2 . When errors are not given for a variable, the parameter is found at the hard upper
or lower limit of the model, as was the case for each of the states at Rin = 6.00 and Incl. = 90.0.
The line energy in DISKLINE was limited to the range 6.40–6.97 keV. Errors are given for 90 percent
confidence intervals. ⇤ denotes fixed parameters
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to model Comptonization in NS LMXB spectra, but this also gave a poor fit. More physical Comptonization models, including COMPTT (Titarchuk, 1994) and NTHCOMP (Zdziarski
et al., 1996; Życki et al., 1999), were used as well with a blackbody, and these provided
much better statistics. For the

model, the input parameter ‘inp type’ was set

NTHCOMP

equal to 1.0, which represents seed photons from a disk that are then up scattered by the
higher temperature Comptonizing corona, and the redshift was set equal to zero. The bestfit parameters using
the

CUTOFFPL

BBODYRAD + NTHCOMP

are given in Table 2. For any of these models,

or Comptonization spectrum closely resembled the hot blackbody spectrum

from our earlier model that had included

DISKBB ,

and we find noticeably lower tempera-

tures for the blackbody as a result. The asymmetric broadened iron line continued to stand
out in the residuals for each of the continuum models we used. The normalized residuals
are plotted in Figure 18, which shows the broad Fe line in all 5 states for two of our continuum models, one using

DISKBB

(Table 1), the other utilizing

NTHCOMP

(Table 2). It can

be seen that the shape of the line is not markedly changed by the continuum model used,
and this was true for all of the models we attempted. One noticeable pattern is that, for
each choice of continuum model, the thermal components

BBODYRAD

and

DISKBB

showed

a general trend of increasing temperature from the NB through the flaring branch.
As an initial attempt to model the broad Fe emission, we added the
component in XSPEC to the

BBODYRAD + DISKBB

DISKLINE

model

model. In this case, we modeled the

complete spectrum. These results are given in Table 3. Though spectral fits were poor
for most of these states, it marks a significant improvement on the full continuum models
from before — the chi-squared improves by greater than 1900 in all cases for a change of
5 degrees of freedom. This model also provides a better fit than any of the two component

41
continuum models in each of the 5 spectral states. However, the best-fit

DISKLINE

model

parameters are clearly an unreliable description of the physical properties of the NS and
the accretion disk. In particular, the inclination found a best fit at 90 degrees in every state,
most likely as an attempt to match the significant reflection continuum in addition to the
emission line. The inner disk radius was pinned at the lower limit of the model, at 6.0 Rg ,
for each of the 5 states as well. A more realistic model is clearly desired, not simply in order
to improve the spectral fits, but also to take into account reflection off of the accretion disk,
which produces not just the Fe line but also other reflection features, such as a Compton
backscattering hump at higher energies. As an additional test, we also attempted to fit the
Fe emission with the inclusion of several narrow Gaussian lines representing Fe XXV and
Fe XXVI, but had poor results modeling the broad excess around 6 – 7 keV. Though some
previous studies on Z sources have not required a reflection component (Church et al.,
2012), the detection of a broad Fe line in our observation, as well as our poor spectral
fits, suggests that disk reflection is indeed seen here. This is consistent with previous work
on GX 349+2 that has required a reflection component (Cackett et al., 2009b; Iaria et al.,
2009; Cackett et al., 2010, 2012).
2.3.2 Reflection Modeling
Our first look at modeling the broad Fe line with a reflection spectrum used a model
where the incident X-rays producing reflection are emitted by a blackbody spectrum. In
this case, it is the NS or boundary layer that provides this flux. For this model we used
the

BBODYRAD + DISKBB

version of

REFLIONX

continuum. For the reflection component we utilized a modified

by Ross & Fabian (2005) that models reflected emission off an accre-

42
tion disk from a blackbody rather than a power law 1 . We will call this model REFLIONXBB .
Its parameters include the ionization parameter x , the Fe abundance measured relative to
the solar abundance, the temperature of the seed photons producing the reflection, the
redshift z, and a normalization. We fixed the Fe abundance equal to 1, since from initial
modeling it was poorly constrained. The blackbody temperature was tied between the reflection and continuum components, since the boundary region very near the NS is widely
considered to be the source of the hard X-rays that produce reflection (e.g. Cackett et al.,
2010; D’Aì et al., 2010). Finally, the redshift was set and fixed to z = 0, as should be the
case for any Galactic source.
To take into account the relativistic effects in the strong gravity environment near the
neutron star, we used RELCONV (Dauser et al., 2010) convolved with the reflected emission.
Although RELCONV is able to model a broken power law for emissivity throughout the disk
at different radii, we fixed the emissivity index to have one value for simplicity, to the
commonly used value 3.0 (see Wilkins & Fabian, 2012). Other parameters include the NS
or black hole spin, the disk inclination, the inner and outer disk radii, and a parameter for
limb darkening or brightening.
For the NS spin, although the spin of GX 349+2 is unknown, we assume that it is similar
to other known NS LMXBs with a weakly magnetized neutron star and spin parameter a .
0.3. We therefore set the RELCONV spin parameter value a = 0 (Galloway et al., 2008; Miller
& Miller, 2015). Furthermore, the general relativistic effects of the slow NS spin should
have little effect on the inner disk radius. For instance, a = 0.3 has RISCO = 5.0 Rg compared
to RISCO = 6.0 Rg for a = 0. The outer disk radius was fixed to 1000 Rg , while the inner disk
1 http://www-xray.ast.cam.ac.uk/⇠mlparker
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radius and inclination were allowed to vary. Finally, the limb darkening parameter was set
to 0 to treat the source as isotropic. The results from relativistic reflection modeling are
given in Table 4, and in Figures 19 and 20 we show the modeled spectra for each of the
states along with normalized residuals, given as the difference between the data and the
model divided by the error.
Initial fitting of the VX and FB2 spectra gave some surprising results, namely that in
both states the best-fit inclination dropped to below 10 degrees. In the VX, the best-fit
ionization parameter jumped to over 600, while it was below 200 for both the neighboring
states: the NB and FB1. The normalization of the REFLIONXBB model dropped in both states
as well, when compared to the fits of the other regions. After some investigation, it became
clear that the ionization parameter and normalization were degenerate, especially in the
case of the vertex spectra, and the high ionization and low normalization for

REFLIONX BB

were causing an unrealistic fit for the inclination. In response, we limited the range of
the inclination to within the 90% confidence range of the weighted average from the NB
and FB1, which was 24.42+0.91
1.21 degrees. With this limitation, we found more reasonable
REFLIONX BB

parameters with only a small change in the chi-squared, and these are the

values that we report in Table 4. We also found an unrealistic inclination for FB3, which in
the best-fit model had an inclination of 89.0 degrees, and so we limited the FB3 inclination
in the same way. This produced a new best fit where the BBODYRAD normalization dropped
to near zero, as can be seen in Table 4, which will be discussed in §3.3.
As would be expected for a Sco-like Z source (Church et al., 2012), the blackbody
temperature we measure is very high for a NS LMXB, from 2.45+0.02
0.01 keV in the NB up
to 2.91+0.04
0.18 keV in the extreme flaring branch, FB3. The accretion disk temperature also
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Figure 19: Spectra for the NB through FB2, plotted with additive model components. The combined FPMA
and FPMB data, added using ADDASCASPEC, is shown in black. The best-fit model is the solid green line,
whereas the additive model components are shown as follows: BBODYRAD is the red dotted line, DISKBB is
the blue dashed line, and REFLIONXBB is the cyan dot-dashed line. The lower panel of each plot shows the
difference between the data and the model, normalized by the square root of the number of counts in each
energy bin.

increases from the NB through the vertex and along the flaring branch, from 1.65+0.02
0.01 keV
to 2.52+0.02
0.15 keV. The blackbody and disk normalizations, on the other hand, both show
a decreasing trend from the NB to FB2, while in FB3 the blackbody normalization drops
to almost nothing, with a 90% upper limit of 3.69 and a best-fit value of 0.00002. This
near-zero value is not expected in the scenario of unstable nuclear burning, though we
do not interpret it as evidence against such burning. The disk normalization also drops in
FB3, but following the pattern set from the NB to FB2 and without approaching zero.
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Figure 20: Flaring branch 3 spectrum with additive model components. As with the other plotted spectra,
the added FPMA and FPMB data is given in black. The solid green line represents the best-fit model, while
the dashed blue line is the DISKBB component, and the dot-dashed cyan line shows the REFLIONXBB model.
The normalized difference between the data and the model is shown in the bottom panel. This best fit model
is unrealistic due to the almost zero blackbody normalization, and as can be seen in the figure, the dotted
red blackbody component seen in the other models does not appear here.

2.3.3 Investigating Flaring Branch 3
In the reflection spectrum, some notable differences occurred between FB3 and the
other spectral states. Figure 21 shows the ionization parameter and inner radius of the disk
as a function of the source’s flux. From the NB through the moderate flaring branch FB2,
the inner disk radius is roughly consistent with remaining unchanged, varying from 15.9
Rg in FB1 to 23.5 Rg for the VX. In fact, the inner disk radius measurement is very similar
for the NB, FB1, and FB2. In FB3, however, the inner disk radius is dramatically higher
and poorly constrained, at 48.3+12.4
12.6 Rg . This measurement would support a change in the
geometry of the accretion disk during flaring, if it were to be taken at face value. However,
this is most likely an unrealistic measure of the accretion disk, which will be discussed
later. Another dramatic change in the reflection spectrum was the ionization parameter x ,
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which is nearly constant around ⇠ 200 or 300, except when it rises to 1735+270
264 in FB3 (see
Fig. 21). The inclination for FB3, on the other hand, agrees well with the values found for
the NB and in FB1, and these are consistent with previous measurements of the inclination
of GX 349+2, which range from 18 to 43 degrees (Iaria et al., 2009; Cackett et al., 2010).
The extreme flaring state FB3 proved difficult to model with any physically acceptable
scenario. A near-zero normalization for the blackbody component in FB3 would produce
a physical inconsistency, since it is the blackbody that provides the source of hard X-rays
required for reflection to occur. While a non-zero normalization was found in one fit,
it was coincident with an impossible inclination value, and with the inclination limited
to a realistic value the blackbody normalization dropped drastically. A broad Fe Ka line
is undoubtedly seen, as has already been discussed and shown in Figure 18, which is a
signature of reflection off of the accretion disk. This provided further motivation, along
with our initial continuum modeling, to study GX 349+2 with a different reflection model,
which is discussed in §3.4.
The issues with modeling the reflection spectrum self-consistently in FB3 cast doubt on
how reliable the inner disk radius measurement is in this state. One possible complexity in
modeling this high flux state is the degeneracy between the ionization parameter and the
inner disk radius. As the ionization parameter increases, the effects of Compton scattering
on line broadening become more important. Thus, a higher ionization parameter is compensated by a larger inner disk radius. This seems to be driving the fit to a high ionization
parameter. In conclusion, we do not have a satisfactory (self-consistent) reflection fit for
FB3 with a trustworthy inner disk radius measurement.
To study FB3 in more detail, and considering GX 349+2 has many distinct flares
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throughout the first half of our observation, we extracted spectra for each of these individual flares to model independently. We chose five individual flares, counting only those
that rose above 1250 counts/s and would thus be considered part of FB3. Fitting these
flares individually, we found that in four out of the five flares, the

BBODYRAD

normaliza-

tion did not drop to zero. Furthermore, the other continuum parameters varied drastically
in between flares — for instance, the blackbody temperature ranged from 2.34 to 2.93
keV, while the

DISKBB

temperature varied from 1.49 to 2.51 keV. This is a broader range

of spectral parameters than can be seen across any of the five distinct spectral states. The
differences between the individual flare spectra can be seen visually in Figure 22 as well.
These differences are likely to explain at least some of the difficulty in modeling FB3 with
a physically consistent reflection model.
We also dissected FB3 by further separating it into smaller bins of intensity. By dividing
the region of FB3 at 1325, 1425, 1500, and 1650 counts/second, we were able to extract 5
spectra consisting of roughly the same number of counts. In this way, we hoped to investigate how the source might change with intensity during intense flaring, and perhaps gain
some insight into our difficulty with properly modeling FB3. Fitting these spectra with
the

REFLIONX BB

model, we found that the blackbody component could vary drastically in

temperature, from 2.40 to 3.04 keV, and that while higher values caused the blackbody
normalization to drop to zero, lower temperatures corresponded to a non-zero normalization. The inner disk radius remained unchanged from the best-fit value for FB3 throughout
the 4 spectra of lowest intensity within FB3, while the disk inclination and ionization both
varied wildly. Unfortunately, our model revealed no discernible pattern with changes of
intensity along FB3, and doing so provided little to no additional insight into the state’s
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Table 4.

Reflection Model Parameters –

REFLIONX BB

Component

Parameter

Normal Br.

Vertex

TBABS

NH ⇤
kT
norm
Tin
norm
Index⇤
a⇤
Incl.
Rin
Rout ⇤
limb⇤
x
Fe Abund.⇤
kT
z⇤
norm

0.50
2.45+0.02
0.01
11.08+0.34
0.52
1.65+0.02
0.01
91.0+2.4
3.4
3.00
0.0
24.6+1.5
1.8
16.4+2.8
1.8
1000.0
0.0
194+49
15
1.00

0.50
0.50
2.49+0.01
2.50+0.02
0.02
0.01
+0.43
8.36 0.35
8.02+0.44
0.58
1.73 ± 0.01
1.85 ± 0.02
78.6 ± 1.8
68.6+1.7
2.3
3.00
3.00
0.0
0.0
+1.1
23.2
24.3+1.1
1.6
+3.6
23.5 3.2
15.9+2.7
1.7
1000.0
1000.0
0.0
0.0
316+32
193+19
20
60
1.00
1.00
Equal to BBODYRAD
0.0
0.0
+0.61
2.34 0.17
4.84+0.78
0.53
1.228 ± 0.001 1.408 ± 0.001
0.705
0.808
687.81
729.23
590
618
1.166
1.180

BBODYRAD
DISKBB
RELCONV

REFLIONX BB

Funabs,3 30keV
L/LEdd

c2
dof
Reduced c 2

0.0
3.53+0.40
0.80
1.236 ± 0.001
0.710
849.49
605
1.404

Flaring Br. 1

Flaring Br. 2

Flaring Br. 3

0.50
2.63 ± 0.03
6.53+1.00
1.03
2.06 ± 0.03
53.7+2.7
2.6
3.00
0.0
23.2+1.3
17.5+3.4
2.2
1000.0
0.0
316+89
84
1.00
kT
0.0
3.31+1.36
0.54
1.727 ± 0.001
0.991
707.84
600
1.180

0.50
2.91+0.04
0.18
0.00002+3.69
2.52+0.02
0.15
33.7+5.5
0.2
3.00
0.0
25.1
48.3+12.4
12.6
1000
0.0
1735+270
264
1.00
0.0
2.60+0.06
0.12
2.453 ± 0.002
1.409
740.68
595
1.245

Note. — The neutral hydrogen column density for TBABS is taken from Kalberla et al. (2005). Temperatures for BBODYRAD and DISKBB are given in keV. The Index parameter for RELCONV is the disk emissivity
index, giving the powerlaw dependence of emissivity on radius. a is the dimensionless spin parameter
for the NS, and the inner and outer disk radii were converted to gravitational radii, GM/c2 , for a nonrotating NS or black hole. The limb parameter is set to 0 to avoid limb brightening or darkening. x is
the ionization parameter for the REFLIONXBB model. Luminosities were calculated assuming a distance of
9.2 kpc, for spherical accretion around a 1.4 M NS. Inclination for the VX and FB2 were limited to the
range 23.21 – 25.33 degrees. Flux is given in 10 8 erg cm 2 s 1 . Errors are given to show 90 percent
confidence intervals. ⇤ denotes fixed parameters
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Table 5.

Reflection Model Parameters –

RELXILL

Component

Parameter

Normal Br.

Vertex

Flaring Br. 1

Flaring Br. 2

Flaring Br. 3

TBABS

NH ⇤
kT
norm
Index⇤
a⇤
Incl.
Rin
Rout ⇤
z⇤
G
logx
Fe abund.⇤
Ecut
refl. frac.
norm ⇥10

0.50
2.00 ± 0.02
17.0 ± 0.4
3.00
0.0
35.9+0.3
1.0
6.0+0.6
1000.0
0.0
1.19 ± 0.01
3.42 ± 0.04
1.0
5.00+0.01
0.61+0.06
0.05
1.69 ± 0.09
799.53
604
1.324

0.50
1.78 ± 0.03
28.9 ± 2.1
3.00
0.0
36.8 ± 0.6
6.0+0.3
1000.0
0.0
1.24 ± 0.01
3.09+0.12
0.06
1.0
5.00+0.01
0.62+0.02
0.03
1.91+0.06
0.08
741.49
589
1.259

0.50
1.87 ± 0.01
34.3+1.0
0.6
3.00
0.0
37.4+0.2
0.6
6.0+0.3
1000.0
0.0
1.17 ± 0.01
3.40 ± 0.03
1.0
5.00+0.01
0.91+0.09
0.07
1.47 ± 0.09
966.70
617
1.567

0.50
1.89 ± 0.01
46.5+1.4
1.0
3.00
0.0
38.4+0.2
0.8
6.0+0.4
1000.0
0.0
1.10 ± 0.02
3.36 ± 0.03
1.0
5.00+0.01
0.88+0.11
0.08
1.62 ± 0.13
887.94
599
1.482

0.50
2.03+0.01
0.02
59.5+1.3
1.5
3.00
0.0
53.4 ± 4.2
12.6+2.8
3.8
1000.0
0.0
1.00+0.01
3.45+0.05
0.06
1.0
5.07+0.03
0.04
1.35+0.55
0.22
1.52+0.31
0.27
964.36
594
1.624

BBODYRAD
RELXILL

c2
dof
Reduced c 2

2

Note. — Neutral hydrogen column density in units of 1022 cm 2 is taken from Kalberla et al.
(2005). Temperature for BBODYRAD is given in keV. The Index parameter for RELCONV is the disk
emissivity index, giving the powerlaw dependence of emissivity on radius. a is the dimensionless spin
parameter for the NS, and the inner and outer disk radii were converted to gravitational radii, GM/c2 ,
for a non-rotating NS or black hole. The limb parameter is set to 0 to avoid limb brightening or
darkening. Logx relates to the ionization parameter x for the RELXILL model. 90 percent confidence
intervals are shown for the errors. ⇤ denotes fixed parameters
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difficult spectrum.
2.3.4 Alternative Reflection Models
One of the few other available reflection models that can work for neutron stars as
well as black holes assumes incident radiation in the form of a power law with a high
energy cutoff. We chose the relatively new model

RELXILL

(Dauser et al., 2014; García

et al., 2014), which provides a more acceptable range of available cutoff energies than
most models of this type, to use with a blackbody in addition to the power law continuum.
RELXILL

includes relativistic blurring with the same parameters as RELCONV: the disk emis-

sivity index, NS spin, disk inclination, and the inner and outer disk radii. It also contains
an option for redshift, which is again set equal to zero. The other

RELXILL

parameters

include the power law photon index G and normalization, the high energy cutoff for the
power law emission, the logarithm of the ionization of the disk, logx , the Fe abundance
relative to solar values, and the reflection fraction. This reflection fraction is defined as
the ratio of the intrinsic intensity emitted towards the disk compared to the that which
escapes to infinity.

RELXILL

provides both the incident flux and reflected emission from the

disk, and is therefore self-consistent. As with our earlier reflection modeling, we kept the
Fe abundance and disk emissivity fixed. The best-fit results for our five different spectra
are given in Table 5.
Our best fits with RELXILL do not fit the spectra as well statistically as our first reflection
model using

REFLIONX BB ,

except for the NB, which was the poorest fit for that reflection

model and is the best fit using

RELXILL .

We once again find a high blackbody tempera-

ture across all 5 states, ranging between 1.78 and 2.03 keV. This was not the case during
initial continuum fitting with Comptonization models like

NTHCOMP .

The blackbody nor-
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malization also increases from the NB through the rest of the Z track to FB3, rather than
decreasing. The power law index is lower than our initial continuum fitting as well, only
dropping to the lower limit of the model at 1.0 in FB3. The model has a hard coded lower
limit of 5.0 keV for the high energy cutoff, and in all states excluding FB3 the fit tends
toward this hard limit. Such a low high energy cutoff has been seen for NS LMXB sources
before, including GX 349+2, and is not too uncommon (Church et al., 2014). The inclination is consistent throughout the first four states, as is the inner disk radius. This value
too was found to be at the model’s lower limit, which in this case is 1.0 ISCOs, or 6.0 Rg
when a = 0. This is drastically lower than our previous measurements of the inner disk
radius, however it does support the result that the inner disk radius remains unchanged
throughout the Z track of GX 349+2. The ionization parameter was found to be well over
1000 in each state as well, which differs from the values found earlier. While the

RELXILL

model has no difficulty explaining FB3, it isn’t able to provide statistically acceptable fits
of all five states and is limited by the ranges of several of the parameters mentioned when
fitting the spectra for GX 349+2. As a result, we focus our discussion on the measurements
from our earlier reflection modeling using

REFLIONX BB .

2.4 Discussion
We have performed spectral analysis of the recent NuSTAR observation of the NS LMXB
GX 349+2, investigating changes throughout the Z-track. The time-averaged reflection
spectrum of GX 349+2 has been studied previously by Cackett et al. (2010), and attempts
to understand the changes in this source’s spectrum at different levels of flux have also
been made (Iaria et al., 2004, 2009). A general picture of what causes Z sources like
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Figure 21: Reflection results and flux. The states from lower to higher flux are ordered VX, then NB, and
then FB1 through FB3. x , the ionization parameter for the disk, and the inner disk radius Rin are weakly
correlated and poorly constrained during flaring. While it may appear as though the inner disk radius
increases during extreme flaring, the measurements for FB3 should not be considered reliable. Errors shown
are 90% confidence values.

GX 349+2 to move about their Z-tracks has been suggested by Church et al. (2012), after
modeling the continuum spectra of GX 349+2, Sco X-1, and GX 17+2. However, by
modeling the broad Fe K line and broadband spectrum with a self-consistent reflection
model, a clearer picture might be obtained, adding to our understanding of what causes Z
sources to move about on their HIDs.
From initial fitting of the continuum, several patterns became clear. In particular, the
temperature of the blackbody component increases steadily from the NB through the end
of the flaring branch. This increase in blackbody temperature along the flaring branch
has been identified before in Cyg-like Z sources, and suggests unstable nuclear burning
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on the surface of the NS as the cause of flaring (Church & Bałucińska-Church, 2012). For
Sco-like sources, which flare much more frequently than Cyg-like sources, that increase in
blackbody temperature is not seen. Previous measurements of GX 349+2 and Sco X-1 show
that the blackbody component in these sources almost never drops below 2 keV (Church
et al., 2012), which we observe in our observation as kT for the

BBODYRAD

component

reaches its lowest value at 2.45+0.02
0.01 keV in the NB, according to our spectral modeling. A
high and approximately constant temperature is still very much consistent with unstable
nuclear burning, since frequent flaring prevents these sources from ever cooling below
2 keV. Whether or not the interpretation of the blackbody component connects it to a
boundary layer or the surface of the neutron star itself, these temperatures are likely to
represent unstable nuclear burning during flares in the case of GX 349+2. This increase in
blackbody temperature is independent of the models used to fit the continuum emission,
however with BBODYRAD+NTHCOMP we did not find blackbody temperatures above 2 keV.
Other trends in continuum parameters depended on the choice of model used, and so we
do not discuss them further.
From reflection modeling with

REFLIONX BB ,

the NB and FB1 agree strongly on a disk

inclination of ⇠ 25 degrees. Furthermore, the accretion disk appears to be truncated by
a boundary layer or perhaps the magnetic field of the neutron star, as the smallest inner
+5.6
disk radius is measured to be 15.9+2.7
1.7 gravitational radii, corresponding to 33.1 3.5 km for

a canonical 1.4 M neutron star. The weighted mean of the NB, VX, FB1 and FB2 inner
disk radii gives Rin = 17.5+1.5
1.0 Rg , or 36.4 km. Since this is larger than typical estimates for
the radius of such a neutron star, this measurement could be used to set an upper limit on
the neutron star radius. Alternately, this inner disk radius measurement can be thought
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Figure 22: Individual flare residuals divided by the errors, as measured against the best-fit FB3 reflection
model from Table 4. The spectra for FPMA and FPMB were added together to avoid overcrowding the figure.
The spectra of these individual flares are not indistinguishable. Combined, they produce the FB3 spectrum.

of as evidence of a truncated disk. We can estimate the maximum radius of a boundary
layer surrounding the neutron star and truncating the disk, following the work of Popham
& Sunyaev (2001), and in particular by using equation (25) of that work along with an
estimated mass accretion rate for GX 349+2. We estimated the bolometric flux of the
source to find the mass accretion rate, by calculating the 0.1–200 keV flux of the best-fit
model in each state using

CFLUX

in XSPEC, and then by calculating the luminosity given a

distance of 9.2 kpc and then the mass accretion rate using Lacc = GM Ṁ/R⇤ with M = 1.4 M
and R⇤ = 10 km. We find a boundary layer would extend above the surface of the neutron
star between 9.1 and 19.4 Rg (19.0 and 40.3 km) from the lowest flux state, the VX,
to FB3. If instead the neutron star’s magnetic field truncates the disk, we can estimate
the strength of such a magnetic field following equation (1) of Cackett et al. (2009a),
which is adopted from Ibragimov & Poutanen (2009). Assuming an accretion efficiency of
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h = 0.2 (Sibgatullin & Sunyaev, 2000), and setting both the angular anisotropy fang and
geometrical conversion factor kA to unity, we can come up with a reasonable estimate for
the magnetic field required to truncate the disk. We took the average 0.1–200 keV flux
of the first four states, 2.39 ⇥ 10

8

ergs/cm2 /s, as well as the average inner accretion disk

radius for those four states, 17.5 Rg . This gives an estimate of the magnetic field strength
at the poles of the neutron star; assuming a radius of 10 km for the NS, we find a magnetic
field strength of 3.07⇥109 G. It should be mentioned that no pulsations have been detected
for GX 349+2. Our estimate should only be thought of as an upper limit, in the case that
the neutron star’s magnetic field truncates the accretion disk.
These results are comparable to a recent analysis of the reflection spectrum of another
Z source, Cyg X-2, which found that during that source’s brightest state, the inner disk
radius was poorly constrained yet consistent with being constant (Mondal et al., 2018). In
that work, the authors measured the inner disk radius as 12.0+3.1
1.6 Rg in the fainter, dipping
state, and 25.8 ± 10.8 Rg in the brighter state. As another check on our measurements
of the inner disk radius of GX 349+2, we attempted multiple reflection models. While
our measurements for the inner disk radius and inclination differed when using

RELXILL ,

this model did not fit the spectra as well, and yet our main conclusion remains the same
— that the inner disk radius is consistent with remaining unchanged throughout the Ztrack. Furthermore, FB3 remains notably different than the other four states, and due to
our poor statistical fits with RELXILL and the aforementioned problems modeling FB3 with
REFLIONX BB ,

we caution against the interpretation that an increase in inner disk radius

occurs during intense flaring.
Continuum modeling can provide an alternate and independent measure of the inner
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disk radius. From the normalization of the disk component in our modeled spectra, we
can calculate an inferred value of Rin . This was done in previous studies of the Fe Ka
line in GX 349+2, as a method to compare the measured inner disk radius with the value
taken from continuum modeling (Cackett et al., 2010). From our reflection modeling, the
inferred inner disk radius as calculated by the continuum

DISKBB

normalization decreases

from 15.0 km in the NB, to 14.0 km in the vertex, then to 13.1, 11.6, and finally to 9.2 km
along the flaring branch, after correcting the apparent radius with a color correction factor
of 1.64 — this factor is a product of the square of the spectral hardening factor k = 2.0
with the boundary corrective factor x = 0.41 (Kubota et al., 1998). A spectral hardening
factor of k = 2.0 is appropriate assuming the luminosity of the source is close to Eddington
(Shimura & Takahara, 1995). This clearly does not agree with the inner disk radius as
measured from the Fe line, since even after a correction the inferred radii put the disk
very near the surface of the neutron star, and also because the clear decreasing pattern
described here is not seen in measurements using the Fe line. While this is troubling, it is
often the case that the the disk radius inferred from continuum modeling does not agree
with the Fe line profile measurements (see Merloni et al., 2000; Cackett et al., 2010).
Yet another possibility that might explain this discrepancy is that, rather than having a
truncated disk, an optically thick corona disrupts the view of the inner accretion disk,
which could mean the reflection we detect does not originate in the innermost radii of the
accretion disk. An optically thick corona has been suggested for some AGN and LMXBs,
though it is typically an optically thin corona that is used to explain Comptonization in
LMXBs (Różańska et al., 2015).
While the inner disk radius is seen to increase dramatically in FB3, this suggestive mea-
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surement may not be reliable as confirmation of such a process since the radius measurement is not very well constrained during extreme flaring. Even along the flaring branch,
the disk temperature is seen to continue to increase, and one might consider the case
when the radiation pressure on the disk surpasses the local Eddington limit and forces the
disk out to further radii. However, if the local Eddington limit were reached, we might
expect to see a saturation in the disk and blackbody temperatures, rather than what was
observed. Furthermore, as has been mentioned before, spectral modeling of FB3 is physically inconsistent, and therefore cannot provide accurate measurements of the physical
properties of the system. In hindsight, this failure to fit the spectrum of FB3 is not that
startling, considering several characteristics of the flaring in GX 349+2. First, the extreme
flaring state FB3 covers a broad range in intensity, across which some change may occur
that provides a complicated spectrum after it has been time-averaged. Second, as can be
seen in Figure 16, there are 5 distinct flares that are collectively represented by FB3 –
each of which has a different profile and duration, and peaks at a different intensity. As
can be seen in Figure 22, the shape of the spectra from each of these flares differs, and
they produce notably different best-fit parameter values. The clear distinctions between
these individual flares may be the cause of our difficulty in modeling this spectral state.
Conversely, our inability to successfully model FB3 might suggest that we do not understand the most extreme flaring of Z sources, or that there may be physical phenomena not
represented by the models we have used that must be included to explain such flaring.
Other reflection models were attempted as well, and the best results among these were
found using

RELXILL .

This model uses a power law spectrum as the incident flux onto the

disk to produce reflection. While our measurements for the inner disk radius as well as
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other parameters depended on the choice of reflection model, our main conclusion remains
the same — that the inner disk radius is consistent with remaining unchanged throughout
the Z-track. This appears to be true regardless of the reflection model used.
When all of this is considered, we can only state that the inner disk radius as measured
by the Fe K line is roughly unchanged as GX 349+2 moves across its Z-shape, and that
a significant change in the geometry of the inner accretion disk may only occur during
strong flaring, when such a measurement is not well constrained by our observations.
Furthermore, the unusual spectral shape of FB3 suggests that more complicated effects
occur during extreme flaring, making it difficult to model with the reflection spectrum
that worked so well for all of the source’s other states. This motivates further study of
GX 349+2 as well as other, similar Z sources during flaring.

2.5 Summary
We present a detailed NuSTAR observation of the Sco-like Z source NS LMXB GX 349+2,
throughout the Z-track. We split the track into 5 states, which were identified by plotting
the hardness versus intensity of the source over the observation, and then defining the
states as different regions of the characteristic Z-track. From spectral modeling we detect
a significant increase in the temperatures of the blackbody component along the Z-track,
from the normal branch through the end of the flaring branch. We also measure the inner
disk radius of a truncated accretion disk, which stays more or less consistent in the states of
lower flux, and may increase during bright flaring. The brightest flux state, corresponding
to the most extreme flaring, proved difficult to model, and our best fits were physically inconsistent. Separating this state into 5 individual flares provided some insight; the distinct
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flares that collectively represent this brightest flaring state have noticeably different spectral properties, and are best fit by a large range of parameters. Therefore, further study
and observation of these bright NS LMXBs, especially during periods of flaring, should be
performed. Such observations will be critical in understanding what causes flaring in these
sources, as well as the physical properties of these systems very near the neutron star that
cause them to trace out their Z-tracks as they move through their various spectral states.
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CHAPTER 3 NUSTAR OBSERVATIONS OF SCO X-1 THROUGHOUT THE
Z-TRACK
This chapter will form the basis of an article that is in preparation for submission to
ApJ.

3.1 Introduction
Sco X-1, the brightest persistent X-ray source in the sky and the first X-ray source discovered outside the solar system (Giacconi et al., 1962), is the namesake of the Sco-like
sources which trace out Z-shaped tracks on their color-color or hardness-intensity diagrams (see, e.g. Hasinger & van der Klis, 1989; Church & Bałucińska-Church, 2012). The
distinctions between these groups amount to different characteristics along the Z track —
Sco-like sources exhibit strong flaring but rarely occupy their horizontal branch, while the
Cyg-like sources flare much less frequently and regularly inhabit their horizontal branch
as well as the normal branch (see, e.g. Church et al., 2012).
Sco X-1 has a known distance of 2.8 ± 0.3 kpc (Bradshaw et al., 1999). The inclination of the system is also be known, since additional radio observations have shown
twin radio lobes at an inclination of 44 ± 6 (Fomalont et al., 2001). The mass of the
neutron star and companion are also constrained to be 1 M

< MNS < 1.73 M

and

0.28 M < Mc < 0.70 M (Steeghs & Casares, 2002; Mata Sanchez et al., 2015). Given
its prominence, Sco X-1 has also been the target of several studies concerning the spectral evolution of a Z source throughout its different branches or spectral states. However,
direct observations of Sco X-1 with high spectral resolution telescopes such as Chandra,
XMM-Newton, and Suzaku have not been undertaken because the source’s extreme brightness would lead to significant pile-up effects for the CCD detectors aboard these missions.
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As a result, the most detailed studies of Sco X-1 rely on data from the PCA and HEXTE
detectors aboard RXTE.
Spectral studies of Sco X-1 using RXTE have utilized a variety of models in order to
represent the broadband emission of the source (see, e.g., D’Amico et al., 2001; Bradshaw
et al., 2003; Barnard et al., 2003; D’Aí et al., 2007; Church et al., 2012; Titarchuk et al.,
2014). Consistent among the most successful models is the inclusion of either a soft,
thermal Comptonization component or blackbody as well as a broad Gaussian at 6.4 keV
to represent the Fe Ka line. Also included in almost every spectral model for Sco X-1 is
a hard excess which dominates the spectrum above 30 keV and is non-thermal in origin,
modeled with either a power law or non-thermal Comptonziation spectrum. D’Aí et al.
(2007) showed that the hard excess varied with the sources position on its color-color
diagram, while Titarchuk et al. (2014) established a relationship between the photon index
and spectral state for both Comptonization components in their model.
More recently, Homan et al. (2018) included a spectral analysis of the normal branch
of Sco X-1 in order to provide context to their results on the LMXB GX 5 1. Their Sco X-1
spectra were extracted from the 2014 NuSTAR observation (ObsID: 30001040002). The
NB spectra showed a strong, broad Fe line between 6 and 7 keV, and was modeled with
a combination of a single-temperature blackbody and multicolor disk, along with a power
law to match the high energy excess, and a Gaussian to represent the broad Fe line.
In this chapter, we present the first ever detailed analysis of Sco X-1 across the Z track
at higher spectral resolution to check for changes in reflection, using two separate NuSTAR
observations of the source. The first of these observations was taken in 2014, while the
more recent was completed in 2019, and collectively the two observations cover the full Z
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Table 6.
ObsID
30001040002
30502010002
a At

NuSTAR Observation Details

Datea
(yyyy-mm-dd)

Ontime
(FPMA, s)

Exposure
(FPMA, s)

2014-10-08
2019-09-29

17742
20011

774
764

exposure start.

Note. — Summary of information for each NuSTAR ObsID.
Ontime and effective exposures are given in seconds. Deadtime corrections are exceedingly important for a source as
bright as Sco X-1, which is represented here by the significant
difference between exposure time and time on the target.

track when plotted as an HID. In Section 2 we describe the observations and data analysis
in detail, while in Section 3 we discuss our spectral modeling of the source in each state.
In Section 4 we provide our results and in Section 5 we discuss those results in the broader
context of LMXBs.

3.2 Observations & Data Reduction
NuSTAR first observed Sco X-1 in 2014 and more recently in 2019. Each observation
resulted in under 800 s of effective exposure time after Earth occultations and significant
dead-time corrections — please see Table 6 for a summary of important details for each
observation. The two CdZnTe crystal detectors aboard NuSTAR, known as focal plane
modules A and B (FPMA and FPMB) do not suffer from photon pile-up and consequently
make NuSTAR the ideal mission to study extremely bright sources such as Sco X-1. This
is especially true considering the broadband energy coverage of NuSTAR, which is capable of producing an X-ray spectrum between 3 and 79 keV in ideal circumstances, which
makes possible measurements of the ‘Compton hump’ above 10 keV, and is important in
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Figure 23: Light curve for both NuSTAR observations of Sco X-1, covering the 3–50 keV energy range.
During the 2014 observation (ObsID: 30001040002, top panel, blue), Sco X-1 was seen to be highly variable,
which two periods of intense flaring visible in the light curve. Throughout the 2019 observation (ObsID:
30502010002, bottom panel, red) the source was relatively stable. Both light curves are plotted using the
same scale in order to directly compare the observed intensity and variability between the two observations.
Errors in flux are included, but for the majority of the data the error bars are smaller than the plot points.

constraining the full reflection spectrum.
For broadband intensity and to produce a light curve, data were extracted using NUPROD UCTS

in the 3–50 keV energy range in order to produce 128 s bins. Light curves for both

observations are given in Fig. 23. This was done using cleaned event files which were
created using the the

NUPIPELINE

and

NUFILTER

keyword statusexpr set to:

statusexpr="STATUS==b0000xxx00xxxx000"

(3.1)

2014 obs
2019
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Figure 24: Hardness-intensity diagram of Sco X-1, combing two NuSTAR observations. The 2014 observation
(ObsID: 30001040002) is shown with red data points, with distinct spectral regions separated into dark red
boxes. The 2019 observation (ObsID: 30502010002) is shown in blue, with navy blue boxes used to indicate
the different spectral regions. Spectrum numbers corresponding to each spectral state are shown in the inset.

which is suggested for bright sources. A source extraction region with a radius of 2 arcminutes was used, and the background was extracted with a region of the same size
selected well away from the source. Light curves were also extracted in the energy bands
6.4–10 keV and 10–16 keV in order to measure a hard color ratio and produce an HID.
For each observation and for each energy range, light curves were produced for FPMA and
FPMB separately, and then added together to give the total intensity of the source. The
HID, shown in Figure 24 was created by dividing the 10–16 keV count rate by the 6.4–
10 keV count rate, and then plotting this hard color ratio against the broadband 3–50 keV
intensity.
From the HID (Fig. 24), it can be seen that Sco X-1 traces out the NB and FB of its
Z-track over the course of the 2014 observation (ObsID: 30001040002), while in the 2019
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Table 7.
Spectrum #
1
2
3
4
5
6
7
8
9
10

List of Individual Spectra

ObsID

Spectral State

Exposure
(FPMA, s)

Avg. Counts/s
(FPMA)

Exposure
(FPMB, s)

Avg. Counts/s
(FPMB)

Energy Range
(keV)

30502010002
30502010002
30502010002
30502010002
30001040002
30001040002
30001040002
30001040002
30001040002
30001040002

Horizontal Br.
Horizontal Br.
Normal Br.
Normal Br.
Normal Br.
NB/FB Vertex
NB/FB Vertex
Flaring Br.
Flaring Br.
Flaring Br.

96.3
99.5
247
321
143
315
115
105
82.9
13.7

8135±9
8265±9
8433±6
8146±5
7309±7
6174±4
6576±8
8222±9
9720±11
11980±30

104.3
107.8
268
349
155
342
127
114
91.2
15.0

7401±8
7532±8
7648±5
7399±5
6796±7
5710±4
5966±7
7599±8
8888±10
10970±27

3–43
3–47
3–53
3–66
3–39
3–39
3–38
3–33
3–33
3–27

Note. — Summary of the spectral states and their locations on the HID, including the acceptable energy range for each spectrum
before the background dominates. Average count rates and effective exposure times are given, with exposures given in seconds.

observation (ObsID: 30502010002) it fills out the upper NB and even the HB. The two
observations are therefore complementary, and together they track Sco X-1 across its entire
Z-track. In order to analyze each spectral state independently, the HID was separated into
10 distinct states or regions (see 24 inset). From the top-left of the the HID, representing
the HB, and moving along the Z-track through the end of the FB, the states are identified by
numbers 1–10 (see Table 7). The region boundaries were chosen in order to best represent
the HID, with the intention of having roughly the same number of counts in each state
(though certain states, and State 10 in particular, necessarily have fewer counts as Sco X1 spent less time in these states during our observations). Good time interval (GTI) files
were created for each state using DMGTI from CIAO Version 4.1, and time-averaged spectra
for FPMA and FPMB were then extracted for each state again using the NUPRODUCTS tool.
These resulting spectra were then used for our analysis. Total exposure times, average
count rates, and additional information for each state is given in Table 7.
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3.3 Spectral Analysis & Results
The 10 distinct spectral states were fit using

XSPEC

version 12.9.1 (Arnaud, 1996).

Spectra for FPMA and FPMB were fit simultaneously with the model

CONSTANT

factor set

to 1.0 for the former and allowed to vary for the latter. In each spectral state, acceptable energy ranges were set to avoid the high energies at which the background became
dominant — these energy ranges are given in Table 7 for all 10 spectral states. Errors
throughout the paper are quoted at the 90 % confidence level.
Absorption was taken into account with the model TB ABS applied to all other model
components, using the

WILM

Solar abundances (Wilms et al., 2000b) and

VERNER

pho-

toionization cross-sections. Given that both NuSTAR and RXTE have a limited ability to
constrain absorption above 3 keV, most recent spectral analyses of Sco X-1 fix the neutral
Hydrogen column density NH equal to 3.0 ⇥1021 cm 2 , as found by Christian & Swank
(1997) using ROSAT and Einstein observations. A more recent look at Oxygen absorption in XMM-Newton spectra of Sco X-1 by García et al. (2011), suggested a value of
NH = 1.33 ⇥ 1021 cm 2 , while the H

I

4p survey value for Sco X-1 is 1.48 ⇥ 1021 cm

2

(HI4PI Collaboration et al., 2016). Since such a low absorption column density will have
a minimal effect above 3 keV, we fix NH to equal 1.5 ⇥ 1021 cm

2

throughout our analysis.

Given the strong Fe line residuals shown in Homan et al. (2018), and visible in most
of our spectra, we began initial fitting with a series of continuum models while ignoring
the 5–8 keV range where the Fe line is most prevalent. Our best fits required either two
thermal components and a power law to represent the excess at high energies, or a thermal
Comptonization model (COMP TT in XSPEC) alongside a purely thermal model. Fit statistics
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Figure 25: Data divided by the best-fit continuum model, which was fit when ignoring the 5–8 keV energy
range. FPMA and FPMB spectra have been added together for the purposes of plotting only. Although excess
residuals are seen from 6–7 keV in all 10 spectra, a broad and asymmetric Fe line is only clearly visible in #’s
3–9. As in the HID (Fig. 24), the 2014 observation is depicted in blue while the 2019 observation is given in
red.

for each of these models are summarized in Table 8.
The accretion disk is represented by a soft multicolor blackbody model, or by a thermal
Comptonization component with a soft disk input spectrum, while the boundary layer
between the NS surface and the accretion disk is represented either by a single temperature
blackbody, or a model of the Compton upscattering of a single temperature blackbody input
spectrum. The phenomenological power law component is often required to fit the hard
excess above ⇠ 30 keV, and may represent Compton scattering as well. Our best-fit model
was

DISKBB + BBODYRAD + POWERLAW ,

and those results are given in Table 9. To view the

Fe line and residuals due to reflection from our continuum fits, we plot the ratio of the
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Table 8.
Model
Spectrum 1
2
3
4
5
6
7
8
9
10
Avg.

Comparison of Continuum Model Fit Statistics

diskbb+bbodyrad+powerlaw
1031.91 (896)
910.13 (875)
1194.47 (995)
1226.49 (1006)
968.00 (857)
918.21 (902)
813.18 (744)
780.84 (771)
851.48 (774)
572.88 (570)

1.15168
1.0402
1.20047
1.21917
1.1295
1.0180
1.0930
1.0128
1.1001
1.0050
1.096992

diskbb+compTT
1063.54 (896)
913.20 (875)
1227.01 (995)
1242.86 (1006)
975.37 (857)
927.13 (902)
799.72 (744)
757.95 (771)
822.87 (774)
562.67 (570)

1.18698
1.0437
1.23318
1.23545
1.1381
1.0279
1.0749
0.98308
1.0631
0.98715
1.097354

compTT+bbodyrad
1060.68 (896)
922.38 (875)
1241.23 (995)
1268.94 (1006)
987.07 (857)
937.46 (902)
806.38 (744)
759.19 (771)
821.89 (774)
562.12 (570)

1.1838
1.0542
1.24746
1.26137
1.1518
1.0393
1.0838
0.98468
1.0619
0.98617
1.105448

Note. — Continuum models ignore the 5–8 keV where a broad Fe line is detected. c 2 and (degrees of freedom)
are given for the 3 best-fit models.

data to the best-fit model given in Table 9 for all 10 spectral states (Figure 25). There is
clear variation in the strength of the Fe line relative to the continuum across the 10 states,
most notably the Fe line appears weaker in the HB and FB, while it is well defined in the
NB and the vertex at the start of the FB.
3.3.1 Reflection Modeling
Since our best spectral fits required two thermal components and a power law, we
began fitting the spectra with self-consistent reflection models. A variety of reflection
models are available, the key difference among them being the incident spectrum which
produces reflection off of the accretion disk. For neutron star LMXBs, it has been suggested
that the neutron star boundary layer may produce the hard X-rays necessary to cause
reflection off of the inner disk. (Cackett et al., 2010; D’Aì et al., 2010). The popular RELXILL
model (García et al., 2014; Dauser et al., 2014) has recently been adapted for neutron star
systems for precisely this purpose. The default

RELXILL

model uses an incident power law

with a high energy cutoff as the primary spectrum, while in the case of
primary spectrum is instead that of a blackbody.

RELXILL NS

the
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Table 9.
Spectrum
#
1
2
3
4
5
6
7
8
9
10

Disk+BBody+PL Results

diskbb
Tin

norm

bbodyrad
kT

norm

cutoffPL
phoIndex

norm

constant
f actor

c 2 (dof)

2.01 ± 0.10
1.97 ± 0.07
1.93 ± 0.04
1.87 ± 0.03
1.78 ± 0.05
1.74 ± 0.03
1.89 ± 0.04
2.13 ± 0.03
2.33 ± 0.03
2.34+0.09
0.16

738+134
112
916+125
105
1072+79
72
+73
1246 68
1401+144
124
1400+87
77
+88
1138 81
926+58
51
783 ± 3
810 ± 10

2.80+0.07
0.06
2.79 ± 0.06
2.74 ± 0.03
2.70 ± 0.03
2.62 ± 0.05
2.58 ± 0.04
2.69+0.06
0.11
2.96+0.10
0.09
3.36 ± 0.02
2.38 ± 0.02

221 ± 36
211+32
30
214 ± 18
+15
210 14
196+25
23
135+15
14
+28
87 15
47+13
11
17.6 ± 0.5
218 ± 9

3.26+0.12
0.09
3.46+0.23
0.14
3.54+0.09
0.08
+0.10
3.63 0.08
3.42+0.15
0.12
3.61+0.14
0.11
⇤
4.00 0.42
4.00⇤ 0.21
4.00⇤ 0.05
2.67+0.05
0.04

153+23
20
164+42
28
171+20
17
+20
170 17
112+24
20
119+21
17
+19
182 63
152+19
30
167 ± 9
48 ± 6

0.996 ± 0.004
0.999 ± 0.003
0.993 ± 0.002
0.994 ± 0.002
1.017 ± 0.003
1.012 ± 0.002
1.000 ± 0.004
1.013 ± 0.003
1.008 ± 0.004
0.998 ± 0.008

1031.9 (896)
910.1 (875)
1194.5 (995)
1226.5 (1006)
968.0 (857)
918.2 (902)
813.2 (744)
780.8 (771)
851.5 (774)
572.9 (570)

Note. — Results from best-fit continuum model, which relies on two thermal components and a power law to represent
Comptonization. The DISKBB and BBODYRAD temperatures are both given in keV. Continuum models were applied to the
acceptable energy range for each spectrum, while ignoring 5–8 keV. Errors are given at the 90% confidence level.

We replaced the blackbody component in our continuum fit models with

RELXILL NS .

The parameters of RELXILLNS include the disk emissivity index, which can be set to include
separate indices for the inner and outer accretion disk at some variable disk radius. Other
parameters include the dimensionless spin parameter a of the neutron star or black hole,
the inner and outer disk radii Rin and Rout , the inclination of the disk, the Fe abundance of
material in the disk, as well as the redshift z to the source. Also included is the reflected
fraction, or RF, which is defined as the ratio between the incident emitted flux which
travels toward the disk to the emission which escapes to infinity, and the logarithm of
the ionization of material in the disk, logx . These parameters are shared by all flavors of
RELXILL ,

while parameters that are unique to

the base

RELXILL

RELXILL NS

or shared by other variations of

model include the logarithmic density of the accretion disk (in cm 3 ),

logN, as well as the incident blackbody temperature, kTbb , and its normalization.
For the sake of simplicity we fix the inner and outer disk emissivity indices to q1 = q2 =
3.2, which is expected for modeled accretion around a NS (Wilkins, 2018), and set the
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Table 10.
Model
DISKBB
RELXILL NS

POWERLAW
CONSTANT

Funabs,1
Lunabs,1
L/LEdd.

100 keV
100 keV

2014 Observation

RELXILL NS

Results

Param.

5

6

7

8

9

10

Tin
norm
Rin
kTbb
logx
logN
re f l. f rac.
norm
PhoIndex
norm
f actor
(⇥10 7 erg cm 2 s
(⇥1038 erg s 1 )

1.67+0.06
0.05
1369+153
121
2.1+3.1
0.8
2.89+0.08
0.04
2.54+0.10
0.04
17.9+1.0
1.1
0.08+0.02
0.04

1.78+0.11
0.03
1148+44
150
6.2+2.6
1.6
2.86+0.16
0.04
2.52+0.01
0.08
18.0+1.0
0.3
0.19+0.02
0.06
0.082+0.006
0.038
3.65+0.12
0.09
+20
146 16
1.011+0.002
0.001

1.96+0.06
0.12
950+98
101
9.0+8.0
2.7
2.84+0.11
0.20
+0.09
2.55 0.02
17.1+0.1
1.2
0.54+1.22
0.34
0.026+0.052
0.014
3.58+0.22
0.13
+34
136 18
0.999+0.004
0.003

2.16+0.02
0.07
876+45
43
7.8+4.8
4.2
3.15+0.08
0.32
+0.17
2.72 0.10
16.9+0.3
0.9
2.04+1.02
1.68
0.009+0.038
0.004
3.69+0.17
0.49
+19
111 41

2.21+0.09
0.12
845+47
74
31.2+51.8
17.5
2.87+0.22
0.17
+0.31
2.68 0.08
18.1+0.2
1.0
0.19+0.32
0.13
0.061+0.106
0.039
3.08+0.22
0.07
+24
68 11
1.005+0.002
0.004

2.12+0.30
0.27
515+202
253
2.2+7.9
1.0
2.42 ± 0.14
+0.28
2.57 0.29
18.1+0.5
0.4
0.06+0.05
0.03
0.346+0.130
0.165
2.83+0.15
0.22
+49
97 46
1.003+0.006
0.007
5.49 ± 0.05
5.15
1.36
711.33
718

c2
dof

1)

0.176 ± 0.014
3.44+0.14
0.08
128+20
17
1.016+0.003
0.002
3.55 ± 0.01
3.33
0.88
1115.16
1005

2.96 ± 0.01
2.77
0.73
1093.34
1050

3.12 ± 0.01
2.93
0.77
977.19
892

1.011 ± 0.003
3.89 ± 0.01
3.65
0.96
957.43
919

4.57 ± 0.02
4.29
1.13
1073.94
922

Note. — Spectral fit results for the 2014 observation of Sco X-1. Free parameters are shown, and RELXILLNS Index = 3.2, the disk
inclination is fixed to 44 degrees, the spin parameter a = 0, Fe abundance was set to solar values, and Rout = 1000 Rg . Rin given in
ISCOs. Disk and blackbody temperatures are both given in keV, while x is the disk ionization. Flux is given from 1–100 keV, while
ignoring the power law component below 3 keV. The Eddington fraction is calculating using LEdd. = 3.8 ⇥ 1038 erg s 1 (Kuulkers
et al., 2003).. Errors are given at the 90% confidence level, calculated using MCMC chains in XSPEC with chain length 106 .

outer disk radius to Rout = 1000 Rg , where the gravitational radius Rg = GM/c2 . We fix a = 0,
since the spin frequency of Sco X-1 is not known, which is reasonable assuming Sco X-1
is like other weakly-magnetized NSs. The fastest rotating NSs, with spin frequencies of
several hundred Hz (Galloway et al., 2008), would still have a . 0.3 — this has a small
effect on the reflection spectrum, since the innermost stable circular orbit (ISCO) with
a = 0.3 is 5 Rg , while for a non-rotating NS with a = 0 the ISCO is located at 6 Rg (Miller &
Miller, 2015). The inclination was set to equal 44 , which assumes that the accretion disk
is perpendicular to the radio jets measured by Fomalont et al. (2001). We also fix the Fe
abundance to the solar value, and set the redshift z = 0, as should always be the case for
Galactic sources.
This model fit the spectrum quite well, with an average c 2 /do f ⇠ 1.10, and our re-
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Table 11.
Model
DISKBB
RELXILL NS

POWERLAW
CONSTANT

Funabs,1
Lunabs,1
L/LEdd.

100 keV
100 keV

2019 Observation

RELXILL NS

Results

Param.

1

2

3

4

Tin
norm
Rin
kTbb
logx
logN
re f l. f rac.
norm
PhoIndex
norm
f actor
(⇥10 7 erg cm 2 s
(⇥1038 erg s 1 )

1.94+0.12
0.14
553+141
65
3.9+8.2
1.2
3.18+0.09
0.05
+0.07
2.49 0.13
18.0+0.8
0.2
0.06+0.1
0.3
0.260+0.021
0.027
3.33+0.18
0.08
+26
181 22

1.80+0.14
0.04
896+71
151
6.8+15.0
4.0
3.10+0.11
0.02
+0.08
2.57 0.10
17.7+0.9
0.3
0.04+0.03
0.01
0.258+0.007
0.028
3.44+0.38
0.05
+71
167 7

1.72 ± 0.05
1219+135
101
32.6+61.9
14.0
3.06 ± 0.03
2.65+0.12
0.06
18.9+0.1
0.3
0.04 ± 0.01
0.255+0.009
0.008
3.53+0.10
0.07
+21
162 17
0.994 ± 0.002
4.19 ± 0.01
3.93
1.03
1350.68
1143

1.84+0.06
0.01
1084+18
102
4.5+1.2
1.8
3.06+0.05
0.02
2.50+0.01
0.32
18.8 ± 0.3
0.08+0.03
0.02
0.186+0.010
0.014
3.69+0.17
0.07
+37
189 12
0.994+0.003
0.001
4.03 ± 0.01
3.78
1.00
1419.98
1154

c2
dof

1)

0.998 ± 0.003
3.96 ± 0.02
3.75
0.99
1165.95
1044

0.999 ± 0.003
4.09 ± 0.02
3.84
1.01
1038.5
1023

Note. — Spectral fit results for the 2019 observation of Sco X-1. As in Table 10, only free parameters
are shown. Fixed parameters are RELXILLNS Index = 3.2, while the inclination was frozen to 44 degrees,
a = 0, Fe abundance were set to solar values, and Rout = 1000 Rg . Rin given in ISCOs. Disk and blackbody
temperatures are both given in keV, while x is the disk ionization. Flux is given from 1–100 keV, while
ignoring the power law component below 3 keV. The Eddington fraction is calculating using LEdd. =
3.8 ⇥ 1038 erg s 1 (Kuulkers et al., 2003). Errors are given at the 90% confidence level, calculated using
MCMC chains in XSPEC with chain length 106 .

sults are shown in Tables 10 and 11. The broadband spectral components from these fits
matched very closely with our results from continuum modeling, as was expected. In both
models, the disk temperature is initially high (⇠ 2 keV) in the horizontal branch, before
dropping throughout the normal branch and then increasing again to well above 2 keV
through the flaring branch, while the disk normalization displays the opposite behavior.
The blackbody temperature from our earlier continuum results appeared to steadily decrease from the horizontal branch along the normal branch, with the exception of states
7–9, and this was the case for the incident blackbody temperature kTbb for

RELXILL NS .

The

power law photon index from our continuum results, which was very high (> 3 except in
#10), appears to increase slightly along the horizontal branch, before arriving at the hard
upper limit for that parameter for the flaring branch side of the vertex and the first two

powerlaw
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Figure 26: Spectra for each of the 6 states from the 2014 NuSTAR observation of Sco X-1. FPMA and
FPMB are added for plotting purposes only. Data are plotted along with the best-fit results using RELXILLNS .
Additive model components include DISKBB and POWERLAW in XSPEC, along with the reflection model. Both
the incident and reflection spectrum are plotted separately for RELXILLNS . Lower panels include the ratio of
the data to the model.

flaring branch states (#s 6–9). Our results from reflection modeling better constrain the
power law index, which shows a steady decrease along the flaring branch from 3.65+0.12
0.09 in
the vertex to 2.83+0.15
0.22 at the end of the flaring branch. The power law normalization from
our continuum results was poorly constrained, as might be expected considering that the
power law component of our models contributes across the entire energy band for each
spectrum, and therefore is highly dependent on the other model components. Still, while
the power law from our continuum results was consistent with remaining unchanged in
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Figure 27: Spectra of the 4 states observed during the 2019 NuSTAR coverage of Sco X-1. FPMA and FPMB
are added for clarity in plotting only, and were fit separately with a constant factor. Data are plotted alongside
the best-fit reflection model, consisting of DISKBB, RELXILLNS (shown as a separate incident and reflection
spectrum) and POWERLAW. Lower panel gives the ratio of the data to the model.

the 2019 observation (states 1–4), it was slightly lower during the 2014 observation with
the exception of states 6–9, which represent the flaring half of the vertex and the lower
flaring branch. With reflection considered, the power law component appears to drop in
normalization from the normal branch through the flaring branch.
Considering the components of RELXILLNS , we find that the disk ionization is consistent
with with remaining unchanged at logx ⇠ 2.5 across the Z-track, except for the flaring
branch where it is slightly higher. The disk density varies slightly across the Z-track, with
a higher density (logN ⇠ 18) in the horizontal and normal branch and significantly lower
values (logN < 18) for the vertex and flaring branch.
The inner disk radius, across all 10 spectra, appears to be roughly consistent with
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Figure 28: The disk (lower panel) and RELXILLNS (upper panel) model component flux plotted against the
Fe line (6.4–7 keV) flux. While the blackbody emission representing RELXILLNS is responsible for reflection,
the disk model component is not tied directly to reflection in any way. The similar variation between these
model components suggests a degeneracy between the two model components.

remaining unchanged with three major exceptions. In states 3 and 9, Rin is very poorly
constrained by the data, with a best-fit value in each case above 30 ISCOs. The third
exception is state 7, for which Rin = 9.0+8.0
2.7 ISCOs, which is consistent with the rest of the
vertex and flaring branch values but slightly higher than the normal branch values found
+3.1
in states 4 and 5, which are 4.4+1.2
1.8 and 2.1 0.8 ISCOs, respectively. With the exception of

states 4 and 6, the inner disk radius is very poorly constrained by the available spectra —
the 90% confidence interval for every other spectral state is greater than the value of Rin
within that state.

75
Another important parameter for consideration is the reflected fraction from RELXILLNS ,
for which we find values consistently below 0.1 across all 10 spectral states except for the
states 6–9, for which the reflection fraction increases dramatically. Interestingly, we see a
significant decrease in the RELXILLNS normalization across those same states, which is worrying considering that the reflection features, which are so strongly seen in these states
(see Figure 25), are a response to the incident blackbody normalization. This issue is mirrored in our continuum fits, which show a strong decline in the blackbody normalization
for states 6–10.
The possibility that the incident flux responsible for reflection drops significantly, while
the features of reflection remain so strong, is troubling. We therefore check for degeneracies between the normalization of RELXILLNS and other model parameters. While some degeneracy exists between the

POWERLAW

components and the normalization of

RELXILL NS ,

this isn’t unexpected as the power law contributes across all energies and is very dependent on the two thermal components of our model. More interestingly, by checking the
two-dimensional fit contours we found that both the temperature and normalization of the
DISKBB

model component are strongly correlated to the RELXILLNS normalization. One way

this can be visualized is by plotting the ionizing flux (0.136–13.6 keV) for both the disk
and incident blackbody model components against the Fe line (6.4–7.0 keV) flux, as seen
in Figure 28. The strange correlation between the incident blackbody and Fe line flux is
mirrored in the opposite way when the disk flux is plotted against the Fe line flux.
We conclude that this pattern is indicative of the limitations of our full model to properly fit the data, and note that this occurs regardless of whether reflection is considered.
From our continuum fit results, however, a single thermal component was unable to sat-
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isfactorily fit the data along with the power law, even when we allowed for a high-energy
cutoff. As a result, we consider several solutions: we might be able to better and more
consistently adapt our reflection model to the spectra by placing strict limits on certain
model parameters, and additional self-consistent reflection models must be tested.
In order to more consistently adapt the

RELXILL NS

model across all 10 spectral states,

we fix the reflection fraction in states 6–9 to the mean value calculated from the remaining
states, for which the best-fit reflection fraction value does not differ strongly. By doing so,
one would expect the RELXILLNS normalization to increase in order to provide enough flux
to produce the strong reflection features which are so clearly visible in those states, and
this is exactly what occurs. We also find that the temperature of the disk component drops
as well, and in some cases significantly. The best-fit results are plotted in green, alongside
our original reflection results, in Figures 29 and 30, and we report the new best-fit values
for Spectrum #s 6–9 in Table 7.
Restricting the reflection fraction results in poorer c 2 statistics in each of the states represented by Spectra 6–9. From our earlier fits we calculate an increase in the fit statistic
Dc 2 = 12.44, 24.65, 25.71, and 0.23, for Spectrum #s 6, 7, 8, and 9, respectively, for 1
more degree of freedom. An F-test can provide the statistical significance of these differences — in Spectrum 6 we calculate and F-test probability of 4.4 ⇥ 10 4 , which represents
a 3.5s significance, while in Spectrum 7 we have an F-test probability of 8.3 ⇥ 10 7 , representing almost 5s in significance. Spectrum 8 does rule out fixing the reflection fraction
at the 5s significance mark, with an F-test probability of 4.8 ⇥ 10 7 . Finally, Spectrum 9
gives an F-test probability of 0.63, which represents less than 0.5s . So while fit statistics
rules out preferentially fixing the reflection fraction in Spectrum #s 6–8, in #9 we cannot
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rule out fixing the reflection fraction, and both results are acceptable. Despite the poor
statistics, we find that fixing the reflection fraction allows for a better understanding of
the spectral changes occurring throughout the vertex and flaring branch, taking the flaws
of our reflection model into account. From our results when fixing the reflection fraction,
we still find c 2 /dof which are comparable to if not an improvement on reflection fits with
other models. Though our model’s ability to fit the three of the four states in question
has decreased very significantly, our results provide a more physically acceptable view of
consistent reflection throughout the Z track for Sco X-1.
Alternative reflection models were also used to fit the available spectra, with mixed
results. When using a power law or cutoff power law component to provide the incident
flux for reflection (as is the case for

RELXILL ),

our models still required two thermal com-

ponents (or one thermal component and a thermally Comptonized model component, as
described above). In this case, the hard thermal component still dominates at energies for
which reflection is important, since the power law only dominates at the highest energies,
& 30 keV. As a result, a reflection fraction well beyond unity and typically above 10 is required in order for the reflection features clearly visible in the spectra. We also attempted
BBREFL

(Ballantyne, 2004), which is a similar model to

RELXILL NS

in that the flux incident

on the disk is provided by a blackbody spectrum, but this resulted in either comparatively
worse fit statistics and poorly constrained parameter values. Finally, it was considered that
reflection might be the result of both the thermal spectrum from the NS boundary layer, as
well as from the Comptonization power law spectrum, and so we also attempted to fit the
spectra by replacing the
ILL D,

a flavor of the

POWERLAW

RELXILL

component in our best-fit reflection model with

RELX-

model which has a variable disk density. By tying the shared
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Table 7.
Model

Param.

DISKBB
RELXILL NS

POWERLAW
CONSTANT

2014 Observation
Tin
norm
Rin
kTbb
logx
logN
re f l. f rac.
norm
PhoIndex
norm
f actor
c2
dof

RELXILL NS

Results Fixed RF

6

7

8

9

1.68 ± 0.04
1384+114
102
10.8+7.6
2.6
2.80+0.06
0.04
2.58+0.04
0.03
17.3+0.2
0.9
0.067
0.107 ± 0.007
3.53+0.10
0.07
114+16
12
1.011 ± 0.002
1104.51
1051

1.65+0.04
0.05
1492+136
100

1.84+0.07
0.03
1169+57
103
9.6+9.6
2.6
2.63+0.09
0.04
2.77+0.13
0.04
17.3+1.0
2.0

2.12+0.03
0.05
874+56
47
32.2+45.2
15.2
2.74 ± 0.08
+0.24
2.72 0.07
17.3+1.0
1.8
0.067
0.121+0.026
0.011
3.09+0.09
0.06
75+14
10
1.005 ± 0.003
1074.21
923

100 47.3
2.61+0.06
0.05
2.74+0.11
0.06
17.3+0.1
1.1
0.067
0.118+0.010
0.007
3.31+0.11
0.08
81+12
11
0.999 ± 0.001
1004.19
893

0.067
0.143+0.013
0.019
3.17+0.11
0.07
71+12
11
1.011 ± 0.003
984.22
920

Note. — Alternate results for Sco X-1 for Spectrum #s 6–9, in which the RELXILLNS reflection fraction was poorly constrained. Here, reflection fraction is set equal to the average
value taken from results in other spectral states. Errors are given at the 90% confidence level,

parameters between both reflection models, we found physically unrealistic values of the
reflection fraction for

RELXILL D

for the same reason as mentioned above with

RELXILL

as

the sole reflection model component.

3.4 Discussion
We present two NuSTAR observations of Sco X-1 separated by just over five years, the
first taken in September of 2014 and the second taken in October of 2019. We have
produced light curves and an HID for the two observations, which complement one another
as together they follow Sco X-1 throughout the entirety of its Z-track. From the HID we
produce 10 separate time-averaged spectra, each representing a distinct spectral state, and
with all but one (Spectrum #10) having well above 100,000 photon counts between the
two FPMs of NuSTAR. We then fit the spectra with a series of continuum models to gain an
initial sense of the source’s spectral shape and its variation across the Z-track, ignoring the
5–8 keV energy band where a strong Fe line would dominate the residuals (see Figure 25).
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Figure 29: Plots of the best-fit parameters for the DISKBB and POWERLAW components, across all 10 spectral
states. Green values are given when the RELXILLNS reflection fraction was fixed.

Building from our best-fit continuum model results, we model the full spectrum of each
state with the self-consistent reflection model
blackbody component (DISKBB in

XSPEC )

RELXILL NS ,

in addition to a multicolor disk

and a power law.

Our results are listed in Tables 10 and 11 for the 2014 and 2019 observations, respectively. While previous spectral studies of Sco X-1 using RXTE observations have depended
heavily on Comptonization models, with the occasional addition of a blackbody component, our best-fit results comprise of two thermal components, with a softer disk and hard
blackbody component, the latter of which provides the incident flux onto the disk to produce reflection features, and we take into account Comptonization via a power law which
tends to dominate above ⇠ 30 keV. The only published analysis of the earlier NuSTAR observation Sco X-1 was presented by Homan et al. (2018), who fit the normal branch spectrum
with the combination of a disk, a blackbody, and a power law, while using a Gaussian line
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Figure 30: Plots of the best-fit parameters for the RELXILLNS model, across all 10 spectral states. Green values
are given when the RELXILLNS reflection fraction was fixed.

to account for the broad Fe line between 6 and 7 keV. We find comparable temperatures for
each thermal component, and though our reported power law index is higher than might
be expected, Homan et al. (2018) report a power law index of 3.70 ± 0.05(1s ), which is
nearly consistent with our result for the normal branch from our continuum fits. In that
state we found the photon index to be 3.42+0.15
0.12 (90%) — it should be noted that this value
reflects our fit while ignoring the 5–8 keV data, rather than fitting the Fe line with a Gaussian, and so a slight discrepancy might be expected. Our thermal component results, when
compared to other Z-sources, are quite typical. Reflection studies of other Z-sources have
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reported disk temperatures of ⇠ 2 keV, as well as blackbody temperatures of ⇠ 3 keV (see,
e.g. Ludlam et al., 2017a; Coughenour et al., 2018).
Previous studies which track Sco X-1 across the Z-track with RXTE have used different
spectral models to describe changes in the sources spectrum. Barnard et al. (2003) follow
Sco X-1 across the Z-track using a blackbody to represent softer emission, and a cutoff
power law to represent an extended accretion disk corona, and report the most significant
changes along the Z-track occurring in the blackbody radius and temperature. A review
of the Sco-like sources (Sco X-1, GX 349+2, and GX 17+2) across their respective HIDs,
using the same model by Church & Bałucińska-Church (2012), supports that narrative;
that changes in the soft blackbody component, taken to be the neutron star surface, are
responsible for these sources moving about the Z-track. Conversely, D’Aí et al. (2007)
model the spectra of Sco X-1 using a soft multi-temperature disk, a thermally Comptonized
component, and a power law to represent a flat hard tail which dominates above ⇠ 50 keV.
They show the two softer components to be correlated with the instantaneous luminosity of
the sources, suggesting that the temperature of the thermal components and the relative
position on the HID to be dependent on the instantaneous mass accretion rate of the
source. D’Aí et al. (2007) report a wide range of disk temperatures, after obtaining fits
to 43 individual spectra, of 1.23–2.39 keV, and our values are well within that range. We
also find similar blackbody temperatures to the seed photon temperatures used by D’Aí
et al. (2007) for the Comptonization component of their model. Finally, Titarchuk et al.
(2014) represent the 3–200 keV spectrum with two Comptonized components, each with
a different soft seed photon energy (e.g. 0.7 and 1.6 keV), as well as a Gaussian Fe line.
They report a strong correlation between the electron temperature and normalization of

82
the soft Comptonization component, which suggests that mass accretion rate determines
these spectral changes.
From our best-fit results, and considering the alternative fits for spectrum #s 6-9 with
a fixed reflection fraction, some patterns become clear across the Z-track. While the disk
temperature increases with the source’s flux, the blackbody temperature from

RELXILL NS

appears to decrease almost steadily from the horizontal branch through the flaring branch.
The disk ionization remains roughly consistent. Both the model components which are
important at higher energies, RELXILLNS and the POWERLAW, show a significant and regular
decrease in normalization as Sco X-1 moves into its softer states, namely the vertex and
flaring branch. The exception is the final flaring branch state, in which both components
rebound and are nearly consistent with values found in the horizontal branch and normal
branch detected in 2019. In states 6–9, as was described in Section 3, the reflection fraction
increases dramatically while the normalization for

RELXILL NS

drops precipitously. In these

states, there is relatively less flux above ⇠ 10 keV, and yet reflection features remain strong.
It may be due to degeneracies between the disk and incident blackbody spectrum that this
problem occurs, and so we attempted fitting the reflection fraction to the average value
calculated from the other spectral states. While this resulted in a significant increase in c 2 ,
it was illustrative in showing a more general trend for Sco X-1 throughout the Z-track. The
parameter degeneracies can be illustrated by noting the changes in disk temperature and
normalization from Figures 29 and 30. As described in Section 3, we attempted additional
reflection models, and even test whether allowing for the

POWERLAW

component flux to

provide additional reflection. In each circumstance, we either found very poor fit statistics
or poorly constrained and unrealistic parameters, and do not discuss those results in detail.
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The issue of the decreasing incident blackbody normalization for

RELXILL NS

in the ver-

tex and flaring branch states 6–9, despite the continued strength of the reflection features
in those states, is analogous to the results found using a similar reflection model in the
analysis of GX 349+2 by Coughenour et al. (2018). In that work, while using a modified
version of the

REFLIONX

model by Ross & Fabian (2005), called

REFLIONX BB 2 ,

the authors

found that the blackbody flux required for reflection dropped precipitously from the vertex
through the flaring branch. It should be stressed that for the version of

REFLIONX BB

used

in that analysis, the incident blackbody normalization was not tied the strength of the
reflection spectrum as it is in

RELXILL NS

with the reflected fraction parameter. It may be

that, despite its success in modeling the spectra of Z sources in the horizontal and normal
branch states, that reflection due to an incident blackbody may not properly describe the
flaring branch spectra seen in these sources, however we find that this issue is likely due
to degeneracies between additive model components, as discussed earlier.
Several patterns from our RELXILLNS best-fit results mirror the results found for GX 349+2
by (Coughenour et al., 2018). Most notably, the increase in disk temperature from ⇠1.65 keV
to >2 keV from the normal branch through the vertex and along the flaring branch is seen
in both sources, accompanied by a simultaneous decrease in the disk normalization. In
both sources, the blackbody component temperature is consistently measured to be above
2 keV as well, which is high for NS LMXBs but regularly seen for the Sco-like sources
(Church et al., 2012). Finally, in GX 349+2 the inner disk radius is measured to be truncated above the NS surface and the ISCO, when it is well constrained, at an average value
of 17.5+1.5
1.0 Rg (Coughenour et al., 2018), which is lower than our measured average value
2 http://www-xray.ast.cam.ac.uk/⇠mlparker
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for the inner disk radius in Sco X-1, which we now discuss in detail.
Despite the concerns regarding the strength of the Fe line and the change in the reflected fraction from RELXILLNS for some states, the Fe line profile can be seen in each state
and the shape of the line provides valuable information about the inner accretion disk.
In all 10 spectra, our measurement of the inner disk radius is greater than the ISCO at
the 90% confidence level. This means that the inner disk is truncated, and we measure a
+5.8
weighted mean across the 10 states to find (Rin )mean = 4.5+1.0
0.5 ISCOs, or (Rin )mean = 26.8 2.9

Rg . For a 1.4 M neutron star, this represents a radius of 55.3 km, which would be well
outside the surface of the neutron star based on any currently acceptable equation of state
(for a review, see Lattimer & Prakash, 2016).
It is possible that the magnetic field of the NS is truncating the accretion flow, if the
strength of the magnetic field is able to overcome the ram pressure of the disk. We can
estimate the magnetic field strength required to truncate the disk, following equation (1)
of Cackett et al. (2009a), which is adapted from Ibragimov & Poutanen (2009). The
magnetic dipole moment is given by:

23

µ = 3.5 ⇥ 10 ka

7/4 7/4

x

✓

M
1.4M

◆2

⇥

✓

fang
Fbol
9
h 10 ergcm 2 s

1

◆1/2

D
Gcm3
3.5kpc

(3.2)

where x is the inner disk radius in units of Rg = GM/c2 , h is the efficiency coefficient
for accretion, ka is a conversion factor from spherical to disk accretion, and fang is the
anisotropy correction factor. We set ka = fang = 1, since both may be close to unity, and
we set h = 0.2 (Sibgatullin & Sunyaev, 2000). D is the source distance, measured to be
2.8 ± 0.3 kpc (Bradshaw et al., 1999), and for the inner disk radius we use the weighted
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mean value of (Rin )mean = 26.8+5.8
2.9 Rg . For the bolometric flux, we use the mean unabsorbed
1–100 keV flux across all 10 states, which is 3.99 ⇥ 10
include the

POWERLAW

7

erg cm

2

s 1 , where we only

component flux above 3 keV since a power law without a low-

energy cutoff is unphysical. These measurements provide an estimate of µ = 3.95 ⇥ 1027 G
cm3 , and for a 10 km radius neutron star, the magnitude of the magnetic field a the poles
would be B  6.9 ⇥ 109 G. This gives an upper limit for the magnetic field strength of the
neutron star, in the case that the magnetic field is responsible for truncating the accretion
disk.
It may also be that a boundary layer between the NS surface and the inner accretion
disk has caused the measured inner disk radius to be well outside the ISCO. We can calculate the maximum radius of such a boundary layer, which depends on the mass accretion
rate of the source, using equation (25) of Popham & Sunyaev (2001):

log(Rmax

✓

Ṁ
R? ) ⇡ 5.02 + 0.245 log
9.85
10
M yr

1

◆

2.19

(3.3)

where Rmax is the upper extent of the boundary layer, and R? is the radius of the NS in
cm. Again, using the mean flux calculated from 1–100 keV, we find a mass accretion rate
of Ṁ = 3.2 ⇥ 10

8

M yr 1 , by assuming a 1.4 M NS with a radius of 10 km. We calculate

the maximum radius of the boundary layer to be 51.6 km, which is equivalent to 25.0 Rg
for a 1.4 M NS, or 4.2 ISCOs. This is within the confidence interval of our weighted mean
inner disk radius across all 10 states, and suggests that the boundary layer may truncate
the disk in Sco X-1 throughout the Z-track. This is likely a result of Sco X-1 accreting near
or above the Eddington luminosity, 3.8 ⇥ 1038 erg s

1

(Kuulkers et al., 2003), as can be
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seen in Tables 10 and 11. Looking past states 3 and 7, when the inner disk radius is very
poorly constrained but shows is significantly higher than in any other states, Rin is very
nearly consistent with remaining unchanged across the Z-track — the exception being the
slight increase in in the vertex and flaring branch states, which is just outside the 90%
confidence interval of the the two normal branch states, spectrum #s 4 and 5.
The persistently high luminosity of Sco X-1, which in our two NuSTAR observations
never drops below 70% of its Eddington luminosity, make it an ideal candidate to compare
with ultra-luminous X-ray sources, which have luminosities in excess of 1039 erg s 1 . Due
to detected pulsations, some ULXs are now known to be NSs accreting well beyond their
expected Eddington limit (Bachetti et al., 2014; Fürst et al., 2016; Israel et al., 2017b,a;
Ray et al., 2019). and studying ULXs within the context of the behavior and properties
of Sco X-1 and the other Z-sources might yield a better understanding of both types of
objects.

3.5 Conclusion
Our analysis of the two NuSTAR observations of Sco X-1 represent the first-ever attempt
to analyse the spectrum of Sco X-1 across the Z-track with physically self-consistent reflection models. Similar analyses have been recently carried out for other Z-sources (see, e.g.
Mondal et al., 2018; Coughenour et al., 2018). We find a best-fit of both the continuum
spectrum (ignoring the 5–8 keV band) and when using a model consisting of two thermal
components and a power law. Despite some degeneracy between the soft, thermal disk
and the single-temperature blackbody, which makes it difficult to constrain the reflection
fraction required to produce the clearly visible reflection features, we are able to model
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the Fe line profile and the broad reflection spectrum. In doing so, we find that the inner
disk radius is truncated well outside the inner-most stable circular orbit, and suggest the
presence of a boundary layer which truncates the disk.
Further observations of Z-sources like Sco X-1 with modern X-ray observatories such as
NuSTAR, which has the energy resolution necessary to measure the Fe line profile, should
further our understanding of the physical changes occurring in these systems as they move
about the Z-track. Such sources regularly accrete at or above the Eddington limit for
spherical accretion around a NS, as is the case for Sco X-1 in 4 of the 10 spectral states
detected, and a thorough understanding of these sources may provide valuable context
when studying ULXs, as well.
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CHAPTER 4 MODELING THE UPPER KHZ QPO LAGS OF 4U 1728 34
USING REVERBERATION
The following chapter is based on Coughenour, B.M., Cackett, E.M., Peille, P., and
Troyer, J., published in the Astrophysical Journal (ApJ) Volume 889, Issue 2, pages 136–
147, in February 2020.

4.1 Introduction
The fastest timing signatures detected from NS LMXBs are the kilohertz quasi-periodic
oscillations (kHz QPOs), and may also provide an independent glimpse into the physics
in the vicinity of the neutron star and inner accretion region, though the physical mechanism(s) that produce kHz QPOs are not well understood (see van der Klis, 2000, 2006, for
a review). Time lags between different energy bands have been measured utilizing kHz
QPOs since they were first detected two decades ago (Vaughan et al., 1998; Kaaret et al.,
1999). A series of more recent analyses, however, has measured the behavior of these
lags across more energy bins, giving a lag-energy spectrum (Barret, 2013; de Avellar et al.,
2013, 2016; Peille et al., 2015; Troyer & Cackett, 2017).
In fact, the entire RXTE archive of NS LMXBs has been searched systematically for kHz
QPOs, and lag-energy spectra measured for the lower kHz QPOs in 14 sources and for
the upper kHz QPOs in just 6 sources, since these lags are more difficult to detect (Troyer
et al., 2018). While the lower kHz QPOs typically show soft lags (the lower energy ‘soft’
photons lag behind the higher energy ‘hard’ photons) which steadily decrease at higher
energies, the upper kHz QPOs tend to have a flat lag-energy spectrum that may increase
at the highest energies, giving a hard lag (Troyer et al., 2018).
Since the reflection spectrum is a regularly occurring feature in neutron star LMXB
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spectra, one would expect reverberation to naturally occur in these systems due to the
light travel time between the incident X-ray source and the irradiated disk (Stella, 1990;
Campana & Stella, 1995). Testing whether reverberation might explain the kHz QPO
lags would shed light on the mechanism(s) responsible for the kHz QPOs. Such a test
was recently carried out by Cackett (2016) for the lower kHz QPO lags of 4U 1608 52,
demonstrating that reverberation alone cannot reproduce the measured lag-energy spectrum. However, reverberation has never been tested against the upper kHz QPOs, which
is the motivation of this work. In particular, Cackett (2016) predicted hard lags increasing
at higher energies in the lag-energy spectrum, and since hard lags have been detected for
several of the upper kHz QPOs (e.g., de Avellar et al., 2013; Peille et al., 2015), the upper
kHz QPOs lags appear more promising for reverberation.
Among the NS LMXBs with detectable upper kHz QPOs, 4U 1728 34 has more upper
kHz QPO detections and the best photon statistics to measure spectral-timing properties,
and this source was investigated in depth by Peille et al. (2015). Furthermore, a strong
reflection component has recently been detected in 4U 1728 34 by Sleator et al. (2016);
Mondal et al. (2017); Wang et al. (2019), and a host of earlier observations show a broad
Fe line to be present (Di Salvo et al., 2000; Piraino et al., 2000; Ng et al., 2010; Egron
et al., 2011; Seifina & Titarchuk, 2011; Tarana et al., 2011). It is therefore the ideal source
to investigate X-ray reverberation modeling.
We model the lag-energy spectrum using reverberation for a neutron star and compare
it with the lag-energy spectra of the upper kHz QPOs in 4U 1728 34 as measured by Peille
et al. (2015). As our aim is to model the lag-energy spectrum, an important part of that
process is to determine the strength of the reflection spectrum across 3–25 keV. We de-
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Table 12.

Exposure Times for Each QPO Frequency Group

QPO Frequency Group

Number of Spectra

Total Exposure Time

700–800 Hz
800–900 Hz
900–1000 Hz
1000–1100 Hz

15
14
6
1

43813
50948
20350
2009

Note. — Each individual spectrum has a different exposure time,
which is no less than ⇠2000 s. Total exposure times are given in
seconds, and provide the sum of exposures for each of the spectra
within a frequency group. Detections of an upper kHz QPO above
1000 Hz were rare, and it should be noted that this frequency group
has comparably worse statistics than the others.

scribe our data selection and spectral analysis of 4U 1728 34 in Sections 4.2 and 4.3, and
then we discuss our reverberation modeling and results in Section 4.4. We compare our results with the measured lags for 4U 1728 34, and discuss the implications in Section 4.5.
Finally, we conclude our findings and their significance in Section 4.6.

4.2 Data reduction & analysis
We take the lag-energy data calculated by Peille et al. (2015) for the upper kHz QPOs
detected for 4U 1728 34. Peille et al. (2015) used all archival RXTE observations of
4U 1728 34 and separated each observation into 1024 s power spectra in order to detect
kHz QPO signals. Upper kHz QPOs are unambiguous when detected simultaneously with
a lower kHz QPO, while the QPO quality factor and frequency together can be used to
distinguish between an upper and lower kHz QPO for individual detections (Barret et al.,
2006). The lag-energy spectrum describes the lag calculated between each energy bin
and the reference band (3–25 keV) with that specific bin’s light curve subtracted. See
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Nowak et al. (1999) and Uttley et al. (2014) for detailed discussions on calculating lags.
Relatively large energy bins were used, with 1024 s data segments grouped by QPO peak
frequency into four separate groups or bins: 700–800 Hz, 800–900 Hz, 900–1000 Hz,
and 1000–1100 Hz for the upper kHz QPO. By separating the upper kHz QPO detections
into different frequency groups, an attempt can be made to determine whether the lagenergy spectrum may depend on QPO frequency, since the peak frequency of the kHz
QPOs changes over time and between observations. For more details regarding the data
extraction please see Peille et al. (2015).
We therefore take a time-averaged spectrum for each ObsID where at least two upper
kHz QPOs were detected (that is, where two or more 1024 s segments contained an upper
kHz QPO detection). This was done to maximize the signal-to-noise of each spectrum while
also allowing for the possibility that spectral differences occur between different ObsIDs
or at different QPO frequencies. In doing so, we have a list of 36 RXTE PCA time-averaged
spectra, each containing roughly 2048 seconds or some greater multiple of 1024 seconds
of exposure time (slight differences in exposure times between individual spectra are a
result of the removal of X-ray bursts and count rate drops from the data). These spectra
are then grouped depending on the frequency of the upper kHz QPO detected. This results
in 15 individual spectra for the 700–800 Hz bin, 14 spectra in the 800–900 Hz bin, 6
spectra in the 900–1000 Hz bin, while just one spectrum which falls in the 1000–1100 Hz
bin. A summary of this information is given in Table 12, along with the total exposure time
for the available spectra in each QPO frequency group.
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Figure 31: Example of an individual spectrum (ObsID: 40019-03-01-00, 3071 s exposure) and two of our
best-fit models using RELXILL, with normalized residuals given below each spectrum. We include either
a multicolor disk blackbody (upper) or single temperature blackbody (lower) component along with the
incident power law and reflection spectrum. In both figures, green represents the model flux, while the red
dashed line is the thermal component (either DISKBB or BBODYRAD), and the blue and cyan dashed lines
represent the incident power law and reflected flux, respectively. Both models give a reasonable fit to the
limited data, with a reduced c 2 ⇠ 0.6.

4.3 Spectral Modeling
To model the lag-energy spectrum for the upper kHz QPOs of 4U 1728 34, the entire
reflection spectrum must be taken into account. We therefore model the 36 individual
time-averaged spectra, each representing its own ObsID where the upper kHz QPO was
detected, using XSPEC v. 12.9.1 (Arnaud, 1996). Each spectrum is limited to the 3–25 keV
energy range, where the signal-to-noise ratio of the QPO detection is strongest and the
spectra are still well above the background (which dominates above 25 keV). A systematic
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error of 0.6% was added to each channel for the PCA spectra.
We include neutral Hydrogen absorption using the model

TBABS

with photoionization

cross sections and abundances set to the values found in Wilms et al. (2000b). The neutral
Hydrogen column density was fixed to a value of 4.0 ⇥ 1022 cm 2 , based on the most
recent spectral analyses of 4U 1728 34. Recent studies using simultaneous observations
with Swift and NuSTAR have measured NH to be between 3.9 and 4.5 ⇥1022 cm

2

(Sleator

et al., 2016; Mondal et al., 2017), and a value of 4.5⇥1022 was also reported by Wang et al.
(2019) using XMM-Newton observations. While earlier studies of 4U 1728 34 reported
considerably lower values (see, e.g. D’Aí et al., 2006; Egron et al., 2011), we find that
above 3 keV these differences are small, and that the RXTE spectra do not satisfactorily
constrain the absorption column density.
In modeling X-ray reverberation we assume that reflection occurs, and are also motivated by the fact that reflection features have been detected in 4U 1728 34 before.
Measurements of the reflection spectrum of 4U 1728 34 have been done recently using
simultaneous NuSTAR and Swift observations (Sleator et al., 2016; Mondal et al., 2017),
and with XMM-Newton as well (Wang et al., 2019). Earlier observations of 4U 1728 34
with a number of different X-ray telescopes showed an Fe line to be clearly present (Di
Salvo et al., 2000; Piraino et al., 2000; D’Aí et al., 2006; Ng et al., 2010; Egron et al.,
2011; Seifina & Titarchuk, 2011; Tarana et al., 2011). We therefore aim to fit the RXTE
spectra for 4U 1728 34 with physical reflection models that will take into account not just
the Fe line, but the full reflection spectrum, including the Compton hump above 10 keV.
Such an approach is needed in order to model reverberation.
The continuum of NS LMXB spectra are typically fit with a combination of several

Rin (ISCOs)
1.6+0.6
0.3
3.1+2.9
0.4
4.7+10.0
1.4
8.4+limit
5.1

RELXILL

norm
2.44+0.20
0.16
3.04+0.19
0.13
3.26+0.28
0.24
4.80+0.65
0.61

kT (keV)
2.12+0.03
0.04
2.19 ± 0.02
2.20 ± 0.03
2.25+0.06
0.05

BBODYRAD

RELXILL

Rin (ISCOs)
2.8+1.2
0.5
2.9+1.6
0.9
15.4+29.1
2.9
32.2+limit
27.8

norm
0.70+0.03
0.02
0.89 ± 0.03
1.09+0.05
0.04
1.71 ± 0.10

DISKBB

Tin (keV)
3.40 ± 0.03
3.23 ± 0.02
3.16 ± 0.03
3.12+0.04
0.05

Model Component Parameters

G
1.68+0.05
0.03
1.88+0.04
0.05
1.83 ± 0.07
1.98+0.16
0.14

G
2.18+0.01
0.05
2.37+0.01
0.04
2.55+0.03
0.06
3.17+0.05
0.23
log x
3.19+0.10
0.07
3.19+0.12
0.07
3.30+0.16
0.14
3.29+0.48
0.26

log x
3.23+0.05
0.04
3.32+0.07
0.04
3.52+0.15
0.10
4.21+0.45
0.42
Ecut (keV)
14.4+2.2
0.9
15.0+2.3
1.0
10.3+1.5
0.9
10.0+2.8
1.4

Ecut (keV)
30.6+36.2
6.6
567+244
14
65.5+144.6
13.5
1000+limit
964
refl. frac.
0.14 ± 0.01
0.14 ± 0.01
0.15+0.02
0.01
0.22 ± 0.06

refl. frac.
0.27 ± 0.02
0.28+0.02
0.03
0.28+0.05
0.03
0.70+0.57
0.27

Best Fit Spectral Model Results by QPO Group

norm (10
6.4 ± 0.2
6.9+0.3
0.2
7.2 ± 0.5
9.5+1.0
0.8

norm (10
6.1+0.1
0.2
6.2 ± 0.2
6.8 ± 0.5
27.9+7.3
7.6

3)

3)

c 2 (dof)
9.16(19.47)
11.39(19.14)
9.15(18.83)
8.09(21)

c 2 (dof)
9.51(19.47)
12.48(19.14)
9.84(18.83)
9.77(21)

Note. — Results shown are the weighted average of fitting all of the spectra from each QPO frequency group with the models shown. Temperatures
for BBODYRAD and DISKBB are given in keV, as is the high energy cutoff for RELXILL. Errors are given as 90 % confidence intervals. Where ‘limit’ is given
as the value for the error, that parameter is not constrained to be less than the upper limit of the RELXILL model, which is 100 ISCOs in the case of Rin
and 1000 keV in the case of Ecut . This can be seen in the case of the individual spectrum which represents the 1000–1100 Hz frequency group.

700–800 Hz
800–900 Hz
900–1000 Hz
1000–1100 Hz

700–800 Hz
800–900 Hz
900–1000 Hz
1000–1100 Hz

QPO Group

Table 13.
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different model components. A power law is often used to represent the Comptonized
continuum, which is the Compton upscattering of low-energy thermal photons from the
accretion disk — or thermal photons from the neutron star or boundary layer (Gilfanov
& Revnivtsev, 2005) by a cloud of hot electrons. One or more thermal components are
then typically added. That may be a multi-temperature blackbody peaking in the soft Xrays to represent the accretion disk, or a single temperature blackbody to represent either
the surface of the neutron star or the boundary layer between the neutron star and the
accretion disk (Popham & Sunyaev, 2001). For a discussion on continuum modeling, see
Lin et al. (2007).
We first fit the individual spectra with the simplest model, neutral absorption of a
power law with a high-energy cutoff, using the model

TBABS * CUTOFFPL .

This provided

an extremely poor fit to the data, with c 2 /dof = 393.3/24.3 when averaged over all 36
spectra. With the addition of either a thermal multicolor disk or blackbody (DISKBB and
BBODYRAD

in

XSPEC ,

respectively), we found a dramatic improvement of fit, yielding ei-

ther c 2 /dof = 200.2/22.3 or 173.2/22.3, respectively. The residuals from these fits were
dominated by a broad Fe line at ⇠ 6 or 7 keV, and so the addition of a Gaussian Fe line
was tested. This dramatically improved the fits, providing c 2 /dof = 28.8/19.3 for the disk
model and c 2 /dof = 27.0/19.3 for the blackbody model. While an improvement, these
models do not provide a satisfactory fit. Furthermore, considering the goal of calculating a lag-energy spectrum due to reverberation, we next try a more physically consistent
reflection model.
When reflection is present, the reflection spectrum must be in response to either the
Comptonized emission or the higher energy thermal emission from the neutron star or
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boundary layer. We begin with the

RELXILL

model for reflection from an incident power

law with a high energy cutoff, (Dauser et al., 2014; García et al., 2014), and include either
a blackbody or multicolor disk thermal component. These model components, DISKBB and
BBODYRAD ,

both include as variable parameters a temperature and normalization. The

parameters of

RELXILL

are the emissivity index of disk, the dimensionless spin parameter

a for the neutron star or black hole, the inclination of the disk, the inner and outer disk
radii Rin and Rout , a redshift value z for distant sources, the index of the incident power
law spectrum G, the logarithm of the ionization parameter x , the disk’s Fe abundance, a
high-energy cutoff for the power law, the reflection fraction, and the normalization.
For the emissivity index,

RELXILL

allows a broken power law for the emissivity with

changes in disk radius, with two power law indices and a ‘breaking’ radius between them.
We fix the index with classical value of 3 throughout the disk to simplify our model. This
is reasonable considering the limited spectral resolution of RXTE PCA. The neutron star
spin rate of 4U 1728 34 has been measured previously via burst oscillations to be 363 Hz
(Strohmayer et al., 1996), which gives a dimensionless spin parameter a = cJ/GM 2 = 0.15
and so we use that value in our analysis. Since important parameters for the relativistic
blurring are set by the shape of the reflection features (e.g., the Fe line), we use parameters
determined using higher resolution spectra from NuSTAR. Thus, we fix the disk inclination
to 32 degrees, the value found using NuSTAR and Swift observations by Mondal et al.
(2017), which is consistent with the values found in Sleator et al. (2016). We fixed the
outer disk radius to 1000 RG (gravitational radii, RG = GM/c2 ) and we fixed the redshift
to zero, as 4U 1728 34 is a Galactic source. Finally, we fix the Fe abundance equal to the
solar abundance, since it is not well constrained by our spectra. All other parameters were

97
Reflected Fraction RM1
1.0

Reflected Flux Fraction

0.8

0.6

0.4

1000−1100
900−1000
700−800
800−900 Hz
Hz
Hz
0.2

700−800 Hz
800−900 Hz
900−1000 Hz
1000−1100 Hz

diskbb+relxill

0.0
10
Energy
(keV) RM2
Reflected
Fraction
1.0

Reflected Flux Fraction

0.8

bbody+relxill

700−800 Hz
800−900 Hz
900−1000 Hz
1000−1100 Hz

0.6

0.4

0.2

0.0
10
Energy (keV)

Figure 32: Reflected fraction plotted against energy for both the disk (upper) and blackbody (lower) models,
for each QPO frequency group. The reflected fraction is the ratio of the reflection spectrum to the total flux,
and should not be confused with the reflected fraction parameter from the RELXILL model. In the case of the
disk models, flux from the disk is included as thermal reverberation, and the disk shape and Compton hump
provide most of the reflected emission. For the case of the blackbody, the reflection spectrum is somewhat
diluted at lower energies and shows strong Fe line features and a Compton hump above 10 keV.

allowed to vary.
We initially attempted

RELXILL

along with the addition of both a disk and a black-

body, however for most of the 36 spectra our best-fit results had a near-zero normalization
for one of those two thermal components, and the quality of the fits were not improved
against models using either a disk or a blackbody alone. We therefore analyzed

RELXILL

with the inclusion of either a disk or blackbody rather than the combination of the two.
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Since these two thermal continuum models are degenerate with the limited statistics of
our 36 individual spectra, we continue to use both models in order to test the dependence
of the lags on the choice of continuum. While there are only slight differences between the
spectral results when considering both models, the fact that a disk might exhibit thermal
reverberation will be important when modeling the lags. We refer to the
model and to the

RELXILL + BBODYRAD

RELXILL + DISKBB

model as the ‘disk’ and ‘blackbody’ models, respec-

tively, throughout the remainder of the paper. Figure 31 shows one spectrum fit by both
models as an example, with normalized residuals. These models produce fit statistics of
c 2 /d.o. f . < 1.0 for almost every spectrum, with an average fit statistic of c 2 /d.o. f . ⇡ 0.5
for both models. Although this is not ideal and values of c 2 /d.o.f. closer to 1 might be
obtained for these spectra using a simpler model, our goal is to test reverberation as a
mechanism to produce the measured kHz QPO lags. We therefore continue our analysis
using RELXILL. In doing so we are already slightly overfitting the RXTE time-averaged spectra, and yet the addition of a thermal component is still required to achieve an adequate fit
because RELXILL is unable to do so alone. We also tested the RELXILL C P model, which uses
as its incident spectrum a more physical Comptonization model,

NTH C OMP ,

rather than a

power law, but did not find a significant difference in the fitted reflection parameters.
We also test another variation of

RELXILL ,

called

RELXILL L P

which calculates reflection

from a lamppost source a certain height h above the compact object. In doing so, we
are able to set the lamppost height above the neutron star and accretion disk, which is
an important consideration in reverberation modeling (see Section 4.4). Since we model
reverberation using a lamppost height of 5 RG , 10 RG , or 20 RG , a more fully consistent
approach would be to use the lamppost version of

RELXILL

with these heights, fitting each
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height to the spectra. In doing so, we do not find a significant difference in the reflected
flux fraction which we use to calculate the lags, and our results are therefore unchanged.
For simplicity and in order to be more concise, we only include a discussion of results using
RELXILL

hereafter.

One potential complication which arises in models of a disk as the thermal component
is that the best-fit disk temperatures are at or above 3 keV on average. This is much
higher than typical disk systems found in atoll type NS LMXBs (see, e.g. Lin et al., 2007).
Unrealistic temperatures are not a problem in our models including a blackbody as the
thermal component: the best fit values for the blackbody temperature on average are at
or above 2 keV. This value is often seen in NS LMXBs when a blackbody component is
included in the model, though it is more typical of the higher luminosity Z-sources than in
atoll sources like 4U 1728 34 (Church et al., 2014).
We also attempted fits using other reflection models, including a modified version of
the REFLIONX model (Ross & Fabian, 2005), with a variable high energy cutoff, as well as a
separate modified version of

REFLIONX

which gives the reflected spectrum due to incident

blackbody emission rather than a power law. With the variable high energy cutoff version,
called

REFLIONX _HC,

we find results similar to those measured using

RELXILL .

Reflection

models using an incident blackbody spectrum could not replicate the same quality fits as
our other models, or were unphysical in that the blackbody normalization providing the
incident flux for reflection dropped to zero for many of the 36 spectra.
We create a representative model spectrum for each of the four QPO frequency groups
(700–800, 800–900, 900–1000, and 1000–1100 Hz) by taking the weighted average for
every best-fit parameter across each of the individual spectra belonging to those bins. In
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doing so, we combine the results of fitting all 36 RXTE PCA spectra into the four QPO bins
for which the lag-energy spectra has already been calculated by Peille et al. (2015). The
resulting model values are given in Table 13.
The recent analyses of 4U 1728 34 by Sleator et al. (2016); Mondal et al. (2017) both
use

RELXILL

to model the distinct reflection features, but include both a blackbody and

a continuum Comptonized spectrum using the model

COMP TT.

Comparing those results

with our blackbody model, the continuum blackbody temperature reported in Mondal et al.
(2017) ranges from 0.7 to 2.4 keV, and our values fall well within that range, albeit with
lower normalizations (which is to be expected, considering their inclusion of an additional
continuum component). Our measured power law index G and ionization parameter x are
also consistent with those reported. While Sleator et al. (2016) report an upper limit on
the inner disk radius of 2.0 (in the units of the innermost stable circular orbit, or ISCO)
using a variety of reflection models, Mondal et al. (2017) measure the inner disk radius
to be 3.1 and 3.9 ISCOs for two separate NuSTAR observations. Such results are similar
to our own reported values, seen in Table 13, though our inner disk radius measurements
are generally poorly constrained and we find an increasing inner disk radius with increasing QPO frequency. This is true for our disk model where we find higher (though poorly
constrained) inner disk radii for the 900–1000 and 1000–1100 Hz frequency groups. However, we note that given the limited spectral resolution of the RXTE spectra it is hard to put
significant weight on this apparent increase. Aside from these few differences, the overall
agreement between our results and those reported by Sleator et al. (2016); Mondal et al.
(2017) suggests that our spectral modeling provides a reliable approximation of the shape
of the reflection spectrum of 4U 1728 34 during the detection of the upper kHz QPOs.
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4.4 Modeling the lags
To model the effects of X-ray reverberation we adopt the two-dimensional (2D) relativistic ray-tracing function first calculated by Reynolds et al. (1999), as used and described
by Cackett et al. (2014). The 2D transfer function tracks the disk’s response to an incident
impulse of X-rays in both time and energy — the time-averaged response of the disk is the
well known reflection spectrum (see, e.g. Ross & Fabian, 2005), while the light travel time
to different radii in the disk is also considered in the 2D transfer function. While the energy
resolved response encodes information about the disk geometry and kinematics, the time
resolved response depends primarily on the light travel-time from the source to different
regions of the disk, including the general relativistic effects of the curved spacetime in the
vicinity of the compact object. Though the transfer function was first calculated to model
the reverberation time lags detected in AGN, X-ray reverberation has now been detected
in black hole LMXBs as well (Kara et al., 2019; Uttley et al., 2011; De Marco et al., 2015),
and time lags due to reverberation should scale roughly with the mass of the compact
object (Uttley et al., 2014).
Here we adapt the 2D transfer function to the neutron star source 4U 1728 34, following the application of the transfer function to the neutron star LMXB 4U 1608 52 by Cackett (2016), which tested reverberation for the lower kHz QPOs of that source. While the
transfer function calculates a time lag for the Fe line produced by reflection from the disk,
the upper kHz QPO lags for 4U 1728 34 are measured over the full (3–25 keV) energy
range. Thus, our modeled lag-energy spectra must include these energies, and must take
into account the full reflection spectrum in order to do so. Furthermore, the time-averaged
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spectrum contains both the reflected emission as well as the primary, incident emission.
The incident emission observed in each band will have zero lag, and the reflected emission
in each band will have zero lag — only the incident versus reflected emission will show a
lag, which has the effect of diluting lags, and this dilution of the reflected spectrum must
be taken into account (Kara et al., 2013; Uttley et al., 2014; Cackett et al., 2014; Cackett,
2016). In order to adjust the transfer function for these dilution effects and to model the
response at all energies, we calculate a reflected flux fraction across the energy spectrum
from our spectral models. For each model and in each QPO bin, we obtain the reflected
flux fraction at a given energy by dividing the unblurred, reflected flux by the total flux at
that energy. The reflected flux fraction for our two models is given for each QPO bin in
Figure 32. Since illumination of the accretion disk should produce thermal emission by the
disk itself (Ross & Fabian, 2007), we include the disk component as part of the reflected
spectrum in the disk model. This thermal reverberation is what dominates the shape of the
reflected flux fraction shown in the left of Figure 32. Whether or not thermal reverberation
is included in the reflected flux is the primary difference between the disk and blackbody
models, rather than the choice of thermal component used in spectral fitting.
Using the method of Cackett (2016), we convolve our reflected flux fraction with the
calculated 2D transfer function for 4U 1728 34. We use transfer functions that assume a
compact object mass of 1.4 M , an inclination of 32 degrees, a dimensionless spin parameter of a = 0.15, and a source height of 5, 10, or 20 RG above the disk. This produces the
dilution corrected transfer function specific to 4U 1728 34 when upper kHz QPOs were
detected, which is given in Figure 33, along with the timing response of the disk for each
source height. Once the disk’s response in time and energy is computed for the entire
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Figure 33: Dilution-corrected two-dimensional transfer function for the 700–800 Hz QPO bin in
4U 1728 34, shown for both the disk model (upper) and blackbody model (middle) and for a source height
of h = 10 Rg . The transfer function encodes the disk’s response to a delta function flare in intensity at a
given height above the disk, both in time and energy, and is the convolution of the reflected fraction from
Figure 32 with the timing response at the Fe line energy. The timing response, averaged over all energies, is
also shown for emission from a height of 5, 10, and 20 RG above the disk.

energy band, lags can be calculated between different energy bins to produce a lag-energy
spectrum.
The dilution-corrected transfer function is arbitrarily normalized at 6.4 keV, following
Cackett et al. (2014) and Cackett (2016), and the lag is calculated as the phase of the
Fourier transform of the timing response of the disk. We use a reflected response fraction
of 0.5 for the initial normalization, though changes in this simply scale the amplitude of
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Figure 34: The lag-energy spectrum of two different spectral models, for the 700–800 Hz QPO bin in
4U 1728 34. The disk model (upper) includes thermal reverberation, and shows a smooth, broad curve,
which is either flat or slightly curved with a peak at higher energies, depending on the QPO frequency group
modeled. The blackbody model (lower) provides a distinctly different lag-energy spectrum, with strong reflection features at ⇠ 6–7 keV, and a minimum at ⇠ 9 keV before increasing sharply at higher energies. The
lag-energy spectra using three different source heights are shown for both models, with the dashed green
line representing a source height of 20 RG , the dotted red line using h = 10RG , and the solid blue line using
a source height of just 5 RG above the disk and neutron star.

the lags without changing their shape (Cackett et al., 2014). This is done using the models
fit to each QPO frequency group, and the lag is calculated by summing over the Fourier
frequencies within the binning of that QPO frequency group (i.e., summing over 700–800
Hz). The lag is then converted into a physical time (in microseconds) assuming a canonical
1.4 M neutron star, since time lags due to reverberation scale with mass.
The lag-energy spectrum is shown for both the disk and blackbody models in Figure 34
for the 700–800 Hz QPO frequency group. As can be seen, the choice of continuum ther-
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mal component has a drastic effect on the resulting lag energy spectrum. This is almost
entirely due to the inclusion of thermal reverberation in the disk model, which has the
effect of diluting the key features of the reflection spectrum (i.e., the broadened Fe line
and the Compton hump). These features are fairly obvious in the blackbody model, which
does not include thermal reverberation. We test whether just a fraction of the thermal
disk emission should be included, and find that reflection features become stronger and
that the general shape resembles the results using a single-temperature blackbody as the
fraction of the disk representing thermal reverberation decreases (see the discussion in
Section 4.5). The strong reflection features of the blackbody model provide a hard lag at
higher energies, mainly due to the broad Compton hump at those energies and the lack
of dilution from thermal reverberation, which makes the blackbody model more promising when considering the measured lag-energy spectra of Peille et al. (2015). The same
qualitative differences between models is seen in all four QPO bins, and for the different
versions of

RELXILL

as well.

At first glance, the increase in lags at high energies in the blackbody model (see Figure 34, lower) appears similar to the hard lags measured for 4U 1728 34 (Peille et al.,
2015; Troyer et al., 2018). We fit our model lag-energy spectrum for each QPO frequency
group to the lags measured by (Peille et al., 2015), by shifting the lags up or down with
the addition (or subtraction) of a constant. Since the lags measured are relative lags — in
each energy bin the lag was calculated against the 3–25 keV reference band minus that energy bin — we are free to shift our model along the lag axis without changing the relative
lag between different frequencies. The shape of our models is inconsistent with the measured lag-energy spectra. Fit results for the shifted models are given in Table 14. With the
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Table 14.
Source Height
h = 5 RG
h = 10 RG
h = 20 RG
h = 60 RG

Fit Statistic for Lag-Energy Models

Spectral Model

700–800 Hz

800–900 Hz

900–1000 Hz

1000–1100 Hz

DISK + RELXILL
BBODY + RELXILL
DISK + RELXILL
BBODY + RELXILL
DISK + RELXILL
BBODY + RELXILL
DISK + RELXILL
BBODY + RELXILL

31.4
24.6
35.7
27.4
41.8
32.1
19.3
28.2

30.0
25.4
35.3
32.5
41.6
40.3
15.5
29.3

20.1
20.8
21.1
24.2
22.1
26.4
16.6
20.0

25.3
26.1
25.0
26.7
24.7
26.8
26.7
26.6

Note. — c 2 values demonstrating the poor statistical fit of our lag-energy models to the data,
for each source height and QPO frequency group. We add or subtract a constant to each of our
lag-energy models to allow direct comparison to the data of Peille et al. (2015), where lags were
measured relative to a reference band. In each case, we have just 7 degrees of freedom, giving a
reduced c 2 of > 2 in even the best cases.

disk model, the convex shape of the spectrum is incompatible with the concave measured
lags, particularly at higher energies where the lags should increase. The blackbody model
shows a strong, broad Fe line component, which is not seen in the data for the lowest three
frequency groups. While a feature between 5 and 7 keV does appear in the 1000–1100 Hz
lag-energy spectrum, it should be stressed that this QPO bin has particularly poor statistics, and the visible bump may not be highly significant. In any case, our blackbody model
for the 1000–1100 Hz frequency group shows the weakest Fe line component relative to
the other frequency groups, which is the opposite trend seen in the data, and our model
for this frequency group still provides a poor fit to the data. Furthermore, the measured
increase at high energies in the data is greater than that seen in our models.
We notice that the shapes of the lags from reverberation do not match those of the
measured lags. In fact, we find that our models produce almost the opposite trend, at least
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when including disk reverberation, which produces a convex or ‘n’ shape, while the lags
follow a more concave ‘v’ shape. Our blackbody models, without thermal reverberation,
do show a general ‘v’ shape with a promising hard lag at higher energies, yet they also
show a strong Fe line hump around 6–7 keV. This is exactly the opposite of the slight dip
seen in the measured lags at 6–7 keV for the lower three QPO frequency groups (excluding
the 1000–1100 Hz group).
This discrepancy might be resolved if we allow for phase wrapping of the lags (for
a discussion of these effects, please see Uttley et al., 2014; Cackett et al., 2014). Phase
wrapping results in negative lags at high enough frequencies, and a negative lag would
flip the shape of the entire lag-energy spectrum. This might provide a better match to the
measured lags of 4U 1728 34.
We are constrained to model the 700–1100 Hz frequency range of the detected upper
kHz QPOs for 4U 1728 34. It is possible for phase-wrapping to occur at these frequencies
if we allow for an increase in the total time delay, due to either a more massive compact
object or an increased height of the irradiating source above the disk. In the case of a more
massive neutron star, since the magnitude of the lags scales directly with the mass of the
compact object, it is a straightforward calculation to find the frequencies at which phase
wrapping will begin to occur. Following the dependence of the lags on black hole mass
from Cackett et al. (2014), we find that even for phase wrapping to begin at 1200 Hz with
a source height of 10 RG , the compact object must have a mass of ⇠ 2.9 M — far too
heavy for a typical neutron star, and so we neglect this possibility. Increasing the height of
the hard X-ray source above the disk will also naturally produce longer time delays, and in
the case of a 1.4 M neutron star and a source height of 60 RG , the frequencies at which

108
phase wrapping will occur lines up with the measured frequencies of the upper kHz QPOs,
as can be seen in Figure 35.
We therefore model the lags with h = 60 RG , with and without disk reverberation.
In the case of the disk models, where thermal reverberation is included, the flipped lagenergy spectrum provides a hard lag at higher energies and more generally matches the ‘v’
shape of the measured lags. Due to the change in shape, we are able to find our best fits yet
to the lag data, however, the fit statistics are still very poor (as can be seen in Table 14.).
In particular, our models do not fit the dip between 5–8 keV and are too flat at higher
energies. In the case of the blackbody models (without thermal reverberation), the phase
wrapped lags are generally able to fit the lower energies quite well, but are no longer able
to fit the hard lags at higher energies and are not an improvement on our previous results.
We plot our best-fit results without phase wrapping for each of the four QPO frequency
groups in Figures 36 and 37.
4.4.1 Testing an Additional Reverberation Model
Our method for calculating the reverberation signature from the full reflection spectrum makes some simplifications and assumptions. For instance, our impulse response
function is calculated for a single emission line only, and does not use the full reflection
spectrum from each location on the disk. Instead, to approximate this we convolve the impulse response function with the reflection flux fraction at each energy from the best-fitting
spectral models. A comprehensive approach is to calculate the time lag and full reflection
spectrum at each location on the disk (e.g., Wilkins & Fabian, 2013; Wilkins et al., 2016;
Chainakun & Young, 2015; Chainakun et al., 2016; Mastroserio et al., 2018, 2019; Ingram
et al., 2019).
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Figure 35: Magnitude of the lags plotted against frequency for our reverberation model with various source
heights. The lags increase with source height, while the frequencies at which phase-wrapping becomes important decrease with source height. The frequency span of the upper kHz QPOs we consider are highlighted
in grey, from 700–1100 Hz. As can be seen, with h=60 Rg (black), the lags are phase wrapped and negative
for the frequencies of the upper kHz QPOs. Lags are calculated assuming a canonical 1.4 M neutron star.

In order to verify that the simplifications in our approach does not cause a large effect,
we compare our results with the recently developed, more self-consistent, public reverberation model called
The

RELTRANS

RELTRANS 3

(Mastroserio et al., 2018, 2019; Ingram et al., 2019).

model calculates the disk’s response to variations in the incident power

law or Comptonized flux, which are represented by changes in the index or normalization
of the power law. These variations may correspond to physical changes in the accretion
rate or temperature of the Comptonizing region. The model self-consistently calculates
the reflection fraction, and takes into account phase lags at all frequencies along with the
variability amplitude at all energies (Mastroserio et al., 2018, 2019; Ingram et al., 2019).
For the rest-frame reflection spectrum,
3 https://adingram.bitbucket.io/

RELTRANS

uses the model

XILLVER

(as we also use,
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considering
averaged

XILLVER

RELTRANS

is the rest-frame spectrum on which

spectrum is identical to the version of

lamppost geometry, known as
with

RELTRANS

RELXILL

RELXILL L P .

is based), and the time-

RELXILL

which also utilizes a

We create a representative lag-energy spectrum

by using the model parameters established from our spectral fitting, out-

lined in Section 4.3, and find that the resulting lag-energy spectra share the same shape as
our blackbody models, and that the new
representation of the measured lag data.

RELTRANS

lags provide a similarly poor statistical

RELTRANS

can also be used to include hard con-

tinuum lags in addition to the reverberation lags. We find that including a hard lag still
does not improve the fits. Regardless of the model, the shape of the lag-energy spectrum
due to reverberation is inconsistent with the measured lags for 4U 1728 34.
4.4.2 Testing the Variability of Model Components
Our modeling so far uses the time-averaged spectral fits to determine the reflected flux
fraction as a function of energy. However, it is the shape of the reflected flux fraction from
the variable spectrum that is important for determining the lags. Our approach assumes
that the time-averaged and variable spectrum have the same shape, or at least that the
variability in each model component has the same dependence on energy. It is well known
that the fractional RMS amplitude for both kHz QPOs increases with energy between 3
and 10 keV (see, e.g. Berger et al., 1996; Zhang et al., 1996; Méndez et al., 2001; Gilfanov
et al., 2003; Troyer et al., 2018).
We therefore investigate another approach, and try to work backwards from the observed lag-energy spectrum to determine if there is any combination of the best-fitting
spectral components that would provide a good fit to the observed lags. We require that
the variable spectrum consist of the same shape spectral components, but with each com-
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Figure 36: Lag-energy model spectra (see, e.g., Figure 34) are binned and shifted to fit the data as measured
by Peille et al. (2015). Both the disk (left) and blackbody (right) models are shown for the 700–800 Hz and
800–900 Hz frequency groups, and both models provide extremely poor fits to the data. The disk models do
not provide the hard lags at higher energies seen in the data, while the blackbody models do not match the
shape of lags below ⇠ 10 keV.

ponent allowed to contribute a different fraction towards the variable flux. For each QPO
frequency group, we create a reflected flux fraction that best represents the shape of the
measured lags. We then fit the representative reflected flux fraction using our spectral
models allowing each component to contribute a different fraction of the variable flux.
Doing this, we find that our best-fit models cannot fit the shape of the representative
reflected flux fraction, and will therefore not be able to produce the correct shape of the
lag-energy spectra even allowing for different variability amplitudes for each component.
Our best-fit results for the 700–800 Hz frequency group are shown in Figure 38. While
we are able to fit the flatter part of the reflected flux fraction between 10 and 20 keV,
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Figure 37: Lag-energy model spectra (see, e.g., Figure 34) are binned and shifted to fit the data for the 900–
1000 Hz and 1000–1100 Hz frequency groups, as measured by Peille et al. (2015). Both models provide
extremely poor fits to the data. The disk models (left) are flat and do not provide the hard lags at higher
energies seen in the data, while the blackbody models (right) do not match the shape of lags below ⇠ 10
keV, despite having a somewhat promising hard lag above 10 keV.

significant deviations occur above 20 keV or in the 5–8 keV region of the Fe line. Above 20
keV, the data rises sharply for each of the four QPO frequency groups (see Figures 36, 37),
while our best-fit models remain flat. In the 5–8 keV Fe line region, our models show a
positive bump in the reflection fraction due to the Fe line, while the lag-energy data for all
of the QPO frequency groups (except the 1000–1100 Hz bin) show a drop in that energy
range. Thus, for the 700–800 Hz, 800–900 Hz, and 900–1000 Hz frequency groups, our
models deviate dramatically from the shape of the reflected flux fraction inferred from
the data between 5 and 8 keV. In the 1000–1100 Hz group, because of the bump in the
lag-energy spectrum at these energies, our models fit this energy range comparatively well
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Figure 38: Best-fit results for the 700–800 Hz frequency group reflected flux fraction, when testing the
variability of model components. The representative reflected flux fraction (solid black line) was calculated
to be able to reproduce the lag data. We plot our best-fit results allowing for each model component to
vary, with the disk model shown in blue (dotted line) and the blackbody model shown in cyan (dashed line).
Neither provides a good fit to the representative reflected flux fraction, and therefore neither will be able to
reproduce the measured lag-energy spectrum.

when we scale the variability of each model component. At the same time, however, our
models for this frequency group provide an extremely poor fit below 5 keV and above 18
keV. Furthermore, it should be stressed that for the upper kHz QPOs above 1000 Hz the
statistics are much worse given the lower number of total counts available. While the
bump between 5–8 keV appears clearly in the lag-energy spectrum, whether or not it is
highly significant or indicates the presence of an Fe line in the lags remains unclear.
In summary, it is apparent that even when allowing the normalization of the variability
of each model component to vary, reverberation is unable to explain the lags of the upper
kHz QPOs.
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4.5 Discussion
While it has already been shown that the lag-energy spectrum of the lower kHz QPOs
cannot be explained by reverberation (Cackett, 2016), such a test had not been carried out
for the upper kHz QPOs. In general, the upper kHz QPOs show markedly different spectraltiming features than the lower kHz QPOs and, in sources with the best photon statistics for
the upper kHz QPOs (4U 1728

34 and 4U 1636

53), the lag-energy spectra show a rela-

tively flat lag which then increases at higher energies (Troyer et al., 2018). Furthermore,
the possibility of an Fe line feature in the lag-energy spectrum for the highest frequency
QPOs in 4U1728

34 suggests that X-ray reverberation may produce the measured lags

(Peille et al., 2015).
We modeled the time-averaged spectra of 4U 1728 34 where upper kHz QPOs were
significantly detected by Peille et al. (2015) with a variety of spectral models. Early tests
with simple phenomenological models resulted in poor fits to the spectra and showed a
broad Fe line in the residuals, suggesting a reflection spectrum. Furthermore, reflection is
required in order to model reverberation, and so we tested reflection models with different
sources of irradiating flux — that could be a power law representing Comptonization (as in
the case of

RELXILL ),

a more physical Comptonization model like

source of incident flux (e.g.

REFLIONX BB ).

RELXILL C P ,

or a thermal

As discussed in Section 4.3, our best-fit results

required the addition of a thermal component (either a single-temperature blackbody or
multicolor disk blackbody) to a power law Comptonization spectrum with resulting reflection. Curiously, we find an unusually high inner disk temperature of & 3.0 keV (see
Table 13), which is unexpected because the temperature of the thermal component in NS
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LMXB spectral models (either a blackbody or multicolor disk blackbody, and in many cases
both) rarely approaches 3 keV. This is true when modeling reflection features (Cackett
et al., 2009b, 2010; Sleator et al., 2016; Ludlam et al., 2017a) as well as when reflection
is not detected (Bałucińska-Church et al., 2010; Church et al., 2012, 2014; Homan et al.,
2018). However, based on the available spectra, we cannot rule out such high disk temperatures, and therefore we include the disk model throughout our analysis as an alternative
to our model with a single-temperature blackbody. Such a comparison also highlights the
dependency of the lag-energy spectrum on whether or not thermal reverberation from the
accretion disk is taken into account.
Another complication arises in considering the physicality of the single-temperature
blackbody model, since reflection requires an accretion disk, and thermal radiation from
that disk should be visible in the time-averaged spectrum. This could be resolved if the
disk temperature and normalization are sufficiently low enough that the effect of the disk
above 3 keV is minimal.
In each QPO frequency group we then calculated the lag-energy spectrum by convolving the reflected flux fraction from spectral fitting with a two-dimensional transfer function. The resulting lag-energy spectrum depends strongly on whether a blackbody or disk
represents the thermal continuum in our spectral model, because thermal reverberation
from the disk can be a result of reflection, and we therefore include the disk emission
in our reflected flux. This has the result of diluting other reflection features that may be
present in the lags.
From the results of fitting the time-averaged spectra, we were able to calculate the
reflected flux fraction at all energies, which when convolved with the two-dimensional
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transfer function describes the timing response for 4U 1728 34 at all energies in each
QPO frequency group. We generate lag-energy spectra for each of the best-fit spectral
models for each QPO frequency group, and compare directly to the lag-energy spectra
previously measured for the upper kHz QPOs in 4U 1728 34 by Peille et al. (2015). This
comparison is shown in Figures 36 and 37.
Considering the shape of the lag-energy spectra, we find that the results vary greatly
depending on whether or not thermal reverberation from an accretion disk is included in
our model (see Fig. 34). Models utilizing a disk as the thermal component and therefore
including thermal reverberation produce a broad, almost flat lag-energy curve which are
either consistent with hard lags or decrease at higher energies. Hardly any distinct features are seen, and these lag-energy spectra lack the characteristic features of reflection —
a broad Fe line and Compton hump above 10 keV. Models including a single-temperature
blackbody, on the other hand, produce lag-energy spectra dominated by those very reflection features, decreasing at low energies until ⇠ 9 keV, before showing a hard lag at
higher energies. That ‘v’ shape is punctuated by the broad Fe line signature between 6
and 7 keV. Unfortunately, neither of these shapes well represent the lag-energy data previously measured for 4U 1728 34, which have a roughly flat spectrum until ⇠ 10 keV,
before increasing to show a hard lag. In the case of the 1000–1100 Hz QPO frequency
group, a slight bump is seen between 5 and 7 keV, which could represent an Fe line and
may therefore suggest reverberation as the cause. In our blackbody models, however, the
1000–1100 Hz bin shows the weakest Fe line.
To further test whether the measured lag-energy spectra might be fit by our reverberation models, we allowed for the possibility of scaling the lags by a constant factor in order
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to better match the data. In doing so we test whether our methods of introducing dilution
might be responsible for the discrepancy between our modeled lags and the data. For a
scaling factor greater than one, the prominent Fe line from the blackbody model became
problematic even as the increase in the lags at higher energies were better fit, and the c 2
difference between the models and the data were not improved. In the case of the disk
model, a key assumption was that the full flux from the disk responds to variations in the
incident flux as thermal reverberation, however this may not be the case. We therefore
produced a lag-energy spectrum for each QPO frequency group with 1%, 10%, or 50%
of the disk’s flux included in the reflected flux fraction. When a smaller fraction of the
disk’s flux is included as reverberation, the key reflection features (such as the Fe line and
Compton hump) become more pronounced, and the lag-energy spectrum resembles the
results of the blackbody model. While in some cases this provided a small improvement in
the fit to the measured lags of 4U 1728 34, these fits were still poor due to the shape of
the modeled lags. Since it is the shape of our lag models that do not match the data, we
conclude that reflection and the resulting reverberation cannot fully explain the lag-energy
spectra of the upper kHz QPOs in 4U 1728

34.

Considering the difference in shape between our reverberation models and the measured lag-energy spectra, we considered whether inverting the shape of the models might
better fit the measured lags. This is physically possible under the conditions of phasewrapping, which has the effect of inverting the lags (see Section 4.4). Phase-wrapping
occurs at the upper kHz QPO frequencies for a canonical 1.4 M neutron star due to reverberation if the source height is sufficiently high, and we test whether increasing the
source height to h = 60 Rg is able to reproduce the measured lags. With the disk model,
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which accounts for thermal reverberation, we find the best results yet, and still our fits are
statistically poor (Table 14). In the case of the blackbody model, our fits are worse than
was the case for a lower source height.
It is clear from Figures 36 and 37 that our lag-energy models do not represent the
data qualitatively, and this is confirmed by a statistical check — in the best instances our
models fit the data with a reduced c 2 ⇡ 3, as shown in Table 14. It is therefore unlikely
that reverberation alone causes the lags measured using the upper kHz QPOs in NS LMXBs,
which has already been shown to be true for the lower kHz QPOs (Cackett, 2016). The
recently developed model RELTRANS (Mastroserio et al., 2018, 2019; Ingram et al., 2019) is
a more physically self-consistent reverberation framework, however the lag-energy spectra
produced generally matches the overall shape of our lags and also provides a poor fit to the
measured lags of 4U 1728 34. This suggests that reverberation, regardless of the model,
cannot reproduce the measured lag-energy spectra for the upper kHz QPO lags alone.
In the framework discussed above we assume that the fraction of variable flux in each
model component has the same dependence on energy, however this is not necessarily
true. We tested whether any variable spectrum based on our best-fit spectral models might
reproduce the shape of the lags (see Section 4.2). Our best-fit variable spectra still did not
match shape of the reflected flux fraction necessary to reproduce the lags, which means
that even when allowing the normalizations to vary, reverberation is unable to produce
the measured lag-energy spectra of 4U 1728

34.

One other limitation of our model is that it assumes a lamppost geometry; that is, it
uses a point source of incident X-rays at a given height above the accretion disk. The
true physical picture is likely more complex, and may involve an extended corona or some
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other geometry for the source of hard X-rays, and this could influence the resulting lags
from reverberation. Models of extended coronae have been developed for AGN (Wilkins
et al., 2016), and it could be that an extended corona model produces a different lagenergy spectrum for the kHz QPOs than we consider here.

4.6 Conclusion
We have modeled the lag-energy spectra for the upper kHz QPOs of 4U 1728

34 by

fitting the time-averaged spectra in which upper kHz QPOs are significantly detected by
Peille et al. (2015), and then using the reflected flux fraction from our spectral models to
produce a two-dimensional transfer function. This represents the first attempt at modeling
the upper kHz QPO lags in a NS LMXB using reverberation. We find that the shape of the
lag-energy spectrum depends greatly on the choice of continuum model used to describe
the time-averaged spectrum, however none of our models accurately represent the lags
detected in 4U1728

34. It is therefore unlikely that reverberation alone produces the

measured lags for the upper kHz QPOs in NS systems.
Since the emission mechanism of both the upper and lower kHz QPOs is not well
known, it is possible that the detected lags are produced intrinsically at the source rather
than via reverberation with the accretion disk. Some recent models attempting to explain
kHz QPOs consider that very possibility, in particular if the QPO variability arises within
the Comptonizing boundary region or corona. As thermal photons from the accretion disk
or neutron star are up scattered to higher energies, the final energy of a given photon can
depend on the number of scatterings, allowing for an energy-dependent time lag (see, e.g.
Kumar & Misra, 2014, 2016). The Comptonization model of Kumar & Misra (2014) was
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recently used by Ribeiro et al. (2019) to model the energy-dependence of both the fractional rms amplitude and the lags of the lower kHz QPOs of 4U 1636 53, with particular
success in the case of the lags. Even more recently, Karpouzas et al. (2020) reproduced
the model by Kumar & Misra (2014) in order to provide encouraging fits to the spectraltiming properties of the kHz QPOs in that same source. Models describing Comptonization
remain promising as long as they are able to explain the observed time lags as well as the
other spectral-timing properties of the kHz QPOs.
Although modeling the emission and spectral-timing properties of kHz QPOs is complex, and available data on kHz QPOs limited, it remains an important consideration in
bettering our understanding of NS LMXBs. It remains a promising topic, because such
rapid variability likely depends on the physics of the inner accretion region around the
neutron star, so that by understanding QPOs we may gain a powerful tool to measure the
physics of some of the most extreme environments available.
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CHAPTER 5 FINAL PERSPECTIVES
5.1 General Remarks
This dissertation represents two independent tests of the properties of NS LMXBs. In
the first case, I investigate changes in the reflection spectrum of two Z source LMXBs as
they move about the Z-track on their respective HIDs. In the second case, I test whether
reverberation off of the inner accretion disk might be responsible for the time lags detected
using the upper kHz QPOs. Though these two methods of study are independent and
investigate different X-ray properties of NS LMXBs, they both provide information on the
innermost accretion environment (within a few tens of gravitational radii of the NS), and
add to our understanding of accretion in the strong-gravity regime and the properties of
neutron stars.
In Chapters 2 and 3, I discuss the results of the first ever investigations of the changing properties of the Z sources in their different spectral states that utilize the reflection
spectrum. Although investigations of the spectral changes of Z sources around their Ztracks has been carried out before (see Church & Bałucińska-Church, 2012, for a review),
these models ignored relativistic reflection off of the accretion disk, using only a broad
Gaussian to represent the Fe line. Similarly, investigations of many of the Z sources have
been carried out which model distinct reflection features: a relativistic Fe line was used
to model the spectrum of GX 340+0 by D’Aì et al. (2009), and again by Cackett et al.
(2010), who also investigated GX 17+2, GX 349+2, and Cyg X-2, as well as a number of
atoll LMXB sources. More recently, self-consistent models of the full reflection spectrum
have been used to investigate the Z sources GX 17+2 (Ludlam et al., 2017a) and Cyg X-2
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(Mondal et al., 2018), while no reflection features were detected in GX 5 1 by Homan
et al. (2018). These previous works focused on the time-averaged spectrum in order to
establish that the Fe line is relativistic, and to determine the average source properties.
Among these works, only Mondal et al. (2018) model the spectra of a source taken from
different spectral states, and in that case Cyg X-2 was seen to be in its normal branch and
then exhibited a period of dipping.
The goal of investigating the Z sources throughout their Z-tracks with reflection is to reveal physical changes in these systems which might benefit our understanding of the origin
of their spectral variability. Reflection, and the relativistically broadened Fe line in particular, can be a powerful diagnostic of the innermost accretion disk, as discussed in Chapter 1.
The major scientific results of my studies on GX 349+2 and Sco X-1 (Chapters 2 and 3,
respectively) can be summarized as follows: we find no evidence for a changing inner
disk radius across the Z-track in either source, and in both sources we measure the inner
disk radius to be truncated. The fact that both sources are accreting at high luminosities
(⇠ LEdd ) suggests that the NS boundary layer might cause the disk to truncate well above
the ISCO, and this is supported by the calculation of the extent of the boundary layer for
Sco X-1 in Chapter 3. Considering changes across the Z-track, we find the strongest trends
exist in the temperatures of the disk and blackbody components, which both increase as
the source luminosity increases along the flaring branch.
In Chapter 4, I present a test of whether reverberation off of the accretion disk may be
responsible for the detected lags of the upper kHz QPOs in the atoll source 4U 1728 34.
Due to detections of X-ray reverberation in black hole sources, it had been suggested that
reverberation might account for the lags measured with the kHz QPOs. This was tested
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for the lower kHz QPOs using data for the source 4U 1608 52, and it was shown that reverberation would produce a different lag-energy spectrum than what had been measured
(Cackett, 2016). In a very similar way, we show in Chapter 4 that reverberation alone
cannot produce the lags measured of the upper kHz QPOs, either. This means that the
detected lags must be intrinsic to the kHz QPO emission mechanisms, and may be used
to rule out any physical models for the kHz QPOs which cannot account for the time lags
seen.
Considering the complexity of these systems, NS LMXBs must be studied further in
order to explain all of their different patterns of variability. Reflection is a powerful tool
which may be used to test ideas explaining movement around the Z-track for the most
luminous NS LMXBs. Meanwhile, while the physical mechanisms responsible for the kHz
QPOs are not fully understood, we now understand that these mechanisms must intrinsically account for the properties of the time lags measured as well as explaining the origin
of the QPO emission.
NS LMXBs are natural laboratories for testing GR when the curvature due to strong
gravity is extreme. Because the strongest feature of the reflection spectrum, the Fe line
between 6 and 7 keV, is shaped by relativistic effects, it can be used as a test of GR as well
as a probe into the innermost accretion disk. In Chapters 2 and 3, I use the relativistic
reflection spectrum to measure the geometry of the inner accretion disk with the goal of
bettering our understanding of the variable accretion around the Z sources, rather than
testing GR explicitly.
Understanding accretion around a NS may benefit our understanding of accretion more
broadly in astrophysics, which occurs on a variety of scales and influences a broad range of

124
objects. A detailed description of what causes a NS to change its spectral state and move
about on a HID, as well as why NS sources trace out either a ‘C’ (in the case of the atoll
sources) or ‘Z’ shaped track on their HIDs, would certainly better our understanding of not
just NS sources but also accreting black hole sources too. The physical changes of a NS
system could be compared to the changes seen in black hole systems, as they also exhibit
different spectral states and a range of variability. Though the kHz QPOs are only seen in
NS sources, lower-frequency QPOs are detected in black hole X-ray binaries.
Finally, a major goal in the study of NSs is to determine the EOS for ultra-dense, cold
nuclear matter. The relationship between the NS mass and radius is the best way to constrain the NS EOS, and so measurements of these two parameters are incredibly important.
While measurements of the inner accretion disk radius provide an upper limit to the neutron star radius, these constraints are only strong when the inner accretion disk extends
all the way down to, or close to, the ISCO. Unfortunately, when the disk is truncated above
the ISCO, as was the case for GX 349+2 and Sco X-1, the upper limit set on the NS radius
is well outside the constraints set on NS radii by other methods.

5.2 The Future
Despite the challenges in understanding all of the variability detected in NS LMXBs, this
work provides two examples of a promising method to better understand the Z sources
about their spectral tracks. It also sets a powerful constraint on modeling the physical
mechanism for the kHz QPOs, given that reverberation is unable to explain the lower
(Cackett, 2016) or upper kHz QPOs (Chapter 4 of this work). Continuing to model the
different spectral states of the Z sources with an emphasis on the reflection spectrum may
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provide a more robust and clear description of these sources, and a test of the results
of Chapters 2 and 3 of this work. Currently, there are available NuSTAR observations of
the sources GX 17+2 and GX 340+0 which have not yet been analyzed across different
spectral states. It should be noted that the remaining Z sources Cyg X-2 and GX 5 1
have both been observed with NuSTAR and plotted on an HID. In the case of the former,
only two spectral states were seen (the normal branch and ‘dipping’ branch Mondal et al.,
2018), while GX 5 1 was seen to trace out its entire Z track, though no reflection features
were detected (Homan et al., 2018).
Extending the methodology applied to the Z sources in Chapters 2 and 3 of this work to
atoll sources might yield additional insight as well. Reflection features have been detected
in many of the atoll sources (see, e.g. Bhattacharyya & Strohmayer, 2007; Cackett et al.,
2009b; Miller et al., 2013; Sleator et al., 2016; Ludlam et al., 2017a,b,c; Mondal et al.,
2017), which also inhabit different spectral states as shown on a CCD or HID over hours
or days (Hasinger & van der Klis, 1989). Changes in the spectra of these sources between
their different spectral states could be compared to the changes detected in the more
luminous Z sources, and provide a link between the two. Currently, the transient source
XTE J1702 462 provides the most compelling evidence of the relationship between the Z
sources and atolls (Homan et al., 2010).
Another powerful way to explore the long-term variability of the NS LMXBs is to combine multiple observations between different telescopes. Though the broadband capabilities of NuSTAR make it the ideal telescope to measure the full reflection spectrum, its
ability to constrain the thermal components of LMXB spectra is limited since it cannot detect X-rays below 3 keV. Combining simultaneous or contemporaneous NuSTAR and NICER
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observations may be the key to unlocking the variability of these sources (Sanna et al.,
2018; van den Eijnden et al., 2020).
While additional observations using the modern fleet of X-ray observatories provides
more quality data for analysis, theoretical advancements are also taking place. The development and continued variations of the

RELXILL

model (Dauser et al., 2014; García et al.,

2014) provide a physically self-consistent view of the full reflection spectrum, which has
been implemented in studies of a number of different black hole and NS source spectra.
The consistent use and adaptation of

RELXILL

to neutron star sources may provide a lens

with which to view all of the Z sources in which reflection is detected. Further studies of
the other Z sources across their Z-tracks using reflection may be the most promising way
to detect spectral changes, whether those come from reflection features or the continuum.
While current observatories such as NuSTAR have the energy resolution required to
measure the Fe line profile, future missions will provide an incredibly rich view of the Fe
line profile in these sources. The next generation X-ray telescope planned by the European
Space Agency is ATHENA, which will have unprecedented energy resolution and effective
area in the 0.3–12 keV range. Meanwhile, the proposed mission HEX-P could be the natural
successor to NuSTAR, with improved energy and timing resolution, as well as a broader
energy range of 0.15–200 keV. With these missions, the full LMXB spectra may be better
constrained, allowing for more reliable model component constraints, and solving the
degeneracies between different model choices. These missions will vastly improve our
view of the broadband spectra of LMXBs, while having the necessary energy resolution to
detect and model the full reflection spectrum.
Unfortunately, the flow of incoming available data and additional detections of the kHz
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QPOs has nearly ended since the retirement of RXTE, and so future X-ray missions with a
combination of excellent timing resolution, broadband energy coverage, and competitive
energy resolution, may be invaluable in testing our understanding of the kHz QPOs. In
particular, the proposed Strobe-X mission will certainly have the timing resolution to detect the kHz QPOs in many sources, and with broader high energy coverage and greater
effective area than NICER, it may pave the way toward our understanding of the kHz
QPOs. Even without new data, current developments in the theoretical modeling of the
kHz QPOs have also been promising. Based off of the Comptonization models by Kumar
& Misra (2014, 2016), the lag-energy and rms-energy spectra of the kHz QPOs have been
somewhat successfully modeled by Karpouzas et al. (2020) and Ribeiro et al. (2019). Despite relying exclusively on archival RXTE data, the physical mechanisms for the kHz QPOs
may be explained in the coming years due to the advancement of these Comptonization
models and a recent wave of new spectral-timing techniques.
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Neutron star low-mass X-ray binaries (NS LMXBs) are systems which consist of a NS
and a low-mass companion star. They are naturally variable on a variety of timescales, and
are even classified by their X-ray spectral variability on the timescales of hours to days.
The most luminous NS LMXB sources are known as ‘Z’ sources, because they trace out a
characteristic ‘Z’ shape when plotted on a color-color or hardness-intensity diagram. The
physical mechanisms causing this variability are not well understood. To try to address
this, we model spectra taken from different positions on a hardness-intensity diagram of
two Z sources, GX 349+2 and Sco X-1. In doing so we utilize models of relativistic reflection off of the inner accretion disk, which manifests itself as a series of reflection features,
the strongest of which is the Fe Ka line between 6 and 7 keV. We find that in both cases the
inner disk radius is truncated and does not appear to change across the Z-track, which may
be due to the NS boundary layer at high luminosities. At the shortest of timescales, the upper and lower kHz quasi-periodic oscillations (QPOs) are variations observed in the count
rate of LMXB sources at frequencies between 300–1200 Hz. The energy-dependence of
the time lags measured with the upper and lower kHz QPOs are different, which suggests
that different physical mechanisms might produce them. Since time lags due to reverber-
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ation off of the accretion disk have been detected in some black hole systems, which also
show signatures of reflection, it has been suggested that reverberation causes the time lags
measured with the kHz QPOs. We model the lag-energy spectrum due to reverberation
for the NS LMXB source 4U 1728 34, and show that reverberation is unable to produce
the energy-dependence of the upper kHz QPOs. This implies that any physical models
which attempt to explain the kHz QPOs must intrinsically produce the lags as well as their
energy-dependence.
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