Measuring neuronal activity with electrophysiological methods may be useful in detecting neurological dysfunctions, such as mild traumatic brain injury (mTBI).This approach may be particularly valuable for rapid detection in at-risk populations including military service members and athletes. Electrophysiological methods, such as quantitative electroencephalography (qEEG) and recording event-related potentials (ERPs) may be promising; however, the field is nascent and significant controversy exists on the efficacy and accuracy of the approaches as diagnostic tools. For example, the specific measures derived from an electroencephalogram (EEG) that are most suitable as markers of dysfunction have not been clearly established. A study was conducted to summarize and evaluate the statistical rigor of evidence on the overall utility of qEEG as an mTBI detection tool. The analysis evaluated qEEG measures/parameters that may be most suitable as fieldable diagnostic tools, identified other types of EEG measures and analysis methods of promise, recommended specific measures and analysis methods for further development as mTBI detection tools, identified research gaps in the field, and recommended future research and development thrust areas. The qEEG study group formed the following conclusions: (1) Individual qEEG measures provide limited diagnostic utility for mTBI. However, many measures can be important features of qEEG discriminant functions, which do show significant promise as mTBI detection tools. (2) ERPs offer utility in mTBI detection. In fact, evidence indicates that ERPs can identify abnormalities in cases where EEGs alone are non-disclosing. (3) The standard mathematical procedures used in the characterization of mTBI EEGs should be expanded to incorporate newer methods of analysis including non-linear dynamical analysis, complexity measures, analysis of causal interactions, graph theory, and information dynamics. (4) Reports of high specificity in qEEG evaluations of TBI must be interpreted with care. High specificities have been reported in carefully constructed clinical studies in which healthy controls were compared against a carefully selected TBI population. The published literature indicates, however, that similar abnormalities in qEEG measures are observed in other neuropsychiatric disorders. While it may be possible to distinguish a clinical patient from a healthy control participant with this technology, these measures are unlikely to discriminate between, for example, major depressive disorder, bipolar disorder, or TBI. The specificities observed in these clinical studies may well be lost in real world clinical practice. (5) The absence of specificity does not preclude clinical utility. The possibility of use as a longitudinal measure of treatment response remains. However, efficacy as a longitudinal clinical measure does require acceptable test-retest reliability. To date, very few test-retest reliability studies have been published with qEEG data obtained from TBI patients or from healthy controls. This is a particular concern because high variability is a known characteristic of the injured central nervous system.
INTRODUCTION
Mild TBI is caused by initial physical trauma that shears or compresses brain tissue. The initial trauma can lead to a cascade of delayed neurodegenerative events that may include diffuse axonal injury, activation of excitotoxic inflammatory cascades, and transneuronal degeneration. While initial damage in mild traumatic brain injury (mTBI) may be minimal or occult, the chronic neurodegenerative effects can persist for weeks or months postinjury and lead to significant cognitive, sensory, and psychiatric dysfunctions (DeKosky et al., 2010) . Over 75% of the 266,000 brain injuries reported during U.S. military operations from 2000 to 2012 were classified as mTBI, thus underscoring mTBI as a major health issue in the U.S. military (Hoge et al., 2008) . It is anticipated that rapid and accurate mTBI detection would improve prognoses and minimize impacts to military operations; however, a technological gap exists, especially in field-based settings. To address this critical need, the Department of Defense is actively seeking new technologies capable of rapid, accurate, non-invasive, and field-capable detection of mTBI (Rigg and Mooney, 2011) .
One promising avenue is measurement of brain electrical activity with quantitative electroencephalography (qEEG), in which detection of altered patterning may indicate concussion. Since qEEG is a nascent technology for mTBI detection, and significant controversy exists in the field, a comprehensive evaluation of technology/measure efficacy as a detection tool is warranted. Critically surveying the state-of-the-science also provides an opportunity to establish recommendations on specific qEEG measures or signal processing technologies of promise, thus driving advanced development decision-making.
BACKGROUND ON qEEG
The electroencephalogram (EEG) records the electrical potential difference between brain electrical activities recorded between two electrodes (a single EEG channel). Multiple scalp electrodes (generally >20) are connected in various patterns called montages, resulting in a series of channels of EEG activity. Often the scalp electrodes are compared to one or more neutral reference electrodes. Detection of a scalp electrical potential requires the synchronous activity of millions of neurons over at least 10 cm 2 of cortex. The EEG detects the synchronous occurrence of dendritic synaptic potentials (excitatory and inhibitory postsynaptic potentials) principally on the apical dendrites of cortical pyramidal neurons. Therefore, the EEG records the average membrane potential of these apical dendrites, which tends to oscillate. The physiological basis of these oscillations is a manifestation of both intrinsic properties of neurons (ionic conductances) and, importantly, network interactions (connectivity). Intrinsic resonant properties permit and promote frequency range-specific oscillations based on network activity [see Berridge and Rapp (1979) ]. Different frequency oscillations are governed principally by cortico-cortical connections and thalamocortical connections to varying degrees depending on the specific oscillation. EEG oscillations exist in a broad range of frequencies from well below one Hertz to several hundred Hertz. The physiology is best understood for several "classic" frequency bands including delta (0.5-4 Hz), theta (4-7 Hz), alpha (8-13 Hz), beta (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) , and gamma (30-100 Hz). These frequency ranges are not arbitrarily divided [see Penttonen and Buzsáki (2003) ], but represent different oscillatory phenomena with unique underlying physiological mechanisms, cortical topographies, and functions, of which many are still being delineated. Different combinations of frequency bands in different quantities comprise different states of the brain (e.g., attentive wakefulness, drowsiness, various stages of sleep).
The "clinical" evaluation of the EEG typically involves a visual inspection of brain electrical activity across a range of brain states and the assessment of the topography and "quantity" of stateappropriate oscillatory activity, as well as examination for the presence of pathological potentials. For the detection of epileptiform activity, the human eye actually outperforms computerized waveform analysis despite decades of attempts to automate EEG interpretation (Harner, 2010) . However, when it comes to the assessment of the topography and quantity of oscillatory activity, and what constitutes a normal or abnormal distribution of such activity, visual inspection fails considerably. Very poor interrater reliability is common for visual inspections of oscillatory activity, even in determining what constitutes normal vs. abnormal. Additionally, visual inspection can shed no light whatsoever on the nature of interregional interactions, both locally and globally, which constitute the basis for cognition and consciousness (Tononi et al., 1994) . This requires the use of computerized algorithmic methodologies called qEEG, which we will use as a broad encompassing term for all such analyses. For example, to obtain a quantitative assessment of the amount of oscillatory activity at any and all frequencies in a particular brain region, qEEG frequency analysis transforms the original EEG data over a period of time into a representation of its frequency content, generating a continuous EEG "power spectrum." Ultimately, however, using methodologies that require averaging of data over relatively long periods of time will be insensitive to the rich dynamics of the cortex, which operates on a multitude of timescales down to the order of milliseconds (see below).
EEG IN mTBI
Pathologically, mTBI is a complex process, resulting in neuronal dysfunction that may be manifested in EEG changes apparent even to visual inspection for a duration ranging from hours to up to a few weeks post-injury. Beyond the acute and subacute stages, the structural pathology of mTBI is characterized by diffuse axonal injury involving the white matter as well as simplification of the dendritic architecture of neurons in cortical gray matter, with a relative absence of neural loss, leading to varying and often subtle degrees of cortical atrophy or thinning (Bigler and Maxwell, 2011) . Such effects below a certain threshold of severity will not manifest on standard magnetic resonance imaging (MRI) at any stage. Newer MRI methods, such as diffusion tensor imaging, may be capable of detecting these more subtle structural disturbances, but these imaging techniques are not common in practice and are still in early stages of use.
Electroencephalogram, however, may be sensitive to detecting the physiological effects of these processes. The simplified dendritic system of neurons may result in a decrease in power of fast frequencies. Even subtle relative deafferentation from the thalamus or ascending neuromodulator systems (i.e., cholinergic, noradrenergic, dopaminergic) due to axonal injury will increase Frontiers in Human Neuroscience www.frontiersin.org the power of slow frequencies, due to an alteration of firing properties of thalamic and cortical neurons (resulting in a net increase in theta frequency activity), and due to the release of intrinsically generated network oscillatory activity normally suppressed by cholinergic afferents (from the basal forebrain) and glutamatergic afferents (from the thalamus). Additionally, and importantly, axonal injury will reduce the effectiveness of synchronization of distributed cell assemblies located throughout the cerebral cortex, which are essential for cognition. The physiological basis of the EEG, as described above, makes qEEG methodologies potentially well-suited to detect these physiological alterations in the "free-running" EEG oscillatory activity. Additionally, these pathological changes can alter the timing and amplitude of slower non-oscillatory electrical potentials, which are caused by the phase resetting of these oscillatory rhythms during the performance of cognitive tasks, the so-called event-related potentials (ERPs). Thus, the assessment of ERPs is another potentially valuable tool in the qEEG repertoire for the study of altered cortical physiology in the setting of mTBI.
What is the function of EEG oscillations, and how can a quantitative analysis of EEG activity provide insight into impaired brain function in TBI? For several decades from 1960s to 1990s, the prevailing view was that EEG activity/oscillations were epiphenomenal and unrelated to moment-to-moment cerebral cortical function, but simply reflected the general state of the brain (e.g., awake and alert, drowsy, asleep). The tide has turned dramatically and it is now understood that moment-to-moment brain function is directly linked to EEG oscillations. Cognitive processes are a function of the rapid formation and subsequent dissolution of distributed cell communication assembles on the order of several hundred milliseconds in duration , and these assemblies form transiently based on a functional (as opposed to structural) connectivity patterns established by the synchronization patterns of EEG oscillations. This synchronization allows effective communication among the members of the transient assembly (Fries, 2005) . True synchronization of neuronal activities only occurs within a few millimeters. A better term may be "polychronization" (Izhikevich, 2006) , as most functionally connected neurons are not truly synchronized, but that term will suffice for our purposes. Fast frequencies (especially gamma) are involved in the synchronization of relatively local cell assemblies in the processing of specific cortical representations and slower frequencies synchronize highly distributed cell assemblies that span many centimeters of cortex and may involve both hemispheres. Theta and delta frequency activity also support the synchronization of faster frequencies among multiple localized assemblies via the phenomenon of "cross-frequency coupling" (Canolty and Knight, 2010) . Computerized signal analysis of EEG data has evolved significantly to address the complex interregional interactions of brain connectivity, including the causal relationships among interacting regions of brain during a cognitive act and how these relationships may be deranged. For example, in brain injury one could demonstrate altered causal relationships in which control of action is more reactive or stimulus-based, such that cortical sensory networks predominantly influence frontal-executive networks instead of vice versa. A so-called "small-world" connectivity analysis can determine whether or not the cerebral cortices in a population of patients is performing with a functional connectivity pattern that optimizes the ratio of local to long-range functional connectivity. This ratio has shown to be altered in TBI (Cao and Slobounov, 2010; Tsirka et al., 2011) . Overall, recent developments in the analysis of EEG activity to characterize brain function hold tremendous promise for our ability to understand the physiology of cognitive processes and their pathophysiological derangement in neurological disorders such as traumatic brain injury.
The effects of TBI can be significant and long-lasting. Fazel et al. (2014) compared mortality rates 6 months or more after injury against a control population. They found that TBI is associated with substantially elevated risks of premature mortality, particularly from suicide, injuries, and assaults. Similarly, TBI is a significant risk factor for neuropsychiatric disorders (Rapp et al., 2013a) . These results argue against the view that TBI, even mTBI, typically resolves without lasting consequences. In addition, these results establish the need to identify individuals at-risk of delayed onset neuropsychiatric disorders following brain injury. Quantitative measures of altered brain electrical behavior may provide quantitative prodromes of neuropsychiatric disorders. This possibility is encouraged by noting that changes in brain electrical behavior following TBI can be persistent. Slobounov et al. (2012) found that 85% of the mTBI patients who presented significant EEG alterations in the immediate post-injury period still presented altered EEGs up to 12 months post-injury. Segalowitz et al. (2001) found that ERPs were altered in mTBI patients in a patient group that was on average 6.4 years post-injury. De Beaumont et al. (2009) examined healthy former athletes in late adulthood (mean age 61 years) who had sustained their last sports related concussion in early adulthood (mean age at time of last injury 26 years). These participants were compared against healthy former athletes who did not have a history of concussion (average age 69 years). Participants with a history of concussion had significantly different ERPs. These results must be considered with care; however, as they represent a problem that is common to studies in this area: in almost all cases, pre-injury data are not available. It is possible, for example, that central nervous system (CNS) abnormalities in the athletes in the de Beaumont study were present prior to injury and were themselves a factor leading to injury. Nonetheless, these results and other studies summarized in this report suggest that measurement of brain electrical behavior may be a valuable complement to other assessment procedures.
COMPARATIVE UTILITY OF qEEG FOR mTBI DETECTION
Aside from the direct connection between qEEG and the physiological responses described above, EEG supplements conventional medical approaches to imaging the structure and function of the brain. EEG as a neuroimaging modality holds several advantages over more conventional medical approaches. Computed tomography (CT) and MRI are current the "gold standards" for imaging assessment of neurophysiological trauma. These techniques provide excellent spatial resolution for easily identifying lesions; however, significant limitations of CT and MRI reduce the practical utility for mTBI detection. For instance, both approaches require very large and expensive equipment, special facilities for their use, and dedicated technicians for operation. CT uses small
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www.frontiersin.org doses of radiation, which may carry potential risks for long-term side effects if patients are scanned often. MRI uses an extremely strong magnetic field (>1 T), necessitating careful operating procedures. Perhaps most limiting for MRI is the contraindication of medical devices, implants, and any foreign ferrous metal objects in the patient's body. Since service members may have metal fragments lodged in their bodies from the same injury event, this limitation is particularly difficult to reconcile for military use. In contrast to CT and MRI, equipment used for EEG is substantially more portable, less expensive, requires no special facilities, and, in most cases, can be applied by personnel with very minimal training. All of these characteristics contribute to a substantially higher level of fieldability and a broader operational effectiveness beyond dedicated medical centers. The fieldability of qEEG also facilitates neuroscience research outside of laboratory environments, for which more accurate "real world" data can be captured and compared to findings in the laboratory, thus driving advancements in neurotechnology applications (McDowell et al., 2013) . The data derived from EEG are also fundamentally distinct as compared to CT and MRI data. In particular, while CT and MRI have excellent spatial resolution, the resulting images (which take several minutes to acquire) are temporally static, and thus provide no direct measurement of functional, ongoing brain activity. Even the best current methods of "functional MRI" are limited to multiple seconds for the acquisition of whole-brain images. In contrast, EEG is extremely high-resolution in the time domain (EEG can be sub-millisecond) and, as described above, is a direct measurement of neuronal activity. This allows a great number of analyses (as described above and in the following sections), which capitalize on direct responses to stimuli, cognitive responses, inter-relatedness of continuous signals, and the oscillation of both discrete and cross-regional networks of brain areas.
LITERATURE INDEX OF qEEG STUDIES RELEVANT TO mTBI LITERATURE SEARCH METHODOLOGY
A literature search was conducted in peer-reviewed primary sources from PubMed and the "gray" literature (i.e., documents not peer-reviewed) from the defense technical information center (DTIC) technical report database. Keyword searches were chosen to identify studies that specifically measured qEEG in head injured groups. See Supplementary Material for keyword search terms and record returns. Studies using established statistical approaches to demonstrate differential qEEG between injured and control groups were considered particularly important. Statistical methods of high value included effect size statistics such as Cohen's d, odds ratio, and area under receiver operating characteristic curve. In addition, studies exploring test-retest reliability were flagged. To efficiently filter the large number of initial hits and maintain a pertinent collection for TWG review, the following study characteristics resulted in exclusion from the primary qEEG literature index:
1. Studies that used severe TBI or comatose patients, 2. Studies exploring pharmacologic or biologic agent efficacy, 3. Rehabilitation or therapeutic studies (those not diagnostic in nature), 4. Studies using animal models of neurological injury, and 5. Studies exploring the use of qEEG in dysfunctions besides head injury (e.g., neurodegenerative diseases, psychological dysfunctions).
The primary qEEG literature index was further down selected to focus on studies that provide statistical evidence for qEEG measures as detection tools for mTBI. Therefore, the following study characteristics resulted in removal from the qEEG-refined literature index:
1. Retrospective studies (i.e., symptom catalogs) 2. Studies without direct statistical comparisons.
LITERATURE SEARCH RESULTS
Using the methodology described above, the primary qEEG literature index consisted of 40 studies (Supplementary Material). Twenty-five of these studies were further down selected as providing direct statistical evidence related to qEEG measure discriminatory ability. The refined literature index was subsequently used by the TWG to evaluate major qEEG measure types, power spectra, connectivity measures, and the use of discriminant functions. Each analysis of the measure types and the use of discriminant functions includes a general description of the approach, the potential utility for detection of mTBI, an evaluation of the statistical evidence to discriminate between injured and non-injured persons, research gaps and future directions to improve upon the evidentiary data, and conclusions on the overall prospects for use as an mTBI detection method. Section "Advanced Signal Processing Technologies" extends the scope of the original literature search to introduce important approaches with high perceived value (based on the opinion of this TWG) as mTBI diagnostic tools, but with low evidentiary support to date.
MEASURES REPRESENTED IN THE DOWN SELECTED qEEG LITERATURE INDEX
Examination of the down selected literature index revealed two main types of qEEG analysis investigated for mTBI detection efficacy: spectral analysis (see Table 1 ) and functional connectivity analysis. Each type of analysis is introduced below, followed by critical evaluation of the literature-based evidence and recommendations for future research.
SPECTRAL ANALYSIS

Definition (spectral analysis)
Spectral analysis is a common form of EEG interpretation in which the distribution of signal is evaluated over various EEG frequencies. Spectral analysis is usually limited to a narrow frequency band from 0.1 to 100 Hz, which is further subdivided into several sub-bands (e.g., delta, theta, alpha, beta, and gamma bands). The boundaries of the sub-bands can differ slightly among various researchers, resulting in potential variation of results across studies. A typical sub-band range, used by Prichep et al. (2012a,b) , is as follows: delta (1.5-2.5 Hz), theta (3.5-7.5 Hz), alpha (7.5-12.5 Hz), alpha1 (7.5-10.0 Hz), alpha2 (10.0-12.5 Hz), beta1 (12.5-25.0 Hz), beta2 (25.0-35.0 Hz), gamma (35.0-50.0 Hz). The spectral power for each band is obtained either by (1) calculating the power spectrum of the total signal recorded at an electrode site Frontiers in Human Neuroscience www.frontiersin.org and then summing the contributions of the frequencies included in the band, or (2) subjecting the total signal to an appropriate passband filter and then calculating the power spectrum of the filtered signal. The resulting band power is typically averaged over electrode sites and reported either as "absolute power" or as "relative power," which is the ratio of the band power to the total power over all bands. Other common parameters of spectral analysis include median frequency and spectral edge frequency (Dressler et al., 2004) .
Utility for mTBI detection (spectral analysis)
A key feature of spectral analysis that allows for strong utility as an mTBI detection tool is that spectral data can be obtained from as few as two electrodes. Therefore, fielded devices do not require the costs or burden of large montages of electrodes. This feature reduces equipment burden, administration time, and cost. Simplified devices also allow for faster training and simplified analysis.
Evidence of efficacy (spectral analysis)
Of the 25 studies comprising the down selected qEEG literature index, 15 studies used spectral analysis as a measure to compare injured and control groups. Most of the studies report statistically significant alteration in at least one frequency band in mTBI patients compared to control groups. To visualize the overall trends in results, Thornton (2003) -EEG recorded during memory task]. While results are somewhat varied, generalizations can be inferred. For instance, mTBI injury is often associated with a decrease in alpha power and an increase in delta, beta, and theta bands. We note this evidence is not based entirely on well-designed studies with large sample groups and strong statistical significance. As an example, Thornton (2003) reported increased beta activity in the injured group, but used 27 mTBI patients that were on some type of medication. Furthermore, the age difference between injured and control groups was statistically significant. These inconsistencies could potentially skew EEG recordings. Korn et al. (2005) , which reported decreased alpha and increased delta power in the injured group, has been criticized due to the potential misclassification of moderate-severe TBI patients as mTBI patients (Arciniegas, 2011) . The absence of a uniformly applied criterion for defining mild TBI is a significant complicating factor. Tebano et al. (1988) , inconsistent with several other studies, reported results based on very small sample sizes and recorded brain activity with a single bipolar derivation (O1-T5) using an eyes open paradigm. Other inconsistencies in the findings may be attributed to the various montages and derivations used during data acquisition sessions (see Table 2 for details). Overall, differential spectral power in injured patients is strongly suggested in the literature, but specific findings need to be confirmed based on robust studies that use similar recording conditions.
Several additional studies from the literature index investigated spectral measures, but did not compare results to a control group. For example, Montgomery et al. (1991) , Slobounov et al. (2012 ), von Bierbrauer et al. (1992 , and Watson (1995) reported spectral changes in injured patients over time (theta reduction, alpha power reduction plus theta/alpha ratio changes, and alpha/theta ratio changes, respectively). Contradicting these studies, Chen et al. (2006a) reported all spectral power measures returned to normal levels after a three month retest (alpha1, theta/alpha1 ratio, theta/alpha2 ratio, and alpha1/alpha2 ratio). These results suggest spectral analyses may have utility for longitudinal evaluations, but confirmatory experiments must be matched with respect to time post-injury and recording condition.
Additionally, some studies reported no spectral differences between injured and control groups when a broad frequency window was used (Haglund and Persson, 1990; Coutin-Churchman et al., 2003; Gosselin et al., 2009) . Such findings suggest power spectral analysis using sub-bands is preferred to observe significant differences in mTBI patients. We note that the patient group in the Coutin-Churchman et al. (2003) study included individuals with a wide range of psychiatric disorders (only 4/340 patients were classified with "post-traumatic headache") and patients were not controlled for medication usage. Therefore, the study should only be considered a demonstration of the ability of spectral analysis to uncover dysfunction across many neurological conditions. Finally, Williams et al. (2008) reported higher variability in power in mTBI patients compared to normal participants (sigma, p = 0.005; theta, p = 0.019; delta, p = 0.008), but only limited ability of power spectra analysis to differentiate among injured and normal. Refer to Table 2 for a full listing of the 15 studies reporting use of spectral analysis.
Research gaps and future directions (spectral analysis)
The variability of qEEG recording conditions across studies severely impedes the formulation of strong conclusions on spectral analysis utility or effectiveness. While studies strongly suggest spectral analysis may be used as an mTBI detection tool, efforts should be made to corroborate previous findings using highquality studies with controlled recording conditions and injured group selection criteria. In addition, the use of smaller electrode montages should be emphasized if field-based qEEG recording devices are expected to be preferred for U.S. military operations.
Spectral power averaged over all electrode sites is a global measure. It provides no information about the energy generated at individual sites or about the connectivities of different sites. This more detailed information is provided, in part, by functional connectivity measures, such as coherence and phase difference (see below), and by inter-and intra-hemispheric power asymmetries. Research should be devoted to identify the most promising spectral measures, but with the overall goal to use spectral measures in combination with other measures.
Summary of analysis (spectral analysis)
There are some examples in the literature suggesting that spectral analysis can be used to detect mTBI. Studies generally report altered alpha, delta, beta, and theta power as potential indicators of mTBI. However, while trends of specific spectral power Watson (1995) found that for channel pairs T4-T6, P4-O2, P3-O1, the theta/alpha ratio had decreased from day 0 to day 10 post-injury for the same subjects suggesting that the ratio may have increased as a result of the concussion and was trending back to normal 10 days later as the patient recovered.
alterations are apparent (decreased alpha and increased delta, beta, and theta in injured groups), the literature contains a high degree of contradictory results. This uncertainty is most likely due to poor study design and a lack of recording condition consistency.
Therefore, additional studies with carefully controlled conditions must be conducted to identify the best spectral measures for mTBI detection. We anticipate spectral analysis would not be a sufficient detection tool in isolation, and, in fact, multiple studies suggest
Frontiers in Human Neuroscience www.frontiersin.org improved accuracy only when combined with other qEEG measures (Thatcher et al., 1989 (Thatcher et al., , 1991 Trudeau et al., 1998; Thornton, 1999 Thornton, , 2003 McCrea et al., 2010; Barr et al., 2012; Prichep et al., 2012a,b) . Additionally, there is some evidence that depression is also marked by a decrease in alpha power and an increase in beta power similar to those seen in mTBI patients (Thornton, 2003) . This finding raises the possibility of confounding test results in patient populations that may be prone to depression or PTSD. In summary, spectral analysis in and of itself does not appear to be a viable tool for mTBI detection.
FUNCTIONAL CONNECTIVITY MEASURES
Definition (functional connectivity)
Analysis of functional connectivity quantifies the relationships between EEG signals recorded simultaneously at different sites. EEG connectivity measures fall into three groups: time domain measures, frequency-domain measures, and measures calculated from the geometry of embedded data. Time domain measures quantify the correlation between EEG time series. They can be used to assess the connectivity of discrete feedback loops and the stereotyped propagation of signals across neural networks (Koenig et al., 2005) . There are four commonly used time domain measures of functional connectivity to assess the correlation between pairs of observations: (1) Pearson product moment correlation, (2) Spearman rank order correlation, (3) Kendall rank order correlation, and (4) mutual information. Additional time domain measures of note include a normalization of mutual information [recently constructed by Reshef et al. (2011)] and EEG microstate topography, in which the occurrence of spontaneous short-lasting brain states is assessed (Koenig et al., 2005) .
Frequency-domain measures quantify the correlation between spectra rather than between the original time series, or quantify the relationship between the phases of two signals. Variations on these themes that have been applied to EEG signals include coherence (Nunez et al., 1997 (Nunez et al., , 1999 , phase synchronization , phase locking index (Hurtado et al., 2004; Sazonov et al., 2009; Stam et al., 2009) , phase locking value (Lachaux et al., 1999) , imaginary coherency (Nolte et al., 2004; Stam et al., 2007) , synchronization index (Gross et al., 2004) , and phase lag index .
Measures of embedded data are more recent additions to the assessment of functional connectivity. Consider a scalar voltage time series measures at a scalp electrode, (v 1 , v 2 , . . ., v N ). This time series is used to construct points in m-dimensional space,
). While there are more complicated versions of the embedding process, in each version the original time series in this example becomes a directed trajectory in m-dimensional space, as motivated by the Takens embedding theorem (Takens, 1981) . This powerful result demonstrates that, to an approximation, an intimate relationship exists between the geometry of the embedded set and the dynamical structure of the system that generated the observed time series. Now suppose two time series are measured simultaneously and used to generate two separate m-dimensional trajectories. Functional connectivity between the two original time series may be assessed by constructing measures relating the two trajectories. Examples include synchronization likelihood (Stam and van Dijk, 2002; Wendling et al., 2009 ) and cross recurrence diagrams (Romano et al., 2004; Richardson et al., 2008) .
Distinction must also be made between connectivity measures and measures of causal relationships. Functional connectivity measures are computed from voltage signals recorded at different electrodes to determine if there is a relationship between two signals. These measures are adirectional. In contrast, causality measures specifically assess the direction of information movement. Measuring causality for mTBI detection is examined in Section "Analysis of Causal Relationships" of this report.
Utility for mTBI detection (functional connectivity)
Alterations in the functional connectivity of multichannel EEG have been reported in a range of neuropsychiatric disorders, including TBI (Table 3 ). This suggests reasonable utility of using functional connectivity measures for mTBI detection. It should be noted, however, that multichannel EEG usually requires more complex electrode montages and advanced computational capacity for data analysis. These features may be contrary to simple, lightweight devices capable of field-based use and easy operation. Additionally, the signal analysis and neuroinformatics challenges of these investigations should not be underestimated (Irimia et al., 2009 (Irimia et al., , 2012 Goh et al., 2014) .
Evidence of efficacy (functional connectivity)
The various functional connectivity measures described above offers specific advantages and disadvantages as detection tools of neurological dysfunction. For example, Bonita et al. (2014) recently compared the four classical measures of time domain connectivity (Pearson product moment correlation, Spearman rank order correlation, Kendall rank order correlation, and mutual information) with multichannel EEGs obtained in two behavioral states (eyes open, no task and eyes closed, no task) from healthy control participants. It was found that mutual information distinguished between behavioral states with less data and was more robust to noise. This result was not unanticipated since mutual information is a non-linear measure that captures relationships not detected by the other three time domain measures. In addition, time domain measures have been most commonly applied to event-related data, since common reference points in time are often required for calculations (Koenig et al., 2005) . EEG microstate topography analysis, however, does not require external time reference points and may be used with spontaneous qEEG recording to assess individuals with varied cognitive states or dysfunctions (Koenig et al., 1999; Lehmann et al., 2005; Müller et al., 2005) . Frequency-domain measures are not robust to naïve application. For example, Schiff (2005) showed coherence calculations can produce misleading results and Guevara et al. (2005) reported synchronization values can be sensitive to the common reference signal used in EEG recordings. Insofar as we know, a comparative study of frequency-domain measures, analogous to the Bonita et al. (2014) time domain measure study, has not been conducted. Similarly, essential comparative studies have not been reported for measures of embedded data. Specific evidence related to mTBI detection is relatively sparse: only three studies from the refined literature index investigated the efficacy of functional connectivity measures (see Table 4 ). Sponheim et al. (2011) reported reduced synchrony between specific frontal electrode positions for delta, beta, and gamma frequency bands. The results were statistically significant with a strong criterion (limited to p < 0.05 for all comparisons; Cohen's d = 0.92-1.20), but we note the study used small sample group sizes (nine injured and eight normal) and follow-up studies with larger groups could improve significance. Interestingly, the use of neurocognitive assessment tools (battery of multiple tests) failed to properly classify individuals as injured or uninjured, suggesting that this new method may uncover dysfunctions below the thresholds of current mTBI detection methods. Thatcher et al. (1991) reported EEG phase was reasonably accurate in predicting outcome scores of patients 1 year post-injury (90.2% accuracy). This study also ranked the prognostic strength of EEG phase and EEG coherence above CT scan and spectral relative power. The Thatcher et al. (1991) study was longitudinal and no control group was used to assess diagnostic capacity of the functional connectivity measures. Finally, Thornton (2003) used an audio memory task paradigm and reported that phase and coherence were lowered for beta1 and beta2 spectral bands (p < 0.05 for each test). This study involved reasonable sample groups (85 injured, 56 controls), but has been challenged since 27 patients from the mTBI group were on medications and there was a statistically significant difference in age between the groups. Nevertheless, this study suggests functional connectivity should be further investigated as a diagnostic approach for mTBI. Details on the three studies investigating functional connectivity in mTBI are presented in Table 4 .
Research gaps and future directions (functional connectivity)
Since a limited number of studies have specifically investigated detection efficacy of mTBI, future research should be directed to corroborate previous findings. Concerns of study quality are abundant; therefore, future studies should ensure robust study design and limited reliance on medicated patient groups. The signal processing methods for coherence should also be investigated, since studies have reported misleading results depending on the analysis method.
Summary of analysis (functional connectivity)
In the context of mTBI, functional connectivity has not been investigated to the same extent as spectral analysis. The small number of available studies report that coherence may be a useable measure for accurate mTBI detection. However, the studies are fundamentally weak in their experimental design and need to be corroborated. Furthermore, the strongest positive results were reported for a longitudinal study. Similar to spectral analysis, coherence may be best suited as a contributing measure of a discriminant function for mTBI detection.
DISCRIMINANT FUNCTIONS
While not specific to qEEG, discriminant functions were identified during the literature search as a common methodology for mTBI detection. Discriminant functions in this context comprise more than one qEEG measure and so deserve consideration here. Similar to the evaluation of spectral analysis and functional connectivity, discriminant functions are defined below, followed by an analysis of the evidentiary support for use as an mTBI detection tool.
Definition (discriminant functions)
The term"discriminant functions"refers to an entire class of analysis approaches in which a specific model is used to classify a set of data as belonging to a specific group (or not). Broadly defined, this involves the use of a specific rule (or set of rules), which define members of a class, and applying the rule to a set of data where membership is unknown in order to classify where the target member belongs. This is most commonly a discrete decision, but can even be used to estimate the location within a categorized continuum. Within the domain of TBI, discriminant functions may be used to classify a patient based on level of severity (e.g., severe TBI vs. mTBI) or the presence of injury (e.g., TBI vs. no injury) through the combination of various metrics (such as spectral or functional connectivity features) within a single discriminant model.
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Evidence of efficacy (discriminant functions)
Nine studies were identified that investigate the utility of discriminant function analysis of qEEG data for the detection of mTBI (Table 5) . Four studies investigate the efficacy of the same discriminant function currently under development by BrainScope, Inc. (McCrea et al., 2010; Naunheim et al., 2010a,b; Naunheim and Casner, 2010; Barr et al., 2012; O'Neil et al., 2012; Prichep et al., 2012a,b) . McCrea et al. (2010) introduces the BrainScope method and device in which seven qEEG features comprise the discriminant function. The group does not provide complete details in this paper, but report the discriminant function consists of measures of asymmetry, coherence, and spectral power in the beta frequency range. Of note, the device only acquires data from three frontal electrode sites, and thus discrimination cannot be based on large network interactions. Twenty-eight concussed athletes were compared to age-matched controls and the data indicated statically significant differences between injured and control groups immediately after injury and 8 days post-injury, but not at day 45 post-injury. While specifics of the discriminant function are missing, the study is sound and provides evidence that the BrainScope discriminant function is efficacious as a detection tool immediately after injury.
The Barr et al. (2012) study is similar to the McCrea study, but recorded qEEG from a larger cohort of mTBI patients and healthy controls and used a five electrode montage. Similar results were reported as well; statistically significant discriminant function indices were observed on the day of injury and at day 8 post-injury, but not at day 45 post-injury. A larger difference (yielding higher significance criterion) was observed compared to the McCrea et al. (2010) study, implying that the discriminant function was altered compared to the McCrea version. However, no details were provided about the specific measures that comprise the function; thus this possibility cannot be confirmed.
O 'Neil et al. (2012) also report on the utility of the BrainScope discriminant function, but do not use a control group. The study compares the classification outcome of the discriminant function (called the TBI-index) to classification by medical examination and CT scan. The sensitivity of the discriminant function was good (94.7%), but specificity and positive predictive value were poor (approximately 50%). Problems with the study design are not evident, but the results suggest improvement of the BrainScope discriminant function is required to attain reasonable specificity and avoidance of false negatives.
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www.frontiersin.org Prichep et al. (2012a) provides data from a large mTBI group of 633 patients. Although the study design was similar to O'Neil et al. (2012) , the project was substantially improved by including comparison to other approaches and improving the complexity of the analysis. For example, Prichep et al. compared the BrainScope discriminant function to a more relevant group of common TBI assessment tools (e.g., military acute concussion evaluation) and inclusion of an "artifact detection module" to minimize EEG noise and artifacts. The discriminant function itself was significantly more complex and includes variables such as spectral analysis measures, information theory-based measures, scale-free brain activity measures, fractal dimension measures, functional connectivity measures, and various multivariate measures. Two algorithms were devised to separate various levels of severity of TBI and specificity was improved compared to O'Neil et al. (2012) . Specifically, the new discriminant function was able to differentiate between mTBI and moderate/severe TBI patients with a sensitivity of 80.5% and a specificity of 73.9%. Positive predictive value was also improved compared to the O'Neil data (85.4%), but negative predictive value was poorer (66.5%). These results indicated the newer BrainScope discriminant function was able to detect mTBI, differentiate it from more severe forms, and decrease incidence of false negative classification. Overall, this paper provides excellent evidence that a well-designed discriminant function may be a serviceable mTBI detection tool. Leon-Carrion et al. (2008) described another discriminant function not associated with BrainScope. However, this discriminant function, the Seville independence index (SINDI), was built to classify patients according to the level of functional dependence, such as complete dependence, modified dependence, and independence. These classifications are less meaningful for initial detection of injury, but rather are used to predict the level of care required during the rehabilitation phase. The discriminant function comprised nine qEEG variables including four coherence variables, three phase lag variables, one absolute amplitude variable, and one absolute asymmetry variable at specific frequency bands. Accuracy was 100% for classification between complete dependence (n = 15) and independence (n = 14), which may correlate with severe TBI and mTBI, respectively. In addition, the SINDI scores correlated well (p < 0.0001) with established tests of functional dependence (Functional Independence Measure + Functional Assessment Measure). Overall, this paper reports the qEEG-based discriminant function may be used to predict the level of functional dependence in injured patients, but does not investigate the diagnostic potential of SINDI.
The remaining papers in the literature index present results based on a collection of discriminant functions from the same group. The original discriminant function comprised 20 measures of coherence, phase, amplitude asymmetry, and relative power at various frequency bands (Thatcher et al., 1989) . The function was reported to be >90% accurate in discriminating mTBI patients (Glasgow coma score 13-15; loss of consciousness <20 min) from healthy controls in a large dataset (total of 608 mTBI patients and 108 controls). It also reported good test-retest accuracy using 93 patients (77.8-92.3%). The paper, however, has received strong criticism since the TBI patients were on a variety of medications (Nuwer et al., 2005) . The same group published another report on another discriminant function that used 16 measures of EEG coherence, phase, and amplitude asymmetry (Thatcher et al., 2001) . Notably, none of the measures used in the 2001 study were the same as those in the 1989 study. This discriminant function was able to classify mTBI from moderate TBI with high probability of success (t -test, p < 0.0001). Overall classification accuracy of mTBI patients from controls was also high (95%). This study was criticized since it was assumed that medications did not alter EEG, even though such an effect is widely accepted in the field (Nuwer et al., 2005 ). Nuwer's argument does not, however, question the overall study design or methodology [unlike the criticism leveled against Thatcher et al. (1989) ]. The Thatcher et al. (1999) discriminant function was also tested in concert with another
www.frontiersin.org discriminant function and the authors found the discriminant to maintain reasonable classification accuracy (79%) over 1 year post-injury. Supplementation with a new high-frequency discriminant function improved accuracy to 100% in a sample group of 32 mTBI injured patients and 52 controls. Use of the high-frequency discriminant function alone was reported to provide not only high accuracy (89%) but also a high false hit rate (52%). These studies also suggest high potential value of using a discriminant function as a mTBI detection tool.
Research gaps and future directions (discriminant functions)
The primary challenge in the use of discriminant functions with qEEG is in deciding the most appropriate functions to use, which is directly tied to which features are most relevant. The problems here are threefold. First, there are an extremely large number, potentially hundreds, of possible analytic approaches and data features, which could be used as the basis for classification. These range from time-based measures, such as ERPs, to frequency-domain analytics, to more complex time-frequency hybrid features such as cross-channel phase relationships described above. Second, the function or class of functions used for discrimination must be relatively specific to the state being detected, so as to include both a high successful "hit" rate, and decrease as much as possible the occurrence of false-identifications. That is, in the example of mTBI, the functions must be precise enough to discriminate not only the occurrence of mTBI from no trauma but also the occurrence of trauma from other states such as extreme exhaustion, sleepiness, or cognitive fatigue, which may share similar response features. Finally, in most cases discrimination requires either some level of ad hoc adjustment or comparison against a known baseline in order to perform accurately for multiple individuals, due to the high variability between individuals, and between situations. Access to a state considered to be "ground truth" is required. While this is generally not a problem in research, gaming, or repeatedaccess medical applications in which the conditions of detection system can be predicted and controlled, access to the patient will most likely occur only after trauma has occurred.
Summary of analysis (discriminant functions)
qEEG-based discriminant functions represent a promising solution for detecting mTBI, since the use of multiple measures in the evaluation process improves specificity and sensitivity. Studies with large sample sizes have reported strong discriminatory abilities of discriminant functions (Thatcher et al., 2001; Prichep et al., 2012a) . Criticism of earlier studies has been warranted due to the known effects of medication on the EEG, but improved study design of more recent studies (i.e., Prichep et al., 2012a) suggests discriminant functions may be considered highly valuable mTBI detection tools.
ADDITIONAL MEASURES NOT REPRESENTED IN THE DOWN SELECTED qEEG LITERATURE
Additional EEG-related technologies not represented in the original literature search are also relevant to mTBI detection and deserve consideration here. Many of these technologies are based on newer mathematical analysis techniques not previously investigated with respect to mTBI. Relevant technologies include assessment using ERPs, information dynamics, symbolic dynamics, analysis of causal relationships, and graph theory. Each technology is introduced below and includes a summary of the available evidence for mTBI detection utility based on additional literature reviews.
EVENT-RELATED POTENTIALS
Event-related potentials are stereotyped responses to a discrete sensory, cognitive, or motor event. An ERP is distinguished from an evoked potential (EP) by having a longer latency and in being altered by the cognitive significance of the stimulus to the subject. EPs may be referred to as "exogenous" because they are strongly dependent on the physical properties of the stimulus being used to elicit the response (e.g., auditory vs. visual stimulation). Conversely, ERPs may be described as "endogenous" in nature because, although they are also related to some external event, they are heavily influenced by higher level cognitive processes and are less dependent on the stimulus modality or physical characteristics of the stimulus. Can ERPs reliably diagnose mTBI? Gaetz and Bernstein (2001) reviewed the use of ERPs in the assessment of traumatic brain injury. Specifically, they considered alterations in the amplitudes and latencies of well characterized components of ERPs, for example, the P3, as indicators of injury. They concluded:
Visual P3 latency seems to be the most sensitive electrophysiologic procedure covered in this review. All studies using this technique to assess mTBI have found differences in P3 latency compared with normal controls. In addition, the P3 word technique may be very useful for the simultaneous assessment of PTSD, malingering, and brain injury. This procedure seems to be sensitive to injury while resistant to false positives when a 2.5 SD normal limit is used.
and,
An electrophysiologic assessment battery may be the most effective method to detect differences in MTBI subjects who experience cognitive dysfunction.
In addition, Lew et al. (2006) also suggested that "longer latency ERP components hold promise in predicting recovery of higher cognitive functions." Since deficits in emotional processing may be an element in the clinical presentation of TBI, ERP investigations using emotionally valenced stimuli (Catani, 2003; Lew et al., 2005b; Solbakk et al., 2005) may be particularly informative with this patient population. There are, however, two notable caveats that are unique to the collection of ERPs. First, because responses are analyzed in respect to the occurrence of a specific event, there is a necessity for a more complex data acquisition system than in the passive collection of qEEG data (Spencer, 2005) . Specifically, a secondary device, system, or method must be available to provide the stimulus used to drive the ERP (examples include a PC and monitor, audio amplifier, LED driver, or vibrotactile stimulator). The stimulation device must be very tightly coordinated with the EEG data acquisition system (on a sub-millisecond time scale), so that accurate time-locking of the ERP to the original event(s) can be achieved. While this level of integration is not technically challenging, it adds bulk, complexity, and additional use effort on behalf of the device operator and requires special EEG acquisition hardware, Frontiers in Human Neuroscience www.frontiersin.org which is designed for integration with other devices. It should be noted, however, that ERPs may be used in clinical settings with fairly minimalistic equipment. A second caveat of ERPs that stems from the reliance upon a stimulation paradigm is the intimate, but somewhat limiting, specificity between the stimulus used and the type of brain activity, which will occur in response to that event. By definition, the response elected by an ERP is related to a specific event, and (in a good paradigm) will include response only to that event, because of the extreme complexity and high specificity of various sensory regions of the brain. For example, at least in a normal healthy brain, auditory-evoked-potentials will not activate the occipital cortex (which is primarily dedicated to vision), while visual-evokedpotentials tend to be isolated to this very region. As a result, the type of paradigm used to elicit ERPs is critical to their understanding and analysis, and leaves opportunity for abnormalities in other, non-stimulated brain regions to be overlooked. In the case of mTBI, which can manifest in a wide variety of manners and stem from many possible neurophysiological dysfunctions, it is a substantial challenge to identify a single paradigm, which might be sufficient to cover all, or even the majority of potential cases.
Besides the studies referenced above, a large number of other published reports have obtained ERPs from TBI patients (Table 6) . However, the collective experience does not yet provide a definitive answer as to whether ERP is an accurate diagnostic tool (Rapp and Curley, 2012) . To date, the examination of ERPs obtained from TBI patients has been limited to reports of differences in amplitude and latencies of identified components of the ERP.
ADVANCED SIGNAL PROCESSING TECHNOLOGIES
This section provides evidence that the clinical utility of qEEG may be advanced significantly by expanding the set of measures that are computed from EEG signals. The mathematical field of dynamical systems theory has expanded dramatically during the past 30 years. Research activity is continuing and, indeed, accelerating. To date, the application of these new methods has been mostly confined to the analysis of physical and financial systems. These methods have not yet received systematic application in EEG. Four areas are particularly promising: information dynamics, symbolic dynamics, measures of causal relationships, and measures of network dynamics derived from graph theory.
Information dynamics
A digitized EEG signal is a sequence of voltage measurements. As classically defined, the Shannon entropy (Shannon, 1948 ) of this signal is insensitive to the sequential order of the voltage measurements. That is, if the voltage measurements are randomly shuffled, the same value of Shannon entropy will be obtained. Kolmogorov (1958 Kolmogorov ( , 1959 and Sinai (1959) extended the concept of entropy by constructing a generalization of the original concept that quantifies the sequential structure of a signal. Kolmogorov-Sinai (K-S) entropy has been described as the rate at which a system generates information (Eckmann and Ruelle, 1985) , which may also be considered the central function of the CNS. K-S entropy and related measures provide the mathematical foundation of information dynamics (Deco and Schürmann, 2001) . While K-S entropy is a limiting process requiring, by definition, an infinite amount of data, it is possible to construct approximations computed with finite data sets. The most commonly utilized approximations are approximate entropy (Pincus, 1991) and sample entropy (Richman and Moorman, 2000) . Approximate entropy and sample entropy have been used to quantify EEG records (Bruhn et al., 2000; Abásolo et al., 2005; Sabeti et al., 2009; Yuan et al., 2011; Yun et al., 2012) , heart interbeat interval sequences (Pincus and Goldberger, 1994; Ho et al., 1997) , and human postural sway data (Ramdani et al., 2009 ). Insofar as we know, they have not been used in the analysis of EEGs obtained from TBI patients. A variant of sample entropy is multiscale entropy (Costa et al., 2002) . The original time series is used to construct a sequence of coarse-grained time series. The Scale 2 time series is obtained by averaging every two values. The Scale 3 time series is obtained by averaging every three values, and so on. The sample entropy is calculated for each time series to produce entropy as a function of temporal scale. The procedure was originally applied to the analysis of heart interbeat interval sequences and was found to discriminate between healthy controls and patients presenting congestive heart failure, atrial fibrillation or advanced age (Costa et al., 2002 (Costa et al., , 2005 . The same method has been used in the analysis of EEG signals to discriminate between control participants and those with autism spectrum disorder (Bosl et al., 2011; Catarino et al., 2011 ), Alzheimer's disease (Park et al., 2007; Mizuno et al., 2010) , schizophrenia , and Parkinson's disease (Chung et al., 2013) patients. Insofar as we know, multiscale entropy has not been used to analyze EEG records obtained from TBI patients. The approach was, however, used to analyze intracranial pressure records obtained from TBI patients where it was found that multiscale entropy correlates with outcome.
There are technical issues associated with estimation of multiscale entropy that require attention. Nikulin and Brismar (2004) argued (in our view, correctly) that the scaling length in the embedding space used to calculate sample entropy should be adjusted with the temporal scale of the time series. In their calculations with simulated data, the temporal scale dependence of entropy was lost when this modification was introduced. Costa et al. (2004) replied and argued that in the case of the heart interbeat interval data analyzed in their paper, scale dependence is preserved. Wu et al. (2013) noted that the coarse graining procedure used in Costa et al. (2002) , and in other papers using the method, reduces the length of the data set with each increase in temporal scale length. Substituting a moving average retains much of the multiscale characteristics of the original implementation of multiscale entropy without introducing the loss of reliability that results from attempting entropy calculations with small data sets. Systematic validation calculations are required to confirm this assertion.
Symbolic dynamics
As will be seen, the terms entropy and complexity lose specificity, rather than gain it, as a function of time. Complexity measures derived from symbolic dynamics share the important property of sequence sensitivity with K-S entropy and its variants. As the term complexity is used here, there is a fundamental difference between symbolic dynamic measures and K-S entropy. Approximate entropy and sample entropy are computed directly from the voltage values. In the case of symbolic dynamic measures, the original sequence of voltages is converted to a symbol sequence. Complexity is a measure of the orderliness or lack of orderliness of this symbol sequence. The procedure for converting voltages to a symbol sequence can be simple. For example, the symbol "A" is entered into the sequence if the value of the voltage is greater than the median or the symbol "B" is entered if the voltage value is less than the median (note that the use of the median, rather than the mean, is statistically important). More elaborate procedures for generating a symbol sequence from a voltage are possible. A complicating clarification must be introduced, while the immediate emphasis here is on measures computed from symbol sequences, some of these measures, such as mutual information, can be recast in versions that utilize continuous variables such as voltages. Sequence sensitive measures of symbol sequences include topological entropy (Crutchfield and Packard, 1983) , metric entropy [also in Crutchfield and Packard (1983) ], forbidden word entropy (D'Alessandro and Politi, 1990) , context free grammar complexity (Jiménez-Montanó, 1984) , Lempel-Ziv complexity (Lempel and Ziv, 1976) , mutual information (Gallager, 1968; Cellucci et al., 2006) , n-th order entropy (Ebeling, 1997) , and conditional entropy (Steuer et al., 2001) . Xu et al. (1994) found that the forbidden word complexity of EEG data is sensitive to the participant's behavioral state (e.g., eyes open vs. eyes closed recording conditions), mental load, and sleep stage. Watanabe et al. (2003) found that EEG Lempel-Ziv complexity changes in response to work load and eyes open vs. eyes closed recording conditions. Symbol sequence complexity measures have also been used in the analysis of clinical EEG records including assessment of schizophrenia and depression (Li et al., 2008; Sabeti et al., 2009) , diagnosis of Alzheimer's disease (Abá-solo et al., 2006) , anesthetic depth (Fan et al., 2011) , and seizure detection (Hu et al., 2006) . Our limited literature review on symbolic dynamics did not locate papers using these methods in the analysis of EEG data obtained from TBI patients.
Analysis of causal relationships
The measures of functional connectivity described in Section "Functional Connectivity Measures" are used to establish the degree of association between two simultaneously recorded signals. However, these measures are insensitive to the direction of information movement. Measures of causal relationship extend the analysis of functional connectivity by addressing directionality. The operationalization of causality that was used to construct mathematical measures of directionality was published by Wiener in 1956 (Wiener, 1956 . Stated simply, if measuring Signal A improves the prediction of Signal B, then the process generating Signal A is, to some degree, a causal driver of the process generating Signal B. This relationship is not necessarily unidirectional, as measuring Signal B may also improve the prediction of Signal A. The relative magnitude of these relationships can be used to define net information flow.
Mathematical methods of assessing the direction of information movement fall into four groups: linear regression methods (Granger, 1969; Sims, 1972; Kaminski et al., 2011) , information theory methods (Kaneko, 1986; Vastano and Swinney, 1988; Schreiber, 2000) , frequency-domain methods (Baccalá and Frontiers in Human Neuroscience www.frontiersin.org Sameshima, 2001; Nolte et al., 2008) , and methods constructed with embedded data (Rulkov et al., 1995; Le Van Quyen et al., 1998 Arnhold et al., 1999) . There is a prior literature describing the application of these methods to scalp EEG signals (Inouye et al., 1983 (Inouye et al., , 1993 Mars and Lopes da Silva, 1983; Mars et al., 1985; Hesse et al., 2003; Chen et al., 2006b) . It would seem plausible to speculate that TBI alters network relationships, and that post-injury alterations of information flow direction would provide a sensitive assessment of CNS damage. Unfortunately, this optimistic anticipation has not been realized. To this end, several problems must be addressed. The first set of difficulties is specific to EEG analysis. Haufe et al. (2011) showed that because of volume conduction, all EEG channels drive each other. Their simulations indicate that Granger causality used with the usual statistical tests can lead to spurious relationships. The same authors subsequently constructed procedures that can, to a degree, address these difficulties (Haufe et al., 2013) . The second set of difficulties exists independently of the special problems associated with EEG. Namely, mathematical analysis shows that spurious identifications of causality can occur (He and Maekawa, 2001; Breitung and Swanson, 2002; Albo et al., 2004 ).
An additional complication should be considered: causal relationships are not static. Consider two processes, Process A and Process B. Suppose that Process A is a strong causal driver of Process B from time t 0 to time t 1 . Now suppose this relationship reverses and Process B is a strong driver of process A from time t 1 to time t 2 . If the analysis is conducted over time t 0 to time t 2 , evidence of any causal relationship may be lost. Therefore, the identification of transitions between domains of dynamical behavior is a first step in causal analysis. The identification of transitions between different dynamical regimes is not, however, as straightforward as one might suppose, and this characteristic difficulty is particularly true of EEG data. While noise contamination can be a main cause, the problem can be more subtle. For example, transitions in CNS activity form a temporal hierarchy (Kiebel et al., 2008; Perdikis et al., 2011a,b; Papo, 2013) , and a transition that is dynamically significant on a time scale of 1 s may not be significant on a time scale of 1 min (Rapp et al., 2013b) . Causal relationships will show similar time-scale dependence. Therefore, as is often the case, the translation of an elegant mathematical concept to practical application in EEG can be more difficult than initially anticipated.
Graph theory
Viewed mathematically, a network is a collection of nodes and edges (lines). When applied to EEG, the nodes are electrodes and the edges are the connections between them. There are three possible characterizations of edges. In the simplest case, the edge is either present or absent. This is implemented by selecting a connectivity measure from the previously described measures and selecting a threshold. A connection between two electrodes is deemed to be present if the connectivity measure's value exceeds the threshold and absent if the value is less than the threshold. A second possible characterization of an edge is a weighted edge where the strength of the connection between two electrodes is determined by the value of the selected connectivity measure. The third characterization of an edge is the directed edge where, in (2013b), Goh et al. (2014) addition to a weighting, the direction of information transfer is determined using a causality measure.
Once the geometry of the network has been determined, it is possible to use the methods of graph theory to provide a concise, quantitative description. The most commonly employed metrics are the clustering coefficient and the path length (Watts and Strogatz, 1998) . The validity of these measures in characterizing the CNS is suggested by Smit et al. (2008) . The investigators examined EEG records from 574 monozygotic or dizygotic twins and found that 46-89% of individual differences in the clustering coefficient and 37-62% of individual differences in path length are heritable. Alterations of network geometries as determined by EEG, magnetoencephalography (MEG), or MRI have been found in clinical populations, including TBI patients ( Table 7) .
Once again, however, initial enthusiasm must be tempered by analyses showing spurious identifications of network properties. Bialonski et al. (2011) examined binary networks (an edge is either present or absent) constructed by a simple threshold criterion. These results suggest that "small world" topologies in networks constructed from empirical data "may be partly or solely due to finite length and frequency content of time series." They suggest that random networks constructed from surrogate data may provide important comparisons for results obtained from multichannel EEG [surrogate data calculations are an important statistical procedure for validating the results obtained with experimental data, Theiler et al. (1992) , Prichard and Theiler (1994) ]. It should be noted, however, that inappropriately constructed surrogates can result in the false-positive rejection of the surrogate null hypothesis, that is, the procedure can indicate the presence of deterministic non-linear structure in a signal constructed from linearly filtered random numbers (Rapp et al., 2001) . Blinowska and Kaminski (2013) found that networks constructed from adirectional measures (correlation, coherence, mutual information, synchronization likelihood, transfer entropy) can result in spurious correlations. Indeed, they report that spurious correlations can outnumber true correlations. Giving all connections an equal weight (a binary network) exacerbates this problem. They recommend directional, causally dependent measures (directed transfer function, partial directed coherence), but as noted above volume conduction in the CNS introduces significant problems when directional measures are applied to EEG signals.
DISCUSSION CONTROVERSY WITHIN THE qEEG FIELD
The earlier literature describing the application of qEEG technologies in the assessment of TBI has been marked by strident disagreement. In 1989, Thatcher et al. published a study based on EEG records obtained from 608 patients with mTBI and 108 healthy control participants. In this study, qEEG-derived measures discriminated between the two groups with a sensitivity of 96.6% and specificity of 89.1% (as outlined presently, the reports of specificity require reconsideration). Subsequently, the same group constructed a qEEG-based Severity Index of TBI and obtained a sensitivity of 95.5% and specificity of 97% (Thatcher et al., 2001 ). In 1997, in part in response to the Thatcher et al. (1989) report, a highly critical review of clinical qEEG was published (Nuwer, 1997) . Nuwer concluded "on the basis of current clinical literature, opinions of most experts, and proposed rationales for their use, qEEG remains investigational for clinical use in post-concussion syndrome, mild or moderate head injury, learning disability, attention disorders, schizophrenia, depression, alcoholism, and drug abuse. . ." Nuwer continued, "Because of the very substantial risk of erroneous interpretations, it is unacceptable for EEG brain mapping or other qEEG techniques to be used clinically by those who are not physicians highly skilled in clinical EEG interpretation."
Vigorous responses to the 1997 Nuwer paper were published by Thatcher et al. (1999) , and by Hoffman et al. (1999) . The Nuwer paper has been an element in court actions, for example, County Court at Law No. 1, Travis County Texas, Cause No. 227,520. As summarized by Thatcher et al. (2003) , the judge in the Travis County case admitted qEEG evidence in a TBI case and denied admission of the 1997 Nuwer paper (see also Zawski v. Giggs). In 2005, Nuwer et al. returned to the subject and focused specifically on the application of qEEG in the assessment of TBI. Nuwer et al. concluded that "overall the disadvantages of qEEG panels and diagnostic discriminants presently outweigh the advantages of these studies in the diagnosis of MTBI." In spite of this assessment, qEEG as a potential TBI detection tool has still received a great deal of attention since Nuwer's 2005 paper. This more recent research argues against an unreservedly negative assessment of qEEG utility. Indeed, while the evidence supporting the sole use of qEEG (as defined by the TWG) for the assessment of mTBI is weak it would be unwarranted to conclude that EEG is not a valued metric in the search for the proper assessment protocol for mTBI. Upon expansion of the definition of "qEEG" to include other EEG-based datasets (e.g., ERPs and EPs), EEG will most likely be a necessary component of any assessment protocol for mTBI. In addition, evidence suggests that the value of qEEG in the assessment of mTBI will increase as the methods used in the analysis of these signals become more sophisticated.
Evidence supporting the value of more elegant analysis procedures for EEG in the assessment of mTBI comes in part from McCrea et al. (2010) , Prichep et al. (2012a,b) , and Tsirka et al. (2011) . Prichep et al. (2012a,b) and McCrea et al. (2010) used a modest EEG montage to collect short epochs of EEG that were subjected to rigorous artifact detection algorithms: traditional and non-traditional univariate and multivariate analysis procedures that feed into an informed data reduction protocol. This protocol controls for replicability, over-fitting, and cross-validation of metrics. In addition, we see the value of integration of various demographic, neurocognitive, and self-report datasets along with the physiological datasets to achieve increased sensitivity and specificity for assessment of mTBI. Tsirka et al. (2011) adds positive assessment value to this approach by using small world network metrics, which utilize mean power analysis, and synchronization likelihood parameters to assess suboptimal network organization in EEGs obtained from mTBI victims.
SPECIFICITY OF EEG BASED mTBI DETECTION
Published reports suggest that dynamical measures calculated from EEGs are altered following TBI, that is, the sensitivity of these measures to TBI is supported. Reports of high specificity must, however, be interpreted with care. While high specificities have been obtained in carefully constructed clinical studies, which compare TBI patients against healthy control participants, dynamical measures calculated from EEG records thus far are not specific to TBI. This lack of specificity is indicated by the results summarized in Table 8 . Altered EEG synchronization is observed following traumatic brain injury, but it is also observed in most neuropsychiatric disorders. Therefore, while it may be possible to discriminate between TBI patients and healthy individuals using these measures alone, it will probably not be possible to discriminate between TBI and depression, schizophrenia, or several other clinical conditions. Importantly, the absence of specificity does not preclude clinical utility of qEEG as an evaluation tool. Non-specific measures are particularly important in longitudinal assessment. The classical example is body temperature. Fever is non-specific, but body temperature is nonetheless a central clinical measure. Nevertheless, an important technical point on reliability must be emphasized here. Temperature would not be an effective longitudinal measure if it varied randomly between 85°and 105°. Stated differently, meaningful longitudinal application requires acceptable test-retest reliability. To date, very few test-retest reliability studies of dynamical measures calculated from EEGs have been published. Thus, systematic test-retest determinations in healthy participants are essential next steps in the construction of a clinically useful qEEG technology.
RELIABILITY OF qEEG MEASURES
The reliability of quantitative EEG measures is crucial to their clinical utility. This has been recognized at least since the pioneering work of Kennard and Schwartzman (1957) . Nonetheless, test-retest reliabilities are not typically reported and this deficiency is a significant factor limiting the widespread application of qEEG. EEG reliabilities depend on the electrode site(s), the kind of electrode technology used, the frequency band, sampling frequency, the resolution of the digitizer, the duration of the recording epoch, the behavioral task implemented during the recording, the qEEG measure computed, the procedure used to compute it, and the retest interval. Additionally, there has been Frontiers in Human Neuroscience www.frontiersin.org Barry et al. (2002 Barry et al. ( , 2003 Barry et al. ( , 2005 Alcohol abuse Thatcher et al. (1999 Thatcher et al. ( , 2001 , Thatcher (2000 Thatcher ( , 2006 no agreement in the literature concerning the choice of statistical measure used to quantify EEG reliability. Measures that have been used in EEG studies include Cornbach alpha (Burgess and Gruzelier, 1993; Lund et al., 1995) , rank correlation (Gasser et al., 1985; , intraclass correlation coefficient (Fein et al., 1983; Tomarken et al., 1992; Gudmussen et al., 2007; Ambrosius et al., 2008; Gram et al., 2014) , Pearson correlation coefficient (Fein et al., 1984; Salinsky et al., 1991; Tomarken et al., 1992; Kondacs and Szabo, 1999 ), Fisher's r (Pollock et al., 1991) , two-way analysis of variance (Sloan and Fenton, 1993) , coefficient of variation (Maltez et al., 2004; Fingelkurts et al., 2006) , and the coefficient of determination (Fingelkurts et al., 2006) . This diversity of statistical analysis has made it impossible to obtain a clear understanding of the reliability of many qEEG measures. We recommend using the intraclass correlation coefficient to report test-retest reliability. Several considerations have motivated this recommendation including the intraclass correlation coefficient's immediate relationship to the standard error of measurement and the minimal detectable difference. These variables in turn help inform the identification of the minimal clinically important difference, where it is explicitly recognized that clinical significance is determined only in part by statistical significance (Jaeschke et al., 1989; Crosby et al., 2003) . Important conditions should be met when using the intraclass correlation coefficient in reliability studies. This is not a single measure but a class of measures. Shrout and Fleiss (1979) constructed six intraclass correlation measures and McGraw and Wong (1996) constructed ten. The choice of intraclass correlation coefficient is crucial to the analysis. Depending on the formula used, large differences in the numerical value of the coefficient can be obtained with the same data. Guidelines for the choice of appropriate statistical model for a given study, and hence the choice of the appropriate intraclass correlation coefficient, are given in Müller and Büttner (1994) who included a decision tree to summarize the selection process. As noted by Krebs (1986) , it is therefore essential to identify the form of coefficient when reporting results. A specification of the coefficient's confidence interval is also a critical element in the data report (Stratford, 1989) . Identification of the confidence interval is important because the interval must be considered when interpreting the coefficient. For example, Morrow and Jackson (1993) have shown that a high value of the coefficient, which suggests that the measure is reliable, can have a large confidence interval, which argues against this interpretation. Donner and Wells (1986) provide a comparison of procedures for constructing confidence intervals for the coefficient. We suggest the Wald method that was used by Zou (2012) to construct an Frontiers in Human Neuroscience www.frontiersin.org algorithm for estimating the sample size required in studies that use the intraclass correlation coefficient as the statistical measure of reliability. Two additional issues should be considered in reliability studies. First, reliability is population dependent. A measure that presents adequate reliability in one population may fail to do so in a different population. Examples are found in a study of EEG reliability (Lund et al., 1995) comparing healthy controls and schizophrenics and in a study by Fein et al. (1983) that compared EEG reliabilities obtained with healthy controls and dyslexic participants. Population-dependent determination of reliability is particularly important in the investigation of traumatic brain injury because it has long been recognized that high variability is a characteristic of an injured CNS (Head, 1926; Bleiberg et al., 1997) . Second, distributions presented by EEG measures can be markedly non-normal (Gasser et al., 1982) . Non-normal distributions can reduce test-retest reliability (Dunlap et al., 1994) . have shown that a transformation to a near normal distribution can improve EEG test-retest reliability.
CONCLUSION AND RECOMMENDATIONS ELECTROPHYSIOLOGICAL ASSESSMENT AND mTBI DETECTION
Based on our critical evaluations of qEEG as an mTBI assessment tool, the following general conclusions are made:
1. qEEG provides, at best, an imperfect assessment of mTBI. The published literature does indicate, however, that it can be an important complement to other assessment procedures. 2. TBI is not a discrete clinical entity. Different injury events can initiate very different pathophysiological processes. It follows that, just as there is not a single test for cancer, there is not a single test for TBI. 3. Reports of high specificity of qEEG evaluations of TBI must be interpreted with care. High specificities have been reported in carefully constructed clinical studies in which healthy control participants were compared against a carefully selected TBI population. The published literature indicates, however, that similar abnormalities in qEEG measures are observed in other neuropsychiatric disorders. While it may be possible to distinguish a clinical patient form a healthy control with this technology, these measures are unlikely to discriminate between, for example, major depressive disorder, bipolar disorder, or TBI. The specificities observed in these clinical studies may well be lost in real world clinical practice. 4. The absence of specificity does not preclude clinical utility. Efficacy as a longitudinal clinical measure does, however, require acceptable test-retest reliability. To date, very few test-retest reliability studies have been published with qEEG data obtained from TBI patients. This is a particular concern because high variability is a known characteristic of the injured CNS. 5. Specific measures and analysis methods were qualitatively assessed based on the degree of testing in mTBI patients, the usefulness for mTBI detection as a unique entity, and the usefulness as a component in a discriminant function for mTBI detection. Table 9 provides a summary of our findings. For example, spectral analysis has been tested extensively in mTBI patients, but its usefulness as a mTBI detection tool (in isolation) is low. The usefulness of spectral analysis as a component in a discriminant function, however, is more promising. Note that some methods require additional investigation before qualitative scores of usefulness can be assigned, but the TWG considers the methods to hold considerable promise.
RECOMMENDATIONS FOR RESEARCH AND CONTINUED ADVANCED DEVELOPMENT
The qEEG TWG recommends the following actions to best advance qEEG and other electrophysiological assessment methods as mTBI detection tools:
1. Reliability in a healthy population is a necessary, but not sufficient, property of a useful clinical measure. Systematic testretest reliability studies of qEEG measures should be conducted as the first step in the rigorous development of a clinical qEEG technology. Reliability must be established for each candidate measure. 2. We define the clinical validity of a measure as its ability to discriminate between a clinical population and healthy controls and, ideally, its ability to discriminate between different clinical populations. For any given measure, systematic validity studies are required once reliability has been established as outlined in the first recommendation. In the first instance, these studies should compare results obtained with well characterized TBI patients and healthy controls. If the results of these studies are positive, they can be expanded to include other psychiatric populations.
Evidence indicates that ERPs can identify abnormalities in cases
where EEGs alone are non-disclosing. It should be noted that the same signal amplifiers are used for EEGs and ERPs. Thus, there is no technical barrier to incorporating ERP measurements in an EEG evaluation, as long as careful considerations are made to ensure precise time-locking between stimulus and recording instrumentation. Reliability and validity evaluations must also be performed with ERP-derived measures.
Frontiers in Human Neuroscience www.frontiersin.org 4. The mathematical methods used in signal analysis in other application areas have expanded enormously during the past 30 years. Important growth areas include non-linear dynamical analysis, complexity measures, analysis of causal interactions, graph theory, and information dynamics. These methods have received limited application in the analysis of EEG records obtained from TBI patients. It seems possible that, as was the case in other research domains, the systematic application of these methods in the analysis of mTBI will be similarly useful. The standard mathematical procedures used in the characterization of mTBI EEG abnormalities should be expanded to incorporate these methods of analysis. 5. Reliability and validity study data should, following deidentification, be made available on a publically accessible website for download and reanalysis by other investigators. As this is standard practice in genomics research and astronomy, it should also be standard practice in neuropsychiatry. This recommendation is motivated in part by the rapid advances being made in signal analysis. Public access to well documented EEG records will make it possible for investigators throughout the world to test the reliability and validity of new mathematical measures as they are developed. 6. As argued in the second conclusion, the diversity of underlying neuropathology in the TBI population precludes the development of a single test for TBI. As a potential solution, an integrated neuropsychiatric assessment platform can be developed that will permit simultaneous acquisition of EEG records including ERPs, heart rate variability data, and eye tracking records during a neuropsychological assessment. This system should include an onboard signal analysis capability and be capable of incorporating additional data types including genomic, epigenetic, proteomic/biomarker, and imaging data. The result would be a comprehensive, statistically valid characterization of the CNS.
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