Abstract. We have investigated shot noise suppression as a function of bias current in gallium arsenide and siUcon p-n junctions, focusing on the effect of generation-recombination phenomena. The availability of the cross-correlation technique and of ultra-low-noise ampUfiers has allowed us to significantly extend the range of bias values for which residts were available in the literature. We have then developed a numerical model, based on the Monte Carlo method, which provides a qualitative explanation of the observed noise behavior, and, with the adjustment of a fitting parameter, exhibits satisfactory agreement with the experimental results.
INTRODUCTION
Shot noise in p-n junctions should in principle be close to the ideal value predicted by Schottky's theorem [1] . As however demonstrated both theoretically [2, 3, 4] and experimentally [5] , when a large contribution to the current is due to charge recombination in the depletion region, shot noise is significantly suppressed.
Previous experimental results [5] have been obtained at low temperature and for relatively large current values (> 10^^ A), but a suppression of shot noise can in principle be observed, even at room temperature and at lower currents.
In this work, we present the results of measurements performed at room temperature on three different p-n junctions by means of the cross-correlation technique, which has allowed us to investigate noise levels well below those already studied in the literature. In particular, we have focused our attention on a GaAs diode and a commercial silicon diode (1N4007) with ideality factor approximately equal to 1.6, and on a silicon diode with an ideality factor equal to 1 over many current decades [8] . The experimental data have then been compared with results obtained from numerical simulations based on a specifically devised Monte Carlo procedure.
MEASUREMENTS AND NUMERICAL MODEL
We have performed an investigation of the behavior of the Fano factor over a wide range of current values, including the low injection regime; this has been made possible as a result of a particular implementation of the cross-correlation technique, a detailed description of which can be found in [6] . In general, the cross-correlation approach consists in using two different and independent amphfication channels and then computing the CPn29, Noise andFluctuaUons, 20"" International Conference (ICNF 2009) edited by M. Macucci and G. Bassocross-correlation of the outputs of the two channels, in order to suppress the components of the amplifier noise that are uncorrelated. In our specific implementation, the device under test is connected in series between the inputs of the two amplifiers, with the aim of minimizing contributions for the equivalent input current noise sources.
In order to quahtatively explain the noise generating mechanism in non-ideal p-n junctions, we have developed a simple numerical model based on Monte Carlo simulations. In particular, let us consider a single story, lasting ttot seconds. At each time step At, one can observe three possible events in correspondence of the anode : 1) a thermionic electron reaches the anode; 2) a recombined electron arrives; 3) no electron arrival occurs.
From a numerical point of view, this can be modelled as follows: at each time step, a random variable x with uniform distribution is generated. If 0 < x < XA (A interval) a thermionic emission has occurred, if XA < x < xg (B interval) a recombination is attempted, while in the case of XB < x < 1 (C interval) no carrier emission happens (inset of Fig. 1 ).
Let us discuss in detail case 2), which refers to an electron with the following history: the electron is injected into the conduction band; it recombines via a trap in the valence band; it reaches the anode. We impose the further constraint that the trap can be occupied by only one electron at a time. For each recombination event, another random variable T, with mean exponential distribution and with value equal to T, is extracted: T is the time the traps involved in the recombination process will be occupied.
For what concerns instead the power spectral density S(0) at low frequency, it is computed by means of Milatz's theorem [7] . In particular, if Mot is the sum of the thermionic and recombination events occurring during ttou S{0) reads:
Hot where varjA^tot} is the variance of Mot computed over a record of 10000 stories.
A key issue is the definition of the A and B intervals which specify the relative weight of the thermionic and recombination components, respectively, that make up the total current IF-The thermionic component ID is due to the electrons which manage to overcome the barrier at the junction, and the recombination current IR is due to electrons which recombine with holes via recombination centers [9] . Such components are defined by the expressions
where q is the elementary charge, kg is the Boltzmann constant, T is the temperature, and V is the bias voltage, while IQD and IQR represent the diffusion and recombination saturation currents, respectively. IQD and IQR can be extracted from the I-V characteristic, by means of a least mean square fitting procedure. Once obtained, we can compute the ratio between the recombination current and the thermionic current R{IF) = IR/ID-Since ID is unambiguously determined by XA {ID = qxA/At), XB -XA can be expressed as XB-XA= RlD^t/q, obtaining the widths of the intervals at different injection regimes. The quantity XA can then be 
RESULTS
We have applied the above described numerical model to three different diodes: a GaAs diode, a commercial silicon 1N4007 diode, and a quasi-ideal sihcon diode manufactured by ST Microelectronics [8] , whose I -V characteristics are shown in 
where Sspe is the measured shot noise value at the current /. The only fitting parameter used in the simulation is represented by the mean capture time (T), i.e. 9 ps for the GaAs diode and 3 ps for the 1N4007 diode. We observe the expected full shot noise for the quasi-ideal diode, while shot noise is suppressed in the other cases. As can be seen, the implemented models manage to quantitatively reproduces experimental results for the 1N4007 diode, while some discrepancy is present for the GaAs diode. However, also in this case, the quahtative behavior of the Fano factor is recovered by the very simple statistical process that has been proposed.
CONCLUSIONS
Accurate measurements of the shot noise suppression factor have been performed over 4 decades of current on three different types of p-n junctions: a GaAs diode, a commercial 1N4007 diode, and a quasi-ideal silicon diode. Except for the case of the quasi-ideal diode, a suppression of shot noise depending on the bias current has been observed, confirming previous results and extending them to a wider current range. Such a suppression has been attributed to carrier recombination phenomena, which have been modeled by means of a simple Monte Carlo approach. The results of the simulations, which depend on a single fitting parameter, do reproduce the quahtative behavior of the experimental data and are also in satisfactory quantitative agreement. Further work is needed to refine the model with the inclusion of direct recombination mechanisms and of the dependence of the trap occupation time on the bias voltage.
