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BI-BOOLEAN INDEPENDENCE FOR PAIRS OF ALGEBRAS
YINZHENG GU AND PAUL SKOUFRANIS
Abstract. In this paper, the notion of bi-Boolean independence for non-unital pairs of algebras is intro-
duced thereby extending the notion of Boolean independence to pairs of algebras. The notion of B-(ℓ, r)-
cumulants is defined via a bi-Boolean moment-cumulant formula over the lattice of bi-interval partitions, and
it is demonstrated that bi-Boolean independence is equivalent to the vanishing of mixed B-(ℓ, r)-cumulants.
Furthermore, some of the simplest bi-Boolean convolutions are considered, and a bi-Boolean partial η-
transform is constructed for the study of limit theorems and infinite divisibility with respect to the additive
bi-Boolean convolution. In particular, a bi-Boolean Le´vy-Hincˇin formula is derived in perfect analogy with
the bi-free case, and some Bercovici-Pata type bijections are provided. Additional topics considered include
the additive bi-Fermi convolution, some relations between the (ℓ, r)- and B-(ℓ, r)-cumulants, and bi-Boolean
independence in an amalgamated setting.
The last section of this paper also includes an errata that will be published with this copy of the paper.
1. Introduction
By the classification work [16, 25] there are only three symmetric notions of universal independences:
classical independence, free independence, and Boolean independence [26]. From a combinatorial point of
view, the main difference between these notions of independence is the lattice of partitions used to describe
the moment-cumulant formula. The entire lattice of partitions is required to study classical independence
whereas one restricts to the non-crossing partitions and further restricts to the interval partitions to study
free independence and Boolean independence respectively.
Recently in [27], Voiculescu introduced bi-free probability as a generalization of free probability to enable
the study of non-commutative left and right actions of algebras on a reduced free product space simultane-
ously. To study bi-free probability via moment-cumulant formula, permutations of the lattice of non-crossing
partitions, known as bi-non-crossing partitions, are used. Since its inception, the theory has attracted a lot
of attention and quickly developed by the substantial work of various authors. For a summary of the current
stage of bi-free probability, we refer to the survey [29] by Voiculescu himself and the references therein.
These notions of independence implement the use of a single state. By adding an additional state, ex-
tensions may be obtained. For example, the notion of conditionally free independence [5, 6] includes both
free independence and Boolean independence as special cases by choosing the states appropriately. In our
previous paper [11], the notion of conditionally bi-free independence was introduced as an extension of bi-
free independence to the two-state setting and as an extension of conditionally free independence to pairs
of algebras. By selecting pairs of states in the same manner as one does to obtain Boolean independence
from conditional free independence, a notion of Boolean independence for pairs of algebras, called bi-Boolean
independence, is obtained as a specific instance of conditional bi-free independence. The main purpose of
this paper is to study bi-Boolean independence as an avenue for better understanding bi-free independence
and as bi-Boolean independence is an intriguing case of conditional bi-free independence.
Excluding this introduction, this paper has seven sections organized as follows. In Section 2, several
notions of non-commutative independences are recalled; namely free, Boolean, c-free, bi-free, and c-bi-free
independences, with an emphasis on the combinatorial aspects and moment-cumulant formulae.
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In Section 3, the notion of bi-Boolean independence for pairs of algebras is introduced as a rule of
calculating mixed moments and is related to c-bi-free independence. The lattice of bi-interval partitions
is introduced, from which the family of B-(ℓ, r)-cumulants can be defined. It is then demonstrated that
B-(ℓ, r)-cumulants have the required vanishing property and thus can be used to characterize bi-Boolean
independence.
In Section 4, some of the simplest bi-Boolean convolutions are considered. In particular, a bi-Boolean
partial η-transform is constructed (which linearizes the additive bi-Boolean convolution) and a functional
equation is derived relating it to the Cauchy transform. On the other hand, a slight curiosity arises when
multiplication is involved as one needs to decide whether to use the usual multiplication or the opposite
multiplication on the right variables. As it is not clear which multiplication is preferred, both convolutions
will be studied, and it is demonstrated how the reduced bi-Boolean partial η-transform can be used to obtain
the convolved distributions. However, it is not known whether there is a corresponding transform with the
multiplicative property.
In Section 5, various limit theorems with respect to the additive bi-Boolean convolution are considered.
Due to the fact that the additive bi-Boolean convolution is really just a special case of the additive c-bi-free
convolution as studied in [11, Section 6], only the statements are presented for illustration purposes. In
particular, infinite divisibility is addressed and a bi-Boolean Le´vy-Hincˇin formula is derived which, together
with the work of [13], naturally leads to a two-dimensional Bercovici-Pata bijection. Although every proba-
bility measure on R is infinitely divisible with respect to the additive Boolean convolution, the same is not
true for probability measures on R2 with respect to the additive bi-Boolean convolution.
In Section 6, another special case of the additive c-bi-free convolution, called the additive bi-Fermi convo-
lution, is considered as the two-dimensional version of the notion of additive Fermi convolution introduced
in [18]. It is shown that the extension from Fermi convolution to bi-Fermi convolution is completely anal-
ogous to the extension from Boolean convolution to bi-Boolean convolution from both combinatorial and
analytic viewpoints. In particular, the two notions (i.e., bi-Boolean and bi-Fermi) coincide under special
circumstances.
In Section 7, the (general) bi-free R-transform and bi-Boolean η-transform are studied in an algebraic
framework for two-faced families of non-commutative random variables. The coefficients of these transforms
are, by definition, (ℓ, r)- and B-(ℓ, r)-cumulants of such families, and an explicit formula is derived relating
these coefficients. Moreover, two bijections are defined and studied analogous to the results in [1], and a
special property of one of these bijections is proved. Consequently, another multiplicative bi-free convolution
is re-considered where the usual multiplication is used on the left variables and the opposite multiplication
is used on the right variables.
Finally, in Section 8, the notion of bi-Boolean independence is extended to an amalgamated setting.
Operator-valued bi-Boolean cumulants are defined and shown to linearize operator-valued bi-Boolean inde-
pendence as expected. Moreover, an operator-valued bi-Boolean partial η-transform is constructed, which is
a function of two variables, and a functional equation relating it to the moment series is presented.
2. Preliminaries
In this section, we briefly review several notions of independence that are relevant to this paper. The
main purpose is to develop notations that will be used later, and we shall only discuss the combinatorial
aspects of the theories; namely the corresponding cumulants and moment-cumulant formulae.
2.1. Free, Boolean, and c-free independences. We begin with free and Boolean independences.
Definition 2.1. Let (A, ϕ) be a non-commutative probability space.
(1) A family {Ak}k∈K of unital subalgebras of A is said to be freely independent with respect to ϕ if
ϕ(a1 · · ·an) = 0
whenever aj ∈ Akj , kj ∈ K, k1 6= · · · 6= kn, and ϕ(aj) = 0 for all 1 ≤ j ≤ n.
(2) A family {Ak}k∈K of subalgebras of A is said to be Boolean independent with respect to ϕ if
ϕ(a1 · · · an) = ϕ(a1) · · ·ϕ(an)
whenever aj ∈ Akj , kj ∈ K, and k1 6= · · · 6= kn.
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Note that if A1 and A2 are two Boolean independent unital subalgebras in (A, ϕ), then for all a ∈ A1
and n ≥ 1
ϕ(an) = ϕ(a1a1 · · ·a1) = ϕ(a)ϕ(1)ϕ(a)ϕ(1) · · ·ϕ(a)ϕ(1) = ϕ(a)n.
Similarly ϕ(bn) = ϕ(b)n for all b ∈ A2. In this case, the independence is rather trivial, and hence we restrict
to non-unital subalgebras. For the same reason, the notion of bi-Boolean independence will be defined for
non-unital pairs of algebras.
For the combinatorial approach, the main idea is to express moments in terms of other quantities, called
cumulants, by summing over certain partitions.
Definition 2.2. Let π = {V1, . . . , Vr} be a partition of {1, . . . , n}.
(1) The partition π is said to be crossing if there exist a < b < c < d such that a, c ∈ Vi, b, d ∈ Vj , and
Vi 6= Vj . If π is not crossing, then it is said to be non-crossing. The set of non-crossing partitions
of {1, . . . , n} is denoted by NC(n).
(2) A block Vi of π is said to be an interval if Vi is of the form Vi = {k, k + 1, . . . , k + ℓ} for some
k ≥ 1 and 0 ≤ ℓ ≤ n − k. The partition π is said to be an interval partition if every block of π is
an interval. The set of interval partitions of {1, . . . , n} is denoted by I(n).
If a1, . . . , an are random variables in a non-commutative probability space (A, ϕ) and V = {v1 < · · · < vs}
is a block of some partition of {1, . . . , n}, then we set (a1, . . . , an)|V := (av1 , . . . , avs). The free and Boolean
cumulants are recursively defined as follows.
Definition 2.3 ([24,26]). Let (A, ϕ) be a non-commutative probability space. The families of free cumulants
and Boolean cumulants with respect to ϕ are respectively the families of multilinear functionals
{κn : An → C}n≥1 and {Bn : An → C}n≥1
uniquely determined by the requirements that for all n ≥ 1 and a1, . . . , an ∈ A
ϕ(a1 · · · an) =
∑
π∈NC(n)
κπ(a1, . . . , an) and ϕ(a1 · · · an) =
∑
π∈I(n)
Bπ(a1, . . . , an)
where
κπ(a1, . . . , an) =
∏
V ∈π
κ|V |((a1, . . . , an)|V ) and Bπ(a1, . . . , an) =
∏
V ∈π
B|V |((a1, . . . , an)|V ).
Given a partition π = {V1, . . . , Vr} of {1, . . . , n} with blocks Vi = {vi,1 < · · · < vi,si}, set
ϕπ(a1, . . . , an) :=
r∏
i=1
ϕ(avi,1 · · · avi,si ).
For π1 ∈ NC(n) and π2 ∈ I(n), we obtain via Mo¨bius inversions (see [24, 26]) that
κπ1(a1, . . . , an) =
∑
σ1∈NC(n)
σ1≤π1
ϕσ1(a1, . . . , an)µNC(σ1, π1)
Bπ2(a1, . . . , an) =
∑
σ2∈I(n)
σ2≤π2
ϕσ2(a1, . . . , an)µI(σ2, π2),
where σ ≤ π denotes σ is a refinement of π, µNC and µI denote the Mo¨bius functions on the lattices NC
and I of all non-crossing partitions and all interval partitions respectively.
One of the main advantages for switching from moments to cumulants is that the corresponding indepen-
dence is much easier to describe on the level of cumulants. More specifically, a family {Ak}k∈K of unital
(respectively non-unital) subalgebras in a non-commutative probability space (A, ϕ) is freely (respectively
Boolean) independent with respect to ϕ if and only if κn(a1, . . . , an) = 0 (respectively Bn(a1, . . . , an) = 0)
whenever n ≥ 2, aj ∈ Akj , and there exist i and j such that ki 6= kj (see [24, 26]).
Consider now the framework where A is a unital algebra equipped with two unital linear functionals ϕ
and ψ. In this setting, Boz˙ejko, Leinert, and Speicher [5, 6] introduced the notion of c-free independence as
follows.
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Definition 2.4. Let (A, ϕ, ψ) be a two-state non-commutative probability space. A family {Ak}k∈K of
unital subalgebras of A is said to be conditionally freely independent (c-free for short) with respect to (ϕ, ψ)
if
(1) ψ(a1 · · · an) = 0,
(2) ϕ(a1 · · · an) = ϕ(a1) · · ·ϕ(an)
whenever aj ∈ Akj , kj ∈ K, k1 6= · · · 6= kn, and ψ(aj) = 0 for all 1 ≤ j ≤ n.
Note that c-free independence with respect to (ϕ, ψ) automatically implies free independence with respect
to ψ, and hence implies the vanishing of mixed free cumulants. To characterize c-free independence in terms
of cumulants, another family is required.
Definition 2.5. Given π ∈ NC(n), a block V of π is said to be inner if there exists another block W of π
and a, b ∈ W such that a < v < b for some (hence all) v ∈ V . A block of π is said to be outer if it is not
inner.
Definition 2.6 ([5, 6]). Let (A, ϕ, ψ) be a two-state non-commutative probability space. The family of
c-free cumulants with respect to (ϕ, ψ) is the family of multilinear functionals {Kn : An → C}n≥1 uniquely
determined by the requirement that for all n ≥ 1 and a1, . . . , an ∈ A
ϕ(a1 · · · an) =
∑
π∈NC(n)
Kπ(a1, . . . , an)
where
Kπ(a1, . . . , an) =
 ∏
V ∈π
V inner
κ|V |((a1, . . . , an)|V )

 ∏
V ∈π
V outer
K|V |((a1, . . . , an)|V )

and {κn : An → C}n≥1 denotes the family of free cumulants with respect to ψ.
The notion of c-free independence can now be described as the vanishing of mixed free and c-free cumulants
(see [5]).
2.2. Bi-free and c-bi-free independences. Bi-free independence was introduced by Voiculescu [27] as
a generalization of free independence for pairs of algebras, where a pair of algebra in a non-commutative
probability space (A, ψ) is an ordered pair (Aℓ,Ar) of subalgebras of A. We call Aℓ the left algebra and
Ar the right algebra of the pair (Aℓ,Ar). In [11], we introduced the notion of c-bi-free independence for
pairs of algebras in the setting of a two-state non-commutative probability space (A, ϕ, ψ) such that c-bi-free
independence reduces to bi-free independence when ϕ = ψ and reduces to c-free independence when only left
or only right algebras are considered. For the theoretical definitions of bi-free and c-bi-free independences
in terms of actions on a reduced free product space, we refer to [27, Definition 2.6] and [11, Definition 3.4]
respectively. To describe the mixed moments of a family {(Ak,ℓ,Ak,r)}k∈K of pairs of algebras and the
corresponding cumulants, we introduce the following definitions and notations.
Throughout the rest, a map χ : {1, . . . , n} → {ℓ, r} is used to designate whether the jth random variable
in a sequence of n random variables is a left variable (when χ(j) = ℓ) or a right variable (when χ(j) = r),
and a map ω : {1, . . . , n} → K is used to designate the index in K of the jth random variable. Given a
map χ : {1, . . . , n} → {ℓ, r} with χ−1({ℓ}) = {i1 < · · · < ip} and χ−1({r}) = {ip+1 > · · · > in}, define a
permutation sχ on {1, . . . , n} by sχ(j) = ij for 1 ≤ j ≤ n, and define a total order ≺χ on {1, . . . , n} by
i1 ≺χ · · · ≺χ in. A subset V ⊂ {1, . . . , n} is said to be a χ-interval if it is an interval with respect to ≺χ. In
addition, we define min≺χ(V ) and max≺χ(V ) to be the minimal and maximal elements of V with respect to
≺χ respectively.
Definition 2.7. A partition π of {1, . . . , n} is said to be bi-non-crossing (with respect to χ) if s−1χ ·π ∈ NC(n);
that is, the partition formed by applying s−1χ to the blocks of π is a non-crossing partition. Equivalently,
π is a non-crossing partition with respect to ≺χ. The set of bi-non-crossing partitions with respect to χ
is denoted by BNC(χ), which is a lattice and the minimal and maximal elements (with respect to ≤) are
denoted by 0χ and 1χ respectively.
BI-BOOLEAN INDEPENDENCE FOR PAIRS OF ALGEBRAS 5
Bi-non-crossing partitions corresponding to a given map χ : {1, . . . , n} → {ℓ, r} can be represented
diagrammatically by placing n nodes labelled 1 to n on two vertical dashed lines from top to bottom in
increasing order with node j on the left or right depending on whether χ(j) = ℓ or χ(j) = r, and connecting
the nodes which are in the same block using only horizontal and vertical lines in a non-crossing way. Moreover,
given a bi-non-crossing partition π ∈ BNC(χ), the vertical segment of a block V of π will be referred to as
the spine of V and the horizontal segments connecting the nodes to the spine of V will be referred to as the
ribs of V . To introduce the corresponding cumulants, we need the following analogues of inner and outer
blocks.
Definition 2.8. Given χ : {1, . . . , n} → {ℓ, r} and π ∈ BNC(χ), a block V of π is said to be interior if there
exists another block W of π such that min≺χ(W ) ≺χ min≺χ(V ) and max≺χ(V ) ≺χ max≺χ(W ). A block of
π is said to be exterior if it is not interior.
Definition 2.9 ([11, 15]). Let (A, ϕ, ψ) be a two-state non-commutative probability space. The families of
(ℓ, r)-cumulants and c-(ℓ, r)-cumulants with respect to ψ and (ϕ, ψ) are respectively the families of multilinear
functionals
{κχ : An → C}n≥1,χ:{1,...,n}→{ℓ,r} and {Kχ : An → C}n≥1,χ:{1,...,n}→{ℓ,r}
uniquely determined by the requirements that for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and a1, . . . , an ∈ A
ψ(a1 · · ·an) =
∑
π∈BNC(χ)
κπ(a1, . . . , an) and ϕ(a1 · · · an) =
∑
π∈BNC(χ)
Kπ(a1, . . . , an)
where
κπ(a1, . . . , an) =
∏
V ∈π
κχ|V ((a1, . . . , an)|V ) and
Kπ(a1, . . . , an) =
 ∏
V ∈π
V interior
κχ|V ((a1, . . . , an)|V )

 ∏
V ∈π
V exterior
Kχ|V ((a1, . . . , an)|V )
 .
Since BNC(χ) inherits a special lattice structure from the set of all partitions of {1, . . . , n}, for π ∈ BNC(χ)
we obtain via Mo¨bius inversion (see [8]) that
κπ(a1, . . . , an) =
∑
σ∈BNC(χ)
σ≤π
ψσ(a1, . . . , an)µBNC(σ, π),
where µBNC denotes the Mo¨bius function on the lattice BNC of all bi-non-crossing partitions. Due to similar
lattice structures, we have that µBNC(σ, π) = µNC(s−1χ · σ, s−1χ · π) for σ, π ∈ BNC(χ).
To obtain a moment formula and vanishing characterization for bi-free and c-bi-free independences, the
following sets of shaded diagrams and terminology are required.
Definition 2.10. Let n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K be given. Assign a shade to
each k ∈ K.
(1) The set LR(χ, ω) of shaded LR-diagrams is recursively constructed as follows.
• For n = 1, LR(χ, ω) consists of two vertical dashed lines with a single node shaded ω(1) on
the left or right depending on whether χ(1) = ℓ or χ(1) = r. Then either this node remains
isolated or a rib and spine shaded ω(1) are drawn connecting to the top of the diagram.
• For n ≥ 2, let χ0 = χ|{2,...,n} and ω0 = ω|{2,...,n}. Each diagram D ∈ LR(χ0, ω0) extends to
two diagrams in LR(χ, ω) via the following process: Add to the top of D a node shaded ω(1)
on the side corresponding to χ(1) and extend all spines of D to the top. If at least one spine
was extended and the spine nearest to the new node is shaded ω(1), then connect the nearest
spine to the node with a rib and choose to either extend the spine to the top or not. Otherwise
leave the new node isolated, or connect the new node with a rib to a new spine shaded ω(1) to
the top.
For 0 ≤ k ≤ n, let LRk(χ, ω) denote the subset of LR(χ, ω) with exactly k spines reaching the top.
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(2) For 0 ≤ m ≤ n, let LRlatcapm (χ, ω) denote the set of all diagrams with m strings reaching the top
that can be obtained from some diagram D ∈ LRk(χ, ω) for some k ≥ m by removing potions of
spines in D either between ribs or between a rib and the top of the diagram. For D′ ∈ LRlatcapm (χ, ω)
and D ∈ LRk(χ, ω), D′ is said to be a lateral capping of D, denoted D ≥latcap D′, if D′ = D or D′
can be obtained from D by removing potions of spines. Moreover, let
LRlatcap(χ, ω) =
n⋃
m=0
LRlatcapm (χ, ω).
(3) For D ∈ LRlatcapm (χ, ω), let |D| = (number of blocks of D) +m.
Finally, if a1, . . . , an are random variables in a two-state non-commutative probability space (A, ϕ, ψ),
and D ∈ LRlatcap(χ, ω) with blocks V1, . . . , Vp whose spines do not reach the top and W1, . . . ,Wq whose
spines reach the top, writing Vi = {vi,1 < · · · < vi,si} and Wj = {wj,1 < · · · < wj,tj} we set
ϕD(a1, . . . , an) :=
p∏
i=1
ψ(avi,1 · · ·avi,si )
q∏
j=1
ϕ(awj,1 · · ·awj,tj ).
Under the above notation, the following moment type characterization and vanishing of mixed cumulants
characterization were established in [11, Theorems 4.1 and 4.8]. Note that in equation (1) below, the notation
σ ≤ ω denotes σ is a refinement of the partition induced by ω with blocks {ω−1({k})}k∈K .
Theorem 2.11. A family {(Ak,ℓ, Ak,r)}k∈K of pairs of algebras in a two-state non-commutative probability
space (A, ϕ, ψ) is c-bi-free with respect to (ϕ, ψ) if and only if
(1) ψ(a1 · · · an) =
∑
π∈BNC(χ)
 ∑
σ∈BNC(χ)
π≤σ≤ω
µBNC(π, σ)
ψπ(a1, . . . , an)
and
(2) ϕ(a1 · · ·an) =
∑
D∈LRlatcap(χ,ω)
 ∑
D′∈LR(χ,ω)
D′≥latcapD
(−1)|D|−|D′|
ϕD(a1, . . . , an)
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a1, . . . , an ∈ A with aj ∈ Aω(j),χ(j).
Equivalently, for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and aj as above, we have that
κχ(a1, . . . , an) = Kχ(a1, . . . , an) = 0
whenever ω is not constant.
3. Bi-Boolean independence
In this section, the notions of bi-Boolean independence and B-(ℓ, r)-cumulants are introduced.
3.1. Definition and connection with c-bi-free independence. Unlike bi-free and c-bi-free indepen-
dences, the definition of bi-Boolean independence is given as a (more straightforward) rule of calculating
mixed moments. We begin with the following definition of a special partition.
Definition 3.1. Given n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K, let πω,χ be the unique
partition of {1, . . . , n} with ordered blocks V1, . . . , Vm such that each Vk is a χ-interval, max≺χ(Vk) ≺χ
min≺χ(Vk+1), ω is constant on each Vk, and ω(Vk) 6= ω(Vk+1) for all 1 ≤ k ≤ m − 1. That is, πω,χ is the
unique maximal partition π such that π ≤ {ω−1(k)}k∈K and each block of π is a χ-interval.
As an example, suppose K = {k1, k2}, n = 8, (χ(1), . . . , χ(8)) = (ℓ, r, r, ℓ, r, ℓ, ℓ, r), and (ω(1), . . . , ω(8)) =
(k1, k1, k2, k1, k2, k2, k1, k1). Then πω,χ = {{1, 4}, {6}, {7, 8}, {3, 5}, {2}}. This can be easily seen via the
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following diagram induced by χ and ω where solid lines and • denote the shade of k1, and dotted lines and
◦ denote the shade of k2:
1
2
3
4
5
6
7
8
Definition 3.2. Let (A, ϕ) be a non-commutative probability space. A family {(Ak,ℓ,Ak,r)}k∈K of pairs
of non-unital algebras in (A, ϕ) is said to be bi-Boolean independent with respect to ϕ if for all n ≥ 1,
χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a1, . . . , an ∈ A with aj ∈ Aω(j),χ(j), we have that
ϕ(a1 · · · an) = ϕπω,χ(a1, . . . , an),
where πω,χ is the partition of {1, . . . , n} induced by χ and ω as described in Definition 3.1.
Remark 3.3. Let {(Ak,ℓ,Ak,r)}k∈K be a bi-Boolean independent family in (A, ϕ), let n ≥ 1, χ : {1, . . . , n} →
{ℓ, r}, ω : {1, . . . , n} → K, and a1, . . . , an ∈ A with aj ∈ Aω(j),χ(j).
(1) If χ is constant and ω(k) 6= ω(k + 1) for all k, then πω,χ = {{1}, . . . , {n}} so that ϕ(a1 · · · an) =
ϕ(a1) · · ·ϕ(an). Therefore, the family {Ak,ℓ}k∈K (respectively {Ak,r}k∈K) of left algebras (respec-
tively right algebras) is Boolean independent with respect to ϕ.
(2) Suppose n is even and that χ and ω are alternating; that is χ−1({ℓ}) = {1, 3, . . . , n− 1} and
ω(1) = ω(3) = · · · = ω(n− 1) 6= ω(2) = ω(4) = · · · = ω(n).
Then πω,χ = {{1, 3, . . . , n− 1}, {2, 4, . . . , n}} so that
ϕ(a1 · · ·an) = ϕ(a1a3 · · · an−1)ϕ(a2a4 · · · an).
Therefore, a left algebra Ak1,ℓ and a right algebra Ak2,r are classically independent with respect to
ϕ (in the sense of [27, Proposition 2.16]) whenever k1 6= k2.
Bi-Boolean independence is a specific instance of c-bi-free independence as illustrated below.
Proposition 3.4. Let {(Ak,r,Ak,r)}k∈K be a family of pairs of non-unital algebras in a non-commutative
probability space (A, ϕ). Then there exists a two-state non-commutative probability space (A′, ϕ′, ψ′) such
that A′ contains A0 = ∗k∈K(Ak,r ∗ Ak,r), ψ′|A0 ≡ 0, and, if π : A0 → A is the inclusion of A0 into A,
then ϕ′|A0 = ϕ ◦ π. Moreover {(Ak,r,Ak,r)}k∈K is bi-Boolean independent with respect to ϕ if and only if
{(Ak,r,Ak,r)}k∈K is c-bi-free with respect to (ϕ′, ψ′).
Proof. Let {(Ak,ℓ,Ak,r)}k∈K be a family of non-unital pairs of algebras. For each k ∈ K let µk : Ak,ℓ∗Ak,r →
C be the linear functional induced by ϕ. For k ∈ K, let A˜k,ℓ := C1 ⊕ Ak,ℓ and A˜k,r := C1 ⊕ Ak,r be the
unitizations of Ak,ℓ and Ak,r respectively. Via the identification A˜k,ℓ ∗ A˜k,r ∼= ˜Ak,ℓ ∗ Ak,r, let µ˜k be the
unique unital linear extension of µk to A˜k,ℓ ∗ A˜k,r, and let δk : A˜k,ℓ ∗ A˜k,r → C be the delta state (that is,
δk(α1 + a) = α). Furthermore, let µ, ν : ∗k∈K(A˜k,ℓ ∗ A˜k,r)→ C be the unique unital linear functionals such
that ν = ∗k∈Kδk, and µ is the unique unital linear extension of ϕ ◦ π to ∗k∈K(A˜k,ℓ ∗ A˜k,r).
Notice that ν(a1 · · ·an) = 0 for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K and aj ∈ Aω(j),χ(j)
by construction. Hence equation (1) will always be satisfied. Therefore {(A˜k,ℓ, A˜k,r)}k∈K is c-bi-free with
respect to (µ, ν) if and only if for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and aj ∈ Aω(j),χ(j)
we have that
µ(a1 · · · an) =
∑
D∈LRlatcap(χ,ω)
 ∑
D′∈LR(χ,ω)
D′≥latcapD
(−1)|D|−|D′|
µD(a1, . . . , an).
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Note that if D ∈ LRlatcap(χ, ω) such that there is a block V of D whose spine does not reach the top,
then νD|V ((a1, . . . , an)|V ) = 0 is a factor of µD(a1, . . . , an). Thus the only non-vanishing µD(a1, . . . , an)
corresponds to the unique diagram D ∈ LRlatcap(χ, ω) such that every block of D has a spine reaching the
top. For this D, the only D′ ∈ LR(χ, ω) such that D′ ≥latcap D is D′ = D so the coefficient of µD(a1, . . . , an)
is 1. It is then elementary to see that
µ(a1 · · ·an) = µD(a1 · · · an) = µπω,χ(a1, . . . , an).
Hence {(Ak,r ,Ak,r)}k∈K is bi-Boolean independent with respect to ϕ if and only if {(Ak,r,Ak,r)}k∈K is
c-bi-free with respect to (ϕ′, ψ′). 
3.2. Combinatorial bi-Boolean independence and B-(ℓ, r)-cumulants. One can see by combining
Proposition 3.4 and the c-(ℓ, r)-cumulants that it is easy to describe bi-Boolean cumulants.
Definition 3.5. Let n ≥ 1 and χ : {1, . . . , n} → {ℓ, r}. A partition π ∈ BNC(χ) is said to be a bi-interval
partition if every block of π is a χ-interval. The set of bi-interval partitions is denoted by BI(χ), which is a
sublattice of BNC(χ) with the same minimal and maximal elements 0χ and 1χ respectively.
Proposition 3.6. Let (A, ϕ) be a non-commutative probability space. There exists a family of multilinear
functionals {Bχ : An → C}n≥1,χ:{1,...,n}→{ℓ,r}, called the B-(ℓ, r)-cumulants, uniquely determined by the
requirement that for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and a1, . . . , an ∈ A
(3) ϕ(a1 · · · an) =
∑
π∈BI(χ)
Bπ(a1, . . . , an)
where
Bπ(a1, . . . , an) =
∏
V ∈π
Bχ|V ((a1, . . . , an)|V ).
Proof. The family {Bχ : An → C}n≥1,χ:{1,...,n}→{ℓ,r} is defined recursively similar to the way how many
other families of cumulants are defined. More specifically, we let Bχℓ = Bχr = ϕ for both χℓ : {1} → {ℓ}
and χr : {1} → {r}, and then recursively define
Bχ(a1, . . . , an) = ϕ(a1 · · · an)−
∑
π∈BI(χ)
π 6=1χ
(∏
V ∈π
Bχ|V ((a1, . . . , an)|V )
)
for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, and a1, . . . , an ∈ A. 
Unsurprisingly the bi-Boolean cumulants characterize bi-Boolean independence.
Theorem 3.7. A family {(Ak,ℓ,Ak,r)}k∈K of non-unital pairs of algebras in a non-commutative probability
space (A, ϕ) is bi-Boolean independent with respect to ϕ if and only if for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r},
ω : {1, . . . , n} → K, and a1, . . . , an ∈ A with aj ∈ Aω(j),χ(j), we have that
Bχ(a1, . . . , an) = 0
whenever ω is not constant.
Proof. Let A˜ = C1⊕A, let ϕ˜ : A˜ → C be the unique unital linear extension of ϕ to A˜, and let ψ˜ : A˜ → C
be the unital linear functional ψ˜ = 1C1⊕ 0A. Note that (A˜, ϕ˜, ψ˜) is a two-state non-commutative probability
space containing {(Ak,ℓ,Ak,r)}k∈K via the identification a 7→ 0⊕ a. Furthermore, let
{κ˜χ : A˜n → C}n≥1,χ:{1,...,n}→{ℓ,r} and {K˜χ : A˜n → C}n≥1,χ:{1,...,n}→{ℓ,r}
be the families of (ℓ, r)- and c-(ℓ, r)-cumulants with respect to ψ˜ and (ϕ˜, ψ˜) respectively. As ψ˜|A ≡ 0,
κ˜χ(a1, . . . , an) = 0 for all n ≥ 1 and a1, . . . , an ∈ A. Therefore, we have for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r},
BI-BOOLEAN INDEPENDENCE FOR PAIRS OF ALGEBRAS 9
ω : {1, . . . , n} → K, and a1, . . . , an ∈ A with aj ∈ Aω(j),χ(j) that
ϕ(a1 · · ·an) = ϕ˜(a1 · · · an) =
∑
π∈BNC(χ)
 ∏
V ∈π
V interior
0

 ∏
V ∈π
V exterior
K˜χ|V ((a1, . . . , an)|V )

=
∑
π∈BI(χ)
K˜π(a1, . . . , an).
Hence K˜χ(a1, . . . , an) = Bχ(a1, . . . , an) by the uniqueness of the B-(ℓ, r)-cumulants. By Proposition 3.4,
{(Ak,ℓ,Ak,r)}k∈K is bi-Boolean independent with respect to ϕ˜ if and only if it is c-bi-free with respect to
(ϕ˜, ψ˜), and the result follows from Theorem 2.11. 
3.3. The lattice of bi-interval partitions. As the proofs for c-bi-freeness in [11] are rather difficult, to
conclude this section, we present an independent proof of Theorem 3.7. In addition, the tools developed will
be of great use in subsequent sections.
The lattice of bi-interval partitions is
BI :=
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BI(χ),
where the lattice structure on BI(χ) is induced by the partial order ≤ of refinement with minimal and
maximal elements 0χ and 1χ respectively. Given the lattice BI, the incidence algebra on BI, denoted
IA(BI), is the set of all functions
f :
⋃
n≥1
 ⋃
χ:{1,...,n}→{ℓ,r}
BI(χ)× BI(χ)
→ C
such that f(σ, π) = 0 if σ 6≤ π equipped with pointwise addition and a convolution product defined by
(f ∗ g)(σ, π) =
∑
τ∈BI(χ)
σ≤τ≤π
f(σ, τ)g(τ, π)
for all σ, π ∈ BI(χ) and f, g ∈ IA(BI). It is easy to verify that IA(BI) is an associative algebra.
There are three important functions in IA(BI): namely the delta function on BI, denoted δBI , the zeta
function on BI, denoted ζBI , and the Mo¨bius function on BI, denoted µBI . The delta and zeta functions
on BI are defined by
δBI(σ, π) =
{
1 if σ = π
0 otherwise
and ζBI(σ, π) =
{
1 if σ ≤ π
0 otherwise
,
whereas µBI is recursively defined by∑
τ∈BI(χ)
σ≤τ≤π
µBI(τ, π) =
∑
τ∈BI(χ)
σ≤τ≤π
µBI(σ, τ) =
{
1 if σ = π
0 otherwise
for σ, π ∈ BI(χ) with σ ≤ π. Note δBI is the identity element in IA(BI) and that ζBI and µBI are inverses
in IA(BI).
Due to similar lattice structures, we note that
µBI(σ, π) = µI(s−1χ · σ, s−1χ · π) = (−1)|σ|−|π|,
where µI is the Mo¨bius function on the lattice I of all interval partitions. In particular, µBI is multiplicative;
that is, if σ, π ∈ BI(χ) are such that σ ≤ π and if V1, . . . , Vm are the blocks of π, then
µBI(σ, π) = µBI(σ|V1 , π|V1) · · ·µBI(σ|Vm , π|Vm).
Given π ∈ BI(χ), equation (3) implies
ϕπ(a1, . . . , an) =
∑
σ∈BI(χ)
σ≤π
Bσ(a1, . . . , an).
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Using the Mo¨bius function µBI , the above equation can be inverted as∑
σ∈BI(χ)
σ≤π
ϕσ(a1, . . . , an)µBI(σ, π) =
∑
σ∈BI(χ)
σ≤π
∑
τ∈BI(χ)
τ≤σ
Bτ (a1, . . . , an)µBI(σ, π)
=
∑
τ∈BI(χ)
τ≤π
 ∑
σ∈BI(χ)
τ≤σ≤π
µBI(σ, π)
Bτ (a1, . . . , an)
= Bπ(a1, . . . , an).
Second proof of Theorem 3.7. Given n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K, note that if
π ∈ BI(χ) and π ≤ ω, then π ≤ πω,χ ∈ BI(χ). Suppose first that {(Ak,ℓ,Ak,r)}k∈K has vanishing mixed
bi-Boolean cumulants. Then
ϕ(a1 · · ·an) =
∑
σ∈BI(χ)
Bσ(a1, . . . , an)
=
∑
σ∈BI(χ)
σ≤ω
Bσ(a1, . . . , an)
=
∑
σ∈BI(χ)
σ≤πω,χ
Bσ(a1, . . . , an)
=
∑
σ∈BI(χ)
σ≤πω,χ
∑
π∈BI(χ)
π≤σ
ϕπ(a1, . . . , an)µBI(π, σ)
=
∑
π∈BI(χ)
π≤πω,χ
 ∑
σ∈BI(χ)
π≤σ≤πω,χ
µBI(π, σ)
ϕπ(a1, . . . , an)
= ϕπω,χ(a1, . . . , an).
Hence {(Ak,ℓ,Ak,r)}k∈K is bi-Boolean independent with respect to ϕ by definition.
Conversely, suppose {(Ak,ℓ,Ak,r)}k∈K is bi-Boolean independent with respect to ϕ. Then∑
σ∈BI(χ)
Bσ(a1, . . . , an) = ϕ(a1 · · ·an) =
∑
σ∈BI(χ)
σ≤ω
Bσ(a1, . . . , an)
where the first equality follows from the bi-Boolean moment-cumulant formula and the second equality
follows from reversing the above computations. We will proceed inductively to show that {(Ak,ℓ,Ak,r)}k∈K
has vanishing mixed B-(ℓ, r)-cumulants with respect to ϕ. Note the base case n = 2 is trivial. For the
inductive step, if ω : {1, . . . , n} → K is not constant notice by the inductive hypothesis that∑
σ∈BI(χ)
Bσ(a1, . . . , an) = Bχ(a1, . . . , an) +
∑
σ∈BI(χ)
σ 6=1χ
Bσ(a1, . . . , an)
= Bχ(a1, . . . , an) +
∑
σ∈BI(χ)
σ≤ω
Bσ(a1, . . . , an).
Combining these equations, we have that Bχ(a1, . . . , an) = 0, completing the inductive step. 
4. Bi-Boolean partial transforms
In this section, we study some of the simplest convolutions on bi-Boolean independent pairs.
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4.1. Single-variable convolutions and transforms. We begin by recalling some notation and single-
variable results.
Definition 4.1. Let a be a random variable in a non-commutative probability space (A, ϕ). For m ≥ 1,
let Bm(a) denote the m
th Boolean cumulant of a; that is, in the notation of B-(ℓ, r)-cumulants, Bm(a) =
Bχ(a, . . . , a) where χ : {1, . . . ,m} → {ℓ, r} is constant.
(1) The Boolean η-transform of a is the power series
ηa(z) =
∑
m≥1
Bm(a)z
m.
(2) The moment series of a is the power series
Ma(z) = 1 +
∑
m≥1
ϕ(am)zm.
(3) The Cauchy transform of a is the power series
Ga(z) = ϕ((z − a)−1) = 1
z
+
∑
m≥1
ϕ(am)
zm+1
=
1
z
Ma
(
1
z
)
.
The Boolean η-transform linearizes the additive Boolean convolution; that is, if a1 and a2 are Boolean
independent, then
ηa1+a2(z) = ηa1(z) + ηa2(z).
Moreover, as shown in [26, Proposition 2.1], we have the following functional equation
ηa(z) = 1− 1
Ma(z)
,
which allows one to calculate the distribution of the sum a1 + a2 by first computing ηa1+a2(z) and then
obtaining Ma1+a2(z). Note that if we define the self-energy of a (see [26, Section 2]) by
Ea(z) :=
∑
m≥1
Bm(a)
zm−1
= zηa(1/z) = z − 1
Ga(z)
,
then the self-energy also linearizes the additive Boolean convolution. From an analytic point of view, the
self-energy is sometimes more suitable for the calculation of the additive Boolean convolution.
If a1 and a2 are Boolean independent random variables in a non-commutative probability space (A, ϕ),
then one may also consider the distribution of the product a1a2. However, since
ϕ((a1a2)
m) = ϕ(a1a2 · · · a1a2) = ϕ(a1)mϕ(a2)m
for all m ≥ 1, the distribution is rather uninteresting as only the first moments of a1 and a2 appear. As
noted by Franz [9], a more interesting convolution is obtained by assuming a1 − 1 and a2 − 1 are Boolean
independent or, equivalently, by considering the distribution of the product (1 + a1)(1 + a2). Under this
assumption, it was proved in [9, Theorem 2.2] (see also [2,20] for different approaches) that the corresponding
transform with the multiplicative property is the Boolean η-transform divided by z; that is,
1
z
η(1+a1)(1+a2)(z) =
1
z
η1+a1(z) ·
1
z
η1+a2(z).
We shall also adopt this convention when considering convolutions on bi-Boolean independent pairs.
4.2. The bi-Boolean partial η-transform. We now turn to two-variable transforms. Note that all series
below are in commuting variables z and w.
Definition 4.2. Let (a, b) be a pair of elements in a non-commutative probability space (A, ϕ). Form,n ≥ 0
with m+ n ≥ 1, let
Bm,n(a, b) = Bχm,n(a, . . . , a︸ ︷︷ ︸
m times
, b, . . . , b︸ ︷︷ ︸
n times
),
where χm,n : {1, . . . ,m + n} → {ℓ, r} is defined by χm,n(k) = ℓ if k ≤ m and χm,n(k) = r if k > m. Note
that Bm,0(a, b) = Bm(a) and B0,n(a, b) = Bn(b).
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(1) The bi-Boolean partial η-transform of (a, b) is the power series
η(a,b)(z, w) =
∑
m,n≥0
m+n≥1
Bm,n(a, b)z
mwn.
(2) The two-variable partial moment series of (a, b) is the power series
M(a,b)(z, w) = 1 +
∑
m,n≥0
m+n≥1
ϕ(ambn)zmwn.
(3) The two-variable Cauchy transform of (a, b) is the power series
G(a,b)(z, w) = ϕ((z − a)−1(w − b)−1) = 1
zw
+
∑
m,n≥0
m+n≥1
ϕ(amwn)
zm+1wn+1
.
The bi-Boolean partial η-transform plays a similar role as the Boolean η-transform when it comes to the
additive bi-Boolean convolution. Indeed, if (a1, b1) and (a2, b2) are bi-Boolean independent two-faced pairs,
then by Theorem 3.7
η(a1+a2,b1+b2)(z, w) = η(a1,b1)(z, w) + η(a2,b2)(z, w).
We now present a functional equation relating η(a,b) to G(a,b).
Theorem 4.3. Let (a, b) be a pair of elements in a non-commutative probability space (A, ϕ). The bi-Boolean
partial η-transform η(a,b) of (a, b) is given by
η(a,b)(z, w) = ηa(z) + ηb(w) +
G(a,b)(1/z, 1/w)
Ga(1/z)Gb(1/w)
− 1.
Proof. This immediately follows from the operator-valued version in Theorem 8.7 below. Alternatively, one
may appeal to the functional equation for the c-bi-free partialR-transform in [11, Corollary 5.7] via Theorem
3.7. 
Utilizing the above idea, i.e., by appealing to the c-bi-free case, [11, Lemmata 4.17 and 4.18] imply the
following properties of B-(ℓ, r)-cumulants under certain conditions.
Lemma 4.4. Let χ : {1, . . . , n} → {ℓ, r} be such that χ(k0) = ℓ and χ(k0+1) = r for some k0 ∈ {1, . . . , n−1},
and define χ′ : {1, . . . n} → {ℓ, r} by
χ′(k) =

r if k = k0
ℓ if k = k0 + 1
χ(k) otherwise
.
If a and b are random variables in a non-commutative probability space (A, ϕ) such that ϕ(cabc′) = ϕ(cbac′)
for all c, c′ ∈ A, then
Bχ(c1, . . . , ck0−1, a, b, ck0+2, . . . , cn) = Bχ′(c1, . . . , ck0−1, b, a, ck0+2, . . . , cn)
for all c1, . . . , ck0−1, ck0+2, . . . , cn ∈ A.
Lemma 4.5. Let χ : {1, . . . , n} → {ℓ, r} be such that χ(n) = ℓ, and define χ′ : {1, . . . , n} → {ℓ, r} by
χ′(k) =
{
r if k = n
χ(k) otherwise
.
If a and b are random variables in a non-commutative probability space (A, ϕ) such that ϕ(ca) = ϕ(cb) for
all c ∈ A, then
Bχ(c1, . . . , cn−1, a) = Bχ′(c1, . . . , cn−1, b)
for all c1, . . . , cn−1 ∈ A.
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As a particularly important consequence of Lemma 4.4, if (a, b) is a commuting pair in (A, ϕ), then
Bχ(cχ(1), . . . , cχ(m+n)) = Bm,n(a, b)
for all χ : {1, . . . ,m+n} → {ℓ, r} such that |χ−1({ℓ})| = m where cℓ = a and cr = b. Hence, the bi-Boolean
partial η-transform (as well as the two-variable partial moment series and the two-variable Cauchy transform)
completely determines the joint distribution of a commuting pair.
Another immediate consequence of Lemmata 4.4 and 4.5 is the following bi-Boolean analogue of [7, The-
orem 10.2.1].
Theorem 4.6. If {(Ak,ℓ,Ak,r)}k∈K is a family of pairs of non-unital algebras in a non-commutative prob-
ability space (A, ϕ) such that
(1) Am,ℓ and An,r commute in distribution for all m,n ∈ K, and
(2) for every b ∈ Ak,r, there exists an a ∈ Ak,ℓ such that ϕ(ca) = ϕ(cb) for all c ∈ A,
then {(Ak,ℓ,Ak,r)}k∈K is bi-Boolean independent with respect to ϕ if and only if {Ak,ℓ}k∈K is Boolean
independent with respect to ϕ. Therefore, if {Ak,ℓ}k∈K is Boolean independent with respect to ϕ, then so is
{Ak,r}k∈K .
Remark 4.7. It is sometimes more convenient to consider the partial self-energy of a pair (a, b) which is
the function E(a,b) defined by E(a,b)(z, w) = η(a,b) (1/z, 1/w). Note the partial self-energy also linearizes
the additive bi-Boolean convolution (see [11, Remark 6.30]). Using the equations zηa(1/z) = Ea(z) and
wηb(1/w) = Eb(w), we have that
E(a,b)(z, w) =
1
z
Ea(z) +
1
w
Eb(w) +
G(a,b)(z, w)
Ga(z)Gb(w)
− 1.
4.3. Properties of B-(ℓ, r)-cumulants. In order to study other types of convolution on bi-Boolean inde-
pendent pairs, we need to discuss some properties of B-(ℓ, r)-cumulants. The first property deals with the
situation when at least one of the arguments is a scalar. Unlike in many other non-commutative probability
theories where the corresponding cumulant simply vanishes, the bi-Boolean cumulants need not vanish. The
following extends [20, Proposition 3.3] to the bi-Boolean setting. Note that for χ : {1, . . . , n} → {ℓ, r} and
j ∈ {1, . . . , n}, we denote by χ|\j the restriction of χ to {1, . . . , n} \ {j}.
Proposition 4.8. Let (A, ϕ) be a non-commutative probability space. If n ≥ 2, a1, . . . , an ∈ A, χ :
{1, . . . , n} → {ℓ, r}, and aj = 1 for some 1 ≤ j ≤ n, then
Bχ(a1, . . . , an) =
{
0 if j ∈ {min≺χ({1, . . . , n}),max≺χ({1, . . . , n})}
Bχ|\j (a1, . . . , aj−1, aj+1, . . . , an) otherwise
.
Proof. First suppose that j = min≺χ({1, . . . , n}). To proceed by induction on n note the base case n = 2 is
trivial as Bχ(a1, a2) = ϕ(a1a2)− ϕ(a1)ϕ(a2) for all χ : {1, 2} → {ℓ, r}. For the inductive step, notice by the
inductive hypothesis that
ϕ(a1 · · · aj−11aj+1 · · ·an) = Bχ(a1, . . . , aj−1, 1, aj+1, . . . , an) +
∑
π∈BI(χ)
π 6=1χ
Bπ(a1, . . . , aj−1, 1, aj+1, . . . , an)
= Bχ(a1, . . . , aj−1, 1, aj+1, . . . , an) +
∑
π∈BI(χ)
{j}∈π
Bπ(a1, . . . , aj−1, 1, aj+1, . . . , an)
= Bχ(a1, . . . , aj−1, 1, aj+1, . . . , an) +
∑
π∈BI(χ|\j)
Bπ(a1, . . . , aj−1, aj+1, . . . , an)
= Bχ(a1, . . . , aj−1, 1, aj+1, . . . , an) + ϕ(a1 · · · aj−1aj+1 · · · an),
from which the assertion follows. The proof for the case j = max≺χ({1, . . . , n}) is similar.
Suppose j 6∈ {min≺χ({1, . . . , n}),max≺χ({1, . . . , n})}. Again we will proceed by induction. For the base
case n = 3, note either j = 2 or j = 3. We will assume that j = 3 as the case j = 2 is similar. In this case,
{χ(1), χ(2)} = {ℓ, r} so by the above work we have that
ϕ(a1a21) = ϕ(a1a2a3) =
∑
π∈BI(χ)
Bπ(a1, a2, 1) = Bχ(a1, a2, 1) + ϕ(a1)ϕ(a2).
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On the other hand, we have that
ϕ(a1a2) = Bχ|\3(a1, a2) + ϕ(a1)ϕ(a2),
and thus Bχ(a1, a2, 1) = Bχ|\3(a1, a2).
For the inductive step, let Vπ be the block of π containing min≺χ({1, . . . , n}), we have that
ϕ(a1 · · · aj−11aj+1 · · · an)
= ϕ(a1 · · ·an)
=
∑
π∈BI(χ)
j 6∈Vπ
Bπ(a1, . . . , an) +
∑
π∈BI(χ)
j=max≺χ (Vπ)
Bπ(a1, . . . , an) +
∑
π∈BI(χ)
j∈Vπ
j 6=max≺χ (Vπ)
Bπ(a1, . . . , an).
By the {min≺χ({1, . . . , n}),max≺χ({1, . . . , n})} case the second sum vanishes. By the inductive hypothesis
the first and third sums add up to
Bχ(a1, . . . , aj−1, 1, aj+1, . . . , an) +
∑
π∈BI(χ|\j)
π 6=1χ|\j
Bπ(a1, . . . , aj−1, aj+1, . . . , an).
On the other hand, we have that
ϕ(a1 · · ·aj−1aj+1 · · · an) = Bχ|\j (a1, . . . , aj−1, aj+1, . . . , an) +
∑
π∈BI(χ|\j)
π 6=1χ|\j
Bπ(a1, . . . , aj−1, aj+1, . . . , an),
from which the assertion follows. 
Corollary 4.9. Given a pair (a, b) in a non-commutative probability space (A, ϕ), for all m,n ≥ 1 we have
that
Bm,n(1 + a, b) =
m−1∑
i=0
(
m− 1
i
)
Bi+1,n(a, b).
The obvious analogue for Bm,n(a, 1 + b) also holds.
Proof. By the multilinearity of B-(ℓ, r)-cumulants, we have that
Bm,n(1 + a, b) =
∑
cj∈{1,a}
1≤j≤m
Bm,n(c1, . . . , cm, b, . . . , b︸ ︷︷ ︸
n times
),
and the assertion immediately follows from Proposition 4.8 as c1 must be a and there are m − 1 positions
remaining to have a as the argument. 
Next, we investigate B-(ℓ, r)-cumulants with products among their arguments. Remark that although
it might be possible to find a general formula for arbitrary products by applying the product formula for
c-(ℓ, r)-cumulants in [11, Theorem 4.22], the following result is sufficient for our purposes.
Lemma 4.10. Let (a1, b1) and (a2, b2) be bi-Boolean independent two-faced pairs in a non-commutative
probability space (A, ϕ). The following properties of B-(ℓ, r)-cumulants hold.
(1) For all m,n ≥ 0, 0 ≤ k ≤ m, ci ∈ {a1, a2, a1a2}, and dj ∈ {b1, b2, b1b2, b2b1},
Bm+1,n(c1, . . . , ck, a1a2, ck+1, . . . , cm, d1, . . . , dn)
= Bk+1(c1, . . . , ck, a1)Bm−k+1,n(a2, ck+1, . . . , cm, d1, . . . , dn).
(2) For all m,n ≥ 0, 0 ≤ k ≤ m, ci ∈ {a1, a2, a1a2}, and dj ∈ {b1, b2, b1b2, b2b1},
Bm+2,n(c1, . . . , ck, a1a2, a1a2, ck+1, . . . , cm, d1, . . . , dn)
= Bm+2,n(c1, . . . , ck, a2, a1a2, ck+1, . . . , cm, d1, . . . , dn)
= Bm+2,n(c1, . . . , ck, a1a2, a1, ck+1, . . . , cm, d1, . . . , dn) = 0.
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Proof. For assertion (1), we proceed by induction on m. If m = 0, then
B1,n(a1a2, d1, . . . , dn) = ϕ(a1a2d1 · · · dn)−
∑
π∈BI(χ1,n)
π 6=1χ1,n
Bπ(a1a2, d1, . . . , dn)
= ϕ(a1a2d1 · · · dn)−
∑
π∈BI(χ1,n)
π 6=1χ1,n
∑
σ∈BI(χ1,n)
σ≤π
ϕσ(a1a2, d1, . . . , dn)µBI(σ, π).
By the definition of bi-Boolean independence, we have that
ϕσ(a1a2, d1, . . . , dn) = ϕ(a1)ϕσ(a2, d1, . . . , dn)
for all σ ∈ BI(χ1,n). Hence
B1,n(a1a2, d1, . . . , dn) = ϕ(a1)
ϕ(a2d1 · · · dn)− ∑
π∈BI(χ1,n)
π 6=1χ1,n
∑
σ∈BI(χ1,n)
σ≤π
ϕσ(a2, d1, . . . , dn)µBI(σ, π)

= B1(a1)B1,n(a2, d1, . . . , dn).
For the inductive step, notice
Bm+1,n(c1, . . . , ck, a1a2, ck+1, . . . , cm, d1, . . . , dn)
= ϕ(c1 · · · cka1a2ck+1 · · · cmd1 · · · dn)−
∑
π∈BI(χm+1,n)
π 6=1χm+1,n
Bπ(c1, . . . , ck, a1a2, ck+1, . . . , cm, d1, . . . , dn)
= ϕ(c1 · · · cka1)ϕ(a2ck+1 · · · cmd1 · · · dn)−
∑
π∈BI(χm+1,n)
π 6=1χm+1,n
Bπ(c1, . . . , ck, a1a2, ck+1, . . . , cm, d1, . . . , dn)
=
∑
π1∈BI(χk+1,0)
Bπ1(c1, . . . , ck, a1)
∑
π2∈BI(χm−k+1,n)
Bπ2(a2, ck+1, . . . , cm, d1, . . . , dn)
−
∑
π∈BI(χm+1,n)
π 6=1χm+1,n
Bπ(c1, . . . , ck, a1a2, ck+1, . . . , cm, d1, . . . , dn).
For every pair (π1, π2) where π1 ∈ BI(χk+1,0) and π2 ∈ BI(χm−k+1,n) with (π1, π2) 6= (1χk+1,0 , 1χm−k+1,n)
there is a unique π ∈ BI(χm+1,n) obtained by taking π1 ∪π1, merging the block of π1 containing max≺χ(π1)
with the block of π2 containing min≺χ(π2), and identifying max≺χ(π1) and min≺χ(π2) as the same element.
This map is a bijection and, by the induction hypothesis, we have that
Bπ1(c1, . . . , ck, a1)Bπ2(a2, ck+1, . . . , cm, d1, . . . , dn) = Bπ(c1, . . . , ck, a1a2, ck+1, . . . , cm, d1, . . . , dn)
under this bijection. Hence, the only remaining term is
Bk+1(c1, . . . , ck, a1)Bm−k+1,n(a2, ck+1, . . . , cm, d1, . . . , dn)
after cancellation thereby yielding (1).
For assertion (2), we have that
Bm+2,n(c1, . . . , ck, a1a2, a1a2, ck+1, . . . , cm, d1, . . . , dn)
= Bk+1(c1, . . . , ck, a1)B2(a2, a1)Bm−k+1,n(a2, ck+1, . . . , cm, d1, . . . , dn)
= 0
by assertion (1) and the vanishing of mixed B-(ℓ, r)-cumulants. The other two statements can be proved
analogously by noting that regardless of what c1, . . . , ck are, there will be a B-(ℓ, r)-cumulant as a factor
which contains both a1 and a2, and all other arguments are either a1 or a2, i.e., a1a2 is not one of the
arguments of this factor. 
In addition, the following results hold by similar arguments.
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Lemma 4.11. Let (a1, b1) and (a2, b2) be bi-Boolean independent pairs in a non-commutative probability
space (A, ϕ). The following properties of B-(ℓ, r)-cumulants hold.
(1) For all m,n ≥ 0, 0 ≤ k ≤ n, ci ∈ {a1, a2, a1a2, a2a1}, and dj ∈ {b1, b2, b2b1},
Bm,n+1(c1, . . . , cm, d1, . . . , dk, b2b1, dk+1, . . . , dn)
= Bm,n−k+1(c1, . . . , cm, b1, dk+1, . . . , dn)Bk+1(d1, . . . , dk, b2).
(2) For all m,n ≥ 0, 0 ≤ k ≤ n, ci ∈ {a1, a2, a1a2, a2a1}, and dj ∈ {b1, b2, b2b1},
Bm,n+2(c1, . . . , cm, d1, . . . , dk, b2b1, b2b1, dk+1, . . . , dn)
= Bm,n+2(c1, . . . , cm, d1, . . . , dk, b1, b2b1, dk+1, . . . , dn)
= Bm,n+2(c1, . . . , cm, d1, . . . , dk, b2b1, b2, dk+1, . . . , dn) = 0.
4.4. The reduced bi-Boolean partial η-transform. Recall that if (a, b) is a commuting two-faced
pair, then the bi-Boolean partial η-transform η(a,b) uniquely determines the joint distribution of (a, b).
Equivalently, if the marginal distributions of a and b are known, then it suffices to compute the sum∑
m,n≥1Bm,n(a, b)z
mwn in order to obtain the joint distribution of (a, b).
Definition 4.12. Let (a, b) be a two-faced pair in a non-commutative probability space (A, ϕ). The reduced
bi-Boolean partial η-transform of (a, b) is defined by
η˜(a,b)(z, w) =
∑
m,n≥1
Bm,n(a, b)z
mwn = η(a,b)(z, w)− ηa(z)− ηb(w).
For all of the convolutions considered below, the marginal distributions of the resulting pair may be
obtained using the single-variable transforms mentioned above. Therefore, it remains to find the formulae
for the reduced bi-Boolean partial η-transforms in terms of the individual ones. Quite surprisingly, the
single-variable transforms also appear.
Let (a1, b1) and (a2, b2) be bi-Boolean independent pairs. We begin by computing the bi-Boolean partial
η-transform of the pair ((1 + a1)(1 + a2), b1 + b2); that is, multiplication on the left variables and addition
on the right variables. From the single-variable results, the marginal distributions of (1 + a1)(1 + a2) and
b1+ b2 may be obtained from the marginal distributions of the two-faced pairs (1+a1, b1) and (1+a2, b2) as
1
z
η(1+a1)(1+a2)(z) =
1
z
η1+a1(z) ·
1
z
η1+a2(z) and ηb1+b2(w) = ηb1(w) + ηb2(w).
The following result provides a formula for the reduced bi-Boolean partial η-transform.
Theorem 4.13. If (a1, b1) and (a2, b2) are bi-Boolean independent pairs in a non-commutative probability
space (A, ϕ), then
η˜((1+a1)(1+a2),b1+b2)(z, w) = η˜(1+a1,b1)(z, w) +
1
z
η1+a1(z) · η˜(1+a2,b2)(z, w)
and
η˜(a1+a2,(1+b2)(1+b1))(z, w) = η˜(a2,1+b2)(z, w) +
1
w
η1+b2(w) · η˜(a1,1+b1)(z, w).
Proof. To begin, note for all m,n ≥ 1 that the coefficient of zmwn in η˜((1+a1)(1+a2),b1+b2)(z, w) is given by
Bm,n(1 + a1 + a2 + a1a2, b1 + b2) =
m−1∑
k=0
(
m− 1
k
)
Bk+1,n(a1 + a2 + a1a2, b1 + b2).
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For k ≥ 0 and n ≥ 1, we have by Lemma 4.10 and by bi-Boolean independence that
Bk+1,n(a1 + a2 + a1a2, b1 + b2)
=
∑
ci∈{a1,a2}
Bk+1,n(c1, . . . , ck+1, b1 + b2, . . . , b1 + b2)
+
∑
ci∈{a1,a2,a1a2}
at least one ci=a1a2
Bk+1,n(c1, . . . , ck+1, b1 + b2, . . . , b1 + b2)
= Bk+1,n(a1, b1) +Bk+1,n(a2, b2) +
k∑
p=0
Bk+1,n(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p times
, b1 + b2, . . . , b1 + b2)
= Bk+1,n(a1, b1) +Bk+1,n(a2, b2) +
k∑
p=0
Bp+1(a1)Bk−p+1,n(a2, b1 + b2)
= Bk+1,n(a1, b1) +Bk+1,n(a2, b2) +
k∑
p=0
Bp+1(a1)Bk−p+1,n(a2, b2)
= Bk+1,n(a1, b1) +Bk+1,n(a2, b2)
k∑
p=0
Bk+1,n(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p times
, b1 + b2, . . . , b2)
= Bk+1,n(a1, b1) +Bk+1,n(a1 + a2 + a1a2, b2).
Hence the coefficient of zmwn in η˜((1+a1)(1+a2),b1+b2)(z, w) is
Bm,n(1 + a1 + a2 + a1a2, b1 + b2) =
m−1∑
k=0
(
m− 1
k
)
(Bk+1,n(a1, b1) +Bk+1,n(a1 + a2 + a1a2, b2))
= Bm,n(1 + a1, b1) +Bm,n(1 + a1 + a2 + a1a2, b2).
Now consider η˜(1+a1,b1)(z, w) +
1
zη1+a1(z) · η˜(1+a2,b2)(z, w). Let αm,n denote the coefficient of zmwn in
1
zη1+a1(z) · η˜(1+a2,b2)(z, w). Notice for all m,n ≥ 1 that
αm,n =
m−1∑
k=0
Bk+1(1 + a1)Bm−k,n(1 + a2, b2)
= B1(1 + a1)Bm,n(1 + a2, b2) +
m−1∑
k=1
Bk+1(1 + a1)Bm−k,n(1 + a2, b2)
= (1 +B1(a1))Bm,n(1 + a2, b2) +
m−1∑
k=1
(
k−1∑
p=0
(
k − 1
p
)
Bp+2(a1)
)(
m−k−1∑
q=0
(
m− k − 1
q
)
Bq+1,n(a2, b2)
)
by [20, Corollary 3.4] and Corollary 4.9. Note the sum on the right-hand side is
S :=
∑
2≤s≤m
1≤t≤m−1
3≤s+t≤m+1
βs,tBs(a1)Bt,n(a2, b2),
where
βs,t =
m−t∑
k=s−1
(
k − 1
s− 2
)(
m− k − 1
t− 1
)
=
(m−2)−(t−1)∑
k=s−2
(
k
s− 2
)(
m− 2− k
t− 1
)
=
(
m− 1
s+ t− 2
)
by the identity
N−b∑
k=a
(
k
a
)(
N − k
b
)
=
(
N + 1
a+ b+ 1
)
.
Therefore αm,n = Bm,n(1 + a2, b2) +B1(a1)Bm,n(1 + a2, b2) + S.
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Notice
S =
m−1∑
k=1
(
m− 1
k
) k−1∑
p=0
Bp+2(a1)Bk−p,n(a2, b2).
Therefore, by Lemma 4.10 and Theorem 3.7,
S =
m−1∑
k=1
(
m− 1
k
) k−1∑
p=0
Bk+1,n(a1, a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p−1 times
, b2, . . . , b2)
=
m−1∑
k=1
(
m− 1
k
) ∑
ci∈{a1,a2,a1a2}
Bk+1,n(a1, c1, . . . , ck, b2, . . . , b2)
=
m−1∑
k=1
(
m− 1
k
)
Bk+1,n(a1, a1 + a2 + a1a2, . . . , a1 + a2 + a1a2︸ ︷︷ ︸
k times
, b2, . . . , b2)
= Bm,n(1 + a1, 1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2︸ ︷︷ ︸
m−1 times
, b2, . . . , b2).
As
Bm,n(a2, 1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2︸ ︷︷ ︸
m−1 times
, b2, . . . , b2) = Bm,n(1 + a2, b2)
and
Bm,n(a1a2, 1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2︸ ︷︷ ︸
m−1 times
, b2, . . . , b2) = B1(a1)Bm,n(1 + a2, b2),
We obtain that αm,n = Bm,n(1 + a1 + a2 + a1a2, b2). Hence, as the coefficient of z
mwn in η˜(1+a1,b1)(z, w) is
Bm,n(1 + a1, b1), the first result follows.
Note the proof of the second assertion follow by using Lemma 4.11 instead of Lemma 4.10. 
Note that if we want to consider multiplication on the right variables instead, then there is a choice of
whether the product (1+b1)(1+b2) or the product (1+b2)(1+b1) is preferred as it is not clear whether to use
the usual multiplication or the opposite multiplication. This choice was irrelevant to the above transforms
due to the commutativity of addition and the ability to interchange pairs. Thus Theorems 4.14 and 4.15 will
analyze the transforms for these two possibilities.
Theorem 4.14. If (a1, b1) and (a2, b2) are bi-Boolean independent pairs in a non-commutative probability
space (A, ϕ), then
η˜((1+a1)(1+a2),(1+b2)(1+b1))(z, w) =
1
z
η1+a1(z) · η˜(1+a2,1+b2)(z, w) +
1
w
η1+b2(w) · η˜(1+a1,1+b1)(z, w).
Proof. For m,n ≥ 1, the coefficient of zmwn in η˜((1+a1)(1+a2),(1+b2)(1+b1))(z, w) is given by
Bm,n(1+a1+a2+a1a2, 1+b1+b2+b2b1) =
m−1∑
k=0
n−1∑
ℓ=0
(
m− 1
k
)(
n− 1
ℓ
)
Bk+1,ℓ+1(a1+a2+a1a2, b1+b2+b2b1).
For k, ℓ ≥ 0, notice that
Bk+1,ℓ+1(a1 + a2 + a1a2, b1 + b2 + b2b1)
=
∑
ci∈{a1,a2}
Bk+1,ℓ+1(c1, . . . , ck+1, b1 + b2 + b2b1, . . . , b1 + b2 + b2b1)
+
∑
ci∈{a1,a2,a1a2}
at least one ci=a1a2
Bk+1,ℓ+1(c1, . . . , ck+1, b1 + b2 + b2b1, . . . , b1 + b2 + b2b1)
:= S1 + S2.
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Using the vanishing of mixed bi-Boolean cumulants together with Lemmata 4.10 and 4.11, it is possible to
calculate S1 and S2. Indeed
S1 =
∑
ci∈{a1,a2}
∑
dj∈{b1,b2}
Bk+1,ℓ+1(c1, . . . , ck+1, d1, . . . , dℓ+1)
+
∑
ci∈{a1,a2}
∑
dj∈{b1,b2,b2b1}
at least one dj=b2b1
Bk+1,ℓ+1(c1, . . . , ck+1, d1, . . . , dℓ+1)
= Bk+1,ℓ+1(a1, b1) +Bk+1,ℓ+1(a2, b2) +
∑
ci∈{a1,a2}
ℓ∑
p=0
Bk+1,ℓ+1(c1, . . . , ck+1, b2, . . . , b2︸ ︷︷ ︸
p times
, b2b1, b1, . . . , b1︸ ︷︷ ︸
ℓ−p times
)
= Bk+1,ℓ+1(a1, b1) +Bk+1,ℓ+1(a2, b2) +
∑
ci∈{a1,a2}
ℓ∑
p=0
Bk+1,ℓ−p+1(c1, . . . , ck+1, b1, . . . , b1)Bp+1(b2)
= Bk+1,ℓ+1(a1, b1) +Bk+1,ℓ+1(a2, b2) +
ℓ∑
p=0
Bk+1,ℓ−p+1(a1, b1)Bp+1(b2)
= Bk+1,ℓ+1(a1, b1) +Bk+1,ℓ+1(a2, b2) +
ℓ∑
p=0
Bk+1,ℓ+1(a1, . . . , a1, b2, . . . , b2︸ ︷︷ ︸
p times
, b2b1, b1, . . . , b1︸ ︷︷ ︸
ℓ−p times
)
= Bk+1,ℓ+1(a1, b1) +Bk+1,ℓ+1(a2, b2) +
∑
ci∈{a1,a2}
∑
dj∈{b1,b2,b2b1}
at least one dj=b2b1
Bk+1,ℓ+1(a1, . . . , a1, d1, . . . , dℓ+1)
= Bk+1,ℓ+1(a2, b2) +Bk+1,ℓ+1(a1, b1 + b2 + b2b1).
Furthermore notice
S2 =
∑
ci∈{a1,a2,a1a2}
at least one ci=a1a2
∑
dj∈{b1,b2}
Bk+1,ℓ+1(c1, . . . , ck+1, d1, . . . , dℓ+1)
+
∑
ci∈{a1,a2,a1a2}
at least one ci=a1a2
∑
dj∈{b1,b2,b2b1}
at least one dj=b2b1
Bk+1,ℓ+1(c1, . . . , ck+1, d1, . . . , dℓ+1)
:= T1 + T2.
Further computations yield
T1 =
∑
dj∈{b1,b2}
k∑
p=0
Bk+1,ℓ+1(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p times
, d1, . . . , dℓ+1)
=
∑
dj∈{b1,b2}
k∑
p=0
Bp+1(a1)Bk−p+1,ℓ+1(a2, . . . , a2, d1, . . . , dℓ+1)
=
k∑
p=0
Bp+1(a1)Bk−p+1,ℓ+1(a2, b2)
=
∑
dj∈{b1,b2}
k∑
p=0
Bk+1,ℓ+1(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p times
, b2, . . . , b2)
= Bk+1,ℓ+1(a1 + a2 + a1a2, b2)−Bk+1,ℓ+1(a2, b2)
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and
T2 =
∑
dj∈{b1,b2,b2b1}
at least one dj=b2b1
k∑
p=0
Bk+1,ℓ+1(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p times
, d1, . . . , dℓ+1)
=
k∑
p=0
ℓ∑
q=0
Bk+1,ℓ+1(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
k−p times
, b2, . . . , b2︸ ︷︷ ︸
q times
, b2b1, b1, . . . , b1︸ ︷︷ ︸
ℓ−q times
)
=
k∑
p=0
ℓ∑
q=0
Bp+1(a1)Bk−p+1,ℓ−q+1(a2, b1)Bq+1(b2)
= 0.
Therefore, we have that
Bk+1,ℓ+1(a1 + a2 + a1a2, b1 + b2 + b2b1)
= S1 + T1 + T2
= Bk+1,ℓ+1(a2, b2) +Bk+1,ℓ+1(a1, b1 + b2 + b2b1) +Bk+1,ℓ+1(a1 + a2 + a1a2, b2)−Bk+1,ℓ+1(a2, b2)
= Bk+1,ℓ+1(a1, b1 + b2 + b2b1) +Bk+1,ℓ+1(a1 + a2 + a1a2, b2).
Hence
Bm,n(1 + a1 + a2 + a1a2, 1 + b1 + b2 + b2b1)
=
m−1∑
k=0
n−1∑
ℓ=0
(
m− 1
k
)(
n− 1
ℓ
)
(Bk+1,ℓ+1(a1, b1 + b2 + b2b1) +Bk+1,ℓ+1(a1 + a2 + a1a2, b2))
= Bm,n(1 + a1, 1 + b1 + b2 + b2b1) +Bm,n(1 + a1 + a2 + a1a2, 1 + b2).
Next, for m,n ≥ 1, let αm,n denote the coefficient of zmwn in 1zη1+a1(z) · η˜(1+a2,1+b2)(z, w). Then αm,n
is given by
αm,n =
m−1∑
k=0
Bk+1(1 + a1)Bm−k,n(1 + a2, 1 + b2).
By an identical proof to that used in Theorem 4.13 (where, in the proof one replaces b2 with 1 + b2), one
obtains that
αm,n = Bm,n(1 + a1 + a2 + a1a2, 1 + b2).
Similarly the coefficient of zmwn in 1wη1+b2(w) · η˜(1+a1,1+b1)(z, w) is equal to Bm,n(1 + a1, 1+ b1+ b2+ b2b1)
for all m,n ≥ 1. Hence the result follows. 
Theorem 4.15. If (a1, b1) and (a2, b2) are bi-Boolean independent pairs in a non-commutative probability
space (A, ϕ), then
η˜((1+a1)(1+a2),(1+b1)(1+b2))(z, w) = η˜(1+a1,1+b1)(z, w) +
1
zw
η1+a1(z) · η1+b1(w) · η˜(1+a2,1+b2)(z, w).
Proof. Let αm,n denote the coefficient of z
mwn in 1zη1+a1(z) · η˜(1+a2,1+b2)(z, w) · 1wη1+b1(w). By the proof
of Theorem 4.14, for m,n ≥ 1 the coefficient of zmwn in 1zη1+a1(z) · η˜(1+a2,1+b2)(z, w) is Bm,n(1 + a1 + a2 +
a1a2, 1 + b2). Hence
∑
m,n≥1
αm,nz
mwn =
 ∑
m,n≥1
Bm,n(1 + a1 + a2 + a1a2, 1 + b2)z
mwn
 1
w
η1+b1(w).
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For m,n ≥ 1, notice
αm,n =
n−1∑
k=0
Bm,n−k(1 + a1 + a2 + a1a2, 1 + b2)Bk+1(1 + b1)
= Bm,n(1 + a1 + a2 + a1a2, 1 + b2)(1 +B1(b1))
+
n−1∑
k=1
(
k−1∑
p=0
(
k − 1
p
)
Bp+2(b1)
)(
n−k−1∑
q=0
(
n− k − 1
q
)
Bm,q+1(1 + a1 + a2 + a1a2, b2)
)
.
By similar arguments to those used in the proof of Theorem 4.13, the above sum can be written as
S :=
n−1∑
k=1
(
n− 1
k
) k−1∑
p=0
Bp+2(b1)Bm,k−p(1 + a1 + a2 + a1a2, b2).
Thus by, Lemma 4.11, we obtain that
S =
n−1∑
k=1
(
n− 1
k
) k−1∑
p=0
Bm,k+1(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, b1, b1, . . . , b1︸ ︷︷ ︸
p times
, b1b2, b2, . . . , b2︸ ︷︷ ︸
k−p−1 times
)
=
n∑
k=1
(
n− 1
k
) ∑
dj∈{b1,b2,b1b2}
Bm,k+1(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, b1, d1, . . . , dk)
−
n∑
k=1
(
n− 1
k
) ∑
dj∈{b1,b2}
Bm,k+1(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, b1, d1, . . . , dk)
:= T1 − T2.
However
T1 =
n−1∑
k=1
(
n− 1
k
)
Bm,k+1(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, b1, b1 + b2 + b1b2, . . . , b1 + b2 + b1b2︸ ︷︷ ︸
k times
)
= Bm,n(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, 1 + b1, 1 + b1 + b2 + b1b2, . . . , 1 + b1 + b2 + b1b2︸ ︷︷ ︸
n−1 times
)
−Bm,1(1 + a1 + a2 + a1a2, b1),
and, since for ℓ ≥ 0 and k ≥ 1, we have that∑
dj∈{b1,b2}
Bℓ+1,k+1(a1 + a2 + a1a2, . . . , a1 + a2 + a1a2, b1, d1, . . . , dk)
=
∑
dj∈{b1,b2}
∑
ci∈{a1,a2}
Bℓ+1,k+1(c1, . . . , cℓ+1, b1, d1, . . . , dk)
+
∑
dj∈{b1,b2}
∑
ci∈{a1,a2,a1a2}
at least one ci=a1a2
Bℓ+1,k+1(c1, . . . , cℓ+1, b1, d1, . . . , dk)
= Bℓ+1,k+1(a1, b1) +
∑
dj∈{b1,b2}
ℓ∑
p=0
Bℓ+1,k+1(a1, . . . , a1︸ ︷︷ ︸
p times
, a1a2, a2, . . . , a2︸ ︷︷ ︸
ℓ−p times
, b1, d1, . . . , dk)
= Bℓ+1,k+1(a1, b1) +
∑
dj∈{b1,b2}
ℓ∑
p=0
Bp+1(a1)Bℓ−p+1,k+1(a2, . . . , a2, b1, d1, . . . , dk)
= Bℓ+1,k+1(a1, b1),
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we obtain that
T2 =
m−1∑
ℓ=0
n−1∑
k=1
(
m− 1
ℓ
)(
n− 1
k
) ∑
dj∈{b1,b2}
Bℓ+1,k+1(a1 + a2 + a1a2, . . . , a1 + a2 + a1a2, b1, d1, . . . , dk)
=
m−1∑
ℓ=0
n−1∑
k=1
(
m− 1
ℓ
)(
n− 1
k
)
Bℓ+1,k+1(a1, b1)
= Bm,n(1 + a1, 1 + b1)−Bm,1(1 + a1, b1).
Hence, as Bm,1(1 + a1 + a1 + a1a2, b1) = Bm,1(1 + a1, b1),
S = Bm,n(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, 1 + b1, 1 + b1 + b2 + b1b2, . . . , 1 + b1 + b2 + b1b2︸ ︷︷ ︸
n−1 times
)
−Bm,n(1 + a1, 1 + b1)
= Bm,n(1 + a1 + a2 + a1a2, 1 + b1 + b2 + b1b2)−Bm,n(1 + a1, 1 + b1)
−Bm,n(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, b2, 1 + b1 + b2 + b1b2, . . . , 1 + b1 + b2 + b1b2︸ ︷︷ ︸
n−1 times
)
−Bm,n(1 + a1 + a2 + a1a2, . . . , 1 + a1 + a2 + a1a2, b1b2, 1 + b1 + b2 + b1b2, . . . , 1 + b1 + b2 + b1b2︸ ︷︷ ︸
n−1 times
)
:= Bm,n(1 + a1 + a2 + a1a2, 1 + b1 + b2 + b1b2)−Bm,n(1 + a1, 1 + b1)− T3 − T4.
By similar calculations as above, it can be verified that
T3 = Bm,n(1 + a1 + a2 + a1a2, 1 + b2) and T4 = B1(b1)Bm,n(1 + a1 + a2 + a1a2, 1 + b2).
Therefore, we obtain that
αm,n = Bm,n(1 + a1 + a2 + a1a2, 1 + b1 + b2 + b1b2)−Bm,n(1 + a1, 1 + b1)
for all m,n ≥ 1, from which the assertion follows. 
5. Additive bi-Boolean limit theorems and infinite divisibility
In this section, we study limit theorems and infinite divisibility with respect to the additive bi-Boolean
convolution. Essentially all of the results below either can be directly obtained using the techniques developed
in [13] for the bi-free case or immediately follow from the results in [11, Section 6] using the fact that the
additive bi-Boolean convolution is in fact a special case of the additive c-bi-free convolution. Consequently,
we shall often omit the details and only present the statements with some remarks.
5.1. Combinatorial aspects. Recall from [27, Definition 2.5] that if â = ((ai)i∈I , (aj)j∈J ) is a two-faced
family in a non-commutative probability space (A, ϕ) then the joint distribution µâ of â is by definition the
unital linear functional
µâ := ϕ ◦ τ : C〈Zk : k ∈ I ⊔ J〉 → C
where τ : C〈Zk : k ∈ I ⊔ J〉 → A is the unital homomorphism such that τ(Zk) = ak for k ∈ I ⊔ J . Given
two bi-Boolean independent two-faced families â = ((ai)i∈I , (aj)j∈J ) and b̂ = ((bi)i∈I , (bj)j∈J ) in (A, ϕ) with
joint distributions µâ and µb̂ respectively, the additive bi-Boolean convolution of µâ and µb̂, denoted µâ⊎⊎µb̂
is defined to be the joint distribution of the two-faced family
â+ b̂ := ((ai + bi)i∈I , (aj + bj)j∈J ).
A two-faced family â = ((ai)i∈I , (aj)j∈J ) in a non-commutative probability space (A, ϕ) has a bi-Boolean
central limit distribution (or centred bi-Boolean Gaussian distribution) with covariance matrix C if there
exists a complex matrix C = (Ck,ℓ)k,ℓ∈I⊔J such that
(1) ϕ(aα(1)aα(2)) = Cα(1),α(2) for all α : {1, 2} → I ⊔ J ,
(2) Bχα(aα(1), . . . , aα(n)) = 0 for all n 6= 2 and α : {1, . . . , n} → I ⊔ J , where χα : {1, . . . , n} → {ℓ, r}
such that χα(k) = ℓ if α(k) ∈ I and χα(k) = r if α(k) ∈ J for 1 ≤ k ≤ n.
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The algebraic bi-Boolean central limit theorem immediately follows from [11, Theorem 6.2] with the given
sequence being bi-Boolean independent and the limiting distribution being a centred bi-Boolean Gaussian
distribution. Similarly, it is easy to see that a Kac/Loeve type theorem also holds in the bi-Boolean setting
(see [22, Theorem 3.2] for the bi-free version) and a general bi-Boolean limit theorem can be deduced from
[11, Theorem 6.5], which we record as follows without proof.
Theorem 5.1. For every N ∈ N, let {âN,m = ((aN,m,i)i∈I , (aN,m,j)j∈J )}Nm=1 be a sequence of bi-Boolean
independent, identically distributed two-faced families in a non-commutative probability space (AN , ϕN ). Fur-
thermore, let ŜN = ((SN,i)i∈I , (SN,j)j∈J ) be the two-faced family in (AN , ϕN ) defined by
SN,k =
N∑
m=1
aN,m,k, k ∈ I ⊔ J.
The following assertions are equivalent.
(1) There exists a two-faced family ŝ = ((si)i∈I , (sj)j∈J ) in a non-commutative probability space (A, ϕ)
such that ŜN converges in distribution to ŝ as N →∞.
(2) For all n ≥ 1 and α : {1, . . . , n} → I ⊔ J , the limits
lim
N→∞
N · ϕN (aN,m,α(1) · · ·aN,m,α(n))
exist and are independent of m.
Moreover, if these assertions hold, then the B-(ℓ, r)-cumulants of ŝ are given by
Bχα(sα(1), . . . , sα(n)) = lim
N→∞
N · ϕN (aN,m,α(1) · · · aN,m,α(n))
for all n ≥ 1 and α : {1, . . . , n} → I ⊔ J .
We now turn our attention to Borel probability measures on R2. Let δ(0,0) denote the point mass at the
origin of R2. Consider first the case of measures with compact supports. Given two such measures µ1 and
µ2 the additive bi-Boolean convolution of µ1 and µ2, denoted µ1 ⊎ ⊎µ2, is defined to be the measure µ such
that
(µ, δ(0,0)) = (µ1, δ(0,0))⊞⊞c(µ2, δ(0,0)),
where ⊞⊞c denotes the additive c-bi-free convolution. If µ is a compactly supported Borel probability
measure on R2 and m,n ≥ 0 with m+ n ≥ 1, we denote the (m,n)th moment of µ by
Mm,n(µ) :=
∫
R2
smtn dµ(s, t).
Moreover, since µ can be realized as the joint distribution of a self-adjoint commuting pair in a C∗-probability
space, Lemma 4.4 implies that the B-(ℓ, r)-cumulants of µ are completely determined by cumulants of the
form Bm,n(µ), which can be obtained from the moments of µ by the bi-Boolean moment-cumulant formula.
For λ > 0, denote by Dλµ the dilation of µ by the factor λ (i.e., Dλµ(B) = µ(λ
−1B) for all Borel subsets B
of R2). The probabilistic version of the bi-Boolean central limit theorem states that ifM1,0(µ) =M0,1(µ) = 0,
M2,0(µ) = a, M0,2(µ) = b, and M1,1(µ) = c, then
(4) lim
N→∞
D1/
√
Nµ ⊎ ⊎ · · · ⊎ ⊎D1/√Nµ︸ ︷︷ ︸
N times
= µ(a,b,c),
where µ(a,b,c) has a centred bi-Boolean Gaussian distribution such that the only non-vanishing B-(ℓ, r)-
cumulants are B2,0(µ(a,b,c)) = a, B0,2(µ(a,b,c)) = b, and B1,1(µ(a,b,c)) = c.
In analogy with other types of compound Poisson distributions, given λ ≥ 0 and a compactly supported
Borel probability measure σ 6= δ(0,0) on R2, the compound bi-Boolean Poisson distribution π⊎⊎λ,σ on R2 with
rate λ and jump distribution σ is characterized by the requirement that
Bm,n(π
⊎⊎
λ,σ) = λ ·Mm,n(σ)
for all m,n ≥ 0 with m + n ≥ 1. The following compound bi-Boolean Poisson limit theorem justifies the
name of π⊎⊎λ,σ. The proof easily follows from the additivity of the B-(ℓ, r)-cumulants and the bi-Boolean
moment-cumulant formula (see also [11, Theorem 6.11] for the c-bi-free version).
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Theorem 5.2. Let λ ≥ 0 and let σ 6= δ(0,0) be a compactly supported Borel probability measure on R2. For
N ∈ N, let µN =
(
1− λN
)
δ(0,0) +
λ
N σ. Then limN→∞ µN ⊎ ⊎ · · · ⊎ ⊎µN︸ ︷︷ ︸
N times
= π⊎⊎λ,σ.
Before moving on to the analytic aspects, we mention that if µ is a compactly supported Borel probability
measure on R2, then the bi-Boolean partial η-transform ηµ of µ is naturally defined as the B-(ℓ, r)-cumulant
generating series
ηµ(z, w) =
∑
m,n≥0
m+n≥1
Bm,n(µ)z
mwn,
which converges absolutely for |z|, |w| sufficiently small. However, in view of Theorem 4.3 and Remark 4.7,
we will actually take Eµ as the linearizing transform with respect to ⊎⊎, which has the advantage of being
an analytic function on (C \ R)2.
5.2. Analytic aspects. Recall the Cauchy transform of a finite Borel measure µ on R is defined by
Gµ(z) =
∫
R
1
z − s dµ(s), z ∈ (C \ R),
which is an analytic function and determines the underlying measure uniquely. Note that Gµ(z¯) = Gµ(z),
thus the behaviour of Gµ on C
− is determined by Gµ on C+. Denote the reciprocal of Gµ by Fµ so that
Fµ(z) = 1/Gµ(z) for z ∈ (C \ R). For α, β > 0, the Stolz angle and truncated Stolz angle are defined by
Γα = {z = x+ iy ∈ C+ | |x| < αy} and Γα,β = {z = x+ iy ∈ Γα | y > β},
respectively. As shown in [4], for every α > 0, there exists a β = β(µ, α) > 0 such that the compositional
inverse F−1µ of Fµ is defined on Γα,β. The free Voiculescu transform of µ is defined by
φµ(z) = F
−1
µ (z)− z, z ∈ Γα,β,
which linearizes the additive free convolution ⊞ in the sense that
φµ1⊞µ2(z) = φµ1 (z) + φµ2(z)
on the common domain of the three functions involved. On the other hand, as mentioned in Section 4 above,
the self-energy of µ is defined by
Eµ(z) = z − Fµ(z), z ∈ C \ R,
which linearizes the additive Boolean convolution ⊎ in the sense that
Eµ1⊎µ2(z) = Eµ1 (z) + Eµ2(z).
In classical probability theory, an important class of measures occurs in connection with the study of limit
theorems; namely the class of infinitely divisible measures. Analogously, a Borel probability measure µ on R
is said to be ⊞-infinitely divisible (respectively ⊎-infinitely divisible) if for every n ∈ N, there exists a Borel
probability measure µn on R such that
µ = µn ⊞ · · ·⊞ µn︸ ︷︷ ︸
n times
respectivelyµ = µn ⊎ · · · ⊎ µn︸ ︷︷ ︸
n times
 .
It is well-known that the Le´vy-Hincˇin formula provides a complete charactization of infinitely divisible
measures. For the free situation, the most general case was obtained in [4] that a Borel probability measure
µ on R is ⊞-infinitely divisible if and only if there exist a real number γ ∈ R and a finite positive Borel
measure σ on R such that
φµ(z) = γ +
∫
R
1 + sz
z − s dσ(s), z ∈ C \ R.
The pair (γ, σ) is unique, and every such pair (γ, σ) determines a ⊞-infinitely divisible measure, which is
usually denoted as µ
(γ,σ)
⊞
to indicate this correspondence. For the Boolean situation, things are much simpler
as every self-energy can be written as
(5) Eµ(z) = γ +
∫
R
1 + sz
z − s dσ(s), z ∈ C \ R
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for γ ∈ R a real number and σ a finite positive Borel measure on R, and conversely every such pair (γ, σ)
uniquely determines a Borel probability measure µ on R such that equation (5) holds. We denote µ by
µ
(γ,σ)
⊎ in this case, and it follows that all Borel probability measures on R are ⊎-infinitely divisible. This
bijection between the set of ⊎-infinitely divisible/all measures and the set of ⊞-infinitely divisible measures
is known as the Boolean Bercovici-Pata bijection, where a more explicit relation between µ
(γ,σ)
⊎ and µ
(γ,σ)
⊞
appears in [3, Theorem 6.3] as follows. Note that we have removed the statement about the additive classical
convolution (which is actually one of the main results of [3]) as it is irrelevant here.
Theorem 5.3. Fix a sequence {µn}∞n=1 of Borel probability measures on R, a sequence {kn}∞n=1 of positive
integers with limn→∞ kn =∞, and a pair (γ, σ) where γ ∈ R is a real number and σ is a finite positive Borel
measure on R. The following assertions are equivalent:
(1) The sequence µn ⊞ · · ·⊞ µn︸ ︷︷ ︸
kn times
converges weakly to µ
(γ,σ)
⊞
.
(2) The sequence µn ⊎ · · · ⊎ µn︸ ︷︷ ︸
kn times
converges weakly to µ
(γ,σ)
⊎ .
(3) The limit
lim
n→∞ kn
∫
R
s
1 + s2
dµn(s) = γ
holds, and the finite positive Borel measures
dσn(s) = kn
s2
1 + s2
dµn(s)
converge weakly to σ.
Note that both ⊞ and ⊎ can be studied in terms of the additive c-free convolution ⊞c which is defined on
pairs of Borel probability measures on R. Given such a pair (µ, ν), the c-free Voiculescu transform of (µ, ν)
is defined by
Φ(µ,ν)(z) = F
−1
ν (z)− Fµ(F−1ν (z))
on a domain where F−1ν is defined. Given two pairs (µ1, ν1) and (µ2, ν2), their additive c-free convolution is
another pair (µ, ν) where ν = ν1 ⊞ ν2 and µ is the unique measure such that
Φ(µ,ν)(z) = Φ(µ1,ν1)(z) + Φ(µ2,ν2)(z)
on the common domain of the three involved functions. It is immediate that
Φ(µ,µ) = φµ and Φ(µ,δ0) = Eµ.
The notion of ⊞c-infinite divisibility is defined analogously, and a c-free Le´vy-Hincˇin formula was obtained
in [14, Theorem 8.1] in the compactly supported case and extended in full generality in [30, Theorem 4.1]
that given a pair (µ, ν) of Borel probability measures on R with ν being ⊞-infinitely divisible, the pair (µ, ν)
is ⊞c-infinitely divisible if and if there exists a pair (γ, σ) similar as above such that
Φ(µ,ν)(z) = γ +
∫
R
1 + sz
z − s dσ(s), z ∈ C \ R.
Next we discuss measures on R2. Recall the Cauchy transform of a finite positive Borel measure µ on R2
is defined by
Gµ(z, w) =
∫
R2
1
(z − s)(w − t) dµ(s, t), (z, w) ∈ (C \ R)
2,
and is an analytic function which uniquely determines the underlying measure. Let µ(1) and µ(2) denote the
marginal distributions of µ, namely
µ(1)(B) = µ(B × R) and µ(2)(B) = µ(R×B)
for all Borel subsets B of R. For α, β > 0, let Γα,β = {z¯ | z ∈ Γα,β} and set
Ωα,β =
{
(z, w) ∈ (C \ R)2 | z, w ∈ Γα,β ∪ Γα,β
}
.
The bi-free partial Voiculescu transform of µ is defined by
φµ(z, w) =
1
z
φµ(1)(z) +
1
w
φµ(2)(w) + φ˜µ(z, w), (z, w) ∈ Ωα,β ,
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for some α, β > 0, where φ˜µ is the reduced bi-free partial Voiculescu transform of µ defined by
φ˜µ(z, w) = 1− 1
zwGµ
(
F−1
µ(1)
(z), F−1
µ(2)
(w)
) .
The additive bi-free convolution ⊞⊞ is characterized by
φµ1⊞⊞µ2(z, w) = φµ1(z, w) + φµ2 (z, w)
on the common domain of the three functions involved whenever µ1 ⊞ ⊞µ2 is defined. This is due to the
fact that the operation ⊞⊞ is only defined for compactly supported and/or infinitely divisible measures as
of now. These restrictions are also in place for the operation ⊞⊞c in [11, Section 6] and the operation
⊎⊎ to be considered below. Consequently a Borel probability measure µ on R2 is said to be ⊞⊞-infinitely
divisible if for every n ∈ N there exists a Borel probability measure µn on R2 such that φµ = nφµn on a
common domain of the form Ωα,β . The notion of ⊞⊞c-infinite divisibility for pairs of measures was similarly
defined in [11, Definition 6.24] in terms of the corresponding linearizing transforms, and hence µ is said to
be ⊎⊎-infinitely divisible if for every n ∈ N, Eµ = Eµn (see Definition 5.4 below) for some µn.
As shown in [11, 13], the additive bi-free and c-bi-free limit theorems do not depend on whether or not
⊞⊞ and ⊞⊞c are defined for arbitrary measures. In particular, a bi-free Le´vy-Hincˇin formula was obtained
in [13] demonstrating that a Borel probability measure µ on R2 is ⊞⊞-infinitely divisible if and only if there
exists a unique quintuple (γ1, γ2, σ1, σ2, σ), where γ1, γ2 ∈ R are real numbers, σ1 and σ2 are finite positive
Borel measures on R2, and σ is a finite signed Borel measure on R2 such that
• t√
1+t2
dσ1(s, t) =
s√
1+s2
dσ(s, t),
• s√
1+s2
dσ2(s, t) =
t√
1+t2
dσ(s, t),
• |σ({(0, 0)})|2 ≤ σ1({(0, 0)})σ2({(0, 0)}),
and the bi-free partial Voiculescu transform φµ of µ can be continued analytically to (C \ R)2 via
φµ(z, w) =
1
z
(
γ1 +
∫
R2
1 + sz
z − s dσ1(s, t)
)
+
1
w
(
γ2 +
∫
R2
1 + tw
w − t dσ2(s, t)
)
+
∫
R2
√
1 + s2
√
1 + t2
(z − s)(w − t) dσ(s, t).
(6)
Moreover, the marginal distributions µ(1) and µ(2) of µ are ⊞-infinitely divisible determined by µ(1) =
µ
(γ1,σ
(1)
1 )
⊞
and µ(2) = µ
(γ2,σ
(2)
2 )
⊞
. Conversely, every such quintuple (γ1, γ2, σ1, σ2, σ) uniquely determines a
Borel probability measure µ on R2 such that equation (6) holds, and we denote µ by µ
(γ1,γ2,σ1,σ2,σ)
⊞⊞
in
analogy with the free and Boolean situations. Similarly, a c-bi-free Le´vy-Hincˇin formula was obtained in
[11, Section 6] characterizing ⊞⊞c-infinitely divisible pairs of measures where each such pair consists of two
measures µ and ν such that ν is ⊞⊞-infinitely divisible and µ is determined by a quintuple (γ1, γ2, σ1, σ2, σ)
similar as above.
We now move on to the bi-Boolean situation. As mentioned above, the following function linearizes ⊎⊎
and will be used as the bi-Boolean analogue of φµ.
Definition 5.4. Let µ be a Borel probability measure on R2. The partial self-energy of µ is defined by
Eµ(z, w) =
1
z
Eµ(1)(z) +
1
w
Eµ(2)(w) + E˜µ(z, w), (z, w) ∈ (C \ R)2
where
E˜µ(z, w) =
Gµ(z, w)
Gµ(1)(z)Gµ(2)(w)
− 1.
The function E˜µ will be referred to as the reduced partial self-energy of µ.
Recall that in the one-dimensional situation, the self-energy of a measure is equal to the c-free Voiculescu
transform of the measure with δ0. Similarly, if Φ(µ,ν) denotes the c-bi-free partial Voiculescu transform (as
defined in [11, Definition 6.15]) of a pair of measures (µ, ν) on R2, then it is easy to check that Eµ = Φ(µ,δ(0,0)).
Consequently, the results in [11, Subsections 6.3 to 6.6] immediately imply the following bi-Boolean analogues
by taking the second component to be δ(0,0), which we record as follows. Note that by z →∞ non-tangentially
we mean |z| → ∞ but z stays within a Stolz angle Γα for some α > 0.
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To begin, we have the following basic properties of the partial self-energy function which follow from
[11, Lemma 6.16, Corollary 6.17, and Proposition 6.18].
Lemma 5.5. If Eµ : (C\R)2 → C is the partial self-energy of some Borel probability measure µ on R2, then
lim
|z|→∞
Eµ(z, w) =
1
w
Eµ(2) (w), lim|w|→∞
Eµ(z, w) =
1
z
Eµ(1)(z), and lim|z|,|w|→∞
Eµ(z, w) = 0
non-tangentially.
Corollary 5.6. If µ1 and µ2 are two Borel probability measures on R
2 such that Eµ1 = Eµ2 , then µ1 = µ2.
Proposition 5.7. Let {µn}∞n=1 be a sequence of Borel probability measures on R2. The following assertions
are equivalent:
(1) The sequence {µn}∞n=1 converges weakly to a Borel probability measure µ on R2.
(2) The pointwise limits limn→∞Eµn(z, w) = E(z, w) exist for all (z, w) ∈ (C \ R)2, and the limit
Eµn(z, w)→ 0 holds uniformly in n as |z|, |w| → ∞ non-tangentially.
Moreover, if these assertions hold, then E = Eµ on (C \ R)2.
Furthermore, [11, Theorem 6.19, Proposition 6.20, Theorems 6.23 and 6.25] imply the following additive
bi-Boolean limit theorems.
Theorem 5.8. Let {µn}∞n=1 be a sequence of Borel probability measures on R2 and {kn}∞n=1 be a sequence
of positive integers with limn→∞ kn =∞. Assume the sequences {[µ(1)n ]⊎kn}∞n=1 and {[µ(2)n ]⊎kn}∞n=1 converge
weakly to µ
(γ1,σ1)
⊎ and µ
(γ2,σ2)
⊎ respectively, where γ1, γ2 ∈ R are real numbers, and σ1, σ2 are finite positive
Borel measures on R. The following assertions are equivalent.
(1) The pointwise limits
lim
n→∞ knEµn(z, w) = E(z, w)
exist for all (z, w) ∈ (C \ R)2.
(2) The pointwise limits
lim
n→∞ kn
∫
R2
st
(z − s)(w − t) dµn(s, t) = E˜(z, w)
exist for all (z, w) ∈ (C \ R)2.
(3) The finite signed Borel measures
dσ˜n(s, t) = kn
st√
1 + s2
√
1 + t2
dµn(s, t)
converge weakly to a finite signed Borel measure σ on R2.
Moreover, if these assertions hold, then the function E˜ from assertion (2) has a unique integral representation
E˜(z, w) =
∫
R2
√
1 + s2
√
1 + t2
(z − s)(w − t) dσ(s, t),
and the function E from assertion (1) can be written as
E(z, w) =
1
z
E
µ
(γ1 ,σ1)
⊎
(z) +
1
w
E
µ
(γ2,σ2)
⊎
(w) + E˜(z, w)
for all (z, w) ∈ (C \ R)2.
Proposition 5.9. Let {µn}∞n=1 and {kn}∞n=1 be sequences of measures and positive integers satisfying the
assumptions of Theorem 5.8. Assume furthermore that each µn is compactly supported. Then the sequence
{µ⊎⊎knn }∞n=1 converges weakly to a Borel probability measure on R2 if and only if the sequences {[µ(1)n ]⊎kn}∞n=1,
{[µ(2)n ]⊎kn}∞n=1, and {σ˜n}∞n=1 are weakly convergent, where {σ˜n}∞n=1 is defined as in assertion (3) of Theorem
5.8. Moreover, if {µ⊎⊎knn }∞n=1, {[µ(1)n ]⊎kn}∞n=1, {[µ(2)n ]⊎kn}∞n=1, and {σ˜n}∞n=1 converge weakly to µ, µ(γ1,σ1)⊎ ,
µ
(γ2,σ2)
⊎ , and σ respectively, then µ(1) = µ
(γ1,σ1)
⊎ , µ(2) = µ
(γ2,σ2)
⊎ , and
Gµ(z, w) = Gµ(1)(z)Gµ(2)(w) (Gσ′ (z, w) + 1) , (z, w) ∈ (C \ R)2,
where dσ′(s, t) =
√
1 + s2
√
1 + t2 dσ(s, t).
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Theorem 5.10. Let {µn}∞n=1 and {kn}∞n=1 be sequences of measures and positive integers satisfying the
assumptions of Theorem 5.8. If the pointwise limits limn→∞ knEµn(z, w) = E(z, w) exist for all (z, w) ∈
(C \ R)2, then there exists a unique Borel probability measure µ on R2 such that E = Eµ on (C \ R)2.
Theorem 5.11. Let µ be a Borel probability measure on R2 with partial self-energy Eµ. The measure µ is
⊎⊎-infinitely divisible if and only if there exist a sequence {µn}∞n=1 of Borel probability measures on R2 and
a sequence {kn}∞n=1 of positive integers with limn→∞ kn = ∞ such that the sequences {[µ(1)n ]⊎kn}∞n=1 and
{[µ(2)n ]⊎kn}∞n=1 converge weakly to µ(1) and µ(2) respectively, and limn→∞ knEµn = Eµ on (C \ R)2.
Consequently, every ⊎⊎-infinitely divisible measure µ has a partial self-energy of the form
Eµ(z, w) =
1
z
E
µ
(γ1,σ1)
⊎
(z) +
1
w
E
µ
(γ2 ,σ2)
⊎
(w) +
∫
R2
√
1 + s2
√
1 + t2
(z − s)(w − t) dσ(s, t), (z, w) ∈ (C \ R)
2,
where µ(1) = µ
(γ1,σ1)
⊎ and µ(2) = µ
(γ2,σ2)
⊎ . Note that if σ̂1 is a finite positive Borel measure on R2 such that
σ̂
(1)
1 = σ1, then
1
z
E
µ
(γ1,σ1)
⊎
(z) =
1
z
(
γ1 +
∫
R2
1 + sz
z − s dσ̂1(s, t)
)
.
Clearly, such an extension from σ1 to σ̂1 is not unique. However, if we impose the additional requirement
that
t√
1 + t2
dσ̂1(s, t) =
s√
1 + s2
dσ(s, t),
then it follows from [13, Lemma 3.10] that σ̂1 is unique. Similarly, there is a unique finite positive Borel
measure σ̂2 on R
2 such that σ̂
(2)
2 = σ2 and
s√
1 + s2
dσ̂2(s, t) =
t√
1 + t2
dσ(s, t).
Replacing σ1 and σ2 by their unique extensions to R
2 with the above conditions, every ⊎⊎-infinitely divisible
measure µ has a unique quintuple (γ1, γ2, σ1, σ2, σ) associated to it such that
Eµ(z, w) =
1
z
(
γ1 +
∫
R2
1 + sz
z − s dσ1(s, t)
)
+
1
w
(
γ2 +
∫
R2
1 + tw
w − t dσ2(s, t)
)
+
∫
R2
√
1 + s2
√
1 + t2
(z − s)(w − t) dσ(s, t), (z, w) ∈ (C \ R)
2.
(7)
Conversely, it follows from [11, Proposition 6.27] that every such quintuple (γ1, γ2, σ1, σ2, σ) uniquely deter-
mines a Borel probability measure µ on R2 such that equation (7) holds. Therefore, it makes sense to refer
to equation (7) as the bi-Boolean Le´vy-Hincˇin representation of the ⊎⊎-infinitely divisible measure µ, and
we denote µ by µ
(γ1,γ2,σ1,σ2,σ)
⊎⊎ to indicate this correspondence.
Example 5.12. All product measures on R2 are ⊎⊎-infinitely divisible. Indeed, if µ is a Borel probability
measure on R2 such that µ = µ(1)⊗µ(2), then as µ(1) and µ(2) are ⊎-infinitely divisible and as E˜µ ≡ 0, there
exist (γ1, σ1) and (γ2, σ2) such that
Eµ(z, w) =
1
z
(
γ1 +
∫
R
1 + sz
z − s dσ1(s)
)
+
1
w
(
γ2 +
∫
R
1 + tw
w − t dσ2(t)
)
, (z, w) ∈ (C \ R)2.
In this case, it is easy to see that Eµ/n is the partial self-energy of the measure µ
(γ1/n,σ1/n)
⊎ ⊗ µ(γ2/n,σ2/n)⊎
for n ≥ 1.
In general, more examples of ⊎⊎-infinitely divisible measures can be obtained from the ⊞⊞-infinitely
divisible ones (e.g., the bi-free central and Poisson limits from [13]) via the two-dimensional Bercovici-Pata
bijection (Theorem 5.13) below. For instance, if µ denotes the bi-Boolean Gaussian distribution µ(1,1,c) from
equation (4) above, then
Eµ(z, w) =
1
z2
+
1
w2
+
c
zw
, (z, w) ∈ (C \ R)2.
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It is known (see [26, Section 3]) that µ(1) = µ(2) is the Bernoulli distribution 12 (δ−1 + δ1) with Cauchy
transform Gµ(j) (z) =
z
z2−1 , from which we obtain
Gµ(z, w) =
c+ zw
(z2 − 1)(w2 − 1) , (z, w) ∈ (C \ R)
2,
and the Stieltjes inversion formula (see, e.g., [13, Section 2]) gives
dµ(s, t) = − 1
4π2
lim
ε→0+
[Gµ(s+ iε, t+ iε)−Gµ(s+ iε, t− iε)−Gµ(s− iε, t+ iε) +Gµ(s− iε, t− iε)]dsdt
=
1
π2
lim
ε→0+
[
ε2[4cst+ (s2 + ε2 + 1)(t2 + ε2 + 1)]
[s4 + 2s2(ε2 − 1) + ε2(ε2 + 2) + 1][t4 + 2t2(ε2 − 1) + ε2(ε2 + 2) + 1]
]
dsdt.
The above formula shows that the measure µ vanishes outside of the square {(s, t) ∈ R2 : |s| = 1, |t| = 1},
and the uncorrelated case (i.e., c = 0) corresponds to µ = 12 (δ−1 + δ1)⊗ 12 (δ−1 + δ1).
5.3. Some Bercovici-Pata type bijections. The discussion in the previous subsection together with
results in [11, 13] imply some two-dimensional Bercovici-Pata type bijections, which are summarized as
follows. Note that we implicitly assume the additive convolutions are well-defined, which is the case at least
for compactly supported and/or infinitely divisible measures. The limiting distributions, on the other hand,
are allowed to have unbounded supports.
Theorem 5.13. Fix a sequence {µn}∞n=1 of Borel probability measures on R2, a sequence {kn}∞n=1 of positive
integers with limn→∞ kn = ∞, a quintuple (γ1, γ2, σ1, σ2, σ), where γ1, γ2 ∈ R are real numbers, σ1 and σ2
are finite positive Borel measures on R2, and σ is a finite signed Borel measure on R2 such that
• t√
1+t2
dσ1(s, t) =
s√
1+s2
dσ(s, t),
• s√
1+s2
dσ2(s, t) =
t√
1+t2
dσ(s, t),
• |σ({(0, 0)})|2 ≤ σ1({(0, 0)})σ2({(0, 0)}).
The following assertions are equivalent.
(1) The sequence µn ⊞⊞ · · ·⊞⊞µn︸ ︷︷ ︸
kn times
converges weakly to µ
(γ1,γ2,σ1,σ2,σ)
⊞⊞
.
(2) The sequence µn ⊎ ⊎ · · · ⊎ ⊎µn︸ ︷︷ ︸
kn times
converges weakly to µ
(γ1,γ2,σ1,σ2,σ)
⊎⊎ .
(3) The limits
lim
n→∞ kn
∫
R2
s
1 + s2
dµn(s, t) = γ1 and lim
n→∞ kn
∫
R2
t
1 + t2
dµn(s, t) = γ2
hold, the finite positive Borel measures
dσ(1)n (s) = kn
s2
1 + s2
dµ(1)n (s) and dσ
(2)
n (t) = kn
t2
1 + t2
dµ(2)n (t)
converge weakly to σ
(1)
1 and σ
(2)
2 respectively, and the finite signed Borel measures
dσ˜n(s, t) = kn
st√
1 + s2
√
1 + t2
dµn(s, t)
converge weakly to σ.
Moreover, if these assertions hold, then
φ
µ
(γ1,γ2,σ1,σ2,σ)
⊞⊞
(z, w) = E
µ
(γ1 ,γ2,σ1,σ2,σ)
⊎⊎
(z, w)
for all (z, w) ∈ (C \ R)2.
Proof. The equivalence of assertions (1) and (3) was achieved in [13], and the equivalence of assertions (2) and
(3) follow from the one-dimensional Bercovici-Pata bijection and the results in the previous subsection. 
If in addition {νn}∞n=1 is another sequence of Borel probability measures on R2 such that the sequence
νn ⊞⊞ · · ·⊞⊞νn︸ ︷︷ ︸
kn times
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converges weakly to some ⊞⊞-infinitely divisible measure ν
(γ′1,γ
′
2,σ
′
1,σ
′
2,σ
′)
⊞⊞
, then the results in [11, Section 6]
imply that assertion (2) of Theorem 5.13 is equivalent to the weak convergence of the sequence
(µn, νn)⊞⊞c · · ·⊞⊞c(µn, νn)︸ ︷︷ ︸
kn times
to (µ, ν
(γ′1,γ
′
2,σ
′
1,σ
′
2,σ
′)
⊞⊞
) for some Borel probability measure µ on R2. In this case, the pair (µ, ν
(γ′1,γ
′
2,σ
′
1,σ
′
2,σ
′)
⊞⊞
)
is ⊞⊞c-infinitely divisible and
Φ
(µ,ν
(γ′
1
,γ′
2
,σ′
1
,σ′
2
,σ′)
⊞⊞
)
(z, w) = E
µ
(γ1 ,γ2,σ1,σ2,σ)
⊎⊎
(z, w)
for all (z, w) ∈ (C \ R)2.
We conclude this section with an example/counterexample. As mentioned above, all Borel probability
measures on R are ⊎-infinitely divisible. On the other hand, given a Borel probability measure µ on R2, due
to the (relatively) simple form of Eµ (compared to φµ for example) as given in Definition 5.4, it is tempting
to hypothesize that all Borel probability measures on R2 are ⊎⊎-infinitely divisible. However, this is not
true as illustrated by the following example. Consequently, the bi-Boolean Le´vy-Hincˇin formula (7) best
characterizes the class of ⊎⊎-infinitely divisible Borel probability measures on R2.
Example 5.14. Let µ be the probability measure on R2 defined by
µ =
1
2
δ(1,0) +
1
2
δ(0,1).
Then for p, q ≥ 0, the (p, q)th moment of µ is given by
Mp,q(µ) =
∫
R2
sptq dµ(s, t) =

1 if p = q = 0
1
2 if (p, q) ∈ {(k, 0), (0, k) | k ≥ 1}
0 otherwise
.
Using the bi-Boolean moment-cumulant formula (3), it is easy to compute some of the low order B-(ℓ, r)-
cumulants, which are given as follows:
B1,0(µ) = B0,1(µ) =
1
2
, B2,0(µ) = B0,2(µ) =
1
4
, B1,1(µ) = −1
4
,
B2,1(µ) = B1,2(µ) = −1
8
, and B2,2(µ) = − 1
16
.
If µ is ⊎⊎-infinitely divisible, then for every n ∈ N, there exists a probability measure µn on R2 such that
Eµ = nEµn , and hence
Bp,q(µn) =
1
n
Bp,q(µ)
for all p, q ≥ 0. Consequently, we have that
M2,2(µn) = B2,2(µn) +B2,1(µn)B0,1(µn) +B1,0(µn)B1,2(µn) +B2,0(µn)B0,2(µn)
+B2,0(µn)B1,0(µn)
2 +B1,0(µn)B1,1(µn)B0,1(µn) +B1,0(µn)
2B0,2(µn) +B1,0(µn)
2B0,1(µn)
2
= − 1
16n
− 1
16n2
− 1
16n2
+
1
16n2
+
1
16n3
− 1
16n3
+
1
16n3
+
1
16n4
= − 1
16n
− 1
16n2
+
1
16n3
+
1
16n4
which is negative for n > 1, contradicting the assumption that µn is a positive measure.
6. Additive bi-Fermi convolution
In this section, we consider another special case of the additive c-bi-free convolution.
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6.1. Additive Fermi convolution. In [18], Oravecz defined the additive Fermi convolution using the
additive Boolean convolution with shifts, and it was shown in [19] that the two convolutions are minimal
in a certain sense in terms of the corresponding combinatorics. For simplicity, we assume all measures are
compactly supported Borel probability measures so that all moments are finite. Given two such measures
µ1 and µ2 on R let µ˜j denote the zero-mean shift of µj ; that is,
dµ˜j(s) = dµj(s+M1(µj)).
The additive Fermi convolution of µ1 and µ2, denoted µ1 • µ2, is defined by
dµ1 • µ2(s) = dµ(s− (M1(µ1) +M1(µ2))),
where µ = µ˜1 ⊎ µ˜2 is the additive Boolean convolution of µ˜1 and µ˜2. Equivalently, µ1 • µ2 can be defined in
terms of the additive c-free convolution as
(µ1 • µ2, δM1(µ1)+M1(µ2)) = (µ1, δM1(µ1))⊞c (µ2, δM1(µ2)).
On the combinatorial side, the Fermi cumulants of a given compactly supported Borel probability measure
µ on R is the sequence {γn(µ)}n≥1 defined by
Mn(µ) =
∑
π∈AI(n)
(∏
V ∈π
γ|V |(µ)
)
for all n ≥ 1, where AI(n) denotes the set of almost interval partitions of {1, . . . , n}; that is, if π ∈ AI(n),
then π does not contain inner blocks other than singletons. As shown in [18, Corollary 2.1],
γn(µ1 • µ2) = γn(µ1) + γn(µ2)
for all n ≥ 1, which justifies the name ‘Fermi cumulants’. On the analytic side, the linearizing transform
with respect to • is
Hµ(z) =
∑
n≥1
γn(µ)z
n
and it follows from [18, Proposition 2.1] that
Hµ(z) =M1(µ)z + ηµ˜(z),
where µ˜ denotes the zero-mean shift of µ.
6.2. Bi-Fermi cumulants and transform. In view of the relation between the additive Fermi and c-free
convolutions, we define the additive bi-Fermi convolution as follows. Recall that for µ a compactly supported
Borel probability measure on R2 and m,n ≥ 0 with m + n ≥ 1, we denote the (m,n)th moment of µ by
Mm,n(µ).
Definition 6.1. Let µ1 and µ2 be compactly supported Borel probability measures on R
2. The additive
bi-Fermi convolution of µ1 and µ2, denoted µ1 • •µ2, is defined by
(µ1 • •µ2, δ(M1,0(µ1)+M1,0(µ2),M0,1(µ1)+M0,1(µ2))) = (µ1, δ(M1,0(µ1),M0,1(µ1)))⊞⊞c(µ2, δ(M1,0(µ2),M0,1(µ2))),
where ⊞⊞c denotes the additive c-bi-free convolution.
Like the additive Fermi convolution, µ1 • •µ2 can be equivalently defined using the additive bi-Boolean
convolution as follows: Let
dµ˜j(s, t) = dµj(s+M1,0(µj), t+M0,1(µj))
for j = 1, 2, then µ1 • •µ2 is defined by
dµ1 • •µ2(s, t) = dµ(s− (M1,0(µ1) +M1,0(µ2)), t− (M0,1(µ1) +M0,1(µ2))),
where µ = µ˜1 ⊎ ⊎µ˜2 is the additive bi-Boolean convolution of µ˜1 and µ˜2. As will be seen below, it is more
convenient to work with this definition in terms of ⊎⊎, but we choose to define •• in terms of ⊞⊞c because
it does not involve any shifts, and ⊎⊎ is itself a special case of ⊞⊞c.
To define the cumulants corresponding to the additive bi-Fermi convolution, we introduce the following
set of partitions.
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Definition 6.2. Let n ≥ 1 and χ : {1, . . . , n} → {ℓ, r}. A partition π of {1, . . . , n} is said to be an almost
bi-interval partition (with respect to χ) if s−1χ · π ∈ AI(n). Equivalently, π is an almost bi-interval partition
if π does not contain interior blocks other than singletons. The set of almost bi-interval partitions is denoted
by ABI(χ).
Note that both 0χ and 1χ are elements of ABI(χ), but ABI(χ) is not a lattice (with respect to the partial
order ≤ of refinement) for the same reason that AI(n) is not a lattice. Moreover, if V is a block of π, then
denote
Vℓ := V ∩ χ−1({ℓ}) and Vr := V ∩ χ−1({r}).
Finally, recall that for m,n ≥ 0 with m + n ≥ 1, χm,n : {1, . . . ,m + n} → {ℓ, r} is the map such that
χm,n(k) = ℓ if k ≤ m and χm,n(k) = r if k > m.
Definition 6.3. Let µ be a compactly supported Borel probability measure on R2. The bi-Fermi cumulants
of µ is the sequence {γm,n(µ)}m,n≥0,m+n≥1 defined by
Mm,n(µ) =
∑
π∈ABI(χm,n)
(∏
V ∈π
γ|Vℓ|,|Vr|(µ)
)
for all m,n ≥ 0 with m+ n ≥ 1.
Note that if µ has zero-mean marginal distributions then
Mm,n(µ) =
∑
π∈BI∗(χm,n)
(∏
V ∈π
γ|Vℓ|,|Vr|(µ)
)
,
where BI∗(χm,n) denotes the set of bi-interval partitions with respect to χm,n without any singletons. On
the other hand, we have that
Mm,n(µ) =
∑
π∈BI∗(χm,n)
(∏
V ∈π
B|Vℓ|,|Vr|(µ)
)
,
where {Bm,n(µ)}m,n≥0,m+n≥1 denotes the set of B-(ℓ, r)-cumulants of µ. Hence, in this case, γm,n(µ) =
Bm,n(µ) for all m,n ≥ 0 with m+ n ≥ 1.
Note that as shown in [18, Proposition 2.1], we have that γm,0(µ) = γm,0(µ˜) and γ0,n(µ) = γ0,n(µ˜)
for all m,n ≥ 2. Therefore, the following shows that for all m,n ≥ 0 with m + n ≥ 2, we have that
γm,n(µ) = Bm,n(µ˜), while γ1,0(µ) =M1,0(µ), γ0,1(µ) =M0,1(µ), and B1,0(µ˜) = B0,1(µ˜) = 0.
Proposition 6.4. Let µ be a compactly supported Borel probability measure on R2 and define µ˜ by
dµ˜(s, t) = dµ(s+M1,0(µ), t+M0,1(µ)).
Then γm,n(µ) = γm,n(µ˜) for all m,n ≥ 1.
Proof. For m,n ≥ 1, we have that
Mm,n(µ) =
∑
π∈ABI(χm,n)
(∏
V ∈π
γ|Vℓ|,|Vr|(µ)
)
=
m∑
p=0
n∑
q=0
(
m
m− p
)(
n
n− q
)
M1,0(µ)
m−pM0,1(µ)n−q
∑
π∈BI∗(χp,q)
(∏
V ∈π
γ|Vℓ|,|Vr|(µ)
)
by Definition 6.3 whereas, since µ˜ has zero-mean marginal distributions, we have that
Mm,n(µ˜) =
∑
π∈BI∗(χm,n)
(∏
V ∈π
γ|Vℓ|,|Vr|(µ˜)
)
.
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On the other hand, we have that
Mm,n(µ) =
∫
R2
smtn dµ(s, t)
=
∫
R2
smtn dµ˜(s−M1,0(µ), t−M0,1(µ))
=
∫
R2
(x+M1,0(µ))
m(y +M0,1(µ))
n dµ˜(x, y)
=
∫
R2
m∑
p=0
(
m
p
)
xpM1,0(µ)
m−p
n∑
q=0
(
n
q
)
yqM0,1(µ)
n−q dµ˜(s, t)
=
m∑
p=0
n∑
q=0
(
m
p
)(
n
q
)
M1,0(µ)
m−pM0,1(µ)n−qMp,q(µ˜)
=
m∑
p=0
n∑
q=0
(
m
p
)(
n
q
)
M1,0(µ)
m−pM0,1(µ)n−q
∑
π∈BI∗(χp,q)
(∏
V ∈π
γ|Vℓ|,|Vr|(µ˜)
)
.
Thus the result follows by induction. 
Corollary 6.5. Let µ1 and µ2 be compactly supported Borel probability measures on R
2, we have that
γm,n(µ1 • •µ2) = γm,n(µ1) + γm,n(µ2)
for all m,n ≥ 0 with m+ n ≥ 1.
In view of the above corollary, the linearizing transform with respect to the additive bi-Fermi convolution
is defined as follows.
Definition 6.6. Let µ be a compactly supported Borel probability measure on R2. The bi-Fermi transform
of µ is defined by
Hµ(z, w) =
∑
m,n≥0
m+n≥1
γm,n(µ)z
mwn.
Proposition 6.7. Let µ be a compactly supported Borel probability measure on R2. The bi-Fermi transform
Hµ of µ is given by
Hµ(z, w) = Hµ(1)(z) +Hµ(2)(w) +
Gµ(1/z +M1,0(µ), 1/w +M0,1(µ))
Gµ(1)(1/z +M1,0(µ))Gµ(2) (1/w +M0,1(µ))
− 1
for (z, w) ∈ (C \ R)2.
Proof. Let µ(1) and µ(2) be the marginal distributions of µ, we have that
Hµ(z, w) = Hµ(1)(z) +Hµ(2)(w) +
∑
m,n≥1
γm,n(µ)z
mwn.
Moreover, with µ˜ as defined in Proposition 6.4, we have by Theorem 4.3that∑
m,n≥1
γm,n(µ)z
mwn =
∑
m,n≥1
γm,n(µ˜)z
mwn =
∑
m,n≥1
Bm,n(µ˜)z
mwn
=
Gµ˜(1/z, 1/w)
Gµ˜(1)(z)Gµ˜(2)(w)
− 1
=
Gµ(1/z +M1,0(µ), 1/w +M0,1(µ))
Gµ(1)(1/z +M1,0(µ))Gµ(2) (1/w +M0,1(µ))
− 1
as claimed. 
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6.3. Limit theorems. In terms of limit theorems, if the measures have zero-mean marginal distributions,
then the additive bi-Fermi convolution coincides with the additive bi-Boolean convolution, and thus the
bi-Fermi central limit theorem and centred bi-Fermi Gaussian distributions are same as the bi-Boolean ones.
For Poisson type limit theorems, recall that a compactly supported Borel probability measure π⊎⊎λ,σ on R
2 is
said to have a compound bi-Boolean Poisson distribution with rate λ ≥ 0 and jump distribution σ 6= δ(0,0) if
Bm,n(π
⊎⊎
λ,σ) = λ ·Mm,n(σ)
for all m,n ≥ 0 with m + n ≥ 1. Analogously, a compound bi-Fermi Poisson distribution π••λ,σ with rate
λ ≥ 0 and jump distribution σ 6= δ(0,0) is characterized by the requirement that
γm,n(π
••
λ,σ) = λ ·Mm,n(σ)
for all m,n ≥ 0 with m+ n ≥ 1. For simplicity, let σ = δ(1,1) so that
ηπ⊎⊎
λ,δ(1,1)
(z, w) = Hπ••
λ,δ(1,1)
(z, w) =
λz
1− z +
λw
1− w +
λzw
(1 − z)(1− w) .
Therefore
Gπ⊎⊎
λ,δ(1,1)
(1/z, 1/w)
G(π⊎⊎
λ,δ(1,1)
)(1)(1/z)G(π⊎⊎
λ,δ(1,1)
)(2)(1/w)
=
Gπ••
λ,δ(1,1)
(1/z + λ, 1/w + λ)
G(π••
λ,δ(1,1)
)(1)(1/z + λ)G(π••
λ,δ(1,1)
)(2)(1/w + λ)
=
λzw
(1− z)(1− w) + 1.
Hence, the distributions of π⊎⊎λ,δ(1,1) and π
••
λ,δ(1,1)
are quite different since
Gπ⊎⊎
λ,δ(1,1)
(z, w) =
λ+ (z − 1)(w − 1)
zw(z − 1− λ)(w − 1− λ) ,
whereas
Gπ••
λ,δ(1,1)
(z, w) =
λ+ (z − 1− λ)(w − 1− λ)
((z − λ)2 − z)((w − λ)2 − w) .
Using the additivity of the bi-Fermi cumulants, the following compound bi-Fermi Poisson limit theorem
can be easily obtained.
Theorem 6.8. Let λ ≥ 0 and let σ 6= δ(0,0) be a compactly supported Borel probability measure on R2. For
N ∈ N, let µN =
(
1− λN
)
δ(0,0) +
λ
N σ. Then limN→∞ µN • • · · · • •µN︸ ︷︷ ︸
N times
= π••λ,σ.
7. Connection with bi-free independence
In this section, we extend some of the results in [1] to pairs of algebras. Due to similar lattice structures,
most of the combinatorial arguments for NC(n) immediately generalize to BNC(χ). In that which follows, a
general two-faced family will be denoted as â = ((ai)i∈I , (aj)j∈J ), and an arbitrary n-tuple of elements from
â is recorded by a map α : {1, . . . , n} → I ⊔ J so that α corresponds to (aα(1), . . . , aα(n)). In this case, the
corresponding map χα : {1, . . . , n} → {ℓ, r} is defined by χα(k) = ℓ if α(k) ∈ I and χα(k) = r if α(k) ∈ J
for 1 ≤ k ≤ n.
7.1. A two-faced extension of the maps B and Reta. In [1], Belinschi and Nica introduced two bijections,
B and Reta, where B is a multi-variable analogue of the Boolean Bercovici-Pata bijection and Reta is a
bijection which converts the free R-transform to the Boolean η-transform. Various properties of B and Reta
were proved including an explicit formula describing Reta. The goal of this subsection is to extend these
maps to the two-faced setting.
Denote by Dalg(I ⊔ J) the set of all joint distributions of two-faced families with left index set I and
right index set J , which is naturally identified as the set of unital linear functionals from C〈Zk : k ∈ I ⊔ J〉
to C. On the other hand, denote by C0〈〈zk : k ∈ I ⊔ J〉〉 the set of series with complex coefficients in the
non-commuting indeterminates {zk}k∈I⊔J with vanishing constant term.
Definition 7.1. Let â = ((ai)i∈I , (aj)j∈J ) be a two-faced family in a non-commutative probability space
(A, ϕ). We define the following series in C0〈〈zk : k ∈ I ⊔ J〉〉.
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(1) The moment series of â is
Mâ =
∑
n≥1
∑
α:{1,...,n}→I⊔J
ϕ(aα(1) · · ·aα(n))zα(1) · · · zα(n).
(2) The bi-free R-transform of â is
Râ =
∑
n≥1
∑
α:{1,...,n}→I⊔J
κχα(aα(1), . . . , aα(n))zα(1) · · · zα(n).
(3) The bi-Boolean η-transform of â is
ηâ =
∑
n≥1
∑
α:{1,...,n}→I⊔J
Bχα(aα(1), . . . , aα(n))zα(1) · · · zα(n).
Note given a series f ∈ C0〈〈zk : k ∈ I ⊔ J〉〉, one can always find some â in (A, ϕ) such that Mâ =
f (or Râ = f or ηâ = f) by taking A = C〈Zk : k ∈ I ⊔ J〉, ak = Zk, and define ϕ(aα(1) · · ·aα(n))
(respectively κχα(aα(1), . . . , aα(n)), respectively Bχα(aα(1), . . . , aα(n))) to be the coefficient of zα(1) · · · zα(n)
in f . Consequently, the maps
M,R, η : Dalg(I ⊔ J)→ C0〈〈zk : k ∈ I ⊔ J〉〉
are bijections.
Definition 7.2. Let I and J be disjoint index sets. The maps bB and bReta are bijections
bB : Dalg(I ⊔ J)→ Dalg(I ⊔ J) and bReta : C0〈〈zk : k ∈ I ⊔ J〉〉 → C0〈〈zk : k ∈ I ⊔ J〉〉
defined by bB = R−1 ◦ η and bReta = η ◦ R−1.
Following [1, Definition 3.2], if f ∈ C0〈〈zk : k ∈ I ⊔ J〉〉, then Cf(α(1),...,α(n))(f) denotes the coefficient
of zα(1) · · · zα(n) in f . More generally, if π is a partition of {1, . . . , n}, then Cf(α(1),...,α(n));π(f) denotes the
product ∏
V ∈π
Cf(α(1),...,α(n))|V (f),
which is in general not a coefficient in f . In deriving an explicit formula relating the coefficients of f to
those of bReta(f) for f ∈ C0〈〈zk : k ∈ I ⊔ J〉〉, the following partial order on bi-non-crossing partitions will
be used.
Definition 7.3. Let n ≥ 1 and χ : {1, . . . , n} → {ℓ, r}. For two bi-non-crossing partitions σ and π in
BNC(χ), we write σ ≪χ π to mean that σ ≤ π and, in addition, for every block V of π, there exists a block
W of σ such that min≺χ(V ),max≺χ(V ) ∈ W .
Note that if χ : {1, . . . , n} → {ℓ, r} is constant, then σ, π ∈ NC(n) and ≪χ is exactly the partial order ≪
inroduced in [1, Definition 2.5].
Proposition 7.4. Let f and g be series in C0〈〈zk : k ∈ I ⊔ J〉〉 such that bReta(f) = g.
(1) For all n ≥ 1 and α : {1, . . . , n} → I ⊔ J , we have that
Cf(α(1),...,α(n))(g) =
∑
π∈BNC(χα)
π≪χα1χα
Cf(α(1),...,α(n));π(f).
(2) For all n ≥ 1 and α : {1, . . . , n} → I ⊔ J , we have that
Cf(α(1),...,α(n))(f) =
∑
π∈BNC(χα)
π≪χα1χα
(−1)|π|−1Cf(α(1),...,α(n));π(g).
Proof. The proof is identical to that in [1, Proposition 3.9] once permutations are applied and thus is
omitted. 
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Returning to the transforms introduced in Definition 7.1, note that the operations ⊞⊞ and ⊎⊎ can be
defined on Dalg(I ⊔ J) by the requirements that for µ, ν ∈ Dalg(I ⊔ J), µ ⊞ ⊞ν and µ ⊎ ⊎ν are the unique
elements of Dalg(I ⊔ J) such that Rµ⊞⊞ν = Rµ +Rν and ηµ⊎⊎ν = ηµ + ην . Using Proposition 7.4, a mutli-
variable version of the equivalence of assertions (1) and (2) in Theorem 5.13 can be easily obtained in the
current algebraic framework. The proof is nearly identical to the one-sided case considered in [1, Section 5],
and hence omitted.
Proposition 7.5. Let {µn}n≥1 be a sequence in Dalg(I ⊔ J) and {kn}n≥1 be a sequence of positive integers
with limn→∞ kn =∞. The following assertions are equivalent.
(1) The sequence µn ⊞⊞ · · ·⊞⊞µn︸ ︷︷ ︸
kn times
converges in moments to some µ ∈ Dalg(I ⊔ J).
(2) The sequence µn ⊎ ⊎ · · · ⊎ ⊎µn︸ ︷︷ ︸
kn times
converges in moments to some ν ∈ Dalg(I ⊔ J).
Moreover, if these assertions hold, then µ = bB(ν).
7.2. The twisted multiplicative bi-free convolution. The second main result of [1] concerns a special
property of B; namely that B is a homomorphism with respect to the multiplicative free convolution ⊠.
It is thus natural to expect that a similar property holds for bB. However, it turns out that bB is not a
homomorphism with respect to the ‘usual’ multiplicative bi-free convolution ⊠⊠ in the literature (see [21,28])
but with respect to the one in [7, 8]. Consequently, we consider the following operation.
Definition 7.6. Let â = ((ai)i∈I , (aj)j∈J ) and b̂ = ((bi)i∈I , (bj)j∈J ) be bi-free two-faced families in a
non-commutative probability space (A, ϕ) with joint distributions µâ and µb̂ respectively. The twisted
multiplicative bi-free convolution of µâ and µb̂, denoted µâ⊠˜⊠µb̂, is defined to be the joint distribution of
the two-faced family ((aibi)i∈I , (bjaj)j∈J ).
Note that the usual multiplicative bi-free convolution µâ ⊠ ⊠µb̂ of µâ and µb̂ is defined to be the joint
distribution of the two-faced family ((aibi)i∈I , (ajbj)j∈J ). On the other hand, this twisted multiplicative
bi-free convolution is not new, and has been previously considered in [7, 8] for the following reason. In [17],
the operation of boxed convolution ⋆ was defined using the Kreweras complementation map KNC on the
lattice of non-crossing partitions, which plays an important role in proving the mentioned property of B. On
the other hand, the bi-non-crossing Kreweras complementation map KBNC on the lattice of bi-non-crossing
partitions was defined in [8, Definition 5.1.1] by
KBNC(π) = sχ ·KNC(s−1χ · π)
for χ : {1, . . . , n} → {ℓ, r} and π ∈ BNC(χ). As shown in [7, Proposition 9.2.1], the map KBNC can
be used to compute the twisted multiplicative bi-free convolution as follows. If â = ((ai)i∈I , (aj)j∈J ) and
b̂ = ((bi)i∈I , (bj)j∈J ) are bi-free, then
(8) κχα(cα(1), . . . , cα(n)) =
∑
π∈BNC(χα)
κπ(aα(1), . . . , aα(n)) · κKBNC(π)(bα(1), . . . , bα(n))
for α : {1, . . . , n} → I ⊔ J , where cα(k) = aα(k)bα(k) if α(k) ∈ I and cα(k) = bα(k)aα(k) if α(k) ∈ J for
1 ≤ k ≤ n. This motivates us to define following operation on C0〈〈zk : k ∈ I ⊔ J〉〉.
Definition 7.7. Let f and g be series in C0〈〈zk : k ∈ I ⊔ J〉〉. The series f ⋆˜ g in C0〈〈zk : k ∈ I ⊔ J〉〉 is
defined by
Cf(α(1),...,α(n))(f ⋆˜ g) =
∑
π∈BNC(χα)
Cf(α(1),...,α(n));π(f) · Cf(α(1),...,α(n));KBNC(π)(g)
for all n ≥ 1 and α : {1, . . . , n} → I ⊔ J .
Note that if µ, ν ∈ Dalg(I ⊔ J), then
R
µ⊠˜⊠ν
= Rµ ⋆˜ Rν
by equation (8). Moreover, if π ≤ ρ ∈ BNC(χ), then the relative bi-non-crossing Kreweras complement of π
in ρ, denoted KBNC;ρ(π), is defined by
KBNC;ρ(π) = {KBNC(π|V )}V ∈ρ,
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where for every block V of ρ, KBNC(π|V ) is the bi-non-crossing Kreweras complement of π|V (which is a
bi-non-crossing partition with respect to χ|V ). Under this notion, equation (8) can be generalized to
κρ(cα(1), . . . , cα(n)) =
∑
π∈BNC(χα)
π≤ρ
κπ(aα(1), . . . , aα(n)) · κKBNC;ρ(π)(bα(1), . . . , bα(n))
for α : {1, . . . , n} → I ⊔J and ρ ∈ BNC(χα). We are now ready to present the main result of this subsection
whose proof trivially follows that of [1, Theorem 7.2] with a permutation.
Theorem 7.8. For two series f and g in C0〈〈zk : k ∈ I ⊔ J〉〉, we have that
bReta(f ⋆˜ g) = bReta(f) ⋆˜ bReta(g).
Corollary 7.9. For any two distributions µ and ν in Dalg(I ⊔ J), bB(µ⊠˜⊠ν) = bB(µ)⊠˜⊠bB(ν).
Proof. By Theorem 7.8, we have that
R
bB(µ⊠˜⊠ν)
= η
µ⊠˜⊠ν
= bReta(R
µ⊠˜⊠ν
)
= bReta(Rµ ⋆˜ Rν)
= bReta(Rµ) ⋆˜ bReta(Rν)
= ηµ ⋆˜ ην
= RbB(µ) ⋆˜ RbB(ν)
= R
bB(µ)⊠˜⊠bB(ν)
.
Since bB(µ⊠˜⊠ν) and bB(µ)⊠˜⊠bB(ν) have the same bi-free R-transform, the result follows. 
By comparing the first equality with the fifth equality, we see that the bi-Boolean η-transform also turns
⊠˜⊠ to ⋆˜ , which is not surprising since the Boolean η-transform behaves similarly when it comes to ⊠ and
⋆ (see [1, Theorem 2’]).
8. Bi-Boolean independence with amalgamation
We conclude this paper with an extension of bi-Boolean independence to the amalgamated setting over
an arbitrary algebra.
8.1. Definition and review of bi-free independence with amalgamation. As the theory of bi-free
independence with amalgamation is well-developed in [7], the same structures can be used with some slight
modifications to fit the current framework. Throughout the rest, B denotes a unital algebra over C. Recall
first from [7, Definition 3.2.1] that in order to discuss independence for pairs of algebras over B, the usual
notion of a non-commutative probability space (A, ϕ) should be replaced by a B-B-non-commutative prob-
ability space, which is a triple (A,E, ε) where A is a unital algebra over C, ε : B ⊗ Bop → A is a unital
homomorphism such that ε|B⊗1B and ε|1B⊗Bop are injective, and E : A → B is a unital linear map such that
E(ε(b1 ⊗ b2)Z) = b1E(Z)b2 and E(Zε(b⊗ 1B)) = E(Zε(1B ⊗ b))
for all b1, b2, b ∈ B and Z ∈ A. Moreover, the unital subalgebras Aℓ and Ar of A defined by
Aℓ = {Z ∈ A |Zε(1B ⊗ b) = ε(1B ⊗ b)Z for all b ∈ B}
Ar = {Z ∈ A |Zε(b⊗ 1B) = ε(b⊗ 1B)Z for all b ∈ B}
will be called the left and right algebras of A respectively. For notational simplicity, we will write Lb and Rb
instead of ε(b⊗ 1B) and ε(1B ⊗ b) and refer to them as left and right B-operators respectively.
As demonstrated in [7, Theorem 3.2.4], B-B-non-commutative probability spaces are the correct objects
to study because every such space can be concretely represented as linear operators on a B-B-bimodule
with a specified B-vector state in an expectation-preserving way. We refer to [7, Section 3] for more details.
Furthermore, in order to discuss the corresponding moment and cumulant functions, one needs the notion
of operator-valued bi-multiplicative functions.
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Definition 8.1. Let (A,E, ε) be a B-B-non-commutative probability space and let
Φ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
be a function that is linear in each Aχ(j). It is said that Φ is operator-valued bi-multiplicative if for every
χ : {1, . . . , n} → {ℓ, r}, Zj ∈ Aχ(j), b ∈ B, and π ∈ BNC(χ), the following four conditions hold.
(1) Let
q = max{j ∈ {1, . . . , n} |χ(j) 6= χ(n)}.
If χ(n) = ℓ, then
Φ1χ(Z1, . . . , Zn−1, ZnLb) =
{
Φ1χ(Z1, . . . , Zq−1, ZqRb, Zq+1, . . . , Zn) if q 6= −∞
Φ1χ(Z1, . . . , Zn−1, Zn)b if q = −∞
.
If χ(n) = r, then
Φ1χ(Z1, . . . , Zn−1, ZnRb) =
{
Φ1χ(Z1, . . . , Zq−1, ZqLb, Zq+1, . . . , Zn) if q 6= −∞
bΦ1χ(Z1, . . . , Zn−1, Zn) if q = −∞
.
(2) Let p ∈ {1, . . . , n}, and let
q = max{j ∈ {1, . . . , n} |χ(j) = χ(p), j < p}.
If χ(p) = ℓ, then
Φ1χ(Z1, . . . , Zp−1, LbZp, Zp+1, . . . , Zn) =
{
Φ1χ(Z1, . . . , Zq−1, ZqLb, Zq+1, . . . , Zn) if q 6= −∞
bΦ1χ(Z1, Z2, . . . , Zn) if q = −∞
.
If χ(p) = r, then
Φ1χ(Z1, . . . , Zp−1, RbZp, Zp+1, . . . , Zn) =
{
Φ1χ(Z1, . . . , Zq−1, ZqRb, Zq+1, . . . , Zn) if q 6= −∞
Φ1χ(Z1, Z2, . . . , Zn)b if q = −∞
.
(3) Suppose that V1, . . . , Vm are χ-intervals ordered by ≺χ which partition {1, . . . , n}, each a union of
blocks of π. Then
Φπ(Z1, . . . , Zn) = Φπ|V1 ((Z1, . . . , Zn)|V1) · · ·Φπ|Vm ((Z1, . . . , Zn)|Vm).
(4) Suppose that V and W partition {1, . . . , n}, each a union of blocks of π, V is a χ-interval, and
min≺χ
({1, . . . , n}),max≺χ ({1, . . . , n}) ∈W.
Let
p = max≺χ
({
j ∈ W | j ≺χ min≺χ (V )
})
and q = min≺χ
({
j ∈W | max≺χ (V ) ≺χ j
})
.
Then
Φπ(Z1, . . . , Zn) =
Φπ|W
((
Z1, . . . , Zp−1, ZpLΦπ|V ((Z1,...,Zn)|V ), Zp+1, . . . , Zn
)
|W
)
if χ(p) = ℓ
Φπ|W
((
Z1, . . . , Zp−1, RΦπ|V ((Z1,...,Zn)|V )Zp, Zp+1, . . . , Zn
)
|W
)
if χ(p) = r
=
Φπ|W
((
Z1, . . . , Zq−1, LΦπ|V ((Z1,...,Zn)|V )Zq, Zq+1, . . . , Zn
)
|W
)
if χ(q) = ℓ
Φπ|W
((
Z1, . . . , Zq−1, ZqRΦπ|V ((Z1,...,Zn)|V ), Zq+1, . . . , Zn
)
|W
)
if χ(q) = r
.
Given an operator-valued bi-multiplicative function, conditions (1) to (4) above allow one to move B-
operators around and completely determine values on all bi-non-crossing partitions based on full non-crossing
partitions.
For bi-Boolean independence, since the sublattice of bi-interval partitions is used instead, the correspond-
ing functions need only satisfy some weaker conditions.
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Definition 8.2. Let (A,E, ε) be a B-B-non-commutative probability space and let
Φ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BI(χ)×Aχ(1) × · · · × Aχ(n) → B
be a function that is linear in each Aχ(j). We say that Φ is operator-valued b-bi-multiplicative if conditions
(1) to (3) of Definition 8.1 are satisfied for every χ : {1, . . . , n} → {ℓ, r}, Zj ∈ Aχ(j), b ∈ B, and π ∈ BI(χ).
Note that condition (4) of Definition 8.1 is irrelevant here because if W is a union of blocks of a bi-
interval partition π containing min≺χ({1, . . . , n}) and max≺χ({1, . . . , n}), then V does not exist as W must
be π. Moreover, as every operator-valued bi-multiplicative function is automatically operator-valued b-bi-
multiplicative, the notion of bi-Boolean independence over B can be introduced using the operator-valued
bi-free moment function, which is defined in [7, Definition 5.1.3] as the operator-valued bi-multiplicative
function
E :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
such that
E1χ(Z1, . . . , Zn) = E(Z1 · · ·Zn)
for every χ : {1, . . . , n} → {ℓ, r} and Zj ∈ Aχ(j). (Note this really is the second operator-valued moment
function from the operator-valued c-bi-free construction in [12] using the same ideas as in Proposition 3.4.)
Definition 8.3. Let (A,E, ε) be a B-B-non-commutative probability space.
(1) A non-unital pair of B-algebras in (A,E, ε) is an ordered pair (Cℓ, Cr) of non-unital subalgebras of
A such that
ε(B ⊗ 1B) ⊂ Cℓ ⊂ Aℓ and ε(1B ⊗ Bop) ⊂ Cr ⊂ Ar.
(2) A family {(Ak,ℓ,Ak,r)}k∈K of non-unital pairs of B-algebras in (A,E, ε) is said to be bi-Boolean
independent with amalgamation over B if for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K,
and Z1, . . . , Zn ∈ A with Zj ∈ Aω(j),χ(j), we have that
E(Z1 · · ·Zn) = Eπω,χ(Z1, . . . , Zn),
where πω,χ is the partition of {1, . . . , n} induced by χ and ω as described in Definition 3.1.
As with the scalar-valued case, by taking χ : {1, . . . , n} → {ℓ, r} to be constant and ω : {1, . . . , n} → K
such that ω(1) 6= · · · 6= ω(n), the families {Ak,ℓ}k∈K and {Ak,r}k∈K are both Boolean independent over B
if {(Ak,ℓ,Ak,r)}k∈K is bi-Boolean independent over B.
8.2. Operator-valued bi-Boolean cumulants. It is now straightforward to define the operator-valued
bi-Boolean cumulant function via convolution over the lattice of bi-interval partitions and check that it has
the vanishing property.
Definition 8.4. Let (A,E, ε) be a B-B-non-commutative probability space and let E be the operator-value
bi-free moment function on A. The operator-valued bi-Boolean cumulant function on A is the function
B :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BI(χ)×Aχ(1) × · · · × Aχ(n) → B
defined by
Bπ(Z1, . . . , Zn) =
∑
σ∈BI(χ)
σ≤π
Eσ(Z1, . . . , Zn)µBI(σ, π)
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, π ∈ BI(χ), and Zj ∈ Aχ(j).
Using the (bi-interval) Mo¨bius inversion, an equivalent formulation of the above formula is
Eπ(Z1, . . . , Zn) =
∑
σ∈BI(χ)
σ≤π
Bσ(Z1, . . . , Zn)
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, π ∈ BI(χ), and Zj ∈ Aχ(j).
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Since E is operator-valued bi-multiplicative and µBI is multiplicative, a routine verification similar to (and
simpler than) the proof of [7, Theorem 6.2.1] shows that B is operator-valued b-bi-multiplicative. Moreover,
it is also easy to check that the operator-valued version of Theorem 3.7 holds.
Theorem 8.5. A family {(Ak,ℓ,Ak,r)}k∈K of non-unital pairs of B-algebras in a B-B-non-commutative
probability space (A,E, ε) is bi-Boolean independent over B if and only if for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r},
ω : {1, . . . , n} → K, and Zj ∈ Aω(j),χ(j), we have that
B1χ(Z1, . . . , Zn) = 0
whenever ω is not constant.
Proof. The proof is completely identical to the second proof of Theorem 3.7 for the scalar-valued case where
the fact that vanishing of mixed operator-valued bi-Boolean cumulants implies bi-Boolean independence over
B follows from a calculation with Mo¨bius inversion and the converse follows from an induction argument. 
Moreover, using operator-valued b-bi-multiplicativity, Proposition 4.8 can be generalized as follows.
Proposition 8.6. Let (A,E, ε) be a B-B-non-commutative probability space, χ : {1, . . . , n} → {ℓ, r} with
n ≥ 2, and Zj ∈ Aχ(j). If there exist q ∈ {1, . . . , n} and b ∈ B such that Zq = Lb if χ(q) = ℓ or Zq = Rb if
χ(q) = r, then B1χ(Z1, . . . , Zn) = 0 if q ∈ {min≺χ({1, . . . , n}),max≺χ({1, . . . , n})} and otherwise
B1χ(Z1, . . . , Zn) = B1χ|\q (Z1, . . . , Zp−1, ZpZq, Zp+1, . . . , Zq−1, Zq+1, . . . , Zn)
where p = max{j ∈ {1, . . . , n} |χ(j) = χ(q), j < q}.
8.3. The operator-valued bi-Boolean partial η-transform. In this subsection, we develop an operator-
valued bi-Boolean partial η-transform and prove the operator-valued version of Theorem 4.3. The proof is
combinatorial in nature following the techniques developed in [22, Section 7]. The same techniques were
also used in [23, Section 5] and [12, Section 8] in deriving a functional equation for the operator-valued
bi-free/c-bi-free partial R-transform. However, these transforms are functions of three variables instead
of two variables due to the fact that when one sums over bi-non-crossing partitions with the same block
that contains both left and right indices, a B-operator is created corresponding to the ‘bottom part’ of the
diagram below the common block and operator-valued bi-multiplicativity does not allow the B-operator to
escape. For bi-interval partitions, such ‘bottom part’ does not exist due to the property that if V is a block
of a bi-interval partition that contains both a left index s and a right index t, then V contains all indices
j such that s ≺χ j ≺χ t. Consequently, the operator-valued bi-Boolean partial η-transform is a function of
two-variables: one for a left B-operator and one for a right B-operator.
In that which follows, we require the additional assumption that B is a Banach algebra and all operators are
elements of a Banach B-B-non-commutative probability space, which is a B-B-non-commutative probability
space (A,E, ε) such that A and B are Banach algebras, and E, ε|B⊗1B , and ε|1B⊗Bop are bounded. To begin,
let Zℓ ∈ Aℓ, Zr ∈ Ar, b, d ∈ B, and consider the following series:
M ℓZℓ(b) = 1 +
∑
m≥1
E((LbZℓ)
m) M rZr (d) = 1 +
∑
n≥1
E((RdZr)
n)
ηℓZℓ(b) = 1 +
∑
m≥1
B1χm,0 (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m times
) ηrZr (d) = 1 +
∑
n≥1
B1χ0,n (RdZr, . . . , RdZr︸ ︷︷ ︸
n times
).
By similar arguments as in [23, Remark 5.2], all of the series above converge absolutely for b, d near 0. It
is known (see, e.g., [20, Section 4]) that M ℓZℓ(b) and M
r
Zr
(d) are invertible and that
ηℓZℓ(b) = 1−M ℓZℓ(b)−1 and ηrZr (d) = 1−M rZr (d)−1
for b, d ∈ B sufficiently small. In addition, consider the following two-variable series:
M(Zℓ,Zr)(b, d) = 1 +
∑
m,n≥0
m+n≥1
E((LbZℓ)
m(RdZr)
n),
η(Zℓ,Zr)(b, d) =
∑
m,n≥0
m+n≥1
B1χm,n (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m times
, RdZr, . . . , RdZr︸ ︷︷ ︸
n times
),
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which converge absolutely for b, d near 0 by similar arguments. Note that Theorem 8.5 implies η(Zℓ,Zr) is the
operator-valued analogue of η(a,b) for (a, b) a (scalar-valued) pair in a non-commutative probability space.
The goal of this subsection is to find a formula relating η(Zℓ,Zr) to M(Zℓ,Zr).
Theorem 8.7. Let (Zℓ, Zr) be an operator-valued two-faced pair in a Banach B-B-non-commutative proba-
bility space (A,E, ε). The operator-valued bi-Boolean partial η-transform η(Zℓ,Zr) of (Zℓ, Zr) is given by
η(Zℓ,Zr)(b, d) = η
ℓ
Zℓ(b) + η
r
Zr (d) +M
ℓ
Zℓ(b)
−1M(Zℓ,Zr)(b, d)M
r
Zr(d)
−1 − 1
for b, d ∈ B sufficiently small.
Proof. For χ : {1, . . . , n} → {ℓ, r}, let BIvs(χ) denote the set of partitions in BI(χ) such that no block
contains both left and right indices. For m,n ≥ 1, using operator-valued b-bi-multiplicative properties, we
have that
E((LbZℓ)
m(RdZr)
n) =
∑
π∈BI(χm,n)
π∈BIvs(χm,n)
Bπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m times
, RdZr, . . . , RdZr︸ ︷︷ ︸
n times
)
+
∑
π∈BI(χm,n)
π/∈BIvs(χm,n)
Bπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m times
, RdZr, . . . , RdZr︸ ︷︷ ︸
n times
)
= E((LbZℓ)
m)E((RdZr)
n) + Θm,n(b, d),
where Θm,n(b, d) denotes the sum∑
π∈BI(χm,n)
π/∈BIvs(χm,n)
Bπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m times
, RdZr, . . . , RdZr︸ ︷︷ ︸
n times
).
For every partition π ∈ BI(χm,n) \ BIvs(χm,n), there is exactly one block of π with both left and right
indices, let Vπ denote this block. Moreover, since π is a bi-interval partition, we have j ∈ Vπ for all
min≺χ(Vπ) ≺χ j ≺χ max≺χ(Vπ). Rearrange the sum in Θm,n(b, d) (which may be done as it converges
absolutely) by first choosing s ∈ {1, . . . ,m}, t ∈ {1, . . . , n}, and then summing over all π ∈ BI(χm,n) \
BIvs(χm,n) such that Vπ = {s, . . . ,m,m+ t, . . . ,m+ n}, we obtain
Θm,n(b, d) =
m∑
s=1
n∑
t=1
∑
π∈BI(χm,n)
π/∈BIvs(χm,n)
Vπ={s,...,m,m+t,...,m+n}
Bπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m times
, RdZr, . . . , RdZr︸ ︷︷ ︸
n times
).
Furthermore, using operator-valued b-bi-multiplicative properties, the right-most sum is
E((LbZℓ)
s−1)B1χm−(s−1),n−(t−1) (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m−(s−1) times
, RdZr, . . . , RdZr︸ ︷︷ ︸
n−(t−1) times
)E((RdZr)
t−1).
Consequently, we obtain Θm,n(b, d) equals
m∑
s=1
n∑
t=1
E((LbZℓ)
m−s)B1χs,t (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
s times
, RdZr, . . . , RdZr︸ ︷︷ ︸
t times
)E((RdZr)
n−t).
By choosing b, d ∈ B sufficiently small so that M ℓZℓ(b) and M rZr(d) are invertible, and by summing over the
above expression over all m,n ≥ 1, we have that∑
m,n≥1
Θm,n(b, d) =M
ℓ
Zℓ(b)
∑
s,t≥1
B1χs,t (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
s times
, RdZr, . . . , RdZr︸ ︷︷ ︸
t times
)M rZr (d)
=M ℓZℓ(b)(η(Zℓ,Zr)(b, d)− ηℓZℓ(b)− ηrZr (d))M rZr (d).
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On the other hand, expanding M(Zℓ,Zr)(b, d) using the fact it converges absolutely produces
M(Zℓ,Zr)(b, d) = 1 +
∑
m≥1
E((LbZℓ)
m) +
∑
n≥1
E((RdZr)
n) +
∑
m,n≥1
E((LbZℓ)
m(RdZr)
n)
= 1 +
∑
m≥1
E((LbZℓ)
m) +
∑
n≥1
E((RdZr)
n) +
∑
m,n≥1
E((LbZℓ)
m)E((RdZr)
n) +
∑
m,n≥1
Θm,n(b, d)
=M ℓZℓ(b)M
r
Zr(d) +
∑
m,n≥1
Θm,n(b, d)
=M ℓZℓ(b)(1 + η(Zℓ,Zr)(b, d)− ηℓZℓ(b)− ηrZr (d))M rZr (d),
and the result follows. 
8.4. Some final remarks. In this final subsection, we briefly discuss how some of the known results also
hold in the operator-valued bi-Boolean setting. As with Section 5, most of the details are omitted as the
statements and proofs are essentially the same.
In [7, Theorem 10.2.1], it was demonstrated that if all left B-algebras commute with all right B-algebras,
then under certain circumstances bi-free independence over B can be deduced from free independence over
B of either the left B-algebras or the right B-algebras. The quantitative realizations of the arguments were
proved in [23, Lemmata 2.16 and 2.17] and shown to be useful in proving [23, Theorem 3.2]. As the c-
bi-free, operator-valued c-bi-free, and bi-Boolean analogues of these results are available in [11, Section 4],
[12, Section 7], and Section 4 above respectively, it can be shown without any difficulty that similar results
also hold in the framework of the current section.
Furthermore, like any other non-commutative probability theory, whenever a notion of independence
(scalar-valued or operator-valued) is defined, a number of limit theorems can be obtained for various purposes.
Since we do not have any immediate applications of the operator-valued bi-Boolean limit theorems available
at the moment, we will simply mention that the bi-Boolean analogues of the operator-valued bi-free/c-bi-free
limit theorems in [12, Section 9] can be easily proved by the same techniques.
Errata to “Bi-Boolean Independence for Pairs of Algebras” - Joint with Takahiro Hasebe
As it was realized during the study of [10], an essential assumption was omitted in many results of [11]:
namely, the results hold provided the conditional bi-free product of states (unital positive linear functionals)
is again a state. When studying bi-Boolean independence above (a specific instance of conditional bi-free
independence), this assumption was not verified. In fact, this assumption cannot be verified as it is false.
To see this, suppose (a1, b1) and (a2, b2) are two pairs of commuting elements that are bi-Boolean in-
dependent with respect to ϕ and whose distributions with respect to ϕ are probability measures. For the
distribution of (a1 + a2, b1 + b2) to be a probability measure on R
2, it is necessary that for every n ∈ N and
every polynomial p(x, y) =
∑n
k,m=0 ck,mx
kym where ck,m ∈ C we have
0 ≤ ϕ(p(a1 + a2, b1 + b2)∗p(a1 + a2, b1 + b2)) =
n∑
i1,i2,j1,j2=0
ci1,i2cj1,j2ϕ((a1 + a2)
i1+j1(b1 + b2)
i2+j2).
Therefore, for a fixed n we consider the (n+ 1)2 × (n+ 1)2 matrix
Xn = [ϕ((a1 + a2)
i1+j1(b1 + b2)
i2+j2)]
where the rows are indexed (starting at 0 up to n) by the pairs (i1, i2) and the columns are indexed by the
pairs (j1, j2). Then
ϕ(p(a1 + a2, b1 + b2)
∗p(a1 + a2, b1 + b2)) = 〈Xn~v,~v〉,
where ~v is a vector of the ck,m’s. For example the matrix X1 is given by
X1 =

1 ϕ(a1 + a2) ϕ(b1 + b2) ϕ((a1 + a2)(b1 + b2))
ϕ(a1 + a2) ϕ((a1 + a2)
2) ϕ((a1 + a2)(b1 + b2)) ϕ((a1 + a2)
2(b1 + b2))
ϕ(b1 + b2) ϕ((a1 + a2)(b1 + b2)) ϕ((b1 + b2)
2) ϕ((a1 + a2)(b1 + b2)
2)
ϕ((a1 + a2)(b1 + b2)) ϕ((a1 + a2)
2(b1 + b2)) ϕ((a1 + a2)(b1 + b2)
2) ϕ((a1 + a2)
2(b1 + b2)
2)
 .
BI-BOOLEAN INDEPENDENCE FOR PAIRS OF ALGEBRAS 43
Assume that (a1, b1) and (a2, b2) both have the probability distribution µ =
1
2 (δ(0,1)+ δ(1,0)). Notice that∫
R2
xmyn dµ(x, y) =

1 if m = n = 0,
1
2 if (m,n) ∈ {(k, 0), (0, k) | k ∈ N},
0 otherwise.
Then one can verify using the definition of bi-Boolean independence in [?GS2017] to obtain
X1 =

1 1 1 12
1 32
1
2
3
4
1 12
3
2
3
4
1
2
3
4
3
4
9
8
 .
One can check that det(X1) = − 18 . This implies that X1 is not positive semidefinite and thus the distribution
of (a1 + a2, b1 + b2) is not a probability measure. This also shows that bi-Boolean product of states is not a
state in general and the general non-existence of conditionally bi-free convolution of probability measures.
Furthermore, the compound bi-Boolean Poisson distribution defined in [?GS2017] is not a probability
measure in general. Suppose that (a, b) is a pair of elements in a non-commutative space such that its
bi-Boolean cumulants are given by
Bm,n(a, b) :=
∫
R2
smtn dτ(s, t),
where τ = 3δ(1,1)+3δ(−1,1)+ 3δ(1,−1). Then Bm,n(a, b) = 3[(−1)m+ (−1)n+1] for m,n ≥ 0, (m,n) 6= (0, 0).
The two-variable E-transform is related to Bm,n(a, b) via
E(a,b)(z, w) =
∞∑
m,n=0
(m,n) 6=(0,0)
Bm,n(a, b)
zmwn
.
The Boolean cumulant generating functions of marginals are
Ea(1/z) =
∞∑
m=1
Bm,0(a, b)z
m =
∞∑
n=1
B0,n(a, b)z
n = Eb(1/z)
and so the Cauchy transforms of marginals are
Ga(1/z) = z/(1− Ea(1/z)) = z + 3z2 + 18z3 + · · · = Gb(1/z).
Then
G(a,b)(1/z, 1/w) = Ga(1/z)Gb(1/w)
1 + ∑
m,n≥1
Bm,n(a, b)z
mwn

= zw + 3z2w + 3zw2 + 18z3w + 6z2w2 + 18zw3 + 48z3w2 + 48z2w3 + 324z3w3 + · · · .
Denote by Mm,n the coefficient of z
m+1wn+1 in the above expression of G(a,b)(1/z, 1/w). The determinant
of 4 × 4 matrix (Mm1+m2,n1+n2), with the 4 pairs {(m1,m2) : m1,m2 = 0, 1} indexing the column and 4
pairs {(n1, n2) : n1, n2 = 0, 1} indexing the row, is∣∣∣∣∣∣∣∣
1 3 3 6
3 18 6 48
3 6 18 48
6 18 18 324
∣∣∣∣∣∣∣∣ = −864 < 0.
Hence Mm,n are not moments of a probability measure on R
2.
Due to the bi-Boolean examples given above, the conditional bi-free product of states need not be a
state and the conditional bi-free convolution of two positive probability measures need not be a probability
measure. Hence the results of Sections 6.2-6.6 of [11] are false as stated. The results in these later sections
should be stated only for conditional bi-free products where conditional bi-free product of states is a state.
Currently, the only non-trivial example known of when this is true is when the conditional bi-free product
state is the bi-free product state. Thus a natural question would be to determine all conditional bi-free
products of states that produce states.
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Due to the bi-Boolean examples given above, the bi-Boolean product of states need not be a state and
the bi-Boolean convolution of two positive probability measures need not be a probability measure. In
particular, the results of Sections 5 and 6 of this paper for probability measures are false as stated, modulo
those in Section 5.1 where the notion of probability measure is replaced with an arbitrary distribution. As
was demonstrated via Example 5.13, there existed a probability measure that was not bi-Boolean infinitely
divisible inside the collection of probability measures as one of the asymptotic moments involved would
have to be negative. Due to the above, it is natural to ask whether the bi-Boolean (and, more generally,
conditional bi-free) convolution of finite signed measures is a finite signed measure.
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