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Abstract. Multi-agent path finding (MAPF) algorithms are offline meth-
ods intended to find conflict-free paths for more than one agent. However,
for many real-life applications, this problem description is inadequate for
representing the needs of the domain. To address this issue we worked
on a lifelong variation in which agents can have more than one ordered
destination. New destinations can be inserted into the system anytime
after the initial job-assignment has been made, and these new destina-
tions must also be assigned to agents, and the time of visiting the new
destination must also be determined. We called this Lifelong Multi-Agent
Path Finding with Multiple Delivery Locations (MAPF-MD). To solve
this problem we introduced the Multiple Delivery Conflict-Based Search
algorithm (MD-DCBS). We used D*-lite in the low-level search of CBS
to benefit from the D*-lite’s incremental nature in achieving a perfor-
mance increase in the CBS search. To handle multiple delivery locations
we define multiple D*-lite instances for each agent. The aggregations of
all of the paths produced by the D*-lite instances constitute the path
of that agent. After that we run CBS on aggregated paths. We have
shown that this version solves MAPF-MD instances correctly. We also
proposed multiple job-assignment heuristics to generate low-total-cost
solutions and determined the best performing method amongst them.
Keywords: Multi-agent pathfinding · Multiple delivery locations · Life-
long MAPF · Job assignment.
1 Introduction
The multi-agent path finding (MAPF) problem is an extension of the single-
agent path planning problem in known environments for k > 1 agents. The
main aim of responses to the MAPF problem is to find a path for each of the k
agents such that the planned paths of the agents do not conflict with each other.
Ma et al. [8], stated that the standard MAPF formulation is inadequate for
representing real-life problems and suggested some new directions for expanding
MAPF. They also emphasized the importance of addressing the generalizations
of MAPF to real-world scenarios as opposed to developing faster methods for
the standard formulation of the MAPF problem.
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Including lifelong job assignment and agents with multiple goal locations
is a realistic variation of MAPF, allowing agents to have more than one job
assigned to them. We call this multi-agent path finding with multiple delivery
locations (MAPF-MD). One real-world example of this is the warehouse package
distribution problem. Imagine a warehouse where there are many robots and
many packages to be delivered to different locations. The distribution starts
with an initial package set but it is possible to add new packages to the system.
Each robot can carry multiple packages at a time and the aim is to deliver all
packages to the delivery locations without any collisions between the robots.
Other modern examples of this problem include the cargo distribution problem,
office robots trying to place multiple files to correct locations inside an office and
taxi companies that autonomously share transportation tasks. A representation
?
Fig. 1. An example MAPF-MD problem representation.
of a MAPF-MD problem is provided in Figure-1. In this figure, there are 3 agents
and each of them has 2 ordered destinations. The robots represent the starting
points of the agents and the houses represent the delivery locations of the agents.
Agents and their delivery locations are color-matched. The red house is a new job
that needs to be assigned. The aim is to assign it to one of the agents and visit
it in such a time that will cause minimal cost change in the current multi-agent
plan.
In this study, we worked on heuristics that assign destinations to agents in
such a way that the resulting multiple delivery MAPF problems generate low-
cost solutions. Generated heuristics assign destinations to agents and determine
when to visit those destinations. We decided which heuristic strategy to use
according to the results of various experiments. After assigning the destination
we solved the resulting MAPF-MD problem with a modified version of the CBS
algorithm [12] in which we used the D*-lite search algorithm [5] as the low-level
search. As there are many replanning actions on the known environment we
used the D*-lite search strategy to cache previous search information instead of
using A* [11] in the low-level search. For each destination pair (source and the
destination) we generated a D*-lite object, and for each agent we aggregated the
paths generated from that D*-lite object and ran the CBS on those aggregated
paths.
We tested our solution method on 8× 8 handcrafted grids and on real-world
scenarios like the benchmark maps provided by Nathan Sturtevant [17]. We gen-
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erated experiments with several different job-assignment strategies and revealed
the best performing of the proposed heuristics. We also examined the effect of
using D*-lite instead of A* in multiple delivery MAPF problems. Our contri-
butions to this field were the new strategy (MD-DCBS) to solve MAPF-MD
problem, and providing a heuristic for the job-assignment problem to find low-
cost solutions.
2 Related Work
The MAPF-MD problem can be classified into three categories: the MAPF
problem, the task assignment problem, and MAPF with multiple delivery lo-
cations. There are many successful approaches for solving the standard MAPF
setting [14,13,2,16]. One of the most successful algorithms to solve MAPF is the
CBS algorithm [12]. It is an optimal and complete two-level search algorithm.
It uses a low-level search to find and update the paths of single agents without
taking other agents into account, and it uses a high-level search to perform a
search on a tree to resolve conflicts among agent paths. In the CBS algorithm a
constraint defines a restriction that a particular agent ai cannot occupy a node
v (already occupied) at a specific time t. The CBS algorithm constructs a Con-
straint Tree (CT), and traverses this tree to find the best possible solution [12].
Each node of the CT contains a set of constraints, a solution, and the total cost.
Some studies have already combined MAPF and task assignment [4,7,10]. Ma
and Koenig [7] proposed a combined target-assignment and path finding problem
(TAPF) in 2016. In TAPF, there are teams of agents and for each team there
are equal numbers of agents and tasks. The goal is to first assign tasks to agents,
and then plan collision-free paths between agents and their targets by minimizing
the makespan. They solve this problem by using a hierarchical algorithm called
the conflict-based min-cost-flow (CBM) algorithm. In 2017 Nguyen at al. [10]
generalized TAPF by allowing an unequal number of tasks and agents, deadlines
for the tasks, an ordering of group of tasks, and tasks composed of a sequence
of checkpoints that must be visited in a specific order. They used answer set
programming (ASP) to solve the problem. Ho¨nig at al. [4] also studied a problem
that combines MAPF and task assignment. They proposed a new algorithm
called CBS-TA which is optimal and complete. In this algorithm, they operate
the search on a search forest which is created on demand instead of a tree. A more
similar problem in terms of task assignment was studied by Ma et al [9]. They
studied a lifelong version of MAPF with delivery locations fixed to 2, and they
also studied the job-assignment problem. They used a token passing mechanism
to assign the new jobs to the agents. In this method, after each agent finishes
its job, that agent requests a token before choosing job from the task queue and
handling it.
The multiple delivery points extension makes the problem similar to the
multiple traveling salesman problem (m-TSP) [1,3,15]. The difference of m-TSP
from our problem is that in our problem the agent destination orders are fixed.
The MAPF applications of agents that have multiple delivery locations popularly
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focus on 2 delivery locations. This subset of problems is the subset of multi-agent
pickup and delivery problems (MAPD) [6,9].
3 Problem Description
An instance of the MAPF-MD problem consists of k agents A = {a1, a2, · · · , ak}
and an undirected graph G = (V,E). V represents the set of vertices and E is
the set of edges between these vertices. S = {s1, s2, · · · , sk} is the set of start
vertices and F = {f1, f2, · · · , fk} is the set of final vertices. Any agent ai has
a specific start vertex si and a set of goal vertices Fi. Fi is the ordered set of
goal vertices that agent ai must visit sequentially, and it is a subset of all goal
vertices: Fi ⊂ F . For each agent ai the length of Fi can be different. Fx is the
list of goal vertices that are added to the system after the job has started. It
is initially empty: Fx = ∅. A conflict arises when two agents ai and aj try to
occupy the same node v or the same edge e at the same time-step t. A conflict
occurs at a vertex is represented as (ai, aj , v, t) and a conflict occurs at an edge is
represented as (ai, aj , e, t). At each time-step, an agent can move to a new node
or can choose to stay in its current node. Agents can have the same start or goal
locations. Agents can share the same starting vertex, but they have to leave the
vertex at the different time-steps. Apart from their starting vertices, agents can
not share the same vertex at the same time-step. After reaching their last goal
locations, agents do not cause conflicts. The cost of moving to an adjacent node
or staying at the same node is the same and taken as 1. The cost of diagonal
moves is calculated as the square root of 2. At any time a new goal vertex fx
can be added to system (a new destination to be visited) such that fx /∈ F and
fx ∈ V . After this addition F becomes F = F ∪{fx}, Fx becomes Fx = Fx∪{fx}
and the destination list of the agent ai that the new job fx is assigned to becomes
Fi = Fi ∪ {fx}. Here fx does not have to be inserted to the end of the list Fi,
it can be inserted anywhere in Fi. The goal of each agent is to find a path (a
sequence of actions) from its start vertex to its last goal vertex, by visiting all of
its goal vertexes in an ordered fashion, without any conflicts. A solution to this
problem is the set of all agent paths without any conflicts.
4 Method
4.1 MD-DCBS
The multiple delivery DCBS MD-DCBS algorithm has a flow similar to that of
the CBS algorithm, with a couple of differences. The first difference is that it
uses D*-lite instead of A* search in the low-level search. Adding new destina-
tions to the system and introducing new constraints actually gives the system
dynamical behavior. Due to its ability to cache previous search information,
D*-lite is a better match than A* for dynamic environments, which is why we
decided to use D*-lite instead of A*. We call the version of the CBS algorithm
using D*-lite as the low-level search DCBS. Another big difference between the
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Require: Agent and path-ID = {ai, k}
1: if No input provided then . Calculate path for all agents
2: for each agent ai in C do
3: for each destination fj in Fi do
4: ai.dstarList ← ai.dstarList + dstar-lite(fj−1,fj) . fj−1 is si for the
first destination
5: ai.pathList ← ai.pathList + dstar-lite(fj−1,fj).plan()
6: ai.path = aggregate(ai.pathList)
7: else . Update a part of the path
8: ai.path = ai.dstarList[k].plan()
9: ai.path = aggregate(ai.pathList)
Fig. 2. low-level-search-MD function
MD-DCBS and the CBS concerns the number of operations to handle multiple
delivery locations of the agents. In MD-DCBS we used more than one D*-lite
instances per agent. Each agent has n locations to visit, 1 start location and n−1
destination locations. We need to plan a path for each successive destination,
and for this we defined a D*-lite instance for each successive destination pair.
We planned paths for each of the D*-lite instances and then aggregated all of
the paths to generate an agents’ aggregated path. The CBS is run on the aggre-
gated paths of the agents. When a conflict occurs, the corresponding constraint
is added to the concerned part of the aggregated path. Then the constraint
is added to the corresponding D*-lite instance and the conflict is resolved by
replanning that path. This new updated part of the path is then updated on
the aggregated path and CBS will continue its process as normal. In terms of
CBS nothing changes but we handled an agent’s path as a combination of many
smaller paths each of which is calculated by the D*-lite instances created for
that agent. Figure-3 presents the MD-DCBS algorithm. After each new desti-
nation is added to the system the MD-DCBS algorithm is called again. Fx is
the list where the destinations introduced to the system after the agents started
their jobs are kept. We use the notation Fxi to specify that ith element of the
list Fx. We also use |Fx| to denote the size of Fx. If a new destination is added
to the system, then the job-assignment-heuristic decides which agent to assign
that job to and when to visit that destination (lines 1-3). Then the assigned job
is deleted from the Fx list (line 4) (the details of the job-assignment heuristic
are provided in section 5.2 below). After that, the root node is initialized in the
same way as the CBS. In MD-DCBS the low-level search works differently from
that in the CBS, hence we named it low-level-search-MD. Figure-2 presents the
structure of the low-level-search-MD function. The low-level-search-MD is the
place where we define and plan paths with D*-lite instances. If the parameter
set is empty it defines and calculates paths for each successive destination pairs
and then aggregates (lines 1-6 - low-level-search-MD). This part is used at the
beginning of the MD-DCBS. If an agent and the path-ID are provided, then the
function only plans a path for that part and then aggregates the paths to update
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Require: MAPF-MD Instance = {A,E, V, S, F, Fx}
1: if |Fx| > 0 then
2: AgentID,order = Job-assignment-heuristic (Fx|Fx|)
3: FAgentID.insert(Fx|Fx|,order)
4: Fx = Fx/Fx|Fx|
5: root.constraints = ∅
6: root.solution = low-level-search-MD()
7: root.cost =
∑
root.solution
8: Insert root to Open-List
9: while Open-List NOT empty do
10: P ← Best Node from Open-List
11: Validate paths in P until a conflict occurs
12: if P has no conflict then
13: return P.solution
14: C ← first conflict (ai, aj , v, t) in P
15: for each agent ai in C do
16: A← new-CT-node()
17: A.constraints ← P .constraints
18: k = find-the-part-of-the-agent-path-conflicting(A,(ai, v, t))
19: A.constraints[k] ← P .constraints[k] + (ai, v, t)
20: A.solution ← P .solution
21: A.solution ← low-level-search-MD(ai,k) . Update solution
22: A.cost =
∑
A.solution
23: if A.solution < ∞ then . Solution was found
24: Insert A to Open-List
Fig. 3. The MD-CBS algorithm
S
D1 D3D2
S-D1 D1-D2 D2-D3
AGGREGATED PATH
D*-lite1 D*-lite2 D*-lite3
CONFLİCT
PATHS
Fig. 4. A graphical overview of the low-level-search-MD which is the low-level search
mechanism of the MD-DCBS.
the overall path (lines 7-9 - low-level-search-MD). A graphic representation of
this function is provided in Figure-4. In this representation, an agent and its
destinations are provided above where the start point of the agent is the robot
and the destinations are the houses. In the lower part, a D*-lite object is defined
for each of the successive destination pairs (S − D1, D1 − D2 and D2 − D3).
The aggregated path is the aggregations of these paths with time-steps adjusted.
When a new conflict occurs, the constraint is added to the part where it occurs
and only that part is repaired. After this point, until the constraints are added to
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the agents (line 17) MD-DCBS works similarly to CBS. MD-DCBS determines
which D*-lite objects path should be updated, and calls the low-level-search-MD
with that information (lines 18-21). The remaining part of the algorithm works
identically to CBS.
4.2 Job-Assignment Heuristics
We proposed some new heuristics to decide which agent the new job should be
assigned to and when to perform the job. Here, our goal is to minimize the total
path cost after the new destination assignment. The proposed heuristics and
their strategies are provided in Table-1.
Table 1. Proposed heuristics and their explanations.
Method Explanation
Add to Closest
Start Agent (ACSA)
Calculates the distance from the new task to the start location of all agents.
Chooses the closest start point agent and adds the new destination before
the start point of that agent.
Add to Closest
End Agent (ACA)
Calculates the distance from the new task to the last goal location of all
agents. Chooses the closest endpoint agent and adds the new destination
before the last goal point of that agent.
Added to Closest
Average Start End
Points (ACASP)
Calculates the average of the start location and end location distances for
each agent. Chooses the agent that have the minimum of these. Adds
the new destination before the closest destination of that agent.
Added to Closest
Point (ACP)
Calculates the distance from the new task to all of the agents all of the
destinations. Chooses the agent with the closest distance and adds the new
destination before the closest destination of that agent.
Added to Closest
Average Agent
(ACAA)
Calculates the distance from the new task to all of the agents all of the
destinations. For each agent takes the average of these distances and chooses
the agent with the closest average distance. Adds the new destination
before the closest distance destination of that agent.
Best Possible
Adding (BPA)
Adds the new destination before all agents all destinations and plans a path
for each of the combination. Chooses the best possible option and adds the
new destination before that agents chosen
destination.
4.3 Theoretical Analysis
After each new job is added to the system, the optimal solution changes. We as-
sumed that behaving optimally between each job-assignment processes will pro-
vide an optimal solution. Actually, the overall solution provided by this strategy
does not have to be optimal every time. However, as we do not know in advance
which new job will be added to the system, this is a realistic approach.
The only difference between DCBS and CBS is the use of D*-lite instead
of A*. Both D*-lite and A* are optimal and complete approaches [11,5]. [12]
proved that CBS returns an optimal solution and it returns a solution if one
exists (complete). DCBS uses the exact same tree search mechanism that CBS
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uses. Hence, DCBS is also an optimal and complete approach. In terms of running
time, running DCBS multiple times after each new job-assignment is faster than
running CBS multiple times because DCBS uses D*-lite which can cache previous
search information. MD-DCBS is also a complete and optimal approach apart
from the job-assignment strategy. As we made job-assignment via heuristics the
overall algorithm is not optimal. After job-assignment and aggregation, MD-
DCBS provides the same input to the CBS search and hence that part of the
MD-DCBS is optimal and complete. If we assume that there are n destinations
for each of the agents. This means that there will be n different path planning
jobs for each agent when replanning is needed for that agent’s path. This was
1 for each agent in the CBS algorithm. Apart from that, there will be a cost
of aggregating paths. Each time a low-level search is called for an agent, an
aggregation job is also performed (at the start of the MD-DCBS aggregation is
performed for all agents). So the running time is roughly |CT nodes|×(n×D*-
lite search + aggregation cost). MD-DCBS is called again after each new job-
assignment.
We generated an all-pairs shortest path table before running these heuristics,
so we did not recalculate distances when we call the heuristics. Apart from BPA,
all heuristics called MD-DCBS once to calculate the total cost. The distances
are retrieved from the table, hence they took O(1) time. If there are n agents
and k destinations for each agent, BPA calls MD-DCBS n× (k + 2) times.
4.4 Running Example
1 2 3 4
A
B
C
D
a) b) c) d)
1 2 3 4
A
B
C
D
1
2
1
2
1 2 3 4
A
B
C
D
1 2 3 4
A
B
C
D
1
2
1
2
3
Fig. 5. Running example; a) an initial multiple delivery problem, b) the initial agent
plans generated by MD-DCBS, c) the new destination to be assigned, d) the updated
paths after the destination is assigned and visited by closest start point adding strategy.
In Figure-5, a toy MAPF-MD problem is presented with two agents and two
destinations to be visited for each agent. Agents are represented by robots and
the destinations are represented by houses. Each agent and its destination is
given the same color. After the agents start their jobs a new destination (shown
in red) is added to the system. The initial system configuration is presented
in Figure-5-a. The results after the MD-DCBS run are given in Table-2 where
the graphical representation of MAPF-MD is depicted in Figure-5-b. A new
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destination is then added to the system (represented by a red house in Figure-
5-c). Next, we used the ACSA heuristic to assign the new destination. The
coordinate of the new destination is C4. The start point of the green agent
is A1 and the start point of the blue agent is A3. Distance from C4 to A1 is
1.414 × 3 + 1 = 5.242 (there are 3 diagonal moves and a horizontal move) and
the distance from C4 to A3 is 1.414× 1 + 1 = 2.414. As the second distance is
smaller, the new destination is added before the start point of the blue agent.
In Figure-5-d, the resulting paths of the agents are presented. The path going
to the new destination is presented with a red color. The paths generated after
the new destination are given in Table-2.
Table 2. Multiple delivery MAPF solution before and after the new package.
MAPF-MD MAPF-MD after new job added
{1 - A1, A2, B3, C3, D2, D1} {1 - A1, A2, B3, C3, D2, D1}
{2 - A3, B4, C3, D2, C1} {2 - A3, B3, C4, B4, C3, D2, C1}
Total cost = 11.4853 Total cost = 13.4853
5 Experimental Study
To our best knowledge, there are no previous attempts that focus on minimiz-
ing total cost after new job-assignment. For this reason, we compared the effect
of the several job-assignment strategies we suggested (presented in the method
section) on the total cost. We used the MD-DCBS algorithm to solve the multi-
ple delivery MAPF problems. We developed the project on a PC with a 64 bit
3.40 GHz Intel i7 processor. We used the Ubuntu 14.04.2 LTS operating system
and C++ programming language for implementation. We generated experiments
A
B
C
D
E
F
G
H
1 2 3 4 5 6 7 8
a) b) c)
Fig. 6. A graphical overview hand crafted map (a) and the benchmark maps den520d
(b), brc202d (c) [17]
with three different datasets. The first dataset consists of 8×8 handcrafted grids
with randomly generated agents. We also randomly determined the new desti-
nations to be assigned. The second and third datasets consists of maps from
the benchmark set provided by Nathan Sturtevant [17]. We used the den520d
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and brc202d maps from the Dragon Age: Origins (DAO) game. We again per-
formed the tests with the randomly generated agents and randomly generated
new destinations. In the experiments with the 8× 8 grid we used five randomly
generated agents with two destination locations and then added one new desti-
nation to these multi-agent plans. We generate results in 100 different scenarios.
The den520d and the brc202d maps are a grid-like environments and have sizes
of 257× 256 and 481× 530 respectively. We used 10 randomly generated agents
with two destination locations and then added one new destination to these
multi-agent plans. We generated results in 100 different scenarios. In Table-3,
we present the results produced on three different maps by the heuristic algo-
rithms. We calculated the average, minimum and maximum of these values by
using different job-assignment heuristics. These total-cost and the elapsed-time
values are calculated after the new destination is added to the system. The mini-
mum values of the minimum, maximum and the average values are shown in bold
in the tables. In Table-4 we compared MD-DCBS performance with a version
that uses A* in its low-level-search.
In Table-3, in the results produced in 8× 8 grid, for all three cases, the ACP
method is closest to the BPA method which is the result of all possible combi-
nations. ACSA is able to find a minimum solution but on average it provided
worse results than the ACP. A similar situation occurred on maximum values
with the ACAA and the ACA heuristics. The ranking according to average cost
values is ACP > ACAA > ACASP > ACA > ACSA (from best to worst, ex-
cluding BPA). Throughout the experiments on the den520d map, again the ACP
Table 3. Results by running the several job-assignment heuristics we presented. 5
agents are used in 8× 8 map, and for the benchmark maps 10 agents are used.
Map Total Path Cost Values Total Time Spent (sec)
ACSA ACA ACASP ACP ACAA BPA ACSA ACA ACASP ACP ACAA BPA
8x8
Min. 27.49 29.49 29.49 27.49 30.90 27.49 0.008 0.008 0.011 0.012 0.011 0.181
Max. 77.08 76.01 77.08 76.01 76.01 74.25 1.214 1.200 1.205 1.234 1.267 2.590
Avg. 51.55 51.10 50.78 50.19 50.66 49.51 0.029 0.029 0.037 0.038 0.039 0.512
den520d
Min. 1032.3 929.28 1027.9 922.6 922.6 922.0 1.543 1.444 2.003 2.075 2.269 32.466
Max. 2278.3 2260.7 2260.7 2260.7 2260.7 2243.5 5.740 4.591 7.411 6.930 7.681 63.211
Avg. 1548.1 1544.2 1531.1 1513.6 1523.8 1500.1 2.876 2.212 3.490 3.413 4.647 41.148
brc202d
Min. 1243.3 1121.0 1117.5 1117.5 1193.8 1117.5 8.726 8.060 11.37 10.70 11.98 64.40
Max. 3151.7 3352.9 3356.3 3004.9 3108.8 2982.9 25.82 24.00 26.92 27.16 32.44 131.1
Avg. 1998.5 2015.6 1956.8 1895.9 1947.8 1852.4 11.79 10.83 15.25 14.30 18.87 85.72
method provided the closest results to BPA. The algorithms which provided the
minimum and the maximum total averages are changed. ACP and ACAA pro-
vided the minimum total cost and ACP, ACAA, ACASP, and ACA provided the
maximum total cost. The ranking according to average cost values is identical
to 8×8 grid experiments. This time the differences between the total cost values
are larger in these results. In the experiments on the brc202d map, ACP is still
the best-performing heuristic. ACP and ACASP provided the minimum path
cost values. On the maximum path cost values, ACP is the one that is closest to
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BPA. On the average values, the ranking is similar to the previous experiments
but this time the total path cost values provided by ACSA are smaller than the
values provided by ACA.
In the results produced in 8 × 8 grid, ACA is the algorithm that provided
the results in the shortest amount of time on average. ACSA provided similar
results to ACA. ACASP, ACP and ACAAs results are close, and the ranking is
ACASP, ACP, and ACAA. BPA worked clearly slower than the other heuristics
as expected. ACSA provided the fastest result, and ACA is the one that spent
the smallest amount of time amongst the maximum values provided by the
heuristics.
Table 4. Comparison of MD-DCBS and MD-CBS algorithms by measuring total time
spent (sec) by the algorithms. 5 agents are used in 8× 8 map, and for the benchmark
maps 10 agents are used.
Map MD-DCBS MD-CBS
0 1 2 3 4 5 0 1 2 3 4 5
8x8
Min. 0.09 0.11 0.13 0.14 0.17 0.22 0.11 0.15 0.22 0.29 0.41 0.63
Max. 0.01 0.01 0.02 0.03 0.04 0.05 0.01 0.02 0.03 0.04 0.05 0.08
Avg. 1.76 1.77 1.77 1.78 1.79 2.64 2.07 2.08 2.11 2.13 2.16 3.05
den520d
Min. 7.82 12.54 15.96 17.35 18.52 19.32 13.14 26.42 30.38 33.30 36.76 38.17
Max. 4.98 7.89 10.04 11.41 11.72 12.49 7.36 12.04 17.33 19.84 20.99 23.42
Avg. 17.75 31.35 38.94 42.68 45.36 47.81 27.46 50.02 67.21 74.21 81.25 89.66
brc202d
Min. 20.26 29.03 35.44 42.08 47.49 52.8 32.61 45.29 57.71 70.33 95.03 114.0
Max. 14.52 20.16 23.95 29.02 32.75 36.64 21.61 30.94 38.28 40.32 64.19 77.79
Avg. 36.9 68.87 73.1 102.3 120.6 131.5 53.11 88.15 117.2 170.1 241.2 279
In the experiments provided in Table-4 we randomly chose an agent and
assigned that new job to the back of the destination list of that agent. We
repeated this 5 times. Our aim was to examine the effect of using D*-lite instead
of A* search in multiple delivery MAPF problems. From the results, we can
clearly see that D*-lite produced results faster because of its ability to make re-
planning without solving the problem from scratch. We did not include a table
on the total path-cost values because MD-DCBS and MD-CBS produced exactly
the same total path-cost values as both use optimal low-level search methods.
6 Conclusion and Future Work
In this study we worked on a generalization of MAPF where agents can have
multiple delivery points and new destinations can be added to the system. We
generated a variation of CBS which uses D*-lite as its low-level search. Further-
more, we modified it to work with agents having multiple delivery points. We
called this algorithm MD-DCBS. In addition, we presented some mechanisms to
assign a new destination to one of the agents and decide the order of visit of
that destination. The heuristic that worked closest to best possible addition is
the ACP heuristic. The ACP heuristic calculates the distance of new destination
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to the destination points of all of the agents and then adds the new destination
before the closest agent’s closest destination.
In real life, more information is available than is currently used by most of
the state of the art MAPF solvers. For example, at the beginning of the problem,
a list of new destinations to be added and their addition times can be supplied to
the solver. For future research directions, we plan to integrate this kind of new
information to the problem and provide a plan that utilizes this information.
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