Let P be a set of n uncertain points in R d , where each point pi ∈ P is associated with a real value vi and a probability αi ∈ (0, 1] of existence, i.e., each pi exists with an independent probability αi. We present algorithms for building an index on P so that for a d-dimensional query rectangle ρ, the expected maximum value or the mostlikely maximum value in ρ can be computed quickly. The specific contributions of our paper include the following: (i) The first index of sub-quadratic size to achieve a sub-linear query time in any dimension d ≥ 1. It also provides a trade-off between query time and size of the index. (ii) A conditional lower bound for the most-likely range-max queries, based on the conjectured hardness of the set-intersection problem, which suggests that in the worst case the product (query time)
INTRODUCTION
Query-driven data management is an important function in most database systems, and range query is a common tool for summarizing information on the objects lying in a query range. In recent years, motivated by applications in sensor networks, data cleaning, data integration, pervasive computing and scientific data analysis, there has been a growing interest in managing uncertain data [6, 14] . In these settings, uncertainty is typically captured using stochastic data models, and summarizing or querying data requires computing statistics about the probabilistic behavior of the underlying data.
In this paper we study the range-max query on uncertain data-return statistics on the maximum value of the data inside a query range. Formally, we consider database records of the form (p, v, α), where p is a point in R d (attribute values of the record) with d ≥ 1 a constant, along with a positive scalar value v ∈ R + and a probability α ∈ (0, 1]. We refer to this simple model as the existence-uncertainty model. The value v is the metric of interest in our range queries and the probability α reflects our confidence in this record. Given a collection of n such records, our goal is to construct an index to answer queries of the following form efficiently: report the expected maximum value (the EM problem) or the most likely maximum value (MLM problem) of the records whose attribute values (points) lie in a ddimensional orthogonal query rectangle ρ. We use P to denote the set of points corresponding to the input records. Throughout the paper, we assume the real-RAM model of computation, which counts word-level operations instead of bits: specifically, each memory cell can store an arbitrary real number and any arithmetic or relational operation between two operands takes O(1) time.
The max is a special case of the widely studied top-k summary of data (i.e. k = 1) but is also a popular aggregation operator in its own right. For example, the suprema of random processes (a collection of random variables arising from given distributions) are widely studied in random matrix theory, control of empirical processes in statistics and machine learning, random optimization problems, and Banach spaces probabilities. The reason for this keen interest can be understood from the following hypothetical but representative application. The points might represent a set of geographical locations (cities) {p1, p2, . . . , pn}, each associated with a probability αi of being struck by a natural disaster (flood, earthquake, fire) during next year, and vi a measure of the cost (damage) incurred at that location due to that disaster. 1 In this case, a range query asks for the expected value of the maximum damage suffered within the range. Similarly, an insurance company may associate probabilities of financial claims with various entities, and need to analyze the profile of its maximum loss portfolio. Indeed, in natural disasters such as earthquakes or flooding, the impact is highly non-linear -even hundreds of small quakes hardly cause serious financial or social harm, but a single large one can be catastrophic. Thus, it is far more important to be able to carry out analysis on the profile of the maximum values, and not on simpler aggregates such as sum or average.
Range-max queries on uncertain data are also relevant when dealing with spatially distributed noisy data sources (e.g. sensors) where unusually high measurements might be cause for concern, but only if they deviate from the norm. A probabilistic profile of the expected max in a range can serve as the benchmark for deciding when a sensor measurement is abnormal.
We point out that, given a query rectangle ρ, the expected value of range-SUM, namely, p i ∈P∩ρ αivi is easy to compute: we simply assign each point pi a weight of αivi and compute the weighted range sum using traditional (non-uncertain) techniques. In contrast, computing the expected value of range-max, our EM problem, seems much harder and it is not clear how to use any existing range-aggregation index to answer this query. The difficulty arises in part because the EM problem is not range decomposable, i.e., if P1, P2 is a partition of P then for a query rectangle ρ, the EM value of P∩ρ cannot be quickly computed from the EM values of P1 ∩ ρ and P2 ∩ ρ. The interaction of probabilities rules out traditional tree-style range-searching indexes where the value at each node is inferred simply from values at its children. On the positive side, while the probability distribution of range-SUM can take exponentially many possible values, the probability distribution of range-max only has linear size. Therefore, computing statistics on the distribution of range-max (e.g. most likely max) might be easier than a similar statistics on range-SUM; the latter is known to be #P -hard [19] . 1 More generally, each point can be associated with not just a single pair (value, probability) but an entire distribution. For the ease of exposition, we initially focus on the single value case, but remark on how to generalize our results to distributional settings later.
For both the EM and MLM queries in 1-dimension, an index structure with O(n 2 ) size and O(log n) query time is straightforward: we can precompute answers for each of the O(n 2 ) combinatorially distinct intervals defined by pairs of input points. The interesting question is whether these queries can be answered in sublinear time using subquadratic space. In this paper, we answer this question affirmatively.
Our results. Our main results are shown in Table 1 , and can be summarized as follows:
(A) We design the first sub-quadratic size index that achieves a sub-linear query time in any dimension d ≥ 1 for both EM and MLM problems. For any t ∈ [0, 1], the index answers a query in O(n 1−t + log n) time, has size O(n (2d−1)t+1 ), and takes O(n (2d−1)t+1 log n) time to build. The tunable parameter t gives the index a continuum of trade-offs between query time and its size. In particular, for d = 1 the index can achieve a query time of O( √ n) with O(n 3/2 ) size and O(n 3/2 log n) preprocessing. (Section 2) (B) Our above result raises a natural question: is there a near-linear-size index that can answer an EM or MLM query in polylog(n) time. Although no such lower bound is known, we show that such an index is unlikely. In particular, we prove a conditional lower bound for the most-likely range-max queries, based on the conjectured hardness of the following set-intersection problem: Preprocess a family S1, . . . , Sm of sets so that for a query pair i, j ≤ m, one can quickly determine whether Si ∩ Sj = ∅. It is conjectured that the size of any data structure with query time tq = Ω(log n) is Ω((
2 ), where n = i |Si|. We reduce the MLM problem for d ≥ 2 to the set-intersection problem.
(Section 3)
Since the EM and MLM problems seem hard in the worst-case, we consider approximation algorithms and algorithms under some assumptions on the input, as discussed below.
(C) Suppose the values of input points are chosen according to a random permutation model (RPM), i.e., first a set of values are chosen and then they are assigned in a random order to the input points (see Section 4). We present an index of size O(n log d+1 n) that can answer a MLM query in expected time O(log d+3 n) . (Section 4) (D) We design a linear-size index for estimating the expected maximum value (denoted by µ(P ∩ ρ)), for a query rectangle ρ, within approximation factor 1/2 in O(log d+1 n) time; that is, the query procedure returns a value µ such that
(Section 5)
Finally we extend our algorithms in two directions:
(E) First, we extend our algorithms to the locationuncertainty model, in which the location of each point is described as a probability distribution over a set of f discrete locations. We propose generalizations of the subquadratic index in (A) to compute the EM or the MLM in sublinear time and generalizations of (D) to compute an 1/2-approximation of the expected maximum value in polylog(n) time. We also provide a conditional lower bound for the EM problem in location distributions. Second, we provide an indexing scheme for returning k records with the highest probabilities of being the maximum. (Sections 2, 6) Our paper makes significant progress in advancing the state of art for computing range-max statistics over uncertain data. Despite the fundamental role and practical applications of the max statistic, and top-k summaries more generally, prior to our work no sublinear query scheme with subquadratic storage was known for either the EM or the MLM problem. In achieving sublinear query time using subquadratic space, our proposed algorithms break a conceptual barrier, and introduce novel indexing techniques both for exact and approximate range-max queries. In the exact setting, the idea of first partitioning data by value (instead of range attributes), and then applying range searching within each group turns out to be a key insight for range-max queries. In the approximation setting, the use of Prophet inequality for range queries is novel. Finally, our hardness proof adapts a construction originally designed for deterministic range queries, and applies it to derive complexity lower bounds for uncertain data ranges.
Related work. There is extensive work on managing, querying, and analyzing uncertain data. See the book [6] and the survey paper [14] for an overview of known results on this topic.
In the context of query processing, early work focused on top-k queries over uncertain data. Numerous algorithms under different semantics of top-k queries have been proposed; see [11, 16, 17, 22, 27, 30] and references therein. In another line of work, Jayram et al. [18] describe algorithms for computing aggregation statistics on uncertain data in the streaming model. Cormode et al. [13] used the expected rank of the uncertain entries across all possible worlds to compute the ranking of the data. All these papers compute the desired statistics over the entire data, and do not consider query ranges. Extending these results to top-k (even for k = 1) or aggregation statistics inside a query range seems particularly challenging, partly because the problem is not range decomposable, as mentioned above.
A few algorithms have been proposed for answering range-reporting queries on uncertain data [28, 31] . Cheng et al. [12] considered the 1D range-reporting query when the location of each input point is given as a uniform distribution and the goal is to report all points that lie inside a query range with probability at least τ , for some fixed τ ∈ [0, 1]. They proposed an index of O(nτ −1 ) size with O(τ −1 log n + k), where k is is the output size. Note that both the size and the query time depend on τ . Tao et al. [28] considered the problem in higher dimensions, and gave indexes based on space partitioning heuristics. In the worst case, their procedure visits all points.
Agarwal et al. [4] described an index for 1D range reporting when the location of each point is given as a piecewise-constant pdf. For a fixed τ , they described an index of linear size that can report in O(log n + k) time all k points lying inside a query interval with probability at least τ . If τ is part of the query, then the query time is O(log 3 n + k) and the size of the index is O(n log 2 n). They also presented a near-linear-size index that can handle more general probability distributions for input points and answer queries in O(log n + k) time. Recently Li and Wang [21] extended the approach in [4] to return the t points, for a given t (instead of all points), that lie in the query interval with the highest probability. Singh et al. [26] presented some heuristic solutions for querying uncertain data that are categorical. All these results are customized for range-reporting queries, and they require linear time in the worst case for computing range-aggregate statistics.
As mentioned above, computing the expected value of range-SUM for a query rectangle ρ can be reduced to computing range-SUM on data without uncertainty. However no efficient index is known for computing the most-likely value of range-SUM, or approximating the distribution of range-SUM (unless we make some assumptions on the probabilities of existence). The only result in this direction is by Abdullah et al. [1] who proved the existence of small-size coresets for some range-SUM problems on uncertain data.
The only paper on range top-k we are aware of is [29] , which studies the problem for d = 1. For a query interval I and a parameter τ ∈ [0, 1], the data structure returns points that lie in I and their rank of being at most k is at least τ . They present some pruning techniques to reduce the query time, but the worst-case query time is super linear.
Finally we note that there is also some work on nearest neighbor queries on uncertain data [3, 5, 8, 9] but they cannot be adapted to range-max queries.
EXACT ALGORITHMS
Let P = {p1, . . . , pn} ⊆ R d be a set of n uncertain points where each pi is associated with a value vi ∈ R + and an independent probability αi ∈ (0, 1] of its existence; multiple points may have the same value. Throughout, we assume that dimension d is a fixed constant. We present indexing schemes for computing the expected or the most-likely maximum value among the points lying in a query orthogonal rectangle in R d . We begin with some definitions, and then describe our index structure.
Let X = {x1, . . . , xm}, for m ≤ n, be the set of (distinct) values associated with the points in P. (Recall that the values of the points need not be all distinct.) Given a subset of points R ⊆ P, we define π(R) as the probability that none of its points are present. That is,
where we assume π(R) = 1 if R = ∅. For any value x ∈ X, let α(x, R) denote the probability that some point with associated value x exists:
with the convention that α(x, R) = 0 if there is no point with value x in R; in particular, α(x, R) = 0 if R = ∅. Define β(x, R) as the probability that no point with value larger than x is present in R:
It follows that the probability of x being the maximum value of a point in R, denoted γ(x, R), can be written as
Note that γ(x, R) = 0 if R = ∅ or x is not associated with any point of R. If µ(R) denotes the expected maximum (EM) value in R, then we have
We describe our index structure in detail for computing EM for d = 1, and then sketch its extension to higher dimensions and to computing MLM.
Indexing scheme. We fix a parameter t ∈ [0, 1], and partition the input P into k ≤ 2 n 1−t subsets P1, . . . , P k such that (i) all points in Pi have strictly higher values than those in Pi+1, and (ii) either |Pi| ≤ 2n t or all points in Pi have the same value.
We call Pi uniform if all of its points have the same value, and non-uniform otherwise. If Pi is uniform, then we compute and store the value π(Pi ∩ (−∞, pj]), for all pj ∈ Pi. Otherwise (for non-uniform Pi) we compute and store
We also sort each Pi (by position) and store the sorted lists P1, . . . P k so that for any q ∈ R its predecessor and successor in each Pi, denoted by pred(q, Pi) and succ(q, Pi) respectively, can be computed efficiently. We use the so-called fractional-cascading scheme [10] to expedite this process, which augments each sequence Pi by adding some points to Pi and stores the augmented list P i . More precisely, starting with the bottom-most set P k = P k , we construct the remaining augmented lists as follows. Suppose P i = a1, a2, a3, . . . , an i , and let 1 2 P i = a2, a4, a6, . . . be the subsequence of P i consisting of every other item. Then, we define P i−1 = Pi−1 ∪ 1 2 P i , and with each item a ∈ P i , we store the indices of pred(a, Pi), succ(a, Pi) and of succ(a, P i+1 ) in P i+1 . The total size of all the augmented list is
With these augmented lists, we can find pred(q, Pi) and succ(q, Pi) for any q ∈ R in all the set Pi, i = 1, 2, . . . , k, in total time O(log n + k), improving the obvious bound of O(k log n). See [10] for details. This completes the description of the index.
The index needs O(|Pi| 2 ) = O(n 2t ) space when Pi is non-uniform, and O(|Pi|) space otherwise. Since
. We now discuss how to answer a query using this index, and then discuss its construction details.
Query procedure. Given a query interval I = [a, b], we wish to compute µ(P ∩ I) using the index. For j = 1, . . . , k, let aj = succ(a, Pj) and bj = pred(b, Pj). Define Ij = [aj, bj] as the projection of the query range onto the subset Pj, where we assume Ij = ∅ if aj > bj, see Figure 1 for an example. We use the shorthand notation P<j = j−1 l=0 P l to denote the union of all subsets with index smaller than j, with the convention that P<1 = ∅. The following lemma explains our main idea for computing the expected max value µ(P ∩ I).
Lemma 2.1
The partition P1, . . . , P k satisfies the following properties:
Proof. To prove (i), let Xj ⊆ X be the set of distinct values among the points of Pj. Then the following holds:
The values in Xj−1 are all larger than those in Xj and x belongs to at most one such Xj, therefore α(x, I ∩ P) = α(x, I ∩ Pj), and
We also have α(x, I∩Pj) = α(x, Ij ∩Pj) and β(x, I∩Pj) = β(x, Ij ∩ Pj), which follows because Pj ∩ (I\Ij) = ∅, by definition. Thus, we can conclude that
The proof of (ii) follows from the fact that P<j = P<j−1∪ Pj−1 and P<j−1 ∩ Pj−1 = ∅.
If Pj is non-uniform, then the index stores the values of µ(Ij ∩Pj) and π(Ij ∩Pj). For a uniform Pj, we observe that π(Ij ∩ Pj) = π(Pj ∩ (−∞, bj])/π(Pj ∩ (−∞, aj)) and µ(Ij ∩ Pj) = x(1 − π(Ij ∩ Pj)). Since we store π(Pj ∩ (−∞, p]) for all p ∈ Pj, the values π(Ij ∩ Pj) and µ(Ij ∩ Pj) can be computed in O(1) time. The pseudo-code in Algorithm 1 below describes the query procedure and Figure 1 shows the intervals in each group given the query interval I.
Algorithm 1. EXACT EM QUERY
We note that aj and bj can be found for all j = 1, 2, . . . , k, in O(log n+k) time using fractional-cascading. We spend O(1) time in each iteration of the second for loop, so the total query time is O(log n + k) = O(log n + n 1−t ). 
Preprocessing.
We now describe how to build the index structure. Given a subset S ⊆ P, let S[x] = {pi ∈ S | vi = x} be the set of points in S that have value x. We sort the set of distinct values X in descending order and construct the partition of P by scanning the elements of X in sorted order. Suppose the sets P1, . . . , Pj−1 have been constructed, we are building the set Pj, and xi ∈ X is the next value in the sorted sequence. If either |Pj| ≥ n t or |P[xi]| ≥ n t , we close Pj, and start the new subset Pj+1 by adding P[xi] to it. Otherwise we have both |Pj| < n t and |P[xi]| < n t , in which case we add P[xi] to Pj, and continue to the next value of X. The total time for constructing P1, . . . , P k is clearly O(n log n). Finally, the number of sets k is at most 2 n 1−t because if |Pi| < n t , then |Pi+1| ≥ n t . The construction of the fractional-cascaded sequences to expedite searching in these sets is straightforward, and takes O(n) time, as shown in [10] .
The preprocessing cost of the uniform sets is only linear because computing π(Pj ∩ (−∞, a]), for all a ∈ Pj, takes O(|Pj|) time if Pj is uniform. The main part of the construction is the preprocessing of the non-uniform sets, which we describe in detail below.
Suppose Xj = x1 < . . . < xs is the sequence of distinct values for the points of Pj. Let T be a complete binary tree whose leaves store xj's in the sorted order and let Xu ⊆ Xj be the subset of values stored at the leaves of the subtree rooted at a node u ∈ T . We will dynamically maintain a set S ⊆ Pj in T under insertion of points, and each node u ∈ T will store πu = π(Su) and µu = µ(Su), where Su = {pi ∈ S | vi ∈ Xu} is the set of points associated with values in Xu. More specifically, if u is a leaf, with Xu = {x}, then πu = p i ∈S [x] (1 − αi) and µu = x(1 − π(Su)). If u is an internal node whose left and right children are w and z, then we can see that (using the same argument as Lemma 2.1) πu = πw · πz and µu = µz + πzµw.
(
When inserting a point pi into S, we only need to update the nodes along the root-to-leaf path between the root of T and the leaf z storing vi. Starting at the leaf, whose values πz and µz are easily updated in O(1) time, we update the remaining nodes of the path in the bottom-up order, using the equation (1) . The total time spent in updating T is O(log |Pj|). With this structure in place, we can now describe how to finish the preprocessing of Pj.
Suppose the points of Pj are p1 < . . . < pr, in left to right order. We need to compute π(·) and µ(·) values for all of its ] , an index of size O(n 1+t ) can be constructed in O(n 1+t log n) time so that µ(P ∩ I), for a query interval I, can be computed in O(n 1−t + log n) time.
The 1-dimensional indexing algorithm can be extended to higher dimensions easily as follows. We begin by fixing a parameter t and partitioning the input into k ≤ 2 n 1−t subsets P1, . . . , P k by value, as in one dimension. The main change needed is in lines 1-3 of Algorithm 1, where instead of "canonical intervals" we need to preprocess for canonical d-dimensional rectangles. In particular, for each non-uniform set Pj, there are now |Pj| 2d = O(n 2dt ) "combinatorially distinct" rectangles which we refer to as canonical rectangles. For each canonical rectangle ρ, we compute µ(Pj ∩ρ) and π(Pj ∩ρ). By adapting the 1D preprocessing algorithm, these values can be computed in a total of O(n 2dt log n) time. The preprocessing of the uniform sets is the same as in 1-dimension, namely, sorting of points in each dimension.
Summing over all j, the total space and preprocessing time are O(n (2d−1)t+1 ) and O(n (2d−1)t+1 log n) respectively. Given a query rectangle ρ, we "project" it onto its canonical rectangles ρ1, . . . , ρ k , i.e., for each j a rectangle ρj such that, ρ ∩ Pj = ρj ∩ Pj. This requires finding the predecessor and successor within Pj of its extent in each dimension, which can be done in O(log n) time using fractional cascading. Since there are k = n 1−t sets Pj, the total time to find all the canonical rectangles is O(log n + n 1−t ) using fractional cascading. The remaining part of Algorithm 1, namely, lines 4-9 then compute µ(P ∩ ρ) as before. We thus obtain the following: Theorem 2.3 Let P be a set of n uncertain points in R d . For any t ∈ [0, 1], an index of size O(n (2d−1)t+1 ) can be constructed in O(n (2d−1)t+1 log n) time so that µ(P ∩ ρ), for a query rectangle ρ, can be computed in O(n 1−t + log n) time.
The index just described can be adapted easily to compute the most likely maximum value λ(P ∩ I) with the same performance bounds. For each non-uniform set Pj and for each pair pu, pv ∈ Pj with pu < pv, we compute the values xuv = λ(Pj ∩ [pu, pv]), γ(xuv, Pj ∩ [pu, pv]), and π(Pj ∩ [pu, pv]). The query algorithm is a simple adaptation of Algorithm 1, leading to the following result:
Theorem 2.4 Let P be a set of n uncertain points in R d . For any t ∈ [0, 1], an index of size O(n (2d−1)t+1 ) can be constructed in O(n (2d−1)t+1 log n) time so that λ(P ∩ ρ), for a query rectangle ρ, can be computed in O(n 1−t + log n) time.
Extensions. (i) Our index can be generalized to return the k values with the highest probabilities of being the range-max for a query rectangle ρ, as follows. For each combinatorially distinct rectangle, we store the k most likely maximum values instead of the single most likely maximum leading to an index of size O(kn (2d−1)t+1 ). Given a query rectangle ρ, we search among the k mostlikely values stored at the relevant canonical rectangle in each subset Pi and find the k most likely values in O(n 1−t + k log n) time.
(ii) The algorithm can be extended to the case in which each point pi is associated with a discrete distribution over its values of constant support f , i.e., {vi1, . . . , v if } ⊂ R + with probabilities {αi1, . . . , α if } ⊂ [0, 1], where the point assumes value vij with probability αij. An instance of the EM (MLM) problem with n points of value uncertainty can be mapped to an instance of EM (MLM) problem with nf independent points of existential uncertainty; we omit the details from this abstract.
HARDNESS OF MLM
The range-max query problem for uncertain data seems significantly harder than its deterministic counterpart. Indeed, the latter can be solved easily in O(log d−1 n) query time and O(n log d−1 n) space using orthogonal range trees with fractional cascading, for d ≥ 2 [2] . This stands in sharp contrast to what we are able to achieve for the uncertain data model; to wit, if the space requirement of our data structure is nearly linear, our query time goes up to near linear as well. In this section, we offer evidence for the hardness of uncertain range-max problem through a reduction from the set-intersection problem, which suggests that indexes with near-linear space and poly-logarithmic query time are unlikely to exist even for d = 2. Our lower bound is in the real-RAM model, mentioned above.
The set-intersection problem is defined as follows. Given a family of sets S1, S2, . . . , Sm, with real-valued items, preprocess them so that the intersection queries of the following form can be answered efficiently: given indices i, j, do the sets Si and Sj have a non-empty intersection? It is widely believed that any index that can answer such queries in worst-case time O(t) must use at least Ω((n/t) 2 ) space, ignoring polylog factors [15, 23, 24] , where n = |Si| is the total size of all the sets. We show in the following that any index for solving the MLM problem in R d for d ≥ 2 can also solve the set-intersection problem, and is therefore subject to the same query-space tradeoff.
Reduction.
We transform an instance of the setintersection problem of size n into an instance of the MLM problem with 2n points in R 2 . Specifically, let S1, . . . , Sm be the input to the set-intersection problem, where m i=1 |Si| = n. Let n0 = 0 and ni = ni−1 +|Si| for i = 1, . . . , m. We use s ik to denote the (value of) the kth item of Si, for 1 ≤ k ≤ |Si|. We create a 2-dimensional instance of the MLM problem corresponding to these sets as follows. All the points in the MLM lie on two parallel lines, L : y = x + n and L : y = x − n. For each member of the set Si, we create two points, one on each of these lines. Specifically, the points corresponding to the kth item s ik ∈ Si are: (−(k + ni−1), −(k + ni−1) + n)) on L, and ((k + ni−1), (k + ni−1) − n)) on L . The existence probability of these two points is α = 1 − 2
and their value is s ik . Let Pi and P i denote the set of points corresponding to Si that lie on L and L , respectively. Finally, let P = i (Pi ∪ P i ) denote the set of all the 2n points that form the input to the MLM problem. Note that all points of P have the same existence probability α, and for any pair i, j, all points in Pi ∪ P j have distinct values if and only if Si ∩ Sj = ∅. Clearly the construction takes O(n) time, and one can easily verify that (1) all points on L lie in the northwest quadrant while those on L lie in the southeast quadrant, and (2) the points corresponding to Si are placed in consecutive order on both L and L , and they lie between the points corresponding to Si−1 and Si+1.
The placement of the points in opposite quadrants ensures the following geometric property: given any two indices i, j, there is a rectangular range ρij that includes only Pi and P j , namely, ρij ∩ P = Pi ∪ P j . See Figure 2 .
Given a set-intersection query: "Does Si intersect Sj?" we compute the MLM for the query range ρij. If the answer is value v, then we check if v belongs to both Si and Sj. If it does, then we return "Yes," meaning that the sets intersect; otherwise, we answer "No."
Thus, we answer a set-intersection query using one MLM range query and two set membership queries to decide if v ∈ Si ∩ Sj. The membership queries are easily performed in O(log n) time, using any standard balanced search tree, and so the set-intersection query time is dominated by the MLM query time, as long as the latter is Ω(log n). The correctness of the reduction follows from the following lemma.
Lemma 3.1 In the preceding reduction, Si ∩ Sj = ∅ if and only if λ(P ∩ ρij) belongs to Si ∩ Sj.
Proof. If λ(P∩ρij) belongs to Si ∩Sj, then Si ∩Sj = ∅, and the claim holds trivially. Conversely, assume Si ∩ Sj = ∅. Let Pij = P ∩ ρij, v = λ(Pij), and r the number of points in Pij with values larger than v. If v is associated with only one point of Pij, then γ(v, Pij) = α(1 − α) r ≤ α. On the other hand if v is associated with two points of Pij (note that each value of Pij is associated with at most two points), then
. Since Si ∩ Sj = ∅, there are two points in Pij with the same value, corresponding to an item of Si ∩ Sj. Therefore v belongs to Si ∩ Sj in this case, as claimed.
We have established the following result.
Theorem 3.2
If there is an index to solve the MLM problem for n points in R 2 with S(n) space and Q(n) query time, for Q(n) ≥ Ω(log n), then the set-intersection problem can be solved in Q(2n) time with space S(2n).
The set intersection problem is conjectured to require Ω((n/t)
2 ) space, ignoring polylog factors, as long as the query time is t = Ω(log n). Subject to this conjecture, Theorem 3.2 implies that any data structure that uses near-linear space cannot hope to achieve polylog query time. More formally, the theorem suggests that in the worst-case the product (query time)
2 × (index size) is Ω(n 2 ), ignoring polylog factors, for d ≥ 2.
RANDOM PEMUTATION MODEL
We describe an index of O(n polylog(n)) size that can answer an MLM query in O(polylog(n)) expected time if the values of points are distinct and they are assigned using the so-called random permutation model. More precisely, we assume that the existence probabilities αi's of points are arbitrary but their values vi's are assigned randomly as follows: Let x1 ≥ x2 ≥ . . . ≥ xn be an arbitrary set of real values. We choose a random permutation σ of [1 : n] and set vi = x σ(i) .
We map each point pi ∈ P to a two-dimensional point pi = (αi, vi) ∈ R 2 . LetP = {pi | pi ∈ P}. A point a = (a1, a2) dominates another point b = (b1, b2) if a1 > a2 and b1 ≥ b2 or a1 ≥ a2 and b1 > b2. The skyline of a point set S ⊆ R 2 is the subset of points in S that are not dominated by another point of S. The following simple lemma is the basis of our index. Proof. Ifp k is not on the skyline ofR, then it is dominated by some other pointpj ∈R\{p k }. Thus, we have αj ≥ α k and vj ≥ v k . Since the values are distinct, the second inequality must be strict, namely, vj > v k . It is easy to check that
Therefore, we have the following inequality:
which contradicts the assumption that
This completes the proof.
For a rectangle ρ, let Pρ = P ∩ ρ,Pρ = {p | p ∈ Pρ}, and Sρ ⊆ Pρ the set of points pi such thatpi belongs to the skyline ofPρ. By Lemma 4.1,
If the values of P are assigned using a random permutation model, then we note that the same holds for an arbitrary subset R ⊆ P as well. A classical result in stochastic geometry implies that the expected size of the skyline ofPρ is O(log n), see e.g. [20, 7] . Using these observations, we compute λ(Pρ) in two stages: First, we compute Sρ, and then compute γ(vi, Pρ) for every pi ∈ Sρ.
Rahul and Janardan [24] have presented an index for storing P andP of size O(n log d+1 n), that can be constructed in time O(n log d+1 n) so that for any query rectangle ρ, Sρ can be computed in time O(|Sρ| log d+2 n)). For d = 1, the size, the preprocessing time, and the query time are O(n), O(n log 2 n) time, and O(|Sρ| + log n), respectively.
To compute γ(vi, Pρ), for every pi ∈ Sρ, we map each point pi ∈ P topi := (pi, vi) ∈ R d+1 and set its weight
Putting everything together, we obtain the following result:
2 The lemma does not assume the values to be assigned using a random permutation. It holds for arbitrarily assigned values, as long as they are distinct. Theorem 4.2 Let P be a set of n uncertain points in R d , such that the values of P are all distinct and chosen according to a random permutation model. An index of size O(n log d+1 n) on P can be built in O(n log d+1 n) time so that for a query rectangle ρ, λ(P ∩ ρ) can be computed in expected time O(log d+3 n). For d = 1, the size and expected query time can be improved to O(n) and O(log 2 n), respectively.
APPROXIMATION ALGORITHMS
In this section we describe approximation algorithms for EM and MLM problems. We begin by discussing two simple algorithms. The first one can be used for both EM and MLM problems but the running time depends on the probabilities of the points. The second one works only for MLM and gives an additive approximation. In the end, we propose a constant-factor approximation algorithm for the EM problem, whose running time is independent of the input probabilities.
Suppose the existence probability of each point in P is at least α. Set t = 1 α ln n εα for any ε > 0. A simple calculation shows that for any rectangle ρ and for any value x ∈ X that is not among the t largest ones in Pρ = P ∩ ρ, γ(x, Pρ) ≤ εα n , i.e., it is negligible and such a point can be ignored. Using a standard index for reporting top t values inside ρ [2], we can construct an index of size O(n log
If there are input points with small existence probabilities, for example α = 1 √ n , then the previous scheme is not efficient. In these cases a straightforward samplingbased Monte Carlo approach can estimate γ(x, Pρ) with additive error ε, for any x ∈ X and rectangle ρ, with high probability. We instantiate P, s = O( 1 log n) times. Each time the point pj is chosen with probability αj. Let Si be the i-th instance of P. For each i ≤ s, we build a range-MAX index, like a range-tree, for the set Si. Given a query rectangle ρ, we find the maximum value in ρ ∩ Si for each i, and return the value that was the maximum in most of the indexes. This procedure returns a value xρ such that γ(xρ, Pρ) ≥ maxx∈X γ(x, Pρ) − ε with high probability, in time O(
This simple sampling-based approach, however, does not work for estimating µ(Pρ), for a query rectangle, because a point in Pρ with very small existence probability may have a very large value. We describe a novel O(n polylog(n))-size index that estimates µ(Pρ) within relative error 1/2 in O(polylog(n)) time. The index is based on the following lemma.
Lemma 5.1 Let Y1, . . . , Ym be Bernoulli random variables such that Yi assumes value vi with probability αi and 0 otherwise. Then,
where w is a solution of the equation
The second part of this inequality is the well-known Prophet inequality [25] . The first part of the inequality can be shown by induction on i; we omit the proof from this abstract. 3 We now discuss how to use this lemma to devise an index for the range-max queries.
For a point pj ∈ P, let Yj be a random variable that has value vj with probability αj and 0 otherwise. For a subset R ⊆ P and a real-valued parameter t > 0, we define
Let X = x1, . . . , xm be the sequence of distinct values of points of P in decreasing order. The proof of the following lemma is straightforward. 
The following corollary is an easy consequence of Lemma 5.2 (i).
Corollary 5.3
There is a unique value t, denoted by τ (R), for which F R (t) = t.
Given a subset R ⊆ P, τ (R) can be computed in two stages. The first stage computes the value i := i(R) such that τ (R) ∈ [xi, xi−1] by performing a binary search on X. The second stage computes τ (R) by solving the linear equation F R,i (t) − t = 0 (cf. 3).
Indexing scheme. DefineP = {pi | 1 ≤ i ≤ n}, wherepi = (pi, vi) ∈ R d+1 , for pi ∈ P. We build an index onP so that for any query (d + 1)-dimensional rectanglē ρ, quantities bρ = p i ∈ρ∩P αivi and aρ = p i ∈ρ∩P αi can be computed quickly, using an instance of a (d + 1)-dimensional range-SUM query. In particular, an index of size O(n log d n) can be built in time O(n log d n) so that aρ, bρ can be computed in O(log d n) time [2] .
Query procedure. Let ρ be a query rectangle in R d , and we wish to estimate µ(Pρ). We perform a binary search on X to compute i := i(Pρ) such that τ (Pρ) ∈ [xi, xi−1]. Each step of the binary search chooses a value xr ∈ X and queries the index with the rectanglē ρr = ρ × [xr, ∞), which returns
By Lemma 5.2
Therefore, by comparing F Pρ (xr) with xr, we can determine in O(1) time whether τ (Pρ) = xr, τ (Pρ) > xr, or τ (Pρ) < xr. In the first case, we have the value of τ (Pρ) and return F Pρ (xr) as an estimate of µ(Pρ). Otherwise, we proceed with the binary search. After having computed the value i(Pρ), we can compute τ (Pρ) in another O(1) time. Putting everything together, we obtain the following:
Theorem 5.4 Let P be a set of n uncertain points in R
d . An index of size O(n log d n) can be built on P in time O(n log d n) that for a query rectangle ρ returns in O(log d+1 n) time a value ηρ such that
LOCATION UNCERTAINTY MODEL
In the interest of exposition and to highlight the conceptual framework, we have described our range-max index structures for a simple model of data uncertainty. The methodology, however, extends naturally to more general uncertainty models. We already discussed one such extension-uncertainty in values-at the end of Section 2. In this section, we discuss location uncertainty, where the position of each point has a probability distribution.
In the location-uncertainty model, the location of a point P is represented as a probability distribution. We assume P is specified by a point set {p1, . . . , p f } with associated probabilities {α1, . . . , α f }, i.e., αj = Pr P is at location pj , f j=1 αj ≤ 1, and P does not appear with probability 1 − f j=1 αj. We refer to f as the support size of P . Let P = {P1, . . . , Pn} be a set of n points in R d in the location uncertainty model. Without loss of generality, we assume that the support size of each point is f , i.e., Pi = {pi1, . . . , p if } and αij = Pr Pi is at pij .
Each Pi is associated with a scalar vi > 0. Note that the model described in Section 1 is a special case of this model with f = 1. With a slight abuse of notation we will use Pi to define an uncertain point as well as the set of its possible locations. We wish to compute the expected or most-likely value of the maximum in a query rectangle ρ.
The algorithms described in Sections 2, 4, and 5 can be extended to the location uncertainty model. Since the location uncertainty model is more general, the lower bound described in Section 3 holds for this model but we also prove a similar lower bound for the EM problem in this model. Due to lack of space we only describe how to extend the exact and approximation algorithms, and we briefly sketch the lower-bound construction.
Exact algorithm.
For simplicity we assume the values of points in P are distinct; the case of multiple points having the same value can be handled by adapting the definitions and Algorithm 1 in Section 2. We show that the expected and the most-likely value of maximum inside a rectangle can be defined analogously to Section 2.
For a rectangle ρ, let Pi(ρ) denote the restriction of Pi inside ρ. That is, Pi(ρ) is an uncertain point with possible locations Pi ∩ ρ and for pij ∈ Pi ∩ ρ, Pr Pi(ρ) is at pij = αij. We define αi(ρ)= p ij ∈P i ∩ρ αij to be the probability of Pi appearing inside ρ, and πi(ρ) = 1 − αi(ρ) to be the probability of Pi not appearing inside ρ. For a subset Q ⊆ P and for a rectangle ρ let γi(Q, ρ) be the probability of vi, with Pi ∈ Q, being the maximum value among the points of Q in ρ, then
With these definitions γi, µ, and λ in place, the overall structure of the algorithm is the same as before. We partition P into O(n 1−t ) subsets P1, . . . , P k , each of size at most 2n t , so that all points in Pi have higher values than those in Pi+1. For each Pi, there is a set Si =
are O((n t f ) 2d ) "combinatorially distinct" rectangles with respect to Pi, each defined by a subset of 2d locations in Si, in the sense that γ(Pi, ρ), µ(Pi, ρ), and λ(Pi, ρ), for any rectangle ρ, are the same as for one of these rectangles. We store µ(Pi, ρ) and π(Pi, ρ) = P j ∈P i πj(ρ) for every combinatorially distinct rectangle. The total size of the index is O(n (2d−1)t+1 f 2d ), and it can be constructed in time O(n (2d−1)t+1 f 2d log n). Algorithm 1 can be adapted in a straightforward manner to compute µ(P, ρ) and λ(P, ρ) in time O(n 1−t + log(nf )). We thus obtain the following: Theorem 6.1 Let P be a set of n locationally uncertain points in R d , each of support size f . For any t ∈ [0, 1], an index of size O(n (2d−1)t+1 f 2d ) can be constructed in O(n (2d−1)t+1 f 2d log n) time so that the expected or mostlikely maximum value inside a query rectangle can be computed in O(n 1−t + log(nf )) time.
Approximation algorithm. We now show that the approximation algorithm described in Section 5 for the EM problem can be extended to the location uncertainty model. For a rectangle ρ and for a point Pi ∈ P, we define a random variable Yi,ρ whose value is vi if Pi lies inside ρ and 0 otherwise. Then
and µ(P, ρ) = E [max Yj,ρ]. Lemma 5.1 still holds for the Bernoulli random variables Yi,ρ. We also define the function
Let v1, . . . , vn be the values of points in decreasing order, then analogously to Lemma 5.2, Fρ(t) has the following form in [vi, vi−1]:
where
As in Section 5, we construct an index to compute aρ,i, bρ,i quickly for a given rectangle ρ and an integer i ∈ [2, n]. More precisely, for 1 ≤ i ≤ n and 1 ≤ j ≤ f , letpij = (pij, vi) ∈ R d+1 . We assign a pair of weights wa(pij) = αij and w b (pij) = αijvj for eachpij. Set
By building an index onS for range-SUM queries, aρ,i, bρ,i can be computed in O(log d n) time. The size of the index is O(nf log d (nf )), and it can be constructed in the same time [2] . The query procedure is the same as in Section 5. We thus obtain the following: Theorem 6.2 Let P be a set of n locationally uncertain points in R d , each with support size f . An index of size O(nf log d (nf )) can be constructed in time O(nf log d (nf )) that for a query rectangle ρ returns in O(log d+1 (nf )) time a value ηρ, such that 1 2 µ(P, ρ) ≤ ηρ ≤ µ(P, ρ).
Lower bound.
We sketch the reduction of the setintersection problem to the EM problem 5 . We may assume all the integers in the sets S1, . . . , Sm are divisible by 3. If not, we can work with the instance S i = {3x | x ∈ Si}, without a change to the answer of any setintersection query. We use almost the same construction as in the proof of Theorem 3.2, with four important differences. (i) The entire configuration is shifted parallel to itself by 3n and 6n to get three non-interfering configurations;
(ii) the associated values of the points above the x-axis come from the sets as before, but for the points below the x-axis they are increased by 1 for the second instance, by 2 for the third instance and are unchanged in the first instance;
(iii) points with the same value are all considered as belonging to one uncertain point in the location model, and, (iv) all points are assigned probability α which can be chosen small enough so that each uncertain point is deficient, i.e., the sum of probabilities of locations is less than 1, see Figure 3 for illustration.
To answer a query, "Does Si intersect Sj?" where i = j, we consider the rectangles ρ1ij, ρ2ij, ρ3ij as shown in Figure 3 , and we query the EM value for each of them -denote these by Ψ1, Ψ2, Ψ3. We can show that: Lemma 6.3 Ψ2 = (Ψ1 + Ψ3)/2 if and only if the sets Si, Sj do not intersect.
Intuitively, we can see the above as follows. The EM value µ(P, ρij) is the sum n k=1 v k γ k (P, ρij), and if the queried sets Si, Sj are disjoint, all the values occurring inside all the rectangles are distinct and one can easily show that the sum for each of the Ψ k is formed by two distinct components -one coming from contributions from values for points corresponding to Si and the other by those from Sj, and thus Ψ2 − Ψ1 = Ψ3 − Ψ2, because of the equal shifts in values. On the other hand, if the sets intersect, some points inside the first rectangle belong to the same uncertain point -but this does not happen for the second and third rectangles because the numbers involved are distinct modulo 3. In this case, Ψ2, Ψ3 behave similar to the case when Si, Sj are disjoint but Ψ1 increases. Thus we have, Ψ2 − Ψ1 < Ψ3 − Ψ2. Finally, we can show the following result where n, m come from the construction, as there are O(n) uncertain points now, with support size bounded by O(m).
Theorem 6.4 Suppose there exists an index with size S(n, f ) and query time Q(n, f ) for solving the EM problem for n points in R 2 under the location uncertainty model, where each point has a distribution over at most f possible locations. Then an instance of the set-intersection problem, for sets S1, . . . , Sm, with m i=1 |Si| = n, can be solved in O(Q(n, m)) query time using space O(S(n, m)).
CONCLUSION
In this paper, we studied the range-max query problem for uncertain data, and designed efficient index structures for answering these queries both exactly and approximately under two models of data uncertainty (existential and locational). Our exact algorithms are the first to achieve sublinear query time using sub-quadratic space, while our approximation algorithms utilize novel tools such as the Prophet inequality. We also prove a hardness result for the MLM, which shows that range-max queries over uncertain data are provably more difficult than their deterministic counterparts. Our work suggests several avenues of future research, including the following: (i) Our query-space bounds represent an important advance but are unlikely to be optimal, so improving them is an obvious goal. In particular, is sublinear query time possible for the EM and MLM problems using only a linear size index? (ii) Our lower bound for the MLM problem is conditioned on the (widely) conjectured hardness of the set intersection problem. Is an unconditional lower bound possible? Can the lower bound be shown for dimension d = 1? (iii) Our Prophet Inequality based approximation works only for the EM problem. Can a similar scheme be designed for the MLM problem? (iv) Extend our results to other range queries, such as range-SUM. Can we efficiently approximate the distribution of the range-SUM statistic?
