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Metallic clusters (also called nanoparticles or nanoclusters) are collections of metallic
atoms that are bound together to form structures between 1 – 500 nm in diameter.
Metallic clusters have potential in many practical applications due to their size depen-
dent chemical and physical properties. In order to fully utilise their potential, it is vital
that the various structural features that clusters can express are understood. This thesis
explores the various ways that the structures of clusters are studied computationally.
Firstly, the low energy structures of various Au and Pt clusters between 55 and
309 atoms are studied by comparing the structures of clusters obtained from a global
optimisation algorithm with those observed experimentally. This study finds that
Au clusters do not have a preference for any one structural motif, while larger Pt
clusters prefer an octahedral motif. Furthermore, these computational results show
strong agreement with experimental results. This validates the use of computational
techniques for understanding cluster structure.
Next, a new computational method was developed to enhance the explorational
ability of global optimisation algorithms in an attempt to improve the efficiency
of locating the lowest energy cluster (global minimum) with global optimisation
algorithms. This method, called the structural comparison method (SCM), was
designed to assess the relative structural similarity between a pair of clusters. The
SCM was implemented into a genetic algorithm, a type of global optimisation algorithm,
and was benchmarked against several Lennard-Jones clusters with known, difficult-to-
locate global minima. The SCM improved the efficiency of locating the global minimum
in some cases. For those that it did not, we show that the SCM-based genetic algorithm
did facilitate exploration of the potential energy surface but inhibited refinement within
each funnel sufficienctly. This restricted the genetic algorithm’s ability to locate the
global minimum.
The dynamic stability of low energy Au clusters containing 55, 85, and 101 atoms
is investigated using the adaptive kinetic Monte Carlo (aKMC) algorithm. The lowest
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energy Au clusters are often not dynamically stable due to entropic effects and generally
transform into another motif within a millisecond at temperatures between 300 K –
400 K. Furthermore, these Au clusters often take various detours in transforming from
one motif to another, switching between structural motifs before landing on one that
is kinetically stable. Details of the transition mechanisms that these Au clusters take
are provided in this thesis.
Finally, we present a case study of the electrocatalytic properties of small Cu
clusters between 55 and 147 atoms for the reduction of CO2 to hydrocarbons. This
study is performed in order to demonstrate the need for detailed structural knowledge
of clusters for real-world applications. The lowest energy structures for these clusters
are obtained using the genetic algorithm. Most of these lowest energy Cu clusters tend
to form some variation of the icosahedral motif. Density functional theory calculations
are performed to map the thermodynamic pathways for CO2 reduction on some of
these clusters and estimate the onset potential for forming CO, CH4, and CH3OH.
These results show that the catalytic effects of Cu clusters are often different to that
obtained from modelling proxy surfaces such as flat surfaces, steps, kinks, and model
clusters. This demonstrates the need for a detailed atomic-scale knowledge of cluster
structure in order to predict a cluster’s resulting catalytic properties.
He whakarāpopoto
He pitomata ararau mamahi tō ngā merowhetau maitai (muinga, muinga mōkitokito
rānei) i te pānga atu o tō rātou paku mōkitokito. He mea matua te āta marama i ngā
momo hanganga ka puta i ngā muinga ki te ako mō ō rātou āhuatanga me pēhea hoki
te whakamahia katoatia ki ngā momo taupānga whai tikanga. Ka āta tirohia e tēnei
tuhinga roa ngā momo ara mātaitanga ā-tatau i ngā muinga.
Tuatahi, nā te whakataurite i ngā hanganga o ngā muinga kua riro i te nuka
arotautanga ā-ao ki ērā ka mātaitia noatia ki te whakamātautau ka āta aromatawai i
ngā momo hanganga waikauere o ngā muinga Au me te Pt i waenga i te 55 - 309 ngota.
Ko ngā hua o tēnei rangahau kua kitea kāore ngā muinga Au e whiri i tētahi tikanga
hanganga kotahi, engari anō ngā muinga nui o te Pt ka whiria te matarau matawaru.
Waihoki, ko ngā hua tatau ka kaha whakaae ki ngā whakatau o te whakamātautau.
Nā tēnei te whakamahinga o ngā tikanga tatau i whakamana ki te mātau i te anga
muinga.
Ka mutu, i te ngana ki te whakapiki i te māiatanga o te tautohu i te muinga
waikauere iho rawa, arā ko te anga tino kaha rawa, nā te nuka arotautanga ā-ao i
whakawhanake ai tētahi ara tatau hōu. Ko tēnei huarahi, ko te tikanga whakataurite
anga (SCM), kua whakahoahoa ki te arotake i ngā ritenga ā-anga i waenga i tētahi
takirua muinga. Ka whakamahia e te nuka arotautanga ā-ao tēnei arotakenga ritenga
ki te akiaki i te nuka ki te rapu tonu i ētahi muinga anga kanorau, ā, ki te ārai i āna
āta tirotiro atu ki ērā muinga nā te nuka arotautanga ā-ao kē i waihanga i mua. Kua
whakaurua te SCM ki roto ki te nuka ira, he momo nuka arotautanga ā-ao. Ko tēnei
nuka ira, ko tōna tūāpapa ko te SCM ka paerewatia ki ngā muinga e Lennard-Jones, e
mōhiotia kētia te kaha o te anga engari he uaua nā te nuka arotautanga ā-ao te kite.
Ka whakapiki te SCM i te māiatanga o te tautohu i te kaha o te anga ki ngā muinga
paerewa e rua o ngā mea e toru. Engari, ka whakahekea te māiatanga o te muinga nui
kua whakamātauria e te SCM. I konei, i whakaritea te torohē o te pitomata o te papa
o te hihiri e te nuka ira, tūāpapa SCM, engari i tika te tautāwhi i te tōriretanga i roto i
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ia kōrere. Nā konei i āraia te āheitanga o te nuka ira ki te tautohu i te anga tino kaha.
Nā te nuka Monte Carlo koni urutau (aKMC) ka āta whakatewhatewha hoki i te
pūmautanga hihiri o ngā muinga waikauere Au me he 55, 85, 101 ngota ō rātou. I
ētahi wā ehara i te mea ka mau pūmau rawa te hihiri o ngā muinga Au waikauere rawa
nā te pōk̄ık̄ı, kātahi, i te hēkona-haumano, i te pāmahana i waenga i te 300 K - 400K,
ka whakawhitiwhiti ki tauira hanganga kē. Waihoki, ka whakawhitiwhiti atu ki mea
hanga, ki mea hanga i mua i tā rātou tatū ki tētahi hanganga e pūmau ai te hihiri.
Kei tēnei tuhinga roa ngā pitoptio kōrero mō ngā pūhanga manawa tauwhiro e whāia
ai e ēnei muinga Au.
Ka whakaritea hoki ngā whakatakunehanga mahi o ngā Nekenekenga Rāpoi Ngota
(MD) ki te mātau i ngā nekenekehanga o ngā muinga Au ki te pūrere whakatakune hihiri
ka kaha whakamahia. Te hanga nei, ko tā MD whakapae, e tere ake ngā whakawhitinga
hanganga i tā tērā kua whakapaehia e aKMC. Waihoki, he poto kē iho te wā tatau, he
iti iho kē hoki ngā rawa tatau ka whakamahia tō MD ki te whakatakune i te hihiri o
ngā muinga Au i ō ērā o te nuka aKMC.
Hei whakakapinga, ka whakaatu mātou i te mātai take o ngā āhuatanga whakakōk̄ı
o ngā muinga Cu paku, i waenga i te 55 me te 147 ngota ki te whakatāharaharatanga
o te CO2 ki te waiwaro. Kua whakatutukihia tēnei mātaitanga ki te whakaatu i te
matea o te mātauranga hanganga āmiki o ngā muinga ki tā rātou whakamahinga ki te
ao tūturu nei. Mā te nuka ira e tatū atu ai ngā muinga ki te hanganga waikaurere
iti iho rawa. Ko te nuinga o ēnei muinga Cu waikauere rawa ka tatū ki tētahi momo
āhuatanga o te matarau mata-rua-tekau. Ka whakaritea te ariā mahinga koukouoro
ki te whakamahere i ngā ara panoni o ngā rāpoi ngota i te whakamimititanga CO2
ki ētahi o ēnei muinga. Mā reira ka waihanga i ngā hoahoatanga panoni rāpoi ngota,
ā, ki te whakamārama i te pitomata ka whakamahia te ngaohiko hauwai ā-tatau. Ko
ngā hua kua puta ka whakaatu atu i te rerenga kētanga o ngā pānga whakakōk̄ı o
ngā muinga Cu ki ērā kua rirohia e ngā whakatauira ki ngā tūmomo papa, arā ngā
papatahi, ngā arapiki, me ngā koromeke. Nā konei ka k̄ı atu, ehara i te mea ka whai
kiko te whakatauira o te whakakōk̄ıtanga o te whakatāharaharatanga o te CO2 ki ngā
momo papa tauira i ngā wā katoa ki ngā muinga iti, i te mea, nā te iti tonu, ko ngā
āhuatanga kei ō rātou tāiki he paku rerekē i ngā papa o ngā momo tauira.
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In a lecture theatre at Caltech, four days after the Christmas of 1959, Richard Feynman
gave a talk to the American Physical Society entitled “There’s Plenty of Room at the
Bottom”. In this lecture, Feynman imagined nanoscale machines that could perform
tasks such as manipulating atoms and creating molecules that were difficult for humans
to achieve with the technologies of the time. This lecture discussed many concepts
that today are classified as nanoscience or nanotechnology, which is the study of the
properties and applications of clusters. Clusters are a collection of atoms that range in
size between 1 nm and 500 nm.† Feynman’s lecture was a consequence of the science that
was understood at the time and the direction that some researchers were envisioning
science was heading towards. For example, the 20th century saw researchers beginning
to understand how microscale-size enzymes could quickly catalyse the creation of
various biomolecules; in a sense, enzymes the biological equivalent of molecule-making
factories. If nature could perform these types of tasks on the nanoscale with ease, why
couldn’t humans do the same?
While the majority of nanotechnology research has occurred in the 20th and 21st
†Clusters has a variety of synonymous names, including nanoclusters and nanoparticles. In this
thesis, we will predominately use the term cluster to describe these types of chemical entities.
2 Introduction
(a) (b)
Figure 1.1: The Lycurgus cup appears jade-green when light is reflected off the cup (a)
and ruby-red when a light is placed inside the cup, transmitting light through the cup
(b).2
centuries, humanity had been inadvertently using nanotechnology for thousands of
years. One of the earliest and most famous examples of nanotechnology in human
history was created during the Roman empire in the 4th century A.D., where gold
clusters were added to the glass used in the Lycurgus cup. While this cup generally
appears as a jade-green colour, the cup irradiates a ruby colour when light is illuminated
from within it (Figure 1.1).1 As clusters can be synthesised to give various colours
based on their size, clusters have been featured in art throughout human history, such
as in 8th century B.C. Egyptian gold-plated ivory,3 9th A.D Mesopotamia pottery,4
and in European stain-glass windows (Figure 1.2).5
Clusters have captivated the scientific community and public interest due to their
highly attractive and unusual properties. Today, a deeper understanding of the
natural world at subatomic levels6 and technological advancements have furthered
their development in the fields of human and animal based medical-procedures,7–10
energy storage devices,11,12 and the catalysis of reactions,13,14 including in industrial
processes.15,16 The vast range of applications that clusters can be used for is a result
of their size dependent properties, which often are based on classical and quantum
mechanic effects.17,18 Clusters also contain a high surface area to volume ratio compared


























Figure 1.2: An example of the types of clusters that have been found in stain-glass
windows.2 The metal the cluster comprises of and its size and shape are crucial to the
colour that is observed.
such as corner, edge, and face sites that can be advantageous for surface applications
such as catalysis. Different surface sites and features often have vastly different catalytic
activity.19 In order to understand the various surface features and other properties that
clusters can exhibit, it is important to understand the types of atomic-scale structures
that clusters can form.
There are two broad avenues for investigating the atomic-scale structure of clus-
ters. The first avenue for investigating clusters is from an experimental perspective,
where clusters are synthesised and then imaged using scanning tunneling microscopy
(STM) or scanning transmission electron microscopy (STEM).20–23 These images give
experimentalists insight into a cluster’s structure. For example, Figure 1.3(a)–(d)
shows the STEM images of various Au923 clusters. The various alignments of atoms
in these images give an idea of the structural motifs that small clusters can form.
These images also show the types of surface, bulk defects, and adatoms that these
clusters can contain.21,22 However, these imaging techniques also have their downsides.
Clusters can be heated and sequentially deformed by the electron beam that is used
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Figure 1.3: Representative HAADF STEM images of Au923 clusters and their corre-
sponding simulations.24 (a)–(d): the HAADF images for a decahedral, octahedral, and
two icosahedral clusters, respectively. (e)–(h): the simulated images obtained from the
standard atomic models of the inodecahedral, cuboctahedral, and both icosahedral
clusters, respectively.
to image clusters in STM and STEM.25–27 Continuous irradiation with the electron
beam can also cause atom loss.28 Clusters must also be adsorbed to a surface during
imaging which can change a cluster’s structure,29 however structural deformations can
be minimised by soft adsorbing clusters onto a carbon support.21,30–32 Furthermore,
the resolution of these images can be limited and often lacks one from easily viewing
the 3-dimensional structure of a cluster.
The second common avenue for investigating clusters is modelling their structures
computationally. Modelling allows researchers to investigate the structure of clusters
in detail and in three dimensions without experiencing structural deformations that
can occur during experimental imaging of clusters. For example, Figure 1.3(e)–(h)
shows computational models of the various Au923 clusters shown in Figure 1.3(a)–(d).
Modelling clusters can also assist in predicting the structures of yet-to-be-synthesised
clusters, calculating properties that can be hard to measure experimentally, and sug-
gesting how clusters may be tuned to intensify desired properties. However, modelling
5
of clusters can also come with their limitations, such as simplifications to the potential
used to describe the energetic of clusters, as well as the inclusion of time, temperature
and solvent effects to cluster models.
Computational and experimental techniques can be used together to complement
each other and give a wider perspective on the types of clusters that exist in nature.
Furthermore, the combination of experimental and computational techniques is useful
for eludicating the underlying reasons for the existance of various stuctures and features,
as well as to predict how clusters can be tuned to take advantage of particular properties
that can be used in practical applications (Figure 1.4).
Figure 1.4: A diagram of the combined effort of theoretical and experimental research
that collectively informs the development of clusters for various applications in cluster
research.33 While this diagram is specific for catalysis research, this can be generalised
to any research in cluster science.
6 Introduction
1.1 Outline of this thesis
In this thesis, we will explore a variety of ways that clusters can be modelled com-
putationally in order to understand the types of structures that clusters may exist
as experimentally. The format of this thesis is as follows: In Chapter 2, we present
background material relevant to succeeding chapters. We describe the various types
of structures and motifs that clusters commonly exhibit, introduce the concept of the
potential energy surface (PES), describe the various global optimisation algorithms
that are used in this thesis to obtain the lowest energy structure, known as the global
minimum, and describe the various potential energy functions that are used.
In Chapter 3, we study the energetic ordering of the structural motifs of Au and Pt
consisting of 55 ± 1, 101 ± 2, 147 ± 3, 228 ± 4, and 309 ± 6 atoms using the “global
optimisation using saddle traversals” (GOUST) algorithm. This study is used to
explain the recent experimental results from experimental colleagues and from the
literature. It also serves to provide a benchmark (or validation) of our computational
methods used in subsequent chapters.
In Chapter 4, we develop a method for improving the efficiency of global optimisation
algorithms for locating the global minimum cluster structure, called the structural
comparison method (SCM). In this method, cluster structures are compared and a
numerical metric of their similarity is derived that can be used to guide the exploration
of the PES by a global optimisation algorithm.
In Chapter 5, we implement the SCM into a genetic algorithm, a type of global
optimisation technique that uses concepts from Darwin’s theory of evolution to locate
the global minimum. The goal of this chapter is to understand whether incorporating
a degree of structural assessment and comparison into a global optimisation algorithm
improves its efficiency for locating the global minimum. This genetic algorithm was
assessed using various Lennard-Jones clusters that are known to have difficult-to-locate
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global minima.
In Chapter 6, we extend our investigation of the energetically stablity of Au clusters
to explore how the structures of Au clusters identified in Chapter 3 change over time.
We use the adaptive kinetic Monte Carlo (aKMC) algorithm to simulate the long
time-scale dynamics of clusters as they transition between motifs, for which the aKMC
algorithm has not been used to investigate until now.
The final piece of research is contained in Chapter 7, whereby the structures of a
range of Cu clusters are elucidated, including Cu55, Cu78, Cu101, Cu124, and Cu147 using
the genetic algorithm. The catalytic activity of the lowest energy clusters towards the
CO2 reduction reaction is then modelled by examining the thermodynamic pathways
from CO2 to CO, CH4, and CH3OH. This work therefore explores the relationship
between the structures and properties of clusters.




2.1 The motifs of clusters
The atoms within clusters can be arranged in a plethora of ways, such that clusters
can take on any number of shapes. These shapes are referred to as motifs and can
be identified by the various structural features they contain, such as their surface
features and their point group. Three of the most common motifs are the octahedral,
decahedral, and icosahedral motifs.
The octahedral/FCC motif is based on the face-centred cubic (FCC) crystal struc-
ture. There are three common forms (also called base structures) of perfect, closed-shell
FCC clusters.† These are the regular octahedron, truncated octahedron, and the
cuboctahedron (shown in Figure 2.1a, b, and c, respectively). The regular octahedron
consists of eight faces that only contain (111) surfaces (Figure 2.1a). If the vertices
are removed from this octahedron, a truncated octahedron is obtained (Figure 2.1b).
The loss of these high energy vertices is generally a stabilising feature, however this
creates (100) surfaces in place of (111) surfaces.‡ This may be destabilising if the
†Perfect, closed-shell indicates the shell of the cluster is complete and does not contain any missing
atoms or adatoms.
‡See Appendix A.1 for the definition of (100) and (111) surfaces.
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(a) (b) (c)
Figure 2.1: Examples of perfect, closed-shell octahedral clusters. These examples
include a regular octahedron (a), a truncated octahedron (b), and a cuboctahedron (c).
The colours in top figures of (a), (b), and (c) are provided to allow the reader to easily
see the differences between these three clusters. The pale pink atoms in (c) outline the
edges of the cuboctahedron, where each edge has a length of four atoms. The bottom
figures show the types of surfaces that can be found about these octahedral clusters.
These are (111) surfaces (blue), (100) surfaces (red), and edges between (111) and
(100) surfaces (orange).
surface energy of the (100) surface is greater than the (111) surface.34–40 If enough
layers are removed from the vertices, one obtains the cuboctahedron, where every edge
is equal in length (Figure 2.1c).
The Mackay icosahedron, or icosahedron for short (Ih), is made up of 20 symmetrical
FCC segments that are cut into trigonal pyramids (Figure 2.2). The surface of the
icosahedral motif contains only (111) surfaces. Each trigonal pyramid is slightly
distorted such that there no gaps exist at the boundaries of each trigonal pyramid
section. Because of this, the bulk of icosahedral clusters are more strained bulk than
the octahedral motif.
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Figure 2.2: Example of a perfect, closed-shell icosahedral cluster. The only surfaces
that icosahedral clusters contains are (111) surfaces. The pale pink atoms outline the
edges of the icosahedral cluster.
The intermediate of these two motifs is the decahedral motif (Dh, Figure 2.3).
This motif is built of five FCC based diagonal disphenoids (elongated tetrahedrons)
that all share a common edge along the fivefold axis. Like the icosahedral motif, the
decahedral motif is slightly distorted such that no gaps exist at the boundaries of
each disphenoid. This distortion strains the bulk of the decahedral motif, but not as
much as the icosahedral motif. There are three common forms (base structures) of
perfect, closed-shell decahedral clusters. These are the regular decahedron, the Ino
decahedron, and the Marks decahedron (shown in Figure 2.3a, b, and c, respectively).
The regular decahedron contains five disphenoids and only contains contains (111)
surfaces (Figure 2.3a). The equatorial atoms about the regular decahedron are often
highly energetic because they have few neighbours. Removing these equatorial atoms
gives the Ino decahedral cluster (Figure 2.3b).41 While removing these atoms can
stabilise the cluster, the Ino decahedral clusters contains (100) surfaces that can be
more energetic than (111) surfaces, destabilising the cluster.42 Decahedral clusters can
often be further stabilised by the removal of the columns of atoms between disphenoids
(called Marks re-entrant corners) to give a Marks decahedral cluster (Figure 2.3c).43
This truncates the decahedral cluster such that it maintains a roughly spherical shape
while exposing only (111) surfaces that are less energetic than (100) surfaces.42
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Figure 2.3: Examples of perfect, closed-shell decahedral clusters. These examples
include a regular decahedron (a), an Ino decahedron (b), and a Marks decahedron
(c). The top figures show the decahedral clusters from a bird’s eye view, while the
middle figures show the decahedral clusters from a side view. The colours in top and
middle figures of (a), (b), and (c) are provided to allow the reader to easily see the
differences between these three clusters. The pale pink atoms in (c) outline the edges
of the cuboctahedron. The bottom figures show the types of surfaces that can be found
about these decahedral clusters. These are (111) surfaces (blue), (100) surfaces (red),
and edges of (111) and (100) surfaces (orange).
2.1.1 The energetics trends of motifs
There are two (often competing) features of clusters that determine their structural
preference. These are stabilising effects of the interior (bulk) of the cluster and the
surface of the cluster. Small clusters often have a high surface area to volume ratio and
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therefore surface effects are more important than bulk effects. Icosahedral clusters are
often expected to be favorable at small sizes because the (111) surfaces generally have
the lowest surface energies of all other types of surfaces, as (111) surfaces maximise the
number of neighbours surrounding each surface atom.44,45 Furthermore, icosahedral
clusters are the most spherical type of motif, which decreases the surface area to volume
ratio, thus offering more stabilisation than other motifs at smaller cluster sizes.44,45 As
the cluster size increases, bulk effects become more important. Icosahedral clusters
have a strained core which makes them unfavourable for large clusters.44,45 In contrast,
octahedral clusters maintain the preferred equilibrium distances between atoms which
minimises the strain of the core and therefore the octahedral motif is often expected
for large clusters.45 As decahedral clusters are a mixture of icosahedral and octahedral
motifs, they are considered to be observed at intermediate sizes.44,45
While many studies support for the notion of a crossover (either gradual or abrupt)
from icosahedral to decahedral to octahedral as the cluster size increases,42,46–51 in
practice the structural preference of clusters can not be simplified this easily. The
structural preference have found to oscillate between the decahedral and octahedral
motifs for Cu, Pt, and Au between various size ranges.42,44,52
2.2 The potential energy surface (PES)
While a cluster can take on various structures, in practice only some of these structures
will be stable. All of these various structures (stable and unstable) can be mapped
onto a potential energy surface (PES), which describes the energy of a cluster as a
function of all the possible structures that a cluster could exist as. A simplified example
of a PES is shown in Figure 2.4. For clusters of a single element, the PES contains
3N − 6 reduced degrees of spatial freedom, where N is the number of atoms in the
cluster. Stable structures are represented as local minima across the PES (or minima











Figure 2.4: A simplified example of a potential energy surface (PES). Sideways [
symbols indicate examples of funnels across the PES.
for short). The lowest energy minimum of all minima across the PES is called the
global minimum. Minima are often thought to be grouped together into energy funnels
(or funnels for short) that are separated by high energy barriers.† These funnels often
represent a collection of structurally similar clusters, such as clusters of the same motif.
Many graphical methods exist for visualising complex PESs, such as disconnectivity
graphs.53,54
2.3 Global optimisations algorithms
One property of a cluster that is often desired is the most stable structural form
that a cluster could take, that is, the global minimum of a cluster. This problem is
extremely difficult to solve as there is no complete analytical method for locating the
global minimum for a cluster that contains more than a few atoms. Instead, global
optimisation algorithms are designed to scan the PES in search of the global minimum.
Complete scanning of the PES is an enormous task due to the complexity of a PES
containing 3N − 6 reduced degrees of freedom (where N is the number of atoms the
cluster contains). Therefore, global optimisation algorithms are designed to explore
†These are also called energy basins or energy wells in the literature.
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the PES in some way to obtain the global minimum within a reasonable amount of
time. However, this necessitates only locating a fraction of the possible minima and, as
such, there is no guarantee that a global optimisation algorithm will locate the global
minimum.
Global optimisation algorithms are generally performed with two steps (Figure 2.5).
The first step is a global optimisation step (G), where the global optimisation changes
the structure of a cluster. This is equivalent to moving from its current position on the
PES to another point (Figure 2.5b). The way that the cluster’s structure is perturbed
is dependent on the type of global optimisation algorithm that is used. After this step,

































Figure 2.5: Overview of the global optimisation process. G indicates a global optimisa-
tion step, while L indicates a local optimisation step.
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local minimum (Figure 2.5c). A local optimisation step is often performed because the
global minimum is by definition a local minimum and because a global optimisation
step does not generally move a cluster into a local minimum. A local optimisation step
ensures that a local minimum is always located after every global optimisation step.
This local optimisation step is often essential to the efficiency of global optimisations of
clusters55–57 and other chemical systems.58 These two steps are repeated many times
until the putative global minimum is obtained (Figure 2.5d).
Two global optimisation algorithm are used in this thesis. These are the genetic
algorithm and the global optimisation using saddle traversals (GOUST) algorithm.
The main concepts of these two algorithms are described below.
2.3.1 The genetic algorithm
The genetic algorithm is a global optimisation algorithm based on Darwin’s theory of
evolution.55 Darwin’s theory is based on three main processes that act on a population
of individuals. These three processes are mating individuals together to create new
offspring, mutations, and natural selection. Natural selection is often referred to as the
survival of the fittest, i.e. those individuals that are more suited to their environment are
more likely to survive over time and pass their genetic traits through the population via
mating. Those less fit individuals are less likely to survive and are also less likely to pass
their genetic traits through to future offspring. After many successive generations, these
three processes will update the population with individuals that are better adapted to
their specific environmental niches. These three processes have been adapted into the
genetic algorithm in order to solve many difficult problems, including in locating the
global minimum of a PES.
The genetic algorithm for locating the global minimum of clusters works as follows
(Figure 2.6): The genetic algorithm first begins by creating a set of randomly generated
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Figure 2.6: Overview of the genetic algorithm.
clusters. These clusters are each created by randomly placing atoms within a cell
and then locally optimising the cluster so that it represents a local minimum. These
clusters are then each assigned a fitness value (a value between 0 and 1) that represents
how “fit” a cluster is relative to all other clusters in the population. This fitness value
determines the probability that a cluster is selected to make a new offspring with,
as well as the probability that a cluster will remain in the population after natural
selection. The fitness value is generally based on the quantity we would like to optimise.
Here, we based the fitness value on the energy of a cluster as we wish to minimise the
energy of the cluster in order to obtain the global minimum. Fitness operators that
are used to assign fitness values to clusters will be a subject of Chapter 5.
The genetic algorithm then creates a desired number of offspring to add to the
population. There are two mechanisms for creating new offspring. The first method
is via mating (also known as crossover) where offspring are created based on the
structural features of two chosen parent clusters from the population. The most
common mating method is the Deaven and Ho cut and splice (CAS) method, where
each cluster is first cut along a randomly orientated plane, then one half from each
cluster is spliced together to form a new offspring that contains structural features of
the parents (Figure 2.7). There are various versions of the CAS method that differ in
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Figure 2.7: The equally (a), randomly (b), and fitness (c) weighted 1-point Deaven and
Ho cut and splice methods. N is the number of atoms in each of the parent clusters,
Nrandom is a random number between 1 and N , f is the fitness of a cluster, and LO is
the local optimisation step.
how the cutting plane is placed through each cluster. These are the:
Equally weighted CAS method (Figure 2.7a): Each parent is cut in equal halves.
Randomly weighted CAS method (Figure 2.7b): Each parent is cut such that Nrandom
atoms from the first parent and (N −Nrandom) atoms are spliced together (where
N is the number of atoms in each of the parent clusters).
Fitness weighted CAS method (Figure 2.7c): Each parent is cut based on their relative
fitness.
While the Deaven and Ho cut and splice method is often used in the global optimisation
of clusters, other mating strategies have also been developed to improve the efficiency
of the genetic algorithm.59–61 All mating methods are required to create an offspring
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that contains the same number of atoms and same composition of elements as each
parent. Parent clusters are selected using the roulette wheel method, which randomly
picks parent clusters from the population with a probability based on the relative
fitnesses of clusters in the population.55
Offspring can also be created via mutation where a cluster is duplicated and
perturbed in some way to give a new offspring that is structurally different to the
original cluster. There are numerous mutation methods that can be use to perturb a
cluster.55 Some of these mutation methods include randomly displacing each atom in a
cluster by a distance less than or equal to dmax, removing a selection of atoms within a
cluster and replacing them with randomly positioned atoms, and replacing a cluster
with a newly generated cluster where atoms are randomly placed in a cell.
Mating and mutation methods are often used alongside each other as they often
complement each other. Mating methods are often considered a type of exploitation
method, meaning that they guide the genetic algorithm about the neighbourhood of
the PES that the clusters in the population reside in. Mutation methods are often
considered a type of exploration method, meaning that mutation methods generally
explore new areas of the PES that the genetic algorithm has yet to explore. This often
provides new structural traits to the population which can increase the chances that
the genetic algorithm will locate the global minimum. Mutation methods can often
assist the genetic algorithm to escape funnels that it becomes trapped in.
Once the desired number of offspring have been created, these offspring are locally
optimised so that they represent a cluster in a local minimum. Following this, a
predation operator can be used to remove certain individuals from the population.
Commonly, the predation operator is designed to remove duplicate clusters that
often arise because the local optimiser optimises different clusters into the same local
minimum by coincidence. This is often achieved by removing clusters that have the
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same energy such that no two clusters in the population have the same energy.62–64
Other predation operators have also been designed that analyse the structure of clusters
in the population to identify duplicates.65–70 Predation operators will also be a subject
of Chapter 5. The population is then reduced to its original size by removing the
least fit clusters from the population. This process, called a generation, is repeated a
number of times. The genetic algorithm will ideally be closer to locating the global
minimum after every generation.
2.3.2 Global optimisation using saddle traversals (GOUST)
The global optimisation using saddle traversals (GOUST) algorithm is designed to
perform a fine-grain search of the various local minima within local regions of the
potential energy surface (PES).71 If used for long enough, one hopes to identify the
global minimum as well as the majority of low energy structures across the most
important areas of the PES with confidence.
The GOUST algorithm works as follows; GOUST begins with an initial cluster
in a local minimum. This cluster may have been randomly generated or custom
made before being locally optimised. The initial cluster is represented as the top
centre yellow star in Figure 2.8. GOUST then explores the PES for new minima that
lie near the initial cluster. This is achieved by locating a neighbouring first-order
saddle point (Figure 2.8, crosses) using the minimum-mode following method.72,73 The
minimum-mode following method uses the curvature of the PES to traverse across it
towards neighbouring first-order saddle points (Figure 2.8, solid lines with dots). Once
a saddle point is located, a local optimisation (Figure 2.8, dashed lines) is performed
to locate the neighbouring local minimum (Figure 2.8, pink stars). The combination of
the minimum-mode following method followed by local optimisation is called a saddle
traversal. Nlocal search saddle traversals are performed to give a collection of various
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Figure 2.8: Pictorial depiction of the minimum-mode following method, used to locate
neighbouring local minima across a PES. The PES is presented as a contour plot,
where the colours represent the energy of particular parts of the PES. Red indicates
higher energy areas of the PES, blue indicates lower energy areas of the PES. The
spacing between contour lines indicate the steepness of the PES; the closer the lines,
the steeper that area of the PES. The centre top yellow star represents the initial local
minimum, while the other pink stars represent neighbouring local minima. + indicates
first-order saddle points. The line with dots represents the steps that are taken by the
minimum-mode following method in order to locate a first-order saddle point, while
the dashed line represents the local minimisation performed to locate a neighbouring
local minimum.
local minima. GOUST then chooses the lowest energy cluster from this collection of
local minima and repeats this process from this lowest energy cluster.
Occasionally, the lowest energy cluster in a collection of local minima will have a
higher energy than the current local minimum. In this case, GOUST will perform the
next set of Nlocal search local minima searches upon this higher energy cluster, as it is
still the lowest energy cluster from the previous collection of minima. Furthermore,
GOUST does not perform a local minimum search upon the same local minimum twice;
if a local minima search has already been performed upon a local minimum, the next
lowest energy cluster in the collection is chosen.
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2.4 The minimum-mode following method
The minimum-mode following method is designed to locate first-order saddle points,
starting from a local minimum. This method works by examining the local curvature of
the PES to determine the direction to travel across towards a saddle point (Figure 2.8,
solid lines with dots). Curvature is used because local minima have only upwards
(convex) curvature along every degree of freedom, while first-order saddle points have
upwards (convex) curvature along every degree of freedom except for one, which has
downwards (concave) curvature. The minimum-mode following method works by
travelling across the PES from a local minimum such that one of these degrees of
freedom changes from upwards to downwards curvature. The upwards curvature of all
other degrees of freedom are maintained during this process.
The local curvature is often obtained by calculating the Hessian (second-derivative)
matrix at a point on the PES. The eigenvalues of the Hessian can be used to determine
the curvature along each degree of freedom, while the eigenvectors determines the
natural direction of each degree of freedom. Positive eigenvalues indicate directions
of upwards curvature, while negative eigenvalues indicate directions of downwards
curvature. The minimum-mode method will iteratively move across the PES in the
direction of the eigenvector associated with the lowest eigenvalue.
Calculating the full Hessian for the minimum-mode following method is often
computationally very demanding and time-exhaustive. Furthermore, the Hessian
must be re-calculated at every point moved to during this process. However, only
the eigenvector of the lowest eigenvalue is required by the minimum-mode following
method in order to determine the direction on the PES to move across. There are
many methods that are designed to approximate the direction of this eigenvector. In
this thesis, the dimer method was used to obtain this eigenvector.72,74,75
On a technical note, the minimum-mode following method will first slightly perturb
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a cluster before beginning. This is to produce a net force upon the cluster that is used
by the minimum-mode following method to direct the cluster towards a saddle-point.76
This perturbation is random in order to allow any local first-order saddle point to
be accessible. Performing multiple minimum-mode followings with different random
perturbations allows one to locate as many different saddle points as possible.
2.4.1 The dimer method
The dimer method is used by the minimum-mode following method to approximate the
direction of the eigenvector associated with the lowest eigenvalue of the Hessian (at a
particular point on the PES).72,74,75 The dimer method begins by slightly perturbing a










Figure 2.9: An example of the dimer method acting on a cluster at a point on the PES.
The cluster (red circle) begins near a local minimum. A copy of the original cluster is
first perturbed slightly (blue circle, i). The curvature of the dimer (in the direction on
the PES from cluster and its perturbed copy) is calculated from the gradients of these
two clusters. The curvature is minimised by rotating the dimer around the original
cluster on the PES (θ). The dimer is rotated until the curvature converges upon the
lowest eigenvalue. When the curvature converges, the dimer will point along the lowest
eigenmode of the Hessian at this point on the PES (from the red circle to the blue
circle, f). Performing the dimer method multiple times will push the cluster along the
path to the saddle point (red dashed line toward the × symbol).
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collectively as a dimer, where the direction of the dimer points from the original cluster
and its perturbed copy (Figure 2.9, arrows). The gradients of the PES at the cluster
and its perturbed copy are used to obtain the curvature of the PES in the direction
of the dimer. The dimer method then attempts to minimise the curvature of the
dimer. Minimising the curvature means to locate the direction where the curvature is
as downwards as possible or, if no direction of downwards curvature exist, the direction
of least steepest upwards curvature. The dimer method minimises the curvature by
rotating the dimer on the PES by an angle θ until the curvature is as low as possible.
Kaestner et al. describes in more detail how the angles of rotation are obtained in the
most recent version of the dimer method.75
The advantage of the dimer method is that it only calculates the gradient at various
points on the PES near the cluster. Calculating gradients (the first derivative of the
PES) are much less computationally demanding than calculating the Hessian (the
second derivative of the PES).72
2.5 Types of potential energy functions and their
associated clusters
The computational exploration of a cluster’s PES obviously necessitates the calculation
of the energy of clusters. The best description for describing the energies and the
properties of atomic systems is quantum mechanics. This theory is based on the notion
that entities that are very small (less than a nanometer in diameter) do not have a well
defined position or momentum. Instead, they have a probability of being located at some
position with some momentum. The information about a quantum system is contained
within the wave function, ψ. The mathematical form of ψ for a particular system is
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obtained by solving the non-relativistic time independent Schrödinger equation
Ĥψ = Eψ (2.1)
where Ĥ is the Hamiltonian operator of the system that, when applied to ψ, gives the
total energy of the system, E. Ĥ is made up of terms that describe the kinetic energy
and potential energy of the atoms in the system.
Ĥ = T̂N + T̂e + ÛNN + ÛNe + Ûee (2.2)
where the first two terms describe the kinetic energy of the nuclei (T̂N ) and the electrons
(T̂e), while the last three terms describe the electrostatic interaction between nuclei
(ÛNN), electrons Ûee, and between nuclei and electrons (ÛNe) in the chemical system.
Most of the terms in Equation (2.1) can be solved easily without much computational
effort as long as one invokes the Born–Oppenheimer approximation. This approximation
states that since the nucleus is much heavier than the electron, it is assumed that the
nuclei are stationary. This allows the wave function to be written as a product of the
nuclear and electronic components of the wave function, such that these two components
of the wave function can be treated separately, and simplifies the mathematics for
solving ÛNN and ÛNe.
Unfortunately, the Ûee term cannot be solved analytically for many electron systems.†
This means that approximations are required if one wants to obtain a solution for
the Schrödinger equation for a many electron system within a reasonable amount of
time. In this thesis, we use two mathematical techniques for describing the energy
of multi-electron systems. These are density functional theory (DFT) and empirical
potentials. Both of these techniques have their basis in the Schrödinger equation.
†This is a mathematical problem not just for the Schrödinger equation but of any many-body
differential equation containing interacting components.77
26 Theory and background
2.5.1 Density functional theory (DFT)
Hohenberg-Kohn theorem and the Kohn-Sham Formalism
The first approach for solving Equation (2.1), known as ab initio methods, is to
represent ψ as a product of the wave functions of all electrons in a system. This
treatment of the wavefunction is computational unfeasable for most electronic systems
that contain many electrons. Computing the wave function using correlated ab initio
methods such as Møller–Plesset perturbation theory and coupled cluster theory often
scale between N5 – N7.78 Part of the reason that ab initio methods scale poorly is
because the wavefunction of each electron spans 3 spatial degrees of freedom, meaning
the wavefunction of a system that contains N electrons has to be solved over 3N
spatial degrees of freedom.78 Rather than constructing the wavefunction with 3N
spatial degrees of freedom, density functional theory (DFT) focuses on obtaining the
electron density of the system, ρ, which spans only 3 spatial degree of freedom in total.
Because of this, DFT offers a better scaling relationship than many ab initio methods
(DFT scales as N3) while still giving solutions that can be somewhat comparable.78
DFT is built upon two theorems, known as the Hohenberg-Kohn theorems.79 Here,
the system is described as one that contains electrons moving under the influence of
an external potential, vext(r), In the first theorem, it is stated that the ground state
electron density, ρ0(r), has a unique functional, E[ρ0(r)], that uniquely describes the
external potential vext(r). This means that all properties of the system, including the
many-body wave function, are described by the density ρ0(r). The second theorem
states that E[ρ0(r)] obeys the variational principle. This means that the ground state
electron density ρ0 is the lowest possible energy state that the system could be in, and
any trial electron density, ρt(r), will have a greater energy than ρ0(r):
E0 = E[ρ0(r)] ≤ E[ρt(r)] (2.3)
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Therefore, the ground state wave function can be obtained by minimising the energy
with respect to the change in a trial electron density, E[ρt(r)].
The energy of the system as described by DFT can be calculated within the
Kohn-Sham formalism78,80
E[ρ(r)] = Ts[ρ(r)] +
ˆ
ρ(r)vext(r)dr + Eee[ρ(r)] (2.4)
where Ts[ρ(r)] is the kinetic energy functional of a non-interacting system of electrons,
the second term is the potential energy arising from the interaction of the electron
density with the external potential, and Eee[ρ(r)] accounts for the electron-electron
interaction. Eee[ρ(r)] can be broken down into a Coulombic term that describes the
repulsion between two electron densities, J [ρ], and an exchange correlation term,
EXC [ρ(r)].
Eee[ρ(r)] = J [ρ(r)] + EXC [ρ(r)] (2.5)
EXC [ρ] contains the exchange and correlation effects, as well as the kinetic energy not
captured by Ts[ρ(r)]. While J [ρ] has an analytical solution, EXC [ρ] is unknown.
The exchange-correlation term
Because EXC [ρ] is unknown, a major question that must be asked before using DFT is
what is the best functional to use as EXC [ρ] for a particular problem. This requires us
to consider the amount of complexity that we wish to include in EXC [ρ] (which ideally
but not always increases the accuracy of the calculation) as well as the amount of
computational time that one can afford to perform a calculation. There are numerous
functionals suitable for calculating different properties of various electronic systems
with varying accuracy.78,81
The first and simplest approximation is the local-density approximation (LDA),
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where EXC [ρ] is approximated using the electron density of a homogeneous electron
gas. LDA often gives reasonable bond lengths for molecules or solids, but often fails
to obtain other properties.81 In these cases, the generalised gradient approximation
(GGA) is used, which take into account not just the value of the electron density
of a homogeneous electron gas but also the gradient of the density. This takes into
account changes in the electron density of a system, which captures much of the
changing electronic environments within an inhomogeneous electronic system. GGA
has been shown to accurately calculate the ground state energies and geometries
of various systems.81 In this thesis, we exclusively used the Perdew-Burke-Enzerhof
(PBE) functional.82 PBE is a type of GGA that is known to give good agreement
for the properties of metallic system as obtained experimently;83–86 however, it often
overestimates the energies of systems by about 1 %.81 Various other functionals exist,
such as meta-GGAs that incorporate the second derivative of the density, and hybrid
functionals that incorporate some portion of exact exchange. However, for periodic
solids these are costly and the accuracy of GGAs is usually sufficient.
The pseudopotential approach: The description of the wavefunction of
electrons near the core
The most important electrons to model in a chemical system are often the valence
electrons, as these electrons are responsible for many of the chemical properties we are
commonly interested in. The core electrons do not often contribute considerably to
the properties of a chemical system. The complete description of the core electrons is
often complicated and computationally expensive, because the wave function rapidly
oscillates near the core of atoms as a consequence of the deep Coulombic potential
near the core (Figure 2.10). This rapidly oscillating component of the wavefunction
requires many mathematical functions to describe it in detail.
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An alternative description of the wave function near the core of the atom is to
replaces it with a smooth wave function (near the core). This is generally known as the
pseudopotential approach.88 This is achieved by replacing the true Coulomb potential
with a pseudopotential that differs from the true potential within a region about an
atom with a radius known as the cut-off radius (Figure 2.10). The potential outside this
radius is the same as the true potential. This pseudopotential results in a smoothened
electron density near the core of atoms in an electronic system, which is more easy to
describe. In this work, the projector augmented wave (PAW) method is used, which is
closely related to the pseudopotential approach but retains the all-electron character
of the wavefunction.
Figure 2.10: The pseudopotential (Vpseudo) used to smoothen the wavefunction near
the core of atoms in an electronic system. This pseudopotential replaced the true
Coulombic potential (V ∼ Z
r
) in order to achieve this. Image sourced from Wikimedia
Commons.87
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Linear combination of atomic orbitals, plane wave basis sets, and periodic
boundary conditions
The goal of solving the Schrödinger equation is to obtain a mathematical description
of the wavefunction ψ (with respect to the electron density) that describes a chemical
system as completely and accurately as computationally possible. The common
approach to obtain a suitable form for ψ is to linearly combine a set of mathematical
functions that describe the basis set for a chemical system.† This is known as the Linear
Combination of Atomic Orbitals (LCAO) method. There are a number of functions
that can be used as this basis. Atom-based Slater and Gaussian-type orbital functions
are often used if one wants to obtain the wavefunction of molecular systems and
small chemical systems. In extended metallic systems where electrons are commonly
delocalised, it is often more suitable to describe the basis functions as sinusoidal
functions that extend periodically across a system. The electronic structure of metals
in general is usually more suited to sinusoidal functions.
In a crystal cell with a given wave vector k in reciprocal space, Bloch’s theorem89,90
states that the wavefunction can be written as a set of basis functions that are multiplied
by an overarching sinusodial function that describes a crystal unit cell
ψk(r) = eik·ru(r) (2.6)
where r is the position within the cell and u(r) is any function that fits the periodicity
of the crystal with wave vector k. The eik·r factor allows the wavefunction to be
translated at set points throughout the extended crystal indefinitely. For this reason,
we can restrict the wave vector k to the first Brillouin zone of the reciprocal lattice
without loss of generality.† However, there exists an infinite number of wave vectors
†A basis set is a set of orthonormal functions that describe the probability of locating individual
electrons at any position within a chemical system.
†This means that sinusoidal functions that have longer periods than the crystal cell are not needed.
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across an infinite crystal system, over which integrals must be computed. Sampling
schemes exist to compute these integrals, such as the Monkhorst Pack interpolation
scheme.91 The Monkhorst Pack interpolation scheme converts these integrals into sums
over a finite number of k-points, for which the energy can be converged with respect
to these sums. In cluster systems, gamma point only sampling of the wave function is
performed (equivalent to performing the Monkhorst Pack interpolation scheme with a
(1×1×1) k-point mesh).
u(r) can also be described by sinusoidal plane wave functions, known as the plane
wave basis set. These sinusoidal functions are of shorter periods than eik·r and must fit






where the wave vectors G are the reciprocal lattice vectors of the crystal and the
coefficients ck+G are varied in an optimisation scheme to find the lowest energy trial
wave function (i.e. to solve Equation (2.3)).
Plane waves are suitable for describing metals because only relatively low energy
plane waves are needed to obtain highly accurate wave functions for such systems.
However, adatoms and adsorbed molcules that are attached to the surface of clusters
and extended systems have very localised wavefunctions. In these cases, higher energy
plane waves must be included in DFT calculations. Using plane waves is still the
preferable method for describing the basis set as the majority of the systems considered
in this thesis are metallic atoms. Only relatively few higher energy plane waves are
needed to describe adsorbed moieties.
While periodicity is useful for metallic systems in periodic systems, clusters are not
periodic. In this thesis, periodic boundary conditions are still required in order to use
the plane wave basis set; however, a large unit cell (together with gamma point only
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sampling of the wave function) is used to separate a cluster from its periodic replicas.
2.5.2 Empirical potentials
Density functional theory (DFT) has been widely used in quantum chemistry because
it is able to predict the properties of various model chemical systems with a high degree
of accuracy and reliably. However, DFT can not be used if one would like to locally
optimise a large number of small-medium sized clusters as it is too computationally
expensive and would take an unreasonable amount of time to use. For example, the
local optimisation of a perfect icosahedral Au55 cluster takes an hour and 40 minutes
with DFT when parallelised across 12 CPUs.†
Empirical potentials are an alternative method for describing the energies of clusters
that are often used if a large number of clusters need to be locally optimised. Empirical
potentials attempt to describe all the energetic terms in the Schrödinger equation
with simple mathematical functions that depend only on the interatomic separation
between atoms in a chemical system. As these empirical potentials are based on simple
mathematical functions, they are very fast to run and require minimal amounts of
computational resources compared to DFT. For example, the local optimisation of a
perfect icosahedral Au55 cluster takes 19.8 ms using an empirical potential with one
CPU.† A drawback of empirical potentials is that they do not predict experimental
results as accurately and reliably as DFT. Generally, empirical potentials are designed
and parametrised to replicate either experimental or DFT results as well as possible
such to capture various or particular properties of interest.
There are many different types of empirical potentials that have been designed for
†This local optimisation was performed with the VASP software package (using the PBE exchange-
correlation functional and settings described in Section 3.2.3) on a Intel Xeon E5-2695 v4 2.1 GHz
CPU processor on a Cray CS400 (Mahuika) cluster provided by NeSI (https://www.nesi.org.nz/).
†This local optimisation was performed using the RGL empirical potential (with parameters from
Baletto et al 42) with the Intel Xeon E5-2695 v4 2.1 GHz CPU processor on a Cray CS400 (Mahuika)
cluster provided by NeSI (https://www.nesi.org.nz/).
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various chemical systems. Herein, we describe two empirical potentials that are used
in this thesis. These are the Lennard-Jones potential and the RGL potential.
The Lennard-Jones Potential
The Lennard-Jones potential is an empirical potential that describes the force between
two atoms as a sum of a short range repulsive term, VLJ,r(rij), and a long range
attractive Van der Waals term, VLJ,a(rij).92 The total energy of a cluster as described



















where N is the number of atoms in the cluster, rij is the interatomic distance between
atoms i and j, ε is the depth of the potential well between atoms i and j, and η is
related to the equilibrium distance between those two atoms.†,‡
The Lennard-Jones potential is commonly used to model noble gas clusters to high
accuracy as noble gases are chemically stable due to having a full valence shell and
therefore generally only exhibits attractive Van der Waals and repulsive electrostatic
forces.93,94 Lennard-Jones clusters are also commonly used for benchmarking the
performance of global optimisation algorithms, as extensive knowledge exists about the
PES of many small Lennard-Jones clusters.95–97 Furthermore, certain Lennard-Jones
clusters exhibit global minima that are difficult to locate using global optimisation
algorithms because they contain a double funnel PES, thereby providing a challenge for
global optimiser algorithm design. The Lennard-Jones clusters that contain a double
funnel PES are LJ38, LJ75-LJ77, LJ98, and LJ102-LJ104.56,98–100




‡In the literature, the η value is often given the greek letter σ. As σ is used to describe another
term in this thesis, we have assigned this Lennard-Jones equilibrium distance-based term the greek
letter η to prevent confusion.
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The Rosato-Guillope-Legrand (RGL) potential
The Rosato-Guillope-Legrand (RGL) potential (also known as the Gupta potential) is
an empirical potential that is based on the second moment approximation of a tight-
binding Hamiltonian, used to describe the electronic band structure of a system via the
superposition of an approximate set of wave functions.101,102 While the tight-binding
model is a quantum theory, second moment approximation allows the potential to be

























where N is the number of atoms in the cluster, rij is the interatomic distance between
atoms i and j, A and p are the amplitude and spatial decay rate of the repulsive
Born-Mayer ion-ion term, respectively, ξ and q are the amplitude and spatial decay rate
of the attractive bonding term, respectively, and r0 is the equilibrium distance between
two atoms in the lowest energy crystal structure. The values of A, p, ξ, q, and r0 are
fitted to replicate empirical observations typically from either DFT or experiments,
such as bulk features (including lattice constants, lattice energy, and stress properties)
and surface features (such as the (100) and (111) surface energy ratios).103–106
The RGL potential is commonly used because it is able to replicate many structural
features of various metal clusters.42,103,107 The RGL potential is also often able to
determine the majority of low energy structures of metallic clusters.22,108,109 This allows
researchers to DFT after a global optimisation with the RGL potential to determine
the precise stability of those low energy structures relative to each other.22,108,109
Chapter 3
Investigation of the structures and
stabilities of Au and Pt clusters
In this chapter, various icosahedral, decahedral, and octahedral (FCC) Au and Pt
clusters within the 55 ± 1, 101 ± 2, 147 ± 3, 228 ± 4, and 309 ± 6 atom size ranges
were obtained with a biased GOUST global optimisation algorithm, using the RGL
empirical potential. These low energy clusters were compared to clusters obtained from
an unbiased genetic algorithm to validate GOUST (as this method has not previously
been used to globally optimise metallic clusters) and to determine if this biased GOUST
algorithm missed locating low energy clusters (which is known to occur when using
biased global optimisation algorithms).
Clusters obtained with GOUST and the RGL potential were then locally optimised
with DFT, and the energetic ordering of those clusters compared to determine how
well the RGL potential was able to replicate the energetic orderings of DFT. This
was important as DFT cannot typically be used with global optimisation algorithms;
therefore, empirical potentials that can closely replicate the energetic results of DFT
are necessary. This was also important to understand if the RGL potential could be
used in other computational simulations, such as for simulating cluster dynamics.
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Finally, the energetic ordering of DFT optimised clusters were used to understand
if the relative proportions of motifs observed experimentally for Au and Pt clusters
could be the result of the relative energies of these motifs alone, rather than due to
other thermodynamics or kinetic considerations.
3.1 Introduction
Au and Pt clusters are of particular research interest because of their potential practical
applications. For example, despite being inert in the bulk,110 Au clusters present inter-
esting catalytic properties such as high activity for CO oxidation111–113 and selective
oxidation of hydrocarbons.114 Pt clusters are used extensively as catalysts in the green
energy sector; in particular in fuel cells115,116 and electrochemical hydrogen forma-
tion.117 Understanding the atomic-scale structure of clusters is vital to understanding
the properties of clusters and how these properties can be tuned towards certain
applications.
A number of experimental investigations have sought to probe the morphology of Au
clusters. Many small Au clusters containing less than 100 atoms are often disordered118
with some high symmetry exceptions, such as the Au20 tetrahedral isomer.119,120 The
Au55 cluster has been shown to exhibit low-symmetry morphologies, including a hybrid
chiral isomer that has been observed experimentally (among other structures121) as
well as theoretically.122–124 Larger Au clusters containing several hundred atoms tend
to form distinct, higher symmetry structures, such as the octahedral, decahedral, or
icosahedral motifs.21,46,125,126
In contrast, relatively little is known experimentally about the morphology of
Pt clusters, particularly for unsupported Pt clusters. A size-based transition from
non-crystalline to crystalline ordering has been observed in supported Pt clusters,127
and a preference for ordered morphologies has been observed in polymer-capped Pt128
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and Pt–Pd core–shell particles,129 where the presence of Pt atoms in the core tended
to facilitate ordering.128,130 However, it was not possible to identify specific motifs in
these studies. Recently, a range of Pt clusters containing between 10 – 600 atoms
were produced that gave a unique insight of the types of motifs that Pt clusters
exhibit.22,131 Pt clusters above 250 atoms tended to prefer an octahedral motif, while
the majority of Pt clusters below 250 atoms could not be identified, either because they
were amorphous or visual patterns unique to particular motifs could not be identified
in scanning transmission electron microscopy (STEM) images of these clusters. These
particular results will be discussed further in this chapter.
In general, the relative proportions of motifs that are observed experimentally
are often governed by one or a combination of 1) their internal energies, which are
based solely on the position of atoms within a cluster, 2) their thermodynamics,
where both the internal energy and entropy, as well as the environment’s temperature
and pressure, contribute towards the structural preferences of clusters, or 3) kinetic
trapping, where clusters become trapped in energetic wells that are surrounded by high
energetic barriers, preventing those clusters from easily escaping into other energetic
wells without an external influence (such as heating).45,132 Experimentally determining
which one of these factors governs the morphology of clusters is not a trivial task.
The specific conditions used to create clusters can dictate which of these factors is
the main contributor to their overall structure. Furthermore, imaging using STEM
can change the original morphology of the cluster as this requires the cluster to be
irradiated with an electron beam, which can heat and deform the cluster as well as
cause atom loss.25,26,28
Theoretical calculations have aided in understanding the types of Au clusters that
have been observed experimentally, whether it is evaluating the equilibrium structures
by quantifying the relative energies of a set of low energy clusters,42,122,133 or by
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dynamically simulating clusters at various temperatures, such as simulating a cluster
that is established within the energetic well of a particular motif,108 or simulating the
growth of a cluster.126,134 There are a number of theoretical studies that support for
the notion of crossover (either gradual or abrupt) from the icosahedral to decahedral
to octahedral motifs as the size of the Au cluster increased.42,46–51 However, there are
also studies that show that the decahedral and octahedral motifs are both competitive
over a wide range of sizes.52 Garden et al. showed that preference for the decahedral or
octahedral motif oscillates even at sizes up to 4000 atoms,44 while Bao et al. showed
that the most stable motif (being either the decahedral or octahedral motif) often
changed across a range of sizes from 13 – 318 atoms with the addition of a single
atom.135 Curley et al. also observed fluctuating motif competition of Au clusters with
315 ± 15 atoms, where the majority of these clusters displayed icosahedral-like global
minima, although octahedral-like clusters were also observed.136 However, this study
found that energy differences between these motifs were small (< 1 meV).
Molecular dynamics simulations have recently been employed to study the growth
of Au clusters at several temperatures, beginning with a 13 atom seed and growing into
a 923 atom cluster.126 Here it was observed that, as clusters grew to 923 atoms, they
generally retained their underlying motif once the cluster had grown above a certain
number of atoms. This suggested that Au clusters can become kinetically trapped
once the cluster grows beyond a certain size, at which point other influences such as
energetic or thermodynamic stability become less important.
Theoretical calculations of Pt clusters are relatively scarce. For Pt clusters, there are
some theoretical studies that show crossover of motifs from icosahedral to decahedral to
octahedral as the cluster size increases.42,49,50 An early global optimisation study of Pt
clusters with up to 60 atoms using an empirical potential found low-symmetry clusters
were the most stable.137 However, a recent study that investigated the energetics of Pt
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clusters with fewer than 38 atoms with DFT showed that the octahedral motif was the
most dominant motif for clusters smaller than 21 atoms and from 24 – 38 atoms in
size.138 This was a surprising result, since the octahedral motif is not generally the
dominant motif for clusters of these sizes due to their unfavourable surface energies.
The reason given for this observation was that these octahedral clusters were built
from triangular Pt6 and square Pt9 layers, which themselves were low-energy enough to
stabilise these small octahedral clusters. The study was less comprehensive for clusters
larger than 38 atoms, but suggested continued dominance of the octahedral motif.
In this chapter, Au and Pt clusters were assessed within the 55 ± 1, 101 ± 2, 147
± 3, 228 ± 4, and 309 ± 6 atom size ranges. Clusters containing 55, 147, and 309
atoms were chosen as closed-shell structures exist for the icosahedral, decahedral, and
octahedral motifs at these sizes that are often energetically competitive. Intermediate
sized clusters containing 101 and 228 atoms were included to allow for structures that
differed from the types of closed-shell structures observed in clusters containing 55,
147, and 309 atoms. Furthermore, the icosahedral motif does not contain a closed-shell
structure at 101 and 228 atoms, which can make the icosahedral motif unstable at
these sizes. Atom sizes of ± 2 % around each of these sizes were considered to reflect
the uncertainty of capturing clusters at selected sizes experimentally. A series of
low energy icosahedral, decahedral, and octahedral clusters were obtained using a
global optimisation approach, followed by re-optimisation using DFT. These theoretical
results were compared to experimental reports from the literature, as well as to recent
experimental results of Pt clusters between 10 – 600 atoms.22,131 The main focus of
this study was to understand the various structural features that Au and Pt clusters
exhibited within these size ranges, and to understand how these theoretically obtained
clusters compared with those observed experimentally. A secondary focus of this study
was to validate the plausibility of using the RGL potential to replicate the energetic
40 Investigation of the structures and stabilities of Au and Pt clusters
ordering between individual clusters and motifs as predicted by DFT. This secondary
focus will become important later in Chapter 6 where DFT calculations are unable
to be used in dynamics simulations of medium-sized and large clusters. The first half
of this chapter explains the computational checks that were performed to assure we
had obtained a representative sample of low energy Au and Pt clusters, while the
second half of this chapter explores the types of Au and Pt clusters that were obtained
theoretically, and how they related to those observed experimentally.
The Au and Pt clusters that were obtained using the GOUST global optimisa-
tion algorithm and later re-optimised using DFT were performed by the author and
Stephanie Lambie of the University of Otago, while Pt clusters between 10 – 600 atoms
in size were experimentally obtained by Dr. Caroline Blackmore and Prof. Richard
Palmer of the University of Birmingham.131 Dr. Caroline Blackmore also performed
some of the initial calculations for Pt clusters in the 144 – 150 and 303 – 315 ranges.131
The results from this chapter have been published in the article: S. G. Lambie, G. R.
Weal, C. E. Blackmore, R. E. Palmer and A. L. Garden. “Contrasting motif preferences
of platinum and gold clusters between 55 and 309 atoms”, Nanoscale Adv., 2019, 1,
2416-2425, DOI: 10.1039/C9NA00122K.22
3.2 Methodology and computational details
In this study we employed a workflow in which we (i) manually constructed an ensemble
of low-energy clusters, (ii) explored the surrounding PES, and (iii) refined the resulting
clusters using DFT. This workflow yielded a set of low energy icosahedral, decahedral,
and octahedral clusters. All calculations neglected the influence of temperature and
support.
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3.2.1 Generating the initial ensemble of clusters
An ensemble of initial clusters was constructed using a recently-developed interpolation
scheme44 to estimate the lowest energy clusters of each motif for any size. This scheme
was based on the premise that asymmetric octahedral, decahedral and icosahedral
clusters that contain incomplete (stepped/kinked) surfaces or adatoms are relatively
stable if their closest symmetric equivalent cluster are themselves stable. For a given
number of atoms, all the nearby symmetric clusters were constructed and the requisite
number of atoms removed to reach the desired size. More information about this
interpolation scheme can be found in Appendix B.1. The clusters created using this
interpolation scheme included icosahedral, decahedral, and octahedral clusters that
were most likely to resemble low energy Au and Pt clusters.45,139 Other types of motifs
(such as the tetrahedral motif) are generally not observed nor energetically competitive
for metallic clusters of these sizes (between 54 – 315 atoms). For this reason, these
types of motifs were not explicitly generated in this study. Of the types of clusters that
were obtained from the interpolation scheme, only the four lowest energy decahedral
and octahedral clusters and the two lowest energy icosahedral cluster were included in
the ensemble of initial clusters to be globally optimised with GOUST. An ensemble
was created for each Au and Pt cluster within the 54 – 56, 99 – 103, 144 – 150, 224 –
232, and 303 – 315 size ranges.
All ensemble clusters were generated using the Atomic Simulation Environment
(ASE, version 3.9.0)140 package and locally minimised using the EON software pack-
age,141 where each Au and Pt cluster’s potential energy functions were described by
the RGL potential with parameters from Baletto et al.42
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3.2.2 Global optimisation using saddle traversals (GOUST)
Global optimisation calculations were performed using the global optimisation using
saddle traversals (GOUST) algorithm71 as implemented in EON.141 The GOUST
algorithm is designed to perform a fine-grain search of the various local minima within
local regions of the potential energy surface (PES). The GOUST algorithm is described
in full in Section 2.3.2.
In this study, a GOUST optimisation was initiated beginning from each cluster
from the initial ensembles described previously. Clusters were perturbed by randomly
displacing a set of atoms that were within a spherical region (with a radius of 5 Å) from
their original positions. This spherical region was centred upon any random atom in
the cluster. Each atom was randomly displaced based on a Gaussian distribution with
a standard deviation of σmove. GOUST was performed twice for each cluster with a
different σmove value; once with σmove = 0.15 Å and once with σmove = 1.0 Å. GOUST
runs performed with a displacement of σmove = 0.15 Å compelled the algorithm to
explore the immediate PES surrounding the initial local minimum, while GOUST runs
with a displacement of σmove = 1.0 Å compelled the algorithm to explore areas of the
PES further away from the initial local minimum. GOUST optimisation of Pt clusters
within the 144 – 150 and 303 – 315 size were performed by Dr. Caroline Blackmore
with σmove = 0.15 Å,131 and with σmove = 1.0 Å by us.
The dimer method was used by the minimum-mode following method to locate
saddle points.72 A conjugate gradient local optimiser was used to optimise the replica
up to the nearest saddle point. The atoms in the replica could only be moved by a
maximum displacement of 0.2 Å per conjugate gradient step. The conjugate gradient
local optimiser converged if all of the interatomic forces within the replica changed
by less than 0.01 eV/Å and the angle of the replica that it had been rotated by last
had not changed by more than 5.0◦. A bowl breakout extension was also added to
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this minimum-mode following method.142 The energies and forces of both Au and Pt
clusters were described by the RGL potential, with parameters from Baletto et al. for
each element.42 GOUST was run upon each cluster until GOUST had located at least
130 unique local minima.
3.2.3 DFT refinement
All the local minima that were obtained from every GOUST run were collected for
each size of cluster and the structure assigned visually (i.e. by eye) as being either
an octahedral, decahedral, or icosahedral motif. The three lowest energy, structurally
distinct clusters of each motif (as described by the RGL potential) were then subject to
a local optimisation using DFT. The DFT calculations were performed with the PBE
exchange-correlation functional.82 Each cluster was placed in a cubic supercell and
separated from its nearest replica by at least 10 Å in each dimension. The Brillouin
zone sampling was restricted to the Γ point only. A plane wave basis set with an
energy cutoff of 300 eV was used to describe the valence electrons, while the core
electrons were treated using the PAW representation.88,143 All DFT calculations were
performed using the Vienna ab initio simulation package (VASP) software package.144
DFT refinements were performed on the Pt144 – Pt150 and Pt303 – Pt315 clusters in the
same fashion in part by Dr. Caroline Blackmore.131
3.2.4 Verification using the genetic algorithm
Clusters that were obtained using GOUST were also obtained using an unbiased
version of the genetic algorithm in order to verify that GOUST had not missed any
obvious or easy to locate clusters. The details of the genetic algorithm are explained
in Section 2.3.1. The unbiased genetic algorithm approach was performed by first
producing an initial population of 20 randomly constructed clusters. These clusters were
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locally minimised using the fast inertial relaxation engine (FIRE) local optimiser145
with the RGL potential using parameters from Baletto et al.42 16 offspring were created
during every generation and added to the population, where each offspring was created
either via a mating method or mutation method, and subsequently locally optimised.
There was a 90 % chance an offspring was created via mating, and a 10 % chance an
offspring was created via mutation. The mating method used was the fitness weighted
cut and splice method,63,146 while the mutation method used was to simply replace
one of the clusters with another randomly generated cluster. No predation method
was used. The population was subjected to natural selection, where the clusters with
lowest energies (highest fitness) were retained at the expense of higher energy clusters
(lower fitness). This process was repeated through multiple generations until all the
clusters in the population were of the same energy to 0.01 eV. The genetic algorithm
was run once for each metallic cluster and for each size of cluster that was examined.
3.3 Comparison of GOUST with the genetic algo-
rithm
The primary goal of the global optimisation algorithms used in this thesis is to locate
the lowest energy isomer of a cluster, known as the global minimum. However, the
complex nature of the PESs of clusters (particularly for larger clusters) often makes
locating a cluster’s global minimum very difficult to locate. Because of this, there is a
chance that the global minimum is not found during a global optimisation but rather
another low energy isomer is idenified that is not the global minimum.
The difficulty of locating a cluster’s global minimum using a global optimisation
algorithm, especially as the size of the cluster increases, is illustrated in Table 3.1.
Table 3.1 shows the number of unique, lowest energy Au and Pt clusters within each
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size bracket that were obtained after numerous GOUST optimisations.† The number of
unique lowest energy clusters obtained for a given size (compared to the total number of
GOUST optimisations runs) indicates the difficulty for various GOUST optimisations
to locate the same lowest energy cluster. The ideal case is that only one unique lowest
energy cluster is found from all optimisations for a given size, as global optimisations
that begin from different starting guesses should ideally yield the same lowest energy
cluster, perferably being the global minimum. For example, only three unique lowest
energy clusters should be obtained by GOUST for the 54 – 56 size bracket, as this
bracket represents three clusters (the 54, 55, and 56 atom clusters). The more unique
lowest energy clusters that were obtained for a given size, the more difficult it was
for GOUST optimisation beginning from different starting points to locate the same
lowest energy cluster.
For smaller clusters that have simpler PESs, it was more likely that multiple GOUST
algorithms starting with different initial clusters and using different σmove values would
end up locating the same lowest energy cluster. Examples of these are the Au54 – Au56
and Pt54 – Pt56 ranges, where 11 and 13 unique clusters were found, compared to 3
clusters for perfect performance. This indicated that while GOUST was not 100 %
Table 3.1: The total number of GOUST optimisations performed for each size range













54 – 56 46 11 55 13
99 – 103 90 62 90 67
144 – 150 126 72 73 39
224 – 232 162 121 162 150
303 – 315 234 207 108 103
†These include all GOUST optimisations performed with each cluster from the initial ensembles
and using both σmove = 0.15 Å and σmove = 1.0 Å (except for the Pt144 – Pt150 and Pt303 – Pt315
size brackets, where only σmove = 1.0 Å was performed).
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successful, it was fairly easy for the algorithm to move across the PES of clusters of
these sizes and locate the same sorts of lowest energy clusters. As the size of the cluster
increased, different GOUST runs starting from different initial clusters and values of
σmove were more likely to converge on multiple minima, as the PESs of these larger
clusters are likely to be more complex and contain vastly more local minima than
those smaller clusters. Once clusters were as large as 303 – 315 atoms in size, most of
the different GOUST runs located different lowest energy clusters (where 207 and 103
unique clusters were found, compared to 13 clusters for perfect performance).
While these results seem poor, they are not necessarily surprising because GOUST,
by its nature, generally examines a localised region of the PES within the neighbourhood
of the initial cluster. Runs that begin as a particular motif will generally locate other
clusters of the same motif; this is especially true of larger clusters. This issue was
addressed in this GOUST global optimisation protocol by 1) performing GOUST
runs on an ensemble of clusters that represented various octahedral, decahedral, and
icosahedral clusters, and 2) by displacing local minima by a larger value of σmove (σmove
= 1.0 Å) that would allow GOUST to explore areas of the PES further away from the
original local minimum.
To perform a check that the biased GOUST approach was not missing low energy
clusters that may be found by a different algorithm, this approach was validated by
comparing the lowest energy Au and Pt clusters it could locate with those obtained
from an unbiased genetic algorithm approach. The genetic algorithm was used as a
reference global optimisation algorithm because it has been extensively used (and is
known to work well) for locating the global minimum of metallic clusters.45,55 The
types of clusters compared between the biased GOUST approach and the unbiased
genetic algorithm approach were the lowest energetic octahedral, decahedral, and
icosahedral clusters, as well as the global minimum Au and Pt clusters of various sizes.
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Table 3.2: Energies (eV) of the lowest energetic octahedral, decahedral, and icosahedral
clusters, as well as the putative global minimum, obtained by GOUST and the genetic
algorithm (GA). Bolded entries indicate the lowest energy cluster obtained for a given
motif or for the global minimum by either global optimisation algorithm. “—” indicates
that no cluster of a given motif was found at that cluster size.
Cluster
size
FCC Dh Ih Global minimum (eV)
GOUST GA GOUST GA GOUST GA GOUST GA
Au55 -195.28 -195.25 -195.21 — -195.25 -195.25 -195.28 -195.25
Au56 -199.01 — -198.90 -198.88 -198.93 -198.88 -199.01 -198.88
Au101 -363.99 -363.95 -364.06 -364.06 -363.79 — -364.06 -364.06
Au103 -371.46 -371.29 -371.41 -371.41 -371.15 — -371.46 -371.41
Pt55 -291.81 — -291.88 — -292.13 -292.13 -292.13 -292.13
Pt56 -297.45 -297.31 -297.47 -297.47 -297.12 -297.12 -297.47 -297.47
Pt101 -547.36 -547.39 -547.87 -547.87 -546.45 — -547.87 -547.87
Pt103 -558.67 -558.16 -558.86 -558.86 -557.62 — -558.86 -558.86
The clusters considered were Au55, Au56, Au101, Au103, Pt55, Pt56, Pt101, and Pt103.
Au55, Au56, Pt55, and Pt56 represent clusters that formed or almost formed closed shell
icosahedral, decahedral, and octahedral clusters, while Au101, Au103, Pt101, and Pt103
clusters were considered because clusters of these sizes cannot form a complete, closed
shell icosahedral cluster (therefore the icosahedral motif is generally not energetic
competitive at these sizes).
Table 3.2 shows the energies of the lowest energy clusters for each motif type and
the global minimum for various Au and Pt clusters. To begin, the biased GOUST
approach was able to locate the putative lowest energetic icosahedral, decahedral and
octahedral clusters for each Au and Pt cluster. In contrast, the unbiased genetic
algorithm approach was only able to locate the same putative lowest energy cluster
for some motifs. For many cluster sizes, the genetic algorithm could not locate the
putative lowest energy cluster of a motif (for example, the octahedral Au55, Au101,
Au103, Pt56, Pt101, and Pt103 clusters), or could not locate any low energy clusters
of a motif (for example, the octahedral Au56 and Pt55 clusters). This result was not
particularly surprising, because the unbiased genetic algorithm is designed to locate the
global minimum by performing a wide search of a cluster’s PES. The genetic algorithm
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is not designed to specifically locate the lowest energy cluster of a particular motif.
In contrast, the biased GOUST approach generally performs a detailed search of the
energetic region of each motif type. Therefore, GOUST was much more likely to locate
lower energy clusters for each motif type compared to the genetic algorithm. Table 3.2
also shows that the biased GOUST approach was able to locate the putative global
minimum for every metallic cluster analysed, while the unbiased genetic algorithm
approach was only able to locate the same putative global minima for the Pt clusters
and Au101. This result gave some comfort that our biased GOUST approach was able
to locate the global minimum of Au and Pt clusters as well as (or better than) the
genetic algorithm (i.e. the GOUST procedure was performing equivalently (if not
better) than the genetic algorithm).
These results also highlighted two other points of interest. First, these results show
the advantage of using focused searches on specific areas of the potential energy surface
to locate the global minimum and indeed the lowest energy cluster of a given motif.
Second, these results highlight the difficulty of locating the global minimum of Au
clusters which at these sizes can be quite disordered.
We acknowledge that we did not perform the genetic algorithm on larger clusters
that have a much more complex PES, did not perform as many genetic algorithm trials
as we did GOUST trials, and that the genetic algorithm had created fewer offspring
than GOUST had run local minima searches. However, these tests were designed
to give a notion of the ability of this biased GOUST procedure to locate the global
minimum rather than a rigorous examination of it.
3.4 Comparison of RGL and DFT
Empirical potentials (such as the RGL potential) are used in global optimisation
algorithms rather than DFT because they are much faster to use; an empirical potential
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takes less than a second to calculate the energy of a large cluster, while DFT can often
take some hours to calculate the energy of a small cluster (as mentioned in Section 2.5.2).
However, empirical potentials are generally not able to perfectly replicate the energetic
ordering of clusters in the same way as DFT because many of the features of metallic
bonding† are hard to describe with interatomic potentials.107 This is important to some
extent, because DFT is generally used in the literature to predict experimental results.
Therefore, it was imperative to understand how well the empirical potentials used in
this study were able to replicate the energetic orderings of DFT.
Before beginning our comparison of the RGL potential and DFT, we must introduce
the delta energy, ∆. ∆ is an approximate description of the surface energy per surface
atom of a cluster, calculated by taking the excess energy of a cluster relative to the bulk
(which is an approximate description of surface energy of a cluster) and normalising it
over the approximate number of surface atoms‡





where Etot is the energy of the cluster, N is the number of atoms in the cluster, and
Ecoh is the cohesive energy of the face centred cubic (FCC) crystal.45 The lower the
value of ∆, the more stable the cluster. Presenting stability in terms of ∆ has no effect
on the relative stability of clusters made of the same metal and size.44 ∆ is commonly
used in the literature because it allows one to compare the relative stability of clusters
of different sizes, as the effect of increasing stability due solely to size is removed.44
Cohesive energies, lattice constants, and first nearest neighbour distance of Au and Pt
with the RGL potential and DFT are given in Table 3.3.
†such as the tendency of surface atoms to reduce their bond lengths in order to compensate for
their decreased coordination.107
‡The denominator of (3.1), N 23 , is an approximation of the number of surface atoms a cluster
contains, based on a spherical cluster.
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Table 3.3: Cohesive energies (Ecoh), lattice constants (l), and first nearest neighbour
distances (d1nn) of the Au and Pt FCC crystal structure with the RGL potential and
DFT.
Ebulk (eV/Atom) l (Å) d1nn (Å)
Au RGL -3.787 4.06 2.87DFT -3.219 4.16 2.94
Pt RGL -5.724 3.90 2.76DFT -6.113 3.97 2.81
The energetic ordering obtained using the RGL potential was compared against
that of DFT in two ways. Both comparisons involved sets of clusters that consisted of
the same element and cluster size; however, in the first comparison these sets consisted
of clusters of the same motif, while in the second comparison these sets consisted of
clusters of different motifs.
In the first comparison, the three lowest energy clusters of the same element, cluster
size, and same type of motif were taken from the GOUST optimisation. The energetic
ordering of these three clusters were then compared with the RGL potential and after
re-optimisation by DFT. Figure 3.1 shows a selection of the ∆ energies of these sets of
three clusters of the same metal, size, and motif, relative to the lowest energy cluster
in that set, ∆rel,cluster. In general, the energetic ordering of Au and Pt clusters of the
same motif disagreed between the RGL potential and DFT. Only 33 of the 111 sets
of Au clusters and 15 of the 51 sets of Pt clusters had the same energetic ordering
between the RGL potential and DFT. In some cases, the disagreement in energetic
ordering is quite striking (e.g. Pt55 Dh, Figure 3.1c). This highlights the importance
of collecting not just the global minimum from a global optimisation using this RGL
potential, but to collect a number of low energy clusters of every motif type in order
to reduce the chances of missing the cluster that corresponds to the global minimum
when re-optimised with DFT.
In the second comparison, the energetic ordering of lowest energy clusters of differing
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(a) (b) (c) (d)
Dh DhIh FCC
α β γ α β γ α β γ α β γ α β γ α β γ α β γ α β γ
Figure 3.1: The relative stability of the three lowest energy clusters of a particular
metal, size, and type of motif, calculated using the RGL potential and DFT. Examples
of a set of Au and Pt clusters where there was disagreement in the energetic ordering
between the RGL potential and DFT are shown in (a) and (c) (i.e. where the energetic
ordering of α, β, and δ were different for the RGL potential and DFT), while examples
where there was agreement between the RGL potential and DFT are shown are (b)
and (d) (i.e. where the energetic ordering of α, β, and δ were the same for the RGL
potential and DFT). The results are given in terms of ∆rel,cluster, where ∆rel,cluster
describes the approximate surface energy per surface atom of a cluster relative to
the lowest energy cluster of the same metal, size, and same type of motif. A lower
∆rel,cluster indicates a more stable structure. Ih: Icosahedral; Dh: Decahedral; FCC:
Octahedral. α, β, and δ are the lowest, second, third lowest energy cluster obtained as
described by the RGL potential.
motifs were compared based on the RGL potential and after re-optimisation with DFT.
Figure 3.2 shows a comparison of the lowest energetic motif of each Au and Pt cluster,
as described by the RGL potential and DFT. Overall, there were no general trends
of agreement for the lowest energy motif between the RGL potential and DFT across
the Au or Pt cluster sizes. There were as many sets of clusters with semi-consistent
agreement (such as Au144 – Au150 and Pt303 – Pt315) as there were of semi-consistent or
consistent disagreement (such as Au303 – Au315 and Pt224 – Pt232). The RGL potential
and DFT agreed for 20 of the 37 Au cluster sizes sampled, and for 11 of the 37 Pt
cluster sizes sampled.
While the comparison above is not a very inspiring result, we can gain further



























































































































Figure 3.2: Structural motif of the lowest energy clusters for Au and Pt between 54
and 315 atoms, as calculated using an RGL potential and DFT. FCC: Octahedral; Dh:
Decahedral; Ih: Icosahedral.
insight of the capabilities of the RGL potential by comparing the relative energies of
the Au and Pt clusters across the size ranges sampled rather than just noting which
motif is lowest in energy. Figure 3.3 shows the relative ∆ of the lowest icosahedral,
decahedral, and octahedral motifs of Au clusters with the RGL potential and DFT.
Both the RGL potential and DFT displayed two main features; first, there was generally
close competition between the decahedral and octahedral motifs for both the RGL
potential and DFT. This was especially the case for clusters in the 144 – 150, 224 –
232, and 303 – 315 ranges, where these two motifs were fairly competitive with respect
to DFT, while the RGL potential predicted the decahedral and octahedral motifs were
essentially equally competitive. Second, for both the RGL potential and DFT, the
relative ∆ energies of the lowest energy icosahedral clusters were generally competitive
across the 54 – 56 and 99 – 103 ranges and uncompetitive across the 224 – 232 and 303
– 315 ranges by 0.05 – 0.10 eV. While the RGL potential did not completely capture the
competitive nature of the icosahedral motif in the 144 – 147 or 313 – 315 sub-ranges,
these were minor disagreements when the energy ranges are considered; the ∆ values
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Figure 3.3: Lowest energy motif of Au clusters as given by the RGL potential (top)
and DFT (bottom). Ih/black circles: Icosahedral motif; Dh/red triangles: Decahedral
motif; FCC/blue squares: Octahedral motif. The stability of clusters is represented
by the quantity ∆rel,motif , which describes the approximate excess energy per surface
atom relative to the lowest energetic motif for each cluster size. The dotted lines are
only to guide the eye of the relative ordering of each motif across the size ranges.
of all clusters were within 0.05 – 0.10 eV, which is a very small difference. Indeed, this
could conceivably be the type of precision expected from the choice of DFT functional.
The most important result is that both RGL and DFT predict very close competition
between motifs. This showed it was possible to use the Au-based RGL potential
to approximately describe the nature of Au clusters of different motifs. Therefore,
this Au-based RGL potential could likely be reliably used in various computational
applications, such as in global optimisation algorithms and for simulating the dynamics
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Figure 3.4: Lowest energy motif of Pt clusters as given by the RGL potential (top)
and DFT (bottom). Ih/black circles: Icosahedral motif; Dh/red triangles: Decahedral
motif; FCC/blue squares: Octahedral motif. The stability of clusters is represented
by the quantity ∆rel,motif , which describes the approximate excess energy per surface
atom relative to the lowest energetic motif for each cluster size. The dotted lines are
only to guide the eye of the relative ordering of each motif across the size ranges.
of Au clusters (this second application will be the subject of Chapter 6).
In contrast to Au, the Pt-based RGL potential performed rather poorly. Figure 3.4
presents the relative ∆ of the lowest icosahedral, decahedral, and octahedral motifs
of Pt clusters as described by the RGL potential and DFT. DFT clearly indicated a
distinct energetic ordering pattern from octahedral → decahedral → icosahedral for
the 224 – 232 and 303 – 315 ranges, and for some of the clusters in the 144 – 150 range.
This was not described by the Pt-based RGL potential, which indicated the energy
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difference between the decahedral and octahedral motifs was relatively small.
In summary, this study shows how necessary it is to re-optimise a number of low
energy clusters with DFT that are obtained from a global optimisation algorithm
using an empirical potential, such as the RGL potential. This is vital if one wants to
understand the relative stability of clusters of the same element, cluster size, and same
type of motif. However, the Au-based RGL potential showed it could behave in a similar
fashion to DFT in predicting the energetic ordering of Au clusters of different motifs.
This indicated that this Au-based RGL potential could be used in other theoretical
applications where we are interested in the behaviour between various Au motifs, such
as simulating the dynamical transitions of Au clusters between different motifs. This
will become a central point of reasoning for using this Au-based RGL potential in
dynamical simulations of Au clusters in Chapter 6. In contrast, the Pt-based RGL
potential incorrectly predicted the energetic ordering of Pt clusters of different motifs
on a consistent basis.
For the remainder of this chapter, we will only focus on clusters that have been
re-optimised with DFT in order to study the relative energies of Au and Pt clusters in
more depth and to compare the structures of these DFT based clusters with what has
been observed experimentally.
3.5 Structural features of low energy Au and Pt
clusters
In this section, we will describe the types of structural features that were observed in
low energy Au and Pt clusters after re-optimisation with DFT.
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3.5.1 Icosahedral clusters
The types of structural features observed in icosahedral Au and Pt clusters ranged
from slightly amorphous to exhibiting the Mackay icosahedral structure with surface
defects (Figure 3.5). In general, the icosahedral Au and Pt clusters in the 54 – 56
atom size range were rather distorted, especially for Au clusters (Figures 3.5a to 3.5c).
This is in agreement with previous literature.109 We assigned these types of clusters as
icosahedral due to the appearance of icosahedral-like features (such as five-fold vertices




Figure 3.5: Examples of low energy icosahedral clusters observed in this study. Yellow
indicates a Au cluster, grey indicates a Pt cluster, and pink indicates structures
common to both Au and Pt clusters. (a) The lowest energy icosahedral Pt55 cluster.
(b) The lowest energy icosahedral Au55 cluster. (c) The Garzón Au55 cluster (red:
three conjoined diamond-shaped and partial diamond-shaped (111) surfaces). (d) A
distorted icosahedral Au147 cluster with a highlighted rosette surface feature (orange).
(e) A distorted icosahedral cluster that also includes decahedral features (dark red).
Distorted icosahedral clusters are common to both Au and Pt in the 99-103 atom
bracket.
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clusters made their assignments somewhat subjective. Many of the icosahedral Au
clusters in this size range resembled the Garzón cluster (Figure 3.5c). The Garzón
cluster is based on an icosahedral cluster, where one half of this cluster contains three
conjoined diamond-shaped and partial diamond-shaped (111) surfaces (highlighted red
in Figure 3.5c).122–124
The Au and Pt icosahedral clusters in the 144 – 150 atom size ranges were more
ordered than their 54 – 56 atom counterparts and maintained the general Mackay
icosahedral structure, with the appearances of small (100)-like facets (Figure 3.5d).
Previous computational studies have also concluded that distorted icosahedral Au147
and Pt147 clusters are more stable than perfect icosahedral clusters of this size.133,147,148
Many of these clusters contained rosette reconstructions, which are six-fold vertices
with an empty corner site (highlighted gold in Figure 3.5d). Rosette reconstructions
were also observed for clusters in the 303 – 315 atom size range, but they tended to be
more localised and the remainder of the cluster was ordered.
Rosette reconstructions are commonly found in clusters where it is energetically
advantageous to alleviate the strain in the bulk of the cluster by allowing the core to
expand (Figure 3.6).149 However, these reconstructions slightly increase the surface
energy of the atoms in the rosette, because the atoms in the rosette contain fewer
neighbours than in a five fold corner arrangement. For most metals, rosette reconstruc-
Figure 3.6: An excerpt from Aprà et al., showing a view of a perfect icosahedral cluster
looking down a C5 axis (left), and a view of an icosahedral cluster with a rosette
reconstruction surface defect (black: five-fold vertex atom; dark grey: pentagonal
crown underneath the vertex).149
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tions are not observed because the increase in surface energy outweighs the benefits
of alleviating the core strain of the cluster. However, in some metals that strongly
prefer to maintain a bulk interatomic distance (such as Au and Pt), it is energetically
advantageous to expand the core such that the interatomic distance between core
atoms are near-equivalent to that in the bulk, even at the expense of increasing their
surface energies.149
We did not often see rosette reconstructions in Au and Pt icosahedral clusters in the
54 – 56 atom size range. Aprà et al. showed that rosette reconstructions in Au55 and
Pt55 clusters transformed into (111) surfaces upon re-optimisation with DFT.149 Two
causes have been cited to contribute to this; the desire for the core of Au and Pt clusters
to expand,107,150 and anisotropic effects, particularly in Pt clusters.149 Anisotropic
effects are present in Au and Pt because their valence 7s orbital is contracted (due
to relativistic effects) such that it overlaps with the 6d orbital, which is directional.
Therefore, the valence electrons in these metals have decreased localised character and
a stronger inclination for directional chemical bonding. DFT is better at describing
anisotropic effects, while the RGL potential cannot describe these effects.149 Zhao
et al. also contributed the rise of (111) surfaces over rosette reconstructions due to
spin-orbital coupling.151
The 99 – 103 and 224 – 232 atom size ranges were interesting because it is not possible
to create a perfect, closed shell icosahedral cluster for these sizes. For this reason,
the icosahedral clusters obtained in these ranges were severely distorted. Features of
these icosahedral clusters included missing portions of the cluster (causing the cluster
to distort), and included decahedral features, such as (100) facets (such as shown in
Figure 3.5e) and re-entrant edges typically observed in Marks decahedral clusters.
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3.5.2 Decahedral and octahedral clusters
As was observed for icosahedral clusters, the various low energy decahedral and
octahedral clusters observed in this study included a number of interesting structural
features. Across both metals and all size brackets, the features observed within these
decahedral and octahedral clusters fell into three distinct categories: (1) perfect, closed-
shell clusters (Figures 3.7a and 3.7d), (2) open-shell clusters with incomplete facets
and/or adatoms (Figures 3.7b and 3.7e), and (3) clusters with a stacking fault, which
may or may not be open-shelled (Figures 3.7c and 3.7f).† For all size brackets, the
most stable structures within a given motif were very similar for both metals. For
Figure 3.7: Examples of low energy decahedral and octahedral clusters typical of both
Au and Pt, in all size brackets. (a) a closed-shell octahedral cluster: deeper truncation
at one corner but all exposed facets are complete. (b) an open-shell octahedral cluster:
missing atoms on a (100) facet. (c) an octahedral cluster with a stacking fault. (d) a
closed-shell decahedral cluster: Marks decahedral cluster with one (100) facet larger
than the others. (e) an open-shell decahedral cluster: atoms missing on a (100) facet.
(f) a decahedral cluster with a stacking fault. Dark red atoms indicate either facets
that are incomplete (b, e) or are used to illustrate the two parts of the cluster either
side of the stacking fault (c, f). Dashed white circles indicate missing atoms and arrows
indicate stacking faults.
†Perfect, closed-shell indicates the shell of the cluster is complete and does not contain any missing
atoms or adatoms. Open-shell indicates the shell of the cluster is incomplete and contains missing
atoms in the shell.
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example, the lowest energy decahedral clusters around 147 atoms for both Au and Pt
were based on the same decahedral cluster that contained (100) facets consisting of six
atoms and Marks edges with a depth of one atom (Figure 3.7d). Typically, the addition
of one atom to a decahedral or octahedral cluster did not cause a major structural
change to that cluster; generally, that extra atom was adsorbed on top of a (100) facet.
The perfect, closed-shell structures were ordered but were not necessarily symmetric
with respect to the size of the facets or depths of the corners; however, all facets were
complete and the surfaces did not contain adatoms or other defects. Stacking faults
(Figures 3.7c and 3.7f) were quite common in smaller clusters but were rarely observed
in clusters greater than ∼100 atoms. A stacking fault is a defect where two planes
of atoms that are usually aligned are slipped, such that they are no longer aligned.
Stacking faults exhibit an energy penalty that increases with the size of the bulk.152
Due to the high surface area to bulk ratio of small clusters, bulk energy penalties
are of little consequence for small clusters. For larger clusters that typically have
lower surface area to bulk ratios, bulk effects dominate which make stacking faults
unfavourable. This explains the absence of stacking faults in larger low energy clusters.
3.6 Energies of Au and Pt clusters
Au and Pt clusters generally revealed contrasting energetic preferences towards the
icosahedral, decahedral, and octahedral motifs for the two metals. Figure 3.8 shows
the energies of the lowest energy icosahedral, decahedral, and octahedral Au and Pt
clusters for each size examined. This is a slightly different presentation of the DFT
energy data given previously in Figures 3.3 and 3.4. The values of ∆ are given relative
to the most stable cluster for each metal (Au or Pt), ∆rel.
The icosahedral and octahedral motifs were energetically competitive amongst the
Au and Pt clusters within the 54 – 56 and 99 – 103 atom size brackets. For Au, the
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Figure 3.8: Lowest energy structures from each structural motif for Au (top) and Pt
(bottom) clusters. Ih/black circles: Icosahedral motif; Dh/red triangles: Decahedral
motif; FCC/blue squares: Octahedral motif. Stability of clusters is represented by the
quantity ∆rel, which is the approximate excess energy per surface atom of a cluster,
relative to the most stable cluster for each metal (Au or Pt). Note that the data used
in this figure are the same sets of DFT results from Figures 3.3 and 3.4, but with a
different reference point.
icosahedral motif was often more stable than the decahedral and octahedral motifs.
The decahedral motif was only the lowest energy motif for Au100. The dominance of the
icosahedral motif was expected from general arguments of cluster stability; icosahedral
clusters have the most favourable surface packing of the three motifs and at small sizes
the high internal strain of the icosahedral motif is not severe enough to offset this. In
constrast, Pt showed more octahedral dominance than Au at these small size brackets.
Five out of eight Pt global minima in these size brackets were octahedral, while three
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of the eight Pt global minima were icosahedral. The stability of the octahedral motif is
less intuitive, as it has the least favoured surface packing of the three common motifs.
Previous theoretical work by Kumar and Kawazoe found that the octahedral motif was
the dominant motif for Pt clusters of sizes up to 40 atoms.138 They postulated that
the stability of the octahedral motif was due to the high stability of triangular Pt6 and
square planar Pt9 clusters, such that even small Pt clusters that were rich with these
features (such as small octahedral Pt clusters) were particularly stable.
Au clusters in the 144 – 150 atom size bracket exhibited close competition between
all three motifs, suggesting the presence of multiple motifs for clusters in this size
bracket. There was a slight preference for the decahedral motif, with five out of seven
Au global minima in this size bracket being decahedral in structure. Au clusters in
the 224 – 232 atom size bracket displayed competition between the octahedral and
decahedral motifs, with the global minimum fluctuating between the two motifs. The
icosahedral motif was not energetically competitive in this size bracket. For the largest
Au clusters considered (303 – 315 atoms), the competition between the decahedral and
octahedral motifs was still apparent, again, with a slight preference for the decahedral
motif (except Au303 and Au304). The icosahedral clusters gained stability in this size
bracket, such that the energy difference between all three motifs was small for clusters
greater than 309 atoms, becoming extremely competitive for Au314 and Au315.
The results for Au are strikingly different to the energetic preferences observed for
larger Pt clusters in the 144 – 150, 224 – 232 and 303 – 315 atom size brackets. At
larger sizes, the energies of the various Pt motifs diverged as the size of the cluster
increased. The icosahedral motif was not competitive across all the 144 – 150, 224
– 232 and 303 – 315 atom size brackets. The octahedral motif gained sole energetic
dominance across the larger sized Pt clusters. It was only within the 144 – 150 bracket
that the octahedral and decahedral motifs were somewhat competitive, with a slight
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preference towards the octahedral motif. For Pt clusters that were greater than 224
atoms in size, the decahedral motif was completely unfavoured compared to the lower
energy octahedral motif.
In summary, many of the small Au and Pt clusters within the 54 – 56 and 99 –
103 atom size brackets exhibited competition between all motifs; the precise motif
dominance often varied even within a size bracket for both Au and Pt. Au and Pt
clusters displayed quite different motif preferences at larger cluster sizes. Au clusters
within the 144 – 147 and 303 – 315 atom size bracket were energetically competitive
or somewhat competitive for the icosahedral, decahedral and octahedral motifs; in
the 224 – 232 atom size bracket only the decahedral and octahedral motifs were
energetically competitive. However, Pt clusters greater than 144 atoms in size often
strongly preferred the octahedral motif, followed by the decahedral motif, and lastly
the icosahedral motif.
3.7 Comparison of computational study with ex-
perimental results
In this section, we describe the structures of Au and Pt clusters observed experimentally
from a variety of literature reports and show how they relate to the theoretical results
of the structures and energies of Au and Pt clusters described in Sections 3.5 and 3.6.
The goal of this section is to understand if the structural preferences of Au and Pt
clusters within the measured size brackets are based on the relative energies of the
icosahedral, decahedral, and octahedral motifs, and indeed whether calculations of
energies alone (neglecting thermodynamics and kinetics) are useful for interpreting
experimental results. Au and Pt clusters in these literature reports were generally
created in vacuo. Clusters created using ligand templating were not considered as
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these cluster are generally stabilised by their ligands, which can potentially change
the structure of the cluster.153–155 Experimentally obtained clusters from the literature
were mainly soft-landed on carbon films. The low deposition energy meant that clusters
were not fragmented or coalesced on impact21,121 and the conducting nature of the
carbon film led to efficient dissipation of energy and charge.30 Furthermore, while
supporting surfaces can change the structure of clusters, carbon supports have been
shown to minimally perturb the electronic structure of clusters.31
3.7.1 Au Clusters
Au55 has been extensively studied due to its interesting structure, as well as its biological
applications.124,156,157 Wang and Palmer created a range of Au54 – Au56 clusters using a
magnetron sputtering gas-aggregation cluster beam source and imaged using HAADF-
STEM imaging.121 In a study of 27 Au55 clusters, none showed the existence of any
highly symmetric icosahedral, decahedral or octahedral clusters (this is also consistent
with other experimental studies of Au55 clusters).118,158 Instead, Wang and Palmer
found that these clusters generally consisted of low-symmetry structural characteristics.
Some of the STEM images contained features that were consistent with the Garzón
icosahedral Au55 cluster. Figure 3.9 shows images of experimentally obtained Au54 –
Au56 clusters that displayed Garzón icosahedral features, with comparisons of simulated
STEM images of a model Garzón icosahedral cluster. While our computational study
predicted the Garzón icosahedral cluster and variants of it were low energy clusters,
the other motifs within this size range were energetically competitive in this size range.
This indicates that energy may not be the defining factor that influences the preferred
structural motif of Au clusters within the 54 – 56 atom size bracket.
Size-selected Au clusters with >300 atoms have also been extensively studied. Li
et al. experimentally studied the structural preference of Au clusters with 309 ± 6
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Figure 3.9: Examples of Au55 clusters obtained experimentally that contain features
reminiscent of the Garzón icosahedral cluster.121 Simulated STEM image of a Garzón
icosahedral cluster are shown in the bottom right-hand corners of (a)-(c) and in (d).
(a) displays a circular-like feature that matches that of the simulated STEM image of
the Garzón icosahedral cluster. (b) presents several bright dots in a line, as marked by
the arrow, in addition to a circle feature, consistent with the simulated STEM image
of the Garzón icosahedral cluster. (c) shows a mixture of a circular-like feature, as
marked with arrow 1, and crystalline-like lattice patterns, as marked by arrow 2.
atoms, and found that no single motif dominated the distribution of structures observed
(Table 3.4).21 Foster and Palmer also created Au clusters with 309 ± 8 atoms in the
same way as Li et al., but further irradiated clusters under an electron beam in order to
access if kinetic trapping could have contributed to the results obtained by Li et al.159
Foster and Palmer observed the same behaviour of motif preferences as Li et al., however
noticed that octahedral clusters was more predominantly observed than decahedral
clusters (Table 3.4). Both these experimental studies were generally consistent with
the conclusions drawn from this computational study; competition exists between the
decahedral and octahedral motifs, with significantly less icosahedral cluster observed.
However, our study indicated the decahedral motif would be slightly more dominate
Table 3.4: The relative proportions of octahedral (FCC), decahedral (Dh), and icosahe-
dral (Ih) motifs observed by Li et al. and Foster and Palmer for Au clusters containing
309 ± 6 and 309 ± 8 atoms, respectively.21,159 The unaccounted 35 % of clusters
observed by Li et al. could not be identified. Unidentified clusters have not been
included in the results given by Foster and Palmer.
Proportions of motifs FCC Dh Ih
Li et al.21 32 % 25 % 8 %
Foster and Palmer159 56 % 37 % 7 %
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than the octahedral motif. This suggests that the energy of Au clusters around 309
atoms may have an influence on the structures of clusters observed experimentally,
however other factors may also be important. We note however that Foster and Palmer
were not able to identify a large number of clusters in their experiment (this has not
been taken into account in Table 3.4). These unidentified clusters may have some local
decahedral structure that could affect the exact proportions of each isomer observed.
To our knowledge, there is no experimental data for the clusters in the Au99-Au103
and Au224-Au232 size brackets that were created without using the ligand templating
method.
3.7.2 Pt Clusters
Recently, Dr. Caroline Blackmore and Prof. Richard Palmer experimentally inves-
tigated the structures of Pt clusters across all the size brackets studied here.22,131
These clusters were created by a magnetron sputtering gas-aggregation cluster beam
source and imaged with HAADF-STEM imaging. The STEM images of these clusters
showed many structural features that were observed in our theoretical studies of Pt
clusters in Section 3.5. For example, octahedral clusters exhibit parallel planes of
atoms that show up as parallel lines in STEM images, while decahedral clusters often
show curved lines as well as areas of more distinct atoms, and icosahedral clusters show
more circular contours that radiate out from the centre of the cluster (a “ring-dot”
pattern). Examples of these features are shown in Figure 3.10. By searching for these
structural features in the STEM images of Pt clusters, the motifs of many of these Pt
clusters ranging in size from 10 atoms to 600 atoms could be determined (Figure 3.11).
If a cluster could not be classified as icosahedral, decahedral or octahedral from these
STEM images, the cluster was classified as unidentified/amorphous (UI/A).
Unfortunately, the overwhelming proportion of amorphous or unidentified clusters
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Figure 3.10: Representative HAADF STEM images of Pt clusters. Arrows point
to feature of interest in these cluster. (a) UI/A Pt55 cluster showing parallel lines,
indicative of octahedral structure; (b) UI/A Pt55 with no discernible structure; (c)
UI/A Pt147 cluster showing parallel lines, indicative of octahedral structure; (d) UI/A
Pt147 cluster showing a ring-dot pattern, indicative of icosahedral structure; (e) UI/A
Pt147 cluster with no discernible structure; (f) Pt309 cluster showing a possible twin
plane in an octahedral structure; (g) an octahedral Pt309 cluster; (h) Pt309 electron
scattering simulation, corresponding to the cluster seen in (g).
for Pt clusters with less than 250 atoms meant it was difficult to compare our theoretical
results with Pt clusters at these smaller sizes. However, the majority of Pt clusters
within the 300 – 320 atom size bracket were assigned as octahedral (70 – 75 %), while
no decahedral or icosahedral clusters were were observed. Our theoretical results for
the Pt303 – Pt315 size region supports the dominance of the octahedral cluster and
the absence of decahedral and icosahedral clusters. Therefore, we conclude that the
structural preference of Pt clusters within this size bracket are likely due to their
energetics alone. However, the 25 – 30 % of clusters in the 300 – 320 atom size bracket
that were unidentified or amorphous does complicate the full confirmation of this
comparison. Further thermodynamic and kinetic computational studies would need to
be performed to fully confirm this claim.
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Figure 3.11: Overview of the dominant motif for Pt clusters between 10 and 600
atoms, classified as either octahedral (FCC, blue), decahedral (Dh, red), icosahedral
(Ih, black), or unidentified/amorphous (UI/A, green).
3.8 Conclusion
The structural preferences of a range of Au and Pt clusters were determined using the
GOUST global optimisation algorithm. The types of low energy clusters obtained from
a biased GOUST approach were compared to those obtained using an unbiased genetic
algorithm approach in order to validate the biased GOUST approach, which was found
to perform well.
Low energy clusters obtained from the global optimiser were re-optimised with DFT
in order to accurately assess the energetic ordering of these clusters. The energetic
ordering of clusters were compared before and after DFT re-optimisation to understand
how well the RGL potential performed at replicating the energetic ordering of Au and
Pt clusters by DFT. Overall, the Au-based RGL potential was able to correctly predict
close competition between motifs. Therefore, the Au-based RGL potential could be
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used for other computational exercises, such as simulating the dynamics of Au clusters.
The Pt-based RGL potential performed poorly at replicating the energetic ordering of
Pt clusters by DFT as it did not predict the clear octahedral dominance at larger sizes.
The clusters that were obtained after DFT re-optimisation were then compared to
experimental studies of Au and Pt clusters. This included perfect, closed-shell clusters
as well as open-shell clusters that featured rosette reconstructions, adatoms, missing
atoms, and stacking faults that were consistent with features observed experimentally.
While the energetics of small Au and Pt clusters revealed various preferences towards the
icosahedral and octahedral motifs (which was consistent with that observed experimen-
tally for Au55), larger Au clusters exhibited close competition between the decahedral
and octahedral motifs (and some competition from the icosahedral motif). For Au303 –
Au315, experimental results showed there was a preference for the octahedral motif over
the decahedral motif, while our theoretical results predicted a slight preference for the
decahedral motif over the octahedral motif. However, the closeness of the theoretical
energies of the octahedral and decahedral motifs means energetics cannot be ruled as a
contributor of the structural behaviour of Au303 – Au315 clusters. Furthermore, many
of the clusters in this size bracket could not be identified in these experiments, making
firm conclusions somewhat difficult. In contrast, the theoretical energy preference
of larger Pt clusters was clearly ordered from the octahedral motif (being the most
energetically lowest motif) to the decahedral motif and lastly to the icosahedral motif
(being the most energetically highest motif). This theoretical prediction agreed with
experimental results of large Pt clusters, where experimentally obtained Pt clusters
above 250 atoms clearly preferred the octahedral motif. Therefore, we can conclude
that the structural preference of Pt clusters within the 303 – 315 atom size bracket is
likely due to their energetics; however, this cannot be fully confirmed without further
thermodynamic and kinetic simulations. Most of the Pt clusters below 250 atoms in
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size were amorphous or could not be identified experimentally; therefore, we cannot
make any claims about the features that dominate Pt clusters of these sizes.
Chapter 4
Developing a structural comparison
method for global optimisation
algorithms
In this chapter, we develop two structural comparison methods (SCMs) and investigate
their abilities at describing the structural similarities and differences between various
clusters. The goal of this chapter is to understand how effective these SCMs are at
differentiating clusters based on their structures, as well as learn about their strengths
and weaknesses in performing this task. To begin, we describe how the common
neighbour analysis (CNA) technique is used to describe the structure of a cluster, as
well as how it is used to determine the similarity between various clusters in the SCMs
(both qualitatively and quantitatively). We then use a training set of model clusters to
analyse the behaviour of these SCMs, as well as to make further developments to the
methods. The most successful of these SCMs is then validated with a set of globally
optimised clusters to determine if the SCM could be used in a global optimisation
algorithm and, ultimately, be used to aid in the exploration of the potential energy
surface (PES).
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4.1 Introduction
Global optimisation algorithms are commonly used to investigate the low energy
structural forms that a cluster could take, including the global minimum. Obtaining
the global minimum from a global optimisation algorithm can prove challenging for two
reasons. Firstly, there are a plethora of structural permutations (local minima) that a
cluster could adopt, any one of which may represent the global minimum. Estimates
indicate clusters containing 55 and 100 atoms could have more than 1021 and 1040 local
minima, respectively.160–162 Secondly, many clusters exhibit a multiple funnel potential
energy surface (PES).163 This can cause issues if a global optimisation algorithm
becomes trapped in one of these funnels, as it prevents the algorithm from exploring
the other energy funnels during its search for the global minimum. For example, if the
global minimum is located in an energy funnel with a lower configurational entropy
(containing few minima) relative to one or more other energy funnels, it is very likely
that a global optimisation algorithm will get trapped sampling clusters in one or more
of the higher configurational entropy energy funnels (containing vastly many minima).
Global optimisation algorithms often include auxillary methods that assist their
exploration of the PES and prevent them from becoming trapped in energy funnels.
Many of these methods characterise clusters in some way as to avoid sampling similar
or structurally identical clusters as well as to promote sampling structurally diverse
clusters. These methods include differentiating clusters based on their energies62–64 as
well as their structural features, such as differences in interatomic distances65,66,70 and
in the eigenvalues of their interatomic distance matrices,67 and variations in the total
inertia value or inertia tensor.68–70 While these methods are very powerful, they only
focus on removing identical clusters from the population. More sophisticated structural
characterisation algorithms have also been developed that describe the topology of
various clusters. In principle, these can also be used to encourage diversity in a global
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optimisation algorithm. These include the Voronoi analysis,164 the topological cluster
classification algorithm,165 the polyhedral template matching method,166 the neighbour
distance analysis,164 and the common neighbour analysis (CNA).167–169
The CNA is commonly used by researchers to describe the local structural envi-
ronments in extended solid systems and clusters.139,167–170 This includes monitoring
for structural changes in chemical systems during molecular and Brownian dynamics
simulations,171–173 such as motif transitions in clusters.139,174 The CNA describes the
local structural environments within a cluster as three digit signatures.164 These three
digits each describe a different topological property between pairs of neighbouring
atoms within a cluster. As the CNA employs high-dimensional signatures to charac-
terise arrangements of atoms, the CNA excels at distinguishing between the various
structural environments that can be observed in a cluster and thus is generally better
at discriminating between clusters compared to other topological analysis tools.164 For
example, the (5,5,5) signature is commonly used to identify icosahedral clusters while
the (4,2,1) signature is commonly observed in octahedral clusters.139,169,170 Furthermore,
various signatures can be used to identify defects within these motifs.175,176 While much
work has focused on the use of the CNA as a motif identification tool,177 the CNA
(along with other topological characterisation methods) has not been implemented into
a structural diversity scheme to both prevent a global optimisation algorithm from
becoming trapped in energy funnels and improve a global optimiser’s explorational
ability across a cluster’s PES.
In this chapter, we develop a structural comparison method (SCM) that uses the
CNA to compare the structural similarity between two clusters of the same number of
atoms. The SCM assesses the similarity between a pair of clusters by (1) categorising
the pair of clusters into a similarity class and (2) assigning a numerical value of
similarity to that pair of clusters. The goal of this work is to create a SCM that can
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perform these two tasks with high accuracy and reliability, and can be implemented
into various global optimisation algorithms. In the next chapter, we will discuss how
the SCM is then implemented into a global optimisation algorithm.
The majority of the work presented in this thesis was performed by the author.
Some of the training and validation work performed upon large clusters (Au309) was
done by Samantha McIntyre. The results from this chapter have been published
in the article: G. R. Weal, S. M. McIntyre and A. L.Garden, “Development of a
Structural Comparison Method to Promote Exploration of the Potential Energy Surface
in the Global Optimization of Nanoclusters”, J. Chem. Inf. Model, 2021, DOI:
10.1021/acs.jcim.0c01128.178
4.2 Theory and computational details
4.2.1 Guidelines for the development of a structural compari-
son method
There are no set rules for designing a structural comparison method (SCM) that is
able to compare the structural similarity of two clusters. However, there are a few soft
guidelines that we have followed to guide the development of a SCM. These guidelines
(adapted from Stukowski164) are:
Accuracy The goal of the SCM is to describe the structural similarity between two
clusters that agrees somewhat with a visual comparison of those clusters. For
example, this algorithm should identify that clusters with the same motif are
often more similar to each other than clusters of different motifs.
Robustness Let B and B* be two clusters that are structurally identical except for
small variations in bond lengths and bond angles. If any other cluster, A, is
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compared to B with the SCM, the similarity between A and B should somewhat
resemble the similarity between A and B* (i.e. similarity results between A and
B should be comparable to that between A and B*).
Computational Efficiency As the SCM will be used numerous times during a global
optimisation, it is important that the algorithm is as efficient as possible and
runs as fast as possible.
Simplicity The SCM should be easy to implement and understand so that the SCM
can be used by other researchers in global optimisation algorithms, as well as in
other areas of cluster research. The SCM should also be easy to modify so that
additional functionality can be easily implemented into the SCM in the future.
Universality The SCM should be able to compare clusters no matter how exotic
their structures are. This is important, as the SCM may be required to compare
structures and motifs that are uncommon, had not been tested upon, or that
researchers do not know of. For example, the global minimum of the 98 atom
Lennard-Jones cluster is a tetrahedral cluster which is a very uncommon motif
type. Furthermore, the SCM should not be encoded with a set of reference
structures.
4.2.2 The common neighbour analysis (CNA)
The common neighbour analysis (CNA) is a topological analysis technique that de-
scribes the local structural environment within the vicinity of two bonded atoms.168,169
Collectively, all the local environments found within a cluster provide information
about a cluster’s overall structure. The local environment between two bonded atoms,
i and j, is described as a signature, (ncn, nb, nl), where ncn is the number of common
neighbouring atoms that are within a bonding distance of both i and j, nb is the
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number of bonds between these ncn atoms, and nl is the number of bonds that make
up the longest consecutive chain of ncn bonding atoms.164
The CNA acquires all the signatures within a cluster as follows. Firstly, every
neighbouring pair of atoms is identified throughout the cluster. Two atoms are
considered neighbours (or “bonded”) if their interatomic distance is less than the
cut-off distance, rcut. rcut is typically set to a value between the first and second nearest
neighbour distance in the bulk. Secondly, a bonding pair of atoms is chosen to analyse
using the CNA. The three CNA values, ncn, nb and nl, are obtained based on their
definitions as indicated above. These three values give the signature for that bonding
pair of atoms. This second step is repeated for every bonding pair of atoms within the
cluster, giving a set of all signatures found within the cluster.
Consider Figure 4.1a, which shows how the CNA is used to obtained the signature
between the red and blue atoms in this decahedral cluster. The green atoms represent
the atoms that neighbour both the red and blue atoms, and the black lines between
(a) (b) (c) (d)
Figure 4.1: AExamples of the CNA procedure upon a bonding pairs of atoms in a
decahedral cluster. The atoms of interest are highlighted in (a) and (c), while (b) and
(d) shows the front on perspective of these highlighted atoms in (a) and (c), respectively.
The red and blue atoms represent a bonding pair of atoms, the green atoms represent
the atoms that neighbour both the red and blue atoms, and the black lines between
the green atoms represent bonding pairs of atoms between those green neighbouring
atoms. A bonding pair of atoms must have an interatomic distance less than rcut. The
pink atoms describe every other atom in the cluster that is not involved in this specific
analysis of the red and blue atoms.
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the green atoms represent bonding pairs of atoms between those green neighbouring
atoms. All of these red, blue, and green atoms are within rcut of their neighbours. The
atoms that the CNA focuses on are shown from a birds eye-view in Figure 4.1b. The
CNA classifies the signature between the red and blue atoms as follows: first, there
are four green atoms about this bonding pair of atoms, therefore ncn = 4. Second,
there are two bonds between these four green atoms, signified by the two black lines in
Figure 4.1b, therefore nb = 2. Third, the longest length of consecutive bonds between
those bonded green atoms is two, because those two bonds (described by the black
lines) form a consecutive chain. Therefore, nl = 2. Thus, the CNA signature between
this bonding pair of atoms is (4,2,2).
Another example of the CNA analysing a different pair of atoms in the same
decahedral cluster is shown in Figure 4.1c, where the atoms of interest in this example
are shown from a birds eye view in Figure 4.1d. In this example, there are four green
atoms surrounding this bonding pair of atoms and there are two bonds between these
four green atoms, therefore ncn = 4 and nb = 2. However, since the two bonds between
the green atoms are not consecutively linked to each other, the longest length of
consecutive bonds is one, therefore nl = 1. Thus, the CNA signature between this
bonding pair of atoms is (4,2,1).
Other examples of the CNA can be found in references 139,168,173,179–181.
The total and atomic CNA profiles
The CNA is performed upon every bonding pair of atoms within the cluster and the
results are given as either the total CNA profile or the atomic CNA profile. The total
CNA profile is a collection of all signatures from within the cluster, and describes all
the structural environments within a cluster as a whole. The total CNA profile is
represented as {s: as}, where s is the signature, and as is the number of times that
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signature s appeared throughout the entire cluster.† For the decahedral cluster given
in Figure 4.1, the total CNA profile is {(4,2,2): 40, (3,1,1): 30, (2,1,1): 25, (4,2,1): 25,
(3,2,2): 20, (1,0,0): 5, (5,5,5): 3}.
The atomic CNA profile describes the individual CNA profiles for each atom in
the cluster. The atomic CNA profile is represented as {(s, i): as,i}, where s is the
signature of interest and i is the ith atom in the cluster. as,i is the number of times
that signature s was recorded between atom i and any other atom in the cluster that
neighbours atom i. The atomic CNA profile for the decahedral cluster in Figure 4.1 is
given in Appendix C.1.
4.2.3 The structural comparison method (SCM)
Several versions of the SCM were developed during this project. The two most
successful of these were the total structural comparison method (T-SCM) and the
atomic structural comparison method (A-SCM). These are described below.
The total structural comparison method (T-SCM)
The total structural comparison method (T-SCM) was designed to compare the total
CNA profile between two clusters, X and Y . The T-SCM comprises of two main
steps. Firstly, the SCM uses the CNA to obtain the total CNA profile for each of the
two clusters being compared. Secondly, the similarity between these two clusters is
calculated using the Jaccard similarity index. The Jaccard similarity index is commonly
used for evaluating the similarity between objects and information.182–184 The Jaccard
similarity index, J(x, y, rcut), is mathematically described as185,186




†as is also known in the literature as the abundance of signature s.
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where x(rcut) and y(rcut) are the total CNA profiles of each cluster (X and Y , respec-
tively) at a given value of rcut, and rcut is the maximum interatomic distance that
two atoms can be separated by in a cluster to be considered neighbours or bonded.
|x(rcut) ∩ y(rcut)| is the intersection of the two total CNA profiles, which is the number
of signatures that both clusters have in common. |x(rcut) ∪ y(rcut)| is the union of
the two total CNA profiles, which is the number of signatures that both clusters do
not have in common. The Jaccard similarity index can take a value between (and
including) 0 and 1, where 0 indicates that a pair of clusters are not similar at all, and 1
indicates that a pair of clusters are extremely similar such that they may be identical
or differ only by very slight differences in bond lengths and angles. The similarity
between two clusters at a single rcut value, σ(x, y, rcut), will be presented in this thesis
as a percentage, defined as
σ(x, y, rcut) = J(x, y, rcut) × 100 (4.2)
Below is a worked example for the structural comparison of two clusters using the
T-SCM. Table 4.1 shows the total CNA profiles of two clusters at some value of rcut,
x(rcut) and y(rcut), as well as the amount of each signature that X and Y have in
common and do not have in common. Consider two examples from this table. First,
X and Y contain 12 and 2 (5,5,5) signatures, respectively. X and Y have 14 (5,5,5)
signatures between them, 2 in common and 12 not in common. Second, cluster Y
contains 10 (4,2,2) signatures, while cluster X does not contain any (4,2,2) signatures.
Therefore, X and Y do not have any (4,2,2) signatures in common. This also means
that X and Y have 10 (4,2,2) signatures not in common. The intersection between X
and Y is 12, while the union between X and Y is 67. This gives a Jaccard similarity
index of J(x, y, rcut) = 12/67 = 0.1791. Thus, the similarity between X and Y is
σ(x, y, rcut) = J(x, y, rcut) × 100 = 0.1791 × 100 = 17.91%.
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Table 4.1: A tally of the number of signatures (s) that X and Y each contain. x(rcut)
and y(rcut) are the similarity profiles of X and Y , respectively, at a cutoff value of rcut.
Also given are the number of each signature that X and Y have in common and not in
common. The intersection is the sum of the number of each signature that both X
and Y have in common (|x(rcut) ∩ y(rcut)|), while the union is the sum of the number









not in commonx(rcut) y(rcut)
(1, 0, 0) 0 5 0 5
(2, 1, 1) 0 10 0 10
(3, 2, 2) 30 10 10 30
(4, 2, 2) 0 10 0 10
(5, 5, 5) 12 2 2 12
intersection (|x(rcut) ∩ y(rcut)|): 12
union (|x(rcut) ∪ y(rcut)|): 67
Jaccard similarity (J(x, y, rcut)): 12/67 = 0.1791
The atomic structural comparison method (A-SCM)
As mentioned in Section 4.2.2, the atomic CNA profile contains the individual CNA
profiles for each atom in a cluster. In this method, the CNA profile of each atom in the
first cluster, x(rcut), is compared to the CNA profile of each atom in the second cluster,
y(rcut), for some value of rcut. If the CNA profile of an atom in x(rcut) is the same
as an atom in y(rcut), then those two atoms are considered equivalent. If an atom in
x(rcut) has a CNA profile that does not match the CNA profile of any atom in y(rcut),
that atom is not equivalent to any atom in Y (and vice versa for an atom in y(rcut)).
The A-SCM will match all the equivalent atoms between x(rcut) and y(rcut), where
an atom in x(rcut) can only be matched with one equivalent atom in y(rcut) (and vice
versa for every atom in y(rcut)). The similarity is then calculated by dividing the total
number of equivalent atoms in a cluster by the total number of atoms in the same
cluster and multiplying by 100 to give the similarity as a percentage, as shown below:
σ(x, y, rcut) =
number of equivalent atoms
total number of atoms × 100 (4.3)
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(X) (Y)
Figure 4.2: An example of the structural comparison of clusters X and Y for some
value of rcut using the A-SCM. The atoms highlighted green are two atoms in each
cluster that share the same CNA profile. The red-coloured atom in X is an example of
an atom that does not share the same CNA profile as any atom in Y .
A worked example of the A-SCM used to compare the similarity of two 39 atom
clusters for a single value of rcut is shown in Figures 4.2 and 4.3. Here, clusters X and
Y are both decahedral clusters; however, four atoms in Y are located in a different
position in X. In Figure 4.2, the green atom in X has the same CNA profile as the
green atom in Y . Therefore, these two atoms are considered equivalent and are matched
together by the A-SCM. This is in contrast to the red atom in X, which has a different
CNA profile to every atom in Y and is therefore not equivalent to any atom in Y . The
A-SCM is performed upon every atom in X and Y . Figure 4.3 shows all the atoms in
X and Y that are marked equivalent by the A-SCM. Each of these clusters contain 19
equivalent atoms and 39 atoms in total. Therefore, the similarity between these two
clusters is σ(x, y, rcut) = 19/39 × 100 = 48.7%
(X) (Y)
Figure 4.3: A copy of Figure 4.2, where all atoms that are equivalent in the atomic
CNA profiles of clusters X and Y are highlighted green.
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Advantages and disadvantages of each SCM
Each of these SCMs have various advantages and disadvantages associated with them.
The T-SCM combines all the signatures from across every cluster together, such that
two very similar structures that only differ slightly to each other will still have similar
total CNA profiles. In contrast, the A-SCM will mark two atoms as not equivalent
even if those two atoms differ by only one signature. This means that the A-SCM is
generally more critical at comparing the structure between clusters than the T-SCM.
As will be shown, the A-SCM generally gives lower values of similarity compared to the
T-SCM. However, this also means that the A-SCM is less robust to slight differences
in structurally similar clusters compared to the T-SCM.
Obtaining a similarity profile from the SCM
Both the T-SCM and A-SCM were designed to provide a single value for the similarity
between two clusters. However, in some cases it is more appropriate to obtain the
similarity profile between a pair of clusters, where the similarity between two clusters
is described as a function of rcut. This is because a single value of similarity can vary
significantly based on the value of rcut chosen.
An example of how the similarity value can vary across different values of rcut is
given in Figure 4.4. This shows the similarity profile between a pair of clusters over a
range of rcut values (between the first and second nearest neighbour distance). The
similarity profile was obtained using the T-SCM in this example, however the same
conclusions can be made for the A-SCM. The similarity between these two clusters
was 100 % for rcut values between 1.2 to 1.5 nearest neighbour distance (n.n.d) units.
However, the similarity for rcut values between 1.5 to 2.0 n.n.d units varied dramatically,
from as high as 100 % similarity to as low as 10 %. Choosing the “correct” rcut value is
a known issue when using the CNA and attempts have been made for best determining
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Figure 4.4: The similarity profile between a pair of clusters over a range of rcut values
between the first nearest neighbour and second nearest neighbour distance (n.n.d),
where σ is the similarity between these two clusters at a value of rcut (equivalent to
σ(x, y, rcut)). These two clusters are structurally very similar, except that the bottom
cluster is a slightly skewed version of the top cluster. This plot shows how variable
the similarity can be over this range of rcut values. The similarity profile was obtained
using the T-SCM, but the same conclusions can be made for the A-SCM.
the most appropriate value of rcut for a chemical system.164,187 However, obtaining
the similarity value between two clusters for only a single value of rcut may not be
justifiable, particularly if we would like to categorise clusters with high accuracy. For
this reason, the SCM was developed to evaluate the similarity between two clusters
across a range of rcut values using the similarity profile.
4.2.4 The similarity classes for clusters
While the SCM can be used to provide a numerical value of similarity, the multiple
funnel PES of clusters also lends itself to categorising pairs of clusters into similarity
classes. In this thesis these are defined as follows, with examples of the similarity
classes and their relative proximities on a schematic PES given in Figure 4.5.
Class I: Two clusters are structurally identical except for small variations in bond
lengths and bond angles. This reflects clusters that lie close together on the PES.












Figure 4.5: Left: Examples of pairs of clusters representative of the Class I, Class II,
and Class III similarity classes; Right: Relative proximities of these cluster similarity
classes on a schematic PES. Class I pairs of clusters are located in neighbouring local
minima. Class II pairs of clusters are not located in neighbouring local minima, but
both clusters are located within the same energy funnel. Class III pairs of clusters are
located in different energy funnels.
Class II: Two clusters are structurally different, but are of the same structural motif.
This represents two clusters that lie within the same energy funnel, but do not
lie as closely together on the PES as pairs of Class I clusters. This class is split
into two subclasses.
Class IIa: Two clusters that have the same base structure.† For example, two
decahedral clusters with the same (p,q,r) structure have the same base
structure, but differ in the positions of some of their atoms (for example
the position of adatoms and vacant sites).‡
Class IIb: Two clusters that do not have the same base structure.† For example,
two decahedral clusters that do not have the same (p,q,r) structure do not
have the same base structure.‡
†See Section 2.1 for the types of base structures of decahedral and octahedral clusters.
‡See Appendix C.2 for the definitions of p, q, and r for decahedral clusters.45
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Class III: Two clusters are structurally different, and are of different structural motifs
(e.g. the icosahedral, decahedral, and octahedral motifs). This represents two
clusters that are located in different energy funnels.
4.2.5 Derivation and validation of the SCM with test clusters
Having established the mathematical formulation of the two SCMs and our desired
classification scheme in the previous subsections, we required a methodology to both
derive and then test the ability of the SCM to classify and quantify the similarity of
cluster pairs. This work consists of two parts. Firstly, a set of training clusters was
created to understand how these two SCMs worked, to make any extra adjustments to
these methods, and to derive the rules used by the SCMs to classify pairs of clusters
into the appropriate similarity classes. Secondly, another set of validation clusters were
obtained from various global optimisation algorithms to verify that the SCM could in
fact be used to reliably classify cluster pairs into similarity classes and to quantify the
similarity of cluster pairs. The clusters that were used for each of these two parts are
detailed below.
Training clusters
Hand-constructed model clusters were created to initially derive the rules used by the
T-SCM and the A-SCM to classify pairs of clusters. The types of model clusters that
were created were based on various types of structural features that have been observed
in icosahedral, decahedral, and octahedral clusters by us (See Chapter 3 and Reference
22) and from the literature.42,44,152,188–191 A training set of clusters was created that
included small clusters containing less than or equal to 156 atoms. Another training set
of clusters that contained 309 atoms was also created for testing these SCMs against
larger clusters.
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Class I pairs of clusters were constructed by taking various symmetric clusters and
gradually perturbing them to exaggerate a particular structural feature. These clusters
were only perturbed enough such that they were still structurally similar to the original
cluster, only differing in bond lengths and angles to the original cluster. The types
of features that were exaggerated included twisting the top of a cluster around an
axis, twisting the whole cluster around an axis, elongating a cluster along a certain
direction, and shearing a cluster along certain directions. Stacking faults were also
particularly important to model in decahedral and octahedral clusters, as these have
been observed theoretically and experimentally.152,188 These clusters had been locally
optimised using a Au based RGL potential prior to being perturbed, with parameters
from Baletto et al.42 They were not optimised after being perturbed, as this usually
caused the cluster to revert to its unperturbed form or into a structurally different
cluster. It was acceptable not to optimise these perturbed clusters because we only
wanted to learn about the behaviours of the SCMs on clusters with slight differences
with these models.
Class IIa pairs of clusters were constructed in two ways. Firstly, perturbed Class
I clusters described in the previous paragraph were further exaggerated, such that
there was a significant structural difference between the perturbed cluster and the
corresponding unperturbed cluster. Secondly, other types of structural features were
modelled that have specifically been observed experimentally and theoretically in
clusters containing tens to hundreds of atoms. These structural features include
vacancy sites, adatoms, and stacking faults. The central atom of various icosahedral
clusters were either removed or moved to other surface sites to replicate observations
of icosahedral clusters without the central atom, such as observed in Pt54 and several
sizes of Cu and Ag clusters.189–192 Rosette reconstructions, which have been observed
theoretically in icosahedral clusters,149 were also modelled. All Class IIa model clusters
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were locally minimised using a Au based RGL potential, with parameters from Baletto
et al.42 Long and narrow decahedral clusters as well as short and wide decahedral
clusters were not included in our analysis of Class II pairs as these types of clusters are
energetically and entropically unlikely to appear often during a global optimisation.
Class IIb and III pairs of clusters were constructed using an interpolation scheme
previously established in recent work to estimate the structures of clusters that con-
tained vacancies or adatoms.22,44 The types of clusters that were created included
icosahedral, decahedral, and octahedral clusters that generally contained incomplete
(stepped/kinked) surfaces and/or adatoms. More information about the interpolation
scheme can be found in Appendix B.1. These models were also locally minimised using
a Au based RGL potential, with parameters from Baletto et al.42
Other details about these training cluster pairs, including examples of cluster pairs
used to represent Class I and IIa cluster pairs, are given in Appendix C.3
Validation clusters
Low energy clusters from various global optimisation algorithms were used to validate
the performance of the SCM. Clusters were obtained from two global optimisation
algorithms; the genetic algorithm and GOUST.71,178
Sets of Cu37 and Au38 clusters were obtained using a genetic algorithm, where the
population size was set to 20, the number of offspring created per generation was 16,
and the number of generations run was set to 200. Each offspring was locally optimised
using the fast inertial relaxation engine (FIRE) local optimiser, where the energies and
forces required for optimisation were calculated with the RGL interatomic potential
with Au and Cu parameters from Cleri and Rosato.62,103 The RGL cutoff radius† used
by Cleri and Rosato et al. was set to the fifth-neighbour distance. In this work, no such
†To reduce the computational effort required when performing calculations with the RGL potential,
only those atom pairs with interatomic distances less than or equal to the RGL cutoff radius are
included in calculations.
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RGL cutoff radius was set. Note that the RGL cutoff radius is different from the cutoff
distance used by the CNA and the SCM (given as rcut). The 16 unique lowest energy
Cu37 clusters and 22 unique lowest energy Au38 clusters were structurally compared
between each other, giving 24 unique pairs of Cu37 clusters and 59 unique pairs of Au38
clusters that were analysed by the SCM. These clusters were not amorphous and were
less than 1.0 eV in energy above the lowest energy isomer for each Au and Cu cluster.
Sets of Au54, Au55, Au56, and Au309 clusters were obtained from our previous work
described in detail in Chapter 3.22 The 47, 38, 59, and 142 unique lowest energy Au54,
Au55, Au56, and Au309 clusters, respectively, were structurally compared with each
other to give 48, 43, 65, and 230 unique pairs of Au54, Au55, Au56, and Au309 clusters,
respectively. Just as for the genetic algorithm, these clusters were not amorphous and
were less than 1.0 eV in energy above the lowest energy isomer for each Au cluster.
4.3 Derivation of the SCM classification rules
The training set of cluster pairs described in Section 4.2.5 was examined to understand
how the T-SCM and A-SCM could be developed to both (1) categorise cluster pairs into
similarity classes and (2) to assign a numerical value of similarity to pairs of clusters.
This training set was also useful to learn about the behaviour and the strengths
and weaknesses of the SCMs, as well as to make improvements to the SCMs during
development.
4.3.1 Analysis of the behaviour of the SCMs for small clusters
Initially, it was vital to understand the suitable values of rcut for sampling with the
SCM. As discussed at the end of Section 4.2.3, the similarity values obtained from the
SCM can vary depending on the value of rcut used. This is because various neighbouring
4.3 Derivation of the SCM classification rules 89
















Figure 4.6: The interatomic distances between atoms in small, hand-constructed clusters
from the training set (a) and clusters obtained with global optimisation algorithms
from the validation set (b), given in units of nearest neighbour distances (n.n.d). The
red lines indicate the region of rcut values where the majority of first nearest neighbours
are captured and the second and higher nearest neighbours are excluded from analysis
by the SCM.
atom pairs can be included or excluded from the CNA process depending on if their
interatomic distances are less or greater than the chosen rcut value, respectively. Ideally,
we would like the SCM to analyse only the first nearest neighbour atom pairs and
exclude all the second and higher nearest neighbour atom pairs. Figures 4.6a and 4.6b
show the number of atom pairs of various interatomic distances from small clusters, in
nearest neighbour distances (n.n.d). In these figures, the majority of the first nearest
neighbour atom pairs are located between ∼0.9 – 1.2 n.n.d, while the majority of the
second nearest neighbour atom pairs are located between ∼1.7 – 2.3 n.n.d.† From this
analysis, the SCM should preferably be restricted to rcut values within 1.2 – 1.7 n.n.d
in order to include all first nearest neighbour atom pairs and exclude the majority of
second nearest neighbour atom pairs. We chose arbitrary to analyse the rcut values
between 1 + 13 n.n.d and 1 +
2
3 n.n.d in this study, being within the preferential 1.2 –
1.7 n.n.d range.
Next, the behaviours of the SCMs were examined by understanding how the
†The second nearest neighbour decreases to a distance of ∼1.7 n.n.d because the interatomic
distances between atoms in clusters is generally smaller than in the bulk.193–196
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similarity changed when a set of small clusters were structurally perturbed by various
amounts and compared with their original, unperturbed forms. Similarity values (σ),
being a value that describes how similar two clusters are structrually, were obtained
with both SCMs at various rcut values for each perturbation performed. Figure 4.7
shows a representative example of a gradually perturbed cluster where the top layer of
an octahedral cluster has been gradually shifted to exaggerate a stacking fault. Clusters
that were perturbed by only a slight amount† expressed σ values of 100 % somewhere
across their similarity profiles for both the T-SCM and A-SCM (as shown in Figures 4.7a
and 4.7b). Generally, σ decreased across the entirety of the similarity profile as the
perturbation increased; however, this decrease did not necessarily continue after the
perturbation had been well exaggerated. For example, most of the σ values slightly
increased when the stacking fault shifted from 0.4l (Figure 4.7d) to 0.5l (Figure 4.7e),
where l is the lattice constant. Here, this slight shift in the stacking fault restored
some of the local structural environments found in the original unperturbed cluster,
even though the global structure of the perturbed cluster had grown more different
from the original cluster by shifting the stacking fault from 0.4l to 0.5l.
While the T-SCM and A-SCM behaved in similar ways, the A-SCM was more
critical than the T-SCM, producing σ values that were slightly lower than that measured
by the T-SCM for the same rcut values. This observation is likely because the A-SCM
requires that an atom in each cluster have exactly the same types and amounts of
signatures to be considered equivalent. The T-SCM is more forgiving to imperfections
between clusters because it compares the total CNA profile between clusters, which
records the total amount of each signature in a cluster independent of what atom they
originates from.
Finally, the similarities for values of rcut close to the first or second nearest neighbour
†Such that the perturbed cluster varied at most by small differences in bond lengths and angles
compared to its unperturbed form.






Figure 4.7: Similarity profiles of an increasingly exaggerated stacking fault in a
truncated 38 atom octahedral cluster (left), as given by the T-SCM (centre) and
A-SCM (right). The (100) layer (green) has been shifted by 0.1l (a), 0.2l (b), 0.3l (c),
0.4l (d), and 0.5l (e), where l is the lattice constant. The vertical axes describe the
similarity value between two clusters, σ, at some value of rcut. The vertical dashed
red lines show the range of rcut values where the most of the first nearest neighbours
are included and most of second and higher nearest neighbours are excluded (between
rcut = 1 + 13 and rcut = 1 +
2
3). n.n.d: nearest neighbour distance.
distances in Figure 4.7 did not seem to fairly represent the similarity between these
two clusters. For example, the similarity near first nearest neighbour distances was
often ∼60 %, even after a slight perturbation in the structure, while the similarity near
second nearest neighbour distances was consistantly between ∼50 – ∼70 %.





Figure 4.8: Pairs of clusters representative of the Class I (top), Class IIa (top middle),
Class IIb (bottom middle), and Class III (bottom) similarity classes, along with their
smilarity profiles as obtained by the T-SCM (centre) and the A-SCM (right). The
vertical axis describes the similarity value between two clusters, σ, at some value of rcut.
The vertical dashed red lines indicate the area of the similarity profiles that should
capture the majority of first nearest neighbours and exclude the majority of second




Having understood how the similarity profile changed as clusters were gradually
made less similar, we turned our attention to how the similarity profile appeared for
cluster pairs of different similarity classes described in Section 4.2.4. Representative
examples of the similarity profiles for Class I, IIa, IIb, and III cluster pairs are shown
in Figure 4.8. The resulting σ values were again highly dependent on the choice of
rcut. Class I clusters were particularly notable in this regard, with σ being anywhere
from 0 – 100 % depending of the choice of rcut. As was observed in Figure 4.7, the
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similarity profiles fluctuated most at rcut values close to either the first or second
nearest neighbour distances for all similarity classes. If only the middle third of the
similarity profile is considered, σ was much more stable. As a result of this observation
we will only consider the σ values within the middle third of the similarity profile
(between rcut = 1 + 13 n.n.d and rcut = 1 +
2
3 n.n.d) for the rest of this chapter.
For Class I clusters, σ reached 100 % for at least one rcut value across the similarity
profile. This reflects that Class I clusters are very similar and vary only by small
differences in bond lengths and angles. Therefore, for a judicious choice of rcut, Class
I pairs would be classified as identical according to the SCM. Hence, a maximum
similarity (σmax) of 100 % over a range of rcut values can be used to identify Class I
pairs of clusters (i.e. σmax = 100 %). For Classes IIa, IIb, and III pairs of clusters, σ
varied less with rcut, σmax never reached 100%,† and, from a cursory perspective, σmax
decreased from Class IIa to Class IIb to Class III.
4.3.2 Analysis of σmax for small clusters
To explore whether the maximum similarity could indeed be used to distinguish the four
similarity classes, the maximum similarity (σmax) values of 447 pairs of small model
clusters (from the training set) spanning the four similarity classes were calculated
using the T-SCM and the A-SCM. The small clusters analysed contained up to 156
atoms. Figure 4.9a shows the σmax values obtained by the T-SCM, while Figure 4.9b
shows the σmax values obtained by the A-SCM. The σmax value of a pair of clusters was
obtained by sampling 78 rcut values evenly spread across the similarity profile between
(and including) rcut = 1 + 13 n.n.d and rcut = 1 +
2
3 n.n.d and taking the maximum
similarity from across this range. Every cluster pair from the training set was divided
into the four similarity classes based on a visual inspection of those pairs of clusters.
†This was expected because each cluster in these pairs of clusters were structurally distinct from
each other.
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Figure 4.9: Maximum similarities (σmax) of 447 comparisons that were made between
pairs of small clusters (containing ≤ 156 atoms), as obtained with the T-SCM (a)
or the A-SCM (b). Every pair has been divided into four similarity classes based on
a visual inspection of those cluster pairs. Top: The σmax values of Class I cluster
pairs; Top middle: The σmax values of Class IIa cluster pairs; Bottom middle: The
σmax values of Class IIb cluster pairs; Bottom: The σmax values of Class III cluster
pairs. The vertically dashed blue lines represent the rules used to categorise structural
comparisons into similarity classes using the T-SCM.
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These model clusters contained less than or equal to 156 atoms.
All of the Class I pairs of clusters displayed a σmax of 100 %, while the majority of
Class IIa pairs had σmax values of less than 100 %, and none of the Class IIb or III pairs
had σmax values of 100 %. For the T-SCM, Class IIa pairs generally had σmax values
between 65 % and 95 %, while Class IIb pairs generally had σmax values between 51 %
and 90 %, and Class III pairs had σmax values between 6 % and 61 %. Class IIb cluster
pairs showed a tail at lower similarities (∼39 – 51 %) that overlapped with the Class
III clusters. Upon further inspection of Class III cluster pairs, the T-SCM predicted
that a decahedral cluster and an icosahedral cluster (or a decahedral cluster and an
octahedral cluster) were more similar to each other than an icosahedral cluster and an
octahedral cluster. This was expected, as the decahedral cluster (a twinning of five
FCC tetrahedra) is a structural intermediate of the octahedral motif (a purely FCC
crystal with no twinning) and the icosahedral motif (a twinning of 20 FCC tetrahedra).
For the A-SCM, there was a greater spread of σmax values across each similarity
class compared to the T-SCM, as well as a greater amount of overlap between similarity
classes with the A-SCM. These overlapping regions were fairly significant, indicating
that the A-SCM most likely could not be used to categorise pairs of small clusters into
similarity classes using the σmax value.
Both the T-SCM and A-SCM displayed a significant overlap of σmax ranges between
the Class IIa and IIb similarity classes. Therefore, neither of these SCMs can be used
to distinguish between Class IIa and IIb cluster pairs.† Instead, these results indicated
that these two classes should be amalgamated to give a combined Class II similarity
class. The Class II similarity class is defined as two clusters that are structurally
different, but of the same motif, independent of whether they have the same base
structure or not. If we make this modification to the similarity classes, the T-SCM is
†i.e. neither SCMs could distinguish between a pair of clusters that were of the same motif, but
were either of the same or different base structures.
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able to distinguish between the Class I, II and III cluster pairs using the σmax values
with minimal overlap of σmax values between similarity classes.
Despite a few exceptions, the following rules emerged from the observations made
in Figure 4.9 as to how σmax could be used to categorise pairs of clusters into the
appropriate similarity classes using the T-SCM. These rules are:
Class I: A pair of clusters that has a maximum similarity (measured from across a
range of rcut values) of 100 % (σmax = 100 %).
Class II: A pair of clusters that has a maximum similarity (measured from across a
range of rcut values) between (and including) 60 % and (not including) 100 %
(60 % ≤ σmax < 100 %).
Class III: A pair of clusters that has a maximum similarity (measured from across a
range of rcut values) that is less than 60 % (σmax < 60 %).
Due to the results from this section, we will only continue to test the T-SCM as we
have shown that the A-SCM is not able to distinguish between similarity classes as
well as the T-SCM. Henceforth, the A-SCM will not be tested further in this chapter.
4.3.3 Analysis of σmax for large clusters
Classification rules were also derived for larger clusters (∼300 atoms). This was because
the decahedral and icosahedral motifs are twinned FCC crystals; therefore as the size
of the cluster increases, more of the atoms will contain topologies more recognisable as
octahedral-like (FCC-like), and thus the more similar the icosahedral, decahedral, and
octahedral motifs are likely to become. Figure 4.10 shows the maximum similarities
of 116 comparisons between cluster pairs belonging to Classes II and III, where each
model cluster contained 309 atoms. The σmax value of a pair of clusters was obtained
by sampling 78 rcut values evenly spread across the similarity profile between (and
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Figure 4.10: Maximum similarities (σmax) of 116 comparisons that were made between
pairs of large clusters by the T-SCM (containing 309 atoms). Every pair has been
divided into the appropriate similarity classes based on a visual inspection of those
clusters. Top panel: Pairs of clusters classified as Class II; Bottom panel: Pairs of
clusters classified as Class III. The vertically dashed blue lines represent the rules used
to categorise structural comparisons into similarity classes with the T-SCM.
including) rcut = 1 + 13 n.n.d and rcut = 1 +
2
3 n.n.d and taking the maximum similarity
from across this range. Every pair of clusters analysed has been divided into a similarity
class based on a visual inspection. No Class I pairs were made as the classification rule
for Class I clusters (σmax = 100 %) should be independent of size.
Figure 4.10 shows features similar to the smaller clusters - no Class II or III clusters
exhibit a maximum simlarity of 100 %, and the maximum similarity decreases from
Class II to Class III. Furthermore, the T-SCM was able to distingush between Class II
and Class III cluster pairs. Overall, this study showed that the σmax value could be
used as a classification metric for the larger clusters but with slightly different rules,
due to the higher overall similarity between larger clusters. These modified rules are:
Class II: A pair of clusters that has a maximum similarity (measured from across a
range of rcut values) between (and including) 70 % and (not including) 100 %
(70 % ≤ σmax < 100 %).
Class III: A pair of clusters that has a maximum similarity (measured from across a
range of rcut values) that is less than 70 % (σmax < 70%).
These rules are shown in Figure 4.10 as vertically dashed blue lines.
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4.3.4 Analysis of σ1/2 and a numerical measure of similarity
The previous results showed that pairs of clusters up to a few hundred atoms can be
classified into structural similarity classes based on their σmax values as obtained over
a range of rcut values. However, this process requires sampling multiple σ values over a
range of rcut values, which requires a reasonably large amount of computational effort.
While this is not a significant issue for small clusters or large clusters where only a few
pairs of clusters need to be analysed, it can become overwhelmingly significant when
used in an algorithm that samples very many clusters (such as a global optimisation
algorithm). For this reason, we also explored the result of taking the similarity at a
single rcut value, equidistant between first and second nearest neighbour distances in
the bulk (r1/2), rather than obtaining σmax over a range of rcut values. This similarity
metric will be labelled as σ1/2 throughout this thesis.
The collection of σ1/2 for 447 pairs of small clusters is shown in Figure 4.11. The
main observation was that σ1/2 decreased from Class I to Class II to Class III. However,
the distinction between similarity classes using σ1/2 was not as clear as using σmax.
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Figure 4.11: Similarities (σ1/2) of 447 comparisons that were made between pairs of
small clusters by the T-SCM (containing ≤ 156 atoms), equidistant between first and
second nearest neighbour distances in the bulk (r1/2). Every pair has been divided into
the three similarity classes based on a visual inspection of those clusters. Top panel:
The σ1/2 values of Class I cluster pairs. Middle panel: The σ1/2 values of Class II cluster
pairs. Bottom panel: The σ1/2 values of Class III cluster pairs.
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This is notable for Class I cluster pairs, where σ1/2 of a few pairs of clusters spanned
from 40 % to 100 %. There was also some overlap in σ1/2 between classes II and III
pairs. Therefore, if a strict classification of cluster pairs is desired, this study suggests
that σmax is better suited rather than σ1/2, especially for distinguishing between Class
I and II pairs.
While σ1/2 may not be suited for a strict classification of cluster pairs, the second
goal for the SCM was to provide a single numerical value of similarity between two
clusters, ideally with as low a computational cost as possible. Figure 4.11 showed that
there was a general decrease in σ1/2 from Class I to Class II to Class III. Therefore, this
should broadly give a numerical measure of similarity. There are a few cases where
this is clearly not true. For example, in Figure 4.11, some of the σ1/2 values of Class
I clusters were as low as 40 %, which is likely due to the considerable variation of
similarity across the similarity profile for Class I clusters. However, these make up
a small proportion of the total clusters in our training set. Furthermore, while some
Class II cluster pairs had σ1/2 values common to Class III pairs, these low σ1/2 value
Class II cluster pairs were often rather structurally different and thus likely warrent
lower σ1/2 values. An example of this is the perfect octahedron and a cuboctahedron
which has a σ1/2 of 39 %. While these are both octahedral clusters (and thus have been
classed as a Class II cluster pair), they are quite structurally different as they are the
the minimum and maximum truncations of a perfect octahedron. Therefore, as the
goal here is to represent the similarity between a pair of clusters that is irrespective of
motif, we propose that σ1/2 is sufficient to numerically represent the similarity between
a pair of clusters, and computationally cheap to obtain.
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4.3.5 Misclassification issues during T-SCM testing
The majority of model cluster pairs were successfully classified into the appropriate
similarity classes by the T-SCM. However, there were a few cases where the T-SCM
miscategorised octahedral cluster pairs. Firstly, a few Class II octahedral cluster pairs
were incorrectly assigned as Class I pairs. Two examples of Class II cluster pairs that
were mis-assigned as Class I pairs are shown in Figure 4.12. While these pairs of
clusters appear to be structurally different (albeit only slightly), both SCMs gave a
σmax value of 100 %, hence these pairs of clusters were classified as Class I. In these
examples, σ values of 100 % were found at larger values of rcut, near 1 + 23 n.n.d.
Another example of a Class II cluster pair that was mis-assigned as Class I is
shown in Figure 4.13. Visually, these two clusters are a Class II pair, as they differ
structurally in the position of the atoms highlighted yellow in Figure 4.13. Yet, the T-
SCM classified this pair of clusters as Class I, because the local structural environments
of these highlighted atoms are identical. Both highlighted atoms are corner atoms that
lie in the middle and on top of a (100) surface consisting of four atoms; therefore, they
have equivalent total CNA profiles, giving a similarity of 100 % for most values of
rcut by the SCM. This phenomenon was not observed in decahedral, icosahedral, or
imperfect octahedral clusters.
Secondly, a few Class II octahedral cluster pairs were incorrectly assigned as Class
Figure 4.12: Various modifications of models used to test the performance of the
T-SCM. (a) is a pair of visually Class II clusters where four (100) surface atoms have
been shifted across the surface, while (b) is a pair of visually Class II clusters where
four (100) surface atoms have been rotated on the surface of the cluster.
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Figure 4.13: Similarity profile of two structurally different octahedral clusters that
were incorrectly categorised by the SCM. These two octahedral clusters are identical
except for the position of the atoms highlighted in yellow. These yellow atoms are
located on different face sites on these clusters. The image in the circle shows a view
of the second octahedral cluster that allows the reader to see the yellow atom on top
of a four atom (100) surface. n.n.d: nearest neighbour distance.
III pairs. The majority of cases where Class II pairs were mis-classified as Class III
pairs were comparisons between octahedron-like and cuboctahedron-like octahedral
clusters. An example is shown in Figure 4.14, which had a σmax = 43 %. While these
cluster pairs are of the same motif, they are quite structurally different, as they are
the minimum and maximum truncations of a perfect octahedron. This is likely the
reason that the T-SCM struggled to correctly classify these types of cluster pairs.
Figure 4.14: An example of a set of visually Class II pair of model octahedral clusters
that were structurally significantly different to each other. Here, one cluster is more
octahedron-like (left), and the other cluster is more cuboctahedron-like (right) This
example would be classified as Class III by the T-SCM.
102 Developing a structural comparison method for global optimisation algorithms
(a) (b) (c) (d)
Figure 4.15: Various modifications of models used to test the performance of the SCM.
(a) shows an example of a perfect closed 38 atom octahedral cluster. (b) shows an
example of a closed 38 atom octahedral cluster with a stacking fault. However, (b)
could be regarded as a distorted decahedral cluster as shown in (c), where the colour
scheme describes the various layers of the decahedral, corresponding to the positions
of those atoms in a larger perfect decahedral cluster, (d). The pink and dark green
colours in (a) and (b) are only to guide the eye of the stacking fault in (b).
Another example is shown in Figure 4.15. Here, two cuboctahedral clusters were
compared to each other, where one cluster had a stacking fault through the middle of
the cluster. Figures 4.15a and 4.15b show this pair of clusters which had a maximum
similarity of 53 % (with the T-SCM). While Figure 4.15b appears to be an octahedral
cluster with a stacking fault, Figure 4.15b could also be viewed as a severely distorted
decahedral cluster (Figure 4.15c), which has a σmax value of 68 % (with the T-SCM)
when compared to a section of a perfect closed-shell decahedral cluster (i.e. when
comparing Figure 4.15b/c to the highlighted segment of Figure 4.15d). While this is an
extreme viewpoint, this may explain why the T-SCM would have classified Figures 4.15a
and 4.15b as a Class III pair rather than a Class II pair of clusters. This observation
was not completely unexpected, as decahedral clusters are the result of five twinned
FCC crystals about a centre axis. Therefore, an octahedral cluster with enough of a
stacking fault or with multiple stacking faults could potentially be classified as either
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a decahedral cluster or an octahedral cluster with one or more stacking faults. This
highlights the great difficulty of the unequivocal definition of the motif of a distorted
cluster in some cases, especially for smaller clusters.
Despite the few exceptions outlined above, the σmax value seemed to be a good
descriptor to compare pairs of clusters and classify them appropriately as Class I, II or
III pairs of clusters with the T-SCM.
4.4 Validation of the T-SCM
From the previous section, a set of rules was derived using model training clusters that
allowed the T-SCM to categorise pairs of clusters into one of three similarity classes
(classes I, II, and III), and to provide a numerical measure of similarity. The next
step was to verify that the T-SCM is able to classify cluster pairs into the appropriate
similarity classes with clusters more representative of the types of clusters that could
be obtain from a global optimisation algorithm.
A validation set of small, low energy clusters was collected from various global
optimisation algorithms to test the classification rules and the numerical value of
similarity derived in the previous sections. 469 unique structural comparisons were
made between clusters that were of the same element and same number of atoms.
Included in this set were low energy Cu37, Au38, Au54, Au55, Au56 and Au309 clusters
obtained from either the genetic algorithm or the GOUST algorithm. Higher energy
clusters were not included in this validation set. This was because most of these high
energy clusters were amorphous and thus were hard to categorise visually. Furthermore,
we are designing the T-SCM to assist a global optimisation algorithm in escaping from
any energy funnels it becomes trapped in. Low energy clusters best represent the
various energy funnels that a PES contains. Higher energy clusters do not generally
represent energy funnels well because of their high energy. Each pair of clusters was
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Table 4.2: Success of the T-SCM at classifying pairs of clusters into one of three
similarity classes, and the ranges and the averages (± one standard deviation) of
σ1/2 for those pairs of clusters in each similarity class. Clusters considered here were
Cu37, Au38, Au54, Au55, Au56, and Au309, obtained from various global optimisation
algorithms.





# success % success Range Average Range Average
I 44 43 98 100 – 76 97 ± 6 100 – 98 99.9 ± 0.4
II 233 225 97 100 – 44 77 ± 10 100 – 92 97 ± 2
III 192 181 94 79 – 20 37 ± 13 63 – 69 67 ± 1
Total 469 449 96
first visually assigned as either Class I, Class II, or Class III. Then, that pair of clusters
was processed by the T-SCM and categorised using the rules derived in Sections 4.3.2
and 4.3.3. If categorisation by the T-SCM agreed with the visual categorisation, this
was counted as a successful result.
The agreement of all unique structural comparisons is given in Table 4.2. Of the
469 structural comparisons made, 44 were visually classified as Class I pairs, 233 were
visually classified as Class II pairs, and 192 were visually classified as Class III pairs.
The percentage of agreement between visually and T-SCM identified Class I, Class II
and Class III pairs of clusters were 98 %, 97 %, and 94 %, respectively, with an overall
success of 96 %. This result shows that the T-SCM can be used to reliably categorise
pairs of clusters into similarity classes.
The values of σ1/2 for all 469 structural comparisons are also presented in Table 4.2.
The values of σ1/2 for each class had rather large ranges, as was also observed earlier in
Section 4.3.2. However, the averages of each similarity classes were distinctly different,
with minimal overlap when an error of one standard deviation was considered. Of
particular note is that clusters that belong to Class III had notably lower σ1/2 values
than the other classes, showing that σ1/2 is reliable at identifying two structurally
different clusters.
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For larger clusters, the σ1/2 of Class I and II pairs were very similar. This was
expected due to the higher similarity of larger clusters. However, the σ1/2 metric
of distinctly different clusters (Class III pairs of clusters) were well-separated. This
suggested that the σ1/2 metric was at least well suited for distinguishing between larger
clusters that were of the same motif (having higher σ1/2 values) and of different motifs
(having lower σ1/2 values).
4.5 Conclusion and further work
A structural comparison method (SCM) was created and developed to (i) classify pairs
of clusters into one of three similarity classes as would be done visually by a cluster
scientist, and to (ii) describe the similarity between two clusters as a numerical value.
The SCM was based on the common neighbour analysis (CNA), a tool designed to
describe the local structural environment present within clusters and extended solid
systems. Two versions of the SCM were designed, the total structural comparison
method (T-SCM) and the atomic structural comparison method (A-SCM). Similarity
profiles were obtained by structurally comparing pairs of clusters with the SCM, where
the similarity profile describes the similarity of a pair of clusters as a function of rcut
(between the first and second nearest neighbour distances (n.n.d)). The similarity
profiles of a training set of model clusters were compiled to understand how the T-SCM
and A-SCM behaved, to understand what features of the similarity profiles could be
used to assign cluster pairs to similarity classes, and how to obtain a numerical value of
similarity that described the relative similarity between pairs of clusters. It was found
that pairs of clusters could be reliably categorised by the T-SCM into the appropriate
similarity classes by taking the maximum similarity (σmax) from 78 rcut values evenly
spaced between rcut = 1 + 13 n.n.d and rcut = 1 +
2
3 n.n.d. This reliability was not
achievable with the A-SCM. The T-SCM was also able to express numerical similarity
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values that resembled the relative similarity between pairs of clusters. This was achieved
by taking the similarity between a pair of clusters at a value of rcut equidistant between
the first and second nearest neighbour distances (σ1/2). A validation set of clusters
(containing clusters obtained from various global optimisation algorithms) confirmed
the reliability of the T-SCM to categorise cluster pairs into similarity classes (with 96 %
success) and assign appropriate numerical similarity values to differing pairs of clusters.
Overall, this work shows it is possible that the T-SCM could be used as a method
for assessing the similarity between clusters generated during a global optimisation
algorithm. If one wanted to reduce the amount of computational work required to
perform the T-SCM, once could investigate if fewer rcut values could be sampled while
maintaining the same reliablity to categorise cluster pairs into similarity classes.
Chapter 5
Improving the efficiency of a global
optimisation algorithm
In this chapter, we incorporate the total structural comparison method (T-SCM) into
the genetic algorithm in an attempt to improve the efficiency of the genetic algorithm in
locating a cluster’s global minimum. First, we describe how the T-SCM is incorporated
into the genetic algorithm by way of a SCM predation operator and a structure +
energy fitness operator. We also describe the tests that were performed upon the
genetic algorithm to obtain the optimal settings prior to testing the genetic algorithm
with the SCM predation operator and the structure + energy fitness operator. Then,
we compare the performances of the genetic algorithm with and without the use of the
SCM predation operator and the structure + energy fitness operator. Various sizes
of Lennard-Jones (LJ) clusters were used as benchmarks; specifically LJ38, LJ75, and
LJ98, as these clusters are known to have complex potential energy surfaces (PES).
Furthermore, there exists reliable benchmarking data in the literature regarding the
efficiencies of globally optimising these three LJ clusters with the genetic algorithm.
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5.1 Introduction
As mentioned in the previous chapter, the major problems that global optimisation
algorithms face are that (1) there are a plethora of structural permutations (local
minima) that a cluster could adopt, any one of which could be the global minimum,
and (2) many clusters contain a multiple funnel potential energy surface (PES), such
that it is possible for a global optimisation algorithm to become trapped in one of these
funnels.163 A notable example of this is the 38 atom Lennard-Jones cluster (LJ38),
which contains a double funnel PES.56,98,99 Global optimisations of LJ38 often get
trapped in the icosahedral-like energy funnel and do not locate the octahedral energy
funnel that contains the global minimum. This is because the icosahedral funnel is
entropically favoured (as it contains significantly more local minima than the octahedral
funnel) and these two funnels are separated by a relatively large energy barrier.99
Other Lennard-Jones clusters that contain double funnel PESs that are problematic
to globally optimise are LJ75–77,56,98 LJ98,100 and LJ102–104.56 Metallic clusters also
experience difficulties during global optimisations, as their PESs often contain multiple
energy funnels of structurally diverse clusters.
Obtaining the global minimum for any type of cluster as efficiently as possible,
or at least within a reasonable period of computational time, is the ultimate goal
of any global optimisation algorithm. Global optimisation algorithms often include
inherent mechanisms designed to increase the efficiency of locating the global minimum.
For example, the basin hopping algorithm may accept higher energy clusters during
an optimisation with a probability based on a Boltzmann distribution.56 Similarly,
practically all genetic algorithms select clusters for mating based on probability, such
that higher energy clusters may be picked for mating and mutating to make new
offspring. More specific techniques can also be employed to encourage a broader
exploration of the PES by encouraging global optimisation algorithms to sample more
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diverse clusters. These techniques can prove very useful for exploring multi-funnel PESs
and to prevent a global optimiser from becoming trapped in an energy funnel.65,197
Such diversity promoting schemes are usually based on a metric that describes the
diversity of all or a selection of clusters that the algorithm has found. For example,
a diversity scheme commonly used in the genetic algorithm is the energy predation
operator, where two clusters in the population are considered ‘identical’ if they have
the same energy.62–64 The algorithm removes one of these clusters (hence the name
“predation”) before continuing. The advantages of the energy predation diversity
scheme are that it is simple and very fast to perform. Furthermore, assimilating the
energy of a cluster to a particular isomer is often a robust assumption, particular for
low energy clusters. However, it suffers in the case where two structurally distinct
clusters are energetically degenerate. Furthermore, this diversity scheme requires the
user to specify how similar the energies of two clusters can be to be considered identical,
which can be dependent on the type and size of the cluster.
Other diversity schemes use structural features to describe the diversity of clusters.
Some of these diversity schemes compare the interatomic distances between every atom
in a cluster to prevent structural duplicates existing in the population.65,66 A similar
structural diversity scheme compares the eigenvalues of cluster’s interatomic distance
matrix in order to remove duplicates from a population.67 Comparisons of the total
inertia value of various clusters has also been used in structural diversity schemes.68,69 A
duplicate removal method has also been incorporated into the basin-hopping algorithm
which compares the interatomic distances as well as the eigenvalues of a cluster’s inertia
tensor to differentiate between different clusters.70 While these diversity schemes are
very powerful, their focus is limited to removing identical clusters from the population.
A key component of most global optimisation algorithms is a numerical value that
helps guide a global optimisation algorithm about the PES in search of the global
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minimum. This value is called the fitness value in the genetic algorithm. In the genetic
algorithm, individual fitness values are assigned to every cluster in the population. The
genetic algorithm uses these fitness values to determine which clusters to mate together
as well as which clusters to remove from the population during natural selection. The
greater a cluster’s fitness value, the more likely that cluster will be picked for mating
and the less likely it will be removed from the population during natural selection. A
fitness operator is designed to assign fitness values to each cluster in the population. In
cluster research, the most commonly used fitness operator is the energy fitness operator.
This fitness operator assigns fitness values to clusters based on their energy relative
to other clusters in the population.62,63,96,198–202 In this fitness operator, clusters with
the lower energies have higher fitness. The energy fitness operator drives the genetic
algorithm to locate the lowest energy clusters possible. However, it often causes the
genetic algorithm to become trapped in easily accessible energy funnels.
Some attempts have been made to prevent trapping from occurring with the energy
fitness operator. Neogi et al. developed an energy fitness function that included a
tunable parameter that could be used to favour high energy clusters to escape from
energy funnels.203 Shao et al. based their fitness value on the energy difference and
the elemental permutation in bimetallic clusters.204–206
While these modifications to the energy fitness operator are able to assist the
genetic algorithm in escaping from energy funnels, they do not necessarily facilitate the
exploration across a cluster’s PES. Exploration means a global optimisation algorithm
is constantly locating new clusters that are structurally different from all other clusters
that have been previous obtained during a global optimisation. Sufficient exploration of
a cluster’s PES is often necessary for locating the global minimum as there are no rules
that determine where the global minimum will be located on the PES; any structural
form that a cluster could take could be the global minimum structure.207 While a
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fitness operator has been designed to include a measure of structural diversity for
globally optimising crystal structures and for making polymorphic predictions,208,209 to
our knowledge, no fitness operator has been designed to include a measure of structural
diversity that would assess the structural similarity between newly created clusters and
previously created clusters. Such a measure could assist in guiding a global optimisation
algorithm about a cluster’s PES and could aid in locating the global minimum cluster.
In this chapter, we incorporate the SCM (developed in the previous chapter) into
a genetic algorithm in an effort to promote exploration of the PES and to improve
the efficiency of locating a cluster’s global minimum using the genetic algorithm. The
SCM is incorporated into the genetic algorithm in two ways. Firstly, the SCM is
incorporated into the SCM-based predation operator, designed to remove clusters that
are too structurally similar to other clusters from the population. Secondly, the SCM is
also incorporated into the structure + energy fitness operator that assigns fitness values
to clusters based on their energy and structural diversity relative to other clusters in
the population. The goal of this chapter is not to create the best performing global
optimisation algorithm but rather to understand if promoting structural diversity
(during a global optimisation) would lead to a more efficiency global optimisation
algorithm. These structural diversity schemes are tested on Lennard-Jones clusters, in
particular LJ38, LJ75 and LJ98, which are known to be particularly challenging cases
to solve for the global minimum.
The work presented in this thesis was performed solely by the author. The results
from this chapter have been published in the article: G. R. Weal, S. M. McIntyre and A.
L.Garden, “Development of a Structural Comparison Method to Promote Exploration
of the Potential Energy Surface in the Global Optimization of Nanoclusters”, J. Chem.
Inf. Model., 2021, DOI: 10.1021/acs.jcim.0c01128.178
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5.2 Theory and computational details
5.2.1 The genetic algorithm
The genetic algorithm is described in Chapter 2 and recapped briefly here. The genetic
algorithm (pictorally shown in Figure 5.1) works as follows. Firstly, npop randomly
generated clusters are locally minimised and placed into a population. Every cluster is
then assigned a fitness value by a fitness operator. In this work, the initial population
of each trial consisted of the same set of randomly generated, locally optimised clusters,
to allow for fair testing between methods. Secondly, noff offspring are created either
by mating two parent clusters from the population together, or mutating a copy of
a cluster from the population. These offspring are each locally optimised. Thirdly, a
predation operator removes clusters from the population that are similar in some way
to any other cluster in the population. The clusters that remain in the population are
then assigned a fitness value. Fourthly, a natural selection process removes the least fit
clusters from the population until that population reaches its original size (an elitist
natural selection process).55,63 If the population size changes during the second to
fourth steps, the fitness values of every cluster in the population are re-evaluated. This
is because a cluster’s fitness value can change when clusters are added or removed from
the population. The second to fourth steps comprises a generation. In this chapter,
the genetic algorithm was performed for an unlimited number of generations until
the global minimum was located (unless otherwise specified). Global minima were
known prior to performing the genetic algorithm as these global optimisations were
performed to test the efficiency of the genetic algorithm in this chapter. This was
possible because the global minima of Lennard-Jones clusters are known.56,98–100 Epoch
events were allowed during these simulations. An epoch event is where the genetic
algorithm is reset with a new population of randomly generated clusters. During a
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n = npop False
Figure 5.1: Pictorial description of the genetic algorithm developed for this chapter.
Blue ovals indicate a population that contains n clusters, and rounded red rectangles
depict a single cluster. Green rectangles indicate an action to be performed upon
clusters in the population, while orange rectangles indicate if statements. The light
purple box indicates all the actions that are performed in making noff offspring. A
star (*) indicates that the fitness of clusters in the population are re-evaluated before
continuing with the genetic algorithm.
genetic algorithm, an epoch event was initiated if none of the clusters in the population
had been replaced after nepoch generations.
The parameters for npop and noff were based on those used by Oakley et al.96
These were npop = 20 and noff = 16 for LJ38, and npop = 100 and noff = 80 for
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LJ75 and LJ98, where LJ indicate a Lennard-Jones cluster. The mating method used
was a modified version of the equally weighted 1-point Deaven and Ho cut and splice
method.62,146 For the global optimisation of LJ98, we found it was significantly more
effective to use a modified version of the randomly weighted 1-point Deaven and Ho
cut and splice method.96 The reason for these choices are given in Section 5.3 (vide
infra). The mutation method used was the atom displacement method (also known as
the move, rattle, or rumble method).55 In this method, a mutant cluster is created by
duplicating a cluster from the population, then randomly displacing each atom in the
cluster by some distance less than or equal to dmax from its original position. For the
work presented in this thesis, dmax = 0.75 Å. Based on previous studies, the probability
of an offspring being created by mating was 90 %, and likewise the probability of
an offspring being created by mutation was 10 %.62,96 We chose the setting for the
probability of an offspring being created by either mating or mutation to be the same
as Oakley et al. to maintain consistency with their approach.96 Clusters were selected
from the population for mating using the roulette wheel method.210 Every cluster had
an equal probability of being selected for mutation. The epoch settings chosen were
based on the study presented in Section 5.3. From this study, nepoch = 5 for LJ38, no
epoch method was used for LJ75, and nepoch = 1 for LJ98. 1000 independent genetic
algorithm trials were performed upon the LJ38, while only 100 independent trials were
performed for LJ75 and LJ98 unless otherwise specified (where a trial is a single run of
the genetic algorithm).
The genetic algorithm was written by the author and run in Python 3.6.3, and
incorporated the Atomic Simulation Environment (ASE, version 3.19.0) and the As Soon
As Possible (ASAP, also known as asap3, version 3.11.10) packages.140,211 Clusters were
locally minimised using the Fast Inertial Relaxation Engine (FIRE) local optimiser,145
as implemented in ASE. The FIRE local optimiser was chosen as it locally optimised
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clusters the fastest compared to other local optimisers. This was based on a preliminary
study of several local optimisers that is presented in Appendix D.1. The CNA, the
RGL potential, and the Lennard-Jones potential were all implemented in ASAP.211
The genetic algorithm program can be found at https://github.com/GardenGroupUO.
More information on how the genetic algorithm program was created and the issues
that were faced and resolved during its development can be found in Appendix D.2.
5.2.2 Predation operators
A predation operator is designed to prevent similar clusters from existing in the
population at the same time in order to maintain a level of diversity in the population.
How the predation operator performs this task depends on the metric that is used to
measure the diversity between clusters within the population. Three types of predation
operators were used in this work. All of these operators removed a cluster from the
population if that cluster was considered “identical” to another cluster in the population.
These predation operators differed in the way that they define two clusters as being
“identical”. Some of the considerations that were made in choosing the internal settings
of these predation operators are explained in Section 5.3 (vide infra).
The first predation operator is the energy predation operator, where two clusters
are considered identical if the energy difference between those two clusters is less than
λ.63 In this work, λ = 0.01ε, where ε is the natural unit of energy for Lennard-Jones
clusters.
The second predation operator is the interatomic distance comparison method
(IDCM) predation operator, which compares the interatomic distances of two clusters.
The IDCM predation operator used is based on that described in the Mexican enhanced
genetic algorithm.65 The interatomic distances between every atom in a cluster are
placed into a list and sorted from smallest to largest interatomic distance. The IDCM
116 Improving the efficiency of a global optimisation algorithm
compares the sorted lists of two clusters. These two clusters are considered identical if
each element between their respective lists differ by less than or equal to δ %. The
value of δ differed depending on the size of the cluster under investigation. In this
work, δ was set to 5 % for clusters containing 38 atoms, as suggested by Vargas et al.65
For larger clusters containing 75 atoms, we found it more effective to set δ to 2 %. For
clusters containing 98 atoms, cases with both δ = 1 % and 2 % were considered.
The third predation operator considered is the structural comparison method (SCM)
predation operator. This predation operator is developed in the present work and
utilises the SCM, previously discussed in Chapter 4. For this predation operator, two
clusters are considered identical if that pair of clusters is categorised into the Class I
similarity class (i.e. differ only in small changes in bond lengths and angles).
5.2.3 Fitness operators
The fitness value of a cluster determines the likelihood that it will be chosen as a
parent for mating and the likelihood that the cluster will be kept in the population
at the expense of other clusters during the natural selection process. In typical
implementations of the genetic algorithm, a cluster’s fitness value is calculated with
the energy fitness operator, where the fitness is calculated solely as a function of the
energy of that cluster relative to others in the population. In this work, the energy
fitness value is calculated using an exponential function63
fe(x) = exp{−αeρe(x)} (5.1)
where fe (x) is the energy fitness value of the xth cluster, αe is a constant related to
the steepness of the exponential function (in this work, αe = 3, as was chosen by the
Johnston group63), and ρe(x) is a value related to the energy of the xth cluster relative
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to the other clusters in the population, given as63
ρe(x) =
V (x) − Vmin
Vmax − Vmin
(5.2)
where V (x) is the energy of the xth cluster in the population, and Vmax and Vmin are
the energies of the highest and lowest energy clusters in the population. Note that for
the energy fitness operator, the lowest energy clusters will have the highest fitness, and
therefore are most likely to pass on their structural traits through mating and survive
into future generations.
In this work, we introduce the “structure + energy” fitness operator, which is
designed to incorporate the structural diversity of a cluster (as well as its energy) into
the fitness value. The fitness value of the xth cluster, f(x), is obtained by taking a
linear combination of the energy fitness value, fe(x), and the structural fitness value,
fSCM(x), as given by
f(x) = cefe(x) + cSCMfSCM(x) (5.3)
where ce and cSCM are the energy and structural fitness coefficients respectively. ce
and cSCM sum to unity (ce + cSCM = 1). Unless otherwise specified, the value of cSCM
used by the structure + energy fitness operator was cSCM = 0.8 and ce = 0.2. The
reason for this choice of cSCM and ce values will be given later in this chapter. The
energy fitness value is obtained as given previously in Equation (5.1). The structural
fitness value is also obtained using an exponential function, given as
fSCM(x) = exp{−αSCMρSCM(x)} (5.4)
where αSCM is a constant (in this work, αSCM = 1, unless otherwise specified) and
ρSCM(x) is a value related to the structural diversity of the xth cluster. ρSCM(x) is
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calculated as
ρSCM(x) =
max{σ1/2,xy | y = 1, . . . , ntotal, y ̸= x}
100 (5.5)
where σ1/2,xy is the similarity between clusters x and y at a rcut value equidistant between
the first and second nearest neighbours (rcut = r1/2, such that σ1/2,xy ≡ σ(x, y, r1/2)),
and ntotal is the number of clusters in the current population. In Equation (5.5), the
value of ρSCM for cluster x is taken as the maximum value of σ1/2,xy between cluster
x and every other cluster in the population, including the offspring. The maximum
value of σ1/2,xy represents the similarity between the xth cluster and its most similar
counterpart in the population. Taking the maximum value of σ1/2,xy penalises cluster x
the most if cluster x is very structurally alike to any other cluster in the population.
We divide this value by 100 so that ρSCM(x) lies between (and including) 0 and 1.
Note that if ce = 1 and cSCM = 0, the fitness value calculated with this fitness operator
will be based solely on the energy of the cluster with no contribution from the SCM,
which is equivalent to the energy fitness operator. Also note that, unlike the energy
fitness operator, it is possible for a high energy cluster to have a high fitness value with
the structure + energy fitness operator if that cluster is structurally very different to
every other cluster in the population. Likewise, it is possible for a low energy cluster
to have a low fitness value with this operator if that cluster is structurally very similar
to at least one other cluster in the population.
We also tested another version of the structure + energy fitness operator, where
the similarity value used was σmax,xy instead of σ1/2,xy
ρSCM(x) =
max{σmax,xy | y = 1, . . . , ntotal, y ̸= x}
100 (5.6)
where σmax,xy is the maximum similarity between cluster x and y, measured at 78
rcut values between rcut,low = 1 + 13 n.n.d and rcut,high = 1 +
2
3 n.n.d. In units of Å,
5.3 Choices of methods and parameters used by the genetic algorithm 119
rcut,low = d1nn + 13(d2nn − d1nn) and rcut,high = d1nn +
2
3(d2nn − d1nn), where d1nn and
d2nn are the first and second nearest neighbour distances in the bulk, respectively.
5.2.4 Lennard-Jones clusters
In this work the performance of the SCM-incorporated genetic algorithm is tested on















where VLJ is the total potential energy, rij is the interatomic distance between atoms
i and j, η is related to the equilibrium distance between two atoms‡ (where the
equilibrium distance, req, is req = 2
1
6η), and ε, or more specifically −ε, is the energy
between atoms i and j at the equilibrium distance. The values of η and ε used
were η = 1 and ε = 1, and no cut-off value was used in this implementation of
the Lennard-Jones potential (i.e. the Lennard-Jones potential extended infinitely in
space). Note that the first and second nearest neighbour distances in a Lennard-Jones
FCC crystal are equal to req and
√
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√
2 × 2 16η = 2 23η).
5.3 Choices of methods and parameters used by
the genetic algorithm
To begin, it was important that suitable methods and parameters were used in the
genetic algorithm for locating the global minimum of LJ38, LJ75, and LJ98 prior to
testing the newly developed SCM-based predation operator and the structure + energy
‡In the literature, the η value is often given the greek letter σ. As σ is used to describe another
the structural similarity between two clusters in this thesis, we have assigned this Lennard-Jones
equilibrium distance-based term the greek letter η to prevent confusion.
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fitness operator. Most of these had been optimised by Oakley et al.96 However, the
epoch method used by Oakley et al. could not be used in this work. Oakley et al.
used the mean energy epoch method, where the mean energy of the clusters in the
population was required to decrease after every generation. This epoch method could
not be used on this work as it was incompatible with the structure + energy fitness
operator, where the mean energy often increased when accepting structurally diverse
offspring. For this reason, a population-based epoch method was developed in this
work that was compatible with the structure + energy fitness operator, where the
population was only reset if no cluster in the population had been replaced after nepoch
generations. The settings for the population-based epoch method are optimised in
this section. Furthermore, the optimal mating methods used for LJ75 and LJ98 are
examined as well as the optimal parameters for the predation operators used for LJ98.
5.3.1 Epoch choices for LJ38
Table 5.1 shows the performance of the genetic algorithm in locating the global minimum
of LJ38 with various epoch settings. 1000 independent trials were each run for each
type of genetic algorithm until each trial had found the global minimum. The average
number of minimisations is the average number of clusters that were created and locally
optimised by the genetic algorithm before locating the global minimum. The lower the
average number of minimisations, the better the genetic algorithm performed. The
genetic algorithm performed best when an epoch method was used, with either nepoch
= 1 or nepoch = 5. The only difference between these two values of nepoch was that the
genetic algorithm with no predation operator performed better when nepoch was set to
1. This was because the epoch method was able to quickly reset the population once
the population had stagnated. If a predation operator was used, the epoch method did
not need to be as strict (compared to if no predation operator was used). The reason
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Table 5.1: Performance of the genetic algorithm in locating the global minimum of
LJ38 for various epoch settings. The performance is given as the average number of
minimisations performed to locate the global minimum, with an error given is the 95 %
confidence interval range. The lower the value of number of minimisations, the better
the algorithm performed. A variety of predation operators were tested, while the fitness
operator used was the energy fitness operator. 1000 independent trials were each run




None nepoch = 5 nepoch = 1
None 5242 ± 387 3361 ± 218 2841 ± 180
Energy 2791 ± 173 2570 ± 163 2653 ± 163
IDCM 3606 ± 273 2671 ± 171 2771 ± 174
for this is likely because predation operators are able to maintain a level of diversity
within the population as well as allowing for adequate exploration of the PES of LJ38.
In this thesis, we chose to perform the majority of our LJ38 global optimisation
studies with nepoch = 5 to allow the genetic algorithm to perform as well as possible
while invoking as minimal influence from the epoch method as possible.
5.3.2 Epoch and mating method choices for LJ75
As well as testing various epoch settings for LJ75, the performance of the equally
and randomly weighted 1-point Deaven and Ho cut and splice (CAS) methods were
exampled upon this cluster. These mating methods were tested because, anecdotally,
they severely affected the performance of the genetic algorithm. These preliminary
tests were only run for a restricted number of generations due to the large amount of
computational resources required for these tests.
Table 5.2 shows the percentage of trials that found the global minimum for LJ75.
The higher the success values given in Table 5.2, the better the performance of that
genetic algorithm. 50 independent trials were each run for 25,000 generations for each
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Table 5.2: Performance of the genetic algorithm in locating the global minimum of
LJ75 for various mating and epoch methods. The performance is given as the success of
finding the global minimum after performing 25,000 generations. The higher the value
of success, the better the algorithm performed. A variety of predation operators were
tested, while the fitness operator used was the energy fitness operator. 50 independent
trials were each run for 25,000 generations for each type of genetic algorithm, which




Equal CAS Random CAS
None nepoch = 5 nepoch = 1 None nepoch = 5 nepoch = 1
None 8 % 0 % 2 % 4 % 6 % 24 %
Energy 30 % 4 % 2 % 12 % 14 % 8 %
IDCM (δ = 1 %) 18 % 6 % 0 % 12 % 18 % 16 %
IDCM (δ = 2 %) 28 % 0 % 2 % 12 % 8 % 20 %
type of genetic algorithm, which was equivalent to performing 2,000,100 minimisations.†
Out of all the tests that were performed, the majority of predation operators performed
best using the equal CAS method with no epoch method. Interestingly, applying an
epoch method with the equal CAS method severely diminished the performance of the
genetic algorithm with any predation operator. At first, this indicates that resetting
the global optimisation of LJ75 prevents the genetic algorithm from locating the global
minimum. However, the random CAS method performed reasonably well with and
without an epoch method. This seems to suggest that it is the combination of the equal
CAS with the epoch method that negatively affects the global optimisation of LJ75.
We do not have an explanation for why this combination leads to poor performance of
the genetic algorithm. In any case, the combination of the equal CAS method with no
epoch method performed the best. For this reason, these settings were used for further
genetic algorithm tests upon LJ75. This also allowed us to investigate the efficiency
of the genetic algorithm with various predation and fitness operators upon a cluster
†2,000,100 minimisations were performed because 100 clusters were initially created at the start
of the genetic algorithm, and 80 offspring were created each generation. As a local optimisation is
always performed when a cluster is created, either at the start of the genetic algorithm or through
mating or mutations, 25,000 generations × 80 offspring created per generation + 100 clusters created
at the start of the genetic algorithm = 2,000,100 minimisations performed in total.
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where the epoch method was not used.
The global optimisation of LJ75 is relatively difficult, as was observed by Oakley
et al. who only located the global minimum LJ75 cluster once out of 25 independent
trials, with this one successful trial requiring 12,254,742 minimisations to locate the
global minimum cluster.96
5.3.3 Epoch, mating methods, and predation operator choices
for LJ98
Table 5.3 shows the percentage of trials that found the global minimum for LJ98. The
higher the success values given in Table 5.3, the better the performance of that genetic
algorithm. 100 independent trials were each run for 5,000 generations for each type
of genetic algorithm, which was equivalent to performing 400,100 minimisations.† We
found that the randomly weighted 1-point Deaven and Ho cut and splice method
Table 5.3: Performance of the genetic algorithm in locating the global minimum of
LJ98 for various mating and epoch methods. The performance is given as the success of
finding the global minimum after performing 5,000 generations. The higher the value
of success, the better the algorithm performed. A variety of predation operators were
tested, while the fitness operator used was the energy fitness operator. 100 independent
trials were each run for 5,000 generations for each type of genetic algorithm, which




Equal CAS Random CAS
None nepoch = 5 nepoch = 1 None nepoch = 5 nepoch = 1
None 0 % 0 % 0 % 0 % 29 % 76 %
Energy 0 % 0 % 0 % 0 % 32 % 74 %
IDCM (δ = 1 %) 0 % 1 % 0 % 0 % 43 % 69 %
IDCM (δ = 2 %) 0 % 0 % 0 % 0 % 43 % 57 %
†400,100 minimisations were performed because 100 clusters were initially created at the start
of the genetic algorithm, and 80 offspring were created each generation. As a local optimisation is
always performed when a cluster is created, either at the start of the genetic algorithm or through
mating or mutations, 5,000 generations × 80 offspring created per generation + 100 clusters created
at the start of the genetic algorithm = 400,100 minimisations performed in total.
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worked better than the equally weighted 1-point Deaven and Ho cut and splice method,
as was suggested in Oakley et al.96 The equally weighted 1-point Deaven and Ho cut
and splice method generally never found the global minimum cluster. Furthermore, it
was quite advantageous to use an epoch setting of nepoch = 1 to globally optimise LJ98,
while nepoch = 5 also offered a notable improvement over no epoch. For this reason, we
use the epoch setting nepoch = 1 for our global optimisations of LJ98. As an aside, the
global minimum of LJ98 was much faster to locate than the global minimum of LJ75.
This was also observed by Oakley et al.96
As seen in Table 5.3, the predation operators that were used to optimise LJ98
generally perform as well as when no predation operator was used. This was unexpected,
as predation operators generally improve the performance of the genetic algorithm. For
this reason, we also tested the optimal settings for the energy and the IDCM predation
operator for the global optimisation of LJ98. These settings were the value of λ that
determined the maximum difference in energy between two clusters to be considered
equivalent in the energy predation operator, and the value of δ that determined the
maximum difference in intermolecular distances between two clusters to be considered
equivalent in the IDCM-based predation operators. Table 5.4 shows a comparison of
the performances of global optimisations upon LJ98 with varying values of λ for the
energy predation operator and varying values of δ for the IDCM predation operator.
In regards to the energy predation operator, the genetic algorithm performed worst
when λ = 0.1ε; otherwise the energy predation operator performed equally well for
any other value of λ. Therefore, for consistency with the energy predation settings
used for LJ38 and LJ75, we set λ = 0.01ε for LJ98. The IDCM predation operator
also performed equivalently across all values of δ sampled except for δ = 2.0 %, which
performed slightly worse. From these results, we chose to perform global optimisations
of LJ98 with δ = 1.0 %. However, as the global optimisation of LJ98 was relatively
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Table 5.4: Performance of the genetic algorithm in locating the global minimum of LJ98
using either the energy or IDCM predation operator. Various λ values were used by the
energy predation operator, while various δ values were used by the IDCM predation
operator. The higher the value of success, the better the algorithm performed. 100




λ Success δ (%) Success
10−1ε 22 % 0.2 73 %
10−2ε 74 % 0.4 63 %
10−3ε 75 % 0.6 70 %
10−4ε 77 % 0.8 66 %
10−5ε 70 % 1.0 69 %





quick to obtain the global minimum for, we also included global optimisations of LJ98
with δ = 2.0 % in this chapter for completeness.
5.4 Performance of the SCM incorporated genetic
algorithm for LJ38
5.4.1 Optimal settings for the structure + energy fitness op-
erator
The structure + energy fitness operator contained three parameters for which settings
needed to be chosen before proceeding. These are
cSCM : describes the proportions of a cluster’s fitness value, f(x), that are given by the
structural fitness value, fSCM(x), and by the energy fitness value, fe(x).
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αSCM : describes the steepness of the exponential function used to convert the ρSCM (x)
value into fSCM(x).
ρSCM(x): describes the structural diversity of the xth cluster in the population. ρSCM (x)
is obtained by either taking the maximum σ1/2 value or the maximum σmax value
between cluster x and every other cluster in the population (see Section 5.2.3).
These three parameters were tested on LJ38, as this cluster required minimal com-
putational effort to perform a vast number of repeated trials compared to LJ75 and
LJ98.
Figure 5.2 shows the average number of minimisations (from across 1000 independent
trials) that were needed to obtain the global minimum for various values of cSCM
and for both σmax,xy and σ1/2,xy similarity metrics, where αSCM = 1. The lower the
average number of minimisations, the more efficient the genetic algorithm. Overall,
the structure + energy fitness operator performed better than energy fitness operator,
no matter which predation operator was used. The structure + energy fitness operator
performed best when cSCM = 0.8, using any predation operator. Interestingly, the
genetic algorithm performed equally well with or without a predation operator when
cSCM = 0.9. This is a possible sign that the structure + energy fitness operator is able
to maintain a level of diversity within the population (that is usually maintained by a
predation operator) when it is heavily influenced by the structural fitness value, fSCM .
As mentioned previously, the αSCM value describes the steepness of the exponential
function used to convert the ρSCM(x) value into structural fitness value, fSCM . Struc-
turally similar clusters have high ρSCM values and low fSCM values, while structurally
diverse clusters have low ρSCM values and high fSCM values.† The steepness of the
exponential essentially dictates the spread of fSCM values amongst clusters in the
†This is because ρSCM is proportional to the similarity metric, whether that be σ1/2,xy (Equa-
tion (5.5)) or σmax,xy (Equation (5.6)). Therefore, as structurally similar clusters clusters have high
similarity metrics, they have high ρSCM values. Likewise, structurally diverse clusters have typically
low similarity metrics; therefore, structurally diverse clusters also have low ρSCM values
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αSCM = 1
Figure 5.2: The average number of minimisations required to locate the global minimum
for a variety of predation and fitness operators, accompanied by the 95 % confidence
interval. Here, αSCM = 1. Predation operators: no predation operator (red), energy
predation operator (yellow), IDCM predation operator (green), SCM predation operator
(blue). Fitness operators: energy + structural fitness operator where σ1/2,xy was used
to obtain the ρSCM (x) values for each cluster in the population ( , lighter shade, solid
line), energy + structural fitness operator where σmax,xy was used to obtain the ρSCM (x)
values for each cluster in the population ( , darker shade, dashed line). Optimisations
performed with cSCM = 0.0 are equivalent to the genetic algorithm using the energy
fitness operator.
population. A greater αSCM value will result in clusters having low fSCM values
unless they are very structurally diverse. This is pictorally shown in Figure 5.3, where
αSCM = 1 associates high fSCM values for most values of ρSCM , especially for ρSCM <
0.6, while αSCM = 3 only associates high fSCM values to clusters with ρSCM < ∼ 0.2.
The impact of the choice of αSCM on the performance of the genetic algorithm was
tested by setting αSCM to a higher value (αSCM = 3), shown in Figure 5.4. This high
choice of αSCM ideally penalised lower diversity clusters to a larger extent. Figure 5.4
showed no extra improvement in efficiency when αSCM = 3 compared to αSCM = 1
(previously shown in Figure 5.2). This result was obtain whether σ1/2,xy nor σmax,xy was
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Figure 5.3: The profiles of the decaying exponential function with different values of
αSCM . ρSCM is related to the similarity of a cluster compared to the other clusters
in the population. Low ρSCM represents structurally diverse clusters, high ρSCM
represents structurally similar clusters.
used to calculate ρSCM . The genetic algorithm performed best when αSCM = 3 and
cSCM = 0.9 (Figure 5.4), which performed similarily when αSCM = 1 and cSCM = 0.8
(Figure 5.2). From this result, we conclude that αSCM and cSCM are correlated. This
is a reasonable remark, since f ∝ cSCM exp{−αSCMρSCM(x)} (see Equations (5.3)
and (5.4) of Section 5.2.3). Therefore, there was no need to tune both these values.
For this reason, we chose to set αSCM permanantly as αSCM = 1 and change the value
cSCM in order to fine tune the performance of the genetic algorithm.
On a final note, Figures 5.2 and 5.4 also showed that the structure + energy fitness
operator performed equally well across all values of cSCM using either σmax,xy or σ1/2,xy.
Since σmax,xy requires more computational time and resources to obtain,† σ1/2,xy will
exclusively be used in the structure + energy fitness operator for the rest of this chapter
†σmax,xy requires one to sample the similarity values between a pair of clusters across a range of
rcut values, which is more computationally expensive than obtaining σ1/2,xy which describes only the
similarity at a single rcut value.
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αSCM = 3
Figure 5.4: The average number of minimisations required to locate the global minimum
for a variety of predation and fitness operators, accompanied by the 95 % confidence
interval. Here, αSCM = 3. Predation operators: no predation operator (red), energy
predation operator (yellow), IDCM predation operator (green), SCM predation operator
(blue). Fitness operators: energy + structural fitness operator where σ1/2,xy was used
to obtain ρSCM for each cluster in the population ( , lighter shade, solid line), energy +
structural fitness operator where σmax,xy was used to obtain ρSCM for each cluster in the
population ( , darker shade, dashed line). Optimisations performed with cSCM = 0.0
are equivalent to the genetic algorithm using the energy fitness operator.
and σmax,xy will not be used in the structure + energy fitness operator henceforth.
5.4.2 Performance of various predation and fitness operators
The performance of the genetic algorithm in optimising LJ38 with various predation
and fitness operators is shown by comparing the average number of minimisations
required to obtain the global minimum of LJ38 using both the energy and the structure
+ energy fitness operators (where cSCM = 0.8, αSCM = 1, and where ρSCM is described
by σ1/2,xy). This is shown in Table 5.5.
The worst performing genetic algorithm was one that implemented only the energy
fitness operator and no predation operator. This was expected, as genetic algorithms
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Table 5.5: The average number of minimisation required to locate the global minimum
of LJ38 with various predation and fitness operators for, accompanied by the 95 %
confidence interval. 1000 independent trials were performed for each type of genetic
algorithm. The results of the the structure + energy fitness operator are shown for




Energy Structure + energy
None 3361 ± 218 2339 ± 177
Energy 2570 ± 163 1252 ± 77
IDCM 2671 ± 171 1271 ± 66
SCM 2515 ± 155 1233 ± 66
with no predation operator often lose structural diversity within the population quickly
and fall into the entropically favoured energy funnel where it becomes trapped (being the
icosahedral-like energy funnel for LJ38).60,65 The performance of the genetic algorithm
improved by ∼700 to ∼1000 minimisations on average if either a predation operator or
the structure + energy fitness operator was incorporated into the genetic algorithm,
requiring on average ∼2300 to ∼2700 minimisations before locating the global minimum.
The comparable performance of the genetic algorithm that incorporated no predation
operator and the structure + energy fitness operator and those genetic algorithms
that incorporated any predation operator and the energy fitness operator shows that
explicity promoting clusters that are structurally diverse (but may be of higher energy)
improves the genetic algorithm for LJ38. Improved performance of a genetic algorithm
for crystal structure and polymorph prediction has been noted by the promotion of
diverse structures in a fitness function, suggesting that this approach may have benefits
for chemical systems beyond clusters.208,209 Furthermore, these results are comparable
to the non-symmetrised genetic algorithm described by Oakley et al., which required
an average of 2884 minimisations before obtaining the global minimum of LJ38.96
The best performing genetic algorithms were those that incorporated both any
predation operator and the structure + energy fitness operator, with the best performing
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algorithm requiring 1233 ± 66 minimisations on average to obtain the global minimum
(all predation operators yielded similar results with the structure + energy fitness
operator). This is on par with the fastest published optimisation of the LJ38 cluster
with a non-biased genetic algorithm that we have found in the literature, which took
an average of 1265 minimisations to complete.60 The fastest biased genetic algorithm
developed by Oakley et al. was able to obtain the global minimum of LJ38 with an
average of 105 minimisations.96 This is clearly a substantial improvement over any
unbiased algorithm, however Oakley et al. used prior knowledge that many global
minima of Lennard-Jones clusters exhibit a high degree of symmetry to achieve this.96
For other clusters this is not necessarily true; for example Au clusters (such as Au55,
the Garzón icosahedral cluster) are known to have rather low symmetry.22,122,124
Further insight into the performance of the various predation and fitness operators
over the course of the algorithm was obtained by plotting the success of the genetic
algorithm as a function of generation. This information is presented in Figure 5.5,
where, for simplicity, only one predation operator (IDCM) is shown, as the energy,
IDCM and SCM predation operators produced equivalent success versus generation
profiles in all cases. Here, the higher the success, the better performing the algorithm.
It can be seen that at the beginning of the genetic algorithm, all predation and fitness
operators performed equally well. This was not surprising, as a population of randomly
generated clusters is highly diverse and of high energy at the start of the genetic
algorithm. However, after 25–30 generations, the population had refined somewhat
and started to become less diverse. While most of these genetic algorithms began
to lose efficiency at this point, those genetic algorithm that included some kind of
diversity were able to maintain the structural diversity of the population. This is seen
in Figure 5.5, where the performance (i.e. success) of the genetic algorithm without a
predation operator or the structure + energy fitness operator begins to drop at this
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Figure 5.5: Percentage of trials that had successfully located the global minimum of
LJ38 as a function of generations. Red: No predation operator; Blue: Interatomic
distance comparison method (IDCM) predation operator. Solid line: Energy fitness
operator; Dashed line: Structure + energy fitness operator.
stage of the algorithm. As observed previously, if diversity was included in only one
way (i.e. either predation or fitness), the performance of the genetic algorithm was
equivalent throughout the algorithm, irrespective of whether it was included via the
predation operator or the fitness operator. The combination of diversity included via
both methods performed the best over the entire algorithm.
On a final note, the energy, IDCM, and SCM predation operators performed equally
well during the global optimisation of LJ38. However, the advantage of using either
the energy or IDCM predation operators is that they are much less computationally
demanding than the SCM predation operator. Therefore, for larger systems (LJ75 and
LJ98) where the SCM is significantly hindered due to computational performance, only
the energy or IDCM predation operators will be used.
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5.5 Performance of the SCM incorporated genetic
algorithm upon LJ75
LJ75 and LJ98 were assessed with the various predation and fitness operators; however,
only 100 independent trials could be performed for each type of genetic algorithm, as
these clusters required vastly more computational resources to compute compared to
LJ38. Furthermore, as mentioned previously, the computationally demanding SCM
predation operator was excluded due to the similar performance to the IDCM and
energy predation operators for LJ38. In this section, all results given are for cSCM = 0.8
and αSCM = 1 (where ρSCM is described by σ1/2,xy, as mentioned previously).
Table 5.6 shows the average number of minimisations required for every genetic
algorithm trial to locate the global minimum, while Figure 5.6 shows the success
of locating the global minimum of LJ75 as a function of generation. The genetic
algorithm performed worst without a predation operator. It was not possible to obtain
the average number of minimisations required to locate the global minimum of LJ75
without a predation operator as this would have required an unreasonable amount of
time and computational resources to obtain these results. Interestingly, there were
mixed results when comparing the results using the structure + energy fitness operator
with the energy fitness operator. When the energy predation operator was used,
Table 5.6: Average number of minimisation required to locate the global minimum of
LJ75 with various predation and fitness operators, accompanied by the 95 % confidence
interval. Genetic algorithm tests marked — could not be completed within a reasonable





Energy Structure + energy
None — —
Energy 4,829,526 ± 742,002 5,427,698 ± 733,030
IDCM 4,268,106 ± 793,489 2,869,033 ± 423,435
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the best result was obtained with the energy fitness operator. However, the average
number of minimisations required to obtain the global minimum for these two fitness
operators were within statistical uncertainty of each other. Therefore, we can not
conclusively confirm that the energy fitness operator performed any better than the
structure + energy fitness operator when coupled with the energy predation operator.
Conversely, when the IDCM predation operator was used, the best result was obtained
with the structure + energy fitness operator. This is apparent in Figure 5.6 where
the success of the structure + energy fitness operator (dotted blue) is consistently
higher than the energy fitness operator (solid blue) during the entire genetic algorithm.
Furthermore, the average number of minimisations required by the structure + energy
fitness operator (2,869,033 ± 423,435) was lower than that required by the energy fitness
operator (4,268,106 ± 793,489). These mixed results make any general interpretations
somewhat difficult. However, we can conclude that there may be some potential in
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Figure 5.6: Success of locating the global minimum of LJ75 as a function of generation
across all trials run, with various predation and fitness operators. 100 independent
trials were performed for each type of genetic algorithm. Red: No predation operator;
Green: Energy predation operator; Blue: Interatomic distance comparison method
(IDCM) predation operator. Solid line: Energy fitness operator; Dotted line: Structure
+ energy fitness operator.
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using structural diversity schemes in various components of the genetic algorithm, as
the genetic algorithm performed best for globally optimising LJ75 when the IDCM
predation operator was used concurrently with the structure + energy fitness operator,
both types of structural diversity schemes.
5.6 Performance of the SCM incorporated genetic
algorithm upon LJ98
The efficiency results of locating the LJ98 global minimum produced quite different
results compared to the global optimisation of LJ75. Table 5.7 shows the average
number of minimisations required for every genetic algorithm trial to locate the global
minimum, while Figure 5.7 shows the success of locating the global minimum of LJ98 as
a function of generation. Firstly, all of the predation operators that were implemented
into the genetic algorithm performed either the same as or worse than if no predation
operator was used. This was a surprising observation, especially since the predation
operator was significant for the global optimisation of LJ75. However, the PES of LJ98
could potentially contain a high number of structurally different clusters (even within
the same energy basin) that are easily accessible during the genetic algorithm, such
that the genetic algorithm could itself maintain an adequate level of diversity within
this population without the need of a predation operator. This result was also observed
Table 5.7: Average number of minimisation required to globally optimise LJ98 with




Energy Structure + energy
None 306,109 ± 58,880 926,930 ± 206,999
Energy 317,588 ± 63,199 1,617,454 ± 347,305
IDCM (δ = 1 %) 321,316 ± 55,513 1,621,742 ± 298,701
IDCM (δ = 2 %) 472,609 ± 98,662 1,422,720 ± 320,424
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Figure 5.7: Success of locating the global minimum of LJ98 as a function of generation
across all trials run, with various predation and fitness operators. 100 independent
trials were performed for each type of genetic algorithm. Red: No predation operator;
Green: Energy predation operator; Purple: Interatomic distance comparison method
(IDCM) predation operator (δ = 1 %); Blue: Interatomic distance comparison method
(IDCM) predation operator (δ = 2 %). Solid line: Energy fitness operator; Dotted line:
Structure + energy fitness operator.
previously when testing the various predation operators and epoch settings with the
energy fitness operator upon LJ98 (Section 5.3.3, vide supra).
The structure + energy fitness operator consistently performed worse than the
energy fitness operator, irrespective of which predation operator was used. In most
cases, the average number of minimisations required by the structure + energy fitness
operator was between ∼600,000 – 1,300,000 more than required by the energy fitness
operator (Table 5.7), equivalent to an increase by a factor of ∼2 – 5. It was hypothesised
that the reason the structure + energy fitness operator performed worse than the energy
fitness operator was because the icosahedral funnel of the PES contained so many
structural permutations that the structure + energy fitness operator still struggled to
escape from the icosahedral funnel. The only way that the algorithm could escape
the icosahedral funnel was when the population was reset by the epoch method. As
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was evident from Table 5.3 (in Section 5.3.3), the epoch method was a crucial factor
regarding the efficiency of the global optimisation of LJ98.
To investigate this hypothesis, we monitored the population as the genetic algorithm
proceeded over many generations in order to understand how the genetic algorithm
was globally optimising LJ98. Figure 5.8 shows the progression of the population over
many generations. Here, the population was monitored until it was reset by the epoch
method. Both energy and structure were monitored, where structure is represented as
the numerical similarity (σ1/2) of a cluster relative to the global minimum. For LJ98,
the energy funnel that contains the global minimum is called the tetrahedral energy
funnel because the global minimum is of the tetrahedral motif.100 In general, clusters
that expressed a σ1/2 value of ∼60 % were structural variations of the decahedral and
the anti-Mackay icosahedral motifs,† clusters that expressed a σ1/2 value between ∼70 –
90 % were structural variations of the (Mackay) icosahedral motif, and those closer
to 100 % more closely resemble the tetrahedral global minimum. Figures 5.8a to 5.8c
are associated with a genetic algorithm that incorporated the energy fitness operator,
while Figures 5.8d to 5.8f are associated with a genetic algorithm that incorporated
the structure + energy fitness operator.
Figure 5.8a shows the typical progression of the genetic algorithm with the energy
fitness operator, where the population tended to fall into an energy funnel with very
little exploration of the rest of the PES. Occasionally the algorithm started to converge
upon multiple funnels but after additional generations tended to empty out of the
higher energy funnels into the lower energy funnel (Figure 5.8b). Figure 5.8c represents
a trial that has located the LJ98 global minimum. We noticed that if the genetic
algorithm incorporating the energy fitness operator entered the tetrahedral energy
†The anti-Mackay icosahedral cluster is a type of icosahedral cluster, but with a different structure
to the usual Mackay icosahedral cluster that is often observed. See Reference 212 for more information
about the structure of the anti-Mackay icosahedral cluster and Reference 45, FIG. 32 for an example
of an anti-Mackay icosahedral 146 atom cluster.
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Figure 5.8: Energy vs. similarity plots of clusters in the population at selected points
during the genetic algorithm. Figures (a) to (c) show the evolution of the genetic
algorithm using the energy fitness operator, while (d) to (f) show the evolution of the
genetic algorithm using the structure + energy fitness operator. Each population in (a)
to (f) began as a set of randomly generated clusters before evolving over generations
as the genetic algorithm progressed. The colour of each point is associated with
the generation that a cluster was first placed in the population. Redder points are
associated with clusters that were first obtained in an earlier generations. Bluer
points are associated with clusters that were first obtained in a later generation. In
general, clusters that expressed a σ1/2 value of ∼60 % were structural variations of the
decahedral and the anti-Mackay icosahedral motifs, clusters that expressed a σ1/2 value
between ∼70 – 90 % were structural variations of the (Mackay) icosahedral motif, and
those closer to 100 % were associated with the global minimum, which is a part of
the tetrahedral motif. The arrow points towards the point that represents the global
minimum cluster, which has an energy of −543.67ε and by definition has a similarity
of 100 %.
funnel containing the global minimum, it generally converged to the global minimum
cluster.
The structure + energy fitness operator showed two key differences to the energy
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operator. Firstly, clusters in multiple funnels were retained for longer in the trial
(Figures 5.8d and 5.8e). Secondly, a wider range of clusters within a given funnel were
also sampled. However, while maintaining diversity and promoting exploration of a
cluster’s PES was the desired result of the structure + energy fitness operator, this
did not necessarily translate into success in locating the global minimum before the
population stagnated. An example is shown in Figure 5.8e, where the tetrahedral
energy funnel containing the global minimum was sampled, but the bottom of the
funnel was not reached. In these cases, the population stagnated because no offspring
were able to replace any cluster in the population after a generation. The cause of this
stagnation was due to the diversity of clusters in this population. Offspring created
from this diverse population via mating were generally high in energy compared to
individuals in the population, because those offspring contained a mixture of different
structural features from their structurally different parents. These high energy offspring
often had low fitnesses despite being structurally very diverse. It was only on the odd
occasion where the population located the tetrahedral energy funnel before becoming
established in any other energy funnels that the genetic algorithm could locate the
global minimum (Figure 5.8f).
The results in Figure 5.8 illustrate the trade-off between maintaining diversity in the
population while still allowing refinement of the sampled clusters. While the structure
+ energy fitness operator certainly enables exploration, it is unable to always refine
the clusters in each funnel sufficiently to locate the global minimum. Therefore, the
structure + energy fitness operator requires supporting techniques that can be switched
to once the genetic algorithm has converged upon one or more energy funnels. This
could be a single technique or a combination of techniques that aim to refine clusters
within energy funnels, such as switching to the energy fitness operator, using mating
methods that mate clusters within the same energy funnel, dividing the population
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into subgroups that represent clusters within each individual energy funnel that can
be further refined, or by using another optimisation algorithm that is specialised for
refining clusters rather than exploring the PES.
5.7 Further work
This study showed the potential of the SCM as an auxiliary method to promote
structural diversity within the population and thereby improve the genetic algorithm’s
ability to explore the PES. As was alluded to at the end of the previous section, there
are many avenues for future work. Some of the long term goals could be implementing
the SCM into other global optimisation algorithms, such as the basin-hopping algorithm,
and testing this SCM incorporated genetic algorithm with metallic clusters that have
quite different PESs than LJ clusters. However, there are other more immediate ideas
that could be addressed before moving onto these long term goals. These are:
A dynamic structure + energy fitness operator: The values of cSCM and ce could
be changed during the genetic algorithm, depending on whether exploration or
refinement of the PES would be most beneficial for locating the global minimum.
Incorporating memory into the genetic algorithm: Commonly, the genetic al-
gorithm fell into the same funnels repeatedly. It may be advantagous if the genetic
algorithm could retain a memory of clusters that represented these funnels and
used this information to prevent falling into these funnels and potentially advise
the genetic algorithm to explore other regions of the PES.
Refinement of the population with the energy fitness function: Before the pop-
ulation is reset by the epoch method, it may be advantageous to refine the
population before resetting it in order to obtain the lowest energy cluster within
the funnels located by the genetic algorithm. This may be advantagous in cases
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like LJ98 where the tetrahedral funnel was obtained by the structure + energy
fitness operator, but the global minimum tetrahedral cluster had not been ob-
tained. This could be achieved by resuming the genetic algorithm with the energy
fitness operator, which predominantly refines the population during the genetic
algorithm.
5.8 Conclusions
The total structural comparison method (T-SCM) was implemented into an unbiased
genetic algorithm by way of a SCM-based predation operator and a fitness operator
based on the energy and structural diversity of clusters in the population (structure +
energy fitness operator). The goal of this chapter was to understand if it was possible
to improve the efficiency of a global optimisation algorithm with the assistance of a
sophisticated structural analysis tool. These SCM based predation and fitness operators
were tested on a series of Lennard-Jones (LJ) clusters. The SCM-based predation
operator improved the efficiency of locating the LJ38 global minimum using the genetic
algorithm. However, this improvement was comparable with that obtained with simpler
and faster predation operators. The structure + energy fitness operator dramatically
improved the efficiency of locating the LJ38 global minimum using the genetic algorithm.
The structure + energy fitness operator located the LJ38 global minimum as efficiently
as the best unbiased genetic algorithm to-date. However, the structure + energy fitness
operator decreased the efficiency of locating the global minimum of LJ98. Analysis of
the LJ98 population during the genetic algorithm revealed that the structure + energy
fitness operator did indeed promote exploration of the PES, but inhibited refinement
of clusters within individual energy funnels. This result highlighted that the structure
+ energy fitness operator could be used to focus on exploration, while other techniques
that refine the population could be incorporated to locate the bottom of discovered
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funnels. These complementary techniques may be the key for efficiently locating the
global minimum of clusters with global optimisation algorithm.
Chapter 6
Dynamical behaviour of Au clusters
In this chapter, we use the adaptive kinetic Monte Carlo (aKMC) algorithm to analyse
the long time-scale dynamic behaviour of various Au clusters. The key goal of this
chapter is to understand the dynamics of Au clusters, in particular the lifetimes of Au
clusters in various motifs and the transition pathway between motifs. This chapter also
sought to understand if the aKMC algorithm can be used to simulate clusters within
a reasonable amount of computational time. We begin by studying the dynamics of
Au55 in depth, including an analysis of the lifetimes of and transition pathways from
the octahedral, decahedral and icosahedral motifs at 175 K, 220 K, and 300 K. The
dynamics of Au85 and Au101 clusters are also performed between 300 K – 400 K in 10
K increments. These aKMC results are compared to molecular dynamics simulations
to understand similarities and difference between these types of dynamics simulations.
This includes a comparison of the amount of computational time and resources that
are required by both aKMC and MD simulations.
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6.1 Introduction
Metallic clusters can experimentally exist in one or many low energy structural motifs.
As was discovered in Chapter 3, the majority of large Pt clusters experimentally
observed were octahedral, while Au clusters were found to exist in either the icosahedral,
decahedral, or octahedral motifs.22 Clusters can fluctuate between various motifs due
to thermal effects.24,119,121,213 These fluctuations may occur naturally or due to an
external source such as heating from an electron beam.24,25 Larger clusters are more
likely to be kinetically trapped in a particular motif as their sheer size often means
that transition pathways between motifs are energetically high (compared to smaller
clusters).25,126 Understanding the various structures and motifs that a cluster can
kinetically transform between is important for tailoring a cluster for various practical
applications.
The most commonly used algorithm to simulate the dynamics of clusters (as well as
many other physical and chemical systems) is the molecular dynamics (MD) algorithm.
MD works by solving Newton’s laws of motion at some time t in order to calculate the
positions and momenta of atoms after an incrementally small timestep δt. While MD
is a very powerful technique for simulating the dynamics of clusters for short periods of
time,126,139,214 it often can not be used to simulate the dynamics of clusters over long
timescales. MD often requires days to simulate a cluster for just a few microseconds.†
This is problematic because it may take on the order of microseconds to seconds for a
cluster to transform between motifs.174 This is especially true for large clusters and
clusters in low temperature environments.174 For this reason, MD is often not practical
to capture the long timescale behaviour of clusters.
Other algorithms have been developed to simulate the dynamics of clusters over
†For example, simulating the dynamics of a Au55 cluster using the RGL potential takes a day to sim-
ulate 3 µs. This example simulation was performed on one CPU core of a Intel Xeon E5-2695 v4 2.1 GHz
CPU processor on the Cray CS400 (Mahuika) cluster provided by NeSI (https://www.nesi.org.nz/).
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longer time periods compared to MD. The parallel replica dynamics algorithm is a
type of MD algorithm that performs a number of MD simulations from the same local
minimum in parallel. This continues until one of these MD simulations locates another
local minimum, where the sum of the time simulated by all parallel MD simulations is
used to obtain the time taken to transition between those local minima. This algorithm
therefore increases the speed of performing the simulation compared to conventional
MD.215 The recently developed ParSplice algorithm, based on an accelerated molecular
dynamics algorithm, has been used to perform long timescale dynamical simulations on
various metallic clusters between 146 to 231 atoms.174 This algorithm predicted that
various Cu, Ag, Pt, and Au clusters took microseconds to milliseconds to transition
between various motifs.
A major reason that MD and some MD-based algorithms can often be computation-
ally expensive is because most of a MD simulation is spent thermally vibrating a cluster
within several local minima that are very close in configurational space (Figure 6.1a).
As well as being computationally time extensive, these portions of the simulation are
often of little interest. The more interesting portions of dynamic simulations occur
(a) (b)
Figure 6.1: An exerpt from Anderson et al. that describes how the coarse-graining of
a molecular dynamics (MD) trajectory can be turned into a Markov chain used in the
KMC algorithm.216 (a) The trajectory of a cluster moving across its PES over time
as conducted by MD. (b) The same trajectory, but summarised as a network of local
minima and the transition pathways that a cluster can traverse between local minima.
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when a transition from one distinct minimum to another occurs. Even more interesting
is when a cluster transitions from one motif to another. For these reasons, the kinetic
Monte Carlo algorithm (KMC) has also been used to simulate the dynamics of various
chemical systems.216–219 In the KMC algorithm, the lifetime that a cluster spends in a
local minima is estimated based on how easy or hard it is for that cluster to traverse out
of that local minimum. KMC then simulates the full dynamics of a cluster by moving
between local minima that are kinetically connected to each other (called Markov
chains, Figure 6.1b), where the likelihood of traversing via a particular pathway is
based on its rate constant relative to that of other possible pathways.
The KMC algorithm has the potential to accurately simulate the long timescale
dynamics of clusters in a reasonable amount of computational time so long as, a), all
the possible local minima that the cluster could exist as are known and, b), all the
possible transition pathways between those local minima are known. This is often
the most challenging aspect of performing KMC simulations as it is easy to overlook
or miss local minima or transition pathways that may turn out to be critical to the
dynamics of a cluster. Even transition pathways that are rarely traversed are important
as these pathways can lead to major changes in a cluster’s motif. A development to the
KMC algorithm called the adaptive kinetic Monte Carlo (aKMC) algorithm includes
an additional step in the KMC algorithm that searches for transition pathways to
other local minima during the simulation of a cluster “on-the-fly”.220,221 The aKMC
algorithm searches for numerous transition pathways from the current local minimum
that the cluster resides in until the algorithm reaches a level of confidence that the
majority of important transition pathways have been located (including common and
rare transition pathways) before resuming the simulation. This method has the added
ability of being parallelisable which can increase the speed of this algorithm.
In this chapter, we will use the aKMC algorithm to simulate long timescale dynamics
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of various Au clusters. The main goal of this chapter is to understand the amount of
time required for a Au cluster to change motif and the mechanisms by which clusters
changed motif. This is important for gaining an understanding of the various structures
that a cluster may exist as experimentally, and is vital for understanding the potential
applications that a cluster may be used for. While the aKMC algorithm has been
used to simulate the surface segregation of closed shell octahedral AuPd clusters over
time,222 the aKMC algorithm has never been used to simulate changes in motifs of
clusters over time. For this reason we are also interested in understanding the behaviour
of the aKMC algorithm when simulating clusters compared to other dynamics methods
(such as MD).
Au55, Au85, and Au101 were simulated in this study. Au55 and Au85 were selected as
their energy landscapes have been studied previously and MD simulations have been
performed on these clusters.108 Au101 was included in this study as we elucidated the
low energy structural forms of this cluster in Chapter 3 (see also Reference 22) and,
to our knowledge, no previous work has investigated the dynamics of this cluster. Au
clusters were specifically studied as we have shown that the Au RGL potential is able to
describe the major energetic features of Au clusters as predicted by density functional
theory (DFT) (see Chapter 3). This is important as only empirical potentials can be
used with aKMC due to the vast number of energy and force calculations required.
The work presented in this thesis was performed solely by the author.
6.2 Theory
6.2.1 The kinetic Monte Carlo algorithm
The kinetic Monte Carlo (KMC) algorithm simulates the dynamics of chemical and
physical systems by estimating the amount of time required to move between several
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Figure 6.2: An overview of the steps involved in the KMC algorithm.
known minima.† Two sets of information are needed to perform the KMC algorithm.
These two sets of information are all the relevant minima that the cluster could exist
in, {mi}, and the rates of all the possible transition pathways that a cluster could take
between those minima with rate constants {kij}. A transition pathway connects two
minima together through only one transition state and no intermediate steps.
The KMC algorithm begins its simulation in one of the minima in {mi}. In this
work, the initial minimum was often chosen to study the kinetic stability of the motif
corresponding to the global minimum. The KMC algorithm repeatedly performs two
steps upon the cluster (Figure 6.2). Firstly, the KMC algorithm simulates the lifetime
of the cluster in minimum i, ∆ti. ∆ti is obtained by assuming that the probability that
a cluster will traverse out of a minimum remains constant for each short increment of
time that passes.216,223 This allows ∆ti to be described with exponentially decaying





where ρ represents a uniformly distributed random number between 0 and 1, and ki,tot
is the sum of all the rate constants of all transition pathways traversing from minimum
†For brevity, the terms local minimum and local minima will be shortened to minimum or minima,
respectively, for the rest of this chapter.
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where kij is the rate constant for the transition pathway traversing from minimum i to
another minimum j.
Secondly, the KMC algorithm chooses the next minimum to move into. This step
works using a roulette wheel selection approach.217 Here, the next minimum is chosen
at random, where the likelihood of choosing the next minimum is based on its kij
relative to every other minimum that the cluster could move into. The greater the
value of kij, the more likely that the associated minimum will be chosen to traverse
into.
6.2.2 Adaptive kinetic Monte Carlo
A disadvantage of KMC is that all the relevant minima and the rates of transtion
between those minima must be known, otherwise KMC can potentially miss simulating
important processes.224 The adaptive kinetic Monte Carlo (aKMC) algorithm attempts
to solve this issue by including an exploration step (Figure 6.3, 1) before performing
the KMC algorithm (Figure 6.3, 2 and 3). This exploration step consists of three
substeps (Figure 6.4). Firstly, aKMC uses the minimum-mode following method to
locate a transition pathway that the cluster could take from the current minimum i
into a neighbouring minimum j. Secondly, the rate constant to move from minimum i
to minimum j is calculated. Finally, a confidence value is calculated to determine if the
algorithm is confident enough that the majority of the important transition pathways
that minimum i could traverse across have been found. If the aKMC algorithm is
confident it has located the majority of important transition pathways, it finishes this
exploration step and continues to simulate the dynamics of the cluster with the general
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Figure 6.4: Overview of the aKMC exploration step.
KMC protocol as described in the previous subsection. Explanations of each of these
three substeps are given below.
Substep 1.1: Performing the minimum-mode following method
The minimum-mode following method is used to locate saddle points (transition states)
connecting a minimum to other minimum on the PES. The minimum-mode following
method is described in Section 2.4.
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Substep 1.2: Determining rates and rate constants of transition pathways
The theoretical framework that is commonly used to explain how elementary chemical
reactions proceed is transition state theory (TST). Here, we consider a transition
pathway from the initial minimum, I, to the final minimum, F , that passes through
a transition boundary surface, σT (Figure 6.5). This transition boundary surface
σT consists of the transition state, TS, which is the highest energy point along the
transition pathway. The TST framework is used to obtain the rate constant, kT ST , for
every transition that is captured by the minimum-mode following method. kT ST is












where β is the inverse product of the Boltzmann constant and the temperature (β =
(kBT )−1), µ is the reduced mass of the cluster, and U(x) is the potential energy term.
The integral given in the numerator is performed across the position space surrounding








Figure 6.5: A view of the PES with features important to consider in TST.
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over the position space surrounding the initial minimum (I, ps). While dxI spans
3N degrees of freedom, dσT only 3N − 1 degrees of freedom (the degree of freedom
perpendicular to the boundary surface σT is not included in this intergral).
The harmonic approximation is used to solve Equation (6.3) without having to
calculate computationally expensive intergrals. The harmonic approximation assumes
that each degree of freedom on the PES about minima and transition states can be
approximated with harmonic potentials (excluding the transition state’s degree of
freedom along the transition pathway, which is perpendicular to σT ). This assumption






where νI,α and νT,α are the harmonic frequencies of the initial minimum and transition
state respectively, and Ea is the activation energy. Ea is obtained by subtracting the
energy of the initial minimum from the energy of the transition state (Ea = ET S − EI ,
where ET S is the energy of the transition state and EI is the energy of the initial state).
Substep 1.3: Obtaining the confidence value
Unfortunately, there is currently no algorithm that is able to identify all the transition
pathways connecting neighbouring minima across the PES. The minimum-mode follow-
ing method is able to identify a transition pathway, but is not able to identify every
transition pathway in a timely and computationally efficent manner. For this reason, a
crucial component of the aKMC algorithm is how it determines if the exploration step
has found all the important transition pathways relevant to a particular minimum.
The aKMC algorithm assesses if all the most relevant transition pathways have
been idenified by recording the number of times that any already identified transition
pathway is consecutively re-identified by the minimum-mode following method without
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locating a new unidentified transition pathway.221 If this occurs Nr times in a row,
aKMC indicates that it is confident enough to move on from the exploration step
onto the next steps in the aKMC algorithm. The value of Nr is determined by the




1 − C (6.5)
The more confident one wants the exploration step to be, the greater the Nr value
needs to be. For example, if a user requires the aKMC algorithm to be 95 % confident
that all the relevant transition pathways are located, then any transition pathway
obtained during the current exploration step must be consecutively re-identified 20
times without having located a new unidentified transition pathway (Nr = 11−0.95 = 20).
Limitation of the aKMC algorithm
Several assumptions are made in using the minimum-mode following method and
constructing TST, some of which are described in Appendix E.1. The main conclusion
of these assumptions is that the aKMC algorithm is best used to simulate clusters
at lower temperatures. At lower temperatures, the cluster will likely transition into
other minima via a saddle point, will be less likely to recross σT , and transitions with
extremely high activation energies will be unlikely to be traversed across.221,225 This
second assumption is an assumption of using confidence values.221
6.3 Computational details
6.3.1 EON
EON is a program written in Python and C++ that has been designed to perform
the aKMC algorthm as described in the previous section.141 Built into EON are
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several supplementary algorithms that are designed to improve the efficiency of an
aKMC simulation. The first of these is a course graining method that groups together
collections of minima that a cluster would easily traverse between.226 These basins often
represent areas of the PES that are structurally very similar. A basin is constructed if
two or more minima have traversed between each other at least NT times during an
aKMC simulation. In this work, a collection of minima were grouped together into a
basin if those minima had traversed between each other at least NT = 10 times during
an aKMC simulation. EON also incorporates a saddle point recycling method into the
aKMC algorithm that uses previous saddle searches to obtain transition pathways for
new minima.221 This method is described in Appendix E.2.
6.3.2 Adaptive kinetic Monte Carlo
aKMC simulations were performed using the following settings. The dimer method
was used within the minimum mode following method. In the dimer method, a replica
of the current minimum was first copied before a set of atoms within the replica were
randomly displaced. The atoms that were displaced were those that surrounded a
randomly chosen atom within a 5.0 Å radius. These atoms were displaced by a distance
based on a Gaussian distribution with a standard deviation of 0.1 Å. A conjugate
gradient local optimiser was used to optimise the replica up to the nearest saddle point.
The atoms in the replica could only move by a maximum displacement of 0.2 Å per
conjugate gradient step. The conjugate gradient local optimiser converged if all of the
interatomic forces within the replica changed by less than 0.01 eV/Å and the angle
that the replica had been rotated by had not changed by more than 5.0◦. The energies
and forces of Au clusters used by the dimer method and for local optimisations were
given by the RGL potential with parameters from Baletto et al.42
The confidence for all aKMC simulations performed in this chapter was set to 90
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%. A 95 % confidence value was also tested upon the global minimum octahedral Au55
and Au85 clusters at 300 K, as well as at 500 K for Au85. These aKMC algorithm
took a considerably long time to perform such that it was unrealistic to run these
simulations within an adequate amount of time. Therefore, the 90 % confidence value
was chosen to confidently obtain all the most important transitions as best as possible
while reducing the amount of computational resources required to identify the most
important transitions.
The Hessian (second-derivative) matrix of the initial minimum and transition state
is diagonalised to give the vibrational frequencies (eigenvalues) required to calculate
the prefactor. To reduce computational effort, the cutoff method was used to calculate
prefactors.141,227 In the cutoff method, the Hessian only includes those atoms that had
been displaced by more than 0.25 Å from the initial minimum to the transition state,
as well as any other atoms that were within a radius of 3.3 Å from any displaced atom.
The aKMC algorithm checked the minima that were obtained to determine if
that minima had previously been obtained during the algorithm. This was important
for the aKMC algorithm to be able to accurately construct the kinetic connections
between minima. A comparison of the energy between two clusters was used to quickly
determine if two clusters were identical or not. If the energy between two clusters were
within 0.01 eV of each other, the two clusters were considered different. If the energy
between two clusters were within 0.01 eV, a second check was performed. Here, if the
position of any atom differed in their position by more than 0.1 Å in the two clusters,
those two clusters were considered different. If every atom in the two clusters differed
in position by less than 0.1 Å, those two atoms were considered identical.
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6.3.3 Molecular dynamics
Molecular dynamics (MD) simulations were performed alongside aKMC simulations in
order to compare the two techniques and to assess the melting temperature of clusters to
ensure the aKMC simulations were performed at a valid temperature. MD simulations
were performed with a velocity Verlet scheme coupled to a Langevin thermostat in
order to simulate a cluster that was maintained at thermal equilibrium (i.e. constant
temperature).108,228 The friction (damping) coefficient was set to 2 ps-1 (equivalent to
a time constant of 50 fs) and the Verlet integration time step was set to 5 fs. MD
simulations were performed with the Atomic Simulation Environment (ASE, version
3.19.0) and the As Soon As Possible (ASAP, also known as asap3, version 3.11.10)
packages in Python 3.6.3.140,211
6.4 The dynamics of Au55 using aKMC
6.4.1 Overview of dynamics beginning from the global mini-
mum
The dynamics of Au55 were first investigated by dynamically simulating the global
minimum Au55 cluster (GM) at several temperatures. The global minimum Au55
cluster using the RGL potential (as parametrised by Baletto et al.42) is an octahedral
(FCC) cluster. For all temperatures simulated, the GM cluster transitioned to the
Garzón icosahedral cluster (GI). The structures of the GM and GI clusters are shown
in Figure 6.6. The GI cluster and GI motif represents the lowest energy area of the
greater icosahedral energy funnel of Au55.
Two quantities were initially obtained from the aKMC simulation data. The
first was the lifetime that the cluster remained in the initial energy funnel before
transforming into a different motif. The second was the energy barrier, which is the
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GM FCC
Figure 6.6: Example of the Au55 global minimum octahedral cluster (GM FCC) and
the Garzón icosahedral cluster (GI). The pink atoms highlighted in GI represent nine
atoms on a (111) surface that is characteristic of this cluster.
energy difference between the initial minimum (I) and the highest energy transition
state that is formed during the transition to the final minimum (F). The energy barrier
is often difficult to obtain from dynamics simulations (such as MD) because a cluster
generally does not take the most direct transition mechanism from I to F, where I
and F are of two different motifs. Instead, a cluster will often detour randomly and
temporarily spend time in smaller energy funnels during the transition. However, it is
possible to obtain the direct transition mechanism from an aKMC simulation without
these detours because this algorithm simulates the dynamics of a cluster as it traverses
from minimum to minimum. The direct transition mechanism is obtained by following
the path that the cluster takes from I to F and recording the structures that the cluster
transitioned into along the way. Reductant mechanistic loops and backtracks that
ultimately do not contribute considerably in the path can be removed to give the direct
transition mechanism from I to F (Figure 6.7, marked paths (a) and (b), respectively).
The energy barrier is then taken from this direct transition mechanism.
Table 6.1 shows the lifetimes of the GM cluster before transforming into another
motif and the energy barriers of these transitions at three different temperatures. An
aKMC simulation was performed upon Au55 at 300 K in order to compare these aKMC
results with MD results obtained from Schebarchov et al.108 aKMC simulations were
also performed upon Au55 at 220 K and 175 K to understand how the dyanamics of
Au55 would change at lower temperatures with the aKMC algorithm. As would be

































Figure 6.7: Obtaining the most direct transition mechanism from an aKMC simulation
from one motif to another. I and F indicate the initial and final minima, while the
numbered steps between I and F are the intermediate minima that the cluster passes
across during the transition from I to F. (a) represents a loop while (b) represents a
mechanistic backtrack that are both irrelevant to the overall mechanism. Removing
these steps gives the most direct transition mechanism for this simulation.
Table 6.1: The lifetimes and energy barriers of the Au55 cluster in transitioning from










175 35.5 ms 0.52
FCC (GM) GI 220 14.6 µs 0.55
300 0.10 µs 0.55
expected, the greater the temperature, the less time was needed for a transition to
occur. However, not all these transitions had the same energy barrier. The simulations
that were performed at 300 K and 220 K had the same barrier (0.55 eV), while the
simulation performed at 175 K had a slightly lower barrier (0.52 eV). This suggested
that these simulations passed through different pathways from the GM FCC structure
to the GI motif.
Schebarchov et al. also observed that lower temperature transitions tended to
proceed via transition mechanisms with lower energy barriers.108 Schebarchov et al.
obtained these results using a kinetic transition network algorithm implemented in
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OPTIM.54,108 OPTIM is designed to follow the lowest energy pathway that a cluster
could take between two minima at various temperatures. However, Schebarchov et
al. predicted that the transition at 300 K would pass over an energy barrier of about
0.7 – 0.8 eV using the same RGL potential energy function as used in this chapter.
The aKMC algorithm predicted that the transition could be achieved with an energy
barrier of 0.55 eV. There are two possible contributing reasons for the discrepancy
between these results. Firstly, OPTIM is designed to take a set of local minina from
a global optimisation algorithm and use this set to create a kinetic network. If this
set does not include all the local minima that are required to map the PES, this can
affect the results obtained by OPTIM. For example, as global optimisation algorithms
often locate low energy clusters, they may miss important intermediates of transition
pathways that may be high in energy such that they are not easily located by global
optimisers. On the other hand, aKMC locates local minima “on-the-fly”, meaning that
aKMC is less likely to miss locating intermediates important to a transition mechanism.
Secondly, OPTIM uses a nudged elastic band method to obtain a single transition
pathway between two minima. This method provides at most one transition mechanism
between two minima. In contrast, it is possible for the aKMC algorithm to locate
numerous transition pathways between those two minima. This means that aKMC
may be more likely to locate more significant transition mechanisms that may have
different energy barriers and rate constants. Schebarchov et al. did predict that a
low energy transition mechanism would occur at 58 K which had an energy barrier of
about 0.5 eV. This is similar to the energy barrier of the direct transition mechanism
as simulated with the aKMC algorithm at all temperatures sampled.
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6.4.2 The direct transition mechanism of the GM FCC cluster
at 300 K and 220 K
Figure 6.8 shows the direct transition mechanism from the GM FCC cluster to the GI
cluster at both 300 K and 220 K. In this simulation, 40 steps were needed to transition
directly from the GM cluster to the GI cluster. Overall, these 40 steps can be divided
into two overarching stages. In the first stage, the GM cluster rearranges into an
amorphous structure before forming a half amorphous, half icosahedral cluster. In the
second stage, the amorphous half of the cluster forms icosahedral features to give the
overall GI cluster. Images of the cluster as it took this direct transition mechanism
Figure 6.8: The transition mechanism from the global minimum octahedral cluster
(GM) to the Garzón icosahedral (GI) cluster at 300 K.
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Figure 6.9: The first stage of the transition from the global minimum octahedral cluster
(GM) to the Garzón icosahedral cluster (GI), where the cluster first amorphises before
forming the icosahedral segment of the GI cluster. Snapshots of only energetically
important steps or steps where major structural changes have occurred are shown.
Each panel shows the front of the cluster. For those panels that have two images, the
top image shows the “front” of the cluster, while the bottom image shows the “back”
of the cluster. Atoms are coloured in order for the reader the tract individual atoms
through the transition. Atoms that will eventally form the nine atom rhombus surface
of the GI cluster are highlighted hotpink.
from the GM FCC cluster to the GI cluster at 300 K is shown in Figures 6.9 and 6.10.†
This transition is also given as a flipbook at the bottom right of the page, to be flipped
starting from page 241 up to this page.
The first stage of the transition is shown in Figure 6.9. Here, the transition begins by
†This transition mechanism is also given as a GIF at
https://github.com/GardenGroupUO/Geoffrey-R-Weal-PhD-Thesis. This GIF is not neces-
sary to understand the points made here, however it does help guide the eye on how this transitions
occurs.
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T27
Figure 6.10: The second stage of the transition from the global minimum octahedral
cluster (GM) to the Garzón icosahedral cluster (GI). Here, these rearrangements form
the nine atom rhombus surface that the GI cluster is known for (highlighted hotpink).
Snapshots of only energetically important steps or steps where major structural changes
have occurred are shown. Atoms are coloured in order for the reader the tract individual
atoms through the transition
amorphising the “front” half of the cluster. This half of the cluster stays amorphous for
this stage of the transition mechanism. The “back” half of the cluster stays crystalline
until I13 at which point it begins to amorphise. However, the back half of the cluster
forms icosahedral features by the end of this stage of the transition mechanism (I25).
Schebarchov et al. also predicted that amorphorisation would be required for the Au55
cluster to transform between the GI and GM FCC clusters using OPTIM.108
The first steps of this stage of the transition mechanism required a significant
amount of energy to achieve (0.4 eV from GM to I2). This is in agreement with
Schebarchov et al.108 This stage of the transition mechanism also included the highest
energy point in the overall transition, which occurred at step T23. Here, one half of
the amorphous cluster began to form strong icosahedral characteristics.
In the second stage of this transition mechanism, the amorphous half of the cluster
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Figure 6.11: Rearrangement during step T29. The highlighted atoms are to guide the
eye of the stacking fault occurring during this step.
formed into the features reminiscent of the GI cluster, including the nine atom rhombus
(111) surface (I25 → GI, Figure 6.10). An interesting step that occurred during
this second stage of the transition mechanism was step T29 which was the highest
energy individual step that occurred during the whole transition mechanism (0.31 eV).
This step corresponded to the slipping of a major stacking fault within the cluster
(Figure 6.11).
6.4.3 The full aKMC simulation of the GM FCC cluster at
300 K
While the direct transition above shows the main structures involved in converting the
GM cluster to the GI cluster, the aKMC simulation revealed that the overall transition
process was somewhat more complicated than the most direct route. Figure 6.12 shows
the full simulation profile that was taken by the cluster from the GM FCC cluster to the
GI cluster at 300 K.† This transition can be roughly broken into four segments. These
segments were monitored using both the energy of the cluster as well as the proportion
of CNA sigatures found in the cluster. The (4,2,1), (4,2,2), and (5,5,5) signatures
were chosen for monitoring because these signatures are known to correspond to the
formation of various motifs. The (4,2,1) signature is commonly observed in octahedral
motifs, the (4,2,2) signature is commonly observed in octahedral motifs that have
†The video of the full simulation of the Au55 cluster at 300 K is given at
https://github.com/GardenGroupUO/Geoffrey-R-Weal-PhD-Thesis. This video not necessary to
understand the points made here, however it does help guide the eye on how this simulation proceeded.
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Figure 6.12: The energies and the CNA profile for the simulation from the global
minimum octahedral cluster (GM FCC) to the Garzón icosahedral cluster (GI) at 300
K. The numbers in brackets indicate the segement of the simulation (see text).
a stacking fault, and the (5,5,5) signature is commonly observed in the icosahedral
cluster.139,169,170 Baletto et al. have found that monitoring these three CNA signatures
is sufficient to provide a robust identification of a cluster’s geometry.229
The cluster initially began in the FCC motif (segment 1); however, the cluster
spent most of its time not as the GM FCC structure but as other higher energy
FCC structures (such as I2). These higher energy FCC clusters closely resembled
the crystalline GM FCC structure with only some deformities (such as one or more
displaced atoms). The FCC cluster began to transform after 95 ns of simulation
(segment 2). However, the cluster became stuck in a basin of minima that had an
amorphous appearance for 12 – 13 ns (between ∼95.0 ns – ∼107.0 ns, best represented
by I19). The CNA profile shows that the cluster lost its FCC characteristics at this
point in the simulation as signified by the loss of the (4,2,1) signature. The cluster also
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gained some (5,5,5) character which could be indicative of the development of some
icosahedral characteristics. While this cluster has an overall amorphous appearance,
the cluster presents some icosahedral structural features during this period of time.
The cluster then transformed after 107 ns of simulation into a half amorphous/half
icosahedral cluster (segment 3). The cluster resembles that of I25 during this time.
The cluster spent 8 ns as this half amorphous/half icosahedral motif. This stage of the
transition mechanism is characterised by a rise in the (4,2,2) signature. The (4,2,2)
signature is commonly observed in FCC clusters that contain one or more stacking
faults, however it is also a signature that is found in icosahedral clusters.
Interestingly, during this third segment the cluster intermittently transformed into
an amorphous structure after 110 ns of simulation. This structural change can be
observed in the CNA profile as a brief increase in the (4,2,1) signature and a brief
decrease of the (4,2,2) signature between 110 ns and 112 ns of the simulation. This
may have been a possible attempt to revert back to the FCC motif. However, this only
lasted for 2 ns before the cluster reverted back to the half amorphous/half icosahedral
motif. This insight also shows the usefulness of employing the CNA to monitor the
dynamics of clusters as this finding is not easily observed by monitoring the changes
in the energy of the cluster alone. The cluster finally transformed into the GI cluster
after 115 ns (segment 4). The percentages of each CNA signature monitored was in
agreement with that expected for the GI cluster.
The cluster was further simulated for 0.5 µs to confirm that the GI motif that had
been formed in this simulation was kinetically stable. For the majority of this time,
the cluster remained as the GI structure. The cluster did briefly transform into an
FCC structure that contained a single stacking fault (SF-FCC, Figure 6.13). However,
this only lasted for ∼20 ns before reverting back to the GI structure. Schebarchov et
al. also obtained this SF-FCC cluster during their basin hopping global optimisation
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GM FCC
Figure 6.13: The structure of the cluster that is formed intermittently during the
simulation. This cluster resembles a FCC structure that contains a stacking fault
through the middle (SF-FCC, left). Also given is the GM FCC structure that contains
no stacking fault for comparison (right).
proceedure of the Au55 cluster.108
Further insight of the various detours that were taken during this transition phase
of the simulation can be obtained by inspecting the network drawing of this aKMC
simulation. A network drawing shows the transition steps between minima that a
cluster visited during a simulation. Figure 6.14 shows the network drawing for the
aKMC simulation of the Au55 cluster at 300 K, beginning from the GM structure until
the cluster transitioned into the GI structure. This network drawing represents all the
minima that were travelled across from the GM FCC structure to the GI structure in
Figure 6.12 from 94 ns to 115 ns. The cluster initially transitioned from the GM and
other FCC structures to amorphous structures very quickly, but got stuck in an energy
funnel that contained various amorphous structures between ∼100 – 105 ns of the
simulation (represented by the orange branch in Figure 6.14). The simulation found
only one route into and out of this orange branch during the aKMC simulation. The
lack of routes from the orange branch to the rest of the kinetic drawing plot may suggest
that this energy well was difficult to escape from. The cluster did eventually escape
from this funnel, but detoured into a second, more complex branch that contained
many icosahedral-like structures between 107 – 115 ns of the simulation (shown as a
green/blue branch in Figure 6.14). Eventually, the cluster also escaped from this branch
and transitioned down the purple path where the cluster located the GI structure.




Figure 6.14: The network drawing of Au55 cluster during its transition from the GM
FCC structure to the GI structure at 300 K. The colour represents the first time when
that state was located. The red points represent minima that were first observed early
during the transition, while bluer points represent minima that were first observed
later during the transition. The most direct transition mechanism from the initial GM
FCC structure to the GI structure is given in pink.
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6.4.4 The direct transition mechanism from the GM FCC
cluster at 175 K
The GM FCC Au55 cluster tranformed into the GI cluster at 175 K via a slightly
different transition mechanism than was taken at 300 K and 220 K. Figure 6.15 shows
the direct transition mechanism from the GM FCC structure to the GI structure at
175 K.† This transition proceeded via 83 steps, slightly over double the number of steps
taken at 300 K and 220 K (which proceeded via 40 steps). Schebarchov et al. also
Figure 6.15: The transition mechanism from the global minimum octahedral cluster
(GM) to the Garzón icosahedral (GI) cluster at 175 K.
†This transition mechanism is also given as a GIF at
https://github.com/GardenGroupUO/Geoffrey-R-Weal-PhD-Thesis. This GIF is not neces-
sary to understand the points made here, however it does help guide the eye on how this transitions
occurs.
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I40
Figure 6.16: Snapshots of the rearrangements of the global minimum octahedral cluster
(GM) in transforming into the Garzón icosahedral cluster (GI) at 175 K. Am indicates
an amorphous cluster, while Am/Ico indicates a half amorphous, half icosahedral
cluster. The bottom line focuses on the component of the transition mechanism that
differed slightly at 175 K compared to that at 300 K and 200 K. Here, part of the
icosahedral component of the Am/Ico intermediate gained some GI features, while
the Am portion of the cluster formed strong Ico features. The nine atom rhombus
(111) surface feature of the GI structure is highlighted pink, while the four atom (100)
surface feature of the GI structure is highlighted orange.
observed that transitions at lower temperatures required more steps using OPTIM.108
Images of the cluster as it took this transition pathway from the GM FCC structure
to the Garzón icosahedral cluster at 175 K is shown in Figure 6.16. The first stage
of this transition mechanism at 175 K was similar to that at 300 K and 220 K; the
GM FCC structure first amorphised before forming a half amorphous/half icosahedral
cluster. It was during the second stage of this mechanism where these transition
mechanisms at 175 K and 300 K diverged. At 300 K and 220 K, the amorphous half of
the amorphous/icosahedral cluster formed features reminiscent of the GI cluster (such
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as the nine-atom rhombus surface, highlighted pink in Figure 6.10, GI). In contrast at
175 K, the amorphous half of the cluster instead formed the icosahedral component
of the cluster, while part of the originally icosahedral portion of the cluster formed
the GI features of the cluster. For example, a five fold corner site of the icosahedral
portion of the cluster transformed into the four atom (100) surface of the GI structure
(highlighted red in Figure 6.16). The energy barriers at these temperatures were slightly
different (0.52 eV at 175 K and 0.55 eV at 300 K and 220 K), but both were associated
with amorphous clusters (Figure 6.17). The energy barrier at 175 K occurred at T32,
however a similar energy barrier was also observed at T11 (Figure 6.16). Step T11 was
also associated with an amorphous structure.
It is important to note that only one simulation was performed at each temperature
in this study. It is very possible that both these direct transition mechanisms may
be traversed at 175 K, 220 K, and 300 K. It is also possible that other completely
different transition mechanisms may be taken at these various temperatures. aKMC
simulations should be performed multiple times at each temperature before making
any conclusions about the likely direct transition mechanisms that may be taken at
various temperatures.
T23
Figure 6.17: The transition states of Au55 for the transition from the octahedral cluster
to the Garzón icosahedral cluster at 300 K (left) and 175 K (right). The atoms that
eventually form the nine atom rhombus (111) surface feature of the GI structure is
highlighted pink.
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6.4.5 The full aKMC simulation of the GM FCC cluster at
175 K
As was observed at 300 K, the dynamics of the Au55 cluster simulated at 175 K was
also not as straightforward as the direct transition mechanism. Figure 6.18 shows the
full dynamic simulation that the aKMC algorithm simulated for the Au55 cluster at 175
K, highlighting the transition from the GM cluster to the GI cluster.† The simulation
can be divided into three segments. The Au55 GM cluster took 35.5 ms before it began
to transform into the GI cluster (segment 1). During this time, the Au55 cluster existed
as the GM cluster for only brief periods of time; more commonly this cluster existed
Figure 6.18: The dynamic simulation of Au55 at 175 K, highlighting the transition from
the global minimum octahedral cluster (GM) to the Garzón icosahedral cluster (GI).
The numbers in brackets indicate the segment that the simulation has been dividied
into (see text). Note that the timescale (on this figure’s x axis) is different to the
timescale of Figure 6.12.
†The video of the full simulation of the Au55 cluster at 175 K is given at
https://github.com/GardenGroupUO/Geoffrey-R-Weal-PhD-Thesis. This video not necessary to
understand the points made here, however it does help guide the eye on how this simulation proceeded.
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as other higher energy FCC clusters (such as I3). After 35.5 ms, the cluster changed
into an amorphous/icosahedral motif (segment 2). After another ∼0.7 – 0.8 ms, the
amorphous/icosahedral cluster then transformed into the GI cluster (after ∼36.3 ms of
simulation, segment 3).
This simulation profile was very similar to that taken at 300 K (and 220 K); the
Au55 cluster first often existed as higher energy forms of the GM FCC cluster before
transitioning into an amorphous/icosahedral motif for a brief period time, after which
the cluster eventually transformed into the GI motif. One difference between the
dyanamics simulated at 175 K and 300 K was that the cluster became trapped in
an amorphous energy funnel at 300 K. The Au55 cluster did not get trapped in an
amorphous energy funnel at 175 K. This can also be seen in the network drawing for
this cluster at 175 K, where only one detour is observed compared to two detours
that occurred at 300 K. See Figure E.2 in Appendix E for the network drawing of the
transition of the Au55 cluster from the GM FCC structure to the GI structure that
occurred at 175 K.
6.4.6 Transitions from the lowest energy decahedral and Garzón
icosahedral cluster at 300 K
The dynamics of Au55 beginning from either the decahedral (Dh) or the Garzón
icosahedral (GI) motifs were also simulated with the aKMC algorithm. The cluster
used to represent the Dh motif was the lowest energy decahedral structure, while the
GI motif was represented by the GI cluster which is the lowest energy icosahedral
cluster (as discussed previously in Chapter 3).
Table 6.2 shows the types of motifs that the initial Dh or GI cluster transformed
into and the times when a transformation was observed during the simulation. The
lowest energy clusters of the GI, Dh, and FCC motifs observed during these aKMC
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Table 6.2: Types of motifs that the lowest energy decahedral (Dh) or Garzón icosahedral
cluster (GI) transformed into and the times when a transformation was observed during
the simulation. The lifetime from the global minimum octahedral cluster (GM FCC)
to the GI at 300 K is also given for comparison. The first energy barrier is that of
the first transition, while the second energy barrier is that of the second transition
from SF-FCC structure to the GI structure. SF-FCC indicates that the cluster has an




Motif T (K) Change in Motif
Energy
Barrier (eV)
(GM) FCC GM-FCC → GI (t = 0.10 µs) 0.55
Dh GI 300 Dh → SF-FCC (t = 0.1 ns) → GI (t = 20.0 ns) 0.39, 0.49
GI GI → SF-FCC (t = 1.86 µs) → GI (t = 2.05 µs) 0.59, 0.60
simulations are shown in Figure 6.19. The motifs that were observed during the Dh
and GI transitions included a FCC cluster that contained a stacking fault (SF-FCC).
As was observed in Chapter 3, all three motifs were within 0.08 eV of each other.
However, the transformation times between motifs were significantly different.
The Dh cluster easily transformed into the SF-FCC motif within 0.1 ns of the
simulation’s initiation compared to the transition from the GM-FCC to GI cluster,
which took 100 ns (0.10 µs) to transform. The speed of this transition is (in part)
likely because this particular Dh cluster is structurally similar to the SF-FCC motif
due to its stacking fault. For this reason the Dh cluster does not require much of
Figure 6.19: The structures of the lowest energy structure of the decahedral (Dh),
single stacking fault octahedral (SF-FCC), and the Garzón icosahedral cluster (GI),
as well as the structure of the global minimum octahedral cluster (GM-FCC). This
SF-FCC structure is structurally different from the global minimum octahedral cluster
(GM) in that the GM cluster does not contain a stacking fault. The atoms highlighted
in pink are the nine-atom rhombus (111) surface unique to the GI cluster.
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a rearrangement to transition into this SF-FCC structure. Accordingly, the energy
barrier for this first transition was 0.39 eV, ∼0.16 eV lower than the transition from
the GM FCC structure to the GI.
The SF-FCC cluster then transformed into the GI structure. The energy barrier
of this transition was 0.49 eV. This was a lower energy barrier than the GM FCC
to GI transition energy barrier (0.55 eV), which may explain why the SF-FCC to GI
transition (20.0 ns) transformed faster than the GM FCC to GI transition (100 ns).
Interestingly, in the previous simulation of the GM FCC cluster at 300 K, the SF-FCC
also survived only for the same short lifetime before reverting back to the GI motif.
The Au55 cluster was also simulated beginning from the GI structure in order to
understand how easily the GI structure could convert into another motif. In this
simulation, the GI cluster transitioned to the SF-FCC structure after 1.85 µs. This
SF-FCC structure was the same SF-FCC structure that was obtained during the
previous aKMC simulations at 300 K beginning with the Dh and GM FCC structures
(Figure 6.19). The frequent observation of the SF-FCC structure in these aKMC
simulations seems to suggest that the Au55 cluster prefers to contain a stacking fault
when in the FCC motif at 300 K, even though it is not the lowest energy FCC structure.
The energy barrier for this GI to SF-FCC transition was 0.59 eV. Unlike the previous
Dh simulation where the SF-FCC lasted for 20 ns, the SF-FCC survived for ∼0.2 µs
(200 ns) during the GI simulation before transforming back into the GI cluster during
this simulation. The barriers for these aKMC simulations were also different (0.49 eV
for the Dh simulation compared to 0.60 eV for the GI simulation). This result reveals
that there are multiple accessible routes between the SF-FCC and GI motifs.
Overall, these aKMC simulations indicated that the GI cluster was the most stable
motif type at 300 K as was evident by the rapid convertion of any motif to the
GI structure. We did see the GI cluster convert to the FCC cluster, but it quickly
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transformed back to the GI cluster. This result is consistent with the observations
made by Wang and Palmer who observed only the GI structure or fluctuations of the
GI structure while experimental imaging Au55 clusters (where the temperature of Au55
clusters imaged were relatively high, above 300 K).121 This is also consistant with,
Chapter 3 that concluded that the relative energies of Au55 motifs may not be the
most influential feature that determines the structure of Au55 observed experimentally.
6.5 The dynamics of Au85 using aKMC
Having performed a thorough test of the aKMC algorithm on the Au55 cluster, we then
performed a series of aKMC simulations on Au85. Table 6.3 shows the simulation time
taken for the Au85 cluster to transition from the global minimum octahedral cluster
(GM SF-FCC) to another motif at temperatures between 310 K and 380 K. These
temperatures were chosen because they were all less than the melting temperature
of this cluster (being 420 ± 30 K from Schebarchov et al.108) and were above room
temperature.
Table 6.3: Time taken for motif changes in Au85 at different temperatures, starting from
the global minimum octahedral cluster (GM SF-FCC). All clusters transitioned to the
decahedral motif (Dh), but to slightly different decahedral structures. Ih: Icosahedral
motif; Dh: Decahedral motif; FCC: Octahedral motif; SF-FCC: Octahedral motif with
a stacking fault; Am: The transition state was amorphous. Hybrid barrier structures












310 1110 0.81 Dh
320 800 0.74 Ih/FCC
330 67.9 0.94 SF-FCC
340 17.3 1.13 Am/Dh
350 16.7 1.30 Dh
360 51.8 0.90 Ih/Dh
370 3.6 1.53 Ih/Dh
380 0.76 1.19 Dh
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Dh
Figure 6.20: The structures of the Au85 global minimum octahedral cluster (GM
SF-FCC) and lowest energy decahedral cluster (Dh).
The GM SF-FCC structure consisted of the octahedral motif and contained a
stacking fault through its middle (Figure 6.20). For every simulation that was conducted,
the GM SF-FCC cluster transitioned to the Dh motif. Many of these Dh structures
often contained Marks corners, including the lowest energy Dh structure (Figure 6.20).†
As would be expected, the lifetime of the GM SF-FCC cluster tended to decrease as
the temperature increased. The exception to this was at 360 K, where the simulation
took longer to transition compared to aKMC simulations performed at similar tem-
peratures. However, these simulations were only performed once and thus exceptions
like this can be expected. Once the SF-FCC cluster began to change to the Dh motif,
it took less than 0.1 µs for the SF-FCC cluster to transition into the Dh motif at all
temperatures analysed.
6.5.1 The transition mechanisms of Au85
Each transition proceeded via different transition mechanism at each temperature.
This is first evident from the different energy barriers obtained for each simulation,
which ranged from 0.74 eV – 1.53 eV. This can also be seen by inspecting the motifs of
the barrier clusters at the temperatures monitored (Figure 6.21). The barrier cluster
corresponds to the highest energy point along the transition mechanism. The majority
†See Section 2.1 for the definition of a Marks corner in decahedral clusters.
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Ih/Dh
Figure 6.21: The various highest energy barrier structures that were formed during
the transition of Au85 from the global minimum octahedral structure (GM SF-FCC)
to a decahedral structure (Dh) at various temperatures. Ih: Icosahedral motif; Dh:
Decahedral motif; FCC: Octahedral motif; SF-FCC: Octahedral motif with a stacking
fault; Am: The transition state was amorphous. Hybrid barrier structures are given by
the two motifs they comprise of.
of barrier clusters were ordered and not amorphous (Am), except at 340 K where the
barrier cluster showed Am and Dh features. The FCC, Dh, and Ih motifs were all
observed amongst the barrier clusters between 310 K and 380 K, as well as hybrids of
these motifs (such as Ih/FCC and Ih/Dh structures). There seemed to be no particular
preference of the barrier cluster towards any one motif at any of these temperatures.
While the barrier clusters did not tend towards any one motif, the Au85 cluster
always formed Ih-like structures at some point during the transformation from the GM
SF-FCC structure to a Dh cluster (Figure 6.22). These Ih-like structures also contained
regions that were not icosahedral in nature. These non-Ih regions were generally
crystalline with a FCC nature, although in some cases these regions were amorphous in
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Figure 6.22: The transition from the GM SF-FCC cluster to the Dh cluster always
passed through an Ih-like motif for all simulationed conducted for Au85 between 310
K – 380 K. This example was conducted at 330 K. The Ih region of the cluster is
highlighted pink. The other regions of the Ih-like intermediates were often crystalline
(with an FCC nature) but in some cases were amorphous.
nature. The crystallinity of the cluster persisted through these transitions. Schebarchov
et al. predicted a similar disorder event occurring during the transiston from the GM
SF-FCC cluster to the Dh cluster using OPTIM; however they did not mention that
the cluster showed Ih-like features. Schebarchov et al. described the Au85 GM SF-FCC
cluster would undergo a significant level of disorder in forming the five-fold axis found
in the Dh cluster.108
The transition from the Ih-like structure to the Dh motif was relatively strightfor-
ward and proceeded by two concerted movements. Firstly, either a row of atoms or a
plane of atoms slipped in such a way as to turn several icosahedral (111) faces into
decahedral (100) faces. One example of this is shown in Figure 6.23a where a row of
atoms around the equator (highlighted green) first slip to form a set of (100) faces about
the equator of the cluster. Secondly, a diamond-like nine atom (111) surface squeezed
in on itself and bent outwards to form a Marks corner, as shown in Figure 6.23b.
6.5 The dynamics of Au85 using aKMC 179
Figure 6.23: The transition from an Ih-like cluster to Dh cluster that was recorded
during the simulated conducted at 340 K. This comprises of two main steps. The
first is a slip of a row or plane of atoms about the equator of the cluster (a) and the
squeezing of a diamond-like nine atom (111) surface to form a Marks corner (b). The
state marked with a ‡ is the transition state for the squeezing of a diamond-like nine
atom (111) surface shown in (b).
6.5.2 The full aKMC simulations of Au85
To understand how the dynamics of Au85 proceeded over time, we also obtained
the simulation profiles of each Au85 at these various temperatures. An example of
simulation profile obtained for Au85 is shown in Figure 6.24. As was observed for
Au55, Au85 was not often found as the GM SF-FCC structure but as several higher
energy SF-FCC structures. These higher energy SF-FCC structures often only differed
from the GM SF-FCC structure by the position of several atoms and often contained
non-SF-FCC features, such as five fold vertices. The cluster consistently transformed
from one of these higher energy FCC structures to the Dh motif at some point during
the simulation. For almost every simulation performed the cluster remained in the
Dh motif for the remainer of the simulation. Most often, the cluster existed as one of
many higher energy Dh structures rather than the lowest energy Dh structure.
180 Dynamical behaviour of Au clusters
Figure 6.24: The simulation profile of the Au85 cluster at 330 K. The cluster remains
in the SF-FCC motif until ∼68 µs when it transforms into the Dh motif.
For one aKMC simulation (conducted at 320 K), the cluster transformed into the
Dh motif but only remained in the Dh motif for 0.3 ms before it transformed back into
the SF-FCC motif (Figure 6.25). This shows that the Au85 cluster to may transform
easily between the SF-FCC and Dh motifs such that both motifs could be observed
experimentally. It is also possible that Dh to SF-FCC transitions could occur at other
temperatures, however aKMC simulations were not simulated for long enough for these
transitions to be observed at other temperatures.
6.6 The dynamics of Au101 using aKMC
A series of aKMC simulations were also performed upon Au101. Table 6.4 shows the
simulation time taken for the Au101 cluster to transition from the global minimum
decahedral (GM Dh) cluster to another motif between 320 K and 400 K. These
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Figure 6.25: The simulation profile of the Au85 cluster at 320 K. The cluster remains
in the FCC motif until ∼0.8 ms when it transforms into the Dh motif. The cluster
only remained in the Dh motif for ∼0.03 ms when it transformed back to the SF-FCC
motif.
Table 6.4: Time taken for motif changes in Au101 at different temperatures, starting
from the global minimum decahedral cluster (GM Dh). All clusters transitioned to the
octahedral motif with a stacking fault (SF-FCC). Ih: Icosahedral motif; Dh: Decahedral
motif; FCC: Octahedral motif; SF-FCC: Octahedral motif with a stacking fault; Am:













320 560 1.12 SF-FCC
330 155 1.12 Ih/Dh
340 82 1.16 SF-FCC
350 16 1.05 Am/Dh
370 8.3 1.21 Dh/Ih/Am
380 6.4 1.53 Ih/FCC
390 0.87 1.75 Dh
400 0.081 1.71 Ih/Am
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SF-FCC
Figure 6.26: The structures of the Au101 global minimum decahedral cluster (GM Dh)
and lowest energy octahedral cluster (SF-FCC).
temperatures were chosen as they were all less than the melting temperature of this
cluster (being 450 ± 30 K from Schebarchov et al.108) and were above room temperature.
The cluster had also been simulated at 300 K, 310 K, and 360 K; however a transition
was not observed in the simulations undertaken at these temperatures before this
thesis was submitted. The GM Dh structure was the perfect closed shell decahedral
cluster with perfect D5h symmetry and contained five Marks corners (Figure 6.26). For
every simulation that was conducted, the GM Dh cluster transitioned to a SF-FCC
cluster (Figure 6.26). Like Au85, the time taken for a change in motif decreased as the
temperature increased. The energy barriers ranged between 1.05 eV – 1.71 eV, which
was a slightly higher range of energy barriers than Au85. As was also seen for Au85,
the energy barrier generally increased as the temperature increased.
6.6.1 The transition mechanisms of Au101
Each transition proceeded via different transition mechanisms at each temperature.
This conclusion was based on the range of energy barriers that were obtained for these
simulation, as well as by the number of barrier clusters that exhibited different motifs
(Figure 6.27). Like Au85, all of these barrier clusters were at least partially ordered and
expressed either one or a combination of Ih, Dh or FCC motif characteristics. There
also seemed to be no particular preference of the barrier cluster towards any one motif
at any of these temperatures. However, many of these barrier clusters also contained
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Figure 6.27: The various highest energy barrier structures that were formed during
the transition of Au101 from the global minimum decahedral structure (GM Dh) to
an octahedral structure with a stacking fault (SF-FCC) at various temperatures. Ih:
Icosahedral motif; Dh: Decahedral motif; FCC: Octahedral motif; SF-FCC: Octahedral
motif with a stacking fault; Am: The transition state was amorphous. Hybrid barrier
structures are given by the two or three motifs they comprise of.
amorphous (Am) regions. The degree of amorphisation was more pronouced in Au101
barriers clusters than was observed in Au85.
In another similarity with Au85, the Au101 GM Dh cluster commonly passed through
an Ih-like motif phase during the transition to the SF-FCC cluster (Figure 6.28). These
Au101 Ih-like intermediates were based on a 55 atom icosahedral core, while the other
46 atoms that made up the Au101 cluster were usually spread elsewhere about the
cluster in an FCC format, giving the Ih-like intermediate regions of FCC character.
6.6.2 The full aKMC simulations of Au101
To understand how the dynamics of Au101 proceeded over time, we also obtained
the simulation profiles of each Au101 at these various temperatures. An example of
simulation profile obtained for Au101 (performed at 320 K) is shown in Figure 6.29.
Many of the dynamic behaviour observed in Au101 at various temperatures resemble
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Figure 6.28: The transition from the Dh motif to the SF-FCC motif passes through an
Ih-like phase for all simulationed conducted for Au101 between 320 K – 400 K. This
example was conducted at 350 K. The Ih region of the cluster is highlighted pink. The
other regions of the Ih-like intermediates were often crystalline (with an FCC nature)
but in some cases were amorphous.
observations made about Au85. The Au101 cluster usually existed as a higher energy
Dh structure rather than the GM Dh structure before transitioning into the FCC motif.
Once the cluster had transition to the SF-FCC motif, the cluster often existed as a
high energy forms of the SF-FCC motif for most of the aKMC simulation rather than
Figure 6.29: The simulation profile of the Au101 cluster at 320 K. The cluster remains
in the Dh motif until ∼560 µs when it transforms into the SF-FCC motif.
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as the lowest energy SF-FCC structure. Transitions from the SF-FCC motif back to
the Dh motif were not observed in these simulations, however it is possible and likely
that if these aKMC simulations were simulated for long enough that an SF-FCC to
Dh transition would be observed.
6.7 Comparison of dynamic simulations by aKMC
and MD
In addition to using the aKMC algorithm, the dynamics of Au55, Au85, and Au101 were
also simulated using molecular dynamics (MD) for two reasons. First, it was important
to compare the behaviour of clusters between aKMC and MD and understand if
the aKMC algorithm is giving sensible results. This was important as the aKMC
algorithm has used previously to study the dynamics of clusters. aKMC has to-date
only been used to simulate diffusion220,221,230–234 and decomposition235,236 of atoms
across a surface, as well as to simulate elemental segregation of octahedral AuPd
clusters of various Au:Pd ratios.222 Second, it was important to compare the amount
of computational time needed to simulate cluster dynamics by each techniques, as the
aKMC algorithm is only worth using if it can run faster than conventional simulation
methods (i.e. MD).
6.7.1 Comparison of aKMC and MD simulations of Au55
Table 6.5 shows the amount of time that passed until a change in motif was observed
for Au55 clusters of various initial motifs and at various temperatures, simulated with
aKMC and MD. In general, the aKMC algorithm agreed with MD simulations. The
results of aKMC and MD did diverge at 175 K where a transition from the GM FCC
cluster to the GI cluster was observed with aKMC but no transition was observed
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Table 6.5: The lifetimes of the global minimum Au55 cluster in transitioning from the
global minimum octahedral structure (GM FCC) to the Garzón icosahedral cluster









300 GI (t = 0.10 µs) GI (t = 1.5 ns)
220 GI (t = 14.6 µs) GI (t = 2.1 µs)
175 GI (t = 35.6 ms) NYO
Dh GI 300 Dh → SF-FCC (t = 0.1 ns)→ GI (t = 20.0 ns) GI (t = ∼4 ns)
GI GI 300 GI → SF-FCC (t = 1.86 µs)→ GI (t = 2.05 µs)
GI → SF-FCC (t = 73 ns)
→ GI (t = 81 ns)
with MD. This result highlights two points regarding the MD and aKMC algorithms.
Firstly, this result demonstrates that MD is not always able to simulate the dynamics
of a cluster within a reasonable amount of time. Here, MD took approximately a day
of computation time (using one CPU) to simulate the Au55 cluster for a microsecond
of simulation time. Extrapolating this, simulating a millisecond of Au55 would take
roughly 1000 days (∼ 3 years) to simulate. Therefore, even simulating a millisecond of
Au55 with MD would be unrealistic. Secondly, this result shows the strength of the
aKMC algorithm for performing long time-scale simulations. The aKMC algorithm
took approximately a month (using 16 CPUs) to simulate the dynamics of the Au55
cluster at 175 K for 170 ms of simulation time. The speed of the aKMC algorithm is in
part due to the recycling method (see Section 6.3.1) and because the aKMC algorithm
is parallelisable.
The aKMC and MD simuations of the Dh cluster both revealed a transition to the
GI motif on the nanosecond time scale. Using aKMC, the Dh cluster first transitioned
to the FCC motif in less than a nanosecond before eventually transitioning into the
GI cluster in 20 ns. In the MD simulation the transition instead proceeded via an
amorphous cluster within 1 ns before transitioning into the GI motif after ∼4 ns.
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For simulations starting from the GI cluster, aKMC found a transition to the
FCC motif within 1.86 µs before transitioning back to the GI motif within 2.05 µs of
simulation, with the FCC motif existing for ∼200 ns. This type of transition was also
recorded by the MD simulation but on a slightly shorter timescale. The GI cluster
transitioned into the FCC motif within 73 ns before transitioning back to the GI motif
after 81 ns of simulation. The FCC motif existed for ∼8 ns of the simulation.
6.7.2 Comparison of aKMC and MD simulations of Au85
The simulated dynamics of Au85 were also compared using aKMC and MD. Table 6.6
shows the amount of time that passed until a change in motif was observed. At
all temperatures the GM SF-FCC cluster transformed into the Dh motif using both
techniques. Both aKMC and MD simulations generally took longer for this transition
to occur as the temperature decreased. However, there was a discrepancy between the
lifetimes recorded between the aKMC and MD simulations. These discrepancies in
lifetimes ranged by 5× – 340× between aKMC and MD simulations. Most noticeable
was the simulation conducted at 310 K, where the aKMC algorithm predicted the
transition from the GM FCC cluster to the Dh motif was 1100 µs while MD predicted
Table 6.6: The lifetime of the global minimum Au85 cluster in transforming from the
global minimum octahedral structure that included a stacking fault (GM SF-FCC) to
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this transition would take 3.3 µs. MD consisently predicted that the Au85 GM FCC
cluster would transform into the Dh motif more quickly than predicted by aKMC.
6.7.3 Comparison of aKMC and MD simulations of Au101
The dynamics of Au101 obtained from aKMC and MD were also compared, beginning
from the GM Dh cluster. Table 6.7 shows the amount of time that passed until a
change in motif was observed. At high temperatures (greater than 370 K), the aKMC
and MD simulations only differed slightly in the time taken for the Au101 GM Dh to
transition to the SF-FCC motif. However, at lower temperatures the aKMC and MD
simulations disagreed in the time taken for the GM Dh → SF-FCC transition to occur.
For example, at 340 K the aKMC algorithm predicted this transition would take 82 µs,
while MD predicted this transition would take 3.1 µs.
A more significant difference between the two techniques was that aKMC and
MD simulations differed in the motif that the Au101 transitioned into. While aKMC
consistently predicted that the Au101 GM Dh cluster would transition into the SF-FCC
Table 6.7: The lifetime of the global minimum Au101 cluster in transitioning from the
global minimum decahedral structure (GM Dh) to another motif. The octahedral
motif is indicated by FCC and the icosahedral-like motif is indicated by Ih-like. NYO






Change in Motif (µs)
aKMC MD
SF-FCC SF-FCC Ih
GM Dh SF-FCCand Ih
320 560 NYO 0.75
330 155 NYO 0.30
340 82 3.1 2.4
350 16 1.5 0.50
360 NYO 8.4 1.2
370 8.3 3.7 0.22
380 6.4 0.62 0.026
390 0.87 0.29 0.010
400 0.081 0.045 0.010
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motif, MD simulations predicted that the Au101 GM Dh cluster would transition to
either the Ih-like, FCC, and SC-FCC motifs and would frequently fluctuate between
the motifs. This is seen in Figure 6.30 where the CNA profile for the aKMC and MD
simulations at 350 K is shown, focusing on how the (4,2,1) signature changes over
the simulation. The aKMC simulation generally remained in the Dh motif until it
transitioned into the FCC motif after 16 µs. The Dh cluster did transform into an
Ih-like cluster at times, but the Ih-like cluster only existed for a very brief period of time









Figure 6.30: The simulation profile of the Au101 cluster at 350 K as obtained from
aKMC and MD. This simulation profile shows only the (4,2,1) signature. The Dh
motif, Ih-like motif, FCC structure with a stacking fault, and FCC structure with no
stacking fault had maximum (4,2,1) signature percentages of 33.8 % (red dashed line),
26.0 % (blue dashed line), 43.9 % (black dashed line), and 53.5 % (grey dashed line),
respectively.
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would transform between the Dh, Ih-like, and FCC motifs, existing for significant
amounts of time in each motif.
6.7.4 Computational time and resources of aKMC and MD
Another important aspect that needs to be considered when choosing a dynamics
algorithm is the amount of computational time and resources that are required. The
amount of walltime† that both aKMC and MD require are fundamentally based on
how these algorithms are designed. MD evolves a cluster in a stepwise fashion, where
each iteration in MD proceeds with a constant timestep. This means that the walltime
required to simulate a cluster by MD is linear as the simulation proceeds (Figure 6.31).
In contrast, the aKMC algorithm simulates the dynamics of clusters in an exponential












Figure 6.31: The relative amount of walltime that could be theoretical required to
simulate the dynamics of a cluster with aKMC and MD. Simulation time: the amount
of time simulated by aKMC or MD.
†The walltime is the amount of time required to simulate a cluster, while the cputime is the
walltime times by the number of cpus that were used to simulate the clusters.
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amount of walltime to simulate a cluster as it learns more about the local minima and
transition pathways that exist on that cluster’s PES. Over time, the amount of walltime
required should theoretically decrease as the aKMC algorithm learns more about the
PES. At some point, the aKMC algorithm should hypothetically be able to simulate
more of a cluster’s dynamics than MD for the same amount or less walltime. The goal
of this section is to understand the factors that allow or prevent the aKMC algorithm
from exceeding the time simulated by MD simulations with equivalent amounts of
walltime.
Figure 6.32 shows the amount of time that was simulated against walltime for Au55
using both the aKMC algorithm and MD at various temperatures. As expected, many
of the aKMC simulations showed exponential-like growth of simulation time. This can
be particularly observed in Figure 6.32a, where the aKMC simulation performed at 175
K exponentially increases after 2 days of walltime (35.5 ms of simulation time). The
Au55 cluster had just transitioned into the icosahedral energy funnel and had begun
to explore the icosahedral funnel 2 days into the simulation. As aKMC learns more
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Figure 6.32: The walltime required to simulate an Au55 cluster with either aKMC or
MD at various temperatures. Shown are the full simulated time vs. walltime plot (a),
as well as a zoom in version showing the aKMC simulation conducted at 220 K (b).
MD simulations are given as black dashed lines in these plots. The zoom in view shows
the first 0.3 ms of simulation time. Arrows point to simulations that are hard to see in
these plots.
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about this icosahedral funnel, the more the cluster can be simulated within the same
amount of walltime compared to at the beginning of the simulation. An exponentially
increasing simulation time was also observed for the 220 K simulation. With more
walltime, this simulation would likely surpass the amount of time that can be simulated
with MD with the same amount of walltime.
These results also show the effect that temperature has on the amount of time
that can be simulated by aKMC with equivalent amounts of walltime. The simulated
timestep for the the aKMC algorithm is based on the lifetime that a cluster remains in
a particular local minimum, ∆ti. This is inversely proportional to the temperature, as





where ki,tot is the rate constant, which for aKMC is obtained using harmonic transition
state theory (hTST). The rate constant as described by hTST was previously shown








This observation implies that aKMC is best used to simulate clusters at lower temper-
atures, where clusters are more likely to remain in local minima for longer lifetimes
(compared to at high temperatures). In contrast, the time simulated by MD does not
depend on the temperature.
The amount of time that can be simulated with both aKMC and MD is also
influenced by the number of atoms the cluster contained. The aKMC and MD
algorithms depend on size in different ways. For a cluster containing N atoms, MD
will perform N(N−1)2 calculations to obtain the cluster’s energy and intramolecular
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forces within the cluster (if a pair-wise potential is used). On the other hand, the
amount of walltime required for an aKMC simulation is based on the size of the
cluster’s PES, i.e. the number of local minima that a cluster’s PES contains. It is
hard to analytically determine how the PES grows with a cluster’s size, however it
has been suggested that the number of local minima that the PES contains increases
exponentially as the number of atoms the cluster contains increases.237,238 As the
aKMC algorithm also requires knowledge of the local minima and how those local
minima are kinetically connected to each other, the computational cost required to
perform the aKMC algorithm is likely to grow rapidly with the size of the cluster
simulated.
An advantage of the aKMC algorithm is that it is possible to parallelise the program
to decrease the walltime required. Here, all aKMC simulations were performed using 16
cores. However, this means that the cpu time (where cpu time = walltime×no. of cores)
is 16 times the walltime given in Figure 6.32. Therefore, the computational cost of
using the aKMC algorithm is higher than described in Figure 6.32. The MD algorithm
is not easily parallelisable and often can only be performed on one core. While this
is a disadvantage of the MD algorithm, we have seen that the MD simulations of
Au55 shown in Figure 6.32 outperformed the aKMC simulations performed at higher
temperatures. Therefore, MD is able to simulate more of the dynamics of clusters at
higher temperature than aKMC with a 16th of the computational resources. This is
a major indicator that the aKMC algorithm may not be suitable for simulating the
dynamics of clusters at relatively high temperatures.
6.8 Further work
The aKMC algorithm is unlikely to be able to perform long time-scale simulations of
the dynamics of clusters of larger clusters at moderate and high temperatures within a
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reasonable amount of time and with a reasonable amount of computational resources.
The aKMC algorithm seems to struggle when it is exploring very large energy funnels
with a plethora of local minima, as this requires an exponential amount of work not
just to find the local minima but to kinetically connect these minima together.
Other methods should probably be explored if one would like to simulate the
long time-scale dynamics of clusters. One of these methods that looks promising
is accelerated molecular dynamics (aMD) algorithm, such as that implemented in
ParSplice.174,239 This algorithm is designed to perform multiple MD simulations from
many local minima for a given amount of time. The structure of the final state of
each MD simulation is recorded, recognising if the cluster had changed structure
or had remained the same. This produces a library of MD segments that can be
spliced together such that the structure at the end of one segment was that same the
beginning of the proceeding segment. This process can be parallelised as segments
of MD simulations can be performed simultaneously. Huang et al. have shown that
ParSplice can be used to simulate the dynamics of various metallic clusters between
146 and 231 atoms in size at high temperatures (between 400 K to 1100 K) for between
microseconds to milliseonds of simulation time.174
6.9 Conclusions
Simulations of the dynamics of various Au clusters were performed using the adaptive
kinetic Monte Carlo (aKMC) algorithm. These simulations were performed in order
to understand the kinetic stability of low energy forms of these Au clusters. The
aKMC algorithm simulates the dynamics of chemical systems by sampling the PES
of that chemical system, taking note of the local minima that make up the potential
energy surface (PES) and the transition pathways between local minima by performing
numerous minimum-mode following saddle searches “on-the-fly”. The aKMC algorithm
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simulates the dynamics by moving a cluster between these minima via these transition
pathways.
The dynamics of the Au55 cluster was analysed in depth at room temperature as well
as at lower temperatures, beginning from the global minimum octahedral (FCC) motif.
The FCC cluster transformed into a Garzón icosahedral (GI) cluster at all temperatures.
The direct transition mechanisms by which the FCC cluster transformed into the GI
cluster were similar at these temperatures. The FCC cluster first transformed into
an an amorphous structure before eventually forming some icosahedral features. The
cluster then formed the GI cluster by various routes depending on the temperature of
the cluster. While the FCC cluster transition pathway was slightly more convoluted
at lower temperatures, the energy barriers were ∼0.5 eV at all temperatures and
the barrier clusters were generally amorphous. As expected, the FCC cluster took
longer to transform into the GI cluster at lower temperatures. Interestingly, the FCC
cluster often became trapped in an amorphous/icosahedral-like energy funnel for a few
nanoseconds before forming the GI structure. The FCC cluster also became stuck in
an amorphous structure briefly at 300 K.
The Au55 cluster was also simulated from the lowest energy decahedral (Dh)
structure. However, this Dh structure quickly transformed into a FCC structure with
a stacking fault before eventually forming the GI structure. The GI was also simulated
in order to understand the kinetic stability of this seemingly stable cluster. The GI
cluster did transform into a FCC structure with a stacking fault, however this was
short-lived. These simulations agreed with experimental result that showed that the
Au55 was most often observed as the GI structure.
The dynamics of Au85 and Au101 were also simulated with the aKMC algorithm at
various temperatures. Hoever, only the global minima of each cluster were simulated.
The conclusions of these two clusters were very similar; firstly the global minima were
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often unstable, transforming into another motif after an amount of time inversely
related to the temperature. Secondly the cluster transformed via a multitude of
transition mechanisms that were not necessarily related to the temperature of the
cluster. However, every transition mechanism formed an icosahedral-like intermediate
at some point during the transformation.
Molecular dynamics (MD) studies were also performed and results compared with
that from aKMC simulations. MD consistantly predicted that the global minimum
would transform into another motif much quicker than predicted by aKMC. Only
at higher temperatures did MD and aKMC generally agree on the lifetimes of these
global minima. MD and aKMC both indicate that the global minimum Au85 cluster
would transform into the Dh structure. In contrast, MD predicted Au101 cluster often
fluctuated between the Ih-like, FCC, or SF-FCC motifs. aKMC only predicted that the
Au101 cluster would eventually transform from the global minimum Dh structure into
a FCC structure without any stacking faults. A comparison of the walltime required
to simulate these clusters with aKMC and MD showed that aKMC was best suited
to simulate the dynamics of clusters at lower temperatures. At higher temperatures,
aKMC required more computational resources than MD; therefore, aKMC likely is not
best suited for simulating cluster dynamics at high temperatures.
Chapter 7
Modelling Cu clusters as CO2
reduction catalysts
In this chapter, the ability of Cu clusters to catalyse the electrochemical CO2 reduction
reaction (CO2RR) is investigated. The low energy structures of Cu clusters are first
obtained by performing a global optimisation study upon Cu55, Cu78, Cu101, Cu124,
and Cu147. The lowest energy Cu55 and Cu147 are studied further in the catalysis of the
CO2RR, as well as two low energy isomers of the Cu78. The catalysis of the CO2RR
upon these clusters was performed by calculating the relative energies of intermediates
adsorbed on the most favourable surface sites of these clusters. These are then compiled
together to give the free energy diagrams of the CO2RR on these four clusters. The
results from these free energy diagrams are used to determine how the onset potentials
of CO(g), CH4 and CH3OH change depending on the structural features that various
small Cu clusters contain.
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7.1 Introduction
The anthropogenic production of CO2 has increased the concentration of this greenhouse
gas in our atmosphere by 50 % since the start of the industrial era.240 These and
other greenhouse gases are responsible for the warming of our planet, which has led to
intensified weather, and has increased the acidity of our oceans that limits shellfish
growth, thereby severly impacts upon marine food webs.241,242 The environment can
not sustain this level of environmental change, and we must look to minimise the
amount of CO2 and other greenhouse gases for surety of the survival of life on earth.
A key source of anthropogenic CO2 is due to our demand for energy, in particular
our use of fossil fuels for transportation. Our reliance on fossil fuels needs to be
replaced with another energy source that is carbon neutral. Such a solution could be
achieved in part with the use of biofuels, where sugar producing plants (such as corn
and sugarcane) capture and convert CO2 into sugars that can then be converted to
ethanol via fermentation. Ethanol can be used to run ethanol engines and in petrol
engines as a 10 % blend with petrol in cars and other vechicles, and as a result accounts
for 10 % of the U.S. gasoline fuel supply today.243 Biofuel production is considered
carbon neutral as it recycles CO2 that is already in the atmosphere. A major issue
with biofuels is the amount of sugar producing plants that would be required to sustain
our energy demands. The amount of land that would be needed and the amount of
fertilisers and pesticides required to grow these plants could potentially devastate our
ecosystems and pollute our environments.244
A number of laboratory studies have shown that direct electrochemical reduction
of CO2 (CO2RR) to hydrocarbons such as methanol and methane is possible with Cu
catalysts.245–254 This provides an alluring prospect for fuel generation, where captured
CO2 could be converted into usable fuels without the need for large-scale agriculture.
Cu is unique in that it is the only transition metal that produces significant yields
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of hydrocarbons from CO2.249,255 Some Cu catalysts have been shown to catalyse the
CO2RR to hydrocarbons and alcohols (HCA) with an energy efficiency of 70 %.†, 256
However, further research is needed for developing Cu as an effective catalyst for
CO2RR. Currently, Cu produces a mixture of methanol, methane and ethane, as well
as producing some amount of hydrogen gas.248 Ideally, we would like to tune Cu so
that it is primarily selective for production of the desired HCA with minimal or no side
products. Furthermore, Cu requires high overpotentials to reduce CO2 (+0.17 V vs the
reversible hydrogen electrode (RHE))248,257 and currently does not produce HCAs at a
rate that would be commercially viable. Reducing this overpotential and improving
the rate of hydrocarbon production would reduce the amount of energy required from
renewable resources for catalysing CO2 to hydrocarbons.
The morphology of Cu surfaces has been shown experimentally to affect both
the overpotential and the selectivity of the CO2RR. A comparison of polycrystalline
Cu(100) and Cu(111) have shown that the low-index facets increased the yield of
methane and decrease the yield of CO, with the highest yield of methane observed
with the use of Cu(111).258 Ethylene has been found to be the favoured product on
Cu(100).259,260 Stepped and kinked surfaces have also been investigated for which it
was observed that stepped surfaces containing a (100) surface also give ethylene as a
major product and that methane selectivity decreases with (111)-type step density.261
Given the sensitivity of CO2RR to surface morphology, Cu clusters represent an
interesting class of catalysts as they have a range of different surface sites potentially
available. A number of experimental works have investigated CO2RR on Cu clusters.
An increase in the amount of ethylene produced has been observed for larger particles
(>7 nm).262,263 This is in accordance with larger clusters containing reasonably regular
stepped and kinked surfaces and similar to extended surfaces. For small particles (<
†An energy efficiency of 70 % mean that for every 1 J of energy used, 0.7 J is used to reduce CO2
to other carbon products.
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5 nm), Reske et al. observed a dramatic increase in H2 and CO production, and a
decrease in hydrocarbon yield, compared with larger particles.264
Density functional theory (DFT) calculations have been used to understand the
trends in activity and selectivity of CO2RR on Cu clusters. Many studies have focussed
on very small particles (less than ∼30 atoms), with the activity and selectivity varying
by very small changes in the number of atoms and structure.265–268 Clusters with
tens to hundreds of atoms have been investigated to a lesser extent with DFT. These
are interesting as they bridge the gap between small clusters of only a few atoms
with unique structures, and large particles with more regular, faceted shapes. The
55-atom icosahedral Cu cluster has been shown to have a lower onset potential for
CO2RR to methane than Cu(111), which is further lowered by the use of a defected
graphene support.269 Several studies have investigated the slightly larger Cu79 cluster,
the structure of which is obtained from a Wulff construction to be a regular octahedral
(FCC) cluster.268,270 The CO2RR activity of this cluster model towards CO2RR was
found to be similar to Cu55 and enhanced relative to Cu(111).
Despite the numerous studies of CO2RR on Cu clusters, to date most studies
have been restricted to either small particles or medium-sized particles with a regular
structure.271 It is known that clusters of tens or hundreds of atoms can exhibit
irregular motifs or possess defects in the surface, which may impact upon their catalytic
properties.22 Furthermore, only one or two sizes or particles are often studied and it
is not clear if this is sufficient to represent the range of cluster motifs that may be
present experimentally.
In this chapter, we explore the catalytic features of small Cu clusters by performing
a two-pronged study. In the first part of this chapter we examine the structures
of several different sized Cu clusters that were obtained with a global optimisation
algorithm using the RGL potential for Cu, then reoptimised using DFT. The Cu
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clusters that are investigated in this work include Cu55, Cu78, Cu101, Cu124, and Cu147.
In the second part of this study, we investigate the energetics of the CO2RR to CO,
methane and methanol on these Cu clusters.
Low energy Cu clusters were globally optimised and re-optimised with DFT by
the author, while the analysis of the catalytic properties of Cu clusters towards the
CO2RR was performed by Kristinn Ingi Guðmundsson in collaboration with Prof. Egill
Skúlason of the University of Iceland, and Dr. Anna Garden of the University of Otago.
7.2 Methodology and computational details
7.2.1 Global optimisation of Cu cluster structure
Cu clusters were obtained using the same genetic algorithm methodology used previously
in Chapters 2 and 5. A population of npop = 20 clusters were initially generated by
randomly placing Cu atoms within a cubic cell of side length of 11.4 Å for Cu55, 12.8 Å
for Cu78, 14.0 Å for Cu101, 15.0 Å for Cu124, and 15.8 Å for Cu147. These 20 randomly
generated clusters were locally optimised using the BFGS optimiser, where the energies
of clusters were described by the RGL potential with RGL parameters given by Cleri
and Rosato.103 While Cleri and Rosato set a cutoff radius for the RGL potential to
the fifth nearest neighbour, we chose to extend the RGL cutoff radius to infinity (i.e.
no cutoff radius was considered), as was done by Darby et al.62 Each cluster in this
initial population was assigned a fitness value by the energy fitness operator. Next,
noff = 16 offspring were created by either mating two clusters together or using a
mutation method. All 16 offspring were also locally optimised using the RGL potential.
This expanded the population to a size of npop + noff = 36. These offspring were also
assigned a fitness value by the energy fitness operator. No predation method was
used to remove similar clusters. Finally, natural selection was used to remove the 16
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least fit clusters from the population, returning the population to its original size. 625
generations were performed during these trials.† Five different genetic algorithm trials
were performed for each Cu cluster tested in this study. The lowest energy clusters
from across all these five trials were analysed together.
The mating method used was a modified version of the fitness weighted Deavon
and Ho cut and splice method.62,146 In this method, two parents that contain the same
number of atoms, N , are cut into two parts based on their relative fitness to each other.
If the first parent has a fitness f1 and the second parent has a fitness f2, then the first
parent is cut such that one half contains f1
f1+f2 ×N atoms, and the second parent is cut
such that one half contains f2
f1+f2 ×N atoms. These two parts of the parent clusters
are spliced together such that the new offspring cluster contains N atoms. The other
halves of each parent were not used further. The roulette wheel method was used to
pick parents from the population for mating.55 The mutation method used was the
cluster replacement mutation method. In this method, a new randomly generated
cluster is created, locally minimised, and placed into the population. There was a 90
% chance that offspring were created via mating, and a 10 % chance that offspring
were created via mutation.
7.2.2 Refinement of Cu clusters with DFT
The lowest energy clusters that were within 1.0 eV of the global mininmum energy as
determined by the RGL potential and that were structurally unique were re-optimised
using DFT. DFT calculations were performed with the PBE exchange–correlation
functional.82 Each cluster was placed in a cubic supercell and separated from its
nearest replica by at least 10 Å in each dimension. The Brillouin zone sampling was
restricted to the gamma point only. A plane wave basis set with an energy cutoff of
†A generation is the combined process of making offspring and then removing the least fitness
clusters from the population via natural selection. See Sections 2.3.1 and 5.2.1 for further information.
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300 eV was used to describe the valence electrons, while the core electrons were treated
using the projector augmented-wave (PAW) representation.88,143 DFT calculations were
performed using the Vienna ab initio simulation package (VASP) software package.144
7.2.3 CO2 reduction reaction on Cu clusters
During this investigation, the catalytic results from these Cu clusters were compared
to an extended flat Cu(111) surface. The Cu(111) surface was constructed with a
(2×2) surface unit cell of a three-layer slab. This surface was periodic in the x and y
directions and was separated by a minimum of 12 Å in the z direction. The optimal
lattice constant for bulk Cu was found to be 3.70 Å. The bottom two layers of each slab
model were fixed at the bulk position and above layers were allowed to relax. After
the geometry of the Cu(111) system was optimised, the positions of all atoms were
constrained and single point calculations performed with an increased number of layers
to eliminate the effect of a finite number of layers. All energies regarding the Cu(111)
surface are reported henceforth refer to those from the layer-converged models.
Electronic structure calculations were carried out using density functional theory
(DFT) with a plane-wave expansion of the wavefunction (350 eV cutoff), a BEEF-
vdW272 functional description of the exchange and correlation effects and a projector-
augmented wave (PAW) representation of the ionic cores.88 All calculations were
carried out using the VASP.143,144 The self-consistent electron density was determined
by iterative diagonalization of the Kohn-Sham Hamiltonian, with the Kohn-Sham states
being smeared according to a Fermi-Dirac distribution with a smearing parameter of
kBT = 0.1 eV. All total energies have been extrapolated to kBT = 0 eV.
A Monkhorst-Pack k-point sampling scheme with a mesh of (8 × 8 × 1) was used for
Cu(111). Gamma point only was used for the cluster models. Geometry optimizations
were optimized until atomic forces were less than 0.01 eV/Å-1.
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Energies of adsorption are calculated relative to the clean surface (cluster), H2O,
H2 and graphene. Free energy diagrams were constructed using:
G = EDF T + ZPV E − TS + Esolv (7.1)
where EDF T is the energy of adsorption, ZPVE is the zero-point vibrational energy,
T is the temperature (298 K), S is the entropy and Esolv the solvation corrections.
The ZPV E − TS contributions for each adsorbate are taken from previous work.255
Solvation corrections were taken from molecular dynamics studies of stabilisation of
intermediates in a water environment and are -0.5 eV for *OH, -0.1 eV for *CO and
CO-, CHO- adsorbates, -0.5 eV for *OH and -0.38 eV for *ROH.273
7.3 Structural features of low energy Cu clusters
We begin this chapter by discussing common structural features and motifs of low
energy Cu clusters, followed by a comparison of the performance of RGL and DFT
for differentiating the various motifs. The DFT energies of the lowest energy Cu
clusters are compared in order to understand the types of motifs and defects that are
energetically favourable in Cu clusters.
The majority of clusters that were obtained using the genetic algorithm were based
on the icosahedral motif. The perfect, closed shell icosahedral cluster was observed for
both Cu55 and Cu147. These two clusters are both of the appropriate size to produce
this type of perfect, closed-shell† icosahedral cluster (Figure 7.1). The icosahedral Cu55
cluster is made up of a centre atom surrounded by two icosahedral shells, while the
icosahedral Cu147 cluster is made up of a centre atom surrounded by three icosahedral
†Perfect, closed-shell indicates the shell of the cluster is complete and does not contain any missing
atoms or adatoms.
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Figure 7.1: Various forms of icosahedral Cu clusters. The darker coloured atoms
highlight the development of the outer shell upon a perfect 55 atom icosahedral
core. (a): A perfect, closed-shell Cu55 icosahedral cluster. (b): An open-shell Cu78
icosahedral cluster. (c): An open-shell Cu101 icosahedral cluster. (d): An open-shell
Cu124 icosahedral cluster. (e): A perfect, closed-shell Cu147 icosahedral cluster.
shells. Open-shell† icosahedral clusters were observed for Cu78, Cu101, and Cu124.
These clusters consisted of a perfect, closed-shell 55 atom icosahedral core surrounded
by a partial icosahedral shell that was in keeping with the perfect icosahedral form.
Defects upon these icosahedral clusters were also observed, such as various vacancy
sites and adatoms (Figure 7.2). Adatoms were generally found on one of the faces
of the icosahedral cluster or at the junction of the core and shell, however in some
cases adatoms were found on edge sites. For the perfect icosahedral Cu78, Cu101, and
Cu124 clusters, adatoms were commonly attached to the lining of the developing shell,
likely because these sites maintain a high number of neighbours about these adatoms.
Adatoms could also be found attached on top of the developing shell. Vacant sites
consisted of vacant five fold corner sites and edge sites. We also observed rosette
reconstructions (vacant six fold corner sites) in Cu55 that also co-existed with six fold
corners (for example as illustrated in Figure 7.2i).
†Open-shell indicates the shell of the cluster is incomplete and contains missing atoms in the shell.





Figure 7.2: Various forms of icosahedral Cu clusters with various adatoms and vacant
surface sites. (a): Reference of a perfect, closed-shell Cu55 icosahedral cluster. (b): An
open-shell Cu55 icosahedral cluster with an adatom and a vacant five fold vertex site.
(c): An open-shell Cu55 icosahedral cluster with multiple adatoms and vacant five fold
vertex sites. (d): An open-shell Cu55 icosahedral cluster with an adatom and a vacant
edge site. (e): An open-shell Cu147 icosahedral cluster with an adatom and a vacant
edge site. (f): Reference of an open-shell Cu101 icosahedral cluster. (g): An open-shell
Cu101 icosahedral cluster with an adatom and a vacant five fold vertex site on the
inner core. (h): A front on and side on view of an open-shell Cu101 icosahedral cluster
with an adatom and a vacant five fold vertex site on the shell. (i): An open-shell Cu55
icosahedral cluster with a rosette reconstruction and several six fold corners.
Interestingly, some of the icosahedral Cu78 clusters that were observed deviated
from the perfect icosahedral motif and were elongated. Two examples of these are given
in Figure 7.3. The first example shows a bent elongated icosahedral cluster, where two
icosahedral caps that should be located directly at opposite poles of the cluster are
not. This cluster also contained some defects, such as vacant corner sites. The second






Figure 7.3: Various deformed icosahedral Cu78 clusters. (a): A bent elongated icosahe-
dral Cu78 cluster with two vacant five fold corners (highlighted cream). (b): A polar
elongated icosahedral Cu78 cluster with a (100) island (highlighted cream) and an
extended (111) surface (highlighted olive). The cores of these two elongated icosahedral
cluster are also shown (central core atoms shown in red).
example shows a polar elongated icosahedral cluster, where the two icosahedral caps
are located on opposite sides of the cluster (Figure 7.3b). Some of these elongated
icosahedral clusters also contained features not common in icosahedral clusters, such
as a four atom (100) island (Figure 7.3b).
The core of the bent and polar elongated icosahedral clusters were formed about
two central atoms. This differs from ordinary icosahedral clusters where the cluster is
formed about one central atom. The core of these two elongated icosahedral clusters
were slightly different (Figure 7.3). Bent elongated icosahedral clusters consistently
contained cramped cores, while the polar elongated icosahedral clusters contained
ordered cores.
As well as the icosahedral motif, several other types of clusters were obtained
during the genetic algorithm, shown in Figure 7.4. The decahedral motif was observed
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(a) (b) (c)
(d)
Figure 7.4: Various motifs that were obtained during the genetic algorithm search of
Cu clusters. (a): Reference of a perfect, closed-shell Cu55 icosahedral cluster. (b): A
perfect, closed-shell Cu101 decahedral cluster. (c): A perfect, closed-shell Cu55 twisted
decahedral cluster. (d): A perfect, closed-shell Cu101 “rugby ball-like” C3 cluster.
for Cu101, where it is possible to obtain a perfect, closed shell decahedral cluster for
a cluster with 101 atoms (Figure 7.4a). Two other types of uncommon motifs were
obtained during this study. The first was a twisted decahedral Cu55 cluster, which
appeared as a perfect closed shell icosahedral cluster where the top half of an icosahedral
cluster had been rotated by 36◦ (Figure 7.4c). The core of this cluster was also twisted
by 36◦, giving a core reminiscent of a decahedral cluster. This twisted decahedral
cluster is apart of the D5h point group, but differ from ordinary decahedral clusters in
the position of atoms about the equator of the cluster. While uncommon, this type of
cluster and variations of it have been observed theoretically in Au32Pt23.274
The second uncommon motif that was obtained was a C3 “rugby ball-like” Cu101
cluster (Figure 7.4d). This very unusual cluster consisted entirely of (111) surfaces.
The top and bottom faces were made up of six atoms, while the faces around the
cluster were made up of flat 10 atom equilateral triangles (highlighted in Figure 7.4d)
and flat nine atom partial triangles. Defects of this clusters were not observed in this
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study. While other types of C3 clusters have been obtained in metallic clusters,275 we
have not found any literature reports of clusters that resemble this C3 “rugby ball-like”
cluster.
7.4 Comparison of RGL and DFT
Following on from the comparison of the energetic behaviours of Au and Pt clusters
with the RGL potential and DFT discussed in Section 3.4, we also compared the
energetic behaviour between RGL potential and DFT for low energy Cu clusters. To
begin, we analysed the RGL and DFT energies of a variety of icosahedral clusters
that were obtained for Cu55 and Cu147. These clusters are shown in Figure 7.5. These
include perfect, closed shell icosahedral clusters (Ih), and icosahedral clusters with
various adatoms and vacant surface sites (symbolised in Figure 7.5 as Vc, Ve, and
R). All energies presented in Figure 7.5 are relative to the lowest energy cluster as
described by DFT.
Generally, the RGL potential either underestimated or correctly predicted the
relative energy of the various icosahedral clusters compared to DFT. The RGL potential
often underestimated DFT energies of smaller clusters that contained defects, such
as adatoms and vacant sites. For Cu55, the RGL potential underestimated the DFT
energies of the icosahedral cluster with a corner vacancy (Ih + Vc), but overestimated
the DFT energies of the icosahedral cluster with a edge vacancy (Ih + Ve). An exception
to this were icosahedral Cu55 clusters with a single rosette reconstruction (Ih + R),
which were predicted by the RGL potential within error of DFT. Not surprisingly,
there was a larger discrepancy between RGL and DFT when more than one defect was
present. On the other hand, the RGL potential generally predicted the DFT energies
of the corner and edge vacancies for most Cu147 clusters correctly.
Defects in icosahedral clusters were also underestimated by the RGL potential in
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Cu55
Figure 7.5: The RGL and DFT energies of various icosahedral Cu55 and Cu147 clusters.
All RGL and DFT energies are given relative to the perfect, closed shell icosahedral
clusters. Blue dots indicate the relative RGL energy, while red dots indicate the relative
DFT energies. Ih: The perfect, closed-shell icosahedral cluster; Ih + Vc: Ih with a
vacant corner site; Ih + Ve: Ih with a vacant edge site; Ih + 2V: Ih with two vacant
sites; Ih + 3V: Ih with three vacant sites; Ih + R: Ih with a rosette reconstruction;
Ih + 2V: Ih with two rosette reconstructions.
Cu78 and Cu124 icosahedral clusters (Figure 7.6). For Cu78 and Cu124 where underesti-
mations were observed, those with more defects were generally underestimated more
than those with fewer defects. In contrast, the RGL potential generally predicted the
energetic ordering of Cu101 clusters.
The RGL potential generally correctly predicted the DFT energies of many of
the elongated icosahedral clusters (Figure 7.7). However, while the RGL potential
indicated that the perfect icosahedral with a partial shell was the global minimum,
DFT indicated that the global minimum was the bent elongated icosahedral cluster.











































Figure 7.6: The RGL and DFT energies of various perfect, closed-shell icosahedral Cu78,
Cu101, and Cu124 clusters with partial shells. All RGL and DFT energies are given
relative to the lowest energy icosahedral cluster with a partial shell (as determined by
the RGL potential). Blue dots indicate the relative RGL energy, while red dots indicate
the relative DFT energies. ISh: The lowest energy form of the perfect, closed-shell
icosahedral cluster with a partial icosahedral shell; IRSh : ISh with a rearranged partial
icosahedral shell; ISh + Vc: The lowest energy form of ISh with a partial icosahedral shell
with a vacant corner site; IRSh + Vc: ISh with a rearranged partial icosahedral shell with
a vacant corner site; ISh + 2Vc: The lowest energy form of ISh with a partial icosahedral
shell with two vacant corner sites; ISh + MVc: The lowest energy form of ISh with a
partial icosahedral shell with multiple vacant corner sites.
Furthermore, the RGL potential consistently overestimated the energies of the polar
elongated icosahedral clusters that contained a six fold cap.
Overall, the RGL potential seems satisfactory to capture the approximate energetic
behaviour of small, low energy Cu clusters within the icosahedral motif compared to
DFT. In contrast, the RGL potential was not able to capture the energetic behaviour








Figure 7.7: The RGL and DFT energies of elongated icosahedral Cu78 clusters. All
RGL and DFT energies are given relative to the lowest energy perfect icosahedral
cluster with a partial shell (as determined by the RGL potential). Blue dots indicate
the relative RGL energy, while red dots indicate the relative DFT energies. ISh: The
lowest energy form of the perfect icosahedral cluster with a partial icosahedral shell;
IP,5+5h : Polar elongated versions of the icosahedral cluster with two five fold caps; I
P,5+6
h :
Polar elongated versions of the icosahedral cluster with a five fold cap and a six fold
cap; IBh : Bent versions of the icosahedral cluster;
between motifs as was predicted by DFT. The comparison of the RGL potential and
DFT between motifs in shown in Figure 7.8. The Cu55 twisted decahedral cluster
was slightly underestimated by the RGL potential, while the Cu101 “rugby ball-like”
C3 cluster was overestimated by the RGL potential. The RGL potential predicted
that the decahedral cluster was the lowest energetic motif for Cu101, however DFT
indicated that the partial shell icosahedral and the “rugby ball-like” C3 cluster were
both isoenergetic. Furthermore, the DFT energy difference between the icosahedral and
rugby ball-like motifs compared to the decahedral motifs in Cu101 were dramatically
different than compared to the RGL potential, where the energies were much more
competitive.† These results indicate that the RGL potential may not be suitable to
use for other computational methods such as in molecular dynamics where changes
in motif are of interest. Furthermore, as no FCC clusters were observed during this
†Being energetically competitive means that several clusters are very similar in energy to each
other.
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Figure 7.8: The RGL and DFT energies of Cu55 and Cu101 clusters with motifs other
than the icosahedral motif. All RGL and DFT energies are given relative to the lowest
energy perfect, closed-shell icosahedral cluster with a partial shell (as determined
by the RGL potential). Blue dots indicate the relative RGL energy, while red dots
indicate the relative DFT energies. Ih: The perfect, closed-shell icosahedral cluster; ISh:
The lowest energy form of the perfect, closed-shell icosahedral cluster with a partial
icosahedral shell; Ih: The perfect, closed-shell icosahedral cluster; D5h: A perfect,
closed-shell decahedral cluster; DT5h: A perfect, closed-shell twisted decahedral cluster;
C3: A “rugby ball-like” C3 cluster; Vc: A vacant corner site.
study, it may be wise to gather a variety of small FCC Cu cluster and optimise them
with DFT to confirm that the FCC motif is not energetically competitive at this size
range. While the FCC motif is unlikely to be energetically competitive in this size
range, it is possible for small metallic clusters to prefer the FCC motif at smaller sizes
(see Section 3.6).138
On a final note, in general the relative energies of Cu clusters spanned a smaller
range of energies with the RGL potential than with DFT. This behaviour may be a
general feature of the RGL potential, as this was also observed with Au and Pt cluster
in Chapter 3. However, we do note that there is a chance this observation may merely
be because these clusters were globally optimised with respect to the RGL potential.
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7.5 Energies of Cu clusters
In this section, we analyse the energies of various Cu55, Cu78, Cu101, Cu124, and Cu147
clusters obtained in this study (as based on DFT). Figure 7.9 shows the energies of
clusters as predicted by DFT. These clusters have been categorised based on the motif
of the cluster, the types of defects they contain, and any other defining features. As
undertaken in the previous section, the energies of these clusters were all relative to
the lowest energy perfect icosahedral cluster.
To begin, the global minima for the majority of these clusters were the perfect,
closed-shell icosahedral cluster (Cu55 and Cu147) or the icosahedral cluster with a
partial shell (Cu124). The structures of these clusters are shown in Figure 7.10. For





















































































































Cu55 Cu78 Cu101 Cu124 Cu147
Figure 7.9: DFT energies of various Cu clusters. Ih: The perfect, closed-shell icosahedral
cluster; ISh: The lowest energy form of Ih with a partial icosahedral shell; IRSh : Ih with a
rearranged partial icosahedral shell; IBh : The bent elongated icosahedral clusters; I
P,5+5
h :
The polar elongated icosahedral clusters with two five fold caps; IP,5+6h : The polar
elongated icosahedral clusters with a five fold cap and a six fold cap; V: A vacant
site; Vc: A vacant corner site; Ve: A vacant edge site; R: A rosette reconstruction;
D5h: A perfect, closed-shell decahedral cluster; DT5h: A perfect, closed-shell twisted
decahedral cluster; C3: A “rugby ball-like” C3 cluster. Colours are associated to
similar types of clusters and defects. Dark blue: Lowest energy icosahedral cluster.
Light blue: Icosahedral clusters with a defect. Purple: Icosahedral clusters with
rosette reconstruction. Dark Green: Bent or polar elongated icosahedral clusters. Red:
Decahedral clusters. Black: The “rugby ball-like” C3 cluster.




Figure 7.10: The global minima of various Cu clusters based on DFT. The global
minimum of Cu55 and Cu147 was the perfect, closed-shell icosahedral cluster, while the
global minimum of Cu78 and Cu124 were the bent elongated icosahedral cluster and
the partial shell icosahedral cluster, respectively. Cu101 contained three global minima.
Two of these global minima were versions of the partial shell icosahedral cluster, while
the other global minimum was the “rugby ball-like” C3 cluster.
the icosahedral cluster with a partial shell. Interestingly, there were three isoenergetic
global minina for the Cu101 cluster, two being versions of the partial shell icosahedral
and the other being the “rugby ball-like” C3 cluster.† From this we can suggest that
the icosahedral motif is preferred at the so called “magic” number sizes (Cu55 and
Cu147), while sizes between these “magic” sizes generally perfer either the icosahedral
motif, where the icosahedral cluster may be ordered with a partial shell or irregular,
†The energies of these three Cu101 global minima were within 0.005 eV of each other, which was
within the convergence criteria in these DFT optimisations.
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with a chance of preferring a different motif.
The lowest energy defects upon the icosahedral clusters increased the energy of the
cluster by at least 0.5 eV (the light blue points relative to the dark blue points for each
cluster size in Figure 7.9), except for Cu55 where the lowest energy defect was 1.0 eV
above the energy of the perfect, closed-shell icosahedral cluster. This was true as well
for Cu78, Cu101, and Cu124 icosahedral clusters with partial shells. Rearrangements
of the partial shell in Cu78 and in Cu101 (the purple point for Cu78 and all but the
lowest energy purple points for Cu101 in Figure 7.9) slightly increased the energy of
the cluster, while all rearrangements of the partial shell of Cu124 were at least 0.4 eV
above the global minimum (the purple points in Figure 7.9, Cu124). Therefore, most
defects upon the global minimum or upon the icosahedral cluster are unlikely to be
energetically favourable, as any cluster that is above 0.1 eV of the global minimum
is only thermodynamically accessible at temperatures over 1100 K.† The spread of
energies across each type of defect was about 0.3 – 0.5 eV. Overall, defects upon the
perfect cluster of any motif always increased the energy of the Cu cluster. This is in
constrast with some Au clusters from Chapter 3, where the amorphous nature of Au
meant that low energy and even some global minimum Au clusters included defects.
There are several noteworthy points of detail with respect to defects in Cu clusters.
Firstly, while vacant edge and corner sites in Cu55 were roughly degenerate, vacant
edges sites in Cu147 were energetically greater than vacant corner sites. The reason
for this is likely because edge sites are in different structural environments in the
icosahedral cluster of Cu55 and Cu147. Edge sites in Cu55 lay directly between two
corner atoms, while edge sites in Cu147 are between a corner atom and another edge
atom (Figure 7.11) Therefore, an edge site in Cu147 is not necessarily equivalent to
an edge site in Cu55. Secondly, rosette reconstructions with multiple six fold corner
†Based on the Boltzmann distribution when ∆E = kBT , where ∆E is the energy difference
between two clusters, kB is the Boltzmann constant, and T is the temperature.
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(b)(a)
Figure 7.11: An example of a vacant edge site in Cu55 and Cu147.
sites were energetically equivalent to adatom and vacancy site combinations in Cu55.
Thirdly, as expected, perfect clusters with multiple defects were higher in energy than
those with fewer defects across every size of Cu cluster sampled in this study. For
example, the relative energy of an icosahedral Cu55 cluster with two vacant sites or two
rosette reconstructions doubled the energy compared to a Cu55 cluster with one vacant
site or rosette reconstuction. Fourthly, there were often many different variations of
clusters with rearranged partial shells, such as Cu101 and Cu124 (the purple points in
Figure 7.9).
In summary, the global minima of small Cu clusters were generally a version of
an icosahedral cluster. “Magic” size clusters such as Cu55 and Cu147 preferred the
perfect, closed-shell icosahedral cluster, while the non “magic” size clusters such as
Cu78, Cu101 and Cu124 often preferred a partial shelled icosahedral cluster built upon
the perfect, closed-shell 55 atom icosahedral cluster. Some non “magic” size clusters
also preferred the elongated icosahedral cluster, such as was the case for Cu78, or a
cluster of a different motif, such as the “rugby ball-like” C3 Cu101 cluster. Defects
upon these cluster were often highly energetic, and therefore defects are not likely to
be thermodyamically accessible at moderate temperatures.
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7.6 Comparison to literature studies
Most of the computational structural analysis studies on Cu cluster in the literature
focus on understanding the structures of small Cu clusters with empirical potentials
without re-optimisiation with DFT. Pan et al. found that Cu70 – Cu150 generally formed
into the icosahedral motif when modelled using the embedded atom method (EAM)
potential.276 Many of the Cu clusters between 70 and 100 atoms in size, including
Cu72 and Cu78, were quite distorted or elongated versions of icosahedral clusters, as
we observed in our study (Figure 7.12). Grigoryan et al. and Çetin et al. also found
that Cu71 was an elongated icosahedral cluster as well,277,278 while Zhang and Li also
found that the Cu clusters up to Cu70 perferred the icosahedral motif with an EAM
potential.279 Larger clusters were generally more ordered and based on a cluster with
a 55 atom icosahedral core surrounded by an ordered partial shell. However, Pan et al.
found that the global minimum Cu124 was a fairly disordered icosahedral cluster. We
did not observe any disordered Cu124 in our study. Furthermore, while Pan et al. were
able to locate an ordered icosahedral Cu147 cluster, they were not able to obtain the
perfect, closed shell icosahedral cluster (the global minimum found in this work) due
to limitations of their Monte Carlo simulation.
Pan et al. also found that some of the Cu clusters within the 70 – 150 size range
contained decahedral and octahedral global minima. In this study, we found that the
Cu72 Cu78 Cu101 Cu124 Cu147
Figure 7.12: Various global minimum clusters as obtained by Pan et al.276 Cu72 is an
example of an elongated icosahedral cluster.
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global minimum of Cu101 was a decahedral cluster with the RGL potential. It was only
when the Cu101 clusters were reoptimised with DFT that the global minimum changed
to icosahedral and “rugby ball-like” clusters.
Grigoryan et al. also studied the structures of 61 – 150 atom Cu clusters with the
global optimisation algorithm using the Daw, Baskes, and Foiles (DBF) potential.192
The DBF potential is based on the EAM potential. The results from this study were
very similar to that observed in our RGL study; the global minimum of Cu55 and Cu147
was an icosahedral cluster, while the global minimum of Cu101 was a decahedral cluster.
Grigoryan et al. indicated that the global minimum Cu78 cluster was disordered, with
only C1 symmetry. In constrast, the global minimum Cu124 cluster had Cs symmetry,
meaning it contained a mirror plane. This partial shell icosahedral Cu124 global
minimum cluster that was observed in this RGL study also contained Cs symmetry.
Interestingly, Grigoryan et al. observed icosahedral clusters with islands of octahedral,
decahedral, and tetrahedral features. While we only observed regular and distorted
icosahedral Cu78 clusters, some of these distorted icosahedral clusters also contained
small (100) islands. Grigoryan et al. observed decahedral clusters as their second and
third lowest energy clusters for Cu75 – Cu79. We did not observe decahedral clusters
during this global optimisation of Cu78 with the RGL potential.
While there are several theoretical studies that describe the structures of small Cu
clusters, there are no experimental studies that clearly show the structures of small Cu
clusters.
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7.7 Energies of the CO2 reduction reaction on Cu
cluster catalysts
In this section we study the catalyst properties of a Cu55 cluster, a Cu147 cluster, and
two isomers of Cu78 for the CO2 reduction reaction (CO2RR). For each cluster, the
global minimum structure was chosen for further catalytic studies. For Cu55 and Cu147
these were the perfect, closed-shell icosahedral clusters, and for Cu78 this was a bent
elongated icosahedral cluster. We also included the perfect icosahedral Cu78 cluster
with a partial shell. This was because this type of structure was observed at all sizes
in between Cu55 and Cu147. The partial shell also offers various step sites that may
be advantageous for the catalysis of the CO2RR. We compared the results from these
clusters to the catalysis of the CO2RR on a flat Cu(111) surface.
We have performed this study from a thermodynamics point of view as this is
generally the first approach to understanding catalytic properties of chemical systems.255
This is because studying the thermodynamics of a chemical pathway is comparatively
simpler than studying its kinetics and often gives a considerable amount of insight into
probable chemical pathways.
7.7.1 Adsorption of intermediates
The adsorption energies and binding sites for possible intermediates in the CO2RR on
the lowest energy structures of Cu55, Cu147 and of two isomers of Cu78 are shown in
Table 7.1. Cu55 and Cu147 were the most ordered clusters, both adopting the icosahedral
geometry with 20 close-packed surfaces and no defects. These were compared to the
adsorption energies and binding sites for intermediates on a flat Cu(111) surface,
which emulates the surface of a simple Cu crystal with no defects. The geometries of
intermediates on the surface of Cu55 and Cu147 are shown pictorially in Figures 7.13
7.7 Energies of the CO2 reduction reaction on Cu cluster catalysts 221
and 7.14. Many of the sites that intermediates adsorbed to on Cu55 and Cu147 are
similar to that on Cu(111). However, the intermediates that were found on 3-fold
hollow sites on these clusters are usually found in hexagonal close packed (HCP) sites
rather than FCC sites on the Cu(111) surface.† The most striking differences between
these clusters and the Cu(111) surface were the adsorption sites of *C and *CH, where
these adsorbates distorted a (111) surface of Cu55 and Cu147 into a 4-fold hollow site
(Table 7.1). Accordingly, these sites show the largest difference in adsorption energy
between Cu55 and Cu(111).
Cu55 and Cu147 present an interesting comparison as they are both icosahedral
clusters, differing in the number of shells and therefore the size of the close-packed
facets. Cu55 generally binds adsorbates more strongly than Cu(111) by ∼0.1 – 0.3 eV.
In many cases, Cu147 binds more weakly than Cu55 and, in some cases, similar to or
weaker than Cu(111), despite similar site preferences to Cu55. An example is *COH
binding to the HCP site on the icosahedral cluster, which is almost 0.3 eV weaker
on Cu147 than Cu55. It is difficult to elucidate reasons for this, as the effect is not
consistent over all adsorbates or even adsorption sites. The largest difference between
Cu55 and Cu147 was observed for *C and *CH binding to a distorted 4-fold site. On
the smaller Cu55 cluster, this distortion encompassed the entire facet but minimally
affected other atoms in the cluster. For Cu147 this incites disorder in the adjacent
atoms, presumably at an energy cost, giving rise to the weaker binding.
Two 78 atom Cu isomers were investigated. The first contained a 55 atom icosahedral
core with a partial shell that was low in energy (Cu78,1). The second was a more
distorted elongated icosahedral cluster (Cu78,2). This second more distorted elongated
icosahedral cluster was the global minimum. This distorted cluster contained slipped
planes that resemble an FCC environment and included a 4-atom FCC step feature.
†3-fold hollow sites include HCP and FCC sites, where the adatom sits upon a 3-fold hollow site
in these configurations. A hollow HCP site contains an atom directly underneath it, while a hollow
FCC site does not contain an atom directly beneath it.









































































































































































































































































































































































































































































































































































































































































































































































































Figure 7.13: Geometries of intermediates in the reduction of CO2 to CO, CH4, and
CH3OH on a Cu55 cluster.






Figure 7.14: Geometries of intermediates in the reduction of CO2 to CO, CH4, and
CH3OH on a Cu147 cluster.
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Geometries of all adsorbates upon this partial shell icosahedral Cu78 cluster are shown
in Figure 7.15.
The partial shell of the Cu78,1 cluster exposes several interesting adsorption sites
where the two icosahedral shells meet. Firstly, there is a sharp, 2-atom wide edge site.
There is also a 3-fold site where the two shells meet, as well as two 4-fold sites.† With
this combination of favourable sites, it is found that all adsorbates bind preferentially
near this feature on the cluster. For some of the adsorbates (e.g. CO, CHO), the
specific site preference also changed from top (as observed for the extended surfaces
and icosahedral clusters) to 2- or 3-fold sites. In terms of energetics, all adsorbates
were stabilised with respect to the 55 atom icosahedron, by between 0.1 and 0.4 eV.
The new 3-fold site seems to be particularly favourable compared to the HCP site on
Cu55.
The second 78 atom cluster investigated showed significant structural deviation
from the icosahedral motif and consequently had a number of unique active sites.
Geometries of all adsorbates upon this bent elongated icosahedral Cu78 cluster are
shown in Figure 7.16. Of all the various sites on this bent elongated icosahedral cluster,
the most notable is the presence of a 4-atom FCC “island”, near which is the favoured
adsorption site for the majority of the intermediates.
Given the unique adsorption sites on Cu78,2 it is perhaps unsurprising that the
adsorption energies vary considerably from Cu55 and the more ordered Cu78,1 isomer.
For some intermediates the binding energy is significantly reduced compared to Cu55,
for example by 0.6 eV for *COOH. However, not all intermediates were as affected,
such as *CO which bound less than 0.1 eV stronger than on Cu55. A peculiar effect
is observed for *C and *CH, for which the preferred binding site was far from the
4-atom island, despite the existence of 4-fold sites. Instead, these absorbates preferred
†Note that it is not possible to classify the 3-fold site any further into HCP or FCC sites as it is
formed near the intersection of the two shells






Figure 7.15: Geometries of intermediates in the reduction of CO2 to CO, CH4, and
CH3OH on a Cu78,1 cluster.






Figure 7.16: Geometries of intermediates in the reduction of CO2 to CO, CH4, and
CH3OH on a Cu78,2 cluster.
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to distort the close-packed surfaces distal to the island site to form the preferred 4-fold
adsorption site.
7.7.2 Reduction of CO2 to CH4 and CO
The free energy diagram for CO2RR to CH4 and CO(g) on Cu(111) is shown in
Figure 7.17. Note that the formation of CO(g) is not shown explicitly but can be
formed by release of *CO. Possible reaction steps are taken from previous studies.255
The reaction proceeds first by adsorption and protonation of CO2 to form *COOH,
followed by further protonation before dissociating and releasing H2O to leave adsorbed
CO. From this point, two intermediates are possible, and have been the focus of
much research. In this work, the formation of *CHO is favoured, in agreement with
previous calculations on Cu(111)280 and similar to Cu(211).257,281 The inclusion of
kinetic barriers has shown *COH to be the favoured product255,282 but here we study
only the thermodynamic pathway.
Further reaction of *CHO gives *CH2O rather than *CHOH, which then is pro-
tonated to form either *CH3O or *CH2OH. In this work we found *CH2OH to be
Cu(111)
Figure 7.17: Free energy diagram for the reduction of CO2 towards CH4, CH3OH and
CO on Cu(111).
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favoured but the difference between the intermediates was less than 0.2 eV, therefore
the exact pathway is likely sensitive to the choice of theoretical description. The final
part of the pathway to CH4 is either protonation and dissociation of *CH3O to form
CH4 and *O or dissociation of CH2OH to form *CH3 then eventually *CH4. Methanol
can be formed from either *CH3O or *CH2OH and is downhill in energy in both cases
so would be a likely product, along with *CH4.
The majority of the steps in the CO2RR are downhill in energy at 0 V. The largest
uphill steps are the first step to adsorb *COOH and the step to form *CHO from
*CO. The free energy change for these steps are 0.28 eV and 0.76 eV, respectively.
Both of these steps are one-electron, electrochemical steps so can be overcome with an
applied negative bias.283 An applied potential of –0.28 V elimates the first uphill step
so represents the limiting potential for forming CO(g). An applied potential of –0.76
V elimates the second uphill step and is the limiting potential for the formation of
CH4 and CH3OH. These limiting potentials are similar in relative magnitude to those
previously observed for Cu(111).280
Free energy diagrams for CO2RR on the Cu55, Cu78 and Cu147 clusters are shown
in Figures 7.18 and 7.19. Limiting potentials for formation of CO and CH4/CH3OH
(UL(CO) and UL(CH4/CH3OH)) are given in Table 7.2. A positive value means that
reduction begins at potentials more positive than 0 V vs RHE (i.e. all steps were
Table 7.2: Limiting potentials (UL) for CO2 reduction to CH4 for the Cu surfaces
investigated in this work. Note that the limiting potential for the reduction of CH4 is
the same as for the reduction of CH3OH.
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Cu55
Cu78,1
Figure 7.18: Free energy diagram for the reduction of CO2 towards CH4, CH3OH and
CO on Cu55 and Cu78,1 clusters at 0 V vs. RHE.
downhill at 0 V). Note that the limiting potential for the reduction of CH4 is the same
as for the reduction of CH3OH. The strong binding of *CO on Cu55 means that both
of the first steps (CO2 to *COOH and *COOH to *CO) are downhill and the limiting
potential for CO(g) formation is very close to 0 V. The *CHO intermediate is not as
stabilised as much as *CO, meaning that the potential limiting step to form CH4 is
large (0.81 eV), similar to Cu(111).
It was observed earlier that binding of CO to the Cu147 cluster is considerably
weaker than on Cu55, by around 0.2 eV. Consequently, the free energy diagram for
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Cu78,2
Cu147
Figure 7.19: Free energy diagram for the reduction of CO2 towards CH4, CH3OH and
CO on Cu78,2 and Cu147 clusters at 0 V vs. RHE. Note that the free energy diagram
for Cu78,2 is constructed using the energies of intermediates near to the same site as
*COOH adsorption, to avoid the need for diffusion.
Cu147 shows that the step *COOH to *CO is 0.14 eV uphill and defines the limiting
potential for CO formation. The limiting step for CH4 formation is also *CO to *CHO
but, due to the weakened binding of *CO compared to *CHO, this magnitude of this
step is smaller than on Cu55, with a limiting potential of –0.66 V, –0.15 V less negative
than on Cu55.
For Cu78,1, the first two steps are downhill, meaning the limiting potential for CO
formation is positive (+0.11 V). The limiting step for CH4 formation is of similar
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magnitude to Cu(111), however, with a limiting potential of –0.72 V.
Cu78,2 presents the most interesting case of the clusters studied here. As mentioned
previous, Cu78,2 contained a 4-atom “island”, which was the preferred binding site
for most adsorbates and indeed was found to bind many intermediates significantly
stronger than Cu55. Consequently, the free energy diagram is qualitatively different to
the other clusters under investigation here. It was seen earlier that *COOH binds very
strongly to Cu78,2, consequently the first step in the CO2RR is significantly downhill.
This strong binding does not extend to *CO, however, meaning that the *COOH to
*CO step is 0.38 eV uphill. The limiting potential for CO2RR to CO(g) is therefore
rather negative and indeed more negative than any other surface studied here, including
Cu(111). Strong binding is again observed for *CHO, meaning that the potential
limiting step for CH4 is now only moderately uphill, resulting in a limiting potential of
only -0.39 V. This is a large difference to any of the other surface under investigation
here and suggests that CO and CH4 should be observed in the same potential region.
This is an interesting result as this suggest clusters with this type of island may be
able to catalyse the reduction of CO2 to CH4/CH3OH with a lower applied bias.
7.8 Further work
The results from this section show how including Cu clusters obtained from global
optimisations in CO2RR can change the results that are obtained compared to model
structures such as perfect icosahedral, decahedral, and octahedral clusters. This is
because globally optimised structures can contain various structural features that
can be hard to include in model structures. Therefore, it may also be interesting to
understand whether other types of structural features that appear in other Cu cluster
sizes could also lower the applied bias required to catalyse CO2 to CH4 and CH3OH.
Future work could also include examining a range of cluster sizes within size
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brackets as was done with Au and Pt clusters in Chapter 3 as it would be interesting
to understand if island structures (and other structural features) appear in Cu clusters
near 78 atoms in size. It would also be interesting to compare the result of Cu78
with a Wulff construction of Cu78. Wulff constructions provide a model of a cluster
where the most energetic surfaces are removed, giving a cluster that contains surfaces
that may be observed experimentally. Furthermore, the hydrogen evolution reaction
(HER) would also need to be studied with the clusters in this study as well as any
clusters performed in future work to ensure that CH4 and CH3OH production is still
competitive with H2 production, as H2 production is known to be exclusively produced
with other metals.249 The analysis of the HER and the CO2RR on size brackets of Cu
clusters would be needed for a full computational study that could be compared with
experimental results.
7.9 Conclusions
A set of low energy copper clusters containing 55, 78, 101, 124, and 147 atoms were
obtained using a genetic algorithm, where clusters were locally optimised using the
RGL potential. The lowest energy clusters obtained were re-optimised using DFT.
The majority of low energy Cu clusters were icosahedral, either forming a full shell or
partial shell icosahedral cluster (depending on the size of the cluster). Some of these
full or partial shell clusters contained various defects, including missing vertex and
edge atoms, adatoms, and rosette reconstructions. Cu78 also contained ordered and
distorted versions of elongated icosahedral clusters, while Cu101 included decahedral
clusters as well as a unique C3 “rugby ball-like” cluster. In most cases, DFT suggested
that the global minimum of these Cu clusters were based on a perfect, closed-shell
icosahedral cluster or a partial shell icosahedral cluster. For Cu78, the global minimum
was the bent elongated icosahedral cluster, while Cu101 contained three isoenergetic
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global minima. These were the perfect decahedral cluster, a partial shell icosahedral
cluster, and the C3 “rugby ball-like” cluster.
The CO2 reduction reaction (CO2RR) as catalysed by low energy Cu clusters was
examined by analysing the thermodynamics of various intermediates adsorbed upon
these Cu clusters. The Cu clusters that the CO2RR was modelled upon were the
perfect, closed-shell global minimum Cu55 and Cu147 clusters, as well as a partial shell
low energy Cu78 cluster and the global minimum bent, elongated icosahedral Cu78
cluster. These were compared to the catalysis of the CO2RR on a flat Cu(111) surface.
The limiting step to form CO, CH4 and CH3OH were the same for the Cu(111) surface
and for the Cu clusters examined. Most of the Cu clusters examined exhibited limiting
potentials for CO and CH4/CH3OH that were similar to the Cu(111) surface. The
most interesting result were the limiting potentials exhibited by Cu78,2. This cluster
was a bent elongated icosahedral cluster that contained a 4-atom FCC “island” which
was a favoured adsorption site for many of the intermediates involved in the CO2RR.
This site lowered the limiting potential required to produce CH4 (and CH3OH) to 0.39
V, lowering the potential by 0.3 – 0.4 V compared to the flat Cu(111) surface and
other clusters. Furthermore, the limiting potential of producing CO increased in Cu78,2
to -0.38 V, making CO production competitive with CH4 production in this cluster.
Therefore, these “island” sites maybe suggestive of the types of structural environments
needed for Cu clusters to be commercially viable for the production of methane and
methanol.
Overall, this study shows the importance of incorporating globally optimised cluster
structures into catalysis studies, as the various surface features that can be found in
global minima and other low energy clusters can change the electrochemical potentials
of each step in the CO2RR. This can give us a wider perspective of the catalytic
properties of clusters and how they can be tuned for enhanced catalytic performance.
Chapter 8
Conclusions
Clusters (also known as nanoclusters or nanoparticles) are of interest for various
practical applications due to their unique properties. Understanding the structure of
clusters is vital for understanding the reasons they exhibit their unique properties.
Computational modelling can be used alongside experimental imaging of synthesised
clusters to develop our understanding of clusters of their properties, make further
predictions about their properties, and suggest other clusters they may exhibit enhanced
properties.
In this thesis, we have explored several computational methods for elucidating the
structures of lowest energy isomers that a cluster may exist experimentally. The global
optimisation using saddle traversal (GOUST) algorithm was used in Chapter 3 to
derive the lowest energy Au and Pt clusters ranging in sizes from 55 atoms to 309
atoms in size. The ability of the Au and Pt RGL potential to predict the DFT energy
of Au and Pt clusters was also examined. While the Pt RGL potential did not predict
the octahedral dominance that was observed with DFT, the Au RGL potential was
able to predict the energetic competitiveness between the icosahedral, decahedral, and
octahedral motifs. This indicated that the Au RGL potential could be used in other
computational applications, such as in dynamics simulation of Au clusters (which was
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important in Chapter 6). Various icosahedral, decahedral, and octahedral clusters were
obtained in this study for both Au and Pt. The icosahedral and octahedral motifs were
energetically competitive amongst the Au and Pt clusters between 54 – 56 and 99 – 103
atoms in size. The icosahedral clusters were often distorted to various degrees, such as
the Garzón icosahedral cluster, and in some cases contained features such as rosette
reconstructions and (100) surfaces. The Au icosahedral clusters were generally more
distorted than Pt icosahedral clusters. Larger Au clusters within the 144 – 150, 224
– 232, and 303 – 315 brackets were energetically competitive between the decahedral
and octahedral motifs. All three motifs were energetically competitive between ∼309 –
315. In contrast, larger Pt cluster exclusively preferred the octahedral motif. Open
and closed shell decahedral and octahedral clusters were observed amongst larger Au
and Pt clusters, with and without stacking faults. These features were consistent
with experimental studies, indicating that relative energies of the clusters alone may
be the contributing factor observed amongst Au and Pt clusters of these sizes. This
also showed how computational techniques can be used reliably in cluster structure
prediction.
Chapter 3 also showed the difficulty of locating the lowest energy clusters of metallic
clusters with a global optimisation algorithm, due to the complexity of these cluster’s
potential energy surfaces (PES). In Chapter 4, we created the structural comparison
method (SCM) that was designed to promote exploration across the PES during a
global optimisation of a cluster. The SCM was designed to compare the structural
features between numerous clusters using the common neighbour analysis (CNA). The
CNA was used as it has been developed to sample structural environments within
various chemical systems. After evaluation of the SCM with various cluster pairs,
the total structural comparison method (T-SCM) was shown to effectively categorise
clusters into similarity classes based on if a pair of clusters were almost identifical, of
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the same motif, or of different motifs, with minimal errors. The T-SCM was also able
to assign a numerical value of similarity to a pair of clusters, such that more similar
clusters often expressed higher similarity values.
In Chapter 5, an SCM incorporated genetic algorithm was tested to determine
if promoting exploration into a global optimisation algorithm would improve the
efficiency of the algorithm. The SCM was incorporated into a fitness operator that
incorporated structural similarity into a cluster’s fitness value, called the structure +
energy fitness operator. The SCM incorporated genetic algorithm was tested with three
Lennard-Jones (LJ) clusters that are known to have difficult-to-locate global minima.
These were LJ38, LJ75, and LJ98. The structure + energy fitness operator improve
the efficiency of the global optimisation of LJ38, such that its efficiency rival that of
the best known genetic algorithm optimisation of this cluster to date. A SCM-based
predation operator was also developed and tested upon LJ38, however it did not improve
the efficiency of the genetic algorithm compared to other known predation operators.
Therefore, the SCM-based predation operator was not tested further in this study.
Improved efficiency was observed when the structure + energy fitness operator was
tested upon the LJ75 cluster with a judicious choice of predation operator, but the
structure + energy fitness operator worsened the efficiency of the global optimisation
of LJ98 compared to the energy fitness operator. While the structure + energy fitness
operator did indeed improve the explorational ability of the genetic algorithm, it came
at a cost; the genetic algorithm’s ability to refine clusters in order to locate the lowest
energy structure within an energy funnel worsened. Therefore, it may be beneficial
to combine the structure + energy fitness operator with other techniques designed to
refine clusters within energy funnels in future studies.
In Chapter 6, the long time-scale dynamics of Au55, Au85, and Au101 were simulated
using the adaptive kinetic Monte Carlo (aKMC) algorithm. The Au RGL potential
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that had been tested in Chapter 3 was used in the aKMC algorithm. Au55 was
simulated beginning from either the global minimum octahedral cluster†, a low energy
decahedral cluster, or from the Garzón icosahedral cluster. The octahedral cluster
often transformed to the Garzón icosahedral structure within a microsecond at 300
K, while this transition expectingly took longer to occur at lower temperatures. The
decahedral Au55 cluster quickly transformed into the Garzón icosahedral cluster. The
Garzón icosahedral cluster intermittently transitioned into an octahedral cluster before
quickly transforming back to the Garzón icosahedral cluster. This result indicates that
Au55 likely transforms between motifs easily, indicating that kinetic effects are likely
not the contributing factor of the structures that Au55 expresses experimentally, which
was consistent with the results of Chapter 3. The global minimum octahedral Au85
cluster consistently transformed into a decahedral motif, while the global minimum
decahedral Au101 cluster consistently transformed into an octahedral motif. These
clusters passed through various transition mechanisms at temperatures between 300
K – 400 K. Different transition states were observed, but these clusters always passed
through an icosahedral-like stage during the mechanism. Molecular dynamics (MD)
simulations were also performed upon these clusters. While MD agreed with aKMC of
the types of motifs that Au55, Au85, and Au101 would transition into, MD consistently
predicted that lifetimes were shorter than predicted by aKMC. Furthermore, MD
predicted that Au101 could transform into various types of clusters, with and without
stacking faults, while aKMC only predicted Au101 would transform into an octahedral
cluster without stacking faults. Furthermore, many of these simulations could be
performed with less computational time and resources with MD than with aKMC.
Therefore, this study indicated that the aKMC algorithm may be unsuitable for
simulating long time-scale dynamics of clusters where transitions between motifs are of
†The global minimum of the Au55 cluster was a octahedral cluster with respect to the Au RGL
potential.
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interest, especially for medium-large cluster and for simulations at high temperatures.
In Chapter 7, low energy Cu clusters catalysts were obtained and studied for
their catalytic ability in the electrochemical CO2 reduction reaction (CO2RR). These
included the perfect icosahedral Cu55 and Cu147 clusters, and two Cu78 isomers. The
thermodynamics of various CO2RR intermediates adsorbed upon these Cu clusters
were examined and compiled to give free energy diagrams for the CO2RR mechanism
upon these Cu clusters. While the limiting steps to form CH4, CH3OH, and CO were
generally the same for Cu(111) and across the Cu clusters examined, the energetics of
the limiting steps were different. The most exciting result was the free energy diagram
of Cu78,2 which predicted that a 4-atom (100) “island” surface feature decreased the
limiting potential for CH4/CH3OH to -0.39 V, lowering the limiting potential by 0.3
– 0.4 V compared to other Cu clusters and the Cu(111) surface. This study shows
how incorporating globally optimised cluster structures into catalysis studies can be
beneficial in giving a fuller picture of the catalytic potential of Cu clusters in the
CO2RR.
Overall, this thesis highlights the importance of detailed knowledge of the structure
of clusters in order to fully understand their function and how computational techniques
can be used to enhance our understanding of clusters. This is vital to developing
clusters for various applications and unlocking their full potential in human society.
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Appendix A
Appendix for Chapter 2
A.1 (100) and (111) surfaces
The (100) surface is characterised as a surface where each surface atom is surrounded
by four other surface atoms at 90◦ angles to each other (Figure A.1a). The (111)
surface is characterised as a surface where each surface atom is surrounded by six other
surface atoms at 60◦ angles to each other (Figure A.1b).
(a) (100) surface (b) (111) surface
Figure A.1: The (100) and (111) surfaces.
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B.1 The interpolation scheme
It has been shown in Au clusters that only a relatively small energy penalty is needed
to remove atoms from either a (100) facet on an octahedral or decahedral cluster, or
from a corner of a decahedral cluster.44 The energy and structure of asymmetric cluster
can be estimated by a linear interpolation between two closed shell clusters, where
the smaller closed shell cluster (with less atoms) can be obtained by removing atoms
from the larger closed shell cluster (with more atoms) from either a (100) facet for
either an octahedral or decahedral cluster or from a corner of a decahedral cluster. An
example of how this method is used to obtain a decahedral cluster where a (100) facet
has been partially removed is shown in Figure B.1.22 This principle was exploited in
this thesis whereby asymmetric clusters were formed by removing the requisite number
of atoms from the (100) facets or corners of nearby closed shell clusters to yield an
asymmetric cluster of the desired size. For a cluster with a given number of atoms,
there are many nearby closed-shell clusters that can be used to generate asymmetic
clusters. Therefore, this gives an ensemble of many unique starting guess clusters that
can be used at the start of numerous GOUST optimisations. Each cluster that was
270 Appendix for Chapter 3


















Figure B.1: Example of generation of asymmetric clusters.22 Solid point indicate closed-
shell clusters explicitly calculated using local minimisations and the RGL potential.
Solid lines represent estimates of asymmetric clusters formed either by removing atoms
from the (100) facets or corners (in decahedral clusters only). Dashed lines represent
estimates of asymmetric clusters formed either by removing atoms from the (111)
facets. The insets show the structures of the parent closed shell structures (Au116 and
Au158) as well as an asymmetric Au147 cluster formed by removal of 9 atoms from the
(100) facet of the Au158 cluster.
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C.1 Atomic CNA profile for an example decahedral
cluster
Table C.1 shows the atomic CNA profile for the decahedral cluster given in Section 4.2.2.
C.2 The base structures of decahedral clusters
Figure C.1 shows how the base structure of decahedral clusters are assigned, (p,q,r),
where p is the number of atoms that make up a horizontal edge of the (100) face of the
decahedral cluster, q is the number of atoms that make up a vertical edge of the (100)
face of the decahedral cluster, and r is the re-entrant corner of the Marks decahedral
cluster. The left and middle examples have a base structure of (5,3,0) while the right
example has a base structure of (1,3,2). See Baletto and Ferrando, FIG. 6., for more
information about the base structure of decahedral clusters.45
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Table C.1: The atomic CNA profile for the decahedral cluster given in Section 4.2.2.
Atom (1,0,0) (2,1,1) (3,1,1) (3,2,2) (4,2,1) (4,2,2) (5,5,5)
1 0 0 0 5 0 0 1
2 0 0 0 0 0 10 2
3 0 0 0 0 0 10 2
4 0 0 0 5 0 0 1
5 0 0 4 2 0 2 0
6 0 0 0 0 6 6 0
7 0 0 4 2 0 2 0
8 0 0 4 2 0 2 0
9 0 0 0 0 6 6 0
10 0 0 4 2 0 2 0
11 0 0 4 2 0 2 0
12 0 0 0 0 6 6 0
13 0 0 4 2 0 2 0
14 0 0 4 2 0 2 0
15 0 0 0 0 6 6 0
16 0 0 4 2 0 2 0
17 0 0 4 2 0 2 0
18 0 0 0 0 6 6 0
19 0 0 4 2 0 2 0
20 1 2 0 1 0 1 0
21 1 2 0 1 0 1 0
22 0 3 2 0 2 0 0
23 0 3 2 0 2 0 0
24 1 2 0 1 0 1 0
25 1 2 0 1 0 1 0
26 0 3 2 0 2 0 0
27 0 3 2 0 2 0 0
28 1 2 0 1 0 1 0
29 1 2 0 1 0 1 0
30 0 3 2 0 2 0 0
31 0 3 2 0 2 0 0
32 1 2 0 1 0 1 0
33 1 2 0 1 0 1 0
34 0 3 2 0 2 0 0
35 0 3 2 0 2 0 0
36 1 2 0 1 0 1 0
37 1 2 0 1 0 1 0
38 0 3 2 0 2 0 0
39 0 3 2 0 2 0 0





Figure C.1: The description of base structures in decahedral clsuters.
C.3 SCM training clusters
C.3.1 Sizes of the clusters created for the SCM training clus-
ters
The cluster pairs that were created to represent Class I and IIa cluster pairs consisted
of 37 - 40, 44, 49, 51, and 55 atoms. The cluster pairs that were created to represent
Class IIb and III cluster pairs consisted of 65, 85, 95, 115, 116, 147, 156, and 309
atoms.
C.3.2 Examples of representative class I and IIa cluster pairs
A training set of clusters were created as mentioned in Section 4.2.5 that were used
to derive the Class I and IIa classification rules. Here, we show examples of types of
training clusters that were used to represent Class I and IIa cluster pairs.
Octahedral training clusters
Figures C.2 to C.4 show representative training clusters that were used to analyse
the behaviour of the structural comparison method (SCM) for octahedral clusters.
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Perturbations include the translation of two (100) surface atoms (Figure C.2a), the
stretching of a cluster (Figure C.2b), the rotation of a (100) face (Figure C.3a), the
rotation of a (111) face (Figure C.3b), twisting of a cluster about an axis passing
through planes of (100) atoms (Figure C.4a), and twisting of a cluster about an axis
passing through planes of (111) atoms (Figure C.4b). For each pair of model clusters,
the perturbed version of the model was compared to the unperburbed version by the
SCM.
Decahedral training clusters
Figures C.5 and C.6 show representative training clusters that were used to analyse the
behaviour of the SCM for decahedral examples. Perturbations include the translation
(a) An example of the translation of two
(100) surface atoms on a 38 atom cluster.
(b) An example of the stretching of a 38
atom cluster.
Figure C.2: Examples of representative training clusters that were used to analyse the
behaviour of the SCM.
(a) An example of the rotation of a (100)
face of a 38 atom cluster.
(b) An example of the rotation of a (111)
face of a 38 atom cluster.
Figure C.3: Examples of representative training clusters that were used to analyse the
behaviour of the SCM.
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(a) An example of twisting of a 38 atom
cluster about an axis passing through 100
surfaces.
(b) An example of twisting of a 38 atom
cluster about an axis passing through 111
surfaces.
Figure C.4: Examples of representative training clusters that were used to analyse the
behaviour of the SCM.
of three atoms of a (100/111) surface (Figure C.5a), the translation of three atoms
of a (100) surface (Figure C.5b), the translation of two atoms of a (111) surface
(Figure C.6a), and the rotation of the top of a cluster (Figure C.6b). For each pair of
model clusters, the perturbed version of the model was compared to the unperburbed
version by the SCM. Clusters with a vacancy at various surface sites were also analysed
(Figure C.7).
(a) An example of the translation of three
atoms of a (100/111) surface atoms on a
39 atom decahedral cluster.
(b) An example of the translation of three
atoms of a (100) surface atoms on a 55
atom decahedral cluster.
Figure C.5: Examples of representative training clusters that were used to analyse the
behaviour of the SCM.
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(a) An example of the translation of two
atoms of a (111) surface atoms on a 39
atom decahedral cluster.
(b) An example of the rotation of the top
of a 39 atom decahedral cluster and a 55
atom decahedral cluster.
Figure C.6: Examples of representative training clusters that were used to analyse the
behaviour of the SCM.
a) b) c) d)
Figure C.7: Examples of 38 atom decahedral clusters, where an atom has been removed
from a 39 atom decahedral cluster. An atom was removed from either a five fold vertex
site (a), a corner site that sits between two (100) faces and two (111) faces (b), an edge
site at the intersect of two (111) faces (c), or an edge site at the edge of a (111) face
and a (100) face (d).
Icosahedral training clusters
Figures C.8 and C.9 show the representative training clusters that were used to analyse
the behaviour of the SCM upon icosahedral clusters. Figure C.8 shows the rosette
reconstruction upon a five-fold vertex of an icosahedral cluster (forming a 6 member ring
with a vacant corner site), while Figure C.9 shows various 146 atom icosahedral clusters
that are based on a perfect 147 atom icosahedral cluster with a missing atom, being
either a vacant corner site (Figure C.9a), a vacant edge site (Figure C.9b), a vacant
face site (Figure C.9c), or a missing atom at the centre of the cluster (Figure C.9d).
For each pair of training clusters, the perturbed version of the model was compared to
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Figure C.8: An example of a 147 atom icosahedral cluster with a rosette reconstruction
at a five fold vertex, forming a six fold vertex with a missing corner atom site.
a) b) c) d)
Figure C.9: Examples of the various 146 icosahedral clusters that are based on a perfect
147 atom icosahedral atom with a missing atom, being either a vacant corner site (a),
a vacant edge site (b), a vacant face site (c), or a missing atom at the centre of the
cluster (d).
the unperburbed version by the SCM. Note that similar training clusters were created
for the 55 atom icosahedral cluster.
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D.1 Comparison of local optimisation algorithms
Global optimisation algorithms (like the genetic algorithm) are used to obtain a cluster’s
global minimum. Most global optimisation algorithms work best if a local optimisation
algorithm is included to relax newly created clusters to a local minimum.55–58 There
are several different local optimisation algorithms that are available in the atomic
simulation environment (ASE) package.140 These local optimisation algorithms all work
in slightly different ways in order to locally optimise a cluster to some local minimum.
As such, they all perform differently to each other. In this section, we test all the local
optimisers that are available in ASE in order to assess which one is optimal for locally
optimising clusters in the genetic algorithm.
The types of local optimisations that have been implemented in ASE include the fast
inertial relaxation engine (FIRE) algorithm,145 the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm,284–287 the limited-memory BFGS (L-BFGS) algorithm,288 the BFGS
and L-BFGS algorithm with a line search mechanism included (BFGS: LS and L-BFGS:
LS, respectively),140 and the velocity-Verlet molecular dynamics minimisation (MDMin)
algorithm.140 Also included in ASE are two local optimisation algorithms that have
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been implemented from the SciPy package. These are another version of the BFGS
algorithm and the conjugate gradient (CG) algorithm.140,289 Other local optimisations
algorithms are available in ASE however these were not available at the start of this
project.290–292
These eight local optimisers were tested upon a number of test clusters. These
included a number of model 55, 101, and 147 atoms clusters as well as a set of 124
atom clusters that had been obtained from a genetic algorithm. Also included in this
study were several clusters that had been created by randomly placing either 101, 124,
and 147 atoms into a cell. These were designed to test the local optimisation algorithm
with a commonly used mutation method that randomly places atoms in a cell. A local
optimiser should ideally locally optimise these random clusters to a local minimum.
None of these clusters had been locally optimised prior to testing with these local
optimisers. A total of 43 clusters were locally optimised in this study. These are given
in https://github.com/GardenGroupUO/Geoffrey-R-Weal-PhD-Thesis.
Clusters were locally optimised using the RGL potential, using parameters from
Baletto et al. to locally optimise these clusters as if they were Au clusters42 and
parameters given by Cleri and Rosato to locally optimise clusters as if they were Cu
clusters.103 The Lennard-Jones potential was also used for locally optimising clusters
as if they were Lennard-Jones (LJ) clusters. LJ Cluster were optimised with every
local optimiser except for MDMin, as this method generally caused technical issues
that prevented the optimisation from converging. All local optimisation tests were
performed on one core of a Intel Xeon E5-2695 v4 2.1 GHz CPU processor on the Cray
CS400 (Mahuika) cluster provided by NeSI (https://www.nesi.org.nz/). Every cluster
was optimised with the same node and CPU core on the Mahuika cluster in order to
perform a fair test upon each local optimiser.
Figure D.1 shows the amount of time that was required to locally optimise these




Figure D.1: The amount of time and the number of force calls required to locally
optimise a series of test clusters. Each colour is assigned to represent a particular test
cluster. For example, each red point across all subplots in this figure represents local
optimisations upon the same initial structure.
test clusters. The FIRE algorithm locally optimised Au and Cu clusters the fastest
out of all the local optimisers tested in this study. The CG, LBFGS, and LBFGS:
LS algorithms were also fast at performing local optimisations upon clusters, however
the FIRE algorithm performed on average twice as fast as these local optimisers. On
the other hand, the CG algorithm locally optimised LJ clusters faster than every
local optimiser tested, including the FIRE algorithm. From this study it seemed that
either the FIRE or the CG algorithms could have been suitable to be used as the
local optimiser for the genetic algorithm. We decided to use the FIRE algorithm in
the genetic algorithm only because the FIRE algorithm had been implemented into
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ASE by the ASE team. As we were using ASE to store much of the information
about clusters during the genetic algorithm, we decided it was probably best that an
ASE designed local optimiser was used while creating the newly developed Organisms
genetic algorithm program. This was to reduce the possibility of compatibility issues
with the SciPy-based CG algorithm. That being said, it may be beneficial to use the
CG algorithm for future work with the Organisms program now that Organisms has
been rigorously developed. This would likely be beneficial for any work that uses LJ
clusters to test the efficiency of future developments of the Organisms program as the
CG algorithm performed fastest for LJ clusters.
We did consider other factors when choosing the ideal local optimiser to use, such as
the number of force calls performed during local optimisations. However, we were more
concerned with locally optimising clusters as quickly as possible. For this reason, only
the amount of time required to locally optimise a cluster was considered in this study.
We also checked that the local optimisers were minimising these test clusters as much
as possible. In every case, the FIRE, CG, LBFGS, and LBFGS: LS algorithms both
locally optimised clusters to the same local minimum. However, these local optimisers
did locally optimise randomly generated clusters to different local minima, but this
was expected. For randomly generated clusters, locally optimising these systems to a
local minimum as fast as possible was more important than optimising to a particular
minimum (such as the lowest energy minimum possible). Furthermore, all optimisers
successfully converged upon a local minimum except for the MDMin and LBFGS: LS
algorithms. The MDMin algorithm did not converge when locally optimising many of
the Au test clusters, while the LBFGS: LS consistently did not converge when locally
optimising clusters that had very large initial interatomic distances.
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D.2 Development of the genetic algorithm program
A genetic algorithm program, given the name the Otago Research Genetic Algorithm for
Nanoclusters, Including Structural Methods and Similarity (Organisms), was developed
during the work conducted in Chapter 5. This genetic algorithm was based on the
Birmingham Cluster Genetic Algorithm,63 as well as code that was found on bitbucket
for the Birmingham Parallel Genetic Algorithm.198,293,294 We developed this genetic
algorithm for a few reasons; the main reason was to be confident of how the genetic
algorithm was working so that we could understand if the newly developed SCM-based
predation and structure + energy fitness operators would be affected unwittingly by
any aspects of the genetic algorithm program. Secondly, this allowed us to develop
a general purpose genetic algorithm that could be used by others in the current and
future Garden group. Finally, creating a genetic algorithm allowed the author to learn
the subtleties of the genetic algorithm.
The genetic algorithm that was implemented into Organisms is described in Sec-
tions 2.3.1 and 5.2.1, and shown pictorially in Figure 2.6. In the following section,
we will describe some of the major issues that were encountered and how they were
resolved. More information about the Organisms program, as well as the programs that
are used to setup a genetic algorithm and perform post-processing on the results of
numerous genetic algorithm trials, can be found at https://organisms.readthedocs.io/
and can be found at https://github.com/GardenGroupUO/Organisms.
D.2.1 Incorporation of the atomic simulation environment
package
The Organisms program was designed to store information of clusters in the memory
(RAM) using the atomic simulation environment (ASE) package as Atoms objects.
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There were several reasons for this. ASE contains many methods to assist in the genetic
algorithm as well as during post processing. Firstly, ASE contains a number of built
in local optimisers and potentials, either within the ASE package or from third-party
programs that have been adapted to be used in ASE (for example, ASAP3, VASP,
etc have interfaces built into ASE. See https://wiki.fysik.dtu.dk/ase/ase/calculators/
calculators.html#module-ase.calculators for information of supported potentials and
programs). This is very powerful as this allowed us to develop the genetic algorithm
without having to write custom optimisers into our program. Furthermore, the
optimisers and potentials in ASE have been used by a wide community and most if
not all bugs have been debugged over the 14 years that ASE has been available for.
Secondly, ASE contains many methods for storing clusters to the hard disk as well
as other useful information about the clusters created during the genetic algorithm.
The most powerful of these is the ASE database, which is used to store clusters and
information about them to a database file (See https://wiki.fysik.dtu.dk/ase/ase/db/
db.html for more information how databases are implemented in ASE). ASE contains an
interactive viewing system for ASE databases that allows the user to look through the
clusters that were created easily. This is especially useful not just for post-processing
the work conducted in this thesis, but for others in the Garden Group to look through
the clusters they have obtained during the genetic algorithm for other research projects.
For example, if one wants to observe the lowest energy clusters that were obtained
by the genetic algorithm, one clicks on the energy title which will order the clusters
obtained from lowest energy to highest energy (Figure D.2). The user can then click
on a cluster to show all the information about it, as well as an image that displays the
cluster or open the cluster in the ASE gui window (Figure D.3).
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Figure D.2: The website interface for the ASE database viewer implemented in ASE
that has been utilised by the Organisms program.
D.2.2 Debugging during the development of the CNA based
predation and fitness operators
The major bug that arose during the development of the Organisms program concerned
the use of the common neighbour analysis (CNA) in the SCM-based predation operator
and the structure + energy fitness operator. During the development of these two
operators, we noticed that the program would cause the program to break because it
needed too much memory. We investigated this by using a program called mprof which
is designed to monitor the amount of memory that is used by a python program over
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Figure D.3: The information that is contained for each cluster in the interactive ASE
database website viewer.
time (See https://github.com/pythonprofilers/memory_profiler for more information
about mprof). Figure D.4 shows the amount of memory that is used during the
first 500 seconds of multiple genetic algorithm simulations on Au38 using either no
predation operator, the energy predation operator, and the SCM-based predation
operator. The genetic algorithm carries out a number of generations during this first
500 seconds of global optimisation. As can be seen, the amount of memory that is
used by Organisms stays constant when using no predation operator or the energy
predation operator. However, the SCM-based predation operator linearly increased
in the amount of memory that was used as the genetic algorithm proceeded. This
was quite a peculiar issue as we could not identify any variables that were storing
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Figure D.4: The amount of memory used by the Organisms program over 500 seconds of
running time for several global optimisations of a Au38 cluster using either no predation
operator, the energy predation operator, and the SCM-based predation operator.
new information without releasing older information that was not needed anymore.
Furthermore, it is rare for python to leak memory as memory is managed in python via
a memory management system that contains an automatic garbage collection system.
We determined where this memory leak was coming from by isolating various
components of the SCM-based predation operator and running the genetic algorithm
without those components. By doing this, we found that the process of obtaining
the CNA profiles of clusters was leaking memory. The method is shown in Listing 1.
Here, the ASAP3 program is used to obtain the total CNA profile by using the
get_normal_and_total_cna method. This method in the FullCNA is written in C++.
C++ does not have an automated memory management system, meaning it is possible
that ASAP3 does not release memory from the RAM when ASAP3 has finished
obtaining the total CNA profile for a cluster.
We found that the solution to this bug was to run the get_normal_and_total_cna
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from asap3.analysis.localstructure import FullCNA
from collections import Counter
def get_total_CNA_profile(task):





tasks = get_tasks(cluster, rCuts)
CNA_profile = []




Listing 1: The original python code that was used to obtained the total CNA profile
for each cluster.
method in a separate python process that would contain the memory that was used
when the get_normal_and_total_cna method was run. Once Organism had run this
method, this separate python process could be cancelled and all the memory contained in
this process would be released. This is pictorially shown in Figure D.5. The pseudocode
that was used to run a separate python process from the main Organisms program is
shown in Listing 2. The part of Listing 2 that has changed has been highlighted. In
this code the get_total_CNA_profile method runs the get_normal_and_total_cna
method that gives the CNA profile at a single value of rcut. get_total_CNA_profile
is run through mp.Process which runs get_total_CNA_profile in a separate python
Organisms Organisms




Figure D.5: Pictorial description of the change to code used to obtain the total CNA
profile in the Organisms program.
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from asap3.analysis.localstructure import FullCNA
from collections import Counter
def get_total_CNA_profile(task):




import multiprocessing as mp
def get_CNA_profile(cluster, rCuts):
tasks = get_tasks(cluster, rCuts)
CNA_profile = []
for task in tasks:
p = mp.Process(target=get_total_CNA_profile, args=(task,return_list))
p.run()
CNA_profile_at_single_rCut_value -> 'results from p.run()'
CNA_profile.append(CNA_profile_at_single_rCut_value)
return CNA_profile
Listing 2: The debugged python code that was used to obtained the total CNA profile
for each cluster.
environment that when finished will release all its memory. After changing to this
new code, the memory leaking issue had resolved (see Figure D.6). This also resolved
memory leaking issues that were observed in the structure + energy fitness operator
that were caused as well when obtaining the total CNA profile using methods inported
from ASAP3.
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Figure D.6: The amount of memory used by the Organisms program over 500 seconds
of running time for several global optimisations of a Au38 cluster using the SCM-based
predation operator with and without the memory leaking bug included in the program.
Appendix E
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E.1 Assumptions of minimum-mode following meth-
ods and the transition state theory (TST)
The main assumption of using minimum-mode following methods in the aKMC algo-
rithm is that the temperature is low enough such that first-order transitions states are
traversed across. Higher-order transition states are possible to traverse across, but are
less likely to be traversed at low temperatures as they often contain high activiation
energies.
Several assumptions are made to TST in obtaining Equation (6.3).295–297 These
and their consequences are:
1. The motion of the nuclei of atoms is much slower than the motion of the electrons.
This is known as the adiabatic assumption or the adiabatic theorem. This
assumption means that all the electrons in the cluster can be considered in the
ground state. This assumption also means that the energy terms can be separated
into nuclei energy terms and electronic energy terms.
2. The motion of the atoms in the cluster can be describe by classical mechanics.
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This allows the kinetic energy term of the Hamiltonian to be expressed as a
constant that is dependent only on the reduced mass of the cluster and the
temperature of the system. This assumption is generally valid for transitions
involving large activation energies; however, it can fail when describing transitions
involving smaller activation energies where quantum effects such as quantum
tunneling can occur.298
3. The initial minimum and the transition state involved in the transition path-
way are assumed to be in thermal equilibrium with each other. This is a key
requirement of the TST.
4. When the cluster traverses the transition pathway from I to F , we assume
that the cluster falls into F without recrossing σT , i.e. that the cluster only
passes across σT once while traversing the transition pathway from I to F . This
assumption requires that the temperature be low enough such that recrossings
are avoided. This means that TST cannot be used to calculate rate constants at
relatively high temperatures, nor at or near the melting temperature. This is
because recrossings of σT can be frequent at these temperatures.225
5. We assume that the cluster will pass through or very close by the transition state
when it traverses across the transition pathway from the initial to final minimum.
E.2 The EON saddle point recycling method
The saddle searches that are recycled are those that involve local processes in which
only a subset of atoms move and leave the rest of the cluster largely unchanged. A
saddle search is recycled if, 1), all of the atoms that move in the saddle search initially
begin in positions that can also be found in the new minimum and, 2), all the other
atoms in the new minimum are unaffected by this saddle search. For example, consider
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Figure E.1: An example of the saddle point recycling method used in the aKMC
algorithm in EON. Explanation in text.
a cluster in minimum A that contains several different transition pathways (Figure E.1).
Some of the transition pathways may involve the movement of one or a few atoms
while the rest of the cluster remains largely unchanged (such as SA1, SA2 and SA3).
Also consider that the aKMC simulation traverses via SA3 to minimum B. Before the
aKMC algorithm performs the exploration step, the algorithm recycles the SA1 and
SA2 transition pathways with minimum B, giving SB1 and SB2. SA1 and SA2 can be
recycled as they involve atoms in environments that do not considerably affect the other
atoms in minimum B, including the red atom. Recycling these transition pathways
reduces the amount of guesswork and the number of saddle searches that often need
to be performed before aKMC reaches the desired confidence, thereby reducing the
computational cost of the explorational step of the new minimum.
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E.3 Network drawing for the transition occurring
at 175 K using aKMC
Figure E.2 shows the network drawing for the transition a Au55 cluster from the
FCC global minimum to the Garzon icosahedral cluster as simulated with the aKMC
algorithm at 175K as described in Section 6.4.5. Here, we can see that the cluster







Figure E.2: The network drawing of Au55 cluster during its transition from the global
minimum octahedral structure (GM FCC) to the Garzón icosahedral (GI) structure
at 175 K. The colour represents the first time when that state was located. The red
points represent minima that were first observed early during the transition, while bluer
points represent minima that were first observed later during the transition. The most
direct transition mechanism from the initial GM FCC structure to the GI structure is
given in pink.
