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I. INTRODUCTION 
The boundary layer technique of Prandtl [17] has become one of the 
cornerstones of modern fluid dynamics and aerodynamics. One aspect of 
the method consists of finding particular solutions of approximations to the 
Navier-Stokes equations by assuming that a solution within the boundary 
layer has a “similarity” form. Using these solutions as first approximations, 
one then employs the method of matched asymptotic expansions to solve 
the boundary layer equations more generally. General references to these 
techniques include [5, 19,203. 
Among the first to look for similarity solutions were Blasius [l] and 
Falkner and Skan [6]. These authors considered laminar incompressible 
boundary layer flow past a flat plane or a wedge. They began with the 
steady state Prandtl boundary layer equations, which we write as follows: 
u,+u,=o 
uu, + vu, = uu, + vuyy I 
Here (x, y) are orthogonal coordinates in the boundary layer, with x 
representing arc length along the wall and y the perpendicular distance 
from the wall, u and u are the corresponding velocity components, and v is 
the kinematic viscosity. Also, U= V(x) is the assigned exterior stream 
speed. The appropriate boundary conditions are 
u=u=O when y=O, u+ U(x) asy+co. 
Their investigations led to a classical fluid dynamical model which can be 
written in the form 
f”‘+ff”+/V(l-f’2)=0. (1) 
Here f is proportional to the stream function and f' = u/U. For our 
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purposes a similarity assumption proposed by Spalding [21] and studied 
extensively by Evans [S] is convenient in deriving (1) from the Prandtl 
equations. They assume that U satisfies the equation 
&J/& = CU2’p - l j/b, 
where x is the coordinate in the direction of the stream as measured along 
the bounding surface and C is a constant. Thus, p measures the pressure 
gradient in the stream direction. With this interpretation negative values of 
p less than -0.5 and all p > -0.199 are found by Evans to be of physical 
interest. This is to be contrasted with the original derivation of Falkner and 
Skan, in which U was assumed to be proportional to xm, producing (3) 
with B = 2m/(m + 1). In this original setting only 0 < /? < 2 was found to be 
significant. 
Small negative values of B, between the “separation” value of -0.199 
and 0, were introduced, with physical justification, by Hartree [8] and 
later Stewartson [22]. We study solutions for negative 8, mainly in the 
range p < - 1, in a companion paper [lo]. 
In this paper we study positive b. Much of the interest will be in /? > 2, 
where we find many new solutions. They are all exact solutions of the 
Prandtl boundary layer equations, and since they have “chaotic” features, 
they may represent an alternative to the Lorenz model [13] as a descrip- 
tion of erratic behavior in fluid mechanics. 
A number of authors have studied the Falkner-Skan equation 
rigorously, beginning with Weyl [25]. Later work was done by Iglisch 
[ll], Iglisch and Kemnitz [12], Coppel [3], Hartman [7], and others. 
Most of this work has dealt with (1) together with the boundary conditions 
f(O)=f’(O)=O, f’(m)= 1. (2) 
However, Coppel, in addition, attempted to classify all solutions, for 
positive b, on the basis of their asymptotic behavior as the independent 
variable q tends to infinity. In this he was largely successful, but he left 
unanswered the question of whether there are oscillatory solutions. Coppel 
did show that no solution oscillates indefinitely if 0 < p < 1. In this paper 
one result deals with this question. 
THEOREM 1. For any /3 > 1, Eq. ( 1) has a periodic solution. 
It is immediately apparent from (1) that for positive p the variable f’ 
cannot have a relative minimum at a point where 
-1 <f’(q)< 1. (3) 
Clearly, then, a periodic solution must violate condition (3). It has been 
argued that (3) is necessary for any solution which exists physically (22), 
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and therefore solutions for which If’1 > 1 at some point have not received 
attention in the engineering literature, at least for positive 1. There has 
been an assertion [14] that for negative /I a solution exhibiting 
“overshoot” (f' > 1) is possible physically, and we discuss such solutions 
in [lo]. In the present case, (1) shows that a bounded solution must satisfy 
f’<l and hence “overshoot” cannot occur. Therefore our periodic 
solutions not only violate (3), but also exhibit reversed flow (f' < 0) and 
“undershoot,” with f'(q) < -1 for some values of q. Work of Chen and 
Libby [2] for negative /I seems to indicate that such solutions must be 
unstable as solutions of the time-varying Prandtl equations. We have done 
some computations (with the assistance of B. Hassard) which also suggest 
this instability. However, it may be that these steady state solutions form 
part of an attracting set of solutions of the time-varying Prandtl equations 
which is physically interesting. A numerical investigation of this point 
seems non-trivial, since our initial computations indicate that such an 
attracting set would have to include non-similarity solutions. To be more 
precise, we considered the partial differential equation 
ft=fxxx+JL+P(1-f',), 
with some of our new solutions as initial conditions. As boundary con- 
ditions we took f(t, 0) = f,(t, 0) = 0, f,(t, M) = 1, for a suitably large M. In 
all cases the solution to this initial value problem either tended to one of 
the known monotone solutions or became unbounded. This suggests that 
to find a physical interpretation of our new solutions we must do com- 
putations on the full time-varying Prandtl system. This poses numerical 
difficulties which we have not yet pursued. 
Continuing with our discussion of the ordinary differential equation (1 ), 
we observe that Coppel’s interpretation of what it means to study “all” 
solutions is somewhat limited. One cannot distinguish between different 
conditions at q = 0 merely by discussing possible behaviors as q + co. In 
this paper we will study the boundary value problem (l)-(2) in more 
generality than before, by considering so!utions which violate (3). These, 
like periodic solutions, cannot exist for p d 1, as was shown by Craven and 
Peletier [4]. However, these authors found numerical evidence of non- 
monotone solutions for /I > 1 and made a conjecture which is partially 
confirmed in our next result. 
THEOREM 2. For any fl> 1 and any integer N 30, the problem (l)-(2) 
has a solution with at least N relative minima. 
The solutions found in this theorem are probably of more interest 
physically than periodic solutions, since it is possible to match them to the 
flow outside the boundary layer. 
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It appears that as /3 increases, the structure of periodic solutions and 
solutions of (l)--(2) gets progressively more complicated. We believe that 
one can be quite precise about this. Numerical and theoretical evidence 
indicates that there is an associated “symbolic dynamics,” of increasing 
complexity as fi increases past integer values, of the kind developed for 
Smale’s “horseshoe map” [24]. Our precise conjecture is the following. 
Conjecture. For any /Y? > 1 there is a 1 : 1 correspondence between a set 
of periodic solutions of (1) and the set of all periodic sequences (gj} where 
aj E ( 1, . ..) M} and M= [fl], the largest integer which is less than 6. This 
correspondence is given as follows. Suppose that {ej} has least period N. 
Then there is a periodic solution f of (1) of some period P such that f has 
exactly 2N+ 1 zeros pO<pl < ... <pL,, on [0, P]. Furthermore, in each 
interval (pZj, p2j+Z) f’ has exactly aj relative minima. Also, there is a 
similar 1 : 1 correspondence between the set of all doubly infinite sequences 
on [p] symbols and a set of bounded solutions of (1). 
Furthermore, there is a similar 1 : 1 correspondence between the set of 
all solutions of the boundary value problem (l)-(2) and the set of all finite 
sequences of [/?I symbols. 
The conjecture may be illustrated by a schematic graph of a periodic 
solution when the associated sequence is { 1, 3, 2, 2, 3, 1, . ..} and N= 6 (see 
Fig. 1). 
The evidence in favor of this conjecture is both numerical and 
theoretical. Part of it is proved below, and also straightforward numerical 
shooting reveals many solutions of the kind conjectured to exist. These 
computations are easily done for a much larger range of fi than that 
covered by our proofs. 
Often the complicated behavior we have described is associated with a 
homoclinic orbit in phase space, as in [23]. In our case there is no such 
orbit; indeed, (1) has no equilibrium points, and the only trivial invariant 
sets are the lines f’ E + 1, which are not compact. It may be that some 
transformation of the equation leads to homoclinic orbits and horseshoes, 
but we have not found such a change of variables. Our proof that com- 
plicated structure is possible seems different from previous demonstrations 
of similar results. 
Our verification of some of the conjecture is only valid in the range 
2 <p < 2.05. The proof involves precise numerical estimates (to three 
FIGURE 1 
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decimal places), and uses some lemmas which we do not believe hold 
for large /I. For this reason much of it is relegated to the Appendix. 
Numerical computations suggest various other possible lemmas which 
would imply more general results but which we have not been able to 
prove. Our result is incomplete as well in that the periodic solutions all 
have f(O)=f”(O)=O. This implies that f(q) = -f( -q), and that the 
associated sequences are all of the form 
10 1, .*., OL, OL, ..a, 4 (4) 
for some L > 1. Also, our result is for /I just above 2, so that only sequences 
on 2 symbols are considered. We first state a less complicated result, which 
is the key to obtaining this structure. 
THEOREM 3. If 2 c /I < 2.05, then (1) has at least two periodic solutions. 
In proving this result we lay the groundwork for 
THEOREM 4. Suppose that 2 c B-C 2.05. Then there is a 1 : 1 correspon- 
dence, as described in the conjecture, between a set of periodic solutions of 
(1) and the set of periodic sequences on two symbols which are of the form 
(4). This can be extended to a 1 : 1 correspondence between a set of bounded 
solutions of (1) and the set of all doubly infinite sequences on two symbols. 
In the course of this proof the existence of many solutions to the boun- 
dary value problem (l)-(2) becomes apparent, but we do not state a 
precise theorem about these solutions. 
II. PROOF THAT THERE Is A PERIODIC SOLUTION 
Proof of Theorem 1. We consider solutions f = f, of (1) such that 
f(O)=f"(O)=O, f’(O)=l-E, (5) 
where 0 c E < 1. [This is motivated by numerical results for negative fi in 
[ 161.) We show that for 1 - E sufficiently small, there is an rl i > 0 such that 
f >O on (0, vi), f “(q)<O on (0, vi), and f(ql)=O, while for E sufficiently 
small, there is an 1/Z >O with f and -f n >O on (0, ye*), f(q2)>0, 
f “(q*) 30. This implies that there is an E in (0, 1) and an q3 >O with 
f(q3) = f “(q3) =O. The symmetry of the equation shows that f is then 
periodic, with period 21,. 
LEMMA 1. f ” is negative as long as - 1~ f ' < 1. 
Proof. If If ‘( < 1, then (1) implies that f “’ < 0 whenever f" = 0, and 
the result follows. 
505/71/l-9 
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LEMMA 2. For sufjciently small values of p = 1 - E > 0, f = 0 before f ‘I. 
Proof: Consider the solution f, with f(0) = f ‘(0) = f “(0) =O. From 
(l),f”‘(O)= -P<O, sof,f', and f” are all negative at some q, > 0, with 
(f ‘I < 1 on (0, q, ). For sufficiently small p, f (VI) < 0, and the result follows 
using Lemma 1. 
We now consider p = f ‘(0) = 1 -a for small E. For E = 0 the solution is 
f(q) = q, so for small E, f grows large while 1 -f ’ and f ” are still small. 
More precisely, again with f = f,, we have 
LEMMA 3. For any M> 0 and 6 > 0 there is an E, > 0 such that if 
O<E<E~ then f>M before If”l=S or jl-f’l=d. Further, if&, is suf- 
jkiently small, then there is an qE such that f ‘(q,) = 0, f(qE) > M, and 
Proof: The first remark is clear, since f0 = q. For the second we dif- 
ferentiate (1 ), giving 
f’“+ff”‘=(2/?-1)f’f”. (6) 
Since f “‘(0) ~0, it follows that f “‘~0 as long as f’ 20. Therefore, 
from (l), 
f ‘I’ > -p 
as long as f’ is positive. Since f grows as large as we wish while -f” and 
1 -f’ remain small (for small .a), it follows from (6) that -S”’ is small 
when f’=O. 
LEMMA 4. As long as f 2 0, f’ remains above - 2. 
Proof: We introduce a kind of “energy” function, which will play an 
important role later. Let 
H=$f”*+p(f’-f’3/3~). 
Then H’ = -ff ‘I’, so H decreases as long as f is positive. Also, H(0) = 
/?(a - a3/3) i 2a/3. Further, if f ’ 6 -2, then H 2 2a/3. These remarks imply 
the result. 
Our goal is to prove 
LEMMA 5. If E is sufficiently small, then f” = 0 at least as soon as f = 0. 
Proof. We shall assume through out this proof that f n < 0 as long as 
f 2 0, and obtain a contradiction. For each small E, let g = g, be defined as 
follows: 
g,(x) =f&,x + 4Wh 
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where m,=fE(qE). It is easily found that 
m;2gY+gEgLr+/I(l -gL’)=O (7) 
and 
g,(O) = 13 d(O) = 0, d(O) = -4 + Pe, (8) 
where pE > 0 and pE tends to zero with E. 
We must show that for sufficiently small E, g” = 0 at least as soon as g. 
As long as g’ < 0 we can take 1 -g as the independent variable. We let 
P(l -g(x)) = -g”(x), SC1 -g(x)) = -g’(x), 
where of course P = P,, S = S,. We then find that 
S’( t ) = P/S, aP,(t)=o--l)p+B(l -S2) 
S (9) 
where a = a, tends to zero with E (a = l/m: and t = 1 -g,). Also, P,(t) 
approaches /I - pE and S,(t) approaches 0 as t tends to 0. 
We must show that for sufficiently small E there is a t, = tl(e) < 1 with 
P,(tl) =O. In accordance with our assumption on f”, we suppose that 
P > 0 on (0, 1) and obtain a contradiction. 
Let P,(t) = b( 1 - t)2B- ‘, S,(t) = (1 - (1 - t)2B)“2 for 0 < t < 1. 
LEMMA 6. For any t, in (0, l), P, + P, and S, + S, uniformly in (0, to) 
as E + 0. 
Proof Let Q=(t-l)P+P(l-S*). Then 
QJ’-1’Q-,,/&,)p, 
aS 
Also, Q(O)=p,. From (9) we see that P’<O if P>N=fi/(l-t,), so it is 
clear that P(t) < N on (0, to). Also, from Lemma 4, S< 2. Hence Q’ is 
positive if Q < -N, = 2(2jY?- 1) Na/(t,- 1). Assuming that P>O, Q’ is 
negative if Q is positive. Let 1, = min{pE, N,}. Then 1, tends to 0 with E, 
and 
I(t-1) P+P(l -S2)l <A,. 
on (0, to). Also, it is easy to show that 
(t- 1) P,+/?(l-s;)=o 
and that 
S* - S; = s’ 2( P - PO) dt. 
0 
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Combining these relations, we see that 
P,(t) - P,(t)l < ( A, + i): 28 [P(s) - P,(s)/ ds)/(l - to). 
Gronwall’s lemma is then used to complete the proof of Lemma 6. 
LEMMA 7. There is an Q, > 0 and a t, in (0, 1) such that if0 < E < e0 and 
to < t -=z 1, then 
2(/?-l)+ [(t- l)P+p(l -S2)]/S2>0. (10) 
ProoJ Choose t, in (0, 1) and y > 0 such that P,(t,) < /l/4, 
&(t,) > 1 - y/4, and 
[ 
t,- 1 
w- l)+P (1 -y)2+yz-2Y >o. 1 
Now choose Ed > 0 such that 1 - y/2 < S,(t) < l/( 1 - y) for t, < t < 1, and 
P,( to) < /I/2. Then P’ < 0 for all t in [to, I] and hence P c /?/2 on this inter- 
val. The desired inequality (10) then follows easily, proving Lemma 7. 
We now introduce the functions R(t) = -l/( 1 - t) and r(r) = P’(t)/P(t). 
Then 
R’= -R2 
and 
r’ = -r2 - M(t, r), 
where 
We claim that r(to) < R(t,) for sufficiently small E. If not, then there are 
arbitrarily small values of E such that 
P’(hdlP(hJ 2 R(hJ > -G’P - 1 Ml - to) 
= mhd/p,(~,). 
Therefore there are numbers 6 > 0 and t in (0, to) and arbitrarily small 
values of E such that 
on [t, to]. Integrating this from t to lo gives a contradiction for small E, 
because P + PO as E + 0, uniformly on [t, to]. 
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This shows that r(t,) < R(t,) for small E. If r(tl) = R(t,) for some first 
t, > t,,, then R’ < r’ at t,. However, 
Wt,) - r’(tl) = Ml,, Nt,)), 
and an easy application of Lemma 7 shows the last expression to be 
positive, giving a contradiction. 
We have shown, therefore, that r < R as far beyond t,, as they are both 
defined. But this implies that r + --a~ at some tz < 1. This is only possible 
if P(tz) = 0, which completes the proof of Lemma 5 and Theorem 1. 
III. A SECOND PERIODIC SOLUTION-PROOF OF THEOREM 3 
For the moment we skip over Theorem 2, and turn to our conjecture. In 
this section we motivate the conjecture and begin its proof by proving 
Theorem 3. In the next section we prove Theorem 4, thus obtaining a 
restricted form of symbolic dynamics over a small range of B. This will 
confirm that the set of solutions of (1) can be very complicated. 
As before we consider (1) with the initial conditions (5), and we denote 
the solution by J We have shown that if E is sufficiently small, then f” 
vanishes before J: Let q, and pi be the first positive zeros of f” and f, 
respectively. Then f’(q,) < -1 and f’(qi) + -l- as E +O+. 
Let H denote the energy function introduced earlier. Then H’ < 0 on 
(q 1, p, ), and it follows that 
If’(?)+ 11-c If’h*)+ 11 
on this interval. Since f’ E - 1 is a solution, we see that for any positive 
numbers 6 and K, there is a positive s0 such that if 0 < E < so, then 
If’+ II<6 for 
This leads us to consider the linearization of (1) around the solution 
f’ = - 1. This is Weber’s equation, 
y” - qy’ + 2p.Y = 0, (11) 
where y -f’ + 1, which is well known to be significant in analyzing 
(1) c31. 
Our immediate goal is to show that (1) has at least one periodic solution 
besides the one found in Theorem 1. This will be done by showing that for 
some E, the first positive zero, pi, of f, coincides with q2, the second 
positive zero of f”. There are two main steps in this procedure. First it 
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must be shown that for sufficiently small E, q2 < p, Then it must be shown 
that v], and ,~i are continuous in E as E decreases from the point where 
v1= PI. 
This leads us to study more carefully the zeros off “, which is seen from 
(1) to satisfy the equation 
Y+fz’+(l-2/I)f’z=O. 
In the interval (vi, IL,), where f ’ z - 1, we see that z is approximated by a 
translate of a solution to 
w”-Y/w’+(28- 1) w=o, (12) 
which is again Weber’s equation. One solution of (12) is w1 = E@‘~D~(~I), 
where Dk is the parabolic cylinder function of order k and k = 2/? - 1. 
These functions have [k + l] zeros, where [x] denotes the largest integer 
which is less than x. 
In the rest of the proof of Theorem 3 we will assume that 2 < p < 2.05. In 
this case, or whenever k is not an integer, a second linearly independent 
solution of (12) is given by w2 = e q2i4D,J -q), which also has [k + 1 ] zeros. 
In our case, then, both of these solutions have 4 zeros. Further, each of 
these solutions has two zeros in the left half line 9 < 0. 
We record here for later use the asymptotic behavior of the functions 
wi and w2: 
w,(r) - e r2/2r - 28 ~ I (13) 
w2( r) - rZP, 
as r+co. 
We want to show that f" = z has two zeros to the left of the point where 
f =O. The difficulty in showing this is that not all solutions of (12) have 
two negative zeros. For example, the solution wi - w2 has only one 
negative zero. Getting around this problem is our main difficulty in 
showing that ~1, > r,i2 for small E. 
LEMMA 8. For sufficiently small E, the jirst positive zero off comes after 
the second positive zero off 'I, 
Proof. Once again we use the scaling introduced in Theorem 1, by 
letting m denote the value of f at the first zero of f ‘, and setting 
g(x) = f (mx + qO)/m. Then g satisfies 
m-‘g”‘+gg”+fl(l -g”)=O, (14) 
with g(0) = 1, g’(0) = 0. As in the proof of Theorem 1 we show that for any 
6>0 
1 - g’2 -+ g*D and g” + -pgw - 1 
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uniformly in the first interval where 1 - 6 > g > 6 as E + 0. That is, for any 
o>O, there is an E,>O such that if O<scsO and if 1-6>g>,6 in some 
first interval I,, then 
) 1 - g’2 - g*flj < d and Ig”+ pg*y <a 
in Z,. 
In a sense the limiting function g, of Theorem 1 provides an “outer 
expansion” for the solutions to the left of the first zero of g. We wish to 
“match” this with an inner expansion. For this purpose it is necessary to 
extend the range of applicability of the outer solution. This is the content of 
the next lemma. 
LEMMA 9. There is a D > 0 such that the convergence just described is 
uniform in the first interval J, in which 4 > g 2 Da”‘28, where a = l/m*. 
Proof: Let S(t) and P(t) be as defined in the proof of Theorem 1. Recall 
that t = 1 - g, S = -g’, and P = -g”. We must show that 1 - S* + (1 - t)28 
and P + /3( 1 - t)2B-’ uniformly in $ Q t < 1 - Da1’128. 
WeuseEq.(9).Let IV=(t-l)P+p(l-S*).Then 
IV=(t-1) W/aS+(l-2fl)P. (15) 
On some interval + < t < 4 + y, the following inequalities hold for small E: 
i. (1 - t)/a > 1/a2/3 
ii. 1 - S* > a116. (16) 
We have shown that (1 - S*) + (1 - t)2B and P + /I( 1 - t)2B- ’ uniformly 
on any compact subinterval of (0, 1). From this it is easy to show that P is 
bounded above on (0,l) by some P* which is independent of E. In addition 
it follows that P’( l/2) < 0 for small positive E, and hence, since aP’ = W/S, 
we can also assume that W < 0 at t = f. From (15) it follows that W’ > 0 if 
w< -(2P- 1) P *a213 Since W(0) > 0, this implies that on any interval . 
[$, t], where (16.i) holds, 
-(2/l- 1) P*azi3< W<O. 
From these bounds on W and (9) we easily conclude that on an interval 
where (16) holds, 
-2fl/(1-t)-2a1/6(2/?-1)P*< -2SS’/(l-S*)< -2/?/(1-t). (17) 
Integrating this from f to t and using the previously established limits for 
1 - S* and P at t = + as a tends to zero, we see from (17) that (16.ii) holds 
134 HASTINGS AND TROY 
at least on an interval of the form (t, 1 - Dcc’~‘*~), where D is independent 
of a. This in turn leads to the conclusion of Lemma 9. 
We turn next to the inner expansion of S and P around t = 1. Let 
r= (1 - t)/,,&, H(r) = (S(t)- 1)/a and K(r) = P(f)/a”*. Then H and K 
satisfy 
H’ = -K/(1 + CCH), 
K’ = [rK+ /?(2 + aH) H]/( I + crH). 
(18) 
Let r0 = r,,(a) = Dap, where p = (l/12/?) - 1. 
LEMMA 10. K(r,)/H(r,) -+ 0 as a + 0. 
Proof: It is easily seen from the definitions of K and H that the ratio in 
question is O(a”*- “@). 
Note that (18) is a regular perturbation of 
Ho= -K,, K. = rK, + 2/lH,, (19) 
in [O, r,], since 1 + aH = S and S + 1 uniformly in [ 1 - Da1’128, 11. If 
H,,, K0 is a solution of (19), then H, is a solution of (11) and K0 is a 
solution of (12). 
We next consider the following linear system of two first-order 
equations: 
h’ = -k/( 1 + af), k’ = (rk + /I(2 + aT) h)/( 1 + af), (20) 
where 
r= ff, 
r < r. 
H(ro), rat-,. 
We note that af + 0 as a + 0 uniformly in r > 0. 
LEMMA 11. Equation (20) has solutions h,, k, and h,, k, such that 
(i) These solutions approach nonzero limit functions h:, k:, and 
hf, k: which solve (19), and these limits are approached uniformly on com- 
pact intervals. 
(ii) There is an A > 0 independent of a such that k: has two zeros on 
(0, A 1. 
(iii) k,(r,)/h,(r,) and h,(ro)/h2(r0) both tend to zero as a -+ 0. 
(iv) MrO) 2 roh2(roW 
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Proof. Differentiate the first equation of (20) to obtain an equation of 
the form 
h”-r(l+o(l))h’+2&1+o(l))h=0, (21) 
where the o( 1) terms tend to zero uniformly in r > 0 as CI + 0. Let 
h=vexp 
(J 
r s(l+o(1))/2& 
> 
(22) 
0 
so that 
v”+(2~+4-r*(1+0(1))*/4)v=0. (23) 
This equation has solutions which tend uniformly on compact intervals to 
solutions of 
v”+(2/?+i-r*/4)v=O. (24) 
Two independent solutions of (24) are the parabolic cylinder functions 
O28(r) and O28(-r) [15]. D*@(r) tends to 0 as r tends to infinity, while 
02&-r) tends to infinity. There is an A > 0 such that all zeros of these 
functions and their derivatives occur in JrJ < A. 
By a simple shooting method, we can find solutions vi and v2 of (23) 
such that vI and v2 are positive on (A, co), v,(A)= 1, u1 tends to 0 at co, 
and u2 tends to co. Thus vi /v2 --) 0, and from (22) we see that the 
corresponding h, /h, also tends to zero. 
The functions h, and h, either tend to zero or infinity, since (21) does 
not have solutions which do anything else. Suppose that they both tend to 
infinity. Then L’hospital’s rule can be applied to the ratio hl/h2 to show 
that hi/h; also tends to zero. Then from the first equation of (20) we see 
that k,/k, tends to zero. If hl tends to zero while h2 tends to infinity, which 
is the only other possibility since h,h, + 0, we again see that h;/h; + 0. 
Furthermore, from (22) we see that 
v’=(w’-rw(l+o(1))/2) exp 
( 
lr -s(l+o(1))/2ds . 
0 1 
Since v2 tends to infinity, we must have w’ - rw/4 > 0 for large r and the w 
corresponding to v2, that is, for ha. In particular, this verifies (iv). The first 
equation in (20) shows that k,/h, + 0. The remaining relation in (iii) is 
that kl/h2 -+ 0, but this is easily seen because we have shown that k,/k2 
tends to zero. 
The chosen solutions v, and u2 tend to solutions of (24) uniformly on 
(0, A). Since u, + 0, and is positive on (A, 00 ), v; must be negative. It 
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follows that vi must tend to a multiple k: of D,, uniformly on finite inter- 
vals. Also, u; tends to a multiple of DiB uniformly on finite intervals. 
We use the recurrence relation 
d(e”‘“Dzs(r))/dr = 2/?e’2’4D,8- ,(r), 
It is known that D,,- i has exactly two simple zeros in (0, A), if 2 < /I < 2.5. 
Therefore, for small E, k, also has two zeros in this interval. This proves 
Lemma 11. 
The particular solution H, K of (18) satisfies a relation of the form 
H = P(E) h, + de) h, 
K=P(E) k, + q(E) k, 
(25) 
on the interval [O, r,J. We must show that in the relation (25) the first 
term on the right-hand side dominates in each line on the interval (0, A). In 
fact, we show that lim,,, q(E)/p(E) =O. 
For this we use (25) at r = rO(cr) to solve for q(&)/p(E). This gives 
(H(rd kl(rd - K(rd hl(ro)) 
q(E)‘P(E)= (H(r,) kz(r,) - K(r,) h2(r0))’ 
Lemmas 10 and ll(iv) imply that the first term in the denominator is much 
larger than the second term. Then the other relations in Lemma 11 imply 
that q/p indeed tends to zero with E. 
We now use the second relation in (25). Divide both sides of this 
equation by P(E). The convergence of K/p(&) to k: is uniform in finite r 
intervals-in particular, in an interval which contains the two positive 
zeros of k,. This shows that for sufficiently small E, K has at least two 
positive zeros, which completes the proof of Lemma 8. 
The second major step in the proof of Theorem 3 is to show that pi, the 
first positive zero off, and qZ, the second positive zero of S”, vary con- 
tinuously with E in some interval which includes values of E, where pi > 1/z 
and where pi < qz. We have seen in Theorem 1 that there is at least one 
.s>O such that p, = vi. Let _E denote the smallest such E. (Our work to now 
implies that _E is well defined in this way, and positive.) We assume from 
now on in this section and the next that 0 <E <_E. 
We also know that for sufficiently small E, f” must vanish at least twice; 
that is, both v, and qZ are defined. 
LEMMA 12. Any zero off ” is continuous in E wherever it is defined. 
Proof: This is clear since f ” and f “’ cannot vanish simultaneously 
unless f’= +l, in which case f '- +l. 
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The next result is one we would like to circumvent. It is certainly not 
true for large 8, and hence a proof of our theorems which requires this 
result is necessarily less general than we would like. Furthermore, the proof 
we have found is messy, involving detailed estimates to three decimals. For 
this reason we have relegated it to the Appendix. 
LEMMA 13. Suppose that 2 </I < 2.05. Let f be a solution of (1) such 
that for some a, f ‘(0) = f “(a) =O, f(u) ~0. Then there is a first q1 > a, 
where f “(q,) = 0, and then f ’ tends monotonically to 00. 
COROLLARY. Zf E = 1, then f: has exactly one minimum and then f i tends 
monotonically to ~0. 
For E close to 1, then, there is a first point q* such thatf’(q,)= 1. Since 
f’ - 1 and f” cannot vanish simultaneously, q* varies continuously as long 
as it is defined. Lemma 12 implies that f U cannot have a second zero qZ for 
E close to 1. As E decreases, q.+ must tend to infinity (we do not claim 
monotonically), and a second zero of f ” appears “at infinity.” (Again, no 
monotonicity is proved. Perhaps v* disappears at some E and immediately, 
as E is lowered further, reappears. Eventually, however, we know fN has 
two zeros. It is a consequence of Lemma 12 that the second zero qZ must 
appear from co, and furthermore that when it first appears, f ‘(q2) > 0. 
As we lower E, q2 may repeatedly appear and disappear, always as 
described, at q = cc and f’ = 1. However, for all small E, q2 is defined and 
continuous in E. Suppose, in fact that at E = E I, f n has only one positive 
zero, while for all E in (0, E, ), f ’ has at least two zeros. Then f ‘(q2) is 
continuous in E and 
lim f ‘(q2) = 1, 
E-E,- 
(26) 
lim f ‘(qz) = -1. 
E--t0 
From this it follows that there is a smallest E = .s2 > 0 at which flE(q2) = 0. 
For 0 <E c e2, 112 is continuous. Certainly f(q2) is continuous in E. For 
small E we have seen that f(q2) > 0, since pi > q2. 
LEMMA 14. Suppose that 2 <B < 2.05, and let f be a solution of (1) with 
f(O)>O, f"(O)>,O, O<f'(O)<l, and such that for some o>O, 
f'(o)=f"(a)=O, andf”( a is negative. Then f(a) is positive. ) 
The proof of this result ii also-somewhat tedious, and is relegated to the 
Appendix. 
It is now clear from the paragraph preceeding Lemma 14 that there is an 
a3 such that &(q2) = 0. The same symmetry which was exploited in proving 
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Theorem 1 shows that the solution f,, is periodic. Since f&(q2) ~0, this 
solution must be different from the one found in Theorem 1, completing the 
proof of Theorem 3. 
IV. SYMBOLIC DYNAMICS 
We now turn to the proof of Theorem 4. The hard work has been done, 
and we now need only to describe a “shooting” procedure that yields the 
many periodic solutions described in this result. This is done with a 
sequence A, B, C, ,.. of values of f’(0). In this section it is convenient to let 
fx denote the solution with f ‘(0) = A’. 
Keep in mind that as f ‘(0) is adjusted, new zeros of f" cannot occur 
except by bifurcation from v = 0, f’ = 1. In other words, if q(X) is a zero of 
f U which is continuous on some interval [Xi, X,] but not at X,, then 
lim (M3,f'V))= (co, 1). x-x2 
At this point we still are denoting positive zeros of fx by pi= pi(X), 
i=o, 1, 2, . . . . while the zeros of f ‘& are denoted by vi= vi(X). When 
considering the following steps it may be helpful to refer to Fig. 2, where 
qualitative features off a. f L, . . . are depicted graphically. 
The procedure is based on a somewhat complicated induction step, 
which we describe now. Let {pi, . . . . oL} be a given sequence of l’s and 2’s. 
Suppose that there are numbers A and B in (0, 1) such that the following 
induction assumption is valid. 
Assumption Q. If A < XC B, then fx has the following properties: 
i. f; has at least 2L positive zeros c~i .. . azL, all of which are simple 
(f M (al) is non-zero). 
ii. Between azi- i and azi, fx has exactly one zero and f; has exactly 
~7~ minima. 
iii. Between azi and azi+ , , fx and f I; each have exactly one zero. 
Further, after the 2Lth zero of f>, f > tends monotonically to infinity. 
Finally we assume that f k has at least 2L - 1 zeros, all simple, (ii) and (iii) 
hold for X= B, and the next zero off ;9 after a2L-’ exists and is nonsimple. 
We will now show how to construct periodic solutions corresponding to 
the sequences obtained by adding a 1 or a 2 onto the given sequence 
In 1, ---2 rrL}. In this construction it will now be assumed that the origin of 
the independent variable v has been shifted so that the first 2L - 1 zeros of 
f’ described in Q fall to the left of q = 0, while alL > 0, and furthermore, 
that f $ > 0 on [O, a2J (see Fig. 2). 
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FIGURE 2 
We shall change notation a bit to let qI, q2, . . . and pr, p2, . . . denote the 
positive zeros off’ and J However, now these occur after the first 2L - 1 
zeros off’ described in Q. Note that f i has no positive zeros, while f ;; has 
exactly two, after which fb tends monotonically to infinity (Lemmas 13 
and 14). For convenience we will assume that A c B, but the induction step 
clearly works just as well if B < A. 
Let C= sup{X< BI qr(X) not be defined}. Then f ‘;- has no positive 
zeros, and f L + 1 as q + 00. For all values of X in (C, B), q r(X) is defined, 
and if X is close enough to C, then fx(ql(X)) > 0. 
On the other hand, f,(q,(B)) is negative, by Lemma 14. Also, fx(ql(X)) 
is continuous in X, so there is a smallest II in (C, B) with fD(ql(D)) = 0. 
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Lemma 14 implies that fb(qr(D))>O, and so fD is the periodic solution 
corresponding to the original sequence of period 2L. 
Also, there must be an X in (D, B) with f>(qr(X)) positive, but fX 
negative at the next zero off>. Let E denote the inlimum of such values of 
X. Then f k has exactly two positive zeros, after which fk tends 
monotonically to infinity. 
Next we apply the procedure used to prove Theorems 1 and 3 to values 
of X just above C, where we know that fX grows very large before r] = vi. 
We find that there is an Fin (C, D) such that ye,, .. . . qS are all defined, with 
fxtjl) CO, i=2, . . . . 5. Let 
G = sup{G” > Cl qs(X) be defined and 
f’(qJX)<O if C<X<G”}, 
LEMMA 15. q,(G) is defined, and fb(qJG)) = 0, while f,(q,(G)) < 0. 
Proof: The first assertion follows from the third paragraph of this sec- 
tion. If the rest of the result is not true, then f&(q3(G)) = 0, which would 
imply, using Lemma 14, that y14 is not defined, a contradiction. 
Between G and E there is an H such that q3 =q3(H) is defined, 
f’(q3) < 0, and after q3, f’ first decreases and then tends monotonically to 
co. Finally, between H and E there is an Z such that f/(q3) = 0. 
A review of these steps shows that if A r = E and Br = Z, then the induc- 
tion has been extended one step with (TV + r = 1, while if B, = G and A i = H, 
then again the induction has been extended one step, but now with 
d L + r = 2. Note that in some cases the order of A, and B, is different from 
the order of A and B. Also, the first step of the induction process was 
carried out during the proofs of Theorems 1 and 2. 
V. PROOF OF THEOREM 2 
This relies on the proof that the boundary value problem (l)-(2) has a 
monotone solution. This well-known result is easily obtained by shooting. 
We consider (1) with the initial values 
f(O)=f’(O)=O, j- “(0) = 1, (27) 
and denote the solution by FA. It is easily shown that for small positive I, 
Fi first increases, to a value less than 1, and then decreases. In other words, 
if f = F,, then f ’ = 0 before f’ = 1. On the other hand, for large A, f’ 
increases monotonically to above 1. It is apparent from (1) that f’ cannot 
have a local maximum above 1, and so for large 1, S’ increases 
monotonically to infinity. 
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The remainder of the proof of Theorem 2 is a repeat of the kind of 
arguments used earlier. For the case 1~ /I < 2.05, Lemmas 13 and 14 apply. 
(These can be extended to this range.) Then there is little change from what 
we have done before. For /3 2 2.05, we need another result, as follows: 
LEMMA 16. For sufficiently small E, f: + 1 has at least [2p + 21 zeros. 
Subsequently f’ crosses 0, and from this point f’ tends monotonically to a~. 
The proof is not difficult, and we omit it, as well as the rest of the proof 
of Theorem 2. 
APPENDIX 
Lemmas 13 and 14 are tedious to prove. In this Appendix we will prove 
Lemma 14, which is easier, and outline the proof of Lemma 13. 
Proof of Lemma 14. We use the functional H introduced earlier: 
H=t(f”)2+j?(f’-f’3/3), 
so that 
H’= -f(f”)! (A-1) 
Suppose that f(o) 2 0. Let v ~ 1 be the next previous zero off ‘, and let q -2 
be the last zero of f R before q _ r . Then f must be positive on [rl_ 2, G), so 
that H decreases in this interval. Also, at rl -2, we have f rr = 0, 0 cf’ < 1, 
and H(a) = 0, so 
O<H<2/.IJ3 (A-2) 
on Ck2, al. 
Since f N is positive just before Q, while f” is negative and decreasing 
just after q-Z, there must be a first point Q, > qP2 where f n = 0. Since 
f(rlo)>O, (1) . im Pl ies that - 1 <f ‘(qO). Also at q0 we have f iv = 
(28 - 1)f’f R >, 0, so f ‘(qO) < 0. Further, the equation for f iv implies that 
f “’ > 0 for ~2 q0 at least until f n > 0. 
We claim that f “(q,,) < -2(fl/3)‘/2. If not, then (1) and (A.l) imply that 
the pair (f ‘, f “) remains in the region 
K={(f’,f”)l-l<f’<O,-2(/3/3)“2 
<f”< -(2/?(f’3/3-f’))“Z} 
for all rl> Q,, contradicting the definition of Q,. It follows from (1) and the 
definition of q0 that 
f(q,,) < (3/?)“‘/2 < 1.24. 
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Now, let q, > q0 denote the next point at which f ’ = - 1. Using (2) we 
can show that 
-2.34 < -2(2/?/3)“* < f “(VI) < -2(28/3)“* < -1.632. 
Let q2 > q, denote the next point where f’ = -$ Then on (q,, q2), 
- (3/2)“* 2 f” 2 -2.34, 
and it follows that q2 - vi 2 0.21367. Since f’ 6 -1 on this interval, it 
follows that f (qz) < 1.0264. 
Next let r13 > q2 be the next point at which f” = 0. From (1) and (A.2) 
we see that f’ > -2 and f” > -2.34 on (u2, qX), and therefore f ,,‘< 8.41 
on this interval. Integrating this gives an upper bound on f 0 and using this 
we find that q3 - q2 20.145. Integrating twice more, we show that 
f(y13) < 0.81. Also, (A.l) implies that -2 <f ‘(q3) -c -,,/?. 
To continue, we let q4 > q3 be the next point where f’ = -1. Over the 
interval (q3, ylq), f N is positive, and it follows from (1) that f ‘,, < 8.12. 
Integrating three times, we find that q4 -q3 2 0.424 and f(qJ dO.18. 
Finally, over (q4, cr) we see from the equation H= 2/?/3 that ffl < 2.34. 
Integrating this twice leads to 0 - u3 > 0.427 and f(o) < -0.03. This com- 
pletes the proof of Lemma 14. 
Proof of Lemma 13. From results in [3] we see that if /? > 2, then f u 
must have a next zero, q,, after (T. It follows easily that after v] i, f’ has 
another zero, which we denote by q2. In [o, q2], both f and f’ are 
negative while f” has no zeros besides q i . 
Suppose that f “‘(y12) >0. Differentiating (1) shows that thereafter f ‘,, is 
positive as long as f’ and f” are positive, and this immediately shows that 
f’ tends monotonically to infinity. Therefore we have only to show that 
f “‘(q2) is positive. 
As before, H=ff”2+/3(f’-f’3/3) and H’= -ff”*. 
LEMMA A.l. H(q2) a 2p/3. 
Proof: If not, then 0 < H G 2P/3 on [a, ~~1. This leads to the bounds 
-p(f’-f’3/3)<f’1*/2G2/9f3-/?(f’-f’3/3) 
as long on this interval as f’ 2 -,,k Since f N is negative in (0, vi), we 
consider f’ as the independent variables in this interval, letting v’( f ‘) =f, 
Z(f’)=f”. Wefind that 
Z’(x) d x/(28(2/3 - q(x)))“2 
for -&dxdO, which implies that f’(qi)< -1.42/(28)‘/*. 
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Also, let Y(f’) = H(q). A similar computation shows that 
y’(x) > (-q(x))“’ j; s/(2/3-q(s))“’ ds. 
This integral can also be approximated numerically with sufficient accuracy 
to prove that H(q I ) > 0.5. 
We use similar estimates on the part of the interval (qr, a2), where 
f ’ > --Jr to show that H(q2) > 2. This proves Lemma A.1 if /3 < 3. 
Now let M= H(v~)//?. On [0, q2] we know that 0 <H < /3&I, which 
implies that 
Using the same methods as above we find that 
f(q2)< -2(2/1-l” p, x/(M-q(xW2 dx. 
Since f”(q2) = (2H(q2))‘12, we find that 
m2w&pJ5 x/(M - q(x))“2 dx - j?. 
The right-hand side of this inequality is increasing in M, and so using the 
value found before for M= 2/3 we find that f”’ is positive if /? < 2.3. This 
completes the proof of Lemma 13. 
REFERENCES 
1. BLASIUS, Grenzschichten in Flussigkeiten mit kleiner Reibung, Z. Mafh. Phys. St3 (1908), 
l-37. 
2. K. K. CHEN AND P. A. LIBBY, Boundary layers with small departure from the Falkner 
Skan profile, J. Fluid. Mech. 33 (1968), 273-282. 
3. W. A. COPPEL, On a differential equation of boundary layer theory, Philos. Trans. Roy. 
Sot. London Ser. A 253 (1960), 101-36. 
4. A. H. CRAVEN AND L. A. PELETIER, Reverse flow solutions of the Falkner-Skan equation 
for i, > 1, Mathematika 19 (1972), 135-38. 
5. H. L. EVANS, “Laminar Boundary Layer Theory,” Addison-Wesley, Reading, MA, 1968. 
6. V. M. FALKNER AND S. W. SKAN, Solutions of the boundary layer equations, Philos. Mug. 
7 (12) (1931), 865-896. 
7. P. HARTMAN, On the asymptotic behaviour of solutions of a differential equation in boun- 
dary layer theory. 2. Angew. Math. Mech. 44 (1964), 123-38. 
8. D. R. HARTREE, A solution of the laminar boundary layer equation for retarded flow, 
Aerospace Res. Commun. Rep. and Memos (1949), 2426. 
505/71/l-10 
144 HASTINGS AND TROY 
9. S. P. HASTINGS AND W. TROY, Oscillatory Solutions of the Falkner-Skan Equation, Proc. 
Roy. Sot. London Ser. A 397 (1985), 415418. 
10. S. P. HASTINGS AND W. TROY, Oscillating solutions of the Falkner-Skan equation for 
negative 8, SIAM J. Math. Anal. 18 (1987), 422429. 
11. R. IGLISCH, Elementarer Existenzbeweis fur die Stromung in der laminaren Grenzschicht 
zur Potentialstromung U = u, xrn mit m > 0 bei Absaugen und Ausblasen, Z. Angew. Math. 
Mech. 33 (1953), 143-147. 
12. R. IGLISCH AND F. KEMNITZ, Uber die der Grenzschichttheorie auftretende Differen- 
tialgleichung f”’ +ff” + p( 1 -f”) = 0 fur D < 0 bei gewissen Absauge- und Ausblase- 
gesetzen, in “50 Jahre Grenzschichtforschung” (H. Gortler and W. Tollmein, Eds.), 
Vieweg, Braunschweig, 1955. 
13. E. LORENZ, J. Atmos. Sci. 20 (1963), 130. 
14. P. A. LIBBY AND LIU, Further solutions of the Falkner-Skan equation, AZAA J. 5 (1967), 
104&1042. 
15. W. MAGNUS, F. OBERHETTINGER, AND R. P. SONI, “Formulas and Theorems for the 
Special Functions of Mathematical Physics, Springer-Verlag, New York, 1966. 
16. B. OSKAM AND A. E. P. VELDMAN, Branching of the Falkner-Skan solutions for 1~0, 
J. Engrg. Math. 36 (1982), 295-307. 
17. L. L. PRANDTL, 1935 Mechanics of viscous fluids, in “Aerodynamics Theory” (W. F. 
Daniel, Ed.) Vol. 3, pp. 34-208, Springer-Verlag Berlin. 
18. B. OSKAM AND A. E. P. VELDMAN, Branching of the Falkner-Skan solutions for Iz 10, 
J. Engrg. Math. 36 (1982), 295-307. 
19. L. ROSENHEAD (Ed.), Luminar Boundary Layers, especially Chap. VI, 
20. H. SCHLICHTING, “Boundary Layer Theory,” 7th ed., p. 29, McGraw-Hill, New York, 
1979. 
21. D. B. SPALDING, Mass transfer through laminar boundary layers- 1: The velocity boun- 
dary layer, Internal. J. Heal Mass Transfer 83 (1961), 483. 
22. K. STEWARTSON, Further solutions of the Falkner-Skan equation, Proc. Cambridge Philos. 
Sot. 50 (1954), 45465. 
23. L. P. SILNIKOFF, A contribution to the problem of the structure of an extended 
neighborhood of a rough equilibrium state of a saddle focus type, Math. USSR-Sb. 10 
(1970), 91-102. 
24. $4. SMALE, Diffeomorphisms with many periodic points, in “Differential and Combinatorial 
Topology,” pp. 63-80, Princeton Univ. Press, Princeton, NJ, 1965. 
25. H. WEYL, On the differential equations of the simplest boundary layer problems, Ann. of 
Math. 43 (1942), 381-407. 
