Abstract. The relative Cayley graph of a group G with respect to its proper subgroup H, is a graph whose vertices are elements of G and two vertices h ∈ H and g ∈ G are adjacent if g = hc for some c ∈ C, where C is an inversed-closed subset of G. We study the relative Cayley graphs and, among other results, we discuss on their connectivity and forbidden structures, and compute some of their important numerical invariants.
Introduction
Cayley graphs was introduced by Arthur Cayley [4] in 1878 to give a geometrical representation of groups by means of a set of generators. This translates groups into geometrical objects which can be studied form the geometrical view. In particular, it provides a rich source of highly symmetric graphs, known as transitive graphs, which plays a central role in many graph theoretical problems as well as group theoretical problems, like expanders, width of groups, representation of interconnection networks, Hamiltonian paths and cycles that naturally arise in computer science and etc.
We intent to introduce and study special subgraphs of the Cayley graphs of a group G with respect to a given proper subgroup H of G, called the relative Cayley graphs. The relative Cayley graph of G with respect to H, denoted by Γ = Cay(G, H, C), is a graph whose vertices are elements of G such that two vertices x and y are adjacent if x or y belongs to H and x −1 y ∈ C for some inversed closed subset C of G \ {1}. Clearly, Γ has an induce subgraph Γ ′ = Cay(H, H ∩ C), which is itself a Cayley graph. Relative Cayley graphs with respect to specific subgroups of a group G provides a good source of subgraphs in covering the whole Cayley graph of G. Also, as we shall see in section 3, they give a criterion for a group to be an ABA-group.
In this paper, we will investigates some combinatorial and structural properties of relative Cayley graphs. In section 2, we shall obtain preliminary results on valencies and regularity of relative Cayley graphs. In section 3, we pay attention to the connectivity and diameter problems on relative Cayley graphs. We give necessary and sufficient conditions for a relative Cayley to be connected and obtain sharp upper bounds for its diameter. In section 4, the numerical invariants of relative Cayley graphs will be considered. We will determine the explicit value of independence number, dominating number, edge independence number and edge covering number as well as edge chromatic number of relative Cayley graphs. Also, we obtain lower and upper bounds for the clique number and an upper bound for the chromatic number of relative Cayley graphs. Finally, in section 5, we shall study the absence of special subgraphs in the relative Cayley graphs, which enable us to obtain a classification of all trees isomorphic to a relative Cayley graph.
Throughout this paper G stands for a finite group, H stands for a proper subgroup of G and C denotes an inversed closed subset of G \ {1}, that is, C ⊆ G \ {1} and C −1 ⊆ C. Also, C * denotes the set C ∪ {1}.
Valencies
As it is mentioned in the introduction, Γ = Cay(G, H, C) is a relative Cayley graph of G with respect to H and Γ ′ = Cay(H, H ∩ C) is a Cayley graph of H that is an induced subgraph of Γ. We begin with identifying the neighbor of an arbitrary vertex in the relative Cayley graphs.
In particular, deg(x) = deg(y) whenever x, y belong to the same left coset of H Let D(Γ) be the set of all different valencies of vertices of Γ. The following theorem gives a sharp upper bound for D(Γ).
Theorem 2.2. We have
Proof. First we prove the first inequality. By Lemma 2.1, 
from which it follows that min{[G : H], |H| + 2} ≤ |G| + 1 + 1, as required.
2 , H be a subgroup of G order 2 n and {1, g 1 , . . . ,
where A is an elementary abelian 2-group of automorphisms of a group H. Let A = {1, α 1 , α 2 , . . . , α n−1 }. Since α i H is inverse closed containing an involution α i , there exists a subset C i of α i H such that |C i | = min{i, |H|} for all 1 ≤ i ≤ n − 2 and
Remark. Jamali [6] and Moghaddam, Farrokhi and Safa [7] constructed two family of non-isomorphic 2-groups {H n } n≥3 and {K n } n≥3 , respectively, such that
2 for all n ≥ 3. Hence, by choosing subgroups A n and B n of Aut(H n ) and Aut(K n ) of order 4 n , respectively, and defining G n = H n ⋊ A n or K n ⋊ B n , and C as in the above example, it follows that |D(Γ)| = |G|.
In the sequel, we shall study the graph Γ when D(Γ) is small, that is, Γ is a regular or a semi-regular graph. Recall that a graph is regular if all its valencies are equal and a graph is semi-regular if its vertices have just two possible distinct valencies. First we count the number of edges of Γ. Proof. Let X = c∈C Hc. If C ⊆ H, then we are done. Thus, we may assume that C ⊆ H. Then, either X = ∅, or X = Hc for some c ∈ C \ H and C ⊆ Hc. On the other hand, by Lemma 2.1, deg Γ (x) = |C| if and only if |x
Hence, the result follows.
Theorem 2.6. Γ is semi-regular if and only if one of the following conditions holds: (i) C has the same number of elements in all left cosets of H different from H, or (ii) C falls in a single right coset of H different from H, Proof. First suppose that Γ is semi-regular. Let X = c∈C Hc. Then, by previous lemma, deg Γ (x) = |C| if x ∈ H ∪ X and deg Γ (x) = δ for all x ∈ G \ H ∪ X, for some δ < |C|. If X = ∅, then |gH ∩ C| = δ for all g ∈ G \ H and we get part (i). If X = ∅, then C ⊆ Hc for some c ∈ C \ H and we get part (ii). The converse is obvious by Lemma 2.1.
Connectivity
In this section, we give necessary and sufficient conditions for connectivity of relative Cayley graphs and apply it to obtain sharp upper bounds for their diameters. In what follows, N i Γ (v) denotes the ith neighborhood of a vertex v of Γ, for all i ≥ 1, that is, the set of all vertices u of Γ for which there is a walk of length i from u to v. The following two results are obvious.
Theorem 3.3. The graph Γ is connected if and only if
Then, a simple verification shows that Γ is connected if and only if G is the union of the following subsets
In particular, Γ is connected if and only if
which is equivalent to say that H = M H ∩ (C \ H) 2 and consequently
The proof is complete. 
Remark. A group K is an ABA-group if it has two proper subgroups A and B such that K = ABA. Utilizing this notion, if H is not an ABA-group, then Γ is connected if and only if G = HC * and either
Let K be a group generated by a set X. The width of K with respect to X, denoted by w(K, X), is the minimum non-negative integer n such that
where X 0 = {1}. If there is no such n, we define w(K, X) to be ∞.
In particular,
Proof. The first inequality follows directly from Theorem 3.3 by counting the number of steps required to reach to every vertex of Γ by starting from an arbitrary element. Also, the other inequalities follows from [5] . Note that
whenever H ∩ C = ∅ and Γ is connected.
Example.
•
be the dihedral group of order 4n and H = a . If C = {a ±1 , b}, then it is easy to see that Γ = Cay(G, H, C) is a corona 2n-cycle, that is, a graph obtained from a cycle of length 2n by attaching a new pendant to each of its vertices. Clearly, diam(Γ) = n + 2 = 1 2 |H| + 2.
• Let G = a : a 4mn = 1 be the cyclic group of order 4mn and H = a 2n . If C = {a ±1 , . . . , a ±n }, then it is easy to see that Γ = Cay(G, H, C) is a bipartite graph with diam(Γ) = 2m + 2 = |H| + 2. The above examples show that the last two bounds in Corollary 3.5 are sharp.
Numerical invariants
In this section, we shall consider various numerical invariants of the relative Cayley graphs. In what follows ω(Γ), α(Γ), α ′ (Γ), β(Γ), β ′ (Γ), χ(Γ) and χ ′ (Γ) denote the clique number, independence number, edge independence number, dominating number, edge dominating number, chromatic number and edge chromatic number of Γ, respectively. Proof. Let X be a clique in Γ. Clearly |X \ H| ≤ 1. If y ∈ X ∩ H, then for every z ∈ (X ∩ H) \ {y} there exist c z ∈ C such that z = yc z . Thus c z = y −1 z ∈ H so that c z ∈ H ∩ C. Therefore |X| ≤ |H ∩ C| + 2 and consequently ω(Γ) ≤ |H ∩ C| + 2. Now, assume that ω(Γ) = |H ∩C|+2. Then there exist a clique X with |H ∩C|+2 elements. Clearly, X = {x, y} ∪ y(H ∩
Proof. Let K be a subgroup of H and c ∈ G \ H. If
is any inverse closed subset of G \ {1} such that C ∩ H = K \ {1}, then the requirements of Theorem 4.1 are satisfied, and hence ω(Cay(G, H, C)) = |K| + 1 = |H ∩ C| + 2, as required.
Definition. Let G be a group and X be an arbitrary subset of G. Then
is the maximum order of subgroups contained in X * .
Theorem 4.3. We have
(i) ω(Γ) ≥ ψ(H ∩ C). Moreover, ω(Γ) ≥ ψ(H ∩ C) + 1 if there exists c ∈ C \ H such that K ⊆ cC for some subgroup K of G such that K ⊆ (H ∩ C) * and |K| = ψ(H ∩ C). (ii) If C 3 ⊆ C, then ω(Γ) ≤ ψ(H ∩ C) + 1.
Proof. (i) It is straightforward.
(ii) Let X be a clique in Γ such that |X ∩ H| is maximum and
for all x ∈ X∩H. Let c 1 , c 2 be two nontrivial elements of K x . Then xc 1 , xc 2 ∈ X∩H so that xc 1 ∼ xc 2 and so x ∼ xc 2 c −1
1 is adjacent to all elements of xK x . If
1 } induces a complete subgraph of Γ such that |Y ∩ H| = |X ∩ H| + 1, which contradicts the maximality of X ∩ H. Hence, c 2 c
as required.
Remark. If C 3 ⊆ C, then C = Dc for some subgroup D of G and element c ∈ C such that c 2 ∈ D and D c = D. To see this, note that C ⊆ C 3 . Thus C 3 = C and consequently
Proof. Since G\H is independent and each element of H is adjacent to some element of G\H, one gets G\H is a maximal independent set of Γ. Now, suppose that I is an arbitrary independent set with maximum cardinality. We prove that |I| = |G \ H|.
. Since I is an independent set, I ∩ (I ∩ H)C = ∅ and by the same argument as before ( Remark. In general G\H is not the only independent set with maximum cardinality for if C \ H is a singleton, then A∪B is an independent set of maximum cardinality, where A is any subset of H and B = G \ AC * . Now, we study the chromatic number and edge chromatic number of the relative Cayley graphs. Note that by a well-known theorem of Vizing χ ′ (Γ) is equal to either ∆(Γ) or ∆(Γ) + 1. In the former, Γ is said to be of class one and in the latter Γ is said to be of class two. Proof. Let c ∈ C \ H be a fixed element. We construct an edge coloring of Γ using (C \ {c}) ∪ {1}, from which the result follows. By Vizing's Theorem, χ ′ (Γ ′ ) ≤ |H ∩ C| + 1. Hence, we may color the edges of Γ ′ using (H ∩ C) ∪ {1}. Now, let {h, hd} be an edge of Γ, which does not belong to Γ ′ , where h ∈ H and d ∈ C \ H. It is easy to see that χ(Γ ′ ) ≤ χ(Γ) ≤ χ(Γ ′ ) + 1. In the next example, we show that there is a group G and a subgroup H such that the chromatic number of their corresponding relative Cayley graph Γ equals χ(Γ ′ ) or χ(Γ ′ ) + 1, with respect to two different inversed closed subset C of G \ {1}.. The following theorem gives a sharp upper bound for the chromatic number of relative Cayley graphs. 
Proof. It is well-known from spectral graph theory that χ(Γ ′ ) ≤ ∆(Γ ′ ) + 1 = |H ∩ C| + 1 (see [2, Lemma 3.17 and Theorem 3.18]). Now, since G \ H is an independent set in Γ, it follows that χ(Γ) ≤ |H ∩ C| + 2. In the sequel assume that χ(Γ) = |H ∩ C| + 2. Then χ(Γ ′ ) = |H ∩ C| + 1 and by Brook's theorem (see [3] ), either Γ ′ is complete or Γ ′ is an odd cycle. If Γ ′ is complete, then H \ {1} ⊆ C. On the other hand, χ(Γ) = χ(Γ ′ ) + 1, which implies that there exists a vertex g ∈ G \ H adjacent to all elements of H. Hence H ∩ gC = N Γ (g) = H so that g −1 H ⊆ C and part (i) follows. Finally, suppose that Γ ′ is an odd cycle. Then for every coloring of H into three colors with color classes X 1 , X 2 ad X 2 there must exists an element g ∈ G \ H adjacent to some elements of X i for i = 1, 2, 3, from which part (ii) follows. The converse is obvious.
Forbidden subgraphs
In this section, we shall study forbidden structures in relative Cayley graphs. Recall that a graph is S-free if is has no induced subgraphs isomorphic to S. In what follows, the structure of claw-free graphs as well as C n -free graphs will be considered, where a claw is the star graph K 1,3 . In addition, the structure of relative Cayley trees with be classified.
Theorem 5.1. Γ is claw-free if and only if one of the following conditions hold:
Proof. First suppose that Γ is claw-free. If |C| ≤ 2, then we are done. Hence, we assume that |C| > 2. Since h(C \ H) ⊆ N Γ (h) is independent for all h ∈ H, we must have |C \ H| ≤ 2. Then H ∩ C = ∅ and we have the following three cases: Case 1. |C \H| = 2. Let C \H = {a, b}. If c ∈ H ∩C such that c{a, b}∩{a, b} = ∅, then {1, a, b, c} induces a claw, which is a contradiction. Thus c{a, b} ∩ {a, b} = ∅ for all c ∈ H ∩ C, from which it follows that H ∩ C = {ab −1 , ba −1 }, as required. Clearly, a, b belong to the same right cosets of H.
Case 2. |C \ H| = 1. Let C \ H = {c}. Then c 2 = 1. If a ∈ H ∩ C is adjacent to c, then there exists b ∈ C such that ab = c. But then b ∈ C \ H = {c} and we obtain a = 1, which is a contradiction. Hence N Γ (c) ∩ (H ∩ C) = ∅. Now, since Γ is claw-free and N Γ (1) = C, the subgraph of Γ induced by H ∩ C is complete, that is, (H ∩ C)
* ≤ H. Case 3. |C \ H| = 0. Then C ⊆ H. Since Γ ′ is claw-free it follows that Γ ′c is triangle free, from which it follows that 1 / ∈ (H \ C * ) 3 . The converse is straightforward.
Lemma 5.2. The following conditions are equivalent:
(i) Γ is a forest, (ii) Γ is both triangle-free and square-free, and
and either H ∩ C = ∅ or H ∩ C = {c} for some involution c.
Proof. (i)⇒(ii)
. Clearly, Γ is triangle-free and square-free, which enables us to construct a graph Γ * obtained from Γ by removing G \ H from the vertices and adding edges of the form {h, hc 1 c 2 } for all h ∈ H and c 1 , c 2 ∈ C \ H such that
Clearly, there is a one-to-one correspondence between cycles of Γ and cycles of Γ * . Hence Γ * is a forest. 
we may simply find a triangle. Hence the result follows.
Lemma 5.5. Γ has no squares as subgraph if and only if the following conditions hold:
(1) Γ ′ has no squares as subgraph,
c∈C\H deg Γ (c) = |H ∩ (C \ H) 2 | + |C \ H|.
Proof. Suppose Γ has an square S. Clearly, |S ∩H| ≥ 2 and we may assume without loss of generality that 1 ∈ S. We have three cases: Case 1. |S ∩ H| = 4. Then Γ ′ has the square S as a subgraph. Case 2. |S ∩ H| = 3. Then S ∩ H = {1, h, k} and S \ H = {x} for some h, k ∈ H ∩ C and x ∈ G \ H, and we may assume that x is adjacent to both h and k. So, there exists c h , c k ∈ C \ H such that x = hc h = kc k . Hence 1 = h −1 k = c h c −1 k ∈ (H ∩ C) 2 ∩ (C \ H) 2 . Case 3. |S ∩ H| = 2. Then S ∩ H = {1, h} and S \ H = {c 1 , c 2 } for some h ∈ H and c 1 , c 2 ∈ C \ H. Let X = {(c 1 , c 2 ) ∈ (C \ H) × (C \ H) : c 1 c 2 ∈ H}.
Since h is adjacent to c 1 , c 2 , there exist c = h, which implies that |X| > |H ∩ (G \ H) 2 | + |C \ H|. Utilizing the cases 1, 2 and 3, the result follows immediately.
Even thought the structure of {C n } n≥3 -free graphs (forests) can be determined simply (see Theorem 5.2), but the structure of {C 2n+1 } n≥1 -free graphs (bipartite graphs) seems to be a difficult problem. The following result provides a partial answer to this problem.
Lemma 5.6. If H ∩ C = ∅, then Γ is a bipartite graph.
Proof. By definition G \ H is an independent set. Now, if x, y ∈ H are adjacent, then x −1 y ∈ H ∩ C, which is a contradiction. Hence, H is an independent set and consequently Γ is bipartite. Problem. Is there any simple characterization of bipartite relative Cayley graphs Cay(G, H, C) in terms of G, H and C?
