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Abstract. This paper presents our method for automatic segmentation
for kidney and tumor as part of the Kidney Tumor Segmentation Chal-
lenge (KiTS19). The KiTS19 Challenge had released a dataset of 300
unique kidney cancer patients, with manual annotations done by Climb
4 Kidney Cancer (C4KC). Here we have proposed our new combined
cascade deep learning (DL) approach for solving the tasks of the chal-
lenge. We used deep learning based detection for localising kidney with
the tumor, followed by deep learning based segmentation to create the
labels for kidney and tumor locally. Our approach resulted in high re-
call (96.13) and high Jacquard score (95.4) on the randomly selected 30
volumes that were picked as the validation set.
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1 Introduction
Kidney tumor is a major concern worldwide with more than 400,000 cases are
registered yearly in the field. Among which, Norway is 15th worldwide and 13th
among men [1]. Almost 60% of all people diagnosed with kidney cancer are as-
signed for the surgical intervention for removing injured tissues or organ. [2]. For
planning the surgery, Computer Tomography (CT) imaging is the most common
way of screening the patients, due to its cheap cost compared to Magnetic Reso-
nance Imaging (MRI). Furthermore, CT includes almost all information needed
for radiologists and surgeons to localise the tumor morphology and specificity.
However, this process is extremely time consuming due to the big numbers of
slices per patient and low contrast between soft tissues on the CT images and .
Thus, availability of the methods that could segment kidneys and tumor auto-
matically could decrease the time per case, and provide volumetric information
about tumor morphology in the organ.
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Kidney detection is not extensively researched area in medical image process-
ing. There were several approaches discussed in the literature that show good
results [3], [4], [5], [6], [7]. The major challenges in kidney segmentation are the
size of the initial volume, and organ variability from patient to patient. The vari-
ability is even more when tumor is present, where the size, shape and texture
changes from case to case. Thus the introduction of KiTS19 challenge is a great
contribution to this field.
Currently, all methods in medical image processing for detection and seg-
mentation could be divided into 3 main groups.
1. Manual segmentation performed by an expert, usually by a radiologist or
other specialists in the field.
2. Methods performed by semi-automatic and automatic methods based on the
statistical information from manually extracted features.
3. Methods based on the DL, requiring a lot of training data.
First method, is the most accurate one, however it is extremely time con-
suming. Usually this method is used for creating ground-truth for detection and
segmentation.
Second method include such methods as atlas, active shape models, active
contours, level set models and hybrid level set models. Those methods showed
results such as 86% and 88% of average Dice score and correlation accordingly
[5, 6]. However there are no results from applying these methods to CT images
where tumor is present.
The last group is the latest in this field, with Deep Learning is already show-
ing promising results for kidney detection and tumor segmentation [3,4,8]. The
advantage of using DL is that it can self-generate the features used to segment
kidneys and tumors from the rest of the scan. All DL methods in the literature
are based on 2D segmentation, which takes the input slices from the volume
and feed them to the network. However, when 2D approach is applied, some
volumetric information could be lost. Even radiologists, when annotating the
organ should look through several slices before and after for being sure in the
decision about the label. Withal, take as an input 3D volume is a challenge, due
to the size of those kind of volumes. Also, if resizing is applied, then important
information could be lost.
Thus, we proposed a new combined method, that include two neural net-
works inside. First network is 2D Faster R-CNN network [9] that is used for
finding kidney with tumor in the full body CT scan, and then on the extracted
volumes we applied 3D V-Net for segmenting kidneys and tumors itself. Faster
R-CNN has shown great results in polyp detection in video [10], and V-Net [11]
continues to show leading results in segmentation of different organs in medical
field including abdominal organs. With the application of the detection method,
we could crop from the full CT-scan to only the region of interest, which is nor-
mally almost 10 times less in terms of size. Thus, making it possible to fit region
of interest to the segmentation network without any down sampling process.
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2 DataSet
The dataset in this paper was taken from KITS19 challenge, and include 300 CT
volumes. For 210 of them ground-truth is available and 90 left as a testing set
with no annotations presented. All data presented in anonymized NIFTI format
with fixed width and height(512x512), and with variability in slice thickness
from 1mm to 5mm.
For first DL network, dataset was pre-procesed and resampled along the axial
axes, in this way we increased amount of samples and went from 3D approach to
2D approach. New data contains 45375 images, from which only slices containing
kidneys and tumor were used in the training process.
For the second network, only volumes with detected kidneys were used. Vol-
umes has the same pre-processing as for the first method. In this way, we in-
creased the training set almost two times without even applying augmentation.
The random crop and rescaling was also applied as part of augmentation for
training the second model.
3 Methodology
Our proposed method is based on the cascade approach implemented by combing
results of two deep learning networks, Faster R-CNN and V-net. Schematically
the workflow process is presented on the Fig. 1. Details about each of the stages
are provided below.
Fig. 1. Schematic representation of the proposed method for kidney and cancer seg-
mentation using combined DL approach. (Stage 1 - Image pre-prossessing, Stage 2 -
Preparation of the data for the DL detection, Stage 3 - Kidney and tumor detection
using Faster R-CNN, Stage 4 - Post-processing of detection result, extraction of the
volumes contain kidney and tumor, Stage 5 - V-net segmentation of kidney and tumor,
Stage 6 - applying kidney segmentation to the initial volume)
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3.1 Stage 1&2. Image Preparation
From the challenge dataset, we had a set of 210 volumes in NIFTI format that
were available with ground-truth. These volumes were used for training of both
our DL models. Initially volumes were thresholded using Hounsfield unit (HU)
values in the range of interest: from −60 to 300. Afterwards, the volume were
re-sampled along the axial axes, resulting in the input for the first network. For
the ground-truth, we modified presented labels into the cubic segmentations,
which cover the kidney with the tumor inside as presented on the Fig. 2. In this
way we are looking for one box for each kidney with all tumors in it.
Fig. 2. Example of the input for kidney and lesion detection in Faster R-CNN, training
stage
3.2 Stage 3. Kidney Detection using DL
For our kidneys detection, we adapt a Faster R-CNN [9] architecture shown
in Fig. 3. We use ResNet50 [12] as the feature extractor network which was
pre-trained on Microsoft’s COCO dataset [13]. Faster R-CNN uses two stages:
region proposal network (RPN), and a box classifier network. Both stages share a
common set of convolutional layers to reduce the marginal cost for detection. The
RPN utilizes feature maps in the last layer of the conv4 block to generate class-
agnostic RoI proposals, each with an objectness confidence value. The proposed
RoIs are a grid of anchors titled in different aspect ratios and scales. The classifier
network crops these anchors from the feature maps of the conv4 block and feeds
the cropped features to the remainder of the network in order to predict locations
and confidence value of the detection.
To train our Faster R-CNN model, we use a multi-task loss on each anchor.
For each anchor a, we find the best matching ground-truth box b. If there is a
match, anchor a acts as a positive anchor, and we assign a class label ya = 1,
and a vector (φ(ba; a)) encoding box b with respect to anchor a. If there is no
match, anchor a acts as a negative sample, and the class label is set to ya = 0.
The loss for each anchor a, then consists of two losses: location-based loss `loc for
the predicted box floc(I; a, θ) and classification loss `cls for the predicted class
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Fig. 3. Our Faster R-CNN framework used for kidney detection as the first stage of
our proposed method. In the first stage, we use Resnet50 to extract features from
the input image. Region proposal network (RPN) utilizes feature maps at one of the
intermediate layers (usually the last convolutional layer) of the CNN feature extractor
networks to generate box proposals (300 boxes in our study). The proposed boxes are
a grid of anchors tiled in different aspect ratios and scales. The second stage predicts
the confidence value, the offsets for the proposed box for each anchor.
fcls(I; a, θ), where I is the image and θ is the model parameter,
L(a, I; θ) = 1
m
m∑
i=1
1
N
N∑
j=1
1[a is positive] . `loc
(
φ(ba; a)
−floc(I; a, θ)
)
+ `cls
(
ya, fcls(I; a, θ)
) (1)
where m is the size of mini-batch and N is the number of anchors for each
frame. We use the following loss functions: Smooth L1 for the localization loss
and softmax for the classification loss. We set the ratio between negatives and
positives to 1:1 to avoid imbalance training and the input image size to 512x512.
For checking the performance of the network, we took randomly 30 samples
as a validation set and calculate Recall and Preccision as follows,
Recall =
TP
TP + FN
, (2)
Precision =
TP
TP + FP
, (3)
Where TP ,FP ,TN and FN are a number of true positives, false positives,
true negatives and false negatives respectively. Precision will show us the per-
centage of the results which are relevant, and recall refers to the percentage of
total relevant results correctly classified by our algorithm.
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3.3 Stage 4. Kidney extraction and volume cropping
After our detection step, the post-proccesing was applied. Initially from labelled
slices, the labelled volume were recreated. Afterwards two largest component
were specified, then the size of each of them were checked. We assume that
kidney, even with the tumor on it could not be variate more that three times
in terms of volume. In this way, we take care of cases where only one kidney is
presented, or where kidneys are merged together.
Using segmentation obtained in the previous step, the largest width, height
and length of all cropping box for each individual kidney were defined. New
volume limited by those parameters then was extracted from the original CT
images.
3.4 Stage 5. Kidney and tumor segmentation using DL
After the volumes were extracted, these were fed into the V-net segmentation
network [11,14,15], where the architecture of V-net from the original paper [11]
was used in the proposed method that is presented on the Fig.5. For evaluation
of the segmentation performance, we used Jaccard and Accuracy value, and for
the loss - Dice loss was used.
Jaccard =
|AB|
|A ∪B| , (4)
Accuracy =
TP + TN
TP + TN + FP + FN
, (5)
Diceloss = 1− 2|AB|
A+B
, (6)
Where TP ,FP ,TN and FN are a number of true positives, false positives,
true negatives and false negatives respectively. And A and B are the volumes
from ground-truth and predicted from the model one.
From the previous step, we obtain volumes with different sizes, which were
randomly cropped and resized into volumes of (64,64,32) as input to this network.
3.5 Postprocessing
After segmentations were obtained, the biggest connected component was ex-
tracted from it. Following which, the volume was padded back to the initial size,
and the second kidney segmentation (if any) was added. Here, the spacing was
taken from the original volumes.
4 Results and Discussion
4.1 Detection results
It is important to know the performance of the detection model before we im-
plement the segmentation model. Because we did not have access to the ground-
truth of the test dataset, we used validation dataset to pre-evaluate our detec-
tion model. Table 1 shows that the Faster R-CNN was able to detect 96.13% of
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Fig. 4. Original V-Net architecture for medical image segmentation [11]
the kidneys. It also generated a lot of FP detection, resulting in low precision
(50.21%). In the detection stage (stage 3), we are more interested to detect kid-
neys in the input images. Later, some of these FPs will be eliminated by the
postprocessing step.
Table 1. Kidneys detection from our Faster R-CNN on the validation set.
Models Recall Precision
Faster R-CNN with ResNet50 96.13 50.21
Below we can see that the network shows promising results even in cases
where big tumors are present, or where just one kidney is on the screen.
4.2 Results of V-Net on the validation set
The curves shown below (Fig. 6, Fig. 7 and Fig. 8) is the dice loss and Jaccard
metric on the training and validation sets. We can clearly see that our approach
enables the network to achieve high results quite fast. Also, on the validation
set, the segmentation is performed with high Jaccard value and Accuracy.
To obtain weights used for producing segmentation from the testing set, the
network was trained on the whole set of images to achieve maximum possible
result.
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Fig. 5. Example of kidney detection on the testing set. Number on the top show the
probability of correct detected kidney according to the network
Fig. 6. Loss progress on training and validation datasets during training V-Net.
Fig. 7. Jaccard index on training and validation datasets during training V-Net.
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Fig. 8. Accuracy on training and validation datasets during training V-Net.
Fig. 9. Example of obtained segmentation on one of the sample from the testing set.
In red colour - kidney , in green - tumor (a. cropped volume using DL detection; b.
segmentation obtained with DL segmentation; c. final segmentation).
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Fig. 10. Example of obtained segmentation on one of the sample from the testing set.
Volumetrical representation of three different kidney samples. In red colour - kidney ,
in green - tumor
As seen from Fig. 9 and Fig. 10, results obtained with deep learning resembles
close to reality. Observations through different samples make us believe that this
method could give high accuracy metrics using ground-truth data on the testing
dataset.
5 Conclusions
In this work, we proposed a novel combined approach for kidney and tumor
segmentation. Our approach combine 2D and 3D methods, and include two deep
learning methods for kidney detection and segmentation. With the use of Faster
R-CNN with ResNet50, we were able to obtain fast and high recall results for
kidney detection. Also, this network created 3D cropping boxes to extract only
region of interests. Followed by V-Net with these 3D volumes, resulted in our
accurate segmentation of kidney and tumor.
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