Nowadays, component application adaptivity in Grid environments has been afforded in different ways, such those provided by the Dynaco/AFPAC framework and by the ASSIST environment. We propose an abstract schema that catches all the designing aspects a model for parallel component applications on Grid should define in order to uniformly handle the dynamic behavior of computing resources within complex parallel applications. The abstraction is validated by demonstrating how two different approaches to adaptivity, ASSIST and Dynaco/AFPAC, easily map to such schema.
INTEGRATED RESEARCH IN GRID COMPUTING

An Abstract Schema for Adaptation
Adaptivity is a concept that recent framework proposals for Computational Grid take into great account. In fact, due to the unstable nature of the Grid (nodes that disappear because of network problems, changes in user requirements/computing power, variations in network bandwidth, etc.), even assuming a perfect initial mapping of an application over the computing resources, the performance level could be suddenly compromised and the framework has to be able to take reconfiguring decisions in order to keep the expected QoS.
The need to handle adaptivity has been already addressed in several projects (AppLeS [6] , GrADS [12] , PCL [9], ProActive [5]). These works focus on several aspects of reconfiguration, e.g. adaptation techniques (GrADS, PCL, ProActive), strategies to decide reconfigurations (GrADS), and how to modify the application configuration to optimize the running application (AppLes, GrADS, PCL). In these projects concrete problems posed by adaptivity have been faced, but little investigation has been done on common abstractions and methodology [10] .
In this work we discuss, at a very high level of abstraction, a general model of the activities we need to perform to handle adaptivity in parallel and distributed programs.
Our intention is to start drawing a methodology for designing adaptive component environments, leaving in the meanwhile a high degree of freedom in the implementation and optimization choices. In fact, our model is abstract with respect to the implemented adaptation techniques, monitoring infrastructure and reconfiguration strategy; in this way we can uncover the common aspects that have to be addressed when developing a programming framework for reconfigurable applications. Moreover, we will validate our abstract schema by demonstrating how two completely different approaches to adaptivity fit its structure. We will discuss the Dynaco/AFPAC [7] approach and the ASSIST [4] approach and we will show how, despite several differences in the implementation technologies used, they can be firmly abstracted by the schema we propose.
Before demonstrating its suitability to the two implemented frameworks, we exemplify its application in a significant case study: component-based, highlevel parallel programs. The adaptive behavior is derived by specializing the abstract model introduced here. We get significant results on the performance side, thus showing that the model maps to worthwhile and effective implementations [4] .
This work is structured as follows. Sec. 2 introduces the abstract model. The various phases required by the general schema are detailed with an example in Sec. 3. Sec. 4 explains how the schema is mapped in the Dynaco/AFPAC framework, where self-adapting code is obtained by semi automated restruc-
