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a b s t r a c t
This paper studies the Cauchy problem of the Euler–Landau–Lifshitz system arising in the
nematic liquid crystal flows. We prove two logarithmically improved regularity criteria for
local smooth solutions in the homogeneous Besov space.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following nematic liquid crystal model (see [1–4] and references therein):
div u = 0, (1.1)
∂tu+ (u · ∇)u+∇π = −∇ · (∇d⊙∇d), (1.2)
∂td+ u · ∇d−∆d = d|∇d|2 + d×∆d, |d| = 1, (1.3)
(u, d)(x, 0) = (u0, d0)(x), x ∈ R3, (1.4)
where u, π and d denote the unknown velocity vector field, pressure scalar and the macroscopic average of the nematic
liquid crystal orientation field. (∇d⊙∇d)i,j :=k ∂idk∂jdk and thus ∇ · (∇d⊙∇d) =k∆dk∇dk + 12 k ∇|∇dk|2.
Eqs. (1.1) and (1.2) are the well-known Euler system; Kozono, Ogawa and Taniuchi [5] proved the following well-known
regularity criterion:
ω := curl u ∈ L1(0, T ; B˙0∞,∞), (1.5)
where B˙0∞,∞ denotes the homogeneous Besov space. Eq. (1.3) is the well-known Landau–Lifshitz system when u ≡ 0;
Fan and Ozawa [6] showed the following regularity criterion: T
0
∥∇d∥2
B˙0∞,∞
1+ log(e+ ∥∇d∥B˙0∞,∞)
dt <∞. (1.6)
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When the term d × ∆d in (1.3) is omitted, then the system (1.1)–(1.3) are the nematic liquid crystal flows, for which a
logarithmically improved regularity criterion was established in [7]. Recently, Wang and Zhao [8] have extended it to the
BMO space by using the idea of Lei and Zhou [9]: T
0
∥curl u∥BMO√
ln(e+ ∥curl u∥BMO) + ∥∇d∥
2
L∞dt <∞. (1.7)
Here BMO denotes the homogeneous space of bounded mean oscillations.
The aim of this paper is to establish more generalized ones for the full system.
Theorem 1.1. Let (u0,∇d0) ∈ H3 with div u0 = 0, |d0| = 1 in R3. Let (u, d) be a local strong solution to the problem
(1.1)–(1.4). Then the solution (u, d) can be extended beyond T if one of the following two conditions is satisfied: T
0
∥curl u(t)∥B˙0∞,∞ +
∥∇d(t)∥2
B˙0∞,∞
1+ log(e+ ∥∇d(t)∥B˙0∞,∞)
dt <∞, (1.8)
 T
0
∥curl u(t)∥BMO√
log(e+ ∥curl u(t)∥BMO) +
∥∇d(t)∥2
B˙0∞,∞
1+ log(e+ ∥∇d(t)∥B˙0∞,∞)
dt <∞. (1.9)
2. Proof of Theorem 1.1
The local existence of smooth solutions can be proved by the similar calculations as that in [10]; we omit the details here.
Since the proof of the case (1.9) is similar to that of (1.8), we only need to prove the case (1.8). We will also use the idea of
Lei and Zhou [9].
Testing (1.2) by u, using (1.1), we see that
1
2
d
dt

u2dx = −

(u · ∇)d ·∆ddx. (2.1)
Testing (1.3) by−∆d, using |d| = 1, |∇d|2 = −d∆d and (a× b) · b = 0, we find that
1
2
d
dt

|∇d|2dx+

|∆d|2dx−

(u · ∇)d ·∆ddx
= −

|∇d|2d ·∆ddx =

|d ·∆d|2dx ≤

|∆d|2dx. (2.2)
Summing (2.1) and (2.2), we get
1
2
d
dt

u2 + |∇d|2dx ≤ 0, (2.3)
whence
∥u∥L∞(0,T ;L2) ≤ C, (2.4)
∥∇d∥L∞(0,T ;L2) ≤ C . (2.5)
In the following calculations we will use the following Gagliardo–Nirenberg inequality
∥∇d∥2L2q ≤ C∥d∥L∞∥∆d∥Lq for 1 < q <∞, (2.6)
the elegant Machihara–Ozawa inequality [11] (see also Meyer [12]):
∥∆u∥2L4 ≤ C∥∇u∥B˙0∞,∞∥∇∆u∥L2 (2.7)
and the logarithmic Sobolev inequality [5]:
∥∇u∥L∞ ≤ C(1+ ∥curl u∥B˙0∞,∞ log(e+ ∥u∥H3)). (2.8)
Testing (1.2) by−∆u, using (1.1), we see that
1
2
d
dt

|∇u|2dx = −

i,j,k

∂kuj∂jui∂kuidx−

i,k

∆dk∂i∇dk · ∇uidx−

i,k

∂idk∇∆dk · ∇uidx. (2.9)
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Applying∆ to (1.3), testing by∆d, using (1.1), we infer that
1
2
d
dt

|∆d|2dx+

|∇∆d|2dx ≤

i,k

∂idk∇∆dk · ∇uidx−

i,j,k

∂i∂jdk∂j∇dk · ∇uidx
+

k
 ∂k(d|∇d|2)∂k∆ddx+  ∆(d×∆d)∆ddx . (2.10)
Summing (2.9) and (2.10), noting that the cancellation of the last term of (2.9) and the first term of (2.10), we have
1
2
d
dt

|∇u|2 + |∆d|2dx+

|∇∆d|2dx =:
5
i=1
Ii. (2.11)
I1, I2 and I3 are simply bounded as follows:
I1 = −

i,j,k

∂kuj∂jui∂kuidx ≤ C∥∇u∥L∞∥∇u∥2L2 ,
I2 = −

i,k

∆dk∂i∇dk∇uidx
≤ C∥∇u∥L∞∥∆d∥2L2 ,
I3 = −

i,j,k

∂i∂jdk∂j∇dk∇uidx
≤ C∥∇u∥L∞∥∆d∥2L2 .
Using (2.6) and (2.7), I4 and I5 can be bounded as follows:
I4 =

k
 ∂k(d|∇d|2)∂k∆ddx
≤

k
 ∂kd|∇d|2∂k∆ddx+
k
 d∂k|∇d|2∂k∆ddx
=

k
 ∂k(∂kd|∇d|2)∆ddx+
k
 d∂k|∇d|2∂k∆ddx
≤ C

|∇d|2|∇2d|2dx+ C

|∇d∥∇2d∥∇∆d|dx
≤ C∥∇d∥2L4∥∆d∥2L4 + C∥∇d∥L4∥∆d∥L4∥∇∆d∥L2
≤ 1
16
∥∇∆d∥2L2 + C∥∇d∥2L4∥∆d∥2L4
≤ 1
16
∥∇∆d∥2L2 + C∥∆d∥L2 · ∥∇d∥B˙0∞,∞∥∇∆d∥L2
≤ 1
8
∥∇∆d∥2L2 + C∥∇d∥2B˙0∞,∞∥∆d∥
2
L2 ,
I5 =
 ∆(d×∆d)∆ddx
=

k
 ∂k(d×∆d) · ∂k∆ddx
=

k
 (∂kd×∆d) · ∂k∆ddx
≤ C

|∇d∥∆d∥∇∆d|dx
≤ C∥∇d∥L4∥∆d∥L4∥∇∆d∥L2 ≤
1
8
∥∇∆d∥2L2 + C∥∇d∥2B˙0∞,∞∥∆d∥
2
L2 .
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Inserting the above estimates into (2.11), we obtain
d
dt

|∇u|2 + |∆d|2dx+

|∇∆d|2dx ≤ C∥∇u∥L∞∥∇u∥2L2 + C∥∇u∥L∞∥∆d∥2L2 + C∥∇d∥2B˙0∞,∞∥∆d∥
2
L2
≤ C(1+ ∥curl u∥B˙0∞,∞ log(e+ ∥u∥H3))(∥∇u∥2L2 + ∥∆d∥2L2)
+
C∥∇d∥2
B˙0∞,∞
1+ log(e+ ∥∇d∥B˙0∞,∞)
∥∆d∥2L2(1+ log(e+ ∥∇d∥H3))
≤
1+ ∥curl u∥B˙0∞,∞ + ∥∇d∥
2
B˙0∞,∞
1+ log(e+ ∥∇d∥B˙0∞,∞)

× (∥∇u∥2L2 + ∥∆d∥2L2) log(e+ ∥u∥H3 + ∥∇d∥H3). (2.12)
Noting (1.8), one concludes that for any small constant ϵ > 0, there exists T∗ < T such that T
T∗
∥curl u∥B˙0∞,∞ +
∥∇d∥2
B˙0∞,∞
1+ log(e+ ∥∇d∥B˙0∞,∞)
dt ≤ ϵ. (2.13)
Let us denote
M(t) := sup
T∗≤s≤t
(∥u(s)∥H3 + ∥∇d(s)∥H3).
Integrating (2.12) over [T∗, t), using (2.13), we reach
∥∇u(·, t)∥2L2 + ∥∆d(·, t)∥2L2 +
 T
T∗
∥∇∆d(s)∥2L2ds ≤ C(1+M)C0ϵ, T∗ ≤ t < T , (2.14)
where C0 is an absolute positive constant.
Applying ∂i∆ to (1.2), testing by ∂i∆u, summing over i, using (1.1), we derive
1
2
d
dt

|∇∆u|2dx = −

i

(∂i∆(u · ∇u)− u · ∇∂i∆u)∂i∆udx
−

i,k

(∂i∆(∇dk∆dk)−∇dk∂i∆2dk)∂i∆udx
−

i,k

∇dk∂i∆2dk∂i∆udx =: J1 + J2 + J3. (2.15)
Taking∆2 to (1.3), testing by∆2d, integrating by parts, we get
1
2
d
dt

|∆2d|2dx+

|∇∆2d|2dx = −

k

∆2(u · ∇dk)∆2dkdx+

∆2(d|∇d|2 + d×∆d) ·∆2ddx
=

i,k

∂i∆(∇dk · u)∂i∆2dkdx+

∆2(d|∆d|2 + d×∆d) ·∆2ddx
=

i,k

(∂i∆(∇dk · u)−∇dk∂i∆u)∂i∆2dkdx
+

i,k

∇dk∂i∆u∂i∆2dkdx+

∆2(d|∇d|2 + d×∆d) ·∆2ddx
=: J4 + J5 + J6. (2.16)
Summing (2.15) and (2.16), noting that J3 + J5 = 0, we have
1
2
d
dt

|∇∆u|2 + |∆2d|2dx+

|∇∆2d|2dx = J1 + J2 + J4 + J6. (2.17)
We will use the following bilinear product and commutator estimates due to Kato and Ponce [13]:
∥Λs(fg)∥Lp ≤ C(∥Λsf ∥Lp1 ∥g∥Lq1 + ∥f ∥Lp2 ∥Λsg∥Lq2 ), (2.18)
∥Λs(fg)− fΛsg∥Lp ≤ C(∥∇f ∥Lp1 ∥Λs−1g∥Lq1 + ∥Λsf ∥Lp2 ∥g∥Lq2 ), (2.19)
with s > 0,Λ := (−∆)1/2 and 1p = 1p1 + 1q1 = 1p2 + 1q2 .
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Using (2.19), J1 and J2 are simply bounded as follows:
J1 ≤ C∥∇u∥L∞∥∇∆u∥2L2 .
J2 ≤ C∥∆d∥L8∥∆2d∥L8/3∥∇∆u∥L2
≤ C∥∇d∥3/4
B˙0∞,∞
∥∇∆2d∥1/4L2 · ∥∇d∥1/4B˙0∞,∞∥∇∆
2d∥3/4L2 · ∥∇∆u∥L2
≤ C∥∇d∥B˙0∞,∞∥∇∆2d∥L2∥∇∆u∥L2
≤ 1
16
∥∇∆2d∥2L2 + C∥∇d∥2B˙0∞,∞∥∇∆u∥
2
L2
≤ 1
16
∥∇∆2d∥2L2 +
C∥∇d∥2
B˙0∞,∞
1+ log(e+ ∥∇d∥B˙0∞,∞)
∥∇∆u∥2L2(1+ log(e+ ∥∆2d∥L2)).
Here we have used the elegant Gagliardo–Nirenberg inequalities [11,12]:
∥∆d∥L8 ≤ C∥∇d∥3/4B˙0∞,∞∥∇∆
2d∥1/4
L2
,
∥∆2d∥L8/3 ≤ C∥∇d∥1/4B˙0∞,∞∥∇∆
2d∥3/4
L2
.
Using (2.7) and (2.19), J4 is bounded as follows:
J4 ≤ C(∥u∥L6∥∆2d∥L3 + ∥∆u∥L4∥∆d∥L4)∥∇∆2d∥L2
≤ C(∥∇u∥L2∥∆d∥1/6L2 ∥∇∆2d∥5/6L2 + C∥∇u∥1/2B˙0∞,∞∥∇∆u∥
1/2
L2
· ∥∆d∥5/8
L2
∥∆2d∥3/8
L2
)∥∇∆2d∥L2
≤ 1
16
∥∇∆2d∥2L2 + C(∥∇u∥L2∥∆d∥1/6L2 )11/5 + C∥∇u∥B˙0∞,∞∥∇∆u∥L2∥∆d∥
5/4
L2
∥∆2d∥3/4
L2
.
Here we have used the following Gagliardo–Nirenberg inequalities
∥∆2d∥L3 ≤ C∥∆d∥1/6L2 ∥∇∆2d∥5/6L2 ,
∥∆d∥L4 ≤ C∥∆d∥5/8L2 ∥∆2d∥3/8L2 .
(2.20)
Using (2.18), (2.20), (2.6), |d| = 1 and (a× b) · b = 0, we obtain that
J6 = −

i

∂i∆(d|∇d|2 + d×∆d) · ∂i∆2ddx
≤ C

i
(∥d∥L∞∥∂i∆|∇d|2∥L2 + ∥∇d∥2L4∥∂i∆d∥L2)∥∂i∆2d∥L2
−

i
 
∂id×∆2d+ 2

j
∂i(∂jd× ∂j∆d)

∂i∆
2ddx
≤ C(∥∇d∥L6∥∆2d∥L3 + ∥∆d∥L2∥∇∆d∥L∞)∥∇∆2d∥L2
≤ C∥∆d∥L2(∥∆2d∥L3 + ∥∇∆d∥L∞)∥∇∆2d∥L2
≤ C∥∆d∥L2 · ∥∆d∥1/6L2 ∥∇∆2d∥5/6L2 · ∥∇∆2d∥L2
≤ 1
16
∥∇∆2d∥2L2 + C∥∆d∥14L2 .
Here we have used the Gagliardo–Nirenberg inequality
∥∇∆d∥L∞ ≤ C∥∆d∥1/6L2 ∥∇∆2d∥5/6L2 .
Substituting the above estimates into (2.17), taking ϵ small enough, using (2.8) and the Gronwall inequality, we conclude
that
∥u∥L∞(0,T ;H3) + ∥∇d∥L∞(0,T ;H3) + ∥∇d∥L2(0,T ;H4) ≤ C .
This completes the proof.
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