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a b s t r a c t
It is well known that quadrant dependent (QD) random variables are also quadrant
dependent in expectation (QDE). Recent literature has offered examples rigorously
establishing the fact that there are QDE random variables which are not QD. The examples
are based on convex combinations of specially chosen QD copulas: one negatively QD and
another positively QD. In this paper we establish general results that determine when
convex combinations of arbitrary QD copulas give rise to negatively or positively QD/QDE
copulas. In addition to being an interesting mathematical exercise, the established results
are helpful when modeling insurance and financial portfolios.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Modeling dependence has been an important task in many areas concerned with random events, and many dependence
structures have been put forward in the literature (e.g., [1–3]; and references therein). One of the most influential notions
of dependence is that of quadrant dependence [4]. Another notion, which is lesser known but recently shown to be of great
potential, is that of quadrant dependence in expectation [5]. For completeness of the presentation, we next re-introduce the
two notions. Recall that, by definition, the indicator 1{X > x} is 1 when X > x and 0 otherwise.
Definition 1.1 ([4]). Two random variables X and Y are positively (resp. negatively) quadrant dependent when
Cov[1{X > x}, 1{Y > y}] ≥ 0 (resp. ≤ 0) for all x, y ∈ R.
We abbreviate this as PQD (resp. NQD). Two random variables X and Y are quadrant dependent (QD) when they are either
NQD or PQD.
Definition 1.2 ([5]). A random variable X is positively (resp. negatively) quadrant dependent in expectation on a random
variable Y when
Cov[X, 1{Y > y}] ≥ 0 (resp. ≤ 0) for all y ∈ R.
We abbreviate this notion of dependence by saying that X is PQDE (resp. NQDE) on Y . A random variable X is quadrant
dependent in expectation (QDE) on a random variable Y when X is either PQDE on Y or NQDE on Y .
∗ Corresponding author.
E-mail addresses:megozcue@correo.um.edu.uy, megozcue@decon.edu.uy (M. Egozcue).
0893-9659/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2012.08.019
250 M. Egozcue et al. / Applied Mathematics Letters 26 (2013) 249–251
Since Cov[X, 1{Y > y}] =  Cov[1{X > x}, 1{Y > y}]dx, every QD pair of random variables is QDE. Egozcue
et al. [6] have constructed examples showing that there are pairs of random variables which are QDE but not QD. Hence,
the QDE notion of dependence is strictly weaker than QD. Those examples are based on specially devised copulas (e.g.,
[1–3]) which are mappings (u, v) → C(u, v) from the unit square [0, 1]2 to the interval [0, 1] satisfying the equation
P[X ≤ x, Y ≤ y] = C(F(x),G(y)) for all x, y ∈ R, where F and G are the cumulative distribution functions (cdf’s) of X and
Y , respectively. When X and Y have uniform distributions, then we use the letters U and V instead of X and Y , and so we
have the equation P[U ≤ u, V ≤ v] = C(u, v). For copulas in actuarial and financial applications, we refer to, e.g., [2] and
references therein. We next recall the definitions of QD and QDE copulas.
Definition 1.3. Copula (u, v) → C(u, v) is PQD (resp. NQD) when C(u, v) ≥ uv (resp. C(u, v) ≤ uv) for all u, v ∈ [0, 1].
The copula is QD when it is either NQD or PQD.
Definition 1.4. Copula (u, v) → C(u, v) is PQDE (resp. NQDE) when C(v) ≥ 0 (resp.≤ 0) for all v ∈ [0, 1], where
C(v) = CovU, 1{V > v} =  1
0

C(u, v)− uvdu.
The copula is QDE when it is either NQDE or PQDE.
Certainly, it would be more precise to say that U is PQDE (resp. NQDE) on V when C(v) ≥ 0 (resp.≤ 0) for all v ∈ [0, 1].
Likewise, we should say that U is QDE on V when U is either NQDE or PQDE on V . We avoid this pedantry by always
considering the first noted variable to be (N/P) QDE on the second variable. Note that, in general, there is no symmetry
between the random variables U and V , or X and Y , in QDE-type notions.
In the next sectionwe establish two general theorems,which are ourmain results, that dealwith the convex combination
(or mixture in the statistical language)
Cα(u, v) = (1− α)C0(u, v)+ αC1(u, v) (1.1)
of two generic QD copulas C0 and C1, where α ∈ [0, 1] is called the ‘mixing’ parameter. In particular, we shall specify those
α ∈ [0, 1] for which the convex combination is PQD, NQD, PQDE, or NQDE. When working with QDE-type notions, we shall
employ the function (cf. Definition 1.4)
Cα(v) =
 1
0

Cα(u, v)− uv

du. (1.2)
Obviously, Cα = (1− α)C0 + αC1.
2. Main results
When the copulas C0 and C1 are PQD, then their convex combination Cα is also PQD for every α ∈ [0, 1], and thus PQDE.
Analogous conclusions hold when C0 and C1 are NQD. When, however, one of the copulas is NQD and the other one is PQD,
then the situation ismore complex: Egozcue et al. [6] have shown that, depending on the value of α, the convex combination
Cα can sometimes be NQD and sometimes PQD, and it can sometimes be NQDE and sometimes PQDE. Since the examples
of Egozcue et al. [6] are based on specific copulas, the values of the mixing parameter α for which Cα is NQD, PQD, NQDE, or
PQDE can be, and thus have been, determined. The goal of this section is to establish general results for convex combinations
of generic NQD and PQD copulas.
Theorem 2.1. Let C0 and C1 be NQD and PQD copulas, respectively. If the function
(u, v) → C0(u, v)− uv
C0(u, v)− C1(u, v) (2.1)
is not constant on [0, 1]2, then we have the following two statements:
1. There exist 0 ≤ m < M ≤ 1 such that the convex combination Cα is:
• NQD for α ∈ [0,m];
• neither NQD nor PQD for α ∈ (m,M), which means that for every noted α we can find two pairs (u−, v−), (u+, v+) ∈
[0, 1]2 such that Cα(u−, v−) < u−v− and Cα(u+, v+) > u+v+;
• PQD for α ∈ [M, 1].
2. Furthermore, there exist m′,M ′ ∈ [m,M] such that the convex combination Cα is:
• NQDE for α ∈ [0,m′] (it could be m = m′);
• neither NQDE nor PQDE for α ∈ (m′,M ′) (it could be m′ ≥ M ′, in which case the interval (m′,M ′) is empty), which means
that for every noted α we can find v−, v+ ∈ [0, 1] such that Cα(v−) < 0 and Cα(v+) > 0;
• PQDE for α ∈ [M ′, 1] (it could be M = M ′).
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Consequently, when m < m′, then there is α such that Cα is neither NQD nor PQD, but it is NQDE. Similarly, when M ′ < M, then
there is α such that Cα is neither NQD nor PQD, but it is PQDE.
Proof. Let I− = {α ∈ [0, 1] : Cα is NQD} and I+ = {α ∈ [0, 1] : Cα is PQD}. We have the following facts:
(i) 0 ∈ I− and 1 ∈ I+.
(ii) I− (same for I+) is a closed subspace of [0, 1]. Namely, if Cαk(u, v) − uv ≤ 0 for all u, v ∈ [0, 1] and αk → α, then
Cα(u, v)− uv ≤ 0 for all u, v ∈ [0, 1].
(iii) I− (same for I+) is a connected space. Namely, if α, β ∈ I−, then Cγ for any γ ∈ [α, β] is a convex combination of Cα
and Cβ , and so Cγ is NQD.
(iv) I− and I+ are closed intervals. This follows from the previous two facts.
(v) I− ∩ I+ = ∅. We prove this by contradiction. Suppose that there is α ∈ I− ∩ I+. Then Cα is NQD and PQD. This implies
that (1 − α)C0(u, v) + αC1(u, v) − uv = 0 for all u, v ∈ [0, 1]. Hence, function (2.1) must be equal to α, which is a
constant, but this situation has been ruled out by an assumption.
In view of these facts, we have that I− = [0,m] and I+ = [M, 1] for some m < M . Statement (1) follows. In a similar way
but now working with the function Cα(v), we establish statement (2). Note that NQD (PQD) implies NQDE (PQDE), and so
we havem ≤ m′ andM ′ ≤ M . This completes the proof of Theorem 2.1. 
Theorem 2.2. Let the assumptions of Theorem 2.1 be satisfied. In addition, let there exist a constant κ ∈ [0, 1] such that
C0(v)
C0(v)− C1(v) = κ (2.2)
for all v ∈ (0, 1). Then there is an open interval of α values such that the copula Cα is neither NQD nor PQD, but it is either NQDE
or PQDE.
Proof. By Eqs. (1.1) and (1.2), we have Cκ(v) = (1− κ)C0(v)+ κC1(v). Consequently, Eq. (2.2) implies that Cκ(v) = 0 for
all v ∈ [0, 1], and so the copula Cκ is both PQDE and NQDE. By Theorem 2.1, we haveM ′ ≤ κ ≤ m′. Sincem ≤ m′,M ′ ≤ M ,
andm < M , we therefore must have eitherm < m′ orM ′ < M , or both. Whenm < m′, then for any α ∈ (m,m′], the copula
Cα is neither NQD nor PQD, but it is NQDE. WhenM ′ < M , then for any α ∈ [M ′,M), the copula Cα is neither NQD nor PQD,
but it is PQDE. This completes the proof of Theorem 2.2. 
Acknowledgments
We are grateful to an anonymous referee for suggestions that have aided uswhen revising the paper. This project is a part
of our research under the grant FRG1/10-11/012 from Hong Kong Baptist University (HKBU) entitled ‘‘The Covariance Sign
of Transformed Random Variables with Applications to Economics, Finance and Insurance.’’ We also gratefully acknowledge
our research support by the Agencia Nacional de Investigación e Innovación (ANII) of Uruguay, the Research Grants Council
(RGC) of Hong Kong, and the Natural Sciences and Engineering Research Council (NSERC) of Canada.
References
[1] D.M. Drouet, S. Kotz, Correlation and Dependence, Imperial College Press, London, UK, 2001.
[2] M. Denuit, J. Dhaene, M. Goovaerts, R. Kaas, Actuarial Theory for Dependent Risks: Measures, Orders and Models, Wiley, Chichester, 2005.
[3] R.B. Nelsen, An Introduction to Copulas, Second edition, Springer, New York, 2006.
[4] E.L. Lehmann, Some concepts of dependence, Annals of Mathematical Statistics 37 (1966) 1137–1153.
[5] T. Kowalczyk, E. Pleszczynska, Monotonic dependence functions of bivariate distributions, Annals of Statistics 5 (1977) 1221–1227.
[6] M. Egozcue, L. Fuentes García, W.K. Wong, R. Zitikis, Grüss-type bounds for covariances and the notion of quadrant dependence in expectation, Central
European Journal of Mathematics 9 (2011) 1288–1297.
