In this paper we use FDR, a model checker for CSP, to detect errors in the TMN protocol TMN90]. We model the protocol and a very general intruder as CSP processes, and use the model checker to test whether the intruder can successfully attack the protocol. We consider three variants on the protocol, and discover a total of ten di erent attacks leading to breaches of security.
Introduction
In this paper we consider a protocol due to Tatebayashi, Matsuzaki and Newman TMN90]. The protocol concerns a mobile communications system. In order for two agents to set up a secure session, communicating over an open channel, they must rst decide upon a cryptographic session key, which should be kept secret from all eavesdroppers.
The protocol is subject to a number of attacks; indeed, one such attack (due to Simmons) was presented in the original paper, and a correction suggested. In this paper we present a number of other attacks, including several that succeed against the suggested correction.
Our approach is to use the process algebra CSP Hoa85], and its model checker FDR Ros94, For97] . We encode the protocol in CSP, and produce a CSP description of the most general intruder that can interact with the protocol. We then use FDR to detect a number of attacks upon the protocol (FDR searches the state space of the system until it either nds an attack or exhausts the state space; this search is automatic in the sense that it does not require user guidance once the system has been modelled in CSP). Some of the attacks allow an intruder to imitate another agent in a fake session; other attacks allow the intruder to learn the key being used in a session between two other agents, and so eavesdrop on that session.
In the next section we describe the TMN protocol. In Section 3 we describe how the protocol can be modelled in CSP, and in Section 4 we use FDR, the model checker for CSP, to discover that an intruder can attack the protocol in a number of ways, leading to breaches of security. In Section 5 we adapt the protocol to prevent these attacks, but we then use FDR to discover di erent attacks (these attacks are also applicable to the original protocol, modulo a few minor changes). We adapt the protocol again, in Section 6, to produce a protocol that appears to be safe, in so far as it prevents any secrets from being leaked. In Section 7 we analyze the protocol from Section 6 to see whether it correctly achieves authentication.
Some of the attacks we discover are known, but most are new. We believe that the number and variety of attacks we discover demonstrate that our approach is a very successful way of automatically detecting errors in security protocols.
The TMN protocol
The TMN protocol concerns three players: an initiator A, a responder B, and a server S who mediates between them. The protocol employs two sorts of encryption:
Standard encryption: This uses an encryption function, which we shall write as E. Every initiator and responder knows how to produce E(m) given message m, but only the server knows how to decrypt such a message to obtain the original message m. This encryption can be implemented using, for example, RSA RSA78].
Vernam encryption: The Vernam encryption of two keys k 1 and k 2 , which we will write as V (k 1 ; k 2 ), is their bit-wise exclusive-or. Note that V (k 1 ; V (k 1 ; k 2 )) = k 2 , so if an agent knows k 1 , then he can decrypt V (k 1 ; k 2 ) to obtain k 2 . We assume that the keys contain enough redundancy that an agent can know if he has correctly decrypted a message. The TMN protocol for establishing a session key involves the exchange of four messages; it is illustrated below:
and can be de ned as follows: When the initiator A wants to connect with the responder B, he chooses a key k a (which the server will later use to return a message to A), encrypts it, and sends it to the server (Message 1). The server sends a message to the responder, telling him that A wants to start a session (Message 2). The responder acknowledges by choosing a session key k b , encrypting it, and sending it to S (Message 3). The server forms the Vernam encryption of the two keys he has received, and returns this to A (Message 4). When A receives this message, he can decrypt it using the key k a , to recover the session key k b .
3 Modelling the protocol in CSP
In this section we give a brief description of how we can model the TMN protocol in CSP. We give a brief overview of CSP in Appendix A for the reader unfamiliar with the language; the syntax of CSP has evolved since Hoa85]: we highlight some of the di erences in footnotes.
We assume the existence of the sets Initiator of initiators, Responder of responders, and Key of keys. We de ne four di erent sorts of message, correspond to the four steps of the protocol. Each message includes a tag from the set fMsg1; Msg2; Msg3; Msg4g; subsequent elds depend upon which protocol step we are dealing with. We use three channels to model the communications in the system:
The channel comm will represent standard communications between two honest agents;
The channel fake will represent messages introduced by the intruder: the receiver of these messages should not be aware that they are fakes;
The channel intercept will represent messages sent by an honest agent that are intercepted by the intruder: the sender should not be aware that the message was intercepted. We declare these channels: channel comm ; fake ; intercept : MSG: These channels are illustrated below: We also de ne a number of other channels. The channel user will represent requests from a user for sessions to be initiated: channel user : Initiator:Responder:
The event user:A:B will represent a request from the user for initiator A to connect with responder B. We will represent a subsequent session using key k by the event session:A:B:k; in other words, this event represents the exchange of messages between A and B using key k. We will also model that sessions might be fakes, with an intruder impersonating another agent: the channel init fake session will represent the initiator taking part in a fake session, where the intruder impersonates the responder; the channel resp fake session will represent the responder taking part in a fake session, where the intruder impersonates the initiator. Finally, sessions might be overheard by the intruder if they use a key that he knows: we use the channel leak session to represent this: channel session ; init fake session ; resp fake session ; leak session : Initiator:Responder:Key:
The protocol should prevent these latter events from occurring, but as we shall see, it fails in this respect.
We now produce a CSP process representing each of the agents in the protocol. First, we consider an initiator with identity a. In order to keep the state space nite, we assume that the initiator has access to a nite sequence ks of keys. Ignoring for the moment the possibility of interference from the intruder, the initiator is represented by the process INITIATOR 1 (a; ks), below. The initiator rst receives a request from the user to set up a session with some responder b. If he has run out of keys, he stops. Otherwise he chooses a key ka, and sends an appropriate Message 1. He then waits for a corresponding Message 4 encrypted with ka; he decrypts this message to obtain the session key kb, and carries out a session using this key. We can de ne CSP processes representing the responder and server, similarly.
Attacks upon the protocol
We will analyze the security of the protocol by putting it in parallel with an intruder. We want to model the intruder as a process that can perform any attack that we would expect a real-world intruder to be able to perform. Thus our model will allow the intruder to send messages using keys that he knows, or replay encrypted messages (even if he does not understand the contents), but we will not allow the intruder to correctly guess any keys. More precisely, we model an intruder who can:
Overhear messages so as to learn their contents, possibly intercepting these messages;
Derive new messages from ones he already knows, via encryption, Vernam encryption or Vernam decryption;
Fake new messages using messages he knows; Use keys he knows to take part in fake sessions or overhear sessions between two other agents.
We consider an intruder with identity C who initially knows a key Kc (distinct from keys invented by other agents). We assume that the intruder is a user of the protocol in his own right, so can use the protocol to establish sessions with other agents, and other agents might try to establish sessions with him. The CSP model of the intruder is given in Appendix B.
We now consider a system with an intruder. Firstly we form the system without the intruder: We have given the initiator and responder one key each, so each can run the protocol at most once; in later sections, we will give them more keys to allow them to run the protocol more times, although this will lead to a larger state space to be checked.
We then add the intruder:
INTRUDER ALPH b = fjcomm ; fake ; intercept ; init fake session ; resp fake session ; leak sessionj g:
Note that in the above de nition:
session events are shared between the initiator and responder, so the intruder takes no part in these events;
init fake session events are shared between the initiator and intruder, so the responder takes no part in these events; resp fake session events are shared between the responder and intruder, so the initiator takes no part in these events; leak session events are shared by all three agents, so the intruder overhears the session between the initiator and the responder.
The de nition of the intruder is such that an init fake session, resp fake session or leak session event will occur only if the intruder knows the key used, and so is able to decrypt messages in those sessions. We want to know whether the intruder can ever spy upon sessions or cause fake sessions to be set up between A and B; i.e., we want to know whether the system with an intruder will ever perform leak session:A:B, init fake session:A:B or resp fake session:A:B events.
Thus we will test our system against the speci cations: If the system with the intruder re ned these speci cations, then it would indeed be secure. However, FDR can be used to discover that SY STEM does not re ne any of the above speci cations; it discovers the following attacks upon the protocol. The intruder sends a Message 1, pretending to be A, sending his own key. No attempt is made to authenticate the identity of the initiator, so the server and receiver are fooled into thinking that A did indeed send this message. The responder therefore agrees to carry out a session, believing he is talking to A. When the initiator tries to connect with responder B, the intruder intercepts the Message 2, and sends a Message 3, pretending to be B. No attempt is made to authenticate the identity of the responder, so the server and initiator are fooled into thinking that B did indeed send this message. The initiator therefore establishes a session with the intruder, believing he is talking to B The attack uses two runs, which we denote and , writing, for example, :1 for Message 1 of run : In run , the intruder impersonates A to set up a session with B using a key Kb, as in Attack 4.1. Then in run , when A tries to set up a session with B, the intruder intercepts the Message 2, and impersonates B to send the key Kb in a Message 3, as in Attack 4.2. Hence A and B carry out a session using key Kb, which the intruder can overhear.
2 From now on, when describing attacks we omit the trace produced by FDR, and simply describe the attack in standard notation.
The reason these attacks succeeded was that Messages 1 and 3 are not authenticated. In the next section we aim to x this problem.
The second protocol
As suggested above, a weakness in the protocol is that the server has no way of authenticating the origins of Messages 1 and 3. We will therefore change the protocol so that each initiator and responder shares a secret with the server, and that these secrets are included inside Messages 1 and 3. The server can check that the secret received is the expected one, and so can be assured as to the origin of the message.
The improved protocol can be written as: where s a and s b are the secrets that A and B share with the server, respectively. Note that this protocol is very similar to the correction suggested in the original TMN paper TMN90]. The CSP model of the system is easily adapted to t the new protocol. The models of the initiator and responder are altered to include their secrets in Messages 1 and 3. The model of the server is altered to check that the secret received is the expected one. The model of the intruder is altered so as to deal with encrypted (secret, key) pairs.
FDR can be used to discover that this protocol is still not secure; it discovers the following attacks. The intruder initially sends a Message 1, requesting a session with responder B, using his own identity, secret and key. When the server checks this message, he nds the correct secret, and so continues the protocol, trying to send a Message 2 to B. However, the intruder intercepts this, and replaces his own identity with A's, so B believes that A is trying to establish a session with B. B returns a Message 3 with a session key Kb, which the intruder intercepts, replacing A's identity with his own. The server then forwards the session key to the intruder. Hence the intruder has suc- Initially the user asks A to connect with B, and A sends a Message 1. The intruder intercepts this, and replaces B's identity with his own. The intruder then receives the Message 2 from the server, and sends back a Message 3 using his own identity, secret and key; this message is of the form expected by the server. When the server tries returning the session key to A, the intruder intercepts the message, and replaces his own identity with B's; so A receives a message Note that attacks similar to the ones in this section could be applied to the original protocol.
The reason these attacks succeed is that the intruder is able to alter the meaning of legitimate instances of Mes-sage 1 and Message 3. In Attacks 5.2 and 5.4, the initiator sent a Message 1 using B's identity, which the intruder could replay, replacing B's identity with his own. In Attacks 5.1 and 5.3, the responder sent a Message 3 using A's identity, which the intruder could replay, replacing A's identity with his own. In the next section we see how to x these problems.
The protocol considered in this section is very similar to the correction suggested in the original TMN paper (in that paper, the encrypted components in Messages 1 and 3 also included timestamps, but this seems to add little to the security of the protocol; the above attacks will still work provided the intruder can replay messages within the lifetime of the timestamps). Hence we have shown that the supposed correction does not work.
The third protocol
In order to overcome the problems discovered above, we change Messages 1 and 3 so that the encrypted part includes the identity of the other agent involved in the protocol run. The improved protocol can be written as: As before, it is straightforward to adapt the CSP model of the protocol to this new form. FDR can then be used to verify that the resulting system re nes each of SPEC r , SPEC i and SPEC l ; we have checked this where A and B can each run the protocol at most twice. We can deduce that the protocol ensures the secrecy of the session keys, at least for the small system considered. This gives us some con dence that the protocol might be secure on a larger system, but does not absolutely prove this: it might be that if we were to consider a larger system, where each agent can perform several runs of the protocol, maybe taking di erent roles in each run, that we would nd an attack. It is fairly easy to see that it is enough to consider only the two honest agents: if an attack made use of other agents, then there would be a similar attack where the intruder took the part of those other agents (we are assuming here that the server allows the intruder to run the protocol with himself). A preliminary investigation of how many runs each agent should be allowed to perform before we can deduce that the protocol is secure appeared in Low96]; this question deserves further study.
Note that the security of the protocol depends upon the secrets remaining secret: if the intruder were to learn a secret, he would be able to use it to mount an attack similar to the ones in Section 4.
Testing for authentication
We now ask whether the protocol we considered in Section 6 authenticates the two agents to one another; in other words, if an agent completes a run of the protocol, can he be sure that the other agent really is present? The authors of the TMN protocol never claimed that the protocol did achieve authentication, so it would be unfair to criticize the protocol if it does not achieve these goals; however, this gives us the opportunity to show how our techniques can be applied to this question.
We want to test whether the following two properties are satis ed:
If a responder b completes a run of the protocol, apparently with a, then a has previously been trying to run the protocol with b (of course, b cannot be sure that a completed the protocol run, because he cannot be sure that a received the nal message; but b should be assured that a at least sent the rst message); further, there should be a one-one relationship between the runs of a and the runs of b.
If an initiator a completes a run of the protocol, apparently with b, then b has previously been trying to run the protocol with a; there should be a one-one relationship between the runs of a and the runs of b; also, the two agents should agree on the value of the key established.
To test these two properties, we introduce four new events into our model of the honest agents.
Before sending the rst message, the initiator a should perform an event INITIATOR running:a:b; this represents that he is trying to run the protocol with b.
Before sending the third message (the last message he sends), the responder b should perform an event RESPONDER running:b:a:kb; this represents that he is trying to run the protocol with a using key kb.
After receiving the last message, the initiator a should perform an event INITIATOR commit:a:b:kb; this represents that he thinks he has completed the protocol with b using key kb, and is willing to commit to a session.
After sending the third message, the responder b should perform an event RESPONDER commit:b:a:kb; this represents that he thinks he has completed the protocol with a using key kb, and is willing to commit to a session.
For example, the process representing the initiator is as below (the description is adapted from that on page 3, so as to deal with the protocol of Section 6; sa represents the agent's secret): We will again consider a system with a single initiator A and a single responder B. To test whether the initiator is correctly authenticated, we must test whether whenever the responder commits to a session, represented by an event RESPONDER commit:B:A:k, the initiator has previously been running the protocol, represented by an event INITIATOR running:A:B. We consider the abstraction of the system to these events: The intruder can simply fake a Message 2 and intercept the response: the responder receives no assurance from Message 2 that A is present. The error is that A commits to two runs, while B thought he was running the protocol only once. This corresponds to the following attack: In run , the intruder allows a normal run of the protocol to occur between A and B. Later, when A tries to connect with B again, the intruder replays the Message 3 from the rst run, and so A is fooled into thinking that he has established a second session with B, when B might no longer be present. Further, the two runs could be a long time apart, which might mean that the intruder has had time to apply cryptanalysis to the messages from the rst run so as to learn the value of the key Kb. 2
These attacks could be prevented in a number of ways, such as including extra nonce challenges between the agents. However, we will not consider these changes further, for it is clear that the resulting protocol would be very di erent from the original TMN protocol.
The authentication speci cations we used above were extensional, meaning that they were independent of the details of the protocol messages themselves, and instead referred to the states of mind of the agents. In fact, the above speci cations represent just one level in a hierarchy of extensional authentication speci cations studied in Low97b]. In Ros96], intensional authentication speci cations were studied, that is speci cations that assert, in terms of the communications, the way in which a particular state is reached; thus intensional speci cations talk about the actual messages passed, and assert that these messages do actually occur in the order described by the abstract protocol description.
Conclusions
In this paper we have shown how the FDR re nement checker for CSP can be used to identify errors in a key distribution protocol. We have described nine di erent attacks on the protocol (with a tenth below), several of them new; we have also discovered several other attacks, not documented here, on slight variants of the protocol. We believe that this is a practical and useful way of analyzing security protocols, allowing for the fast exploration of the state space, and capable of discovering new attacks.
The checks we carried out to nd the errors in the protocol are well within FDR's limits: the checks typically took about two minutes and checked about 4000 states| FDR can easily deal with systems with well over a million states.
In TMN90], an attack on the protocol, due to Simmons, was described. The attack makes use of the fact that if the encryption in steps 1 and 3 is implemented using RSA RSA78], then the encryption satis es the following homomorphic property:
where \ " represents multiplication modulo the public modulus. In Simmons's attack, two intruders C and D, who have previously agreed a key Kd, conspire together as follows: In run , A and B run the protocol to establish a key Kb. Then C uses Message :1 to calculate E(Ka) E(Kc) = E(Ka Kc), and sends this in Message :1. D responds by sending the pre-arranged key Kd in Message :3, causing the server S to return V (Ka Kc; Kd) to C. C can then calculate Ka Kc, and hence Ka, and can use this to decrypt Message :4 to obtain the session key Kb, and hence can overhear messages between A and B.
The fact that the above attack is described in terms of two intruders is not important. As we have seen, the protocol fails to authenticate messages, so D's part in the above attack could be taken by C imitating D, or indeed C imitating B.
The use of the homomorphic property is, to a certain extent, a red herring. There is a very similar attack where C simply replays E(Ka) in Message :1 (the resulting attack is very similar to our Attack 5.4). Simmons seems to be assuming that the server is able to spot replays of previously used keys (although this is never mentioned explicitly in TMN90]), in which case the multiplication by Kc serves to disguise Ka. Further, even if the server does have this property, several of our attacks still work (Attacks 4.1, 4.2, 5.1, 5.2 and 7.1). And where our attacks do not still work, if we adapt the CSP model of the server to keep track of the keys seen so far and to only accept new ones, then FDR simply nds slightly di erent attacks; for example, the overhearing attack against the second protocol (from Section 5) becomes: In run , the intruder imitates the server to help A and B establish a key; he uses the server as an oracle in run to learn Kb; he uses the server as an oracle in run to learn Ka. 2
In Appendix C we brie y discuss how we would go about modelling the homomorphic property of RSA encryption.
The TMN protocol has been the subject of two previous case studies using protocol analysis tools. In KMM94], Kemmerer, Meadows and Millen use the TMN protocol as the subject of a comparative case study, using three di erent tools. In the Interrogator MCF87], a small system running the protocol is described symbolically in Prolog, and the Interrogator searches the state space, possibly being guided by the user, to discover if an insecure state is reachable. The NRL Protocol Analyzer Mea96] is more geared towards verifying protocols than discovering attacks, and also requires human guidance; an arbitrary system running the protocol is modelled, and the Protocol Analyzer is used to prove that portions of the state space are unreachable. Inatest EK85] is a symbolic execution tool, which can be used to walk through a protocol execution and demonstrate vulnerabilities. The Interrogator and the NRL Protocol Analyzer are both used to discover the same attack on the protocol, namely our Attack 4.2, while Inatest is used to reproduce Simmons's attack.
Mitchell, Mitchell and Stern MMS97] use Mur , which is a general purpose state enumeration tool, to analyze the TMN protocol (among others). They also discover our Attack 4.2 and Simmons's attack; further, they discover an overhearing attack similar to our Attack 5.3.
Our approach has been the most successful at discovering new attacks. Further, it has the advantage over the NRL Protocol Analyzer, the Interrogator and Inatest of not requiring user guidance once the system has been modelled. Also, we do not have to constrain the intruder (in order to limit the state space) as much as the Interrogator or Mur approaches.
We have not considered attacks on the encryption methods used, only on the protocol itself: we have assumed that the intruder could not decrypt instances of Message 1 and Message 3|because he does not know the correct decrypting key|and could decrypt Message 4s only if he held one of the keys. However, Coppersmith et al. CFPR96] show that if low-exponent RSA is used (as is suggested in TMN90]) then a passive attack is possible against the TMN protocol.
As a result of this case study, and others, we now understand fairly well the process of analyzing security protocols using FDR. As a result, we have been able to produce a prototype tool, Casper Low97a], for automatically producing the CSP code from a more abstract description of the protocol. This greatly facilitates the process of modelling protocols in CSP.
A A brief overview of CSP In this section we give a brief overview of CSP. More details can be obtained from Hoa85, Ros97] .
An event represents an atomic communication; this might either be between two processes or between a process and the environment. Channels carry sets of events; for example, comm:Msg1:A:S:B:Encrypt:Ka is an event of channel comm. represents the set of all events. The notation fja; bj g represents the set of all events over channels a and b.
In this paper we use processes de ned using the following syntax: STOP process that can perform no events.
a ! P process that can perform the event a, and then act like P. P 2 Q external choice; the process can act like either P or Q; the choice is made by the environment.
P a b]]
process that acts like P, except the event a is renamed to b; this operator can also be used for multiple renamings, and has a comprehension form.
P n A process that acts like P, except all events from the set A are hidden, i.e. made internal. CHAOS(A) the most nondeterministic, nondivergent process with alphabet A; the process can perform any sequence of events from A.
P jAj] Q parallel composition of P and Q, synchronizing on events from A. The traces model of CSP represents a process by the set of traces it can perform, where a trace is a sequence of events. We say that process P is (trace) re ned by process Q if the traces of P are a superset of the traces of Q. FDR can be used for testing re nement between two nite state processes.
B Representing an intruder in CSP
In this appendix we give a CSP representation of the intruder. We consider an intruder who interacts with the rst protocol; the intruders for other protocols are very similar. We begin by de ning the set of facts that the intruder might learn; this consists of the atomic datatypes, encrypted keys, and Vernam encryptions: We now de ne the ways in which the intruder can derive new facts from ones he has already learnt. We write S`f if fact f can be derived from the set of facts S. The relatioǹ is de ned by the following rules, where k and k 0 range over keys:
fkg`Encrypt:k; fk; k 0 g`V ernam:k:k 0 ; fV ernam:k:k 0 g`V ernam:k 0 :k; fV ernam:k:k 0 ; kg`k 0 ; S`f^S S 0 ) S 0`f :
The rst two rules represent encryption and Vernam encryption; the third rules models the commutativity property of Vernam encryption; the fourth represents Vernam decryption; the nal rule is a structural rule, representing that if the intruder can deduce fact f from some set S, then he can also deduce f from any larger set. We recognize that these rules do not capture all the properties of Vernam encryption, but they are enough to uncover all the attacks in this paper.
We now de ne the submessages of a message; these are the facts that an intruder will learn by seeing a message (without doing any further deductions); they are also the facts that the intruder needs to know in order to send a fake message (this de nition could be simpli ed by assuming that the intruder always knows all the agents' identities): where a and b range over agents' identities, s over servers, k and k 0 over keys.
We now de ne the intruder. We declare a channel deduce, which will be used for deducing new facts, and a channel use key, which will represent the intruder using a key in a fake session: channel deduce : Fact: P(Fact); channel use key : Key:
The de nition of the intruder is parameterized by the set of facts that he knows. The intruder can overhear or intercept a message so as to learn all its submessages; he can fake a message if he knows all the submessages; he can deduce a new fact from ones he already knows; he can use a key that he knows in fake sessions
