The main purpose of this paper is to introduce and study the behavior of minimum φ-divergence estimators as an alternative to the maximum likelihood estimator in latent class models for binary items. As it will become clear below, minimum φ-divergence estimators are a natural extension of the maximum likelihood estimator. The asymptotic properties of minimum φ-divergence estimators for latent class models for binary data are developed. Finally, to compare the efficiency and robustness of these new estimators with those obtained through maximum likelihood when the sample size is not big enough to apply the asymptotic results, we have carried out a simulation study.
Introduction
Latent class models (LCM) were introduced in Lazarsfeld (1950) as a tool for studying categorical data analysis. Since then, many papers have been published with applications of LCM in different areas; see e.g. Hagenaars & Cutcheon (2002) , Langeheine & Rost (1988) , Rost & Langeheine (1997) , Collins & Lanza (2010) , Biemer (2011) ; LCM models are specially important in behavioral and social sciences (e.g. Hagenaars & Cutcheon (2002) , Abar & Loken (2010) In order to be self-contained and to fix notation, let us introduce the problem we deal with in this paper. We shall formulate the problem of LCM for binary data in the same way as it appears in Formann (1985) , and we shall use the parametrization considered in that paper. Consider a set P of N people, P := {P 1 , ..., P N }. Each person P v answers to k dichotomous items I 1 , ..., I k ; let us denote by y vi the answer of person P v to item I i , i = 1, ..., k, i.e. y vi := 1 if the answer of P v to I i is correct 0 otherwise .
Let y v := (y v1 , ..., y vk ) denote a generic pattern of right and wrong answers to the k items given by P v . To explain the statistical relationships of the observed variables, a categorical latent variable (categorical unobservable variable) is postulated to exist, whose different levels partition set P into m mutually exclusive and exhaustive latent classes. Let us denote these classes by C 1 , ..., C m and their corresponding relative sizes by w 1 , ..., w m ; thus, w j denotes the probability of a randomly selected person P v ∈ P belongs to class C j , i.e. w j = P r(P v ∈ C j ), j = 1, ..., m.
We denote by p ji the probability of a right answer of P v to the item I i under the assumption that P v is in class C j : p ji = P r(y vi = 1|P v ∈ C j ). Let y ν be a possible answer vector. We shall assume that in each class the answers for the different questions are stochastically independent; therefore, we can write P r(y ν |P v ∈ C j ) = 
There are 2 k possible answer vectors y ν whose probability of occurrence are given by (1); they constitute the manifest probabilities for the items I 1 , ..., I k in the population given by P 1 , ..., P N . We will denote by N ν , ν = 1, ..., 2 k , the number of times that the sequence y ν appears in an N-sample and p = (N 1 /N, ..., N 2 k /N).
The likelihood function L is given by L(w 1 , ..., w m , p 11 , ..., p mk ) = P r(N 1 = n 1 , ...,
By n ν we are denoting a realization of the random variable N ν , ν = 1, ..., 2 k . In this model the unknown parameters are w j , j = 1, ..., m and p ji , j = 1, ..., m, i = 1, ..., k. These parameters can be estimated using the maximum likelihood estimator (e.g. McHugh (1956) , Lazarsfeld & Henry (1968) , Clogg (1995) ). In order to avoid the problem of obtaining uninterpretable estimates for the item latent probabilities lying outside the interval [0, 1], some authors (Lazarsfeld & Henry (1968 ), Formann (1976 ), Formann (1977 ), Formann (1978 ), Formann (1982 ), Formann (1985 ) proposed a linear-logistic parametrization for the probabilities w j and p ji given by
, j = 1, ..., m, i = 1, ..., k, and
, j = 1, ..., m.
Next, restrictions are introduced relating these parameters to some explanatory variables, parameters λ r , r = 1, ..., t and η s , s = 1, ..., u, so the final model is given by
and
where
are fixed. Matrix Q specifies to what extent the predictors defined through parameters λ r are relevant for each x ji . The terms c ji were introduced to include the possibility that certain p ji are fixed to certain previously determined values; this possibility was considered by Goodman (1974) . The same applies for matrix V: thus, V specifies to which amount η s is relevant for each z j . The terms d j are introduced to include the possibility that certain z j are fixed to certain previously determined values. Consequently, in this case the vector of unknown parameters θ in the LCM for binary data is given by θ := (λ, η), where λ and η are defined as λ := (λ 1 , ..., λ t ), η := (η 1 , ..., η u ).
By Θ we shall denote the set in which the parameter θ varies, i.e. the parametric space. Thus, we have t + u unknown parameters that can be estimated by maximum likelihood using (2), and from these estimations, the corresponding estimations of p ji , w j , j = 1, ..., m, i = 1, ..., k. In the following we shall assume this parametrization.
The main purpose of this paper is to present a new procedure for estimating p ji , w j through previous estimations of the parameters λ i , i = 1, ..., t and η j , j = 1, ..., u. To achieve this task, we will introduce in the context of LCM for binary data a new family of estimators based on divergence measures, the so-called minimum φ-divergence estimators. This family of estimators contains as a particular case the maximum likelihood estimator. Minimum φ-divergence estimators were first introduced in Morales et al. (1995) and since then, many interesting estimation problems have been solved using minimum φ-divergence estimators, see e.g. Pardo (2006) , where it is pointed out the importance of some minimum φ-divergence estimators for different statistical problems. In the same way, in this paper we establish the importance of these estimators for estimating the parameters in the LCM for binary data.
The rest of the paper is organized as follows: In Section 2 we introduce the definition of minimum φ-divergence estimator in the context of LCM for binary data. Its asymptotic behavior is presented in Section 3, as well as its asymptotic distribution. Section 4 presents a case study based on an example proposed by Coleman (1964) and studied later by Goodman (1974) . The behavior of minimum φ-divergence estimators when the sample size is not big enough to apply the asymptotical results of Section 3 is carried out in Section 5 on the basis of a simulation study. Last section is devoted to the conclusions. Finally, in an appendix we provide the proofs of the results presented in the paper.
Minimum φ-divergence estimator in LCM
In this section we are going to introduce the minimum φ-divergencce estimator as a natural extension of the maximum likelihood estimator. In the following, we denote P r(y ν ) by p(y ν , λ, η). Based on (2), the maximum likelihood estimator is obtained by maximizing in λ and η the loglikelihood function,
The expression (5) can be written as
, and
the Kullback-Leibler divergence measure between the probability vectorsp and p(λ, η). Therefore, the problem of maximizing (5) in λ and η is equivalent to the problem of minimizing (6) in λ and η. Consequently, the valueθ = (λ,η) that minimizes θ = (λ, η) in the Kullback-Leibler divergence is the maximum likelihood estimator of the parameters for the LCM for binary data or, in other words, the minimum Kullback-Leibler divergence estimator. We shall denote it byθ orθ
Thus, we can observe that the maximum likelihood estimator for the LCM for binary data consists of the valuesλ andη for which the Kullback-Leibler divergence measure between the probability vectorsp and p(λ,η) minimizes. If D is a measure of distance betweenp and p(λ, η), we can generalize the concept of maximum likelihood estimator (or minimum Kullback-Leibler divergence estimator) byθ
A question now arises: which measures of distance are suitable for generalizing the KullbackLeibler divergence? To answer this question, it is necessary to keep in mind that the KullbackLeibler divergence measure betweenp and p(λ, η) is a particular case of the family of φ-divergence measures introduced in Csiszár (1967) through
where φ is a convex function for x > 0 satisfying φ(1) = 0, 0φ(0/0) = 0 and
Let us denote the set of all functions φ in these conditions by Φ * . In particular, taking φ 0 (x) = x log x − x + 1, we obtain the Kullback-Leibler divergence measure, i.e.
Now, let φ ∈ Φ * be differentiable at x = 1; then, the function ψ(x) := φ(x) − φ ′ (1)(x − 1) also belongs to Φ * and has the additional property that ψ ′ (1) = 0. This property, together with the convexity, implies that ψ(x) ≥ 0 for any x ≥ 0. Moreover,
Since the two divergence measures coincide, we can consider the set Φ * to be equivalent to the set Φ := Φ * ∩ {φ : φ ′ (1) = 0}. More details about φ-divergence measures can be seen in Cressie and Pardo (2002) and Pardo (2006) .
Based on the previous results, we can define the minimum φ-divergence estimator (MφE) in LCM for binary data in the following way: Definition 1. Given a LCM for binary data with parameters λ = (λ 1 , ..., λ t ) and η = (η 1 , ..., η u ), the MφE of θ = (λ, η) is anyθ φ satisfyinĝ
Remark 1. From a practical point of view, we must solve the following system of equations:
It is not difficult to see that
The calculus for obtaining these derivatives can be seen in the appendix.
The previous equations constitute the necessary conditions for
, but in general it is difficult to check for the mixture multinomial model whether it is indeed a minimum phi-divergence estimator. Apart from the problem that a solution of the previous system may fail to minimize D φ (p, p(λ, η)), we have to deal with the problem that several minimums of D φ (p, p(λ, η)) could exist. In order to obtain a good approximation of a global minimum and avoid a local minimum or a stationary point, we present in Section 5 a multistart optimization algorithm. It is noteworthy that these problems also appear when dealing with MLE (see Formann (1992) for more details).
In next section we study the behavior of the MφE in LCM for binary data for large sample sizes, i.e. the asymptotic behavior of the MφE.
Asymptotic properties of the MφE in LCM for binary data
u ) the true value of the parameter (λ, η) and let us assume that it is an interior point of the parameter space Θ. Let us denote by ∆ 2 k the set
In this section we shall assume that Birch's conditions hold:
is an interior point of ∆ 2 k . In the following, and in order to avoid hard notation, we will denote
ii) The mapping p : Θ → ∆ 2 k assigning to any (λ, η) the vector p(λ, η) is continuous and totally differentiable at (λ 0 , η 0 ).
iii) The Jacobian matrix
is of rank t + u.
iv) The inverse mapping of p is continuous at p(λ 0 , η 0 ). Now, the following can be proved:
Theorem 1. Suppose φ(t) is twice continuously differentiable at any t > 0. Under Birch's conditions, the MφE,θ φ , for the LCM for binary data satisfieŝ
and by D p(λ 0 ,η 0 ) we are denoting the diagonal matrix whose diagonal is given by p(λ 0 , η 0 ).
Proof: See Appendix. We can observe in this theorem that the expansion obtained for the MφE in LCM for binary data does not depend on the function φ. This fact is very important because, based on it, in next theorem we shall establish that the asymptotic distribution ofθ φ does not depend on φ.
Theorem 2. Under the assumptions of the previous theorem, the MφE,θ φ , for the LCM for binary data satisfies
Proof: See Appendix. If we pay attention to the asymptotic variance-covariance matrix of the MφE, we can see that this matrix is the inverse of the Fisher information matrix of the model under consideration. Therefore, the MφE are BAN (Best Asymptotically Normal) estimators and their efficiency coincides with the efficiency of the MLE for big sample sizes, i.e. from an asymptotic point of view.
On the other hand, we usually have to work with samples whose size is not big enough to apply the previous results, and in this case the behavior of the MφE may be different for different functions φ. We shall study the behavior ofθ φ in this case on the basis of a simulation study in Section 5 in order to clarify this point.
Finally, let us present a result in relation to the estimated manifest probabilities, p(θ φ ).
Theorem 3. Under the assumptions of the previous theorems, the estimated manifest probabilities satisfy
Proof: See Appendix.
A numerical example
In order to study the MφE proposed in this paper we have considered the interview data collected by Coleman (1964) and analized later in Goodman (1974) ; this model is explained in Formann (1982) and Formann (1985) . The experiment consists in evaluating the answers of 6658 schoolboys to two questions about their membership in the "leading crowd" on two occasions t 1 and t 2 (October, 1957 and May, 1958) . Thus, in this model we have 4 questions and there are four manifest variables (answers to both questions at both moments); these answers can only be "low" (value 0) and "high" (value 1), so that the manifest variables are dichotomous. The sample data is given in next Next, 4 latent classes are considered, namely C 1 ≡ low agreement in question 1 and low agreement in question 2. C 2 ≡ low agreement in question 1 and high agreement in question 2. C 3 ≡ high agreement in question 1 and low agreement in question 2. C 4 ≡ high agreement in question 1 and high agreement in question 2.
There are 16 probability values p ji to be estimated; we consider the first hypothesis appearing in Formann (1985) , namely "The attitudinal changes between times t 1 and t 2 are dependent on the positions (low, high) of the respective classes on the underlying attitudinal scales at t 1 ". Thus, a model with 8 parameters λ i is considered; λ 1 means low agreement in the first question at time t 1 , λ 2 means high agreement in the first question at time t 1 , λ 3 means low agreement in the second question at time t 1 , λ 4 means high agreement in the second question at time t 1 , and λ 5 , λ 6 , λ 7 , λ 8 are the same parameters at time t 2 . We write the values for matrices Q i as they appear in Formann (1985) . In our notation, the matrices Q i can be derived considering the i-th column in the table and dividing it in four columns of four elements each (each corresponding to a latent class). Note that the hypothesis is that the attitudinal changes between times t 1 and t 2 are dependent upon the items as well as on the classes. For this reason, the part corresponding each latent class can be partitioned in four submatrices of size 2×4. The submatrices lying on the main diagonal are the same by the hypothesis defining the model and the two other submatrices are null. The differences among them are due to the differences in the latent classes. Next, c ij = 0, ∀i, j (as we have explained when values c ij were introduced in Section 1). Finally, 4 parameters η j are considered, taking as matrix V the identity matrix and d j = 0, ∀j.
It is noteworthy that our model assumes that answers to the questions are conditionally independent given the latent class. In this example, we are dealing with repeated responses to two questions, so this assumption may be unrealistic. However, this assumption is made in the original paper of Goodman and we follow this assumption for the sake of the example.
In order to get the estimations of the parameters, we shall consider in our study the family of φ-divergences introduced in Cressie and Read (1984) . This family of φ-divergence measures, called the power-divergence family, is obtained from (7) with
Based on (9), we get the minimum power-divergence estimator bŷ
where by D a (p, p(λ, η)) we denote D φa (p, p(λ, η)), whose expression is
Observe that for a = 0 we recover the MLE. If we look for the solution for different values of a, we obtain the results appearing in Table 1 .
It can be observed that there is not a significative difference among the obtained estimations for the different values of a; this agrees with the results developed in Section 3, where it is shown that the results coincide for big sample sizes, and in this sample we have N = 6658.
Simulation study
In this section we will carry out a simulation study to compare some alternative MφE with the MLE.
In order to do our simulation study we have considered a theoretical model with 5 dichotomous questions and 10 latent classes; next, 7 parameters λ j and 6 parameters η k are considered; the corresponding matrices of the model are 
Matrix C is the null matrix. Matrix V is given by A previous analysis showed the existence of several points λ, η with ∇D φ (p, p(λ, η)) ≈ 0 and different values of D φ (p, p(λ, η)) function. In order to obtain a better approximation to a global minimum instead a local minimum or only a stationary point we apply the following multistart optimization algorithm: In step 1 we generate N in initial points (we used N in = 500); in step 2 we improve each point in their neighborhood using a low computational cost procedure; if the improvement is satisfactory we proceed at the step 3 applying a good optimization algorithm from this improved point to obtain a local optimum and next we try to solve ∇D φ (p, p(λ, η)) = 0 from this local optimum maintaining the decrease of D φ (p, p(λ, η)) function. The details of the algorithm are given next.
Step 1. Initialization. Let
be the region considered to seek the estimators. Let us denote by N in the number of points to be randomly generated in R.
Step 2. Rough improvement. Generate (λ, η) i and perform a full iteration of a variant 1 of the Hooke and Jeeves algorithm (Hooke & Jeeves (1961) ) with an additional improvement step. Let (λ,η) i be the point obtained through this procedure.
1 The variant we used in step 2 consists in permuting randomly the t + u parameters (λ, η) for each initial point i. The additional improvement consists in seeking a better point in the vector from the initial point to the final point obtained through the full iteration of the Hooke and Jeeves algorithm in double or half spacing steps towards exterior or interior relative to this vector. At most we need 2(t + u) + 4 evaluations of D φ . The criterion D in φ is used in order to discard non promising initial points from a finer and most costly improvement.
) and go to step 3; otherwise, go to step 4.
Step 3. Fine improvement. From (λ,η) i as initial point, perform the limited memory quasi-Newton conjugate gradient algorithm (Gill & Murray (1979) ) and let us denote by (λ ′ , η ′ ) i the point obtained through this procedure.
From (λ ′ , η ′ ) i as initial point, solve the system ∇D φ (p, (λ, η)) = 0 using the hybrid algorithm of Powell (Powell (1970) ) and let us denote by (λ,η) i the solution obtained through this pro-
Step 4. Stop. If i = N in , stop; otherwise let i = i + 1 and go to step 2. Part of the computations of this work were performed in EOLO, the HPC of Climate Change of the International Campus of Excellence (CEI) of Moncloa, funded by MECD and MICINN. This is a contribution of CEI Moncloa.
For simulation l we get the valueŝ
i.e. we obtain two vectorsλ
a ) the minimum power-divergence estimator obtained for the l-th simulation using
For each a we compute the mean squared error for each λ j and η k
and also the mean squared error for the random vectorsλ andη a
In the different tables we present the values of mse λ , mse η and also
for each combination (N, a) . Similarly, we present the values of mse p , mse w and
(ij mse(p) + j mse(w)).
In Table 2 we have considered the mean quadratic error for the estimation of λ, η, (λ, η), as well as for the estimations of p, w and (p, w). In Table 3 , the bias corresponding toλ,η, (λ,η) as well asp,ŵ, (p,ŵ) are presented. We cannot forget that in a latent model for binary data the interest focuses on p and w. Therefore, we pay special attention to the jointly estimation of these parameters, namely (p,ŵ). From these tables, we might infer some conclusions:
• In accordance with our theoretical results, when N increases, both the mean squared errors and the bias decrease and the bias tends to zero. It is also interesting to observe that for the negative value of a convergence is slower than for the positive values of a.
• If we observe Table 2 we can see that for all sample sizes (N) considered, the value of mse w is smaller for a = 0 (MLE) than for a = 2/3; while mse p is smaller for a = 2/3. Thus, for a strict point of view the recommendation should be to use the MLE when the interest lays on w and take a = 2/3 when the focus is on p. On the other hand, in order to give a unified criterion of estimation we have considered mse p,w as a global measure of the mean squared error for p and w. Considering mse p,w , the values associated to a = 2/3 are better than the values associated to a = 0 (MLE). Then, it seems that the amount of the increase of mse w for a = 2/3 is smaller than the amount of the increase of mse p for a = 0. Based on the previous comments and taking into account the behavior of the mean squared error, we recommend a = 2/3. In Table 3 we present the results corresponding to the bias and the conclusions are similar to those of mse p,w , (except for N = 100, in which bias p,w associated to the MLE is smaller than bias p,w for a = 2/3) and we can derive the same conclusions as before.
We can also observe that the MφE obtained for a = 1 has in general a better behavior than the MLE estimator in terms of bias and in terms of mean square error. Thus, we have obtained two values that seem to work better than the MLE. Notice that a = 2/3 corresponds to the value proposed by Cressie in the context of testing goodness-of-fit and a = 1 corresponds to the minimum χ 2 estimator considered by many authors in different statistical problems. At this point we refer to the paper of Berkson (1980) .
The previous results pointed out the efficiency of the minimum power divergence for a = 2/3 for latent class models for binary data; on the other hand, it is also important to study the infinitesimal robustness. To deal with this point, we have carried out a simulation study in which we compare the robustness of the MLE with the robustness of the minimum power divergence estimator for a = 2/3.
We denote by M the latent model with binary data considered in this section in our simulation study. Next, we define the latent models M j , j = 1, ..., 6, in which we add a new parameter λ 8 and assign it different values (0.5, 1, 1.5, 2, -0.5, -1). Matrix Q 8 is given by 
We consider the mixed contaminated latent model with binary data defined by
where ǫ represents the ratio of contamination. Applying the algorithm developed in this section, for these models we obtain both the maximum likelihood estimator and the minimum power divergence estimator for a = 2/3 when the observations are independently drawn for models L j . We consider again the sample sizes N = 100, 200, 500, 1000 and 2000. Finally, we take the ratio of contamination ǫ = 0.05. In next table we present the mean squared error for jointly p and w, i.e. mse p,w . We can observe that for all the models under consideration the minimum power divergence estimator with a = 2/3 has a better behavior than the MLE (a = 0). Then, based on this simulation study we can say that the minimum power divergence estimator with a = 2/3 works better than the MLE in the sense of the infinitesimal robustness.
Conclusions
From a classical point of view the unknown parameters in LCM for binary data have been estimated using MLE. In this paper, using the parametrization for LCM with binary data proposed in Formann (1985), we introduce and study the family of MφE, paying especial attention to the family of power-divergence estimators. This family of estimators can be considered as an extension of the MLE in the sense that the MLE is an estimator included in this family. For any MφE, we have obtained its asymptotic distribution, showing that is the same for all of them and the same as MLE, i.e. it does not depend on the function φ under consideration. It is shown that these estimators are BAN (Best asymptotically normal estimators) and that they should behave in the same way for big sample sizes; moreover, their speed of convergence is the same. In this sense, we can observe in the numerical example of Section 4 that the estimations obtained for the different parameters are quite similar because the sample size (N = 6658) is big enough to apply the asymptotical results.
The asymptotic results do not provide information about the behavior of the different estimators while dealing with sample sizes that are not big enough. Usually, the way to study the behavior for such sample sizes is through a simulation study. In general, it is not easy to establish when a sample size cannot be considered big enough to apply the asymptotic results, as this will depend on the number of parameters to be estimated. In our case, this is not a problem because for all the sample sizes under consideration the estimations for a = 2/3 have a better behavior than for a = 0 (MLE). To study this point, we have carried out a simulation study; this simulation study seems to show that there are indeed differences when the sample size is not big enough to apply the asymptotical results for different estimators under consideration. From this study, we have seen that the minimum power divergence estimator for a = 2/3 and the minimum χ 2 estimator exhibit a better behavior than the MLE in LCM for binary data. We recommend the use of minimum power divergence estimator for a = 2/3 for LCM for binary data under the parametrization given by Formann (1985) and presented in (3) and (4). A small simulation study carried out that seems to mean that the minimum power divergence estimator obtained for a = 2/3 has a better behavior, in the sense of robustness, than the MLE.
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Appendix Remark 1
We are going to develop the calculations for ∂p(y ν , λ, η) ∂λ α and ∂p(y ν , λ, η) ∂η β .
q jir λ r + c ji )
1 + exp( Proof of Theorem 1. Let l 2 k be the interior of the 2 k -dimensional unit cube; then, the interior of ∆ 2 k is contained in l 2 k . Let W be a neighborhood of (λ 0 , η 0 ), the true value of the unknown parameter (λ, η), on which p : Θ → ∆ 2 k (λ, η) → p(λ, η) := (p 1 (λ, η) , ..., p 2 k (λ, η)) has continuous second partial derivatives. Let F := (F 1 , ..., F t+u ) : l 2 k × W → R t+u whose components F j , j = 1, ..., t + u are defined by F j (p 1 , ...,p 2 k ; λ 1 , ..., λ t ; η 1 , ..., η u ) := ∂D φ (p, p(λ, η)) ∂s j , j = 1, ..., t + u, where s j is defined in (8).
It holds On the other hand, asp is the sample proportion, we can apply the Central Limit Theorem to conclude
where Σ p(λ 0 ,η 0 ) is given by
Therefore, it follows
where Σ * is given by Proof of Theorem 3. Using Theorem 2, it suffices to apply the delta method. Then, we can conclude that
Now, as ∇p(λ 0 , η 0 ) = J(λ 0 , η 0 ), the theorem is proved.
