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Summary: A simple result _is noted for calculating moments conditional on 
a sufficient statistic. Examples include calculations for a two-dimensional 
contingency table under row-column independence. 
1. THE RESULT 
Suppose that X, a vector random variable, has an exponential family 
distribution indexed by the parameter e, and let S be minimal sufficient 
for 8; S is also complete. In some statistical problems it is of 
interest to calculate conditional expectations of the form 
· Exls (a(x)fs = s} ( 1) 
in an obvious notation. One such situation is the two-dimensional 
contingency table under row-column independence with a(X) some function 
of the (i, j)th cell frequency and S the marginal totals. If the 
unconditional expectation EX(a(x)fe} is a known function of e, then the 
conditional expectation (1) can often be written down almost innnediately 
by substituting S for 8 in an appropriate way. We now give a general 
result for this substitution. Although the result is probably well-known 
and often used, it does not seem to be stated explicitly in the literature 
as a constructive .result. 
Lemma If S = S(X) is complete minimal sufficient for 8 such that 
Ex(a(X); 8} = b(e) 
and 
E8{c(S); 8} = b(8) , (2) 
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then 
~1 5{a(x)ls = s} = c(s) (3) 
Proof This is an elementary exercise. Since 
Ex(a(x); e} = E5 [Exls{a(x)ls; e}; e] = E8 [Exls(a(x)js}; e] 
and 
E8 (C:(s); e} = Ex(a(x); e} 
by assumption, we have 
E8 [c(s) - Exls{a(x)ls}; e] = o. 
The completeness of S provides the result (3) by definition, and c(s) is 
unique • 
Four applications of the lemma are given in the next section. 
2. EXAMPLES 
Example 1 Binary data: test for regression 
One area .of application of· the lemma is that of similar hypothesis 
tests, where often a normal approximation is used for a test statistic 
T = T(X), S being sufficient under a null hypothesis. A particular 
example is that of testing for null regression with binary data. 
Let X. = 0 or 1 with probabilities 
J pj and 1 - p., independently for J 
j = l, ••• ,n, where p. is given by the logistic model 
J 
p. = ~ exp(a + ~z.) 
J J 
for known constants z1,•••,zn. Exact similar tests of H: ~ = 0 involve 0 
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the statistic (Cox, 1970) 
T =~(z. - i) Y. 
J J 
for non-logistic response the tests are locally most powerful similar. The 
important point about T is that it be used conditionally on s=:[,yj' 
which is sufficient under H. If, as is usually reconnnended, we use a 
0 
normal approximation to the null distribution of T, then we need the 
conditional mean and variance of T under H. Now if p. s p under 
0 J 
H,~h~ 
0 
E ( T) = Li ( z j - z) p , var ( T) =. ~ ( z j - z) 2 p ( 1 ~ p) 
and 
E(S) = np, 
2 . 
E ( ns - s ) = np ( 1 - P) t, 
n - , 
Application of the lemma. twice shows that 
E(Tls)·= 0 and var(Tls) = n~l Y (1 - Y) ~ (zj - z) 2 • ( 4) 
Note the factor n 
n-1 in the conditional variance; (4) is usually derived 
from the conditional distribution. 
Example 2 Normal prediction 
Let Y1, ••• ,Yn be independent identically distributed N(~, o
2 ), each 
to be observed, and let Yn+l be a future independent N(~, o2 ) variable 
which is to be predicted. One definition of a point predictor for Y 1 n+ 
given by Lauritzen (1975) and the author is that value Yn+l satisfying 
~ 
S(y1, ••• ,yn) = E(S(Y1, ••• ,Yn)ls(y1, ••• ,yn, Yn+l)} (5) 
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in an obvious notation. Define X = (x1, x2 , x3) by x1 = ~ Y., x2 = Y +l j=l J n 
n+l 
and x3 = ~ Y~ , 8 = (µ,, a
2 ), and s = (x1 + x2 , x3). Then with a(X) = x1, 
·-1 J J-
b(8} =µ,,the lennna gives the well-known result 
E(x11s) = n n+l (Xl + X2) = 
so that the predictor defined by (5) is 
,.. 
Yn+l 
n 
= .! E yj 
n j=l 
n 
n+l 
Example 3 Two-dimensional contingency table 
n+l 
~ 
j=l 
y., 
J 
Let ((N .. )) be cell frequencies in an rxc contingency table obtained 
1J 
by sampling n = N++ times from the multinomial distribution with cell 
probabilities ((p .. )). Suppose that rows and columns are independent, 
1J 
so that in standard notation 
pij=pi+P+j (6) 
where the suffix + indicates the quantity to be marginal over that dimension. 
Denoting row and column totals by Ni+ and N+j' we have under (6) that 
and 
Now 
and 
8 = ( (pi ; +> , ( p +j , ) ; i , = 1, • • • , r, j , = 1, • •. • , C} 
S = {(Ni'+), (N+j ,) 
E(N. -1 8) = npi+ P+j 1J 
cov(Ni+' N+j) = 0 , 
i' = l, ••• ,r, j' = l, ••• ,c}. 
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so that with b(8) = npi+ P+j and c(S) = Ni+ N+j/n the'lenma applies to 
show that 
E .. = E(N .. lmarginal totals) = N.+ N+./n. 
l.J l.J l. J (7) 
This is the well-known expression for ·~expected" cell frequency in the chi-
square test for row-column independence. The lennna can also give more 
interesting results for this test, as we see next. 
Pearson's chi-square test for independence of rows and columns uses 
the statistic 
r ·c 
Q = ~ ~ 
j=l j=l 
(N •. - E •• ) 2 
1.] l.J 
and, as we said above, the marginal totals, collected in S, are sufficient 
under the hypothesis of independence. To carry out the conditional test 
using Q we need the distribution of Q conditional on s. The usual 
large-sample test takes Q to have a chi-squared distribution, and so it 
would be of interest to see if a simple modification to this can be made in 
ap~roximating to the conditional distribution. As a first step, we look at 
the conditional mean of Q. 
We have, by (7), that 
E(Qls) = n E(N1jls) 
Ni+ N+j 
Now under independence, by (6), 
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E(Nij) = npi+ P+j + n(n-1) Pi! P+j 
which plays the temporary role of b{e). We need only to construct c(S) 
to satisfy (2). This is accomplished by first showing tha.t 
and 
Hence 
E(Ni! N+j) = n2(n-l) pij Pi++ n2pij 
E(Ni+ N+~) = n2(n~l) p .. P+· + n2p .. J l.J J l.J 
E(Ni+2 N+~) = n2 (n-1) 2 p. ~ + n2 (n-l)p .. (p.+ + P+·) + n2p ..• J l.J l.J l. J l.J 
c(S) = (Ni! N+j - Ni! N+j - Ni+ N+j + nNi+ N+j)/{n(n-1)} 
which is equal to E(N.~ Is) by the lennna.. Substitution into (8) then l.J 
gives 
E(Qls) = n~l (r-l)(c-1). (9) 
This suggests multiplying the chi-square statistic by (n-1)/n to obtain a 
better approximation by the x2(r-l){c-l) distribution. A further complicated 
correction can be obtained via the conditional variance of Q(Haldane, 1937). 
Of course,in the case of the 2 X 2 table (9) agrees with the special 
case of (4) in the sense that n-l Q = T2 ! var(Tfs). 
n • 
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Example 4 Poisson goodness of fit 
Goodness of fit tests for exponential family distrib~tions can be 
constructed via the conditional joint distribution given the sufficient 
statistic. For example, if Y1, ••• ,Yn are i.i.d. Poisson with mean X, 
then S = tY. is a complete sufficient statistic. The conditional 
J 
distribution of Y1 , ••• ,Yn given S =sis multinomial over n cells each with 
Poisson probability n-1 , the number of trials beings. The Pearson chi-~quare 
statistics for testing compatability of frequencies Y1 , .•• ,Yn with hypothetical 
-1 -1 probabilities n , ..• ,n is 
-1 2 Q _ ~(Yj - n S) 
n-1s 
2 
= nI:Yj 
s 
- s, 
with nominal degrees of freedom n-1. Under the Poisson hypothesis we can 
easily calculate conditional moments of Q by choice of suitable c(s) functions 
in the Lemma, using the fact that Sis Poisson with mean DA. Thus, to find 
E(Q\S), we note that 
E(Y) = A, E(Y2) = A + A 2, E(S} = DA, E(S 2) = n>..+n\ 2 , 
so that 
2 82 E(Ql ·s) = ...!L [- + 
S n 
(n-l)S 
n2 } - S = (n-1). 
Further simple calculation involving s3 and s4 gives 
\ 
-1 Var(Q S) = 2(n-1) (1-S ) 
The results (10) and (11) suggest that we treat Q as approximately 
-1 2 
equal to (1-S ) Xn,,with n' = [(n-l)S/(S-1)},when computing conditional 
significance probabilities. 
(10) 
(11) 
For a detailed discussion of such tests see Rao and Chakravarti (1956). 
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