Abstract. Investigating the entropy distance between the Wiener measure,W t0,τ , and stationary Gaussian measures, Q t0,τ on the space of continuous functions C[t 0 − τ, t 0 + τ ], we show that in some cases this distance can essentially be computed. This is done by explicitly computing a related quantity which in effect is a valid approximation of the entropy distance, provided it is sufficiently small; this will be the case if τ /t 0 is small. We prove that H(W t0,τ , Q t0,τ ) > τ/2t 0 , and then show that τ /2t 0 is essentially the typical case of such entropy distance, provided the mean and the variance of the stationary measures are set "appropriately".
introduction
Motivated by the study of stationary approximations to non-stationary stochastic processes, we ask how well can Brownian motion be approximated by stationary Gaussian processes. We look at a finite time interval and measure the quality of the approximation using the entropy distance.
Let P and Q be Gaussian measures on a common probability space. The entropy distance between P and Q, H(P, Q), is finite if and only if the two measures are absolutely continuous with respect to one another; in that case:
Let P and Q be two Gaussian measures on C[t 0 − τ, t 0 + τ ] with vanishing means. Let P n and Q n be their restrictions to 2 n + 1 equally spaced points in [t 0 − τ, t 0 + τ ], with correlations R n and S n . Then H(P, Q) = lim H(P n , Q n ) [2] . Let K n be a root of R n , i.e., R n = K n K * n , and let T n = K −1 n S n K − * n , with K − * being a short for (K −1 ) * . Then, as we show in [3] ,
where λ n i are the positive eigenvalues of T n . In our case Q = Q t 0 ,τ ∈ S with an autocorrelation S, and P = W t 0 ,τ with R = t ∧ s. Since R −1 n is essentially a second order difference operator, if we choose K n to be the Cholesky factorization of R n , with δ 
. . .
. . . 
where the * 's are filled in according to the symmetry of T . Let
The importance of the last claim is that ϕ(W t 0 ,τ , Q t 0 ,τ ) can be used to approximate H(W t 0 ,τ , Q t 0 ,τ ):
then Shepp shows that on (0, 2τ ), S is absolutely continuous and S satisfies 2τ 0
S (t)
2 (2τ − t) dt < ∞, and that S + (0) = −1/2 where S + is the derivative from the right [7] . Thus, with S fixed, τ sufficiently small and 0 , as is the case in our examples.
What
Similarly, when the constant mean, µ, ofQ t 0 ,τ ∈ S does not vanish, H(W t 0 ,τ , Q t 0 ,τ ) is rather large: let Q t 0 ,τ ∈ S be obtained fromQ t 0 ,τ by removing the constant drift µ, then:
So far we dealt with the entropy distance between W τ = W 1,τ and Q τ ∈ S. We next consider the entropy distance between two stationary Gaussian measures in S. Again, we start with an example. LetS = e −|t−s|/2 be the Ornstein-Uhlenbeck correlation, and let S = 1−|t−s|/2. Using the chain rule, we get
both Radon-Nikodym derivatives on the right-hand side being known (see appendix A). The entropy is easily obtained:
This is an order of magnitude smaller than τ /2. As before, the example is rather typical and to prove that, we first estimate the entropy distance between the Ornstein-Uhlenbeck measure,Q τ and any other Q τ ∈ S, and then use a variant of the triangle inequality. LetK n denote the Cholesky factorization ofS n , and let
, where:
It is not hard to see that if S is fixed with S(0) = 1 and if S is bounded on (0, 2τ 0 ) for some τ 0 > 0, then the right hand side of (3) The proof is an immediate corollary of the previous discussion and of Theorem 1 which follows.
The entropy distance is not a metric; it fails to satisfy the triangle inequality even for one-dimensional correlations: if P, Q 1 and Q 2 are three (mean zero) Gaussian measures on the line with variances 4, 2 respectively 6, then
However, one can prove the following variant of the triangle inequality.
Here P , Q 1 and Q 2 are Gaussian measures on L 2 [0, T ] with T < ∞.
Theorem 1.
If we defineH(P, Q)
, then the last inequality leads to an "almost" triangle inequality:
Theorem 1 is set up in the context of Gaussian measures on a Hilbert space. Such a measure P is completely determined by its covariance operator R and mean µ. Prohorov proved that P exists if and only if R is a trace class operator (e.g. [4, thm I.2.3] ). In the case of L 2 [0, T ], the covariance operator can be identified with a covariance function
, the latter being the kernel of the trace class integral operator. The basic result here is due to Rao and Varadarajan [5] :
RV-Theorem. H(P, Q) < ∞ if and only if there exists a HilbertSchmidt operator, G with a spectrum σ(G) > −1, such that
where
In the finite case, the operator
, is a well defined, symmetric, positive-definite trace class operator, and a slight variation on a result by Sekine [6] yields: Lemma 1.8.
We prove theorem 1 by dealing separately with the entropy "due to the correlations",
Tr F , and the part that comes from the
. It follows from Lemma 1.8 and some algebraic manipulations, that H c itself obeys an analogue of Theorem 1. H m , however, cannot be bounded independently of H c .
Finally, in appendix C, we contrast the entropy distance to W τ with the L 2 distance between the correlations. Analogously to the entropy distance we find that all the correlations representing stationary Gaussian measures that are absolutely continuous with respect to the Wiener measure are, to leading order, at the same L 2 distance from the Wiener correlation.
The proofs
Proof of claim 1.1. By the scaling argument that was mentioned in the introduction, it suffices to prove the claim for t 0 = 1 and τ < 1. Recall that W τ n is the restriction of W τ to the σ-field generated by 2 n + 1 equally spaced points in [t 0 −τ, t 0 +τ ], and that R n is the corresponding correlation matrix. Thus, with S(0) = V and S(2τ ) = γV for some γ with |γ| < 1,
Minimizing H 0 with respect to V we find that
and therefore
Minimizing the right hand side with respect to γ, we learn that γ min = 1 − τ , whence
The proof is completed by the obvious inequality
as can be verified directly.
ThenS is an even function, with absolutely continuous derivativeS on (−2τ, 2τ ), andS ≡ S on (0, 2τ ). Let
ThenS is a Töeplitz function of the square Ω
Consider Ω equipped with the σ-field F n , generated by the squares
and sinceS ∈ L 2 (Ω), by the L 2 martingale convergence theorem, ψ n →S a.e. and in L 2 , in particular, ψ n −→ S . Integrating, one finds that
which together with (4) and (2) completes the proof.
Proof of claim 1.3 . 
It follows that
which proves (i) when t 0 = 1. The aforementioned scaling argument completes the proof. (ii) Without loss of generality assume that t 0 = 1, and let 1 + δ
(iii) Again, without loss of generality t 0 = 1 and assume V > 1. Then, as we saw in the proof of (i),
it follows that:
Note that λ n 0 is not included in the summation above.
As in claim 1.3, we can deduce from (a) that lim n
. From (b) we learn that for some constant c,
Proof of claim 1.5. Let µ ∈ R 2 n +1 be the vector with constant entries µ. Then, with E P denoting expectation with respect to the P measure and x ∈ R 2 n +1 :
It happens that with e 1 = (1, 0, . . . , 0) ∈ R 2 n +1 , µKe 1 = √ t 0 − τ µ and therefore Proof of claim 1.6. LetK =K n denote the Cholesky factorization of S n , i.e.,K is a lower triangular matrix withS =KK * , and let T n = K −1 S nK − * . As in (1) we can explicitly compute T n :
where S k = S(kδ) and
The following estimates are based on
We have six terms on the right hand side. The last three are all o(1) as n → ∞, while the first three converge to the corresponding three terms in (3) (to be precise, one half of each term is obtained this way). What remains is
Note that, withS = S − (1 − |r|/2), and i ≥ 1,
Hence, with ψ n = E[S |F n ] as in the proof of claim 1.2,
Recall that ψ n −→ S and let n → ∞ to obtain the last three terms in (3).
Proof of lemma 1.8.
which is determined by the correlation R(t, s) and mean µ t (t, s ∈ [0, T ])
, and let Q ∼ (S, ν) be absolutely continuous with respect to P . Note that neither is assumed to be stationary. The proof is essentially a translation of a result by Sekine [6] Sekine shows that, with α i being the eigenvalues of A,
Since SR −1 and RS −1 , as operators on D S , respectively D R , have reciprocal eigenvalues, it follows that
| H have the same eigenvalues, our lemma is proved.
Proof of theorem 1. For Gaussian measures P ∼ (R, µ) and Q ∼ (S, ν), we define
Note that H c is the distance "due to the correlations", i.e., H c (P, Q) = H(P , Q ) where P ∼ (R, 0) and Q ∼ (S, 0). We also define
so that
Lemma 2.1.
Proof. Let A 1 and A 2 be boundedly invertible operators on L 2 . Then 
i − 2I are trace class, and the product of two Hilbert-Schmidt operators is trace class too, we find that
−1 − 2I is a trace class operator and that
Similarly,
is trace class and hence
and that for the positive-definite trace class operators 
The last inequality is due to (7) and lemma 1.8.
Proof. We can assume without loss of generality that µ ≡ 0, thus
2 ). The next claim is the heart of the proof.
Claim 2.3.
2 is a symmetric, positivedefinite and bounded operator with a bounded inverse
(e.g. [4, thm I.3.2] ). Note that for x ≥ 0,
so for the symmetric, positive-definite operator T we have
We finish by noting that for any symmetric, positive-definite F and a vector x,
Using the last claim we prove the lemma:
Theorem 1 is now a trivial consequence of the last couple of lemmas. In this case, the Radon-Nikodym derivatives can be found explicitly. One way is by computing We just showed that dWn dQn is independent of n. Let F n be the σ-field generated by sampling the paths at 2 n + 1 points. . Let L(t; α, β) be the linear interpolation between the points (τ, α) and (σ, β), i.e.,
L(t; α, β)
Let X ∈ C[τ, σ] be a generic path, and define Y ∈ C [τ, σ] as
Gaussian measures is closed, the above argument will yield a stationary minimizer in our case as well.
