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Abstract
Continuous growth of computing power strongly encourages engineers to
rely more on computational fluid dynamics for the design and testing of new
technological solutions. The fast development of these new tools goes along
with the increasing availability of high-performance computers, which are nec-
essary to simulate realistic industrial applications. The presented immersed
boundary (IB) method is applicable to simple and complex geometries with
static and moving boundaries, where fluids interact with the solid structures.
The formulation of the method is based on the Eulerian and Lagrangian prin-
ciples and its key characteristics are its simple formulation and computational
efficiency. Furthermore the nature of the method allows the simulations of
flows in complex geometries without having to generate complex meshes. The
spatial discretization is based on a fixed Cartesian mesh for the Eulerian vari-
ables and boundary movements are tracked with Lagrangian particles. Large-
Eddy simulations of flows in simple and complex geometries demonstrate the
performance of the applied immersed boundary method. Simple cases include
the simulation of an isothermal pipe flow and the flow around a sphere. In
the first instance, the fluid flows around a static sphere. In the second case
the sphere moves relative to the grid for identical flow conditions. Simulations
of complex geometries include the investigation of an isothermal and reactive
opposed jet flow with perforated and fractal grids. The simulations require
cell sizes near the resolution of direct numerical simulations. The injection
phase of a piston-cylinder arrangement, assuming constant pressure, is also in-
vestigated with the proposed IB method. Good statistical results for first and
second moments are achieved for all investigated cases, although the applied
grids have to be fine enough to accurately resolve the wall shear stresses. In
addition, the concept of using Lagrangian particles has been applied to immis-
cible flows. Particles are used to improve the accuracy of scalar transport and
initial results of simple, two-dimensional test cases are presented.
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Chapter 1
Introduction
Continuous growth of computing power strongly encourages engineers to rely
more on computational fluid dynamics for the design and testing of new tech-
nological solutions. The application of computers in research and development
avoids the need for expensive prototypes and difficult experimental measure-
ments. Computational simulations can give a greater insight into the physical
and chemical phenomena at locations where reliable and accurate measure-
ments are very hard to obtain, if not impossible.
Computational Fluid Dynamics (CFD) is the analysis of fluid flow systems by
computational simulations. These simulations are based on numerical approx-
imations derived from the Navier-Stokes equation. CFD has great potential,
as it can be applied to a wide number of industrial applications, which include:
analysis of lift and drag forces on surfaces, turbo machinery, ventilation sys-
tems, but also meteorology, multiphase flows and internal combustion engines,
amongst others.
Computational fluid dynamics was first applied in the aerospace industry in
the 1930’s as part of their design and Research and Development (R&D) [121].
In the past, the limiting factors in CFD development have been the available
computer power and model closures. Nowadays, High Performance Computing
(HPC) is rapidly growing, which requires the development and improvement
of new and existing techniques to model more realistic industrial applications
(e.g. internal combustion engine set-ups, airplane turbine cycles). These appli-
cations have complex geometries combined with moving boundaries and high
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Reynolds numbers. Fine grid resolutions are required to properly resolve the
flow field. However, depending on the geometry, the grid generation and qual-
ity can be a major issue.
Boundary conforming grids or unstructured grids were originally, and still are,
used in simulations with complex geometries [78, 80, 105, 106, 198]. In these
approaches, the governing equations are discretized on a curvilinear grid, where
the boundary is represented by a continuous line and objects are extracted
from the grid. Therefore the boundary location is known and allows for the
simplified imposition of boundary conditions and flow solver optimisation to
maintain a high degree of accuracy. The mesh generation for complex geome-
tries with multiple objects in the flow are very time consuming [105, 115, 147].
Even the implementation of unstructured meshes for these problems has to be
done with care to avoid high variances of aspect-ratios1 of cells. Simulations
with unstructured grids for complex boundaries are also found to be slower
on a per-cell basis than simulations with structured grids, decreasing the com-
putational efficiency. Furthermore the motion of boundaries imposes a great
challenge for boundary conforming grids, leading to costly re-meshing opera-
tions, interpolation errors and mesh deformations near the boundaries [34].
In recent years there has been an increased interest in numerical methods to
compute flow fields with complex boundaries (stationary or moving) on fixed
Cartesian grids (non-boundary confirming grids). The major advantage of
these methods is the avoidance of mesh adaptation or deformation. Further-
more Cartesian grids are simple to generate and they are usually computation-
ally more economical [186].
Non-boundary conforming methods, representing the effects of the Immersed
Boundary (IB) on the surrounding fluid phase, can be divided into two cate-
gories based on the specific treatment of the boundary cells [22]:
• The Cartesian cut-cell approach, which is based on the construction of
irregular cells near the surface
• The Immersed boundary method which enforces wall conditions indi-
rectly through forcing functions (i.e. additional body forces)
1Ratio of height/length/width of a cell
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The Cartesian cut-cell method is applied to inviscid flows and has been ex-
tended to viscous flows including moving boundaries [34, 182, 197]. In the
Cartesian cut-cell approach, local boundary conformity is achieved by modify-
ing the Cartesian grid cells, which are intersected by the body. The boundary
conditions are similar to those of boundary fitted grids, however an iterative
solution procedure is required due to the irregular stencil near the boundaries.
Furthermore special cell treatment needs to be introduced in the near bound-
ary region, which affects the computational efficiency.
The immersed boundary method was first introduced in the 1970’s in order
to study the blood flow in the human heart [134] and many different varia-
tions have been developed since. This method benefits from its simplicity by
enforcing boundary conditions through force functions. In addition, the ap-
proach can be easily extended to multiphase flows. A more detailed discussion
on modelling boundaries in a flow is given in Chapter 4 in relation with the
description of the immersed boundary approach that was applied in this work.
A successful integration of an efficient non-boundary conforming strategy should
be able to handle both arbitrary movement and complex body shapes. Com-
bining the two objectives with a robust Cartesian grid solver will open new
areas of application. In this work, Lagrangian particles are used to efficiently
describe the moving objects on the underlying Eulerian grid.
The idea of using Lagrangian particles has also been applied to improve the
accuracy of scalar transport in areas of steep scalar gradients. The increasing
availability of computing power in recent years allows for the use of Lagrangian
particles in a wide area of applications.
1.1 Motivation
The main objective of the presented study is to develop an immersed bound-
ary method that is valid at low to moderate Reynolds numbers and is suitable
for implementation on complex geometries with and without solid boundary
movement.
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Ideally, an immersed boundary method should be simple to implement, compu-
tationally efficient, robust and accurate for laminar and turbulent, isothermal
and reactive flows in simple and complex domains, alike. However, trade-offs
between these characteristics have to be made, which often depend on the area
of application. For example, the modelling of a swimmer in a new wetsuit re-
quires a high degree of accuracy to fully understand the flow in the boundary
layer of the swimmer. On the other hand, the near wall regions and corners
in the simulation of an industrial combustion chamber are often neglected, if
the focus is on the mixing and combustion that normally occur away from walls.
Many different methods to describe boundaries have been proposed in the
past (see Chapter 4). Some of the methods require complex mesh deformation
or regenerations to improve the accuracy. Other methods are very complex,
computationally inefficient or suffer from stability problems. In this work, the
presented approach is based on the idea of describing Immersed Boundaries
(IB) with Lagrangian particles by blocking cells on the underlying Eulerian
grid. The description is simple and efficient if the grids are simple, so that
a search operation is not necessary to identify cells in which the particles are
located; a simple hashing is sufficient. In this work, the main attention will be
given to the simplicity and computational efficiency of the method and apply
the approach to static and moving boundary problems in simple and complex
geometries. In the presented cases, the moving boundaries are driven by an
external force which is not the result of the fluid force acting on the structure.
The successful implementation of the IB method will allow for the simulation
of engineering problems in complex geometries with moving walls without a
significant increase in computational costs.
1.2 Thesis Outline
The thesis has the following structure: Chapter 2 provides the fundamentals
required to understand turbulent flows and combustion. The basic equations
of fluid dynamics are revised and the phenomenon of turbulence is described.
Furthermore three different approaches to model turbulent flows are intro-
duced, while DNS and RANS are outlined briefly, LES is described in more
detail as it is the method of choice in this work. The end of chapter 2 outlines
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the basics of combustion; the main focus is given to premixed combustion
since the work only deals with a premixed combustion case. In chapter 3
the numerical framework and concept of numerical discretization is presented.
Chapter 4 focuses on the developed immersed boundary method and describes
the implementation into the current numerical framework. Chapter 5 reports
on the simulation results of static and moving boundary test cases that were
applied to evaluate the performance of the immersed boundary method. A
very simple pipe flow was used to evaluate the basic implementation of the
method, before applying it to a static sphere in a flow and an fractal grid in
an opposed jet flow. The second half of the chapter 5 discusses the simulation
results of two test cases with moving boundaries. The first test case is similar
to the static sphere, however in this case the sphere moves through the com-
putational domain. The second test case is based on the movement of a piston
in a piston-cylinder arrangement. In chapter 6 an alternative application for
Lagrangian particles is discussed, where particles are used to improve the ac-
curacy and resolution of scalar transport. The major results and conclusions
from the present work are summarized in chapter 7 and suggestions for future
work are given.
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Chapter 2
Introduction to Fluid Dynamics
This chapter, based on the works [43, 82, 173, 186], briefly outlines the basic
concepts of fluid dynamics and its basic equations to govern the flow of an
incompressible fluid. The main focus is given to the conservation of mass and
momentum equations. Subsequently the importance of turbulence in engineer-
ing will be discussed and the key aspects of combustion modes are summarized.
Furthermore three common approaches to model turbulent flows are presented,
amongst them the method applied in this work, Large-Eddy Simulation (LES).
Appropriate references will be given for the interested reader to gain a greater
insight into the various sections of this report.
The laws of conservation of mass and momentum describe the motion of fluids
at a macroscopic scale and the fluid is regarded as a continuum. If the flow
is reactive, further scalar quantities (e.g. enthalpy and species concentration)
need to be considered.
2.1 Conservation of Mass
One of the fundamental concepts in fluid dynamics is the conservation of mass,
which can be applied to a fixed control volume within the flow field. The
concept states that the mass of an isolated system will remain constant over
time. Considering any fixed region in the flow of an open system with constant
volume, the mass inside the volume can only change by the net-flux into (out
of) the volume. The differential form of the continuity equation can be written
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as:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 (2.1)
where the first term on the left-hand side (LHS) is the rate of change in time of
the density and the second term represents the convective transport term with
velocity ui in direction xi. As it is written, Eq. (2.1) describes the unsteady
mass conservation at a point in a fluid [186]. For low Mach number (Ma < 0.3),
in-compressibility can often be assumed, hence the density does not change
with pressure and the equation simplifies to ∂ui
∂xi
= 0. This implies that no other
mechanism, such as heat release or chemical reaction changes the density. In
the context of mixing and combustion, the idea of constant density (∂ρ
∂t
6= 0)
is not suitable.
2.2 Conservation of Momentum
Similar to mass, momentum is a conserved quantity. The conservation of
momentum states that the rate of change of the momentum of an object is
equal to the sum of forces on an object, it can be expressed as:
∂ρui
∂t
+
∂ρuiuj
∂xj
=
∂τij
∂xj
+ ρki (2.2)
The first term on the left hand side describes the rate of change in momentum
at time t and the second term marks the convective transport of momentum.
On the right hand side, the first term denotes the stresses due to local de-
formation and pressure. The second term, ρki, describes the external forces
(e.g. gravity, centripetal force, electric force,...). Further more the stress tensor
τij depends on the material property and the assumption of Newtonian Fluid
properties. It holds true for gases and liquids like water
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
− pδij (2.3)
where µ is the dynamics viscosity, p is the pressure and δij is the Kronecker
delta, which is the index notation of the unity matrix
δij = 1 if i = j (2.4)
δij = 0 if i 6= j (2.5)
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Assuming that gravity (gi) is the only body force acting on the fluid and
by substituting Eq. (2.3) into Eq. (2.2), the Navier-Stokes equations can be
formed.
∂ρui
∂t
+
∂ρuiuj
∂xj
=
∂
∂xj
[
µ(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij)
]
− ∂p
∂xi
+ ρgi (2.6)
The discussion of the surface and body forces will be extended in Chapter 4
in combination with the Immersed Boundary (IB) method.
2.3 General Transport Equation
The equations governing turbulent fluid flow, heat and mass transfer can be
cast into a single general form, the general scalar transport equation, providing
a framework within which numerical methods can be applied to solve the
governing equations. For a conserved scalar φ (e.g. ρ, ρui) the equation consists
of the rate of change of the scalar, the convective transport by the velocity uj,
the rate of diffusion Dφ and a source/sink term Sφ. The general transport
equation can be written as:
∂φ
∂t
+
∂φuj
∂xj
=
∂
∂xj
(D
∂φ
∂xj
) + Sφ (2.7)
Neglecting the source term (Sφ = 0), the scalar φ is only redistributed by the
transport process. By setting φ ≡ ρ, it can be shown that the continuity equa-
tion (2.1) is a special form of the transport equation (2.7). Assuming that the
mass diffusion does not affect the density (D = 0) and eliminating the source
term (Sφ = 0), the RHS of Eq. (2.7) is equal to zero and the continuity equa-
tion (2.1) is obtained. The momentum equation (2.2) and the Navier-Stokes
equation (2.6) [190] can be obtained similarly.
To address problems involving mixing or combustion, the governing equations
for mixture fraction/concentrations must be solved and the equation becomes
∂(ρYα)
∂t
+
∂(ρYαuj)
∂xj
=
∂
∂xj
(ρDα
∂Yα
∂xj
) + Sα (2.8)
where the mass fraction of each species is represented by Yα, which describes
the ratio of mass of species ’α’ to the overall mass. The chemical source term
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is represented by Sα and Fick’s law [190] is used to express the diffusion term.
The set of transport equations, perfect gas law and chemical rate expressions
are sufficient to describe combustion in turbulent flows, provided that accurate
diffusion coefficients are used. However, it is a demanding tasks to solve the
full set of equations, therefore simplifying assumptions are often made to re-
duce the complexity of describing combustion. For example, in fully premixed
combustion the progress of the chemical reaction is described by the balance
equation for the reaction progress variable c.
∂(ρc)
∂t
+
∂(ρcuj)
∂xj
=
∂
∂xj
(ρDc
∂c
∂xj
) + Sc (2.9)
The progress variable is a basic parameter to describe the progress of the
reaction to turn the fresh into burned gases across the flame and it can be
defined with the help of a quantity like temperature.
c =
T − Tu
Tb − Tu (2.10)
where Tu denotes the unburnt temperature, Tb the burnt temperature and T is
the local temperature. Details on the modelling of the transport of the reaction
progress variable in fully premixed combustion are postponed to section 2.5
2.4 Turbulence
Fluid motion can be differentiated into laminar and turbulent regimes. Basic
fluid mechanics is often concerned with laminar flow where the flow moves in
ordered layers and the mixing in these flows is the result of diffusion.
In contrast, a turbulent flow is unsteady, chaotic and three dimensional. The
flow consists of eddies which appear at random frequency and size. The mixing
in a turbulent flow is increased as a result of these random structures through-
out the flow. In most engineering applications, turbulent flows are present and
hence of great interest to the research community.
The difference in laminar and turbulent flow characteristics was investigated by
Reynolds [150], who analysed the onset of turbulence by using dye to visualise
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the flow in a pipe. He evaluated the requirements for the transition from
laminar to turbulent flows, which are governed by the flow instabilities and the
viscous forces. As an outcome, Reynolds established a dimensionless number,
later called the Reynolds number (Re), to give a measure for the turbulence
in the flow [151]:
Re =
UL
ν
=
ρUL
µ
(2.11)
where U is the characteristic flow velocity, L is the characteristic length, ν is
the kinematic viscosity, ρ is the flow density and µ is the dynamic viscosity.
Referring to the flow in a pipe, U is the mean flow velocity, L is the pipe diam-
eter and ν is the fluid viscosity. A critical value Recrit for the transition from a
laminar to a turbulent flow can be established and in a pipe flow corresponds
to Recrit = 2300. The critical Reynolds number is a guideline as laminar flow
conditions can also be found at higher Reynolds numbers.
The nature of turbulence appears to be random and Reynolds developed an-
other important concept, Reynolds’ decomposition, to describe turbulence in a
statistical form. The concept states that the turbulent velocity is composed of
a mean velocity u(xi, t) and a fluctuation component u
′(xi, t) according to
u(xi, t) = u(xi) + u
′(xi, t) (2.12)
where the mean velocity is understood as the Reynolds (temporal) average.
The concept of Reynolds-Averaged Navier-Stokes (RANS) modelling is based
on inserting Eq. (2.12) into the continuity equation (2.1) and momentum equa-
tion (2.2) to obtain the temporal average of the flow, which leads to unclosed
terms that must be modelled. An outline of the RANS approach is given in
section 2.4.3.
Turbulence is often characterised as a chaotic irregular flow, however certain
regularities can still be observed. These regularities often depend on the ge-
ometry of the flow and may be termed vortices or eddies (if the structures
are of rotational nature). The typical size of such an eddy can be quantified
using correlations that determine how the velocity fluctuations at point x are
affected by the fluctuations in the vicinity of x (at distance r). For example,
the autocorrelation functionRxx (normalised auto-covariance) for homogenous,
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isotropic turbulence can be written as [186]
Rxx(r, t) =
u′(t)u′(r, t)
u′2(t)
(2.13)
The definition of the integral lengthscale of turbulence lI can be derived by
integrating Rxx in the r-direction, which represents the typical size of large,
energy containing fluid structures, and reads
lI(t) =
∞∫
0
Rxx(r, t)dr (2.14)
whereas the small scale fluid structures are best discussed in the context of the
energy spectrum and Kolmogorov hypothesis below.
Turbulent flows consist of varying structures with fluctuating velocity magni-
tude and therefore changing energy. Richardson introduced the concept of the
energy cascade [152] in 1922, which describes the energy transfer from large to
smaller structures. These smaller structures decay further until the smallest
structures dissipate the energy into heat. The eddy dissipation rate  is inde-
pendent of the fluid viscosity and proportional to the integral scales of motion
(length lI , time tI and velocity uI scale) [173] and can be estimated as [91]:
 ≈ u2I/tI = u3I/lI (2.15)
The energy spectrum, sketched in Fig. 2.1, illustrates the concept of the en-
ergy transfer from large to smaller structures. In 1941, the concept of the
energy cascade was explored by Kolmogorov [91] who also identified the small-
est scales, Kolmogorov micro-scales. These findings have a strong impact on
the numerical simulation of turbulent flows as they express the isotropy and
universality of the smallest turbulent scales. A mathematical derivation of a
theoretical energy spectrum can be found in the book by Pope [146].
2.4.1 Direct Numerical Simulation
Direct Numerical Simulation (DNS) is potentially the easiest modelling ap-
proach to understand. In the ideal situation, turbulent flows would be simu-
lated in great detail - resolving all scales in the flow. Direct Numerical Sim-
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Figure 2.1: Sketch of a typical turbulent energy spectrum - Turbulent kinetic
energy E(k) versus wave number k
ulations produce a single realisation of the flow [146]; the method uses the
set of equations (Navier-Stokes) in space and time to resolve the smallest tur-
bulent eddies and simulate all fluctuations, without relying on any modelling
assumptions. Hence the method provides an excellent level of accuracy and de-
scription of the flow. The computational grid needs to be fine enough to resolve
all turbulent scales [145]. Therefore Direct Numerical Simulations are compu-
tationally very costly and until the 1970s the DNS approach was infeasible due
to the lack of computational power. Even nowadays, numerical simulations are
limited to small and moderate Reynolds numbers. The required resolutions
in space for a DNS rises proportionally to the Reynolds number by Re3/4 in
each dimension of the domain. Considering that turbulent flows are inherently
three-dimensional, the number of required grid points for a direct numerical
simulation of a turbulent flow can be estimated as:
n ≈ Re(3/4)3 = Re9/4 (2.16)
and the ratio of the smallest to the largest time scales varies by Re(1/2) [186].
Poinsot and Veynante [143] argue that DNS is still not applicable for practi-
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cal flows and simplifications are necessary. However an increase in processing
power (if Moore’s law holds) and the development of High Performance Com-
puters (HPC) will increase the applicability of DNS. In addition, Versteeg and
Malalasekera [186] maintain the opinion that the estimate of the required grid
points can be relaxed, as most of the dissipation takes place at scales that are
substantially larger than the order of the Kolmogorov length scale η.
2.4.2 Large-Eddy Simulation (LES)
Large-Eddy Simulation (LES) is becoming increasingly popular, mainly due
to an increasing availability of computational power and the method’s abil-
ity to benefit from the additional power. The technique can be regarded as
an intermediate approach between DNS and RANS. The motivation for LES
comes from the disadvantages of the computationally expensive DNS and of
the low accuracy of RANS (see Section 2.4.3). In DNS, most effort is spent in
resolving the smallest scales, and a general-purpose model in RANS suitable
for a wide range of practical applications seems elusive so far [186].
In Large-Eddy Simulation, large scales are resolved explicitly and small scales,
smaller than the filter width (often cell size) are modelled. The value of the
method is reduced when the key phenomena occur on the small (unresolved)
scales, otherwise it presents a promising alternative to DNS and RANS. The
large scales are not universal, but strongly dependent on the geometry. The
small scales can be regarded as universal, and are traditionally represented
by simple models. Two of these models (Smagorinsky and Germano) will be
discussed below.
The temporal evolution of spatial averages of the flow quantities are consid-
ered in LES by applying a low-pass filter to the governing equations. The
filtering separates the larger eddies in the flow from the smaller ones. The
LES approach can be summarised in four conceptual steps. The velocity is
decomposed by applying a filter operation to remove the small scale informa-
tion. The next process is the derivation of the equations for the evolution of
the filtered velocity field from the Navier-Stokes equation. The residual-stress
tensors are then modelled to obtain closure. In the last step the numerical
solution of the filtered equations is solved for the filtered velocity component
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to provide an approximation to the large-scale motions.
Work to develop Large-Eddy Simulation was carried out by Deardoff [36],
Lilly [100] and Smagorinsky [167], amongst others. Their work was motivated
by meteorology to develop improved methods for weather predictions. LES
methodologies for engineering were first applied by Kraichnan [94] in the 1970s
when computing power increased and simulations became affordable. The first
Large-Eddy Simulation applications covered turbulent channel flow [35, 163].
In the 1990s and 2000s the research scope broadened to applications dealing
with complex geometries and turbulent combustion [2, 45, 68]. Research with
Large-Eddy Simulation has continued to date and a considerable amount of
literature on LES is available.
2.4.2.1 Filtering
The Large-Eddy Simulation equations are derived from spatial filtering of the
Navier-Stokes equations. The filtering decomposes the variable into a filtered
(resolved) φ and a residual (sub-grid) φ
′
part, which can be written as
φ = φ+ φ
′
(2.17)
which is not to be mistaken with the Reynolds Decomposition in section 2.4.
The idea of filtering in LES was first introduced by Smagorinsky [167] and
generally described by Leonard [99]. During the filtering all the information
of the smaller eddies is destroyed and a sub-grid scale (SGS) model needs to
be introduced to model the information of the smaller, filtered eddies.
The filtered variable, obtained from Leonard [99], can be expressed as
φ(xi, t) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
G(xi, x
′
i,∆)φ(x
′
i, t)dx
′
1dx
′
2dx
′
3 (2.18)
where the integration is over the entire flow domain, with a filter function G,
a shift x
′
i and a filter width ∆. Filter functions include the top-hat function,
which is implied in implicit filtering by applying the finite volume method (see
Chapter 3). Other filter functions of special interest are the Gaussian filter and
the Spectral cut off filter. For a flow of varying density, a density-weighted
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filter is often used to simplify the mathematical treatment. This Favre filtering
can be written as
φ = φ˜+ φ
′′
(2.19)
with the density-weighted average φ˜ = ρφ/ρ and the Favre-fluctuation φ
′′
.
This allows the filtered correlation ρφ in the governing equations to be re-
expressed as the product of the Favre filtered quantities ρ¯φ˜.
The Favre filtering can be applied to the Navier-Stokes equations. The filter-
ing process does not change the continuity equation (2.1), only replaces their
unfiltered quantities by the filtered equivalents:
∂ρ
∂t
+
∂
∂xi
(ρu˜i) = 0 (2.20)
The process can be repeated with the Navier-Stokes equation, which gives:
∂ρu˜i
∂t
+
∂ρu˜iuj
∂xj
=
∂
∂xj
[ρµ˜(
∂u˜i
∂xj
+
∂u˜j
∂xi
)− 2
3
ρµ˜
∂u˜k
∂xk
δij]− ∂p
∂xi
+ ρgi (2.21)
All terms can be written as a function of filtered quantities apart from the
convective term. It is important to realise that u˜iuj 6= u˜iu˜j and, as such, the
left hand side cannot be easily computed. Therefore an approximation for the
difference between u˜iuj and u˜iu˜j is necessary as it is not closed. The term can
be split into
u˜iuj = u˜iu˜j + τ
SGS
ij (2.22)
and in the context of LES, τSGSij is called the sub-grid stress tensor [146].
Inserting the approximations of equation (2.22) into the filtered momentum
equation leads to the modified equation:
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
=
∂
∂xj
[ρµ˜(
∂u˜i
∂xj
+
∂u˜j
∂xi
)− 2
3
ρµ˜
∂u˜k
∂xk
δij−ρτSGSij ]−
∂p
∂xi
+ρgi (2.23)
2.4.2.2 Sub-grid Stress Modelling
Equation (2.23) includes the unknown sub-grid stress tensor τSGS which re-
quires closure. In the present work the eddy viscosity approach is used, in
which the sub-grid contribution is represented by adding the turbulent viscosity
ν˜t to the molecular viscosity µ˜, which allows for the closure of equation (2.23)
except for the turbulent viscosity. A detailed derivation of Eq. (2.23) can be
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found in the literature [129, 146, 156]. The following paragraphs focus on the
two closure methods used in this work. Additional methods are available and
the interested reader is referred to Sagaut [156] for more detailed information
on closure methods.
Smagorinsky: The Smagorinsky model is the earliest and most commonly
used approach. The model follows, as mentioned above, the eddy-viscosity
approach and was first proposed by Smagorinsky [167]. Like all eddy-viscosity
models, it is based on the notion that the principal effects of the sub-grid
Reynolds stresses are increased transport and dissipation, which are phenom-
ena due to the viscosity of laminar flows.
The Smagorinsky approach models the turbulent viscosity contribution ν˜t as a
function of a model constant Cs, the filter width ∆ and the strain rate of the
large scale field S¯ij, respectively
ν˜t = (Cs∆)
2|S| (2.24)
where |S| = (S¯ijS¯ij)1/2. Even though Cs is referred to as a model constant,
it should be more regarded as a model parameter, which is often adjusted to
improve results (≈ 0.065− 0.2). Choosing an appropriate value often depends
on the flow geometry and characteristics. For example, Clark et al. [25] use a
model constant Cs = 0.2 for the case of isotropic turbulence in a channel flow,
whereas Forkel [45] prefers a value of Cs = 0.1 for the same case.
Even though the Smagorinsky model is a efficient and simple, there are prob-
lems with it. The globally applied constant causes problems in the near wall
regions where the viscosity should be lower. To overcome this problem, van
Driest damping [37], successfully applied in RANS simulations, is often ap-
plied. However the damping requires additional computational efforts and
hence it is often ignored in highly turbulent flows where the region of interest
is far away from a wall.
Germano: The dynamic model was first introduced by Germano [52] in 1991
and is often referred to as the Germano model. Many adaptations have been
published since, among them work by Lilly and Piomelli [101, 141]. In the
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dynamic approach the value of Cs, actually the square of the original quantity,
is considered as a field value that depends on the localised flow conditions in
time, a test filter width ∆t, which is larger than the filter (cell) width (typically
∆t = 2∆), and assumes an identical model parameter for both filter widths.
In this work, the implementation by Lilly [101] was used for the dynamic
procedure. The idea is to calculate an explicit turbulent stress tensor by im-
plicitly filtering the velocity field. First the test filtered residual-stress tensor
is required
Tij = ̂˜uiuj − ˆ˜ui ˆ˜uj (2.25)
to form the resolved turbulent stress tensor Lij by subtracting the filtered
residual stress tensor
Lij = Tij − τ̂ij = ̂˜uiu˜j − ˆ˜ui ˆ˜uj (2.26)
The elements of L are then resolved components of the stress tensor associ-
ated with scales of motion between the test scale and the grid scale [101].
The RHS of Eq. (2.26) can be evaluated and compared with the local closure
approximation by subtracting the test scale average
τij − 1
3
δijτkk = 2C∆
2|S¯|S¯ij (2.27)
from
Tij − 1
3
δijTkk = 2C∆
2
t | ˆ¯S| ˆ¯Sij (2.28)
to obtain
Lij − 1
3
δijLkk = 2CMij (2.29)
where Mij = ∆
2
t | ˆ¯S| ˆ¯Sij − ∆2|S¯|S¯ij. The tensors Lij and Mij can then be
evaluated based on the filtered velocity field. Applying Lillys’ least square
approach [101] to Eq. (2.29) allows for the calculation of the localised Cs value
by
Cs = 0.5
MijLij
MijMij
(2.30)
The Germano model benefits from the disappearance of the adjustable model
parameter, as it is a self-sufficient approach. However the model is computa-
tionally expensive compared to the Smagorinsky model. A localised Cs value
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for each position in the flow at every time-step needs to be calculated. Further-
more the model sometimes suffers from instabilities and in this work, negative
values of Cs are clipped to avoid negative turbulent viscosity (’backscatter ’):
Cclips (xi, t) = max[Cs(xi, t), 0] (2.31)
The interested reader is referred to the works by Germano, Lilly and Pi-
omelli [52, 101, 141] for a description of the individual model adaptations
and a more detailed derivation of the formulae. Due to the models high com-
putational costs and inefficiency, it was only applied to the pipe flow (see
Section 5.1.1), in all other cases the Smagorinksy model was preferred.
2.4.3 Reynolds-Averaged Navier-Stokes
In engineering applications, it is important to model practical devices and
it is sufficient to capture only the main effects in a flow that are caused by
turbulence. The dominant method of choice for these problems in industry
has been, and probably will be in the near future, Reynolds-Average Navier-
Stokes (RANS) simulations; even though LES is spreading rapidly. The RANS
concept was first introduced by Reynolds [150] in the 1880s and the approach
focuses on the mean flow and the effect of turbulence on mean flow properties.
The starting point is the Reynolds decomposition (see Section 2.4) into a mean
and its fluctuation part. The mean part can be interpreted and expressed as
a temporal average for statistically stationary flows [145]
φ(xi) = lim
T→∞
1
T
∫ T
0
φ(xi, t)dt (2.32)
where t is the time and T is the averaging time interval; the latter should go
towards infinity.
Inserting the Reynolds decomposition into the Navier-Stokes equation allows
the derivation of a set of equations for the temporal averages of the velocity ui
and pressure field p. However, this also introduces two new unknown terms,
u′u′ (Reynolds stresses) and u′φ′ (turbulent scalar fluxes) in the averaged con-
servation equations, which cannot be presented uniquely in terms of mean
quantities [43]. Deriving further transport equations for the Reynolds stresses
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is possible, although these also include unclosed terms (Turbulence Closure
Problem). In order to solve the unknown variables, various models have been
introduced.
The three most important ones are the k- model, the k-ω model and the
Reynolds-Stress equation models. The k- model focuses on the mechanisms
that affect the turbulent kinetic energy k and the turbulent dissipation  [186].
The turbulent dissipation is the rate at which velocity fluctuations dissipate.
In the k- formulation, the eddy viscosity is determined from a single turbu-
lent length scale, so the turbulent diffusion only occurs at the specified scale,
whereas in reality all scales of motion contribute to the turbulent diffusion.
The model performs poorly for complex flow involving sever pressure gradi-
ents, separation and strong streamline curvature. Furthermore the model is
known to lack sensitivity to adverse pressure gradients [120]. The k-ω model is
similar to the k- model, however ω is the turbulent frequency. The k-ω model
allows for more accurate near wall treatment, which makes it superior for wall-
bounded and low Reynolds number flows. Both models are often referred to
as ’two equation models’ and they are the most widely used and validated
methods. The Reynolds-Stress models use a separate transport equation for
each component of the stress tensor, which captures the directional effects of
rotating flows better.
RANS allows for relative coarse computational grids and satisfactory results
with well-established methods can be achieved. Furthermore most of the tur-
bulence is modelled, allowing for efficient calculations. In general, the RANS
approach is the mainstay in engineering numerical simulation due to its modest
computational cost and a lot of research has been done with RANS, result-
ing in well validated models, even though the overall accuracy is not always
satisfactory.
37
2.5 Combustion
Combustion processes can be characterised by three modes based on the in-
troduction of fuel and oxidiser into the reaction zone; these are non-premixed,
partially premixed and premixed combustion. The latter is used in the present
work and will be discussed in greater detail below. In non-premixed combus-
tion, fuel and oxidiser are completely separated when entering the combustion
chamber and the flame stabilises around the stoichmetric point in the mixing
layer. Non-premixed combustion is often regarded as safe, as large forma-
tions of unburnt mixtures of fuel and oxidiser are prevented. A majority of
flames in industry are non-premixed (e.g. gas turbines, furnaces and diesel
engines), even though this approach suffers from higher pollutant levels. Par-
tially premixed combustion is a hybrid between premixed and non-premixed
combustion, fuel and oxidiser are introduced separately but are then partially
mixed by the transport processes before the flame has propagated to them. For
example, fuel is issued from a nozzle into air and for some fuels with a large
enough exit velocity, the flame lifts off the rim of the nozzle. Therefore there
is room below the flame base for fuel and oxidizer to premix. The interested
reader is referred to other work [51, 173, 181] for information on non-premixed
and partially premixed combustion.
2.5.1 Premixed Combustion
Premixed combustion is applied, for example, in spark ignition engines or in
advanced gas turbine combustors, which require a homogenous mixture of fuel
and oxidiser before ignition. Whilst a non-premixed flame does not propagate,
a premixed flame moves normal to its flame surface towards the unburnt mix-
ture. Therefore the laminar burning velocity is an important quantity which
depends on pressure, reactant temperature, equivalence ratio1 and the fuel and
oxidiser that are used.
Since turbulent flames are investigated in this work, the effect of turbulence on
combustion also needs to be discussed. While a laminar flame remains uniform,
1The equivalence ratio relates the fuel to air ratio of the mixture to the fuel to air ratio
at stoichiometry
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turbulence wrinkles the flame, increasing the active flame surface area
At ' Au
′
sl
(2.33)
The consumption of reactants is therefore enhanced [33] and can be expressed
as
st
sl
' At
A
(2.34)
Equation (2.34) links mass flux through the flame front area (At) to the mass
flux through the cross section (A), assuming that the reactant density (ρu) is
constant. Damko¨hler identified two regimes of turbulent premixed combustion,
involving large scale and small scale turbulence [33]. The idea of characterising
the regimes has been extended to more advanced premixed combustion dia-
grams, based on three non-dimensional numbers, which are discussed below.
The turbulent Reynolds number Ret can be defined as
Ret =
u′Li
ν
=
u′Li
slδl
(2.35)
where u′ is the turbulent intensity, Li is the integral length-scale, ν is the kine-
matic viscosity and the RHS relates the turbulence to the flame quantities.
The ratio of flame scales to the Kolmogorov scales can be defined by the two
Karlovitz numbers. The first relates the chemical time-scale τc of the laminar
flame to the Kolmogorov time-scale τK . The second number defines the ratio
of the reaction zone thickness to the Kolmogorov length-scale [51]
Ka1 =
τc
τK
=
(
δl
η
)2
(2.36)
Ka2 =
(
lδ
η
)2
= γ2Ka1 ≈ 0.01Ka1 (2.37)
where δl is the typical flame thickness, lδ is the inner layer flame thickness and γ
is the ratio of the inner layer thickness to the flame thickness (γ = lδ/δl ≈ 0.1).
The last characteristic number is the Damko¨hler number, which describes the
relation between the chemical and turbulent time-scales, as shown in equa-
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tion (2.38)
Da =
τt
τc
=
Li
u′
sl
δl
(2.38)
A Damko¨hler number lower than unity indicates that the turbulent eddies in-
teract strongly with the flame structure. For Da > 1 the chemical reaction is
faster than the mixing time and for Da  1 combustion is characterised by
the fast chemistry.
Figure 2.2 shows the premixed combustion diagram, as described by Peters [137].
The diagram is based on the comparison of typical length scales and veloc-
ity scales, which allows the characterisation of premixed combustion into a
number of different regimes of turbulent-chemistry interaction. The following
paragraph briefly introduces each regime; more detailed descriptions on com-
bustion diagrams and flame structures are given in the works by Borghi and
Poinsot [15, 144] and [143, 173].
• The laminar regime, located in the bottom left corner of the diagram, is
characterised by a turbulent Reynolds number lower than unity. Flames
in this regime are expected to always burn stably.
• In the wrinkled flamelet regime, the flame front is slightly wrinkled by
turbulence and the flame propagation is still dominated by the laminar
burning velocity, as the turbulence intensity is lower than the laminar
burning velocity. The regime is limited by the horizontal line u′/sL = 1.
• Flames may be strongly wrinkled in the corrugated flamelet regime. So
the active flame area increases through the wrinkling of the flame, en-
hancing the process of chemical reaction. The regime is limited by the
Klimov-Williams criterion (Ka1 < 1).
• In the thin reaction zones regime, small eddies can enter the preheat zone,
but are not strong enough to penetrate the inner flame layer. Therefore
the mass transport in the preheat zone is affected by turbulence as well
as governed by diffusion.
• Turbulent eddies enter the inner flame layer in the broken reaction zones
regime, which leads to an increased distribution of heat from the inner
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layer to the preheat zone, affecting the radical species production. As
a results, combustion may no longer be stable and flame extinction can
theoretically occur.
The spatial structure of the flame is another important parameter, which is of-
ten characterised by the flame thickness and the temperature profile. Poinsot
and Veynante [143] define the flame thickness as the distance over which the
progress variable c changes from 0 (unburnt) to 1 (burnt). In this work the
description of the combustion process is based on the transport of the process
variable c and the model to describe the transport is introduced below.
Figure 2.2: Regime diagram of turbulent premixed combustion by Peters [137]
2.5.2 Artificially Thickened Flame
One of the major issues in modelling premixed flames using LES is that the
flame thickness δl is usually about 0.1− 1 mm, which is often below the LES
filter width. This means that the flame cannot be properly resolved, leading to
numerical problems. Many approaches have been suggested to overcome this
problem. The most commonly used methods are:
• Eddy-Break-Up [170]
• Eddy-Dissipation [110]
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• Filtered Progress Variable [140]
• Flame Front Tracking [87, 119, 168]
• Flame Surface Density [13]
• Thickened Flame Approach [18, 21, 27]
In this work, the thickened flame (TF) approach was used to model the
turbulence-chemistry interaction. From a numerical point of view, the model
has the advantage of describing the reaction rate using Arrhenius expres-
sions [27]. However, the flame structures have to be adequately resolved.
In the TF model, the computed flame front is artificially thickened to resolve
it on the coarse LES grid without altering the laminar flame speed [70]. The
laminar flame speed sl and the flame thickness δl can be expressed as:
sl ∝
√
Dω¯ (2.39)
δl ∝ D
sl
(2.40)
where D is the molecular diffusivity and ω¯ is the mean reaction rate. Increas-
ing the flame thickness δl by a flame thickening factor (Tf ) is achieved by
multiplying the diffusivity by Tf . A sufficiently large thickening factor allows
for the flame to be resolved on the LES grid. However, to maintain original
flame speed (sl), the source term must then be divided by Tf . Thickening the
flame also leads to a change in the interaction between the turbulence and
chemistry, because the Damko¨hler number is reduced by a factor of Tf
Da =
τt
τc
=
Li
u′
sl
Tfδl
(2.41)
Accordingly, the flame sensitivity to turbulence is decreased and the sensitiv-
ity to strain is increased [144]. The thickened flame model benefits from its
simple implementation and, due to the Arrhenius law, it is possible to deal
with more complicated chemical kinetics, as well as effects that are associated
with ignition and flame-wall interaction processes. The primary disadvantage
of the artificially thickened flame model is the generally increasing insensitivity
of the modelled flame to the turbulence motions due to the artificial thicken-
ing of the flame brush. An efficiency function has therefore been introduced to
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overcome the difficulty of the decrease in the Damko¨hler number and correct
the flame response [27, 118]. In this work, the chosen efficiency factor E is
based on the description by Colin and the interested reader is referred to his
paper [27] for more information. The small scale structures in the flame can
also not be represented with the thickened flame flame.
The transport equation for the progress variable, modelled with the ATF ap-
proach, becomes
∂(ρ¯c˜)
∂t
+
∂(ρ¯c˜u˜j)
∂xj
=
∂
∂xj
(ρ¯TfED
∂c˜
∂xj
) +
S¯c
Tf
(2.42)
where the source term S¯c is the reaction rate corrected by the efficiency factor
E. Recent examples of the application of the ATF model include work by
Freitag [47], Roux et al. [155] and Sommerer et al. [169].
As mentioned above, the artificially thickened flame model benefits from its
simplicity and allows for larger cell sizes, as the flame thickness is artificially
thickened. The reaction rate can also be estimated from chemical tables in-
stead of using Arrhenius laws, allowing for more detailed chemical kinetics.
However, the efficiency function might underestimate the action of the turbu-
lence wrinkling of the flame. An alternative approach to model the reaction
rate is using the Flame Surface Density (FSD), which is defined as the flame
surface area per unit volume. Similar to the thickened flame model, the flame
surface density approach uses the progress variable transport equation, but
the reaction rate is closed either by the algebraic expression or solving the
computationally expensive flame surface density transport equation [38, 142].
The flame surface density model measures the flame front wrinkling due to tur-
bulence and it allows to model chemistry features and turbulence-chemistry
interaction. Even though the method allows to observe the small scale struc-
tures in the flame, the chemistry is defined by only the laminar flame speed. In
the opposed jet set-up, the flame position depends on the turbulence-chemistry
interaction, which makes the flame surface density model less suitable.
An opposite approach to the thickened flame model, the flame front tracking
approach treats the flame as a surface with zero thickness. In the approach the
flame propagates freely towards the unburnt mixture. A common model is the
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G-equation formulation where the flame front is represented with a constant
value G0 of the level set function G. The level set function can be chosen to
be a surface of constant temperature or reaction progress variable. It takes a
value of G = 0 at the flame front, G < 0 in the unburned mixture and G > 0
in the burned gases [142]. Similarly to the artificially thickened flame model,
the G-equation formulation has been developed to overcome the problem of
flame resolution. Nonetheless in the thin reaction zones regime, where the
flame is broadened by turbulence, the flame structure is not resolved and has
to be modelled. In addition, the assumption of an intact flame front makes
the model unsuitable for the broken reaction zones [38, 173]. The G-equation
formulation was not used, as the thickened flame model is computationally
more efficient when using Arrhenius law with one-step chemistry.
Unlike in the thickened flame and flame surface density models, chemistry ki-
netics are neglected in the Eddy Break Up (EBU) model. The approach is
mainly applicable to flows at high Reynolds and Damko¨hler numbers, where
the flame is most governed by the turbulent field and chemical kinetics are neg-
ligible. In the eddy break up model, combustion is described by a single step
global chemical reaction and the model assumes an infinitely thin flame. How-
ever, some species, such as CO, cannot be represented by fast chemistry and
therefore cannot be predicted correctly with the eddy break up model [173].
To incorporate the significance of the fine structures in a turbulent reacting
flow in which combustion chemistry is important, the Eddy Dissipation Model
(EDM) has been introduced. The model is a modified version of the eddy break
up approach to model the mass fraction occupied by the fine structures. How-
ever, the assumption of irreversible, one-step chemistry results in no coupling
between the chemical reaction and the turbulent mixing [128].
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Chapter 3
Numerical Framework
The following chapter outlines the characteristics of the Finite Volume Method
(FVM) and spatial discretisation. The FVM is described on the basis of the
general transport equation, along with the approximation of the convective
and diffusive fluxes for the Euler-Lagrange approach used in this work. The
computational grid, its advantages and disadvantages, will be described and
the chosen notation will be introduced. In section 3.2 the time discretisation
and time advancement are outlined, before describing the role of the pressure-
solver for the present conservative transport scheme. A general overview of the
boundary conditions and wall treatment is given in section 3.5, whereas the
specific details of the applied immersed boundary method is given in chapter 4.
3.1 Finite Volume Method
As discussed in Chapter 2, the general transport equation can be used to de-
scribe the evolution of scalar fields in turbulent flows. However it is not always
feasible, nor necessary, to compute a continuous solution. In the well estab-
lished Finite Volume Method (FVM), the domain is split into a finite number
of elements and the governing equations are integrated for each control volume
(CV). The volume integrals in the equation are then converted to surface inte-
grals by applying the divergence theorem to evaluate the terms as fluxes at the
surfaces of each finite volume. The flux entering is equal to the flux leaving the
control volume. An advantage of the FVM is its easy adaptability to unstruc-
tured meshes. The interested reader is referred to the works by Scha¨fer [162]
or Versteeg and Malalasekera [186] for a more detailed description of the FV
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method.
The principle of the FVM will be demonstrated with the transport equation
for a generic scalar φ; the momentum equation and mixture-fraction transport
can be derived in a similar manner. The transport equation (2.3) for a scalar
quantity φ reads:
∂φ
∂t
+
∂φuj
∂xj
=
∂
∂xj
(
D
∂φ
∂xj
)
+ Sφ (3.1)
and when integrated over a finite volume (control volume) ∆V can be written
as ∫
∆V
∂φ
∂t
dV +
∫
∆V
∂φuj
∂xj
dV =
∫
∆V
∂
∂xj
(
D
∂φ
∂xj
)
dV +
∫
∆V
SφdV (3.2)
The convective and diffusive terms in Eq. (3.2) need to be rewritten as fluxes
over the surfaces ∆A of ∆V by applying the divergence theorem [5], which
relates the volume integral and surface integral by∫
∆V
∂ψ
∂xj
dV =
∫
∆A
ψnjdA (3.3)
where ψ is a generic field quantity and nj is the outward pointing normal
vector of the surface ∆A. Substituting Eq. (3.3) into Eq. (3.2) yields
∂
∂t
∫
∆V
φdV +
∫
∆A
(φuj)njdA =
∫
∆A
Dj(φ)njdA+
∫
∆V
SφdV (3.4)
where the term Dj(φ) is proportional to the gradient of φ with the constant
of proportionality being the diffusion coefficient Dφ
Dj(φ) =
(
Dφ
∂φ
∂xj
)
j
(3.5)
Solving Eq. (3.4) would still allow for an analytical solution for simplified cases.
However, applying it to a finite volume has already removed information from
the differential form, which applies an infinite number of points. In the next
step, approximations for the volume and surface integrals are introduced to
obtain an algebraic form of the governing equations. In this work the product
of the cell volume and the quantity at the cell midpoint is used to estimate
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the volume integral as follows:∫
∆V
ψdV ≈ ψM∆V (3.6)
The approximation of the surface integrals is based on the sum of all quantities
at the cell faces multiplied by the face area and the face normal pointing
outwards. ∫
∆A
ψnjdA ≈
∑
f
ψfnf∆A (3.7)
Applying these approximations to Eq. (3.4) and assuming cubic control vol-
umes (where the summation of Eq. (3.7) is simply carried out over the six
square faces f) results in
∂
∂t
(φM∆V ) +
∑
f
φfufnf∆Af =
∑
f
Df (φ)nf∆Af + Sφ,mid∆V (3.8)
where nf is the cell face normal. As quantities are often stored at the cell
centres, interpolation of these values to the cell faces is necessary to apply
Eq. (3.8). These will be discussed separately for the convective and diffusive
fluxes for the Euler and Lagrange approach in the following sections, after a
brief introduction of the computational grid and coordinate system.
3.1.1 Computational Grid
The present work utilises an in-house code called PsiPhi, which uses a struc-
tured Cartesian grid. The grid consists of cubic cells of length ∆ (∆x = ∆y =
∆z), where all information is stored at the cell centre. Figure 3.1 shows an
example of a two-dimensional grid, where w, e, n, s denote the cell faces of
the neighbouring cells to the west, east, north and south, respectively. In a
three-dimensional grid there are also t (top) and b (bottom) cell faces. To
fully describe the mesh, the centres of adjacent cells are labelled with W , E,
N , S, T , B according to their position. The notation will be used during the
discussion of the discretisation schemes for the convective and diffusive fluxes.
A structured grid offers the advantage of avoiding costly division operation for
non-uniform cell lengths and simple addressing in memory, resulting in efficient
loop vectorisation when compiling and running the program. Furthermore the
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coupling of the Eulerian and Lagrangian fields is simplified and straight for-
ward, as particle positions can be easily translated into grid coordinates. Using
one cell-size is also consistent with the use of one filter width in LES. However
a constant cell size means that the grid must be fine enough to model critical
small regions correctly, but coarse enough to limit computational time.
Figure 3.1: Illustration of the grid structure and grid notation
3.1.2 Description of Fluxes
This section will give a brief description of the approximation methods for
the convective term. Furthermore an approximation for the diffusion term of
the Eulerian approach will be discussed. The discussion of the Lagrangian
diffusion is deferred to chapter 6 as it is redundant in the presented immersed
boundary approach.
Different approaches have been taken for the convection of the Eulerian and
Lagrangian transport. The Eulerian field will be evaluated by approximat-
ing the convective and diffusive terms over the cell faces and the Lagrangian
particles will be transported by a simple equation of motion.
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3.1.2.1 Convective Fluxes
As discussed in section 3.1, the convective flux
∑
f FC,f over cell face f of a
generic quantity φ is given by:∑
f
FC,f =
∑
f
φfufnf∆Af (3.9)
Assuming an orthogonal grid, the convective flux Fe over the eastern face of
cell C in the Eulerian approach can be expressed as
Fe = φeue∆Ae (3.10)
The velocity ue can be calculated by dividing the momentum by the density
and needs to be interpolated to the centre of the surface Ae. The value of
φe also requires an approximation by interpolation, where the method of esti-
mation influences the behaviour of the convection scheme. Three differencing
schemes (Central Differencing scheme - CDS, Upwind Differencing Scheme -
UDS and Total Variation Diminishing - TVD) were applied for the Eulerian
convection.
In CDS, the convective terms are approximated by linear interpolation between
two neighbouring cells in order to compute the cell face values of a property
φ. On a one-dimensional domain with equidistant rectangular cells it leads to
φe =
φC + φE
2
(3.11)
The central differencing scheme is second-order accurate, simple to implement
and computationally efficient. However, the central differencing scheme ignores
the flow direction, which can cause instabilities. The resulting oscillations are
unrealistic for mixture fractions and progress variable, where the range limit is
between zero and one. Outside this range, the mixture fraction and progress
variable have no physical meaning and therefore CDS should be used with care
or higher order accurate methods should be implemented.
The Upwind Differencing Scheme or ’donor cell’ differencing scheme is suitable
for convection dominated flows because it accounts for the flow direction. The
cell face value φw is always equal to the upstream value of the cell face.
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φw =
{
φW for uw > 0
φC for uw < 0
(3.12)
UDS is first order accurate and is used in early CFD codes as the scheme sup-
presses numerical oscillations, however it can produce erroneous results from
false or numerical diffusion, and therefore more sophisticated methods had to
be developed.
The Total Variation Diminishing (TVD) scheme can be seen as an advancement
by using the stability advantage of UDS in combination with the high-order
accuracy of CDS. Many TVD schemes are second-order schemes that suppress
numerical diffusion and oscillation. Total variation diminishing schemes weigh
the UDS and CDS contributions based on a flux limiter function B(r) and can
be written as
φe = φC +
B(r)(φC − φW )
2
(3.13)
assuming a positive velocity field pointing from west to east. In this work, the
non-linear CHARM limiter function was used
B(r) = r(3r+1)
(r+1)2
if r > 0 (3.14)
B(r) = 0 if r < 0 (3.15)
where the gradient ratio r is given by
r =
φE − φC
φC − φW (3.16)
The CHARM limiter function benefits from accuracy, smoothness and sta-
ble behaviour. Therefore the TVD scheme was used in combination with the
CHARM limiter function for the convective transport of the mixture fraction
and progress variable. Alternative flux limiter functions and their characteris-
tics can be found in the book by Versteeg and Malalasekera [186].
3.1.2.2 Diffusive Fluxes
Diffusion can be defined as the net transfer of mass from a region of higher
concentration to a region of lower concentration. Molecular diffusion is the net
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transport of molecules by random motion [6]. Simple cases in one dimension
can be mathematically described as
∂
∂t
φ(x, t) =
∂
∂x
(D
∂
∂x
φ(x, t)) (3.17)
with the generic scalar φ and the diffusion coefficient D, as described in equa-
tion (3.1). The LHS of Eq. (3.17) defines the local change of the scalar and D
defines the diffusivity of the scalar at point x at time t.
Similar to the convective flux, an approximation for the diffusive fluxes over
cell face f in Eq. (3.8) is required.∑
f
FD,f =
∑
f
Df (φ)nf∆Af (3.18)
where the termDf (φ) is proportional to the gradient of φ, as shown in Eq. (3.5).
For the approximation of Df (φ), a second order accurate CDS approximation
is used. Assuming unity cell width, in one dimension, this corresponds to the
following discretisation for the eastern cell face:
De(φ) ≈ DφφE − φC
∆x
(3.19)
where Dφ is the diffusion coefficient and ∆x is the distance separating the two
points. Using Eq. (3.19) and assuming an orthogonal grid, the diffusive flux
can be written as
FD,e = De(φ)ne∆Ae ≈ DφφC − φE
∆x
∆Ae (3.20)
The equation allows for the second order approximation of the diffusive term
on orthogonal grids and is used in this work as part of the PsiPhi code.
3.1.3 Particle Transport
Lagrangian particles can be added to the simulations to describe numerical
particles in the flow. The change in particle locations are described by the
transport equation. Hence, the particle locations are functions of position and
time; so any particle position can be described with a simple differential equa-
tion and the position of each particle can be tracked as changes are computed.
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The use of a cubic Cartesian grid simplifies the tracking of particles without
the need of long and computationally expensive search algorithms to determine
the particle position. Knowing the exact particle location and velocity allows
particles to be transported by applying a simple equation of motion that is
computationally inexpensive and simple to implement, as shown in Eq. (3.21).
~x(t) = ~x(t0) +
∆t∫
t0
~vδt (3.21)
where ~x is the location and v is the velocity. If the particle motion is influ-
enced by the flow field, the particle velocity in a three dimensional domain
is calculated from tri-linear interpolation. In this work particles are used to
describe objects which move independently of the flow field; hence a particle
velocity is prescribed. The particles are advanced in time with the same time
integration scheme as the Eulerian fields, in this work either the third order
low-storage Runge-Kutta or Euler explicit (see Section 3.2). As the wall move-
ment is driven by an external force, independent of the flow field, only one way
coupling is considered.
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3.2 Time Discretisation
The numerical solution for the partial differential equations needs to be ad-
vanced in time in order to describe the unsteady turbulent flow. The following
sections will focus on the Euler explicit scheme (EE), Euler Implicit scheme
(EI) and the Runge-Kutta scheme (RK). Other schemes are available, such as
the Leap-Frog method (LF). However, the focus will lie on the EE and RK
methods as these were used during this work.
As a first step, the transport equation (2.7) for a generic scalar quantity φ, is
rewritten as
∂φ
∂t
= −∂φuj
∂xj
+
∂
∂xj
(
D
∂φ
∂xj
)
+ Sφ = =(φ) (3.22)
where the convection term has been moved to the right hand side and =(φ)
is used to represent the effects of convection, diffusion and sources/sinks. The
total simulation time is split into a number of time intervals referred to as time
steps m, each lasting a duration of δt. With this in mind, the more convenient
form of Eq. (3.22), written as
∂φ
∂t
= =(φ) (3.23)
is then discretized in time by the schemes outlined in the following subsections.
3.2.1 Euler Explicit
The simplest method for the time integration is the Euler Explicit scheme. The
solution is computed based on the previous known time step by the expression
φm+1 ≈ φm + =(φm)δt (3.24)
Though the method is computationally cheap, it is only first order accurate
(O(δt)). Therefore the solution may include large errors, unless a small time-
step width is used. Furthermore the EE scheme is generally unstable with
the Navier-Stokes equation if the value of the Courant-Friedrichs-Lewy (CFL)
limit (see Section 3.2.4) is greater than unity. Hence the use of the EE scheme
should be avoided, as discussed in more detail by Ferziger and Peric´ [43].
53
3.2.2 Euler Implicit
The one step scheme can be stabilised by discretising =(φ) at the new time-step
(m+ 1). This method is called the Euler Implicit (EI) scheme.
φm+1 ≈ φm + =(φm+1)δt (3.25)
The first order accurate EI scheme is more stable and allows for time-steps
larger than unity without becoming unstable. However it is dissipative, more
complex and computationally more expensive. Additional computing effort is
required to solve a system of equations for the unknown values at the new time
step.
3.2.3 Runge-Kutta
The Runge-Kutta scheme is a sub-step scheme, where additional points be-
tween the time-steps δtm and δtm+1 are used. The scheme is computationally
more expensive in comparison to the EE scheme, however its simplest form is
of second order accuracy, consisting of two steps. The first step uses a half
step as a predictor step (Eq. 3.26), which is based on the Euler explicit scheme.
The second step is a mid-point corrector (Eq. 3.27), as shown below.
φm+ 1
2
≈ φm + =(φm)δt
2
(3.26)
φm+1 ≈ φm + =(φm+ 1
2
)δt (3.27)
The more popular form of the Runge-Kutta scheme is a fourth order scheme,
where the first two steps use an explicit Euler predictor and an implicit Euler
corrector. This is followed by a mid-point predictor and Simpson’s rule final
corrector [43].
In this work, a third order low-storage Runge-Kutta scheme with weighted sub-
time steps was used [148]. The applied scheme has lower memory requirements
than the fourth order form and it is more accurate than the simplest form. The
scheme has also been applied successfully in other studies [130, 139, 173, 194].
The applied scheme consists of three sub-steps and each sub-step advances
by explicit Euler time integration of the previous intermediate step until a
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time-step is completed. The sub-steps are weighted as follows
δt1 =
1
3
δt, δt2 =
5
12
δt, δt3 =
1
4
δt
and the Runge-Kutta scheme can be written as
φm+ 1
3
≈ φm + (α1=(φm))δt1 (3.28)
φm+ 3
4
≈ φm+ 1
3
+ (α2=(φm+ 1
3
) + β2=(φm))δt2 (3.29)
φm+1 ≈ φm+ 3
4
+ (α3=(φm+ 3
4
) + β3=(φm+ 1
3
) +
β2
α2
=(φm))δt3 (3.30)
where the coefficients in Eq. (3.28 - 3.30) have the following values
α1 =
1
3
, α2 =
15
16
, α3 =
8
15
, β2 = − 75
144
, β3 = −51
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3.2.4 Time-step width
To ensure stability and accuracy of explicit time integration, such as the Eu-
ler Explicit, the flow information should be transported to neighbouring cells
without ’jumping across cells’ in a single time-step. This can be achieved
by applying the Courant-Friedrichs-Lewy condition to the time-step width.
The accuracy increases with a reduction in time-step width, similar to spatial
discretisation. Courant et al. [29] suggested that the CFL condition can be
evaluated from the velocity u, time-step width δt and the cell dimensions ∆
and it can be expressed as follows
CFL =
umaxδtmax
∆
⇒ δtmax = ∆
umax
CFL (3.31)
Therefore the maximum time-step width is evaluated based on the cell dimen-
sions and the velocity and the information must not be transported further
than a distance corresponding to the CFL limit times the cell width. If the
time-step width is larger than permitted by the CFL condition, the simulation
will diverge. No distinction between the different axes needs to be made due
to the use of cubic cells.
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3.3 Predictor-Corrector Algorithm
The accurate scalar transport is important for Large-Eddy simulations in or-
der to conserve mass and momentum. Even though a Runge-Kutta scheme
is used for the advancing of the flow fields, continuity has not been consid-
ered yet. Therefore the PsiPhi program uses a predictor-corrector scheme
to conserve mass and momentum. A density (mass) error due to transport
and wall movement is predicted to then correct the momentum field accord-
ingly. The scheme was developed by Kempf [82] and it was shown to work
well in the past [85, 139, 195]. The algorithm is briefly outlined in the follow-
ing paragraphs; a detailed description can be found in the work by Kempf [82].
In the predictor-step, the transport equations for the filtered density ρ¯ and fil-
tered product of a scalar and density ρ¯φ˜ are solved based on the velocity field
of the previous time-step. The transport process then leads to the predicted
values ρ¯PD and ρ¯φ˜PD and the related scalar φ˜ can be derived by dividing ρ¯φ˜PD
by ρ¯PD. In this description, the transported scalar is used to represent the
mixture fraction f˜ for isothermal flows and the progress variable c˜ for pre-
mixed combustion. Nonetheless, the filtered scalar φ˜ will be used, to keep the
further description of the predictor-corrector algorithm more generic.
In the next step of the scheme, the chemical sub-model is used to relate the
scalar φ˜ to the corresponding chemical state and the target density from the
sub-model is denoted ρ¯CS. At this point, the target density differs from pre-
dicted density because the velocities were advanced without considering the
pressure term at the end of the previous time step and without considering
density changes due to chemical reactions. Therefore the velocity field needs
to be adjusted so that the transport with the corrected velocities will result
in the target density ρ¯CS instead of the predicted density ρ¯PD. The necessary
corrections of the momentum and velocity fields are based on a pressure cor-
rection algorithm, which is described in section 3.4.
In the following correction step, ρ¯φ˜ are transported again using the corrected
velocities. The resulting transported density is now much closer to ρ¯CS and
if necessary, this can be extended to an iterative process to further reduce
the error. The stability of the predictor-corrector algorithm is improved by
56
applying a relaxation factor α to the density correction. This can strongly
reduce the fluctuations in the density field and thus smoothen the density field
with convection [82]. In comparison to the standard projection method for
constant density flows, in which the divergence of the velocity field is calculated
to apply the correction, the density and mixture fraction/progress variable is
transported in the described method. These transported values and the values
from the chemical progress are then used to predict the density error, on which
the correction is calculated.
3.4 Pressure Correction
As mentioned above, the predictor-corrector algorithm requires corrected mo-
mentum and velocity fields to ensure that mass does not accumulate. In the
presented work, a projection method [23, 82] was used to calculate the pressure
field, which was subsequently applied to adapt the momentum and velocities
to fulfil continuity. The projection method will be described based on the
unfiltered momentum equation, where the viscous term, convective term and
source/sink term are denoted by Tv, Tc and Ts, respectively. The momentum
equation, in its differential form, then reads
∂(ρui)
∂t
= Tv + Tc + Ts − ∂p
∂xi
(3.32)
The following approach is equally valid for the filtered LES equations. Inte-
gration of Eq. (3.32) over a time step width δt yields the momentum at the
new time level t+ δt.
(ρui)t+δt = (ρui)t +
∫ t+δt
t
(Tv + Tc + Ts)dτ −
∫ t+δt
t
∂p
∂xi
dτ (3.33)
At this point the pressure is unknown, so the third term on the RHS is ne-
glected in the first step and the equation can be rewritten for the predicted
momentum (ρui)
PD
(ρui)
PD = (ρui)t +
∫ t+δt
t
(Tv + Tc + Ts)dτ (3.34)
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The change (predicted correction) in momentum ∆(ρui) can be expressed as
∆(ρui) = (ρui)t+δt − (ρui)PD (3.35)
and subtracting Eq. (3.34) from Eq. (3.33) yields
∆(ρui) = −
∫ t+δt
t
∂p
∂xi
dτ = − ∂
∂xi
∫ t+δt
t
pdτ (3.36)
where for the RHS, it is assumed that the spatial derivative does not vary with
respect to time integration. Therefore Eq. (3.36) can be rewritten as
∆(ρui) = −∂P
∂xi
δt (3.37)
with the mean pressure P over the time interval δt
P =
1
δt
∫ t+δt
t
pdτ ↔
∫ t+δt
t
pdτ = Pδt (3.38)
Based on Eq. (3.37), the Poisson equation for pressure can be derived by
taking the spatial derivative
∂∆(ρui)
∂xi
= −∂
2P
∂x2i
δt (3.39)
In Eq. (3.39), both sides are unknown, however an expression for the momen-
tum term on the LHS can be formulated by writing a continuity equation for
the density correction ∆ρ = ρt+δt−ρPD and the momentum correction ∆(ρui).
∂∆ρ
∂t
+
∂∆(ρui)
∂xi
= 0 (3.40)
Equation (3.39) can then be rewritten as
∂2P
∂x2i
δt =
∂∆ρ
∂t
≈ ρt+δt − ρ
PD
δt
(3.41)
where the RHS of equation (3.41) is known at the end of the prediction step, as
ρt+δt
1 is derived from the chemical state and ρPD is known from the transport
with the uncorrected velocity field. Integrating the known equation yields the
1noted as ρ¯CS in Section 3.3
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pressure field required for the correction of the momentum field. Once the
pressure field is known the corrected momentum field can be calculated from
∆(ρui) = −∂P
∂xi
δt (3.42)
At the end of the prediction step, the correction is applied to the momentum
field to yield the correct momentum at time level t
∆(ρui)t+δt = ∆(ρui) + (ρui)
PD (3.43)
The same procedure is applied to the velocity field to ensure the coupling of
the momentum and velocity field, rather than calculating the momentum and
then interpolate the velocities. A more detailed description of the predictor-
corrector scheme has been given by Stein [173].
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3.5 Boundary Conditions
CFD problems are all defined in terms of initial and boundary conditions,
which have to be specified by the user correctly to get meaningful results. For
a finite volume method, the most common boundary conditions are:
• Inlet
• Outlet
• Wall
• Symmetry
• Periodicity
In this section, the focus of discussion of the boundary conditions will be given
to the inlet, outlet, and periodic boundary conditions, as these were used in
the presented work. The detailed discussion of wall boundary conditions is
deferred to chapter 4. For information on symmetric boundary conditions, the
interested reader is referred to the book by Versteeg and Malalasekera [186].
For the opposed jet (see Section 5.1.3) and piston-cylinder assembly (see Sec-
tion 5.2.2) test cases, Dirichlet boundary conditions were used at the inlet, in
which a value of a given quantity φ (e.g. velocity) is specified at the boundary
of the domain as a known value φinlet so that
φ = φinlet (3.44)
Setting a value for the inflow velocity in the LES simulation is non-trivial, espe-
cially for turbulent flows. However non-laminar flows require some turbulent
fluctuations, which can be artificially generated. The artificially generated
turbulent field at the inflow should satisfy statistical properties, which are
similar to the experimental inflow.
3.5.1 Turbulent Inlet Conditions
The simplest, and often preferred method, is to superimpose random fluctu-
ations (in terms of random noise) onto a mean velocity field. However, the
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random noise for each cell at the inflow is spatially not correlated and the
small fluctuations will dissipate within a few cells of the domain. Klein et
al. [90] suggested a method to generate turbulent inflow conditions that sat-
isfy a prescribed length-scale and Reynolds stress tensor, the method was later
extended by Kempf et al. [84] to arbitrary grids.
The method generates three fields of random noise ra, one for each velocity
component (a = [u, v, w]), to which a digital filter is applied. Each field has
to be created greater in cross-section than the inflow plane, and a stream-wise
extension that exceeds Ubt, where t is the time simulated. The random fields
are convoluted with a discrete low-pass filter Bi,j,k to obtain the filtered fields
Ra
RaI,J,K =
N∑
i=−N
N∑
j=−N
N∑
k=−N
Bi,j,kr
a
I+i,J+j,K+k (3.45)
The coefficients Bi,j,k must be chosen such that a prescribed integral length-
scale Li is recovered by filtering the random noise to satisfy the modelled
auto-correlation function Rxx for fully-developed, homogeneous turbulence [9],
expressed in logical coordinates
Rxx(i, j, k) = exp
(
−pi(i
2 + j2 + k2)
4l2
)
(3.46)
where l is the normalised length-scale l = Li/∆. The filter operation is then
iteratively applied to the fields of random noise until the prescribed turbulent
length-scale is achieved. The fields are renormalised with zero mean and vari-
ance of one to avoid the reduction in amplitude by the filtering process. To
satisfy the prescribed Reynolds stress tensor, the three independent signals are
then superimposed according to a procedure suggested by Lund et al. [107].
This leads to a fluctuation field, which is added to the mean velocity and the
process is repeated for each new inflow slice in the simulation.
Furthermore the filter can be expressed as a tensor product of one-dimensional
filters (Bi,j,k = bibjbk), which permits an efficient implementation at low com-
putational costs by subsequently applying the filter in each direction.
RaI,J,K =
N∑
i=−N
bi
N∑
j=−N
bj
N∑
k=−N
bkrI+i,J+j,K+k (3.47)
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Recently, the method was further advanced by Kempf, Wysocki and Pettit [86]
to improve its parallel efficiency and memory requirements. Nowadays, mod-
ern CFD codes run on hundreds (even thousands) of CPUs by parallelising
the code and using domain decompositions. These decompositions are then
distributed to individual processors and information of the block boundaries is
communicated between them, including information for the generation of the
artificial inflow turbulence to ensure continuity of the inflow conditions. The
required communication for the inflow data can become computationally ex-
pensive, introducing unnecessary overheads and reduce the parallel efficiency.
Furthermore, storing the filtered fields can significantly effect the memory re-
quirements of the code. These problems can be avoided by exploiting the
deterministic characteristic of computer-generated random number series.
For each local domain of the size [Si, Sj, Sk], the creation of turbulent inflow
slices requires a domain of size [1 + 2N,Sj + 2N,Sk + 2N ]. A halo region
of width N is included in all directions, to enable filtering of all of the points
within the inflow plane (Fig. 3.2). There is therefore an overlap of N inflow cells
with each neighbouring domain. Normally the values in the halo region would
be obtained from communication with the neighbouring domain. However the
communication becomes obsolete if the random number generator is seeded
with deterministic random numbers that are obtained as an integer function
of the global cell co-ordinates [ig, jg, kg]. Therefore every processor can obtain
the same random number for the same point in physical space, as the logi-
cal co-ordinates only depend on the physical location in the global domain.
Overall the cost for creating individual random numbers is slightly increased,
however highly costly communication is avoided, improving the overall com-
putational efficiency.
The previously described modifications make the creation of pseudo-turbulent
velocity fields during the simulation initialisation obsolete, as inflow data can
easily be generated at the simulation run time. Each inflow slice requires a
domain of size [1 + 2N,Sj + 2N,Sk + 2N ]. Once each slice of random num-
bers has been filtered in the j- and k-directions, these slices are ’stacked up’
and filtered in the i-direction to produce a field of normalised filtered random
numbers, which is then scaled to obtain the desired turbulent kinetic energy.
After a time δt has been simulated, the ’oldest’ inflow slice is removed from
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the stack and a new inflow slice (filtered in the j- and k-direction) is added,
before the stack is filtered again in the i-direction.
3.5.2 Outflow Conditions
The outflow boundary conditions are often specified with a von Neumann
condition. The conditions prescribe a constant coutlet in terms of the gradient
of the variable φ in the direction of the normal vector nj of the boundary
∂φ
∂xj
nj = coutlet (3.48)
In this work, a zero gradient condition (coutlet = 0) with enforced outflow
(clipping of negative velocities) was used to improve simulation stability. An
alternative to the zero gradient condition is the linear gradient condition, which
is based on the gradient of the last 2 cells in the domain.
3.5.3 Periodic Conditions
The third type of boundary conditions used in this work are periodic or cyclic
boundary conditions [186]. To apply periodic boundary conditions, the scalar
quantities entering the domain at the inlet are equal to the scalar quantities
leaving the domain at the outlet. These conditions are also trivial to imple-
ment on the structured grid, by equating the values of each variable at the
nodes just upstream of the inlet plane to the values just downstream of the
outlet plane. For example, the periodic boundary condition allows for the sim-
ulation of a flow in an infinitely long pipe on a relative short computational
domain (see Section 5.1.1).
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Figure 3.2: A typical 2D domain decomposition across 16 processors. The
inflow domain is indicated by the coloured boxes, and shows the overlapping
halo region. The red dashed box indicates the domain size (dependent on the
prescribed length-scale) that must be stored for the original method of the
inflow generator.
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Chapter 4
Immersed Boundaries
The immersed boundary method is described in the following chapter. An
overview of related boundary methods is given at the beginning of the chap-
ter, which focuses on Immersed Boundary (IB), Marker-and-Cell (MAC) and
Particle-in-Cell (PIC) methods, as they are directly related to the presented
work. Alternative methods, not based on the Navier-Stokes equation such as
the Lattice Boltzmann method for moving boundaries, are also mentioned.
Subsequently the applied IB method is outlined and a numerical description
of the forcing term added to the governing equations is given. The chapter
concludes with a brief discussion on the methods applicability to high perfor-
mance computing.
4.1 Overview
In the immersed boundary method, the governing equations, configured for
complex geometries, can be solved on simple meshes by applying forcing con-
ditions in specific areas where boundaries are present. Many researchers have
applied the IB approach in the previous decades and in this overview, the main
focus will be given to flows with solid immersed boundaries. For overviews of
liquid-liquid or liquid-gas boundaries, the interested reader is referred to An-
derson et al. [3] and Scardovelli and Zaleski [161]. The primary advantage of
immersed boundary methods is the non-body conforming grid, which simplifies
grid generation greatly. Furthermore the method is also computationally very
efficient and it is favoured for its simplicity in dealing with moving boundaries
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as grid refinements can be avoided. However, it is difficult to enforce accurate
boundary conditions, especially along curvature boundaries cutting a cell. The
method is also often limited to first order accuracy.
The term immersed boundary was first introduced by Peskin [134] in 1972,
who used the approach to model blood flow in the heart. The two-dimensional
Cartesian grid did not conform with the geometry of the heart and a novel
IB procedure was used to impose the boundaries. A singular force, in form of
a delta function, was added to the Navier-Stokes equation for the modelling
of the boundary conditions. However, the method suffered from mass loss by
having permeable walls. Another major disadvantage of the method was the
smearing of the boundaries by applying the forcing term over 3− 4 neighbour-
ing cells to improve stability. This causes a problem if the boundaries move as
a result of the fluid flow, however can be easily solved if the boundary is driven
by an external force. Later, Peskin [135] and McQueen and Peskin [117, 136]
applied the IB method successfully to flows in the heart in three-dimensional
domains.
Since the successful application by Peskin, many subsequent IB methods have
been developed. To the author’s knowledge, the first application of the IB ap-
proach to un-deformable immersed boundaries was carried out by Basdevant
and Sadourny [8] and Goldstein et al. [60]. Basdevant and Sadourny studied
unsteady flows around circular cylinders in two-dimensional domains for dif-
ferent Reynolds numbers (Re ≤ 1000). Goldstein et al. applied a feedback
forcing term to simulate the start-up flow around static circular cylinders and
three-dimensional turbulent channels. Both groups used the IB approach in
conjunction with spectral methods and the forcing term was applied over mul-
tiple cells to reduce numerical oscillations near the wall and therefore improve
the numerical stability. Later, Saiki and Biringen [157] used a similar forcing
approach to Goldstein et al. [60] to compute the flow around a rotating circu-
lar cylinder. They applied a 4th-order central finite-difference approximation
for the forcing term which reduced the oscillations experienced by the other
groups. However the three methods share one major disadvantage. The forc-
ing term is applied over multiple cells and requires two model constants to
calculate the forcing term. These constants also need to be tuned to the prob-
lem. Furthermore, simulations of unsteady flow problems require very small
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time-steps, which limits the numerical efficiency. Satisfactory results for un-
steady flows around a circular cylinder for low to moderate Reynolds numbers
were also presented by Briscolini and Santangelo [17].
Mohd-Yosuf [124] developed an alternative forcing approach without the need
of smoothing near the boundaries and the stability problems. Furthermore,
parameters no longer need to be adjusted to geometries. He applied the ap-
proach to laminar flows in a three-dimensional channel and good results were
achieved. Similar to the work by Mohd-Yosuf [124], Fadlun et al. [42] intro-
duced a direct forcing non-boundary conforming approach in which the forcing
term is defined on the first grid node outside the boundary by linear approx-
imation of the velocities. However, the solidity of the walls was problematic
in complex geometries. Therefore, Majumdar et al. [111] suggested the use of
a quadratic two-dimensional stencil, which was applied to a couple of laminar
flow problems, to improve the solidity. More recently Verzicco et al. [187] ap-
plied the forcing approach by Mohd-Yosuf [124] in the framework of a finite
difference LES code to investigate a piston-cylinder arrangement and results
were promising. A more general scheme, based on the work by Fadlun et
al. [42] and Majumdar et al. [111], was investigated by Balaras [7] to derive
the direct forcing term with a highly accurate interface tracking scheme. The
approach has only been applied to simple geometries with low Reynolds num-
ber flows and the distribution of tracking points is a complex task.
A higher-order accurate immersed boundary scheme was proposed by Cortez
and Minion [28], who used a smoothed projection in combination with a delta
function to compute the forcing term. However, the application of the delta
function leads to the same smearing of the boundaries as in [117, 136]. Lai
and Pesking [97] tried to improve the original IB method [135] to second-order
accuracy by calculating the Dirac Delta function with a grid independent fixed
smooth function. In practice, the method remains first-order accurate because
the Dirac Delta function causes jumps at the interface. Two implicit second-
order accurate methods have been compared by Mark and van Wachem [112].
The first approach uses triangle vertices as control points and velocities at
non-grid conforming boundaries are interpolated. The second method is based
on Mohd-Yusof’s forcing approach [124], but rewritten to be fully implicit,
resulting in no flux over the immersed boundaries and no oscillations near the
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boundary. The methods mainly differ in the convergence rate and stability,
with the second being more stable.
Although the term immersed boundary was first introduced by Peskin [134],
similar ideas existed before. One of them is the Particle-in-Cell (PIC) method,
which was first introduced in the 1950’s by Harlow et al. [41, 63], and strictly
speaking is not a pure boundary method. Particles are used to carry material
position, mass and species in order to simulate time-varying behaviour of ma-
terials undergoing distortions. The poor translation from particle properties
to the underlying Eulerian grid leads to low accuracy as a result of numeri-
cal diffusion. Many attempts have been made to solve these issues, but none
succeeded [65]. A semi-successful advancement of the PIC method is the Fluid-
Implicit-Particle (FLIP) method [16]. A full Lagrangian representation is used
for the fluid, which eliminates the diffusion. A good level of accuracy was
achieved, especially with increasing number of particles, however the method
is computationally very expensive.
The second method that should be mentioned is the Marker-and-Cell (MAC)
method, which was developed by Harlow and Welsh [66, 191] in the 1960’s.
Based on the PIC method, it was developed for free surface flows. The inter-
face is treated as a free surface, tracked by virtual Lagrangian particles and
pressure boundary conditions are imposed across the surface. However, the
method was greatly limited to simple domains and small time-step widths for
stability reasons. The successor of the the MAC method is referred to as AB-
MAC (Arbitrary Boundary MAC) method [188], which is a generalised form
that can also deal with moving boundaries. Rider and Kothe [153] presented
an implicit marker and cell method based on the early development of the
original PIC and MAC methods. They used particles to track the fluid phase
and velocities were calculated from bilinear interpolation. The method has
been applied to compressible flow problems, but is limited by the high com-
putational cost of transporting the large required number of particles.
The Cartesian grid method, another class of methods, is often used to simulate
viscous flows with embedded solid boundaries on Cartesian grids [10, 26, 34].
The Cartesian grid methods rely on non-body fitted meshes without using
a force term to impose the correct boundary conditions. The grid cells at
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the body interface are modified according to the intersection with the un-
derlying grid. Although, depending on the body and the geometry, a large
number of cut interface cells may be created and these require special treat-
ment. Having similar capabilities as the IB methods, Udaykumar et al. [183]
and Ye et al. [197] used the Cartesian grid method to study unsteady viscous
flows. Gilmanov and Sotiropoulos [58] proposed a hybrid Cartesian/immersed
boundary method to simulate a flapping wing and a fish. They applied un-
structured grids and achieved a solution with second-order accuracy. However,
the method requires the generation of very complex grids to obtain good re-
sults.
Alternative classes for the simulation of immersed boundaries in steady and
unsteady flows are the front tracking Arbitrary Euler-Lagrange (ALE) method,
the level-set method and the Lattice Boltzmann method. The front tracking
ALE method is used by Jaeger and Carin [77] and Hirt et al. [71] in com-
bination with unstructured finite element meshes. The mesh is continuously
adapted by the nearest node to the interface to maintain a sharp solution.
Osher and Sethian [132] proposed the level-set method and the interface is
simply captured by a contour of a scalar function. The method works well
for simple geometries, especially with respect to moving and merging surfaces
and the interested reader is referred to the books by Sethian [165, 166] for
more information. Overall the approach has a higher numerical error than the
front-tracking methods and mass conservation is also a problem.
Cui et al. [32] and Lallemand and Luo [98] apply the Lattice Boltzmann method
to problems with moving solid surfaces in fluids. They use a simple bounce-
back scheme to mimic particle boundary interaction for no-slip boundary con-
ditions by reversing the particle momentum near walls. The method is second-
order accurate and has been used in other studies [59, 69, 108].
The concept of immersed boundaries is closely linked to the fundamental as-
pects of flow behaviour in the near wall regions in applications where viscous
effects have a strong impact on the region of interest. More recently, an in-
creasing popularity in using LES for the simulations of highly unsteady engi-
neering flows motivates the use of boundary methods. However, scalability of
IB methods, complicated implementations with tuneable parameters and high
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computational costs of methods pose limitations to their applicability.
The presented immersed boundary method has been developed for Large-Eddy
simulations of engineering flows at low to moderate Reynolds numbers, where
boundary layer effects are negligible in the region of interest. The simplicity of
the method allows for computationally efficient simulations of isothermal and
reactive flows in complex geometries, while maintaining a good level of accu-
racy in the main flow region. Furthermore the technique also works effectively
for moving objects, with no significant increase in computational costs.
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4.2 Euler-Lagrange Methods
Flows in engineering problems are often constrained by walls, which can be
anything from a straight pipe to a complex turbine assembly. The constraints
need to be represented accurately and wall effects need to be incorporated in
order to gain an accurate flow representation. As mentioned before, unstruc-
tured grids can be used for a more accurate consideration of wall effects in
complex geometries. However, these grids are often difficult to generate and
adversely affect the computational efficiency. Structured grids, on the other
hand, are more efficient and less complex to work with.
In this section, the Euler-Lagrange method for immersed boundaries is pre-
sented. The primary advantages of IB methods are based on the fact that the
grid generation is greatly simplified, the methods are computationally efficient,
no grid refinement near the boundaries is required and the approach has been
successfully applied for low to moderate Reynolds number flows [42, 60, 124].
Resolving the boundary layer accurately in higher Reynolds number flows is
more challenging, especially if the boundary surface is not aligned with the
grid lines. However in many engineering problems the region of interest is often
away from the surfaces, especially in reactive applications such as the opposed
jet flow (see Chapter 5), an internal combustion engine, the combustion pro-
cess in a gas turbine or coal combustion in power plants. The Navier-Stokes
equation is reviewed to account for the force term and the section concludes
with a short discussion of the method’s suitability for high performance com-
puting.
In this work, wall positions are tracked with Lagrangian particles on an under-
lying Eulerian grid. In other words, particles are used to distinguish between
fluid and wall cells. Mapping a particle position to a cell on the Eulerian
grid identifies the cell as an immersed boundary and appropriate boundary
conditions are imposed if the boundary cell has neighbouring fluid cells, as
illustrated in Fig. 4.1. The grey coloured cells identify a solid object and the
region outside the object is the free fluid region. The red line indicates the
cell faces were appropriate boundary conditions have to be imposed to ensure
impermeability. At this point it should be mentioned that the term wall also
refers to the interior of a solid object, and not just the interface between the
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liquid and solid state.
Particle positions can be directly translated (simple hashing) to the Eulerian
grid by converting the physical particle position to the Cartesian grid coordi-
nates, according to
[i, j, k] = [
x
∆x
,
y
∆y
,
z
∆z
] (4.1)
where [x, y, z] are the axial positions of a particle p and ∆ is the cell width
in that dimension. The use of an equidistant Cartesian grid (∆x = ∆y = ∆z)
simplifies the translation from particle positions to the Eulerian grid and makes
the identification of cells with particles inside straight forward and computa-
tionally efficient. For example, Mittal and Iaccarino [123] need to use a search
algorithm to track their Lagrangian boundary position on the unstructured
Eulerian grid, introducing additional computational overheads. The use of an
unstructured grid would also increase the complexity of interpolation schemes
as cell sizes have to be taken into account. Unlike in other methods, the pro-
posed method has only two cell types, wall and fluid cells. Although cells in
the near wall region are subjected to special treatment to ensure impermeabil-
ity of walls.
Furthermore, the tracking and mapping of particles is only necessary for mov-
ing wall problems. For static problems, the particle positions remain constant,
making the operation of particle tracking obsolete, which improves the com-
putational efficiency significantly. The mapping of particles onto the Eulerian
grid can also be computationally expensive, especially if a large percentage of
the domain contains Lagrangian particles. In order to avoid unnecessary com-
putations, especially for non-moving boundary problems, an immersed bound-
ary (IB) helper field is used to improve the computational efficiency for the
treatment of the near wall region, which is discussed in more detail in the
following subsections. The IB-helper field takes value unity for fluid cells and
zero for wall (particle) cells and only needs to be updated at the beginning of
the simulation (static) or each time-step (moving boundary problems). This
allows for computational efficient array arithmetic on the transported scalar
fields without having to repetitively map particles to the Eulerian grid.
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Figure 4.1: Sketch of an immersed boundary, where filled points represent
particles to identify wall cells (highlighted grey) on the Eulerian grid
4.2.1 Body Force
A term for the body force f is introduced into equation (2.6) to model the
effects of the body on the flow. The term is then evaluated to assign a desired
velocity distribution over the boundary face within the blocked walls. At this
point it should be stressed that the forcing term does not necessarily imply a
force acting on the fluid; but can generally represent the action of the immersed
boundary on the flow [74, 134]. Adding the force term to the simplified Navier-
Stokes equation yields
∂ρui
∂t
+
∂ρuiuj
∂xj
= µ
∂2ui
∂x2j
− ∂p
∂xi
+ fi (4.2)
Rearranging Eq. (4.2) for the body force f leads to
fi =
∂ρui
∂t
+
∂ρuiuj
∂xj
− µ∂
2ui
∂x2j
+
∂p
∂xi
(4.3)
and to get the target velocity ui,tg for the wall cells to ensure the correct force
on the fluid at the end of each time step, the forcing term, in discretised form,
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must be:
fi =
ρui,tg − ρui
δt
+ Ts,i (4.4)
where Ts,i is used to represent the convective and viscous terms and the pres-
sure gradient from Eq. (4.3). In the numerical description, the same effect is
achieved by simply resetting the velocity in a wall cell to the target value.
In principle there is no restriction on the boundary shape and type of force
used. For example, Goldstein et al. [60] and Saiki and Biringen [157] apply
feedback forcing, based on the difference between the flow and the wall that
enforces a zero velocity gradient across the wall face. The interested reader is
referred to Fadlun et al. [42] for a more general discussion on the different types
of forcing approaches. In the presented work, a more direct forcing approach
is used, which is based on the wall (particle) velocity and no implicit forcing
term needs to be computed. In static, non-permeable walls, the momentum
(forcing) in a cell is set to zero. For moving walls, the ’forcing ’ term is explicitly
defined by the particle velocity (i.e. the wall velocity) and the fluid density.
utg = up (4.5)
The forcing term can be directly applied to the Eulerian field as all parti-
cle positions, and therefore boundary positions, are known. So the forcing
is directly imposed on the boundary without any dynamic process and the
boundary holds at every time-step.
If the boundary does not coincide with a cell face (complex and/or moving
boundary problems), an interpolation scheme is required to determine the
contribution of the body force. In this work, the weighting based scheme is
used, in which the factors are calculated from the volume fraction occupied by
the body with respect to the volume of the cell
ρui,tg = αρup + (1− α)ρui (4.6)
where α is the volume fraction of the cell occupied by the solid body. The
volume fraction is determined from the distance of the particle to the cell face.
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4.2.2 Impermeability
The pressure correction algorithm needs to be adjusted to ensure imperme-
able walls by setting the wall pressure gradient ∇Pwf to zero. Furthermore,
diffusion across the wall faces should also be avoided (Eq. 4.7).
∇Pwf = 0 and FD,wf = 0 (4.7)
In this work, the solution to the problem of ensuring impermeable walls is
kept simple, so no additional terms are introduced into the pressure correc-
tion, which avoids possible stiffness problems.
The immersed boundary field is used for the correction of the pressure, as
wall cell faces with neighbouring fluid cells are easily identified, allowing for
efficient computation of the appropriate boundary conditions in these regions.
As mentioned above, the pressure gradient across wall faces has to be zero to
ensure impermeability of the walls. This is achieved by copying the value of
the pressure term from the neighbouring fluid cell to the first cell within the
boundary, so that
Pw = Pf ⇒ ∇Pwf = 0 (4.8)
For example, referring to Fig. 4.2, the pressure P from cell N is copied to cell C
to get a zero pressure gradient across the northern face of cell C. To efficiently
correct the pressure gradients at wall faces without lengthy search algorithms,
the pressure corrections are calculated for the entire domain. The corrections
are then multiplied by the IB-helper field to set unnecessary modifications to
zero. These calculations are more efficient than search algorithms and can be
optimised by the compiler through the use of array notation, justifying the
small increase in memory requirements to store the IB field. At the end, the
corrected wall pressure values are then mapped back onto the pressure field,
ensuring zero pressure gradients across the boundary faces.
In a multi-dimensional domain, a boundary cell can have more than one neigh-
bouring fluid cell, as illustrated in Fig. 4.3. The pressure gradient therefore
needs to be corrected for multiple faces of the boundary cell. An obvious
solution would be to treat each face individually, however this approach is
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computationally expensive and does not comply with the idea of developing
an efficient immersed boundary method. So an averaging approach, as shown
in Eq. (4.9), is used to compute the pressure term of the wall cell C, where IB
corresponds to the equivalent cell value of the immersed boundary field, and
an equidistant grid is assumed.
PC =
PNIBN + PSIBS + PW IBW + PEIBE + PT IBT + PBIBB
max (1.0, (IBN + IBS + IBW + IBE + IBT + IBB))
(4.9)
For example, referring to Fig. 4.3 again, the pressure value of cell C is calcu-
lated by taking the average of the pressure values from the W and N cells, as
pressure contributions from wall cells are ignored. At this point it should be
noted that the wall is only impermeable if PW = PN ; otherwise the pressure
gradient across the cell faces is not necessarily zero, allowing fluid to pene-
trate the wall. During this work, the error was found to be negligible for the
investigated cases, especially considering the computational efficiency of the
approach. Higher-order schemes with weighting factors can be used to improve
the accuracy of the pressure gradients across all faces.
A similar idea of using the IB-helper field has been applied for the correction
of the diffusive fluxes in the wall regions. The diffusive fluxes are calculated
in each direction for the entire domain, using vector notation to allow for
compiler optimisation. The calculated fluxes are then multiplied by IB-helper
fields, so that no fluxes are applied over the walls. For example, the helper
field for the x-direction takes the minimum value of (IBi, IBi+1). Yet again,
using the helper fields minimise the computational costs, as looping through
particle positions is avoided to identify boundary faces.
Scalar quantities, such as mixture fraction and progress variable, should also
not penetrate the walls. To avoid this problem for moving walls, treatment
of the scalar quantities, similar to the pressure correction, is required at the
immersed boundary. In this work, a von Neumann condition is applied for the
scalar quantities across the wall faces, such that
∇φwf = 0 (4.10)
Unlike in the pressure correction, the scalar quantities from the fluid cell cannot
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simply be copied to the wall cell as the scalar density φρ is transported, instead
of the scalar φ. Furthermore, the difference in density between the fluid and
the wall (ρw 6= ρf ) needs to be taken into account. Therefore, the scalar density
φwρw has to be corrected, according to Eq. (4.11), so that φw = φf .
φwρw = ρw
φfρf
ρf
(4.11)
Yet again, the chosen approach is straight forward, computationally efficient
and applicable to arbitrary boundary shapes. Nonetheless, a similar problem,
as discussed for the correction of the pressure gradient, arises when the bound-
ary cell has more than one neighbouring fluid cell that needs to be considered
for the correction of the scalar quantity. For consistency, the same averaging
approach is used to calculate the scalar quantity of the boundary cell to ensure
that ∇φwf = 0.
Figure 4.2: Sketch of an immersed boundary to illustrate the pressure gradient
correction for wall faces that only have one neighbouring fluid cell
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Figure 4.3: Sketch of an immersed boundary to illustrate the pressure gradient
correction for wall faces that have multiple neighbouring fluid cell
4.2.3 Near Wall Region Treatment
The following section focuses on the treatment of the cells in the immediate
vicinity of solid boundaries. This includes the treatment of freshly cleared cells
for moving boundary problems and the stabilisation of the flow field at the im-
mersed boundaries. A summary of the key characteristics of the immersed
boundary method is given at the end of the section.
Freshly cleared cells are an important issue that should also be discussed.
These cells were in the interior of the body and are exposed to the fluid on
the following time-step as a result of boundary movement. Therefore, none
of the cleared cells have a fluid history, leading to a temporal discontinuity in
the flow field. Nonetheless, a value for the momentum in each cell is required
in order to satisfy the momentum equation. A linear interpolation scheme
with weighting factors is used to create history in the freshly cleared cells from
the momentum in the neighbouring cells. The weighting factors are based on
the distance of the wall to the empty cell. Udaykumar et al. [182] address
this problem in greater detail by applying a cell-merging formulation in con-
junction with a quadratic interpolation among neighbouring grid nodes in the
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flow. However more complex interpolation schemes are computationally more
expensive and affect the computational efficiency.
A blended upwind/central differencing routine (U-CDS), which is a combina-
tion of the upwind- and central differencing schemes, is used for the convection
of the velocity fluxes to improve the numerical stability at the immersed bound-
aries. To briefly recapitulate, the central differencing scheme is accurate, but it
suffers from numerical instability, especially when immersed boundaries move
through the domain. The upwind differencing scheme is more stable, but very
diffusive. Based on these characteristics the upwind differencing scheme is
used for the convection of the fluxes if a cell in the fluid region has one or more
neighbouring wall cells, otherwise the convective fluxes are calculated using the
central differencing scheme. The blended upwind/central differencing scheme,
also illustrated in Fig 4.4, for a generic scalar can be written as
φ = (1− IBfilt) ∗ φUDS + IBfilt ∗ φCDS (4.12)
where IBfilt is the filtered immersed boundary helper field and more details
on it are given below.
The use of the blended upwind/central differencing scheme requires the identi-
fication of the near-boundary cells. The method should be simple and compu-
tationally efficient, since wall locations change in moving boundary problems.
Furthermore, the boundary positions are known from the particle locations and
the immersed boundary helper field, making the identification of the neigh-
bouring fluid cells straightforward. Fluid cells with neighbouring wall cells are
identified by filtering the IB field according to
IBfilti,j,k =
1
27
1∑
ii=−1
1∑
jj=−1
1∑
kk=−1
IBtempi+ii,j+jj,k+kk (4.13)
where IBtempi,j,k is the minimum value of the neighbouring cells in the IB field,
i.e. IBtemp is zero if the fluid cell has one or more neighbouring wall cells,
otherwise it takes the value unity. Having identified the near boundary cells
allows then the application of the blended upwind/central differencing scheme.
The approach is general and can therefore be applied to arbitrarily complex
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bodies; simulation results using this approach are presented in chapter 5. In
general, the scalar transport for the immersed boundary method can be sum-
marized in six distinctive phases as shown in Fig. 4.5.
Figure 4.4: Visualisation of the upwind/central differencing scheme
To recapitulate, one of the key characteristics of the immersed boundary
method is its simplicity and efficiency. The use of a Cartesian grid allows
for the direct translation (simple hashing) of particle positions onto the un-
derlying Eulerian grid. Complex search algorithms are therefore not necessary
to identify cells containing particles. Furthermore, the use of the immersed
boundary helper fields allows for compiler vectorisation of array calculations.
These calculations are computationally more efficient than looping through
arrays or remapping the particle positions for each calculation. The disadvan-
tage of the IB helper fields is that they require additional memory to store
the information, however the memory footprint is negligible. The immersed
boundary characteristics mentioned above, including the use of simple interpo-
lation schemes, make the method computationally very efficient in comparison
to alternative immersed boundary methods. Even though, most of the advan-
tages are enabled by the use of a simple grid.
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Structure of Immersed Boundary Method
1. Predictor step
Scalar transport: Advance the transport equation for ρ¯ and ρ¯φ˜ using the
uncorrected velocities from the previous time-step to yield predicted scalar
values ρ¯PD and ρ¯φ˜PD
2. Evaluation of chemical state
(a) Calculate the value of the scalar φ˜ by dividing ρ¯φ˜PD by ρ¯PD and
(b) Calculate the target density ρ¯CS by using the chemistry model to eval-
uate the chemical state based on the scalar value φ˜
3. Projection
(a) Calculate the density error ∆ρ¯ from the difference of the target ρ¯CS
density and the predicted density ρ¯PD
(b) Correct pressure gradients for current wall position to ensure imperme-
ability
(c) Use the density error to calculate the momentum and velocity corrections
4. Correction step
(a) Scalar transport: Use the corrected velocities to advance the transport
equation for ρ¯ and ρ¯φ˜ yielding the corrected scalar values ρ¯CR and ρ¯φ˜CR
(b) Momentum transport: Advance the momentum equations to provide the
momentum prediction ρ¯u˜i
PD for the next time-step
5. Wall movement
(a) Particle transport: Advance all particles to yield the new particle posi-
tions
(b) Momentum update: Correct the momentum to yield the prediction
ρ¯u˜i
CR,PD for the new boundary positions
(c) Update immersed boundary helper field for the pressure correction in
the next time step (if applicable)
6. Finalise time step
(a) Treatment of the boundaries of the computational domain
(b) Calculate the turbulent viscosity νt
Figure 4.5: Structure of Immersed Boundary Method
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4.3 Parallelisation
The increasing availability of computing power at decreasing costs allows for
the use of supercomputers in scientific research. The large machines consist of
hundreds, even thousands, of multi-core chips or GPGPUs (general purpose
computing on graphics units) which have gained popularity in the field of High
Performance Computing (HPC) in recent years. However, the parallelisation
of a scientific code, to achieve efficient computational run times, can be diffi-
cult and time consuming. Nonetheless, the parallelisation of these codes allows
the increase of the problem size and complexity while minimising the time to
reach a solution by using the available computing power more efficiently.
In the present work, the Eulerian domain is decomposed in three dimensions
and the solution of the global domain is calculated in parallel. The particles
corresponding to each sub-domain are stored alongside the Eulerian fields in
the local memory of the CPUs. A halo-swap is performed at the end of every
time-step1 to exchange boundary values between processors. Storing particles
locally might lead to a load imbalance between processors as most particles
could end-up on one processor. However this was not a problem in the current
work because geometries and wall movements were known at the beginning
of the simulations and appropriate decompositions were chosen. Furthermore,
typically one particle was used for each wall cell, minimising the memory foot-
print. An alternative approach would be the decomposition of the Eulerian
domain onto processors and have designated processors solely assigned to the
particle transport. The main disadvantage of this approach is that all parti-
cles need to be communicated to their specific processor location at the end of
every time-step. The communication introduces an overhead which can have
a significant impact on the computational efficiency. The interested reader is
referred to Appendix B and the work by Pettit [138] and Wysocki [193] for
more information on parallelising and optimising the PsiPhi code and another
scientific code the author has worked on. More general information about
parallelising scientific codes can be found in the work by Berthou and Colom-
bet [11] and Jackson et al. [75, 76].
Weak scaling, which defines how the solution time varies with the number of
1Sub-time-step if the Runge-Kutta scheme is applied
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processors for a fixed problem size per processor, was used to the evaluate the
performance of the ’PsiPhi’ code with the immersed boundary method. The
performance was evaluated for two different problem sizes with and without
moving surfaces on a fixed number of processors2. The investigated cases are
based on the flow around a sphere for different grid resolutions and number of
particles, although the output of data files was turned off. The Eulerian grid
consisted of 216× 103 (low) and 1× 106 (high) cells per processor. The sphere
was represented with 461 and 2109 particles per processor, respectively. The
simulations were timed on (1, 2, 4, 8, 12) processors over a duration of 100 time-
steps. A cubic domain decomposition was chosen for optimum parallel perfor-
mance. The evaluation focused on the weak scaling performance as CPUs and
memory should be fully utilised. Ideally the processing time remains constant,
but the necessary communication introduces overheads, affecting the overall
run time. Furthermore ’on the node’ (local) communication is usually faster
than internode communication. The normalised results in Fig. 4.6, where T1 is
the sequential run time, suggest that the internode communication has a signif-
icant effect on the computational efficiency. The data has to be sent through
the interconnect, which has a latency and limited bandwidth. Nonetheless,
the parallel efficiency did not drop below 64% in any of the investigated cases.
The higher workload cases are computationally more efficient as simulations
are less dominated by the communication. Overall, none of the cases show
perfect weak scaling characteristics. The difference in run time between the
static and moving cases arises from the fact that the particle transport routine
is only called for simulations with moving boundaries.
Overall the IB method is suitable for large parallel simulations. The perfor-
mance can be improved by maximising the work load on each processor while
minimising the communication between processors.
22.4GHz AMD Opteron quad-core processors, 2GB RAM per processor
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Figure 4.6: Normalised simulation times of the LES ’PsiPhi’ code with La-
grangian particles for different processor numbers, time measurements are
based on the simulation of a flow around a sphere.
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Chapter 5
Test Cases — Static and
Moving Surfaces in Flows
This chapter describes the evaluation of the immersed boundary method. Sim-
ulations of relevant cases and results are presented and discussed. The chapter
is split into two main sections; the first focuses on static boundary problems,
the second discusses simulation results with moving immersed boundaries.
5.1 Immersed Boundaries — Static Test Cases
Static test cases were investigated to assess the accuracy of conservation of
mass and momentum of the code. Three test cases, with varying complexity,
were selected. A simple pipe flow was used to test the original implementation
of the immersed boundary (IB) method. The accuracy of the immersed bound-
ary method was determined by modelling the flow around a sphere. The drag
coefficient and length of the recirculation zone behind the sphere were calcu-
lated and compared to data from the literature. The case is well documented
and regarded as a standard reference to evaluate boundary methods. The im-
mersed boundary method was also applied to a complex flow in an opposed
jet configuration with perforated plates and fractal grids to demonstrate its
applicability to more complex domains.
5.1.1 Pipe Flow
The flow in a straight pipe can be easily modelled at low computational ex-
pense. It allows for simple, but extensive validation of momentum and energy
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conversation and the evaluation of grid dependencies as well as the accuracy
and efficiency of sub-grid scale models.
5.1.1.1 Introduction and Specific Objectives
Assuming an isothermal, incompressible flow, a fully developed flow profile, in-
dependent of the inflow conditions, will form in an infinitely long pipe. Hence,
the mean flow is homogeneous in the axial flow direction. In a laminar flow,
the velocity profile becomes parabolic, and can be described as a second-order
polynomial. In a highly turbulent flow, the wall boundary layer thickness
decreases, thus, a fuller velocity profile develops, taking a logarithmic shape
towards the centre of the pipe. From a statistical point of view, the flow is
one-dimensional, but all velocity components undergo turbulent fluctuations.
The flow will be simulated in a three-dimensional domain, using the LES flow
solver described in chapter 3.
In general, it is not feasible to model the flow in a pipe of infinite length, so
a section of the pipe has been simulated by applying periodic boundary con-
ditions, to mimic an infinitely long pipe. A minimum pipe length of L = 8D
is often suggested [184] as an appropriate configuration to guarantee a fully
developed flow, where L is the length of the pipe and D is the pipe diameter.
Such a configuration was investigated in this work.
The Reynolds number for the simulation of the pipe flow was based on the
bulk velocity Ub and the frictional velocity Uτ :
Re =
2UbR
ν
= 40, 000 and Reτ =
UτR
ν
= 1050 (5.1)
where ν is the kinematic viscosity. The frictional velocity is also referred to as
the characteristic velocity at the wall and can be defined as
Uτ =
√
τw
ρ
(5.2)
In Eq. (5.2) τw represents the wall shear stress and ρ is the fluid density.
In order to establish the correct momentum, which decreases due the shear
stresses at the wall, a pressure gradient equivalent to the wall shear stresses
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was calculated [171] and added as a source term to the momentum equation
(Eq. 2.2).
∂〈p¯〉
∂x
=
−2ρU2τ
R
(5.3)
5.1.1.2 Numerical Simulations
The overall simulated domain size was 320 × 40 × 40 mm with a filter (cell)
width of ∆ = [1.0, 0.5] mm, resulting in equivalent grids of 320× 40× 40 cells
and 640× 80× 80 cells, respectively. The Smagorinsky and Germano sub-grid
stress models (explained in Section 2.4.2) were used, with Cs = [0.065, 0.100],
to evaluate the mean velocity profile and fluctuations.
In order to resolve the near wall stresses, an appropriately fine grid was re-
quired. This usually leads to high computational costs for an equidistant grid.
In this work, the emphasis of the investigation was the overall prediction of the
mean velocity profile and the fluctuations. The area near the wall is clearly
affected by the Cartesian grid with cubic cells, directly influencing the effect
of the correction of the momentum equation. An excessive distance from the
first cell to the wall leads to a larger error in the calculation of the wall shear
stress. However, a very fine grid suffers from additional computational costs,
an increase in computational run time and over-resolving of the flow field in the
centre of the pipe. A compromise was identified to resolve the grid sufficiently
for an accurate representation of the mean flow while keeping the computa-
tional costs to a minimum. The corresponding values for the wall distance
(y+) for both grids are y+ = [17.2, 8.6], respectively. Salim and Cheah [159]
determined a value of y+ < 30 to be sufficiently accurate for turbulent flows
and y+ < 10 for laminar flows. To fully resolve the viscous sublayer the wall
y+ value should be lower than five.
5.1.1.3 Results and Discussion
The following section discusses the simulation results for a simple pipe flow.
The predictions of the first and second moments of the axial velocity across
the radius of the pipe are compared to numerical results by Forkel [45] and
experimental data by Hishida et al. [72]. In the simulations, Forkel [45] uses
a Smagorinsky constant of Cs = 0.1 for the simulations and an unstructured
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cylindrical grid. The main purpose of this study was the evaluation of the
IB method and the conservation of mass and momentum based on a coarse
computational grid at minimal computational effort. Furthermore, the sim-
plicity of the case allows the assessment of the Germano sub-grid stress model
implementation at relatively low computational costs.
Figure 5.1 shows the normalised mean velocity profiles and the fluctuations
at the midpoint of the computational domain for the different sub-grid stress
models applied. The presented mean velocity profile and fluctuation plots
are normalised by the frictional velocity Uτ . At this point it should also be
mentioned that the shorthand notation u′ is used for the standard deviation√
u′u′ throughout this chapter. From the figure, it is evident that the different
sub-grid stress models produce significantly different mean velocity profiles. A
Smagorinsky constant of Cs = 0.065 leads to an over-prediction in the mean
velocity in the pipe. The low Cs value leads to a reduction in viscosity of the
flow, over-predicting the pressure gradient correction and therefore increasing
the mean velocity. The simulation with Cs = 0.100 shows the best agreement
with the experimental data in the near wall region, even though an under-
prediction of the mean velocity at the centre of the pipe was found. The
dynamic Germano sub-grid stress model shows the best predictions near the
centre of the pipe. However, the mean velocity of the flow in the near wall
region is over-predicted. A Cs value of 0.08 is suggested for optimum results.
In general, differences in the mean flow rate between experimental and numer-
ical results can originate from incorrectly calculated frictional velocity, as also
pointed out by Forkel [45].
None of the simulations captured the fluctuation peak in the near wall region
well, suggesting that the area is under-resolved and a grid refinement would
be required. Nonetheless, a similar trend in comparison to the measurements
by Hishida et al. [72] could be established. Furthermore, the simplicity of
the Smagorinsky sub-grid stress model influences the predictions as a viscosity
constant is applied across the entire field, ignoring the shear layer effect in the
near wall region. A lowered constant leads to a decrease in viscosity and pre-
dictions could be improved by tuning the constant accordingly. The Germano
model under-predicts the fluctuations across the radius of the pipe. However,
the coarseness of the grid limits the accuracy in the near wall region. Overall,
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the presented fluctuations show a good agreement with the experimental data.
Figure 5.2 shows the radial velocity profiles at different angles relative to the
axes at the midpoint of the pipe with the Smagorinsky model (Cs = 0.1). The
mean radial velocity profiles and corresponding fluctuations along the ordinate
(y) and applicate (z ) axes are indistinguishable, confirming the axis-symmetry
of the flow. Furthermore, the radial profiles at 45 degrees to the ordinate and
applicate axes, named positive and negative diagonal also show similar predic-
tions for the first and second moments. Nonetheless, a small difference between
the diagonal and axial profiles can be found, resulting from the difference in
the computational grid in the near wall region and from discretisation par-
allel/diagonal to the mesh, as it is visible on the RHS of Fig. 5.3. The grid
points along the axial radii differs from the grid points in the diagonal radii,
influencing the predictions of the first and second moments. Refining the mesh
or applying unstructured grids for a smoother representation of the pipe walls
would improve the predictions along all radii.
As suggested above, a grid refinement improves the statistical measurements of
first and second moments, especially in the near wall regions. Figure 5.4 shows
the normalised mean velocity profiles and the fluctuations for the simulations
with the Germano model for two different filter (cell) widths ∆ = [1.0, 0.5] mm.
The mean velocity profile shows improvements at the centre of the pipe; as
expected the biggest improvements are in the region near the wall. The fluc-
tuations are generally well captured across the pipe radius and significant im-
provements can be seen in the near wall regions, where the peak is predicted
well. Simulation results show a significant improvement in comparison to pre-
vious numerical investigations.
The predictions of the mean velocity and fluctuations are satisfactory for the
purpose of the immersed boundary method, as in combustion applications
near wall effects are of less significance than in boundary dominated flows.
Nonetheless, results benefited from a higher grid resolution, especially in the
near wall region.
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5.1.1.4 Conclusion
The flow in a pipe has been investigated to evaluate the initial implementa-
tion of the immersed boundary method and the dynamic Germano model into
the Large-Eddy Simulation code ’PsiPhi’. Normalised mean velocity profiles
and fluctuations have been compared to experimental and numerical data sets
available. The mean velocity profiles were captured well and fluctuations show
a better agreement with the experimental data than the numerical results by
Forkel [45]. However, an under-prediction of the fluctuations was found on the
coarse grid in the near wall region, indicating that the flow in these regions is
under-resolved, as the y+ values are greater than 5. Nonetheless, inside com-
bustors, the wall treatment only needs to consider displacement effects on the
flow, but rarely calculate friction/drag in boundary layers.
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Figure 5.1: Statistical measurements of first (top) and second (bottom) mo-
ments for a bulk velocity Ub = 14.47 m/s, ∆ = 1.0 mm and two different
sub-grid stress models. Results are compared to experimental and numerical
results.
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Figure 5.2: Statistical measurements of first (top) and second (bottom) mo-
ments for a bulk velocity Ub = 14.47 m/s, ∆ = 1.0 mm and Cs = 0.100 at
different radial angles. Results are compared to experimental and numerical
results.
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Figure 5.3: Discretisation of the pipe onto the computational grid (left) and
visualisation of mean axial velocity field at the mid point of the pipe for Cs =
0.1 (right) for ∆ = 1 mm. Maximum positive velocities are shown in white,
while black represents a zero velocity.
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Figure 5.4: Statistical measurements of first (top) and second (bottom) mo-
ments for a bulk velocity Ub = 14.47 m/s, ∆ = [1.0, 0.5] mm with the Germano
model. Results are compared to experimental and numerical results.
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5.1.2 Flow around a Sphere — Static
Viscous flow around a stationary sphere can be considered as a simplification
of the general family of immersed bluff-body flows. The instabilities arising
from the flow past a sphere are known to generate fully three-dimensional un-
steady flow fields despite the symmetry of the body. The behaviour of the flow
past a sphere has been studied by numerous researchers, a brief overview is
provided below. The results are used to validate the implemented immersed
boundary method.
5.1.2.1 Introduction and Specific Objectives
Since the pioneering work of Oseen [131], the flow past a sphere has been
of great interest. The first detailed experimental investigations into the flow
behaviour around the object were recorded in the 1950s. Taneda [177] investi-
gated the wake and flow around a stig-mounted sphere for Reynolds numbers
5 < Re < 300. The author determined that the flow separation at the sphere
occurs at Re = 24 and axis-symmetric vortex rings form. Furthermore an-
other transition in the flow was identified at Re = 130, which became known
as the von Ka´rma´n vortex street. Improved measuring techniques were used by
Nakamura [126], to carry out similar experiments. These data sets agree well
with the results of Taneda. The contributions by Magarvey and Bishop [109]
and, more recently, by Wu and Faeth [192] found the flow to be stable with
Reynolds numbers up to 210. Magarvey and Bishop used dye visualisation
on free falling drops of an immiscible liquid in water. It was later shown by
Natarajan and Acrivos [127] that the work on free falling drops can be linked
to the work on solid spheres.
Experimental work focusing on Re > 300 was carried out by Achenbach [1]
and Sakamoto and Haniu [158]. Achenbach [1] reports that the flow loses its
axial symmetry at Re ≈ 300, but maintains a planar symmetry around the
plane on which the shedding process is initiated. Sakamoto and Haniu [158]
found another transition in the flow for Reynolds numbers greater than 420,
at which point the flow becomes almost chaotic. Kim and Durbin [89] showed
results of frequencies present in the wake for Re < 420.
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In the numerical framework, Tomboulides [179] applied Large-Eddy Simula-
tion to study flow past a sphere for Re < 270. The results agreed well with
the experimental measurements by Magarvey and Bishop [109]. Furthermore,
Tomboulides and Orszag [180] carried out a computational investigation of
viscous incompressible flow past a sphere for 25 < Re < 1000 using Direct
Numerical Simulations with spectral type methods to investigate the mecha-
nisms of the transition to turbulent flows. Gebing [48] solved the unsteady
compressible-flow equations for a sphere in flows with 20 < Re < 1000 and a
Mach number Ma = 0.4. The results showed a loss of symmetry at Re = 300
and the flow becomes unsteady and almost chaotic for Re > 400. Different
flow regimes for Re < 300 were examined by Johnson and Patel [79] to analyse
the flow dynamics and structures that form behind the sphere. Flows past a
sphere with Reynolds numbers Re ≤ 5000 were investigated by Fornberg [46],
who used an iterative approximation approach (Newton-Raphson method).
Fornberg [46] applied boundary fitted meshes and results agree well with ex-
perimental measurements.
Fadlun et al. [42] simulated the flow past a sphere to validate an immersed
boundary method, which uses feedback forcing at the surfaces that do not
coincide with the grid. The computational efficiency was found to strongly
depend on the forcing term. The sphere test case was also used for the val-
idation of the sharp interface immersed boundary method for compressible
viscous flows by Ghias et al. [57]. Simulations focused on Reynolds numbers
up to 3900 and local grid-refinement was used. The results show good agree-
ment with the experimental data.
For the validation of the immersed boundary method, a uniform flow with ve-
locity Ub at different Reynolds numbers Re was imposed at a certain distance
upstream from the sphere with diameter D.
Based on the two-dimensional analysis by Kundu and Cohen [95], a control
volume, as shown in Fig. 5.5, can be used to determine the drag force F on
the sphere. The control volume consists of the rectangular region ABCD with
a sphere positioned along the centreline of the horizontal axis. The sides AB
and DC are chosen far enough from the sphere so that the pressure at these
sides is approximately equal to the undisturbed pressure p∞. The right-hand
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side (BC) of the control volume is also chosen far enough from the sphere for
the streamlines to be almost parallel at this position. Therefore the pressure
variation along the face BC is negligible, so the pressure can be assumed to
be constant and equal to the undisturbed pressure p∞. The surface forces
therefore cancel out and based on these assumptions, the only force acting on
the boundary of the fixed volume is F , which is the force acting on the body
of the sphere.
For a steady flow around an impermeable sphere, the axial momentum com-
ponent reduces to the net flux rate of momentum through the boundaries of
the control volume. Applying the assumptions above, the expression for the
force (drag) on the fluid in the negative x-direction may then be written in
terms of velocity difference over the inlet and outlet
F = ρ
∫ h
−h
u(U∞ − u)dy (5.4)
which can be evaluated from the measured velocity profile. A more detailed
description of the theory is outlined in the book by Kundu and Cohen [95].
However, the idealised configuration with infinite axial distance and constant
pressure cannot be assumed in computational fluid dynamics; hence the change
in pressure also needs to be taken into account. Equation (5.4) therefore
becomes
F = ρ
∫ h
−h
u(U∞ − u)dy +
∫ h
−h
p(P∞ − p)dy (5.5)
assuming that streamlines in the control volume are parallel to the horizontal
surfaces AB and DC of the control volume and periodic boundary conditions
are applied, allowing viscous terms to be neglected. The drag force in the axial
direction can then be evaluated based on the change of pressure and the net
outflux of momentum through the surfaces. If the vertical distance between
the sphere and the control volume is too short and streamlines are not parallel
to the horizontal surfaces of the control volume, the viscous terms also need
to be accounted for.
Having determined the drag force of the object, the drag coefficient Cd is
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calculated as
Cd =
2F
piρr2U2∞
(5.6)
where r is the sphere radius and ρ the fluid density. The empirical solution for
comparison is based on the derivation by Oseen [131] and can be written as
Cd =
24
Re
(1 + 0.15Re0.687) (5.7)
Equation (5.7) holds for Reynolds numbers 0 < Re < 1000 and a Cd value of
approximately 0.44 is approached at higher Reynolds numbers. [131].
5.1.2.2 Numerical Simulations
A domain of size 2 × 0.48 × 0.48 m, equivalent to 50Ds × 12Ds × 12Ds, was
used for the three-dimensional numerical simulations of a flow past a sphere.
Two different cell sizes (∆ = [5, 2] mm), referred to as coarse and fine grids,
respectively, were applied to evaluate the accuracy of the immersed boundary
method. The chosen grid sizes resulted in meshes of 3.6× 106 and 57.6× 106
cells, respectively. The sphere was located 10 sphere diameters (Ds = 0.04 m)
downstream of the inlet plane.
The current study focused on Reynolds numbers (Re = [50, 100, 200, 300, 500])
in the steady and unsteady flow regime. Dirichlet boundary conditions were
applied at the inflow plane and von Neumann conditions were set at the outlet
of the domain. Periodic boundary conditions were applied at the ordinate
and applicate boundaries. The turbulent viscosity was estimated with the
Smagorinsky model (Cs = 0.173) to keep computational costs low and the
sphere was represented with immersed boundaries. Figure 5.6 shows a section
of the axial velocity and pressure field at Re = 100 in the near sphere region.
The colour of the sphere represents a velocity of zero. A similar colour is seen
representing the negative velocities in the wake of the sphere due to the low
Reynolds number flow.
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5.1.2.3 Results and Discussion
The simulation results for the static sphere are presented and discussed in the
following section. The wake length1 was compared to the numerical results by
Fadlun et al. [42] and Fornberg [46]. Fadlun et al. [42] apply a non-uniform
mesh whilst Fornberg [46] uses boundary fitted meshes to simulate the flow
around a sphere. Both groups assumed axis symmetry in their flow, which is
unrealistic for higher Reynolds numbers (Re ≥ 300) because the flow develops
three-dimensionality in the wake. Nonetheless, results for the higher Reynolds
number flows are also compared to data obtained by Fornberg [46] to assess
the axis-symmetric hypothesis. The drag coefficients Cd are compared to the
theoretical values derived by Oseen [131]. Furthermore, only the mean axial
velocity profiles will be presented for quantitative comparison. To the author’s
knowledge the only experimental data for (Re = 300) is available [79] for the
selected Reynolds numbers.
Figure 5.7 shows the calculated drag coefficients for the modelled flows at
different Reynolds numbers in comparison to the theoretical values by Os-
een [131]. Good results were achieved for the lower Reynolds number flows.
In these flow regimes the corresponding values for the wall distance y+ are
within the viscous sublayers range (y+ < 5). However, results contain a larger
discrepancy from flow simulations at higher Reynolds numbers, up to 12% on
the coarse grid and 6% on the fine grid. At Re > 300, the flow is unsteady
and first signs of turbulence behind the sphere can be identified. The differ-
ences result from the coarseness of the grids, as the boundary layer flow is
under-resolved (y+ > 5 on the coarse grid). The best results are obtained at
Re = 200. The predictions of the drag coefficients are satisfactory, consid-
ered that no wall model was used, likely leading to a bigger error. The y+
values also indicate that the coarse grid is not sufficient to accurately predict
the boundary layer flow at higher Reynolds numbers. Nonetheless, the main
purpose of this methodology is to develop an immersed boundary method for
combustion applications, where the near wall flow is often neglected.
In general, the wake length is better predicted on the fine grid, as shown in
Fig. 5.8. At lower Reynolds numbers, the results agree well with the predicted
1The wake length is defined from the end of the sphere to the stagnation point (u = 0)
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values by Fadlun et al. [42] and Fornberg [46]. Larger deviations are found in
the region of higher Reynolds numbers (i.e. Re = 500). In these regimes the
flow is three-dimensional and axis symmetry is lost. The fact that Fadlun et
al. [42] and Fornberg [46] apply a symmetry assumption which is not always
justified, may play a role in the observed under-prediction of the wake length.
The under-prediction of the wake length strengthens the argument of refining
the grid for a detailed analysis of the flow in the wake of the sphere at higher
Reynolds numbers.
The mean axial velocity profiles in the wake of the sphere, normalised by the
bulk velocity Ub, are presented in Fig. 5.9 for a quantitative analysis between
the coarse and fine grid results. It is clear that the difference between the two
grids is minimal for lower Reynolds number flows (Re ≤ 200). Hence, the grid
resolution for these cases is regarded as sufficient for the purpose of this study.
The higher Reynolds number flows show larger deviations in the flow behaviour
behind the sphere. Mittal [122] carried out an extensive study of the flow be-
hind the sphere, reporting the development of an unsteady flow at Re = 270,
where the wake becomes wavy. The phenomena of waviness is captured well
on the fine grid (Re = 300), as shown in Fig. 5.10, leading to a good prediction
of the mean axial velocity profile. The predictions immediately downstream
of the sphere are in good agreement with the experimental measurements of
Johnson [79], supporting the estimation of the separation bubble. However a
general under-prediction of the mean axial velocity profile was found further
downstream on the coarse grid at Re = 300.
An investigation of the flow field further downstream has shown that the axial
velocity reaches the measured value by Johnson [79] (see Fig. 5.11). It may be
argued that the delayed recovery of the flow along the centreline is the result
of a poor prediction of the turbulence, limiting the waviness of the flow on the
coarse grid. The visualisation of the contour plot for the coarse grid (Fig. 5.12)
shows that the flow is strongly deflected upstream of the sphere, leading to an
early separation of the flow. On the other hand, the vector plot for the fine
grid shows a stronger vortex in the wake of the sphere. More fluid is sucked
towards the centre of the domain, which supports the predictions of the mean
axial velocity profiles. A similar flow behaviour was also observed for the flow
of Re = 500.
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Figure 5.13 shows the mean radial velocity profiles in the wake of the sphere,
normalised by the bulk velocity Ub for the coarse and fine grid. For most of
the Reynolds numbers, the profiles are identical. A difference can be found
for Re = 500 where the difference in grid resolution has an effect on the ra-
dial velocity components as a result of the boundary layer effect. Furthermore
the mean axial velocity profiles normal to the axial velocity field are shown
in Fig. 5.14. Yet again, a deviation can be seen at Re = 500. The difference
across the sphere between the fine and coarse grid
The flow separation is strongly dependent on the boundary layer and a wall
model or high grid resolution should be used to accurately resolve the boundary
layer flow. The recirculation bubble behind the sphere was well predicted in all
cases and the results are satisfactory for the purpose of this study. Nonetheless
higher grid resolutions should be used when analysing the flow field in the near
wall region.
5.1.2.4 Conclusion
The flow around a sphere is well documented and can be regarded as a common
test case to validate new numerical methods. Large-Eddy Simulations were
carried out to determine the accuracy of the proposed immersed boundary
method for steady and unsteady flows at different Reynolds numbers. Simula-
tion results were compared to numerical results for the drag coefficient, wake
length and mean axial velocity profiles by Fadlun et al. [42], Fornberg [46] and
Johnson [79]. Generally the results for the drag coefficient and wake length
agreed well at lower Reynolds numbers (Re ≤ 200). An over-prediction of the
drag coefficient and an under-prediction of the mean axial velocity along the
centreline results from the coarse filter width.
Differences in the mean axial velocity profiles are more noticeable at higher
Reynolds numbers, where the flow enters the unsteady regime. However,
it must be considered that the data sets from the literature assume axis-
symmetric flows along the centreline, which does not capture the full three-
dimensionality of the flow in the wake of the sphere. Furthermore, axial veloc-
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ity predictions at Re = 300 agree well with the data by Johnson [79]. Overall,
the results encourage the use of the immersed boundary method in combina-
tion with LES, so that more complex problems can be investigated.
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Figure 5.5: Momentum balance of flow over a body, adapted from [95].
Figure 5.6: Schematic of the instantaneous axial velocity (top) and pressure
(bottom) fields in the near sphere region with symmetry axis indicated by the
dash-dotted line for ∆ = 2 mm and Re = 100. Maximum positive velocities
and pressures are shown in white, while maximum negative velocities and
pressures are black.
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Figure 5.7: Comparison of the drag coefficient for the flow around a static
sphere at different Reynolds numbers for ∆ = [5, 2] mm.
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Figure 5.8: Wake length (l/D), measured from the end of the sphere. Com-
parison with experimental and numerical data sets
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Figure 5.9: Statistical measurements of first moments of axial velocity be-
hind the sphere. Five mean velocity profiles for Reynolds numbers Re =
[50, 100, 200, 300, 500] are shown.
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Figure 5.10: Visual comparison of instantaneous axial velocity field at Re =
300 on the two grids: coarse (top) and fine (bottom). Maximum positive
velocities are shown in white, while maximum negative velocities are black.
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Figure 5.11: Enlarged domain for statistical measurements of first moments of
a flow around a static sphere for ∆ = 5 mm and Re = 300.
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Figure 5.12: Sample vector plot with contour lines of instantaneous axial ve-
locity field at Re = 300 in the near sphere region on the two grids: coarse
(top) and fine (bottom)
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Figure 5.13: Statistical measurements of first moments of radial velocity be-
hind the sphere. Five mean velocity profiles for Reynolds numbers Re =
[50, 100, 200, 300, 500] are shown.
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Figure 5.14: Statistical measurements of first moments in the along the or-
dinate axis through the centre of the sphere. Five mean velocity profiles for
Reynolds numbers Re = [50, 100, 200, 300, 500] are shown.
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5.1.3 Fractal Grid in Opposed Jet Flows
The work on Turbulent Opposed Jet flows is discussed in this section. A sum-
mary of previous experimental and numerical investigations of reactive and
non-reactive opposed jet flows is presented. The burner geometry and exper-
imental set-up are introduced, followed by details of the numerical modelling
of the opposed jet using LES along with the boundary conditions. The simu-
lation results are then shown and discussed, before drawing conclusions from
the presented work.
5.1.3.1 Introduction and Specific Objectives
Opposed jet geometries have been extensively used to study isothermal and
reacting laminar and turbulent flows. The compactness of the flow domain
and planar flame shape are beneficial to experimental and numerical studies
alike. The set-up provides good optical access to the stagnation plane and
flame for laser-based measurement techniques used to obtain two-dimensional
velocity and scalar data, as well as for intrusive measurement techniques (e.g.
thermocouples, hot wire anemometry, etc.). Furthermore, the effects of heat
loss to a cold surface (e.g. flame holder, impinging plates, etc.) are avoided
by aerodynamically stabilising the flame between the two nozzles. However,
the turbulent flow in the opposed jet geometry is often limited to moderate
Reynolds numbers (Re < 15, 000), before flame blow-off occurs.
The opposed jet set-up has been subject to numerous experimental and numeri-
cal investigations of both laminar and turbulent flows, as well as non-premixed,
partially-premixed and fully premixed combustion. A vast amount of litera-
ture is available and the following is a brief summary of previous work relevant
to the current investigation.
Isothermal and reactive opposed jet flows have been investigated experimen-
tally and numerically by several authors. Kostiuk et al. [92] used Laser Doppler
Velocimetry (LDV) for isothermal velocity measurements in non-reacting, tur-
bulent opposed flows and reported similar axial mean flows for a range of tur-
bulence and flow conditions. The same authors also investigated twin propane
flames close to extinction by LDV and discovered that the flame brushes move
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closer together, merge and eventually blow-out as the bulk inlet velocity in-
creases [93]. Mastorakos [113] used the geometry for experimental investiga-
tion of various modes of combustion (non-premixed, partially and fully pre-
mixed) using LDV and fine-wire thermocouples. The temperature character-
istics of partially premixed counter-flows and the scalar dissipation rate of
non-premixed opposed jet flames at extinction were measured by Mastorakos
et al. [114], and work on the opposed jet configuration followed by Sardi et
al. [160] and Geyer et al. [56]. Lindstedt and Luff [102] studied lean premixed
opposed jet flames using Particle image velocimetry (PIV) and thermocouples
and compared the accurate experimental statistics along the burner axis to
RANS simulations, applying eddy viscosity and second moment closure mod-
els. The previous work focused on flame structure and extinction behaviour of
turbulent opposed jet flames.
Rolon et al. [154] used LDV to study laminar opposed jets of air and they
showed that the axial and radial velocity gradients were constant at the axis
and the stagnation plane. Opposed water jets were investigated by Stan and
Johnson [172] and they found an increase in turbulence intensity at the stag-
nation plane, resulting from highly unsteady motion of the jet impingement
region. Their jets were aligned horizontally as opposed to the conventional
vertical alignment. Experimental data was also compared to RANS simula-
tions with the same configuration. Kurosoy and Whitelaw [96] used hot wire,
pressure probes and LDV to investigate isothermal and premixed turbulent
opposed flows at small nozzle separation. They found an increasingly non-
uniform radial velocity profile at the nozzle exit with small nozzle separation.
The pressure measurements also showed an increase in static pressure with
smaller nozzle separations. Lindstedt et al. [103] studied isothermal and reac-
tive opposed jet flows by using Particle Image Velocimetry (PIV) and RANS
simulations to characterise velocity and strain rates with different turbulent
models. Perforated plates were used to ensure turbulent conditions. The work
by Lindstedt et al. [103] was continued by Geipel [51], who investigated differ-
ent fractal grids to increase the turbulent Reynolds number without increasing
the bulk strain rate.
In the framework of Reynolds-Averaged Navier-Stokes (RANS) simulations,
a number of studies have been published by Craft et al. [30, 31], Lindstedt
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and Vaos [104], Chou et al. [24] and Eckstein et al. [39]. These studies are
mainly based on one- and two-dimensional simplifications of turbulent stag-
nation point flows. In most cases the mean quantities were predicted more
accurately than fluctuating components and the Reynolds stress turbulence
models usually performed better than the eddy viscosity approaches. Simula-
tions often struggle with the boundary conditions and effects of jet asymme-
tries. Craft et al. [30, 31] compared the performance of four turbulence models
(k− and three second moment closures) based on a jet impinging onto a wall,
including wall effects. Lindstedt and Vaos [104] focused their numerical work
on premixed flames stabilised in stagnating turbulence using second moment
closure for velocity and scalar statistics. Eckstein et al. [39] analysed scalar
mixing in turbulent opposed jet flows using one-dimensional Monte-Carlo sim-
ulations. It was found that the results strongly depended on the chosen data
sets for comparison.
In terms of LES of opposed jet flames, Kempf et al. [83] applied Large-Eddy
Simulation to opposed jet flames to simulate the isothermal flows and non-
premixed flames experimentally investigated by Mastorakos [113] and Geyer [54,
55]. One burner nozzle was supplied with air, the other with methane. The
numerical predictions agree well with the experimental data. More recently
Stein et al. [174] studied isothermal flows in the opposed jet configuration of
Lindstedt et al. [103] in great detail and the comparison of the results from
LES and experiments shows good agreement, both qualitatively and quantita-
tively. Pettit et al. [139] carried out an LES of Gomez’ opposed jet burner and
found good accordance of the simulation with available experiments. Further
details of opposed jet simulations may be found in the work of Geipel, Geyer
and Stein [51, 54, 174].
The majority of opposed jet development work aims to increase turbulence
levels without increasing the strain rate. A significant increase in the tur-
bulent Reynolds number, while maintaining a constant bulk strain rate, was
achieved by Geipel [49], through the use of a fractal turbulence-generating grid
positioned downstream of a conventional perforated plate. The generated tur-
bulence appears to be fully developed and isotropic near the nozzle exit plane.
The scaling and decay of fractal-generated turbulence has been investigated
by Vassilicos et al. [73, 116, 164, 185]. The use of fractal grids in the flow
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allows for greater turbulence generation in comparison to applying a simple
perforated plate. This is the result of different length-scales being present in
the flow close to the fractal grids, reducing the length to achieve isotropic tur-
bulence.
In the present work, Large-Eddy Simulation is used to acquire a more complete
understanding of the mechanisms that provide the higher level of turbulence,
by allowing inspection of the flow field development within and in-between the
nozzles of the opposed jets for isothermal and reactive configurations. Further-
more a successful simulation of the opposed jet set-up shows the applicability
of the immersed boundary method to complex geometries. The flow in the
opposed jet configuration is very sensitive and the complex structures of the
fractal grid have to be modelled accurately to investigate the flow within the
nozzles and the region of interest. Even on unstructured grids, a high grid
resolution is required to accurately represent the flow phenomena. Statistical
measurements of first and second moments of velocities and progress variable
in the turbulent opposed jet configuration, including a perforated and frac-
tal plate, are compared to experimental measurements obtained by Geipel et
al. [51]2. In order to accurately represent the complex geometry of the turbu-
lence generators, grid resolutions typical of a Direct Numerical Simulation are
required.
5.1.3.2 Experimental Configuration
The opposed jet burner consists of two identical nozzles in vertical alignment
designed by Geyer [53]; a schematic drawing of the nozzles is shown in Fig. 5.15.
A nozzle separation H = 30 mm was used in the experimental work, such that
H/Dn = 1 (where Dn is the diameter of the nozzle). In the current configura-
tion turbulence is generated within each nozzle using both a perforated plate
and a fractal grid, located 60 mm and 50 mm upstream of the nozzle exit
plane respectively. The perforated plate holes have a diameter of 4 mm and
a separation of 5.2 mm, yielding a blockage of 45%, similar to the ones used
by Mastorakos et al. [113]. The fractal bars range from 2 mm to 0.5 mm in
width, resulting in an overall blockage of 65%. A schematic drawing of the
2The reactive results, and therefore the corresponding LES data, is currently not pub-
lished [50].
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plate and the grid is shown in Fig. 5.16. Geipel [49] performed in-nozzle PIV
measurements with a glass nozzle of identical dimensions to the conventional
steel nozzle, based on the technique of Bo¨hm et al. [14], to record axial mean
velocity profiles and fluctuations at distances between 20 and 40 mm down-
stream of the fractal grid. The fuel mixture for the reactive measurements
was methane with an equivalence ratio Φ = 0.8 and bulk velocity Ub = 4 m/s.
Further information on the experimental configuration is given by Geipel et
al. [51].
5.1.3.3 Numerical Simulations
The presented simulations of the opposed jet flows and flames were carried
out with the LES code PsiPhi, which is described in Chapter 3. Two different
domains, single jet (SJ ) and opposed jet (OJ ), were used in the modelling of
the turbulent opposed jet flows. The single jet domain consists of a single noz-
zle with a solid wall at the stagnation plane. This was used for a parametric
study since the sensitivity of simulation results to inflow conditions and other
numerical parameters were previously reported [173] for measurements with
perforated plates only. The parameter study focused on isothermal flows for
the single jet domain. Using the shortened domain leads to a significant reduc-
tion in computational efforts and costs. The opposed jet domain was used for
the analysis of the in-nozzle velocity field, including a time series analysis, for
an isothermal flow, and the integral length-scale was evaluated. Furthermore,
the full geometry was modelled for the reactive simulations to fully capture
the flow behaviour between the nozzles. The ATF model, with a thickening
factor of Tf = 2, was used to describe the premixed combustion process, as
discussed in Section 2.5.
The single jet domain is a shortened simple approximation of a single noz-
zle of the opposed jet geometry, without the contraction or co-flow, and with
a wall at the stagnation plane. In LES, turbulent flows are recognised as a
three-dimensional problem and no symmetry assumptions are permitted. The
overall domain size was 90 × 32 × 32 mm, and included a 11 mm region up-
stream of the perforated plate. The opposed jet domain had overall dimensions
of 180 × 32 × 32 mm and consisted of the two opposing nozzles. The co-flow
was omitted here too, because the main area of focus is the flow field in the
114
nozzles behind the fractal grid.
Two different filter (cell) widths of ∆ = [0.2, 0.1] mm were used for both do-
mains and are referred to as the normal and fine grids, respectively. Thus,
leading to meshes with a minimum of 11.8 × 106 cells and a maximum of
184 × 106 cells. The fine grid resolution, which is close to the Kolmogorov
length-scale (estimated as η ≈ 0.1 mm [49, 173]), was required to represent
the fractal grid accurately. Hence, the simulations can be termed near DNS.
Figure 5.17 shows the computational domain of the opposed jet configuration.
Transient Dirichlet boundary conditions were applied at the inflow planes and
von Neumann conditions with enforced outflow (clipping of negative values to
0 to improve simulation stability) were applied at the outlets of the domains.
The Smagorinsky model (see Section 2.4.2) was used to estimate the subgrid
viscosity, as it offers good numerical properties and is computationally cheaper
than the memory-intensive Germano sub-grid scale model. Immersed bound-
ary conditions were used to represent the nozzle walls, the perforated plate
and the fractal grid.
The current study focused on cases with a bulk velocity Ub = 4 m/s and an
overview of the key parameters of the numerical simulations is presented in
Table 5.1. Five different cases were investigated during the numerical work on
the opposed jet configuration: the effect of a wall at the stagnation plane on
the in-nozzle flow field (isothermal cases only); the influence of the turbulence
fluctuations at the inlet on the velocity field within the nozzle; the effect of
the sub-grid scales on the simulation results based on the Smagorinsky model;
and the analysis of the isothermal and reactive velocity flow field in the nozzle
and between the jets.
5.1.3.4 Results and Discussion
The detailed analysis of the velocity field in the nozzle and at the nozzle outlet
is based on the opposed jet configuration shown in Fig. 5.17. In this case the
statistical measures of first and second moments for the velocity field are com-
pared to experimental data obtained by Geipel et al. [49, 51] across the nozzle
diameter and along the nozzle centreline. Furthermore the longitudinal auto-
correlation and integral length-scale are evaluated at various points along the
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centreline of the nozzle. Inspection of Fig. 5.17 provides an initial indication
of the physics of the flow. The axial velocity field clearly shows the formation
of many small, high-velocity jets, with a strong recirculation zone behind the
central bar of the fractal grid. Rapid jet break-up results from unstable shear
layers formed in the wakes of the grid. The strongest turbulence was found
in this region, as indicated by the peak in-plane lateral velocities. Small-scale
structures then dissipated downstream, while the decreasing magnitude of lat-
eral velocities suggests a reduction in turbulence levels. In the case of the
opposed jet, the velocity data is normalised by the bulk velocity Ub and the
axial coordinate x by the nozzle radius R, unless otherwise stated.
Single Jet vs. Opposed Jet The single jet geometry was compared to
the opposed jet configuration, to ensure that the flow fields within the nozzle
were identical to avoid effects of the wall or second jet that might influence
the simulation results. The simulation grid had a spacing of ∆ = 0.2 mm
with identical inflow conditions and boundary treatment. Figure 5.18 shows
a comparison of the normalised axial mean velocity profiles and the fluctua-
tions at three locations x = [20, 30, 40] mm downstream from the fractal grid.
It is clearly noticeable that the mean velocity profiles are indistinguishable.
The difference in the velocity fluctuations is negligible. Statistical measure-
ments could benefit from a higher sampling count and longer run times should
minimise these differences. However, it is clear that single nozzle simulations
are sufficient for the parameter study of isothermal cases. In Fig. 5.18 it is
also very noticeable that the centreline velocities are under-predicted and jet
peaks can still be found at the first point of interest. The peaks in the mean
axial velocity profile result from a delayed jet break up, which also influences
the velocity fluctuations at x = 20 mm. The delayed jet break-up may be
attributed to the behaviour of the Smagorinsky model, which might reduce
the fluctuations as the flow passes through the holes in the fractal grid, thus
increasing the stability of the jets.
Inflow Study: It has been previously reported [173], that the flow field in
the opposed jet geometry is dependent on the inflow conditions. Therefore
the effects of the turbulent intensities at the inlet have been investigated.
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Stein [173] used a perforated plate layout as the inlet condition, whereas in
the present simulations a perforated plate and fractal grid were used for the
increase of turbulence in the flow field. Increasing the prescribed turbulence
intensity at the inlet leads to a higher initial disturbance. The investigated
values of u′ ranged from u′ = [0.1, 0.2, 0.3] m/s and results of the normalised
mean axial velocity profiles and fluctuations are shown in Fig. 5.19. It is clear
that the mean axial velocity profiles and fluctuations are identical for all three
parameter values and the downstream measurements are independent of the
inflow conditions upstream of the turbulence generating plates. The fluctua-
tions show good agreement with the experimental results, especially towards
the nozzle exit plane. A repeat of the test with different prescribed integral
length-scales also showed no change in the mean velocity profiles and fluc-
tuations. Therefore it can be assumed that the flow field characteristics are
strongly dependent on the turbulence generators, but independent of the flow
upstream, so that this region does not need to be simulated. At the same time
the experiments are very reproducible.
Subgrid Study: As mentioned above, in the present work the eddy viscos-
ity approach is applied to represent the sub-grid contribution to the turbulent
energy balance by adding a turbulent viscosity to the molecular viscosity. In
this case, the Smagorinsky model was used. Simulations often suffer from the
arbitrariness of the model constant, no criteria for parameter selection exist.
An alternative is the Dynamic Germano model, but it is very memory intensive
and computationally slow. Considering the grid resolution applied to the case,
a serious increase in run time would result. Therefore, a sub-grid scale param-
eter study was carried out on the fine grid (∆ = 0.1 mm). The applied model
values ranged from Cs = 0 − 0.065 and simulation results of the normalised
axial mean velocity profiles are shown in Fig. 5.20. A value of 0 meant that the
LES simulation could be regarded as a DNS under the condition that the flow
field is resolved beyond the Kolmogorov length-scale. A lower Smagorinsky
constant leads to a decrease in viscosity, which resulted in higher fluctuations
in the flow. The axial mean velocity profiles match the experimental results
well at all considered positions. However, the statistical convergence of the
fluctuations needs to be reconsidered, although even at this stage a consider-
able effect of Cs was found. Based on albeit early statistics, the fluctuation
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levels vary for Cs of 0.065 and 0.000, where a low but non-vanishing Cs of
0.030 appears optimal on this grid. The grid requires further refinement for a
Direct Numerical Simulation in order to fully resolve the flow field.
Isothermal Study: Figure 5.21 shows the normalised mean axial velocities
and fluctuations of the production run at three positions (x = [20, 30, 40] mm)
downstream from the fractal grid. Overall, an excellent agreement is observed
between the simulation and the experiment, particularly for the velocity fluctu-
ations at all three locations. An under-prediction in mean axial velocity around
the centreline is found nearer to the fractal grid. This under-prediction may be
accounted for by the dependence of predicted velocity profiles within the nozzle
on the position at which the jets from the fractal grid break up: in this case,
it is speculated that a delayed break-up resulted in more pronounced peaks in
the mean velocity profile close to the grid, as well as an elongation of the re-
circulation zone downstream of the central cross. This is also indicated by the
slight over-prediction in velocity fluctuations at x = 20 mm, where the spikes
in u′ correspond to the oscillating shear layers at the edges of these extended
jets. The cause of the delayed break-up may be attributed to the behaviour
of the Smagorinsky model, the effect of which may to be reduce fluctuations
as the flow passes through the holes in the fractal grid, thus increasing the
stability of the jets as they form downstream.
The normalised mean axial velocity profile and fluctuations along the cen-
treline of one of the nozzles in the opposed jet configuration are shown in
Fig. 5.22. Overall a good agreement is observed between the simulation and
experimental data for the mean profiles. The statistical measurements for the
second moments along the centreline do not agree with the original experimen-
tal data, which also shows a deviation from the equivalent point in the radial
profile. Preliminary, confidential data also showed that a different inlet set-up
and seeding material has a strong effect on the fluctuations in the experiments,
but not the mean profiles [50]. These findings require further investigations
and the results will be published in the near future by the research group of
Prof. R.P. Lindstedt.
Analysis of time series recorded along the centreline provides further insight
118
into the development of the flow within the nozzle. Longitudinal auto-correlation
functions at seven locations downstream of the fractal grid have been calcu-
lated using the Taylor hypothesis, and are shown in Fig. 5.23. The time-scale
over which axial velocity at a given point retains some correlation with itself
increases monotonically downstream of the grid. This suggests that larger ed-
dies form whilst smaller ones dissipate towards the nozzle exit, as it would be
expected and the flow becomes homogenised.
The integration of the auto-correlation functions provided an estimate of the
integral length-scale for the flow at each considered position. By multiplying
the time-scale with its corresponding mean velocity, an estimate of the integral
length-scale Li was calculated. It should be noted that this analysis assumed
isotropy, which may not hold near to the fractal grid. Hence, values near the
grid only provide a qualitative indication of how the length-scale evolves. The
turbulent Reynolds number at each position is also approximated and these
results are presented in Fig. 5.24. Inspection of the results confirms that the
integral length-scale increases approximately linearly, from around 1.2 mm at
a position 5 mm downstream of the fractal grid, to just over 4.0 mm at a point
2.5 mm beyond the nozzle exit. The turbulent Reynolds number, which may
be used as a measure of the turbulence intensities, increases rapidly to a peak
value in excess of 200, just downstream of the fractal grid. This resulted from
elevated fluctuations within the recirculation zone behind the central cross.
The value of Ret then dropped rapidly over the next 15 mm as these fluctua-
tions attenuated. Along the remainder of the nozzle, a gradual decrease in u′
was matched by a corresponding increase in Li, resulting in an approximately
constant value of Ret. Beyond the nozzle exit, the turbulent Reynolds number
was found to be 107, similar to the value Ret = 109 determined from experi-
mental data.
Reactive Study: The mean axial velocity profile and fluctuations along
the centreline between the nozzles for the reactive configuration are shown in
Fig. 5.25. The mean axial velocity profiles showed the largest deviation from
the experimental data in the nozzle exit regions and results improve across
the reaction zone, towards the stagnation plane. The under-prediction of the
axial velocities was already noticeable in the isothermal simulations, where a
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delayed jet break up from the fractal grids was thought to cause the low axial
velocities. The statistical measurements for the second moments show devia-
tions from the experimental data. Nonetheless, similar line characteristics can
be established. The peak in the centre of the reaction was slightly shifted as
a result of the flame flapping.
Figure 5.26 shows the mean progress variable and the progress variable variance
along the centreline between the two nozzles. The presented results were taken
from calculations running up to a real time of 0.3 s and approximately 120 sam-
ples were collected. The mean progress variable indicates a good prediction of
the mean reaction zone and turbulent burning velocity. The statistical data for
the progress variable variance is in good agreement with the experimental data.
This indicates a good prediction of the flame flapping phenomenon, which re-
sults from reasonably good capture of the turbulence-chemistry interaction. A
snapshot of an instantaneous progress variable field is also shown in Fig. 5.27.
The nozzles are in vertical alignment and the yellow bars indicate the nozzle
outlets. Unburnt fuel is shown in black, while burnt regions are shown in white.
5.1.3.5 Conclusion
The fractal grid, inspired by the research of Vassilicos et al. [73, 116, 164, 185],
has been investigated experimentally in an opposed jet flow by Geipel et
al. [51]. Highly-resolved Large-Eddy Simulations were performed to gain a
more complete understanding of the flow, and to examine the ability of LES
to simulate turbulence production downstream of the fractal grids. These have
shown to deliver increased turbulent Reynolds numbers compared to cases em-
ploying conventional perforated plates only. Simulation results were compared
to in-nozzle measurements of an isothermal and reactive test case. The nu-
merical and experimental data generally agree for the first two moments of
axial velocity for all nozzle locations considered. An under-prediction of mean
axial velocity on the centreline near the fractal grid is possibly caused by the
influence of the applied eddy viscosity sub-grid model leading to a delayed jet
break-up.
Time series of axial velocities have been analysed to determine
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auto-correlation functions, integral time-scales and length-scales and turbu-
lent Reynolds numbers. This analysis provides some insight into the evolution
of the flow, as the time series are recorded at seven positions along the cen-
treline downstream of the fractal grid. The integral length-scale is found to
increase approximately linearly and turbulent Reynolds numbers peak in the
highly turbulent recirculation zone behind the central cross of the fractal grid,
before dropping to an approximately constant value. The predicted value of
Ret slightly downstream of the nozzle exit matches well with that determined
from experiments.
The artificially thickened flame model was used for the simulation of a re-
active opposed jet flow with a methane flame. The model is a simple and
cost-effective method, which can capture the turbulence-chemistry interaction
reasonably well, resulting in accurate predictions of the mean progress variable
and progress variable variance.
The combination of highly-resolved simulations and in-nozzle measurements
has confirmed that the numerical prediction of in-nozzle turbulence is suffi-
ciently detailed to allow accurate simulation of reactive opposed jet cases. In
addition, the immersed boundary method is considered suitable for modelling
flows in complex geometries without moving surfaces, while achieving a good
accuracy of first and second statistical measurements.
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Figure 5.15: Schematic of the opposed jet geometry, adapted from Geipel et
al. [49].
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Figure 5.16: Schematic of the perforated plate (left) and fractal cross-grid
(right) used in the experiments (top) and numerical simulations (bottom). Di-
mensions are in mm and the cell size for the numerical grid was ∆ = 0.1 mm.
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Figure 5.17: Schematic of the numerical opposed jet configuration with sym-
metry indicated by the dash-dotted lines. Isothermal axial velocity field (top
nozzle) and in-plane lateral velocity field (bottom nozzle) in the configuration
with a grid resolution ∆ = 0.1 mm and bulk velocity Ub = 4 m/s. Maximum
positive velocities are shown in white, while maximum negative velocities are
in black.
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Figure 5.18: Comparison of statistical measurements of first (left) and second
(right) moments from a single jet and two opposed nozzles for a bulk velocity
Ub = 4 m/s, ∆ = 0.2 mm and Cs = 0.065. Three positions are compared to in-
nozzle measurements at defined locations x/D = [0.66, 1.00, 1.33] downstream
of the fractal grid.
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Figure 5.19: Comparison of statistical measurements of first (left) and second
(right) moments for different inflow fluctuations, a bulk velocity Ub = 4 m/s,
∆ = 0.2 mm and Cs = 0.065. Three positions of a single jet are compared to in-
nozzle measurements at defined locations x/D = [0.66, 1.00, 1.33] downstream
of the fractal grid.
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Figure 5.20: Comparison of statistical measurements of first (left) and second
(right) moments for different sub-grid scale constants, a bulk velocity Ub =
4 m/s, ∆ = 0.1 mm and Cs = [0.000, 0.030, 0.065]. Three positions are com-
pared to in-nozzle measurements at defined locations x/D = [0.66, 1.00, 1.33]
downstream of the fractal grid.
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Figure 5.21: Statistical measurements of first (left) and second (right) moments
for a bulk velocity Ub = 4 m/s, ∆ = 0.1 mm and Cs = 0.030 in an opposed
jet configuration for an isothermal flow. Three positions are compared to in-
nozzle measurements at defined locations x/D = [0.66, 1.00, 1.33] downstream
of the fractal grid.
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Figure 5.22: Statistical measurements of first (top) and second (bottom) mo-
ments for a bulk velocity Ub = 4 m/s, ∆ = 0.1 mm and Cs = 0.030 along the
centreline of the nozzle for an isothermal flow. Results are compared to exper-
imental measurements, with point of reference (x/D = 0) being the stagnation
plane.
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positions downstream of the fractal grid in the opposed jet configuration for
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Figure 5.25: Statistical measurements of first (top) and second (bottom) mo-
ments for a bulk velocity Ub = 4 m/s, ∆ = 0.1 mm and Cs = 0.030 along the
centreline of the nozzle for an reactive flow. Results are compared to experi-
mental measurements, with point of reference (x/D = 0) being the stagnation
plane.
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Figure 5.26: Statistical measurements of first (top) and second (bottom) mo-
ments for the progress variable in a reactive opposed jet configuration along the
centreline of the nozzle. Results are compared to experimental measurements.
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Figure 5.27: Visualisation of an instantaneous progress variable field between
the nozzles for a bulk velocity Ub = 4 m/s, ∆ = 0.1 mm and Tf = 2. Burnt
regions are shown in white, while unburnt regions are shown in black.
133
Table 5.1: Key simulation parameters of examined opposed jet cases,
√
u′u′
indicates the fluctuations at the inflow and Cs is the applied value for the
Smagorinsky model
Case ∆
√
u′iu
′
i Cs Cells Simulated Typical Cost No. of
(mm) (m/s) (-) (×106) Time (ms) (kCPUh) CPUs
SJ0.2SvO 0.2 0.2 0.065 11.8 300 1.15 4
OJ0.2SvO 23.6 2.59 8
SJ0.2T10 0.1
SJ0.2T20 0.2 0.2 0.065 11.8 300 1.15 4
SJ0.2T30 0.3
SJ0.1c00 0.000
SJ0.1c30 0.1 0.2 0.030 92.2 244 13.82 36
SJ0.1c65 0.065
OJ0.1full 0.1 0.2 0.030 184.4 230 31.10 72
OJ0.1react 0.1 0.2 0.030 184.4 300 44.62 108
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5.2 Immersed Boundaries — Moving Test Cases
The following section describes two validation cases for the immersed bound-
ary method with moving surfaces in isothermal flows. The first case focuses
on a sphere that moves through the computational domain. Flow conditions
identical to the static sphere case of Section 5.1.2 are applied. Furthermore,
a piston-cylinder arrangement for incompressible flows is investigated. The
configuration has been chosen to evaluate the performance of the proposed
method in a complex domain with moving boundaries. The simulations of a
piston-cylinder arrangement may then allow the investigation of the flow in
areas that are difficult to measure experimentally.
5.2.1 Flow around a Sphere — Moving
The results of a flow around a static sphere at different Reynolds numbers were
presented in Section 5.1.2. The same flow conditions were applied to a sphere
in motion relative to the grid. The same three-dimensional flow characteris-
tics form, allowing a comparison of results between the static and the moving
sphere. Ideally the modelling results should be indistinguishable. Section 5.1.2
provides an overview of previous experimental and numerical studies on flows
around a sphere.
5.2.1.1 Numerical Simulations
A detailed overview of the key parameters is given in Section 5.1.2. For the
simulations of the moving sphere, a domain of size 50Ds×12Ds×12Ds was used
and the sphere travelled periodically through the domain. The investigation
focused on the coarse filter width (∆ = 5 mm) to evaluate the functionality of
the moving boundaries. The investigated Reynolds numbers were in the range
of 50 ≤ Re ≤ 500.
5.2.1.2 Results and Discussion
The statistical data obtained for the flow around a moving sphere is compared
to the results presented in Section 5.1.2, as identical flow regimes have been
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considered. The comparison includes the values for the drag coefficient, length
of the separation bubble in the wake of the sphere and the normalised mean ax-
ial velocity profiles. Instantaneous velocity fields at three different time-steps
are shown in Fig. 5.28. The images, from right to left, show the development of
the flow field as the sphere starts to move through the domain. The turbulent
wake is clearly visible in the third image.
Figure 5.29 shows the drag coefficients for the moving and static sphere in
comparison to theoretical values by Oseen [131]. It is instantly visible that the
drag coefficients of the moving sphere are lower in error, especially at higher
Reynolds numbers. The error does not exceed 8%, whereas the largest error
for the static sphere was 12%. The reduced error is a result of the momentum
correction in the immersed boundary method and results should be considered
with caution. The IB method is first order accurate and momentum correc-
tions in freshly cleared cells can introduce an error in the flow field. This may
positively or negatively affect the neighbouring cells and overall solution. A
moving particle is unlikely to be in exactly the same position as a static par-
ticle when taking statistics. This effect became more visible when inspecting
the length of the separation bubble and mean axial velocity fields.
The wake lengths for the different Reynolds number flows are shown in Fig. 5.30.
The calculated wake lengths agree well with the numerical prediction of the
flow past the static sphere and the predicted values by Fadlun et al. [42] and
Fornberg [46] for Re ≤ 200. A small deviation in the wake length, caused by
the sphere’s movement, can be seen in the result for Re = 300. The high par-
ticle velocity influences the freshly cleared cells, as these are filled by trilinear
interpolation from neighbouring cells. This has an effect on the wake of the
sphere. The same phenomenon is also noticeable at Re = 500, where the wake
of the moving sphere is longer in comparison to the static results. Overall,
the prediction agrees much better with the results by Fadlun et al. [42], but
it should be considered with caution as they assume axis symmetry along the
centreline to reduce the computational domain, which does not account for
the three-dimensionality of the flow in the wake. The differences in results
at Re = 500 can be reduced by using a higher order interpolation scheme, to
reduce the effect of the discontinuities from the freshly cleared cells.
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At low Reynolds numbers (Re ≤ 200), the normalised mean axial velocity
profiles along the centreline agree well with the predictions of the flow around
the static sphere (Fig. 5.31). Minimal differences can be identified in the re-
gion behind the sphere, however these should mainly result from momentum
correction. A noticeable difference can be found in the wake region of the
sphere for Re = 300 and Re = 500, with a good agreement further down-
stream. This strengthens the argument that the momentum blending in the
freshly cleared cells has an effect on the wake of the sphere, especially at higher
Reynolds numbers. Similar to the static results, the mean axial velocity was
under-predicted in the vicinity of the wake for Re = 300. Furthermore, wake
velocities on the coarse grid are much lower in comparison to the data by John-
son [79]. However, the grid refinement for the static sphere showed a significant
improvement. Overall, the results show a good agreement with the results of
the flow around the static sphere and similar flow phenomena were identified.
Especially at lower Reynolds numbers, the results for the first moment of the
axial velocity, wake lengths and drag coefficients are almost identical, indicat-
ing that the immersed boundary method can be used for static and moving
boundary problems alike.
5.2.1.3 Conclusion
Large-Eddy Simulations were carried out to investigate the flow around a mov-
ing sphere at different Reynolds numbers and the prediction of the wake-length
and mean axial velocity show a good agreement with previous work on the flow
around a static sphere. Small differences in the flow field can be identified in
the immediate vicinity of the moving boundary, which results from the treat-
ment of the freshly cleared cells. The immersed boundary method is consistent
for static and moving immersed boundaries and it is applicable to different flow
problems. The simplicity of the method allows for fast computations with a
satisfying accuracy. Overall, the results are encouraging and support the use of
the immersed boundary method for complex geometries with moving surfaces.
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Figure 5.28: Axial velocity field for Re = 500 at three different time-steps.
The maximum positive velocities is shown in white, while maximum negative
velocities are black. The axis of symmetry is shown with the dash-dotted line.
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Figure 5.29: Comparison of the drag coefficient for the static and moving
sphere at different Reynolds numbers. The line indicates the theoretical values.
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Figure 5.30: Comparison of the wake length for the static and moving spheres.
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flow around a static sphere at same Reynolds numbers.
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5.2.2 Piston-Cylinder Arrangement
The simulation results for the computation of a motored piston-cylinder as-
sembly using LES is discussed in this section. A brief summary of previous
experimental and numerical investigations of the applied geometry is given and
specific objectives of this work are outlined. The experimental piston-cylinder
assembly is introduced, followed by details on the numerical modelling using
LES with moving immersed boundaries in a code for fluid flows at constant
density. At the end of the section simulation results are discussed.
5.2.2.1 Introduction and Specific Objectives
Internal Combustion (IC) engines are of great interest to human kind, the
most obvious example being car engines. The development and improvement
of IC engines has been an ongoing process for many decades. The main goals
in the development of IC engines have been the reduction in fuel consump-
tion while increasing the power output and improving the cleanliness of the
emissions. Trade-offs between these characteristics often need to be made. In
this work, the geometry of a piston-cylinder arrangement is modelled to show
the capabilities of the immersed boundary method in complex geometries with
medium Reynolds number flows. The successful application of the IB method
in LES allows for future contributions in the development of IC engines by
gaining a greater insight of the flow field and combustion process in areas that
are difficult and expensive to measure.
Measurement techniques for complex geometries are either intrusive (directly
affecting the flow), or modifications to the engine need to be made, which can
alter the flow and combustion process. Due to the complexity of the geometry,
investigations often focus on specific parts of the combustion cycle (e.g. in-
jection, compression, expansion, flow field analysis). Hence, a vast amount of
literature is available and only a review is given here. A more detailed review
on experimental and numerical investigations of internal combustion engines
can be found in the work by Arcoumanis [4]. Discussions on engine specific
issues can be found in the review by El Tahry and Haworth [175, 176].
Morse et al. [125] used Laser-Doppler Anemometry (LDA) to measure phase
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averaged first and second moment radial profiles of axial velocities. Measure-
ments were taken at 36o and 144o crank angle after cylinder top-dead-centre
(TDC) in 10 mm increments. In the experiments the piston was driven by an
external motor. The inlet valve was fixed in one position and a small annular
gap was left between the valve and the cylinder head, ignoring the compres-
sion phase. Xu et al. [196] applied LDA for the development of a new type of
combustion chamber in an automobile engine and Kang and Baek [81] applied
LDV to analyse tumble formation and decay in a four-valve engine. Particle
Image Velocimetry (PIV) was used by Reeves et al. [149] in the analysis of
in-cylinder flows and they present a number of PIV vector maps for various
crank angles.
Initial numerical investigations of internal combustion engines were limited to
Reynolds-Averaged Navier-Stokes simulations because Large-Eddy and Direct
Numerical simulations were not affordable at the time. Han and Reitz [62]
used RANS with the k −  model to simulate variable-density engine flows
for an compressible engine layout. Computations focused on the compres-
sion/expansion of the flow within the cylinder. The authors compare the
main flow characteristics from their simulations with experimental data. The
flow processes with the combustion chamber, using RANS modelling were also
investigated by Gosman [61]. Khalighi et al. [88] modelled the combustion
process in a four-valve engine with the RANS approach and phase averages of
many cycles are presented. The absence of turbulent fluctuations affected the
results, however the mean profiles are predicted well.
In the context of LES, Haworth et al. [67, 68] used unstructured deforming
meshes to explore the suitability of LES to simulate IC-engine geometries.
At the time of the study, the available computing power was a limiting fac-
tor. However it was found that LES provided more complete information in
comparison with RANS. Thobois et al. [178] used LES for the prediction of
aerodynamics in IC engines. The work focused on the diesel engine intake
ports under steady flow conditions. Results showed a satisfactory agreement
with experimental data. A piston-cylinder arrangement was employed by Verz-
icco et al. [42, 187] in the validation and evaluation of an immersed boundary
method for a Finite Difference Method. A satisfactory agreement between nu-
merical results and experimental data was achieved.
142
In the present work, the geometry of the piston-cylinder arrangement is based
on the experimental work by Morse et al. [125]. The geometry forms the basis
for an excellent test case to evaluate the presented immersed boundary method.
The geometry is complex and includes moving surfaces for flows at medium
Reynolds numbers. Statistical measurements of first and second moments are
compared to the experimental measurements, although small alterations to the
geometry were made. These will be discussed in more detail with the numerical
simulation parameters. A successful prediction of the velocity profiles at dif-
ferent crank angles would encourage the further development and application
of the proposed method.
5.2.2.2 Experimental Configuration
The configuration chosen to validate the present numerical procedure is a sim-
plified piston-cylinder assembly with a fixed valve, based on the model used
by Morse et al. [125]; a schematic drawing is shown in Fig. 5.32. The cylinder
head and piston are flat (pancake chamber) with a 3 : 1 compression ratio.
The inlet is 33 mm in diameter and the cylinder has a bore of 75 mm. All
relevant dimensions and operating conditions are summarized in Table 5.2. In
the experiments the piston was externally motored allowing fluid to enter or
exit the combustion chamber and vice versa as the piston moved. The valve
was fixed, so that there was no compression phase. The piston is driven by a
simple harmonic motion at speed of 200 rpm (≈ 21 rad/s). Morse et al. [125]
used LDA to measure phase-averaged first and second moments of axial veloc-
ities. Profiles are available in 10 mm increments for a crank angle of 36o and
144o after TDC.
5.2.2.3 Numerical Simulations
The numerical simulations of the piston-cylinder assembly have been carried
out with the PsiPhi code and the proposed immersed boundary method (see
Chapter 4). The overall domain length is 264× 80× 80 mm; the domain was
extended below the Bottom Dead Centre (BDC) to improve numerical stabil-
ity. Two different filter (cell) widths (∆ = [1.0, 0.5] mm) were used for the
modelling of the piston-cylinder arrangement, leading to meshes with 1.7×106
cells and 13.5 × 106 cells, respectively. The coarse filter width was used for
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the initial testing and evaluation of the boundary method, whereas the fine
grid was applied for a more detailed representation of the flow field. As in the
experimental configuration, the compression phase was neglected, leaving the
valve in a fixed position. The current study focused on a mean piston velocity
of up = 0.4 m/s, averaged over half a cycle, resulting in a Reynolds number
of 2000. Transient Dirichlet boundary conditions were applied at the inflow
plane and von Neumann conditions at the outlet (where negative velocity val-
ues were clipped). The Smagorinsky model (Cs = 0.2) was used to estimate
the turbulent viscosity in the flow. The walls were described by the immersed
boundary method, following the suggested value of Verzicco et al. [187].
The numerical domain contains a small alteration to the original experimen-
tal set-up, besides extending the simulated domain, a small gap (1 cell) was
left between the piston and the cylinder wall to improve the numerical sta-
bility of the simulation; similarly to the set-up by Verzicco et al. [187]. The
implications of this alteration will be discussed in detail with the simulation
results. The investigation and detailed analysis of the flow field within the
cylinder are of secondary importance to the proof of the concept. The success-
ful simulation of the arrangement allows for contributions to the development
of internal combustion engines in the future. Despite the change in geometry,
similar trends should be established. Two piston cycles were simulated before
numerical phase-averages of first and second moments were taken at specified
crank angles over a period of six piston cycles.
5.2.2.4 Results and Discussion
The flow inside the piston engine is highly turbulent, unsteady and three di-
mensional. Simulations must be able to cope with all of these aspects [187].
At time t = 0, the piston is at top dead centre and starts descending towards
BDC. Then fluid enters the combustion chamber from the outside through the
gap between the valve and the cylinder wall. Due to the small opening, high
speed jets are created which impinge on the cylinder wall before fluid sepa-
rates due to viscous effects (Fig 5.33). The jets reach their highest velocity
(ujet ≈ 13up) at t = pi/2 and the flow is dominated by the vortices in the centre
of the chamber which increase in size as the piston continues moving down.
At t = pi, the flow is dominated by complex structures emerging from the
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interaction of the recirculating vortices that formed in the combustion cham-
ber. Similar observations were made by Verzicco et al. [187]. When the piston
starts moving back up from BDC, the fluid is pushed out of the cylinder. A
new cycle starts at t = 2pi after the piston reaches TDC. The flow below the
piston is neglected, as it results from the imposed boundary conditions and
the piston movement and does not interact with the primary flow.
Simulation results are compared to the experimental data by Morse et al. [125]
and numerical data by Verzicco et al. [187]. Verzicco et al. apply the assump-
tion of axis-symmetry along the centreline in their simulations after studying
a full three-dimensional domain at lower Reynolds number to observe that the
flow remains symmetric for the first two cycles. However, investigations of
the flow field showed that the axis-symmetry is not necessarily preserved at
the given flow conditions. It was also observed that the position of the jet
break-up is strongly dependent on the the vortex formations, which themself
depend on the piston movement. Therefore a fully three-dimensional domain
was used for the current investigations. Animations of different sections allow
for a detailed investigation of the flow field inside the chamber.
Figure 5.34 shows a comparison between the experimental and numerical sta-
tistical measurements of the first and second moments of the axial velocity
at a crank angle 36o after TDC. The velocities were normalised by the mean
piston speed and the radial distance was normalised by the cylinder radius R.
The profiles have been taken at 10 mm increments downstream of the inlet
valve. The results are phase averaged over six piston cycles. The mean ve-
locity profile shows a good agreement with the experimental and numerical
data. At this crank angle the small gap around the piston edge does not have
any visible effect on the velocity field. The fluctuation profiles would certainly
benefit from additional averaging and a finer grid resolution. The fluctuations
are considerably lower in the region near the cylinder wall. A wall model or in-
creased resolution in that region is required to improve predictions, especially
as wall temperatures have a significant effect on the combustion process of IC
engines. The variation in the numerical data sets results from the different grid
structures used. In this work, a structured cubic grid was employed, whereas
Verzicco et al. [187] used an unstructured grid with high resolution in the near
cylinder head region. Their exact grid resolution is unknown, although simi-
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lar problems in the predictions of fluctuations can be found in the results of
Verzicco et al. [187].
The same positions of statistical measurements for an crank angle of 144o are
shown in Fig. 5.35. The first position at 10 mm shows a large variation of
the mean velocity profile. The jet is shifted towards the centre and a higher
mean velocity was recorded. This is a result of the delayed jet break up in
the flow and modifications in the Smagorinsky constant might lead to small
improvements. The fluctuations show a great degree of variance in compari-
son the the experimental data. One of the reasons for the large variations in
fluctuations is the use of the relatively coarse filter width (∆ = 1 mm) and the
dissipative nature of the sub-grid scale model. Great efforts could be made to
tune the value of Cs to improve the results, but the overall improvement might
be minimal. Furthermore the high fluctuations near the wall at x = 30 mm
are an artefact of the gap between the piston and cylinder wall. The gap
allows for some mass to by-pass the cylinder, which is defrimental in an inter-
nal combustion engine. To ensure that all mass stays in the cylinder, the gap
should be closed and ideally a compressible flow solver would be used to model
the compression phase as well. Nonetheless the key characteristics of the flow
have been captured on the coarse grid and encourage further development and
application of the method.
Figure 5.36 shows the phase-averaged first and second moments of the veloc-
ity field for a crank angle of 36o after TDC. A refinded mesh with cell width
of ∆ = 0.5 mm was used for the simulations. The predictions of the first
and second moments 10 mm downstream of the valve agree well with the ex-
perimental measurements [125] and the numerical predictions [187]. However
an under-prediction in fluctuations is found in the near wall region, similar
to the coarse grid results. The statistical measurements further downstream
(x = 20 mm) indicate an early jet break up and fluctuation levels are very low
in comparison to the experimental data. At x = 30 mm, the data for first and
second moments agrees well with the results by Morse et al. [125]. This is to
be expected as the piston is close to the measurement position and the flow is
almost undisturbed at this point in time. It is also interesting to note that the
modification of the geometry does not have a significant effect on the results.
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Statistical measurements of the velocity field were also taken on the finer grid
for a crank angle of 144o after top dead centre and results are shown in Fig. 5.37.
The plots show a much thinner and longer jet at x = 10 mm in comparison to
the experimental measurements. This indicates a delayed jet break up which
is influenced by the sub-grid scale model. A similar phenomenon was identified
in the flow field of the opposed jet flow (see Section 5.1.3). The mean jet is also
positioned further towards the centre of the cylinder, which is a result of the
vortex forming in the centre. The strong influence of the vortex can also be
identified at the other two locations further downstream, where negative veloc-
ities are found in the centre of the cylinder. As a result the inlet jets are drawn
towards the centre and away from the walls. The statistical measurements for
the fluctuations are generally in good agreement with the experimental predic-
tions in the centre of the cylinder. However, large variations are found in the
wall regions, especially for the latter two sampling points. It is known that the
Smagorinsky model usually does not perform well in these regions, resulting
in wrongly modelled sub-grid stresses near the wall. In the simulations the
jets also do not impinge on the walls as strongly as it was observed in the
experiments and the fluctuations increase in these areas as the jets are drawn
further towards the centre of the cylinder.
In general, the results of the piston-cylinder arrangement are encouraging for
both grid resolutions. Nonetheless, the simulations with the different grid sizes
share characteristics that influenced the results. Statistical results would bene-
fit from additional sampling, as six engine cycles are not enough. Furthermore
both grid resolutions can be regarded as too coarse to accurately predict the
flow in the centre of the cylinder at higher crank angles. This is particularly
true considering that the development of the flow field is strongly dependent on
the inlet jets and the resulting vortex formations. The effect was noticed more
clearly in the simulation with the finer grid. A LES filter width of ∆ = 0.1 mm
(≈ 1.7× 109 cells) is suggested for the detailed analysis of the flow inside the
chamber to accurately resolve the flow characteristics. In addition, the statis-
tical measurements for the second moments can be improved by using a more
advanced sub-grid stress model, such as the Germano model [52], and a wall
model to accurately predict the flow in the near wall regions. It should also
be mentioned that the predictions of the second moments have been plotted
with a thinner line to illustrate that they leave room for improvement.
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5.2.2.5 Conclusion
A piston-cylinder arrangement, based on the experimental work by Morse et
al. [125], has been investigated. Large-Eddy Simulation was used for the nu-
merical work to evaluate the applicability of the immersed boundary method to
complex geometries with moving surfaces. Simulation results were compared
to experimental in-cylinder measurements of isothermal flows, neglecting the
compression phase.
First moment statistical measurements agree well at both crank angles for
all measured positions. The statistical second moments suffer from the low
sampling rate and a relatively coarse grid. The flow is very inhomogenous
in space and a single value for the turbulence model might not be sufficient
to describe the flow dynamics, which agrees with the findings by Verzicco et
al. [187]. An investigation of the flow field showed that the jet break up and
resulting vortex formation is strongly dependent on the piston movement and
the jet modelling in the near wall regions. The coarseness of the grid also leads
to high fluctuations in the flow of the jets. These areas would benefit from a
grid refinement to better resolve the flow field. Furthermore the alteration in
the geometry has an effect on the results, especially in the near wall region
of the cylinder. Hence, a detailed investigation of the flow field for reacting
flows certainly requires the closure of the piston gap. The investigation of a
full cycle of an internal combustion engine should also be carried out with an
compressible flow solver to include the compression phase of the engine cycle.
Nonetheless the results encourage the use of the immersed boundary method
on further investigations of the piston-cylinder arrangement in order to analyse
the flow in greater detail.
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Figure 5.32: Schematic drawing of the piston-cylinder configuration, based on
the coarse computational grid. Symmetry is indicated by the dotted line.
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Figure 5.33: Axial velocity field for two crank angles, 36o (left) and 144o (right),
measured from TDC on the fine grid. The maximum positive velocities are
shown in white, while maximum negative velocities are black.
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Figure 5.34: Statistical measurements of first (left) and second (right) moments
for a mean piston velocity up = 0.4 m/s, ∆ = 1 mm, and a crank angle of 36
o.
Three positions are compared to in-nozzle measurements at defined locations
x/b = [0.13, 0.26, 0.40] downstream of the inlet valve.
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Figure 5.35: Statistical measurements of first (left) and second (right) moments
for a mean piston velocity up = 0.4 m/s, ∆ = 1 mm, and a crank angle of 144
o.
Three positions are compared to in-nozzle measurements at defined locations
x/b = [0.13, 0.26, 0.40] downstream of the inlet valve.
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Figure 5.36: Statistical measurements of first (left) and second (right) moments
for a mean piston velocity up = 0.4 m/s, ∆ = 0.5 mm, and a crank angle of 36
o.
Three positions are compared to in-nozzle measurements at defined locations
x/b = [0.13, 0.26, 0.40] downstream of the inlet valve.
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Figure 5.37: Statistical measurements of first (left) and second (right) moments
for a mean piston velocity up = 0.4 m/s, ∆ = 0.5 mm, and a crank angle of
144o. Three positions are compared to in-nozzle measurements at defined
locations x/b = [0.13, 0.26, 0.40] downstream of the inlet valve.
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Chapter 6
Interface Flows and Immiscible
Fluids
Immersed boundary methods are one of the applications for Lagrangian par-
ticle methods. Another area to apply particle methods are interface flows and
thin mixing layers. A wide range of turbulent length scales need to be either
resolved or described by closure models to accurately describe the scalar fields.
This can be achieved by local grid refinement, however, these algorithms are
often complicated and difficult to implement and parallelise. Furthermore the
short time-step width imposed on the refined region is enforced on the entire
computational domain. Therefore alternative methods are sought to describe
the physics of the flow.
The proposed alternative Euler-Lagrange method has the potential to improve
accuracy and resolution of scalar transport by combining advantages of the Eu-
lerian and Lagrangian approach in comparison to a purely Eulerian method,
while maintaining a moderate computational cost. To the authors knowledge,
this particular technique has not been exploited before in the field of com-
bustion and interface flows. The project was started in collaboration with a
colleague (M. W. Pettit) at Imperial College London, who is continuing to
develop the method. Therefore only initial results, based on personal contri-
butions, for two dimensional test cases are shown.
Similar approaches to the proposed Euler-Lagrange technique have been devel-
oped; for example the hybrid particle-level set method by Enright et al. [40] or
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the hybrid Monte Carlo PDF method for turbulent combustion simulations by
Pope [145]. In a broader sense, the proposed method can also be compared to
the particle-in-cell (PIC) method (see Chapter 4), developed by Harlow [64], to
explore shock interactions with material interfaces and the deformations that
could occur during hypervelocity impacts. The method was originally applied
in two dimensions, and it became rather popular for plasma simulations [12].
6.1 Euler-Lagrange for Interface Flows
The proposed method is aiming to combine advantages of the Eulerian ap-
proach with advantages of the Lagrangian particle method. A scalar field is
split up into a smooth, low-frequency field and a high-frequency field. The
smooth, low-frequency field is described and transported as an Eulerian field
and the high-frequency field is described and transported using Lagrangian
particles. Therefore the Lagrangian contribution can be regarded as a correc-
tion to the resolved Eulerian field and particles are solely introduced in areas
of steep gradients. The reason being that small scales are often constrained to
a corrugated surface in space, for example a mixing layer or an interface. In
terms of computational combustion problems, these areas are found in both
premixed (thin flame-front) and non-premixed flows (steep gradients around
the nozzle).
6.1.1 Theoretical Background
As mentioned above, the scalar field is split into a smooth, filtered Eulerian
field and a high-frequency Lagrangian field, and can be expressed as:
φ = φ+ φ′ (6.1)
where φ is the Eulerian contribution and φ′ represents the Lagrangian con-
tribution, not to be mistaken with the Reynolds decomposition in Chapter 2.
The Eulerian scalar field is obtained from low-pass filtering and the difference
between the original field φ and the filtered field φ is the contribution φ′ of the
small scales. One could say that the Lagrangian field results from ’high-pass’
filtering. Figure 6.1 shows a graphical representation of the concept. The Eule-
rian contribution and the Lagrangian contribution add up to form the original
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field (in this case a step function). Smooth regions are well presented by the
Eulerian approach and Lagrangian particles are only necessary in areas with
steep gradients.
Substituting Eq. (6.1) into the general transport equation (2.7), it can therefore
be written as
∂φ
∂t
+
∂φ′
∂t
+
∂φuj
∂xj
+
∂φ′uj
∂xj
=
∂Dj(φ)
∂xj
+
∂Dj(φ
′)
∂xj
(6.2)
The source term has been neglected in Eq. (6.2) and the equation is satisfied
when the following two equations are also satisfied.
∂φ
∂t
+
∂φuj
∂xj
=
∂Dj(φ)
∂xj
+ κ (6.3)
∂φ′
∂t
+
∂φ′uj
∂xj
=
∂Dj(φ
′)
∂xj
− κ (6.4)
where κ is the transfer term to convert particles to the Eulerian phase and
vice versa. Hence a transport equation can be solved for the large-scale con-
tribution φ independently of the equation for the small-scale contribution φ′.
In this work a classical Eulerian solver is used for the large scale solution, and
a Lagrangian (particle) solver for the small scales. It should also be stressed
that the above contribution assumes that the flow field uj is fully resolved.
Lagrangian Diffusion
Even though diffusion was not considered in the presented cases, it affects
the scalar transport and therefore the Lagrangian diffusion needs to be mod-
elled. Particle diffusion can be simulated with a random walk based on the
Wiener process (Fig. 6.2), assuming that all particle positions are known. The
particle diffusion is restricted by the domain dimensions and a normalised ran-
dom number. The method requires a continuous function with independent
increments and finite small time-step δt. Mathematically the process can be
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described as:
st+1p = s
t
p +Wt (6.5)
where s is the position of particle p at time t and Wt is a Wiener process.
Wt can be defined as a mathematical model of the Brownian motion of a free
particle with friction being neglected,
Wt = (δt)
1/2
n∑
i=1
ξ(i) (6.6)
where ξ is an independent standardised normal random variable. For an in-
finite small time-step and in its simplest form, the Wiener variable Wt can
therefore be represented by a normal (Gaussian) distribution with zero mean
and variance proportional to the time difference [145].
To ensure that the fields remain coupled, both fields (Eulerian and Lagrangian)
have to diffuse at the same rate. Figure 6.3 shows a top-hat function that
has been numerically diffused by applying the Eulerian diffusion, Lagrangian
diffusion and an analytical diffusion. Identical diffusion coefficients have been
used and both fields diffuse at the same rate. Therefore, it can be assumed that
the large high and low frequency field are correctly coupled. A more detailed
description of the coupling, based on the work by Cant and Mastorakos [20],
is given in Appendix A.
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6.2 Interface Flows — Test Cases
The proposed approach was evaluated based on two test cases (a block function
and a Zalesak disk [199]) and results are compared to the pure Eulerian and
pure Lagrangian approaches. The block function with an vortical velocity
field produces ’thin structure’ around the central block, which demonstrate
any improvement in accuracy of the joint approach. The Zalesak disk test
case gives a good indication of conserving flow details. A low storage Runge-
Kutta scheme (see section 3.2.3) was applied for the time integration in all
tests. Long simulations were performed to reduce error in time measurements
and all test cases have been evaluated on their accuracy and computational
efficiency. The simulation parameters for the two cases are summarized in
Table 6.1.
6.2.1 Block Function
The block function creates nine evenly spaced squares in the domain and an
irrotational vortical velocity field was applied. A 4th-order central differencing
scheme (CDS4) and a Total Variation Diminishing (TVD) scheme was used
for the convection of the Eulerian contribution. The Lagrangian approach was
initialised with 1.6×106 particles and the joint approach was used with a 4th-
order CDS for the Eulerian field and 3× 105 particles for the Lagrangian field.
The particle number was determined from the sum difference of the original
field and the Eulerian field, and a prescribed particle density. The simulation
times are summarized in Table 6.2.
The central differencing scheme, of 4th order, is computationally efficient, how-
ever oscillations are introduced which produce unbounded results (Fig. 6.4b).
These oscillations can cause instabilities, especially in flows with low diffu-
sivity. The ’thin structures’ at the centred block are not well preserved, and
oscillations would increase further with longer simulation times. Furthermore,
the oscillations are unrealistic for the transport of scalar quantities mixture
faction and progress variable where the range limit is between 0 and 1. Out-
side this range, the mixture fraction and progress variable have no physical
meaning. The TVD scheme is computationally more expensive, although os-
cillations are avoided (Fig. 6.4c). The ’thin structures’ around the centre block
are also not well-preserved due to numerical diffusion.
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The Lagrangian approach is the most accurate method (Fig. 6.4d), but also the
most computationally expensive. The computational time was approximately
five times longer than for the TVD scheme, as ∼ 1.6× 106 new particles posi-
tions had to be calculated in each time step. Accuracy can be improved further
at the cost of computational efficiency. In general, the ’thin structures’ around
the centre block are well preserved.
The joint Euler-Lagrange approach preserved the ’thin structures’ at the cen-
tre (Fig. 6.4e) and oscillations are suppressed at medium computational cost.
The results are promising, especially considering the computational costs and
simulations times.
6.2.2 Zalesak Disk
The Zalesak disk is commonly used to test proposed flux-corrected transport
algorithms and critical flux limiting stages in multi-dimensions [199]. The case
has since been adopted as a common test for interface tracking and level set
methods. The case is based on a ’solid’ cylinder with a cut out notch, which
adds some complexity to the test field. The cylinder is placed in a constant-
vorticity field with anti-clockwise rotation, and the rotational velocity is set
such that one revolution around its center point takes 628 time steps. The case
is ideal to test the accuracy of existing numerical schemes and a comparison
to the proposed method can be made. The simulation parameters are summa-
rized in Table 6.1.
In this work, two versions of the case were simulated. First, the disk completed
one revolution, before returning to its original position. The case was evaluated
with the Euler CDS4 and CHARM TVD scheme, Lagrange and the proposed
joint Euler-Lagrange approach. Table 6.3 shows the simulation times and the
accuracy of each method. The root-mean-square (RMS) was evaluated based
on the difference between the original and final field, as shown in Eq. (6.7).
The RMS values give a quantitive indication on how well the shape of the disk
is preserved. Similarly the sum of error (SoE ) is the sum of the absolute values
of the original field minus the final field (Eq. 6.8), where n defines the total
number of cells in the domain. The SoE was used to determine the accuracy
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of each approach. Ideally, the sum of error and the root mean square values
are zero.
φRMS =
√
1
n
(φ21 + φ
2
2 + ...+ φ
2
n)orig. −
√
1
n
(φ21 + φ
2
2 + ...+ φ
2
n)final (6.7)
φSoE =
n∑
i=1
|φi|orig. −
n∑
i=1
|φi|final (6.8)
The original and transported fields of the Zalesak disk are shown in Fig. 6.5.
Immediately apparent is the numerical diffusion resulting from transport by
CDS4 and TVD. The diametric extent of the disk has been increased for the
CDS4 (≈ 2%) and the TVD (≈ 3%) approach, as both Eulerian methods suf-
fer from diffusion. The notch is poorly represented, especially in case of the
TVD scheme. This might indicate that the CDS4 approach is more accurate
than the TVD, however the central differencing scheme is known to introduce
numerical oscillations, which are not visible in Fig. 6.5b. For the given condi-
tions, the CDS4 approach is more accurate than the TVD scheme because any
introduced oscillations are undone by returning the disk to its original position.
The Lagrangian approach is lowest in error (≈ 1%) and the particles recover
the sharp edges well (Fig. 6.5d). A close inspection of the field shows that
it is almost identical to the original. However the seeding of the particles is
important and the field value should not exceed unity, which would lead to
unphysical results in some scalar fields. Furthermore the particle approach
suffers from computational costs as a result of the impossibility of efficiently
vectorising routines.
The graphical result of the field for the joint method is shown in Fig. 6.5e.
A close inspection of the field reveals that even though the notch and sharp
edges are well preserved (70% fewer particles in comparison to the Lagrangian
method), the approach still suffers from the numerical oscillations and diffu-
sion of the Eulerian method, which is simply not smooth enough. To avoid
the unwanted expansion of the field, more filter operations can be applied to
increase the contribution of the high-frequency field. However, increasing the
number of particles increases the computational cost. Therefore a fine balance
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between accuracy and computational efficiency should be used to benefit from
the Euler-Lagrange approach. Overall the joint method shows significantly
improved results in comparison to the Eulerian approach (1.3% error) at mod-
erate additional computational cost.
The above results can be misleading because a flow usually does not return
to its original condition and the test case should be seen as an exception of
the good performance of the central differencing scheme with unphysical flow
conditions. To get a more realistic behaviour of the different approaches, the
tests were repeated with a single disk rotation.
The results of the single disk rotation are summarized in Table 6.4, and it
is instantly clear that the oscillations (swirls behind the disk in Fig. 6.6b)
introduce a substantial numerical error. Furthermore the Eulerian approach
suffer from numerical diffusion (glow-like look of the transported disk) and as
a result the sharp edges are not preserved and the area of the disk increases.
The edges of the notch soften and it is clear that the Eulerian transport in
insufficient for steep changes in scalar gradients. Overall the CDS4 transport
scheme has a larger error (≈ 20%) than the chosen TVD scheme.
Yet again, the smallest error was found with the Lagrangian approch (≈ 0.6%).
The sharp edges are well preserved, especially in the area near the notch. The
transported field is almost identical to the initial field and an increase in par-
ticle density would improve the results further. However the Lagrangian ap-
proach is the computationally most expensive method and scalar fields can be
unphysical.
The proposed joint Euler-Lagrange method shows good results at moderate
computational costs. All sharp edges are well represented. The numerical
oscillations of the CDS4 scheme are none existing due to the filtering of the
original disk and therefore reducing the sharp edges in the Eulerian field. How-
ever, the Eulerian discretization scheme might have to be chosen appropriately
for different test cases. In addition, the accuracy can be improved by increas-
ing the number of filter operations at the beginning, subsequently increasing
the Lagrangian contribution.
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6.3 Discussion and Conclusion
The proposed Euler-Lagrange method has been compared to the pure Eulerian
and pure Lagrangian approach. The accuracy and computational efficiency of
the three methods were evaluated based on two-dimensional test cases, a block
function and the Zalesak disk. The discretisation with CDS4 proves to be the
least computational expensive approach that was chosen, but it is also the
least accurate method. The sharp edges in both test cases became distorted
and the fields were smoothed as a result of false diffusion. Furthermore the
scheme suffers from numerical oscillations which lead to very high errors in the
mean. The TVD scheme shows similar characteristics, although the overall er-
rors are smaller compared to CDS4, with exception where the field returns to
its original position. However the computational cost of the TVD scheme is
twice as high with a limited improvement in accuracy.
The Lagrangian approach provides an extremely low error, which can be re-
duced further with an increase in particle density. Although, too many par-
ticles can lead to unphysical results in some scalar fields (mixture fraction,
progress variable). The computational costs are also significantly higher (three
to four times as high as CDS4).
Finally, the joint Euler-Lagrange approach has shown to provide low errors in
all test cases. The approach was used with a third of the number of particles
in comparison the Lagrangian approach, reducing the computational cost sig-
nificantly. Further investigations are required into three-dimensional turbulent
flows where scalar fields change continuously. As one of the strengths of the
proposed method is the particle distribution to only areas of steep gradients,
particle reinitialisation is of significant importance. Re-filtering the field when
particles are reinitialised will introduce a continuous error. To avoid this prob-
lem, the second derivative of the scalar field can be used to identify areas of
steep gradients. If the derivative is above a certain threshold, particle are ini-
tialised. Moreover, the application of the new method is currently limited to
fully resolved flows. On the other hand, sub-grid scales are modelled in LES;
hence the particle contribution also needs to be linked to the sub-grid scale
models for fully bound results.
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Overall it has been shown that the approach offers good potential to improve
the accuracy and resolution of scalar transport by combining the advantages
of the Eulerian and Lagrangian approach while maintaining moderate compu-
tational costs. As mentioned above, the further development of the method is
conducted by a fellow PhD student.
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Figure 6.1: Graphical Representation of decomposition
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Figure 6.2: Visualisation of a 1-D random walk, based on the Wiener Process,
particle has been initialised at the origin (0,0).
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Figure 6.3: Identical diffusion coefficients; Eulerian, Lagrangian and Analytical
Solution based on a top-hat function
Figure 6.4: Comparison of results - original field (a), Eulerian (CDS4 (b) and
TVD (c)), Lagrangian (d) and Joint (e) approach
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Figure 6.5: Comparison of results, disk returned - original disk (a), Eulerian
(CDS4 (b) and TVD (c)), Lagrangian (d) and Joint (e) approach
Figure 6.6: Comparison of results, one revolution - original disk (a), Eulerian
(CDS4 (b) and TVD (c)), Lagrangian (d) and Joint (e) approach
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Table 6.1: Simulation parameters for test cases to evaluate the performance of
the proposed Euler-Lagrange method for Interface Flows
Block function Zalesak (return) Zalesak (1 rev.)
Domain Size 4002 2002 2002
Time steps 8000 12560 6280
Time-step width 0.1 0.1 0.1
Diff. coefficient 0.1 0.1 0.1
Velocity Field Rot. Vortical Rot. Vortical Rot. Vortical
Time Integration 3rd R-K 3rd R-K 3rd R-K
Table 6.2: Block: Comparison of different approaches - Simulation times
Approach Diff. Scheme Cells Particles Time
(-) (-) (×106) (s)
Eulerian CDS4 400x400 0 409.9
Eulerian TVD-CHARM 400x400 0 1073.3
Lagrangian None 0 1.64 5454.3
Joint CDS4 400x400 0.31 1171.1
Table 6.3: Zalesak disk returned: Comparison of different approaches - Simu-
lation times, RMS and sum of error (SoE)
Approach Diff. Scheme Cells Particles Time xrms xSoE
(-) (-) (×103) (s) (-) (-)
Eulerian CDS4 200x200 0 86.7 0.0747 753.1
Eulerian TVD-CHARM 200x200 0 194.8 0.0901 1094.6
Lagrangian None 0 110.6 485.6 0.0476 405.6
Joint CDS4 200x200 37.6 217.4 0.0514 522.9
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Table 6.4: Zalesak disk, one revolution: Comparison of different approaches -
Simulation times, RMS and sum of error (SoE)
Approach Diff. Scheme Cells Particles Time xrms xSoE
(-) (-) (×103) (s) (-) (-)
Eulerian CDS4 200x200 0 45.4 0.0812 1071.1
Eulerian TVD-CHARM 200x200 0 86.3 0.0793 839.6
Lagrangian None 0 110.6 136.9 0.0334 270.9
Joint CDS4 200x200 37.6 62.8 0.0362 338.7
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Chapter 7
Conclusions and
Recommendations for Future
Work
The presented project considered an Euler-Lagrange method for moving sur-
faces in Large-Eddy Simulation for incompressible flows. Immersed boundaries
(solid objects) were represented and tracked by Lagrangian particles on an un-
derlying Cartesian grid, on which the flow is advanced with a conventional
Eulerian solver. Simplicity and computational efficiency, while achieving good
predictions of first and second statistical moments, are key characteristics of
the presented IB method. Large-Eddy simulations of non-moving boundary
problems were carried out for a pipe flow and the flow around a sphere to eval-
uate the conservation of mass and momentum and accuracy of the method.
The approach was then applied to an opposed jet flow with perforated plates
and fractal grids with a very complex shape, based on the work by Geipel [51],
to investigate the effect of fractal grids on the flow inside the nozzles. The
immersed boundary method for moving objects was validated with the flow
around a moving sphere, before investigating a piston-cylinder arrangement
for an incompressible set-up. In addition, the idea of employing Lagrangian
particles in an Eulerian framework was also applied to multiphase flows to
increase the accuracy of scalar transport.
Lagrangian particles are used to identify and track immersed boundaries on
an Eulerian grid. Diffusion, momentum and pressure terms are corrected near
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the boundaries to ensure impermeability of walls. The ’fluid history’ for freshly
cleared cells, which are a results of boundary movement, is calculated by trilin-
ear interpolation to satisfy the momentum equation. The parallelisation and
optimisation of the method allow its application on large multi-core comput-
ers to investigate flows in complex domains. Furthermore the turbulent inflow
generator was modified to improve its computational efficiency and avoid ex-
pensive communication between processors for the generation of inflow data.
Good inlet conditions are important as they affect the flow further downstream.
The dynamic Germano model also offers an alternative for the calculation of
the sub-grid stresses in comparison to the static Smagorinsky model, as the
contribution is localised for each position in the flow.
The flow in a pipe was simulated to evaluate the conservation of mass and mo-
mentum of the ’PsiPhi’ flow solver in combination with the immersed boundary
method and investigate the effect of two sub-grid scale models on the flow field.
Results were analysed in terms of velocity statistics for first and second mo-
ments and compared to numerical results by Forkel [45].
A more detailed validation of the immersed boundary method was based
on the well-documented flow around a static and moving sphere. Different
flow regimes were investigated and results of the drag coefficient, wake length
and mean axial velocity profiles were compared to numerical DNS and LES
studies which used unstructured grids. Good agreements were achieved for
lower Reynolds number flows for all investigated flow characteristics, however
the coarseness of the initial grid had an effect on the predictions of higher
Reynolds number flows. The statistical measurements of the moving sphere
agree well with the static predictions, however the treatment of freshly-cleared-
cells, which leave discontinuities in the flow field, effects the wake velocities
near the sphere to a small degree.
The immersed boundary method was also applied to a turbulent opposed jet
flow. The geometry was based on the work by Geipel [51], who used fractal
grids in addition to the conventional perforated plates. Isothermal and reactive
flows were simulated on grid sizes similar to those used in Direct Numerical
Simulations. General data of first and second moments of axial velocity for
isothermal simulations agree well with experimental measurements and the
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predicted turbulent Reynolds number matches the value by Geipel. The artifi-
cially thickened flame model was used for the transport of the progress variable
for the simulation of a methane flame with equivalence ratio of 0.8. The statis-
tical measurements of first and second moments of the progress variable show
good predictions when compared with the experimental data, encouraging the
investigation of areas that are difficult to measure experimentally. Overall,
the description of the complex fractal grid by immersed boundaries led to very
good and accurate results, demonstrating the power of the IB method.
The geometry of piston-cylinder arrangement was based on the experimen-
tal set-up by Morse et al. [125]. Statistical measurements of first and second
moments of axial velocities at two different crank angles were compared to ex-
perimental and numerical data. Mean velocity profiles show a good agreement
with the experimental data sets, whereas the statistical measurements for the
second moments would have benefited from a higher sampling count and a
finer grid resolution.
In general, the coarseness of the grids affected the accuracy of results, as larger
cell sizes were usually insufficient to resolve the domain accurately, leading to
poor predictions of the flow properties. In the simulations of the spheres,
the drag coefficient and wake length for higher Reynolds number flows were
wrongly predicted on the coarser grid. The flow is strongly influenced by the
wall effects and needs to be properly resolved. Similarly, the grid resolution
in the opposed jet study was an important factor to resolve the turbulent flow
inside the nozzle correctly.
A simple forcing approach is used in the immersed boundary method, which
allows the simulation of complex geometries without having to generate com-
plex meshes. This was advantageous for the simulation of the opposed jet
and the piston-cylinder arrangement, which are both complex. The fractals in
the grid of the opposed jet have to be resolved to accurately predict the flow.
Similarly, the resolution of inflow jets in the piston-cylinder arrangement affect
the flow inside the cylinder. Generating unstructured grids for these domains
can be a complex task, especially when boundaries move.
A key benefit of the proposed method is that the equidistant Cartesian grid al-
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lows for fast computational arithmetic and compiler optimisation. The method
was also parallelised and optimised for large-scale supercomputers without hav-
ing to implement major changes. This allowed for the analysis of the turbulent
opposed jet and piston-cylinder arrangement, which were mentioned above.
Even though results of the presented IB method are encouraging, especially
considering the computational efficiency, the presented immersed boundary ap-
proach has certain limitations. The simple forcing term makes the method first
order accurate near walls and it would benefit from a higher order accuracy
in tracking the moving boundaries. In addition a fourth-order interpolation
scheme would reduce the effect of the discontinuities, which are an artefact of
moving boundaries.
The accuracy of simulations can generally be improved by refining the grid.
However a grid refinement increases the computational costs, by a factor of
8 for cubic equidistant grids if the cell size is halved. Therefore it should be
evaluated if the simulation benefits from a refinement. It is also important to
resolve the boundary correctly in flows that are dominated by the wall effects.
Instead of refining the grid in the these regions, wall stress models can be used
to model the flow near the wall. The simplest approach introduces the van
Driest damping in the near wall region [19] to account for the wall stresses.
More sophisticated models, such as the zonal two-layer approach, are often
based on well established RANS models, except that they are applied in an
instantaneous sense [189].
The presented results look promising and encourage the implementation of the
immersed boundary method in a compressible flow solver to widen the appli-
cation range. For the investigation of compressible problems, other aspects
have to be taken into account. Constant density can no longer be assumed
and therefore the energy equation and evolution law of entropy are required,
in addition to the conservation of mass and momentum, for the description of
the Eulerian flow field. Furthermore for supersonic flows, the time-step width
is very small, increasing the computational times significantly to simulate an
equal length of real flow time. Nonetheless, the implementation of the actual
immersed boundary method should not differ from the presented method.
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Currently, the immersed boundary method only considers one-way coupling
between the fluid and the solid boundary, in other words the force exerted
on the fluid by the boundary. However, in dynamic systems, where the fluid
can deform the boundary or effect its movements (for example the blood flow
through the heart [134]), two-way coupling has to be considered to account for
the fluid force on the boundary. The flow field around the object needs to be
evaluated to calculate the force acting on the boundary and hence, evaluate
the forces’ effect on the particle movement to predict the new boundary posi-
tion.
The immersed boundary method can also be extended to porous objects. In-
stead of correcting the pressure across the object boundaries to ensure imper-
meability, the routine needs to be adjusted to calculate the pressure and flow
within the object. Particles could be given an additional class to assign higher
or lower densities to specific areas.
In summary, the presented immersed boundary approach works well for cases,
where the region of interest is not the boundary layer flow and the flow is not
dominated by the flow in the boundary layer, such as combustion chambers,
chemical reactors or mixers. The presented results are encouraging and offer
the opportunity to develop the approach further.
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Appendix A
The Wiener Process
The following section outlines the Wiener process in more detail. The analysis
is based on the work by Cant and Mastorakos [20].
The description of particle diffusion should be easily computable and evolve
similar to a classical, continuum diffusion process. A time interval T is consid-
ered, which can be divided into equal sub-intervals δt = T/N , where N is the
number of sub-intervals. Let ξ(n), with (n = 1, 2, ..., N), denote N independent
normal variables with zero mean < ξ(n) >= 0 and variance equal to the time
difference. The particle diffusion can then be described with a Wiener process
(Wt), which can be expressed as:
Wtn = (δt)
1/2
n∑
i=1
ξ(i) (A.1)
where tn = nδt and initial condition Wt0 = 0. The Wiener variable is inde-
pendent of n and all random variables are uncorrelated. Alternatively, the
increment of Wtn at time t can be defined by
Wt+δt −Wt = (δt)1/2ξ(n) (A.2)
which is equal to the square root of the time-step multiplied by a standardised
Gaussian random variable ξ(n) [145]. For a time interval (td− tc) with (d > c),
the mean and variance of the difference Wtd −Wtc can be deduced as
< Wtd −Wtc >= (δt)1/2
n∑
i=c+1
< ξ(i) >= 0 (A.3)
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and
< [Wtd −Wtc ]2 >= (δt)
n∑
i=c+1
n∑
j=c+1
< ξ(i)ξ(j) >= δt(d− c) (A.4)
Thus the difference Wtd −Wtc can be represented by a Gaussian random vari-
able with zero mean and variance equal to the time difference [145], as shown
in Fig. A.1. The figure shows the simulation results of a random walk in one
dimension for twenty particles, where all particles are initiated at the origin
(0, 0).
In other words a Wiener process can be described as a random walk with
random step size. During the random walk, a particle ’jumps’ a distance
∆y = (δt)1/2ξ(n) at each time step δt between (td − tc) with equal probability
to the top or bottom [133] and the probability P of a particle to be at position
y after time t is given by
P (y, t) =
1√
(4pitk)
e(−
y2
4tk
) (A.5)
which is a Gaussian distribution with σ =
√
(2tk), µ = 0 and diffusion
rate k [44].
To demonstrate that the Wiener process is also a solution of the diffusion
equation, the Gaussian distribution approach is chosen. For simplicity a one-
dimensional case with no convection, a constant diffusion rate D and constant
density ρ is considered to differentiate the right-hand site of equation A.5. The
first order derivative of the Gaussian distribution, with respect to t, is
df
dt
=
y2e(−
y2
4tk
)
8kt2
√
pi
√
tk
− ke
(− y2
4tk
)
4kt
√
pi
√
tk
(A.6)
and the second derivative of the Gaussian distribution, with respect to y, is
d2f
dy2
=
y2e(−
y2
4tk
)
8k2t2
√
pi
√
tk
− e
(− y2
4tk
)
4kt
√
pi
√
tk
(A.7)
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Inserting the results from A.6 and A.7 into the diffusion equation
df
dt
= D
d2f
dy2
(A.8)
with D = k, results in
y2e(−
y2
4tk
)
8kt2
√
pi
√
tk
− ke
(− y2
4tk
)
4kt
√
pi
√
tk
=
y2e(−
y2
4tk
)
8kt2
√
pi
√
tk
− ke
(− y2
4tk
)
4kt
√
pi
√
tk
(A.9)
The diffusion equation holds, hence the Wiener process is also a solution of
the diffusion equation and can be used to describe particle diffusion.
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Figure A.1: Random walk for multiple particles initiated at the origin (left)
and the particle distribution at various positions along the x-axis (right).
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Appendix B
Performance Measure and
Optimisation of a Computer
Tomography Code for High
Performance Computing
The structure of the presented research project was a little bit different to the
usual postgraduate research project as it included a MSc in High Performance
Computing (HPC) from the University of Edinburgh. The additional study
ensured the improvement of computational techniques and algorithm develop-
ment, especially with regards to HPC.
The following Chapter gives a brief overview of the Masters project. The work
has been included to illustrate the importance of high performance comput-
ing in research nowadays, such as Computational Fluid Dynamics (CFD), and
that algorithmic and computational improvements can lead to significant re-
ductions in computational time. It should be made clear that the MSc project
should not be regarded as additional work to the present project, but that
the current work benefited from the additional training received during the
MSc. Optimising parallel routines for a CFD code can be given almost as
much importance as the development of the CFD code itself for large indus-
trial applications. Furthermore the presented diagnostic tool is suitable in
combination with Large-Eddy simulations to analyse premixed flames.
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Scientists and engineers have been interested in characteristics and efficiency
of combustion for a long time. The improved combustion process allows cars
to travel further with the same amount of fuel and power stations to run
more efficient. Furthermore an improved combustion process often means a
reduction in CO2 emissions and prevent in-reversible long term effects such as
climate change, besides the fact that fossil fuels are diminishing. Alternative
methods exists, but they are often not economically liable for the majority of
energy users. Until these methods have been improved, fossil fuels will remain
the main energy source and this requires measure to make the most of the
remaining supplies.
Introduction
Time resolved three-dimensional measurements of turbulent flames are re-
quired to further understand the combustion process and to support advanced
simulation techniques. Understanding the combustion process allows the de-
velopment of more sophisticated burners, which require less fuel and are more
efficient.
A sensor technique applied by Floyd et al. [9] uses Computed Tomography of
Chemiluminescence (CTC) to reconstruct the structure of the turbulent flame
brush. The technique uses an iterative Computed Tomography algorithm to
reconstruct a 3D chemiluminescence profile of a flame from multiple instan-
taneous line-of-sight light emission measurements (pictures) taken at different
viewing angles around the flame. The quality of the recovered field strongly
depends on the number of images (view), where a higher number of images
leads to a better resolution.
Experimental techniques for time resolved whole volume measurements are of-
ten very costly and limited by visual access. As a result the application of
these techniques to the field of combustion are limited, although they supply
important information to compliment simulation techniques such as RANS
(Reynolds-Averaged Navier-Stokes) and LES (Large-Eddy Simulation) to gain
a greater insight into the combustion process.
Alternative used approaches are often Laser based and they can provide high
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resolution quantative information of line and planar measurements, but often
struggle with 3D measurements. Notable exceptions are stacked multiplexed
planar laser sheet set-ups by Bo¨hm et al. [3] and Nygren et al. [17] to pro-
vide three-dimensional data. However these techniques require the detector
position to be normal to the plane of interest, which makes measurements on
some flame configurations difficult to measure. Furthermore expensive, often
custom built, high speed cameras are required for these techniques. Computed
tomography has also been coupled with laser absorption, for example [2, 5],
to get precise species concentrations. However the measurements were often
limited to low resolution and a single plane due to the cost of the equipment
and access requirements. The interested reader is referred to [8, 9] for an more
extensive list of methods and applications of laser based methods.
Computed Tomography of Chemiluminescence allows for greater flexibility in
camera position, especially in 3D measurements where cameras no longer need
to be co-planar, as shown by Floyd et al. [9]. Due to its flexibility in camera po-
sition, CT has been a preferred method in combustion research in recent years,
examples include the work by Feng et al. [7] and Gillet et al. [10] who used the
method to localise integral measurements. Higher 3D resolutions often require
more complex system set-ups and are therefore more considered for flow visu-
alisations. 3D flame chemiluminescence has been investigated by Ishino and
Ohiwa [14], who focused on turbulent flame flickering by using expensive cus-
tom build cameras. Floyd [8] measured the chemiluminescence of a turbulent
opposed jet flame with standard cameras to reconstruct a three-dimensional
instantaneous scalar field of the flame. More applications of computed to-
mography in the field of combustion are discussed in the work by Floyd et
al. [9, 21].
Computed Tomography
Computed tomography is essentially a mathematical inversion technique which
is used to reconstruct images from one or two dimensional projections. Three
dimensional data is returned from integral (line-of-sight) measurements taken
at different angles around a chosen object. The idea of computed tomography
was first introduced by Radon in 1927, nonetheless it was not broadly applied
until the 1970s when the EMI scanner was invented. The basic technique of
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computed tomography has not changed since its early developments, but it
remains an active field of research. Today CT is employed in many different
disciplines such as medicine, seismology and electron microscopy, to name the
most common areas of application.
The first attempts of applying computed tomography in the field of combustion
were made in the early 1980’s, but success was often limited. The resolution
of the reconstruction depends on the number of views, the resolution of each
view and signal to noise ratio. Spatial resolution can be achieved by simulta-
neous measurements and therefore many detectors and cameras are required.
With improving technologies, the advantage of computed tomography are the
moderate costs and the use of standard cameras with flexible camera posi-
tions. The reconstruction is always discrete and it will be an approximation
of the original field, where the error diminishes with increasing resolution and
number of views. More information on computed tomography can be found in
the book Principles of Computerized Tomographic Imaging by Kak and Slaney
[15]. The book covers the mathematical principles of the technique and the
Algebraic Reconstruction Technique.
Chemiluminescence
Chemiluminescence is non-intrusive and the result of a chemical reaction that
emits light which is not resulting from heat [9]. The reaction occurs in a
narrow region of the flame, hence spatially resolved volume information can
be obtained relatively cheap. During the chemical reaction an excited molecule
decays to the ground state by emitting a photon of light. The wave length of
light depends on the specific transition that occurs and can be ultraviolet,
visible or infrared light. More detailed information about on the process of
the chemical reaction is outlined in the book The Spectroscopy of Flames by
Gordon [11]. Its non-intrusive process makes it very suitable for the study
of turbulent combustion - especially in premixed combustion with no or little
soot [1, 4, 18]. These studies looked at the local equivalence ratios and heat
release, even though results can be affected by absortption and scattering of
emitted light by the flame before it reaches the detector. Additional areas of
use of chemiluminescence are listed in the literature [22].
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Specific Objectives
Floyd [9] applied an Algebraic Reconstruction Technique (ART) algorithm to
reconstruct the 3D field. Despite of the good reconstruction, computed to-
mography algorithms are often limited by the computational efforts required
to reconstruct the field, due to their iterative nature. However, nowadays,
modern computers allow the exploitation of parallel computing by using multi-
core chips to reduce the time to solution. The idea of parallelising scientific
codes has been around for decades and the following example illustrates the
possibilities of improving the efficiency of a scientific code by applying various
techniques. Similar methods were applied to the scientific code that was de-
veloped and used in the main report in order to minimise computational effort
and time to solution, while maintaining maximum code flexibility [19].
The following paragraphs describe the use of modern computers to exploit
parallel computing paradigms using multi-core chips to reduce the time to
solution. Two algorithms, ART and MART (Multiplicative Algebraic Recon-
struction Technique), were parallelised to exploit these architectures. Three
parallel programming paradigms were applied for the parallelisation of the al-
gorithms; these are the commonly known shared memory, distributed memory
and mixed-mode models. The later model is based on the shared and dis-
tributed models where the architecture of multiple multi-core chips is exploited
to maximise performance and minimise time to solution. The algorithms will
be discussed briefly and important data dependencies of the sequential algo-
rithm will be highlighted; a more detailed discussion of the algorithms can be
found in [21].
The parallel implementations are evaluated with three test cases, which are
based on a known synthetic field, called a Phantom, of the matrix burner used
by Floyd [9]. The test cases vary in image resolution and number of views as
shown in Table B.1.
CTC Experimental Method
The reconstruction process of the three-dimensional field consists of two parts;
the camera arrangement for the measurements of the multiple simultaneous
views and the reconstruction of the intensity field based on the views by ap-
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Table B.1: Applied test cases
Test Case Resolution Number of
(number of pixel) views
lowres highview 64x18 64
highres lowview 142x40 10
highres highview 142x40 64
plying the reconstruction algorithm. A detailed description of the experimental
method and the equipment used for the matrix burner can be found in [8, 9].
Floyd also applied the method to an opposed jet setup, but this work will use
the matrix burner as a setup due to its simplicity of the flame structure.
A matrix burner was used as a test case, the burner consists of rows of two
small concentric nozzles with inner diameter of 1 mm and 3 mm. The burner
plate consists of 21 nozzles, which are arranged as shown in Fig. B.1. The
inner nozzle supplies the fuel and the outer nozzle the oxidiser.
Figure B.1: Drawing of the Matrix Burner
3D CT Processing
The obtained views can be processed using the CT algorithm to yield the 3D
reconstruction. In the presented work, the parallel ART and parallel MART
algorithms were used for the reconstruction, as they work well for combustion
applications as well as limited and noisy datasets [9]. Numerous other CT
algorithms exist and they can usually be divided into two categories: ana-
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lytical and iterative. Most analytical algorithms are based on the concept of
back projection and require many low noise views for a successful reconstruc-
tion [15]. These algorithms, in particular Filtered Back Projection (FBP) are
often applied in medical applications where good optical access is guaranteed.
The iterative algorithms are usually more robust in the presence of noise and
therefore are preferred in physical/chemical science. Although time to conver-
gence with iterative algorithms is generally slower.
The original ART algorithm was developed by Gordon [12] and many differ-
ent forms have been formulated since, one of which is the multiplicative ART
algorithm that has also been used in this work. In simple terms, the iterative
algorithms back project a diminishing error into the reconstruction domain
until a solution criteria is met. The convergence criteria is necessary because
in many situations, it is not possible to find the exact reconstruction of the
object, due to noise and limitations in the number of views available. More
details about the algorithms are given in [8, 12, 21].
In the ART algorithm, the error is generated by comparing each measured pro-
jection value with an equivalent projection taken through a current iteration’s
estimate of the object f (h). The normalised error is then back projected into
the reconstruction domain using a contribution factor for stability, before the
next projection is addressed. The next iteration will start once all projections
in all views have been addressed. In this work, the relaxed, additive version of
the ART algorithm, which is shown in Eq. (B.1), parallelised,
f (h+1) = f (h) + βωqp
Iqp − ωqp ∗ f (h)
ωqp ∗ ωqp (B.1)
where β is a relaxation factor, f the reconstruction object at iteration h, I is a
column vector containing the integral values p of all projection measurements
q and ω is the weighting factor.
According to Eq. (B.1), each view contributes individually to the reconstruc-
tion. Regardless of the mathematical description of the algorithm, the con-
vergence speed can be improved by updating pixel values in place. Therefore
the correction of a pixel depends on a previous estimate of a previous angle in
the same iteration. For example, the value of a pixel Pq+1 at angle θq becomes
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Pq in the calculation of Pq+1 for the following angle θq+1. Therefore the cor-
rection of the estimate is progressive within an iterations as well as between
iterations. The solution is regarded as converged if the difference of the object
in two successive iteration is below some proportion of the field, as discussed
below.
The Multiplicative Algebraic Reconstruction Technique (MART) is derived
from the ART algorithm, which has been introduced above, and is often con-
sidered as a successor. The ART algorithm has the disadvantage that negative
corrections are possible and reconstructions often show artefacts or tracers [6].
To avoid this problem, the multiplicative ART algorithm was suggested [20]
and applied as shown in Eq. (B.2).
f (h+1) = f (h) ∗ (1− ωqp
ωqp ∗ ωqp (1−
Iqp
ωqp ∗ f (h) )) (B.2)
As the name suggests, the algorithm does not apply an additive, but multi-
plicative correction to the reconstruction. The correction is based on the ratio
of the recorded projection intensity and the reconstruction intensity from the
previous iteration. The advantage of the MART algorithm is that it can dimin-
ish the influence of noise in the projection data and guarantees a meaningful
solution when the initialisation is a constant. Identical to the ART algorithm,
the MART algorithm considers the correction of a pixel at a time, with an it-
eration being completed after all projections have been considered. Compared
to the ART algorithm, the MART algorithm does not allow for negative cor-
rections, hence once a reconstruction pixel has been set to zero, it will remain
at zero due to the multiplicative nature of the algorithm. As a consequence
an initial estimate of f(0) = 0 is not reasonable, hence the mean value derived
from the projections or f(0) = 1.0 are acceptable initialsations for the MART
algorithm.
Data Dependencies
Data dependencies in a sequential algorithm need to be determined before par-
allelising the algorithm. Generally these dependencies should no be broken, as
results might change. However, the reconstruction problem is usually defined
by a set of under-determined equations and the solution is an estimate to the
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real solution, as opposed to the real solution. Therefore the violation of the
data dependencies might change a particular solution, but not necessarily re-
duce the quality of the reconstruction itself.
The dependencies between iterations cannot be broken. An estimate for f (h)
has to be found first before estimating the solution for the next iteration f (h+1),
which limits the options of possible parallelisations.
The dependency of projections should also be considered. In the sequential al-
gorithm, views are considered in sequence, although the consideration of views
does not need to be in order, as shown by Guan and Gordon [13]. Their sug-
gested multilevel access scheme considers projections at 90 degree separation
with which they managed to achieve a considerable speed up for the sequential
algorithm. Due to the approximative nature of the solution and the findings
by Guan and Gorden, it is legitimate to consider views in parallel.
The final dependency to consider arises as each ray in a particular projection
is considered. In most cases each ray width only considers one voxel value of a
particular row or column in the reconstruction matrix. Hence the calculation
of each voxel is independent of all other voxels in the parallelisation.
As a result, there are three options for parallelising the algorithm: over pro-
jections, over rays and over both (mixed-mode version only).
Conversion Criterion
The algorithm requires a conversion criterion in order to determine when the
reconstruction of the field is sufficient. Normally the algorithms are known to
converge when sufficient views are available to reconstruct the object. How-
ever, point of convergence is less than trivial, due to noise in the measured
data and there is no outstanding choice for convergence criterion. The most
suggested approach in the literature regards the solution as converged when
the difference between two successive iterations is less than some value ∆c.
However this option is not ideal for very noisy datasets, as convergence fluc-
tuates. In this project the solution is regarded as converged when the change
in a reconstruction is below some proportion of the field for three successive
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Figure B.2: Example view of the Matrix Burner test cases, at 45o to the
horizontal
iterations as shown in Eq. (B.3). This criterion works well for the ART and
MART algorithms and is more effective in the presence of noise.
f (h) − f (h−1) < f (h) ∗∆c (B.3)
Results and Discussion
The experimental work and reconstruction of the sequential algorithm will not
be discussed here. The interested reader is referred to Floyd et al. [8, 9] for
more detailed information on the CTC method, the experimental results of
the matrix burner and the turbulent opposed jet. Furthermore the follow-
ing section will only highlight key results from the mixed mode version of
the parallelisation. The aim of this chapter is to highlight the advantages of
an efficient parallelisation in order to reduce time to solution. Details of the
parallelisations, results for the three programming paradigms and a detailed
discussion can be found in [21].
Performance measurements for the evaluation of the parallel algorithms were
carried out on the three different test cases of the matrix burner. The views
had a resolution of 68× 18 or 142× 40 pixels, with 64 or 10 views as shown in
Table B.1. A sample view of the phantom field of the matrix burner is shown
in Fig. B.2.
The reconstruction domains were of size 64×64×18 for the first test case and
142×142×40 for the other two test cases. The reconstructions were performed
with the parallel implementations of the ART and MART algorithms for all
three parallel paradigms. A reconstruction was regarded as converged when
the condition in Eq. (B.3) was met, where ∆c was chosen as 1e
−6. An example
of the converged reconstruction, based on the lowres highview test case and
the mixed-mode parallelised ART algorithm, is shown in Fig. B.3.
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Figure B.3: Example reconstruction of the matrix burner with the mixed-mode
parallelisation at low resolution with 64 views
The correctness of the reconstruction was assessed visually and numerically.
Considered that all test cases are based on high and low resolution phantoms
of the matrix burner, means the reconstruction is known. This allows for vi-
sual inspection and comparison of the results, which is a first indication to
the correctness of the results. However visual inspection does not guarantee
a correct solution. Therefore the correlation coefficient of the phantoms and
their respective reconstructions on single and multiple processors, according
to Eq. (B.4), was calculated.
rxy =
σ2xy
σ2xx ∗ σ2yy (B.4)
A correlation coefficient of unity results in a perfect reconstruction of the
phantom. Therefore it can be assumed that the reconstruction was successful.
During the project, all results were in the range of 0.96 < rxy < 1.00.
In the distributed memory model, data is stored locally by each processors
and data needs to be explicitly communicated between processors. As a result
each processor reconstructs the field based on its local data sets. At the end
of each iteration, the sets are averaged over the number of processors to gain a
global reconstruction. The performance improvements showed a great deal of
189
variance, which were often limited by the communication latencies and work
load imbalances between processors, depending on the data decomposition.
The work-load imbalance can be improved by choosing appropriate data de-
compositions, however the communication overheads are still significant. The
best reduction of time to conversions was achieved on 8 processors. The time
to solution was reduced by a factor of 2 with an efficiency of 25% for the ART
algorithm. The parallelisation of the MART algorithms results in better per-
formance improvements. A reduction in time to solution by a factor of 5 was
achieved on 6 processors. Therefore the efficiency is at 83%.
In the shared memory implementation, all data is stored in global memory
and accessed by all processors. Hence, no explicit communication is required.
However, sharing memory between processors also involves risks of over-writing
important data that has not been read by all processors, which can lead to
race conditions and the solution might not converge. It has to be ensured that
race conditions will not occur during the reconstruction, which obviously limits
the performance improvement of the shared memory implementations of the
ART and MART algorithms. It should be pointed out that these limitations
might not apply to other test cases [16]. Although Melvin does not specifically
mention race conditions and hence he might not be aware of their occurrence.
For the ART algorithm, the best reduction of time to conversions was achieved
on 6 processors for all test cases. The time to solution was reduced by a factor
of 2.5 with an efficiency of 40%. The MART algorithm scaled better and per-
formance improvements of a factor 3.5 were recorded on 4 processors, which is
in an efficiency of 88%.
Nowadays computer chips consist of 2 or more CPUs on a single chip (multi-
core chips) and workstations with up to 16 quad-core chips are no rareness
in research. Message passing often suffers from load imbalance and commu-
nication overheads, but it offers good scalability and portability. The shared
memory scalability is often limited by the available memory, although synchro-
nisation overheads are often negligible. The aim of the mixed-mode version is
to combine the advantages of both methods. The mixed-mode might be more
efficient than MPI alone, without being limited by the memory (Open-MP).
MPI will be used for the communication between the nodes and Open-MP to
synchronise threads through local memory. The run times of the ART and
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Table B.2: Mixed-mode algorithms - Run Time
Proc. Threads Run Time (s)
64x18x64 142x40x10 142x40x64
ART MART ART MART ART MART
1 1 22.5 15.1 248.4 82.3 176.8 117.4
1 2 12.1 7.7 125.6 53.5 95.0 69.8
2 2 9.5 3.9 113.0 34.8 90.2 77.0
2 3 6.7 2.7 78.2 31.9 87.3 58.3
2 4 5.9 1.9 94.8 25.2 61.9 47.0
2 8 6.4 3.3 80.2 24.8 52.4 47.1
4 2 8.1 1.9 126.1 26.9 101.1 58.9
4 4 6.3 1.4 107.8 22.0 84.6 48.7
MART algorithms are shown in Table B.2. The run time of the ART algo-
rithm drops continuously with an increasing number of processors, however
the efficiency drops below 40% for all test cases run on eight or more proces-
sors, independent of the decomposition. The inefficient jobs can be justified in
situations where very fast results are needed. Although running these jobs on
a big supercomputer would cost expensive resources for a minimal convergence
advantage. The results of the parallel MART algorithm look very promising,
especially for the two smaller test cases. Good speed ups and efficiencies were
achieved, which is desirable in parallel computing. The efficiency of the paral-
lel algorithms for the mixed-mode versions is shown in Fig. B.4.
Overall the parallel MART algorithm scales better than the parallel ART al-
gorithm. The parallel ART algorithm requires more additional iterations than
the equivalent MART algorithm due to the averaging of results. Furthermore
a relaxation factor is applied in the ART algorithm to improve stability in con-
vergence. The relaxation factor limits the correction in each time step, whereas
the nature of the MART algorithm allows for greater correction which limits
the impact of the averaging. The MART algorithm also benefits from its multi-
plicative nature with regards to zero values. Once a voxel has been set to zero,
it will remain at zero. This limitation does not exist in the ART algorithm;
the algorithm actually allows for negative corrections. In parallel this might
lead to collisions between values on different processors. The ART algorithm
performs better with test cases of high number of views. This theory has only
been tested on three similar test cases and requires further investigation by
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considering a test case with a medium number of views.
As expected, the MPI implementation suffers from communication overheads.
In the chosen implementation, results are communicated after each iteration.
This leads to an insufficient work load / communication ratio and should nor-
mally be avoided. The Open-MP implementation allows for the synchronisa-
tion in memory, therefore the performance does not suffer from communication
latency. However the performance is still influenced by an uneven work load
balance, as only non-zero elements are considered in the reconstruction.
Furthermore the Open-MP version is superior in the small grain parallelisa-
tion. The mixed-mode version was implemented to use the advantages of both
shared and distributed memory implementations. The mixed-mode showed
good speed ups and allows for greater scalability with good performance re-
sults compared to the pure MPI and Open-MP versions. With an increasing
popularity in multi-core chips, the mixed-mode version should be tested and
developed further for test cases with higher resolutions (∼ 640x480 pixels).
Good speed ups were achieved in tests with low number of processors. The
efficiency often dropped with an increasing number of processors (∼ 8) due
to the decreasing work load on each processor by increased communication.
Hence the use of a high number of CPUs needs to be questioned for the given
problems. The parallel implementations seem more suitable to work station
clusters than super computers.
Conclusion and Future Work
Modern computers allow the exploitation of parallel computing and hence two
CT algorithms (ART and MART) were parallelised for different memory sys-
tems. A shared memory parallelisation was developed using the Open-MP
directives; whereas the distributed memory version uses a message passing in-
terface (MPI) to communicate between processors. Modern computer chips
consist of multiple cores and to take advantage of that architecture a mixed-
mode version was created to maximise performance improvements and reduce
time to solution.
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Figure B.4: Efficiency of the parallel ART and MART algorithms; filled sym-
bols represent the MART algorithm, same sybolds indicate same test case
Three test cases were used to test the different implementations. A small test
case consisting of a high number of views at low resolution, a medium test case
consisting of a low number of views at high resolution and a large test case
which had a high resolution and a high number of views.
The MPI implementation of the algorithm showed a great deal of variance
in the results. The gain of executing the algorithm in parallel was lost in
communication overheads and additional iterations required as a results of the
reconstruction averaging. Good reductions in run times were achieved with
the parallel version of the MART algorithm and the ART algorithm on a low
number of processors. Speed ups at higher number of processors are possible
at the cost of low efficiency.
Theoretically the Open-MP implementation should be ideal for this kind of
problem, however the implementation suffered from barriers which ensure the
avoidance of race conditions. Yet again the efficiency dropped at higher num-
bers of processors and the scalability is limited by the available shared memory.
The mixed-mode model results were better in comparison to the distributed
and shared memory models. Good speed ups were achieved with moderate ef-
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ficiencies. The implementation scales better than the shared memory version
and is well suited for modern computer architectures with multi-core chips.
However, the performance is still limited by the communication overheads and
the averaging of results that is introduced by the MPI.
The two algorithms behaved differently. The ART algorithm seems to suffer
from a relaxation factor and higher number of iterations, whereas the MART
algorithm is more stable with noisy data sets. It also leads to faster conver-
gence times, sequentially as well as parallel.
Overall the parallelisation is probably not suited for super computers due
to the limitations of the algorithms and their inefficiency. The main limi-
tations were the additional iterations due to the averaging and the commu-
nication/synchronisation overheads. More processors often resulted in higher
communication overheads. Good performance improvements were achieved on
smaller number of CPUs which makes the problem more suitable for local clus-
ters that consist of a few multi-core chips (∼ 20). The results were very case
dependent and different test cases might show better performance data.
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