An efficient method is presented for the detection of a continuous-wave (CW) signal with a frequency drift that is linear in time. Signals of this type occur if the transmitter and receiver are rapidly accelerating with respect to one another, for example, as in interplanetary and space communications. We assume that both the frequency and the drift are unknown. We also assume that the signal is weak compared to the Gaussian noise. The signal is partitioned into subsequences whose discrete Fourier transforms provide a sequence of instantaneous spectra at equal time intervals. These spectra are then accumulated with a shift that is proportional to time. When the shift is equal to the frequency drift, the signal-to-noise ratio increases and detection occurs. In this paper, we show how to compute these accumulations for many shifts in an efficient manner using a variant of the FFT. Computing time is proportional to L logL , where L is the length of the time series. Computational results are presented.
Introduction
The authors first learned of the problem of detecting signals with linearly drifting frequencies in discussions with scientists associated with the Search for Extraterrestrial Intelligence (SETI) project [3] at NASA Ames Research Center (see Acknowledgements). Signals with drifting frequencies result from continuous-wave (CW) transmissions between any locations that are accelerating with respect to one another. They are also of interest for applications where the acceleration is considerably reduced but a high level of accuracy is required, such as satellite-based aircraft navigational systems and similar systems that are currently under development for automobiles. We make the assumption that the period of observation is sufficiently brief that the drift is approximately linear.
It will be shown that detecting such a signal can be reduced to the problem of detecting a straight line in a noisy two-dimensional array. The techniques developed here for the efficient solution of this problem can be applied to a variety of problems, including the detecting of lines in a digitized photograph. The fast fractional Fourier transform (FFFT) is also based on these techniques [1] .
For l = 0, . . . , L −1, we are given a time series y l that is generated from a noisy CW signal whose frequency is drifting linearly with time; that is, y l = Ae 2πi (ω 0 + ω 1 t l )t l + g l .
(1.1)
The frequency at time t 0 = 0 is ω 0 and the frequency drift is ω 1 . Both are measured in cycles per unit time. The term g l is Gaussian noise with mean zero and standard deviation σ. We are interested in determining ω 0 and ω 1 in applications where A is much less than unity; that is, the amplitude of the signal is much less than the amplitude of the noise.
THE PROBLEM:
Given the time series y l in (1.1), determine ω 0 and ω 1 .
Once a signal is detected, its verification and analysis is relatively simple using tuned versions of the algorithm that will be presented in the later sections of this paper.
Therefore, detection becomes the fundamental problem, and the primary goal is to maximize its likelihood. With a fixed computing resource, the following options are available:
1. Develop a new method of detection.
2. Speed the computation of an existing method and use higher resolution.
3. Improve the accuracy of the existing method.
In this paper, we will pursue options 2 and 3 in the context of an existing method described in [3] and [4] where the fast Fourier transform (FFT) is used to compute, but not accumulate, the spectra. We show that the FFT can be used in all phases of the computation. In particular, the FFT is used to compute certain spectral shifts with a high degree of accuracy at the same time that it is used to accumulate the shifts.
The approach in Cullers, Linscott, and Oliver, [3] is the accumulation of spectral subsequences to increase the signal-to-noise ratio. If L has factors L = MN , we can define M subsequences y m , n = y l , where l = n + mN , for m = 0, . . . , M −1 and n = 0, . . . , N −1. Each subsequence has N elements. The first step is to compute an approximate instantaneous spectra by computing the discrete Fourier transform (DFT) of each row of y m , n ; that is, compute M row transforms of length N ,
Next, compute the squared amplitude (power) of the spectra,
If the frequency of the signal were constant (i.e., ω 1 = 0), detection of the signal could be achieved by merely summing the columns of X j , k to increase the signal-to-noise -4 -ratio. The column k max with the largest sum would correspond to the detected frequency. However as the frequency is not constant (ω 1 ≠ 0), this method fails because the column containing the signal differs from row to row and hence the column sums would not have a statistically large entry. Nevertheless, the signal is present in this array as a "line" with some slope that must also be determined. To this end, we select a test shift α, which is used to shift the m th row by k +αm and sum the resulting columns. That is, we compute
The shift α can be any real number because the shifted array is computed accurately using interpolation. If the correct shift α is selected, then the contribution of the signal will occur in the same column k max for all m and will therefore be statistically evident as a maximum in the sums S k (α). Therefore, the procedure is to try many values α j and search the resulting array S k (α j ) for a maximum, say S k max (α max ). In what follows we will show that
. Therefore, once k max and α max are determined, then ω 0 = k max and ω 1 = α max ⁄ 2.
Without loss of generality, we can assume that the sequence y l is tabulated at times t l = (n + mN )⁄N for which (1.1) takes the form
We will assume that the frequency drift is negligible on each subsequence; that is, assume n ω 1 ⁄N = 0 in (1.5). Then the DFT Y m , k provides an approximation to the "instantaneous" noisy spectra at time t l = m . Further, from (1.2) and (1.5) it can be determined that the magnitude of signal in Y m , k has the following maximum at
Substituting (1.6) into (1.3), we obtain
From (1.7) and (1.4) the signal-to-noise ratio in S k (α) is maximum at S ω 0 (2ω 1 ).
Therefore, as indicated, once k max and α max are determined, then ω 0 = k max and ω 1 = α max ⁄ 2.
The Algorithm.
The maximum of S k (α) is located by tabulating S k (α) at a set of points
, then in the sections that follow we will be concerned with the efficient tabulation of a discrete version of (1.4), namely, (2.1).
Given α 0 , δ, and the M ×N matrix X m , n computed from (1.3), then we wish to compute another M ×N matrix
The j th row of S j , k contains the sum of the rows X m , k shifted by m (α 0 +j δ). The smallest shift between any two adjacent rows is δ. Fractional shifts are permitted and computed with a high degree of accuracy using trigonometric interpolation and the FFT.
Let x m , n be the row-wise forward Fourier transform of X m , k . Then
where
Given α 0 , δ, and X m , k , the algorithm consists of the following steps:
A. Compute x m , n from the inverse of (2.2) using the FFT and compute z m , n from (2.7).
B. Next, compute s j , n using (2.6). With fixed n , each column can be transformed independently using a method that will be presented below.
C. Compute S j , k from (2.5) using the backward FFT applied to each row.
The FFT can be used for steps A and C. However, it cannot be used for step B because δ is not necessarily an integer. Nevertheless, we will show that (2.6) can be computed as efficiently as an M -point linear convolution using the FFT. We use a technique introduced by Bluestein [2] that enabled him to develop an FFT for arbitrary M including large prime numbers. The details of this algorithm are presented in [5] together with its implementation on multiprocessors. Bluestein's technique was also used to develop the fast fractional Fourier transform, which is described in [1] .
The same transform (2.6) is applied to each column of the array z m , n and hence the exposition can be simplified by removing the subscript n . Therefore, we wish to compute
where β = δn . We begin with the following identity:
Substituting into (2.8), we obtain 
where the subscripts are now interpreted modulo P . It can be determined by inspection that s j = sˆj for j = 0, . . . , M −1. As (2.16) is a P -point circular convolution, it can be evaluated using the familiar FFT procedure [7] . The algorithm for fast evaluation of (2.11) can now be summarized.
B.0 Compute b m from (2.12) and extend to length P using (2.15a) and (2.15b).
Perform a P -point forward FFT and call the result B k .
B.1 Compute c m from (2.13) and extend to length P using (2.15c). Perform a Ppoint forward FFT and call the result C k . Note that step B.0 is an initialization step that does not have to be repeated for the analysis of any subsequent time series.
B.2 Compute

Computational Results
The algorithm described in the preceding section has been implemented for test purposes. The resulting program is written entirely in Fortran without assembly code or assembly-coded library routines. Some modest effort was made to insure that the code is suitable for reasonably high performance execution on vector computers, but in general it is an entirely straightforward implementation of the algorithm presented in section 2.
Two details of the implementation are worth mentioning because they can result in a considerable savings of computing time. First, every FFT operation, including those that are a part of the convolution, was performed using ''simultaneous'' FFT routines.
In other words, the FFTs were performed vectorwise instead of individually. Such an implementation is highly suited for a vector computer, but it is also quite appropriate for implementation on a parallel computer system. Second, it is important to note that a substantial amount of computing time can saved by employing real-to-complex FFTs in step A and by employing complex-to-real FFTs in step C above [6] . A by-product of this modification is that the FFTs required for the fractional transforms in step B need only be performed on N ⁄ 2+1 columns.
The detection of the true signal base frequency and drift rate is enhanced in this implementation by employing a weighted score. This is motivated by the observation that a known input signal without noise will generate an output array with a peak that is smeared over a number of nearby elements. This pattern was used to design the improved detection filter in (3.1). A "bow-tie" stencil was used, and the coefficients were determined by observing the computed output from a known signal. The only coefficients that were significantly different from unity are written as such. This somewhat heuristic approach yielded the following weighted-score formula
where S j , k is the final result of step C above. The statistical significances of these weighted scores are determined by explicitly computing the mean and standard deviation of all T j , k . Table 1 contains a detailed accounting of the computational cost of the complete detection algorithm. C-C, R-C, and C-R denote the three types of FFTs: complex-tocomplex, real-to-complex, and complex-to-real. The column headed "Ref." lists references to specific equations and algorithm steps. The column headed "Operation
Counts" contains the number of real floating-point arithmetic operations for each step, with adds, subtracts, and multiplies each counting as one operation. 
____________________________________________________________
For exposition we assumed that X m , k is complex; however, a real version of the algorithm could be developed that would reduce the amount of computation. In particular, a real-to-complex conjugate FFT would take about half the time required by the complex FFT [6] .
This algorithm was exercised by performing a series of tests with pseudorandomly selected initial frequencies and drift rates. In these tests, M and N were each set to 1,024. The selection M = N is plausible but otherwise arbitrary. The initial value of the drift rate α was set to −1⁄2, and the drift rate increment δ was set to −1⁄M . Thus, the sums S k (α) in (1.4) were computed for all drift rates α from −1⁄2 to 1⁄2. For each test, a linearly drifting signal was added to complex Gaussian pseudorandom data of the form g l = (e l +i f l )⁄ √  2, where e l and f l are real Gaussian data with zero mean and unit variance. The ratio of the amplitudes of the noise and the signal was 56.6, so that the power of the signal was lower than that of the noise by a ratio of 3,200. This extremely low signal-to-noise level is approximately the level that the Cyclops SETI system hopes to detect [3] . 
_ ____________________________________________________________________
These tests were performed on the Cray-2 operated by the NAS Systems Division at NASA Ames. The results of these tests are displayed in Table 2 . The column headed ''Base Freq.'' is ω 0 and the column headed ''Drift Rate'' is 2ω 1 . The column headed ''Z -score'' gives the Z -score of the detection; that is, the number of standard deviations above the mean. The column headed ''Time'' contains single-processor CPU times in seconds. These results indicate that the detection algorithm is effective in determining the unknown base frequency and drift rate. In every trial, the element of the final array with the highest weighted score was within one interval both in drift rate and frequency from the true value. These Z -scores are well above the level of random scores, as a random Z -score would not be expected to exceed 5 in a 1024×1024 array.
The average processing CPU time, 2.429 seconds, corresponds to a performance rate of approximately 109 MFLOPS, based on the total number of floating-point operations given in Table 1 . This performance rate could be increased by employing assemblycoded simultaneous FFT routines and by employing all four of the Cray-2 processors.
In any event, these timings indicate that such computations are feasible given suitably fast computer hardware.
As was mentioned, the central problem is making an accurate initial detection. The algorithm presented here accomplishes this basic objective. Once a detection has been made, its confidence level can be increased in a number of ways, such as by repeating our algorithm with higher resolution near the detection, or by employing a matched filter keyed to the frequency and drift rate. Perhaps the most effective approach is to multiply both sides of ( However, we expect to increase the probability of detection with future improvements in the algorithm.
