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2In loving memory of my mother

Abstract
The search for a consistent and empirically established relation among general relati-
vity, quantum theory and thermodynamics is the most challenging task of theoretical
physics since the discovery of the Hawking effect. The emergence of a temperature
in spacetimes endowed with event horizon(s) has unveiled the existence of a fertile
but largely uncharted territory, in which general covariance, gravity, thermal and
quantum effects are intimately connected. Even though black holes would be the
best arena to explore such an interplay, observational evidences for their existence
are still lacking, thus suggesting to address the issue in less exotic contexts. In this
sense, a tantalizing framework is provided by the quantum field theory (QFT) in
curved spacetime. Specifically, the Unruh effect, along with its distinctive thermal
features arising from the Rindler horizon structure, represents the first important
step towards unifying the “quantum” and “gravity” worlds via the equivalence princi-
ple. Furthermore, it turns out to be an essential ingredient for the general covariance
of QFT, as recently witnessed by the study of the decay of accelerated particles in
both the laboratory and comoving frames. Not least, the possibility to extend it to
interacting field theory and to a broad class of other spacetimes, makes this pre-
diction one of the most firmly rooted results in QFT. Hence, waiting for a solid
and completely successful theory of quantum gravity, a scrupulous investigation of
Unruh effect, and, in particular, of any deviations of Unruh spectrum from a strictly
thermal behavior, may offer a promising window to new physics in the current limbo
between general relativity and quantum framework.
Starting from the outlined picture, in this Thesis we look at the connection be-
tween geometric properties of spacetimes and ensuing thermal quantum phenomena
from a non-traditional perspective, based on the analysis of “perturbative” effects
that undermine the standard scenario. As a test bench for our analysis, we consider
the Unruh radiation detected by an eternally, linearly accelerated observer in the in-
ertial vacuum. After a brief discussion on the derivation of the Unruh effect in QFT
and the status of experimental tests, we examine to what extent the characteristic
Planck spectrum of Unruh radiation gets spoilt: i) for mixed fields, and specifically
i
ii
for neutrinos, which are among the fundamental constituents of the Standard Model,
ii) in the presence of a minimal fundamental length arising from gravity in Planck
regime. On the one hand, it is shown that the Unruh distribution loses its thermal
identity when taking into account flavor mixing, due to the interplay between the
Bogoliubov transformation associated to the Rindler horizon and the one responsible
for mixing in QFT. Implications of such a result are tackled in the context of the in-
verse β-decay, also in light of the recent debate on a possible violation of the general
covariance of QFT induced by mixing. On the other hand, we focus on the effects
triggered by deformations of the Heisenberg uncertainty principle at Planck scale,
exploring the possibility to constrain the characteristic parameter of the General-
ized Uncertainty Principle (GUP) via the Unruh effect. The question is addressed
of whether these seemingly unrelated frameworks have some roots in common or,
in other words, if their features can be understood in a deeper way so that they
appear to be merged. Along this line, we lay the foundations to provide a unifying
perspective of these effects, which still relies on a purely geometric interpretation
of their origin. As future prospects, we finally study our results in connection with
neutrino physics beyond the Standard Model, experiments on Planck-scale effects on
the analogue Hawking-Unruh radiation and entanglement properties in accelerated
frames.
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Conventions and abbreviations
“I’m a voracious reader,
and I like to explore all sorts of writing
without prejudice and without paying any attention
to labels, conventions or silly critical fads.”
- Carlos Ruiz Zafon -
Units and metric
Throughout the manuscript, we set
~ = c = kB = G = 1 , (1)
unless explicitly stated otherwise. Furthermore, we work in 1 + 3-dimensions, using
the conventional timelike signature for the metric:
(+ − −−) , (2)
except for Chapter 5.
The following tensor index notation is used for the Riemann and Ricci curvature
tensors:
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ (3)
Rµν = R
ρ
σρν (4)
where the Christoffel symbols are usually defined in terms of the metric tensor gµν
as
Γρνσ =
1
2
gρλ (∂σgλν + ∂νgλσ − ∂λgνσ) . (5)
Formulae can be changed from our notation to the opposite spacelike convention
(− + + +) by reversing the signs of gµν ,  ≡ gµν∇µ∇ν , Rρσµν , Rµν , Tµν , but
x
Contents xi
leaving Rρσµν , Rµν , R and Tµν unchanged.
Special characters and abbreviations
The following special characters and abbreviations are used throughout:
Character Meaning
* complex conjugate
† o h.c. Hermitian conjugate
− Dirac adjoint
∂
∂xµ
o ∂µ partial derivative
∇µ covariant derivative
Re (Im) real (imaginary) part
tr trace
ln natural logarithm
log decimal logarithm
Γ Gamma function
Kα(x) K-Bessel function of
order α and argument
x
[A,B] AB −BA
{A,B} AB +BA
' approximately equal to
∼ order of magnitude of
≡ defined to be equal to
∝ proportional to
:: normal ordering
By convention, greek letters are used for 4-dimensional spacetime indices running
from 0 to 3, while latin letters are reserved for 3-dimensional spatial indices running
from 1 to 3.

Introduction
“The World is Made of Events,
not Things.”
- Carlo Rovelli -
The connection among the notion of time, quantum theory, thermodynamics and
general relativity is at the heart of a number of debated issues. Among these, a
still vibrant subject of investigation is to understand how the physically evident
time flow arises from the “timelessness” of the hypothetically fundamental Quantum
Field Theory (QFT)1. On the other hand, no less suggestive are the lack of a statis-
tical theory of the gravitational field [2] and the elusive thermal features of quantum
theory in spacetimes endowed with event horizon(s), the traces of which are recog-
nizable in such pivotal phenomena as the Hawking black hole radiation [3] and the
Unruh effect [4]. It is generally accepted that these arguments may suggest the exis-
tence of a not yet fully explored territory, in which geometry of spacetime, thermal
and quantum effects are closely related. In the absence of a well-established theory
of quantum gravity, the QFT in curved backgrounds provides the most consistent
test bench to investigate this puzzling scenario to date.
Within such a framework, one of the pioneering attempts to merge thermal
effects and intrinsic properties of non-trivial backgrounds was performed in Ref. [5],
where the “vacuum” perceived by stationary observers outside a black hole (and
also by uniformly accelerated observers in Minkowski spacetime) was interpreted
in terms of the finite-temperature field theory of Takahashi and Umezawa (the so-
called Thermo Field Dynamics (TFD) formalism [6]). Specifically, it was noted
that the Hartle-Hawking vacuum in the black hole theory and the thermal vacuum
in TFD have the same formal expression, although they have different physical
meanings: whilst the former is a thermal state for a static observer in proximity
of a black hole, the latter exhibits analogous properties for an inertial observer in
Minkowski spacetime. Along this line, in Refs. [7] the question was addressed of
1See, for example, Refs. [1] for a detailed discussion on the “issue of time” in quantum gravity.
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whether a direct relationship between geometric features and thermo fields could be
found via the introduction of a suitable background: efforts in this sense culminated
in the construction of the η-ξ spacetime, a flat manifold with a complex horizon
structure where the (zero temperature) vacuum for quantum fields corresponds to
the thermal state for a static observer in Minkowski spacetime. Furthermore, both
the imaginary- and real-time approaches to thermal field theory can be naturally
connected within this framework, which thus provides the proper background to
develop a unified formalism for quantum field theories at finite temperature.
Remarkably, endeavors to translate inherent characteristics of physical systems
in terms of geometric properties of spacetime were also put forward in various other
contexts: in the standard QFT, for instance, it was found that flavor mixing relations
hide a Bogoliubov transformation responsible for the unitary inequivalence of flavor
and mass representations and their related vacuum structures [8, 9]. Recently, the
same analysis was carried out for an eternally, linearly accelerated (Rindler) observer
in flat background [10, 11]. In that case, it was emphasized that the Bogoliubov
transformation arising from the superposition of fields with different masses and the
one associated with the geometric (horizon) structure of Rindler spacetime combine
symmetrically in the calculation of the Unruh distribution, suggesting a possible
geometric interpretation for the origin of mixing too. Similarly, in Refs. [12, 13, 14]
the geometric imprints of the existence of a minimal fundamental length on the
Hawking and Unruh radiations were addressed in the context of the Generalized
Uncertainty Principle (GUP). The above background picture could also help to shed
new light on such relevant issues as the cosmological holography [15] or α-vacua in
AdS/CFT correspondence [16].
Besides formal aspects, it is worth noting that a subtle common thread running
through the aforementioned effects is the possibility to spoil the thermal identity of
Hawking and Unruh radiations via the appearance of non-trivial corrections in the
particle spectrum. In light of the central rôle played by these phenomena in several
areas of QFT (including interacting field theory and quantum theory in a large class
of non-trivial spacetimes), the investigation of this scenario and, in particular, of any
deviations of the Hawking and Unruh spectra from a purely thermal profile, could
provide a pragmatic way to probe new physics in the limbo between gravitational
and quantum “worlds”. In the context of flavor mixing in QFT, for instance, it
was shown that the Unruh distribution does acquire a subdominant (non-thermal)
contribution depending on the mixing angle and the squared mass difference. This
was proved for both bosons [10] and fermions [11], and, specifically, for neutrinos,
which are among the elementary particles in the Standard Model (SM). Apart from
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highlighting a non-universal character of the Unruh effect even in such an ordinary
framework as the SM, the obtain result may be a starting point to fix new bounds on
the characteristic parameters of neutrino mixing. A somewhat exotic behavior for
the Hawking and Unruh radiations was also derived within the non-canonical QFT,
where non-thermal effects were found to be tied in with geometric deformations
of the Heisenberg uncertainty relation descending from quantum gravity contexts
(see, for example, Refs. [13, 14] and therein). The analysis of these aspects at both
theoretical level (via gedanken experiments on the radiation emitted by large black
holes [17] or the formation of micro black holes [18]) and phenomenological level
(through the study of the effects induced by the Generalized Uncertainty Principle
in analogue gravity experiments) can clarify to what extent Planck-scale effects do
undermine the bases of QFT.
To give a more comprehensive overview of the current state-of-the-art, we men-
tion that the idea of looking at non-thermal signatures of the Hawking radiation has
been arousing growing interest during the last two decades in a plethora of other
quantum contexts, ranging from particle production by spherical bodies collapsing
into extremal Reissner-Nordström black holes [19], to the emission by Schwarzschild
Anti-de Sitter [20] and Kerr-Newman [21] sources. In the same way, classical effects
responsible for non-thermal corrections in the infrared regime are provided by grey-
body factors, adiabaticity or phase space constraints [22]. On the other hand, for
what concerns the Unruh radiation, distortions of the spectrum have been derived
in the evaluation of the Casimir-Polder force between two relativistic uniformly ac-
celerated atoms [23], in the polymer (loop) quantization applied to the calculation
of the two-point function along Rindler trajectories [24], and in the analysis of the
response function of a detector moving with non-uniform (and/or only temporarily
switched on) acceleration [25].
Taking stock of the arguments discussed so far, it follows that a wide-ranging
investigation of non-thermal features of the Hawking and Unruh effects is far from
being trivial, as it involves disparate contexts not yet fully understood. Furthermore,
it may have valuable implications in a variety of challenging domains, including the-
oretical tests of gravity theories and hypothetical violations of the equivalence prin-
ciple within the framework of QFT on curved background. In connection with the
latter aspect, in particular, it is interesting to note that, in spite of some accidental
similarities appearing in the respective derivations, the Hawking and Unruh effects
cannot be regarded as two sides of a unique phenomenon, as they do not proceed
from the same underlying mechanism (pair creation close to an observer independent
geometric horizon in the case of the Hawking radiation, versus an observer/coordi-
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nate dependent horizon for the Unruh effect [26]). In light of this, the following
questions may naturally arise: what if accelerated observers detected a non-thermal
vacuum spectrum, whereas stationary observers outside a black hole did not (or vice
versa)? Could this finding be interpreted as a failure of the equivalence principle?
Positive answers on this matter should not be greeted with skepticism; footprints of
violations of the equivalence principle were already shown up in the context of the
Hawking-Unruh effect. In Ref. [27], specifically, it was found that the temperature
measured by a detector at rest in the background of a Schwarzschild black hole
is higher than the one recorded by a uniformly accelerating device in Minkowski
spacetime. Similarly, non-trivial differences between the two phenomena were de-
rived in Ref. [28] from studies about pair production by lasers in vacuum. In what
follows, however, we shall not take specific care of these issues, reserving them for
forthcoming discussions.
It is in the picture described above that our work is set. We begin by reviewing
the most common thermal features of quantum theory in non-trivial backgrounds,
focusing on the Hawking and Unruh radiations. By pursuing a solid research-line
about the decay of accelerated particles [29, 30, 31, 32], we also explain why the
Unruh effect is mandatory to maintain the general covariance of QFT, in spite
of the skepticism of part of the community [33, 34, 35]. After setting the stage,
we move on to the study of a cluster of higher-order effects that undermine the
standard well-known findings. Broadly speaking, such an analysis is intended to
be a “stress test” of QFT, namely a tool to investigate whether unrelated well-
established branches of the theory (as event horizon thermodynamics, flavor mixing
and quantum contexts with a minimal length) still provide a consistent framework
when patched together. On the basis of the obtained results, we finally explore
the possibility to trace these exotic behaviors back to some common root, offering
preliminary hints for the analysis of currently debated topics.
The Thesis is structured as follows2: Chapter 1 contains a pedagogical expla-
nation of the Unruh effect within the canonical QFT framework (a brief mention
to the “twin” calculation of the Hawking radiation is also made). To this aim, dif-
ferent complementary derivations are illustrated: besides the original Bogoliubov
transformation approach [4], an unusual evaluation based on the time-dependent
Doppler shift [38] and a more standard analysis involving the response function of a
uniformly accelerated detector [26] are proposed. We also introduce the less known
Letaw-Pfautsch-Bell-Leinaas effect [39, 40], namely, the circular counterpart of the
2The work is to a large extent built on our recent papers [10, 11, 14, 30, 36, 37], but some
results are based on still unpublished ideas.
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Unruh effect. Finally, we speculate on the possibility to seek for experimental ev-
idences of the Unruh radiation, clarifying the persisting state of confusion and the
frequent concerns raised in literature about its real existence.
Chapter 2 is basically from the papers [10, 11, 36], with a little bit more details
and revisions. In this context, the topic of the Unruh effect for mixed fields is ad-
dressed. As a consequence of the interplay between the Bogoliubov transformation
hiding in field mixing and the one arising from the geometric structure of Rindler
background, the Unruh vacuum distribution gets non-trivially modified, resulting
in the sum of the standard Planckian spectrum, plus non-thermal corrections de-
pending upon the mixing parameters (a detailed review of the QFT treatment of
flavor mixing can be found in Appendix B). Based on such an outcome, we give a
preliminary interpretation of the origin of mixing in terms of geometric properties
of the spacetime.
Chapter 3 is built upon Refs. [30, 31]. In connection with the issue of vacuum
effects for mixed fields, in this Chapter we provide a theoretical “check” of Unruh’s
discovery in the context of the decay of accelerated protons with mixed neutrinos.
This analysis fits in with a well-established line of research, which extends from the
original works by Matsas and Vanzella [41, 42, 43] on the necessity of the Unruh effect
for maintaining the general covariance of QFT in the absence of mixing, to the recent
debate about possible internal inconsistencies when mixed fields are involved [29, 30,
31, 32]. The possibility that in this case non-thermal like corrections to the Unruh
bath become mandatory to keep the QFT generally covariant (at least within a
certain approximation) is finally investigated. In Appendix E we also comment on
some findings of Ref. [32], where the same topic, although with different assumptions,
is analyzed.
Relying on Ref. [14], in Chapter 4 we examine to what extent the Unruh distribu-
tion is affected by Planck-scale corrections in the guise of geometric deformations of
the uncertainty relation. Using a generalized commutator quadratic in the momen-
tum [13, 14], we show that the characteristic thermal profile of the Unruh radiation
gets non-trivially spoilt: for small deviations from the canonical QFT, however, the
resulting spectrum can be rearranged so that it recovers its standard behavior, but
with a shifted temperature depending on the deforming parameter. Besides a gen-
uinely theoretical interest within the frameworks of black hole physics and string
theory (where deformed uncertainty relations were originally addressed), the out-
lined dependence may open new perspective avenues for laboratory tests of GUP
effects, also in light of the growing number of analogue gravity experiments that
have been carrying out in the last years [44, 45].
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Chapter 5 is devoted to study the QFT formalisms at finite temperature and
density [37], such as the Path Ordered Method, the Closed Time Path formalism,
the Matsubara approach and the Thermo Field Dynamics. Searching for a unified
perspective on all these seemingly unrelated techniques, we introduce the so-called
η-ξ spacetime [7], a flat manifold with complexified S1 × R3 topology, whose ther-
mal features are discussed in connection with the properties of curved backgrounds
endowed with event horizon(s). Specifically, we analyze the possibility to enrich the
framework originally built on by Gui [7] and the ensuing definition of a one-to-one
map between vacuum Green’s functions in η-ξ spacetime and Mills representation
of thermal Green’s functions in Minkowski spacetime. We also emphasize how this
enlarged scenario could be useful to extend the connection between η-ξ spacetime
and Thermal Quantum Field Theories to out-of-thermal-equilibrium systems.
Chapter 6 contains closing remarks and an outlook at future prospects. Although
the whole framework is conceptually simple, specific computations are sometime
lengthy and, for the reader convenience, we confine mathematical technicalities to
the final Appendices.

Chapter 1
The emerging part of an iceberg
called quantum vacuum: the Unruh
effect
“Maybe the universe
is a vacuum fluctuation.”
- Edward P. Tryon -
Vacuum is one of the most exquisite and puzzling concepts in Quantum Field
Theory (QFT). Notwithstanding the name, it exhibits a variety of properties that
underpin distinctive, though usually exceedingly small, physical effects. To get
an idea of how rich the vacuum structure is, the hypothesis by Tryon [46] about
the genesis of Universe comes in handy: “maybe the Universe itself is a vacuum
fluctuation”, that is to say “the Universe began as a single particle arising from an
absolute vacuum” in a manner similar to “how virtual particles come into existence
and then fall back into non-existence... It’s just possible that there might have been
absolutely nothing out of which came a particle so potent that it could blossom into
the entire Universe”.
If we had a “quantum” magnifying glass, we would observe that vacuum is not
empty at all; actually, it would appear as a turmoil of (virtual) particles continu-
ously popping in and out of existence. One of the most striking manifestations of
these ephemeral objects is the Casimir effect [47], the relevance of which has been
growing in the last years in a broad class of domains, ranging from quantum com-
puting [48] to biology [49]. This phenomenon arises from the alteration by metal
boundaries of the zero point electromagnetic energy between them. In the same
way as metallic plates can disturb the electromagnetic vacuum, the curvature of
1
2Figure 1.1: The iceberg-like nature of quantum vacuum: a creative representation of
known and (almost) unknown vacuum effects and properties.
the spacetime should affect, in principle, all vacua, due to the coupling of gravity
with all (massive) fields. In this context, the Hawking effect provides the most elo-
quent example of the fundamental rôle played by the quantum vacuum in regime of
extreme gravitation [3].
The discovery that black holes can evaporate emitting a thermal radiation has
led to a profound connection between the properties of spacetime and laws of QFT
and thermodynamics, offering precious hints as to what we should expect from a
complete theory of quantum gravity. Being related to such esoteric objects as black
holes, however, Hawking radiation never came under the spotlight of experimental
physics.
In 1976, a then rookie W. Unruh, while working on various aspects of black hole
evaporation, unveiled one of the most impressive results of QFT: from the point of
view of a uniformly accelerated detector, empty space contains a gas of particles at
a temperature proportional to its proper acceleration α [4]. Roughly speaking, it
may be said that an accelerating observer in Minkowski vacuum would feel a warm
wind of particles at T ∼ α, whereas inertial observer would be frozen at 0 K (see
Fig. 1.2 for a pictorial representation of the Unruh effect).
According to the equivalence principle, such a prediction can be regarded, at
3least locally, as the inertial non-gravitational counterpart of the Hawking radia-
tion, confirming Fulling’s previous achievements that the particle content of QFT is
observer-dependent even in the case of flat spacetime [50]. In spite of this, however,
some skepticism on the real existence of the Unruh effect has been expressing during
the years [33, 34, 35]. The rather frequent concerns raised in literature have thus
motivated the search for phenomenological evidences that could definitively solve
the matter1. In this sense, the pioneers were Bell and Leinaas [40], who tried to
interpret the depolarization of electrons in a storage ring through the Unruh effect,
using spin as a sensitive thermometer. An alternative approach was subsequently
proposed by Müller [52] in the context of the decay of accelerated particles. In
Refs. [41, 42, 43, 53], in particular, with reference to the inverse β-decay, it was
shown that the Unruh thermal bath is indeed mandatory to ensure that the decay
rates of accelerated protons in the inertial and comoving frames coincide, also when
considering flavor mixing for emitted neutrinos [30, 32] (see Chapter 3 for a complete
treatment of this issue). As remarked in Ref. [42], however, searching for experi-
mental evidences of the Unruh radiation in this context is unfeasible, due to the
relatively small accelerations achievable on Earth (with typical accelerations of the
LHC, for example, the proton lifetime would be of the order of 103×108 yr, a time out
of reach even for the long-lived physicist!). More viable, on the other hand, was the
strategy suggested by Higuchi et al. in Refs. [54], where it was highlighted that the
emission of a bremsstrahlung photon from an accelerated charge as described by an
inertial observer can be interpreted in the comoving frame as either the emission or
the absorption of zero-energy Rindler photon in the Unruh thermal bath. Recently,
further attempts to measure out signatures of the Unruh effect have been pursued
by investigating the behavior of accelerated atoms in micro-wave cavities [55, 56],
the backreaction radiation emitted by electrons in ultra-intense lasers [57, 58], the
thermal spectra in high-energy collisions [59, 60, 61, 62, 63], the Berry phase [64]
or some particular generalization [65], up to the latest efforts within the framework
of classical electrodynamics [66] and through the detection of antiparticles in the
Unruh radiation [67]. Proposals for experimental confirmations have also been put
forward considering in-the-lab analogues of the Unruh effect [68], or dealing with
those experiments that successfully detected the Sokolov-Ternov effect [69].
Unfortunately, all of these endeavors have been frustrated so far, thus leaving the
issue of the real existence of the Unruh effect still open. In view of this, we believe
the persisting state of confusion cannot but be interpreted in light of the ambiguity
1As a matter of fact, there is no shortage of physicists who claim that the Unruh effect has
already been observed [51]!
4Figure 1.2: A pictorial representation of the Unruh effect: Unruh (on the left) is feeling
warm in “his” bath due to the wind of particles at T ∼ α; by contrast, the
inertial observer (on the right) is frozen at T = 0 K.
revolving around this phenomenon at the ontological level. In this sense, we propose
one of the three following scenarios as possible way out of the controversy:
• the Unruh effect really exists and it is observable. The lack of experimental
confirmations would stem from the fact that measuring the Unruh effect is a
daunting task (to observe a temperature of 1 K, an acceleration of 1020 m/s2
would indeed be necessary); the creative proposals that have been continuously
devising may provide new insights in the foreseeable future.
• the Unruh effect is theoretically feasible, but, in practice, it is not observ-
able, since it requires asymptotically Rindler boundary conditions that are
unattainable in any physical situation [35] (such an interpretation, however,
seems now to have run its course, as widely discussed in Refs. [70, 71]);
• the question whether or not the Unruh effect is real/observable is physically
unfounded (and, indeed, it is matter of debate among philosophers [72]). All
we can say (and that is enough!) is that the Unruh effect is an alternative
description of ordinary aspects of QFT in flat background in terms of a co-
ordinate chart that is “adapted” to accelerated observers (see the next Section
for more details). In other terms, it is not really a novel phenomenon, but
rather an unavoidable consequence of looking at known phenomena from a
different perspective. In this sense, the claim that “an accelerated observer
immersed in the inertial vacuum will experience a thermal bath with a tem-
perature proportional to the magnitude of his acceleration” is nothing more
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than the evidence that “an observer comoving with a rotating frame will un-
dergo a centrifugal force depending on his radial acceleration” (we remark that
the parallelism between the quantum Unruh effect and the classical centrifugal
force was first used in Ref. [43]). Thus, the Unruh effect is absolutely essen-
tial for constructing a fully-fledged covariant QFT, even in the presence of
interacting fields [73], and, as such, it does not require any further verification
beyond those of QFT itself [43, 66].
In line with a series of previous works [74], we lean towards the last hypothesis,
although we do not exclude a priori the possibility that the Unruh radiation does
indeed “live” among us. In what follows, we try to argue our position investigating
the question from both standard and novel perspectives. Before proceeding further,
however, we consider it appropriate to trace a brief historical excursus on the Un-
ruh effect, starting from its original derivation in QFT, going through some of the
alternative approaches developed in literature, and finally concluding with a brief
mention on its rotational analog (the so-called Letaw-Pfautsch-Bell-Leinaas effect)
and the ongoing controversies concerning its existence.
1.1 QFT in Rindler spacetime
To make the analysis as transparent as possible, consider the 1 + 1-dimensional
Minkowski spacetime with metric2
ds2 = dt2 − dx2 . (1.1)
Upon the coordinate transformation t =
1
a
eaξ sinh aη
x = 1
a
eaξ cosh aη
, (1.2)
with −∞ < η, ξ < +∞, and a positive constant, the metric Eq. (1.1) becomes
ds2 = e2aξ (dη2 − dξ2) . (1.3)
The coordinates (η, ξ) in Eq. (1.2) are known as Rindler coordinates [75]: they cover
only the right (Rindler) wedge of Minkowski spacetime, namely R+ = {x|x > |t|}
(see Fig. 1.3). The left sector R− = {x|x < −|t|} can be obtained by reflecting the
2A more general 1 + 3-dimensional derivation of the Unruh effect will be given in the next
Chapter.
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Figure 1.3: The proper coordinate system of a uniformly accelerated observer in
Minkowski spacetime.The hyperbola represents the world line of an observer
with proper acceleration α.
first in the t- and then the x-axis. It is a trivial matter to verify that all curves of
constant η are straight lines in the (x, t) plane coming from the origin, while curves
of constant position ξ are hyperbolae,
x2 − t2 = 1
a2
e2aξ = const . (1.4)
As it will be discussed in Section 2.2 of the next Chapter, these represent the
world lines of uniformly accelerated (Rindler) observers with null asymptotes x = ± t
(or η = ±∞) and proper acceleration
α = ae−aξ . (1.5)
The proper time of these observers is given by
τ = eaξη . (1.6)
We now comment on the non-trivial causal structure of the Rindler wedges: since
uniformly accelerated observers approach, but never cross, the asymptote x = t
(x = −t), this acts as future (past) event horizon. An accelerated observer in R+
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is thus causally disjoint from one in R−, as events in such regions can only be
connected by a somewhere spacelike line. For completeness, note also that events in
the remaining future (F ) and past (P ) quadrants can be connected to both R+ and
R− by null rays.
Aware of these caveats, let us quantize the Klein-Gordon scalar field φ in both
Minkowski and Rindler supports. To avoid unnecessary technicalities, in the next
we consider the simplest treatment of a real massless field; the extension to the
massive case will be touched on in the next Chapter.
In 1 + 1-dimensions, the Klein-Gordon wave equation in Minkowski coordinates
reads (i.e., Eq. (A.3) of Appendix A with n = 2 and m = 0)
φ ≡
(
∂2
∂t2
− ∂
∂x2
)
φ = 0 . (1.7)
Orthonormal solutions are given by standard plane waves,
Uk(t, x) = (4piωk)
− 1
2 ei(kx−ωkt) , (1.8)
which are of positive frequency ωk = |k| with respect to the timelike Killing vector
∂t.
The question now arises as to how the above formalism gets modified in the
Rindler background. To this aim, let us observe that, in the regions R+ and R−, the
metric Eq. (1.3) is conformal to the Minkowski one, since it reduces to dη2−dξ2 = 0
under the conformal transformation gµν → e−2aξ gµν . Furthermore, because the
wave equation (1.7) is conformally invariant, it can be written in Rindler coordinates
as [26]
e2aξ φ =
(
∂2
∂η2
− ∂
∂ξ2
)
φ = 0 , (1.9)
which has orthonormal solutions of the same functional form as Eq. (1.8), i.e.
uk(η, ξ) = (4piωk)
− 1
2 ei(kξ±ωkη). (1.10)
The positive (negative) sign refers to the left (right) Rindler wedge; roughly speak-
ing, the sign reversal is due to the fact that the boost Killing vector ∂η is future
oriented in R+, while it is past oriented in R−.
Now, consider the following sets:
R+uk =
 (4piωk)
− 1
2 ei(kξ−ωkη) , in R+
0 , in R−
, (1.11)
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R−uk =
 0 , in R+(4piωk)− 12 ei(kξ−ωkη) , in R− . (1.12)
They are complete in the Rindler wedges R+ and R−, respectively, but not in the
whole of Minkowski spacetime. By joining them, however, we obtain a set that is
so complete. Additionally, they can be analytically continued into the future and
past regions (provided that a becomes imaginary), since the lines are constant time
η global Cauchy surfaces [76]. Thus, they represent a proper basis for quantizing
the field in Minkowski spacetime, in the same way as the plane wave basis Eq. (1.8).
Let us then expand the φ field in either set
φ =
∫
dk
{
ak Uk + ak
† U ∗k
}
, (1.13)
or
φ =
∫
dk
{
b
(1)
k
R−uk + b
(1) †
k
R−u∗k + b
(2)
k
R+uk + b
(2) †
k
R+u∗k
}
, (1.14)
with both a and b satisfying canonical commutators,
[ak, a
†
k′ ] = δ(k − k′), (1.15)
[b
(i)
k , b
(j) †
k′ ] = δij δ(k − k′), (1.16)
and all other commutators vanishing.
The expansions Eqs.(1.13)-(1.14) naturally lead to two alternative definitions of
vacuum state,
ak|0〉M = 0 , ∀k , (1.17)
b
(1)
k |0〉R = b(2)k |0〉R = 0 , ∀k . (1.18)
The former is the vacuum for Minkowski (inertial) observers, since it is defined
so that there are no positive frequency quanta with respect to the inertial time t;
similarly, |0〉R represents the vacuum for Rindler observers. There are several ways
to prove that these two states are not equivalent [4, 77, 78, 79]: following the original
lines of thought [4], here we make use of the Bogoliubov transformation approach,
showing that a non-trivial condensate structure of “non-inertial” particles is induced
into the vacuum |0〉M.
In this connection, let us inspect the analyticity properties of both sets in
Eq. (1.8) and Eqs. (1.11)-(1.12): because of the sign reversal in the exponent at
the crossover point between R+ and R− (i.e., the origin of the spacetime), the func-
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tions R+uk do not go over smoothly to R−uk passing from R+ to R− (and vice-versa).
As a result, R+uk and R−uk are non-analytic at this point. By contrast, the plane
waves Uk are analytic in the whole of Minkowski spacetime, and such a property
remains true for any linear superposition of these modes with positive frequency. It
thus arises that the functions Eqs. (1.11)-(1.12) cannot be a pure combination of
positive frequency plane waves, but they must be a mixture of these modes with
both positive and negative frequencies. Since the definition of vacuum excitations
is intimately related to the one of positive frequency modes (with respect to a given
timelike Killing vector), we conclude that the vacua Eqs. (1.17), (1.18) are not equiv-
alent, namely the vacuum associated with one set of modes contains particles with
respect to the other. This is precisely the same ambiguity in the definition of particle
concept arising in the QFT in curved spacetime [26].
Although the modes R±uk are not a good choice in the sense described above,
one can check that the two normalized combinations [4]
u˜
(1)
k = [2 sinh(piωk/a)]
−1/2
[
e
piωk
2a
R+uk + e
−piωk
2a
R−u∗−k
]
, (1.19)
u˜
(2)
k = [2 sinh(piωk/a)]
−1/2
[
e−
piωk
2a
R+u∗−k + e
piωk
2a
R−uk
]
, (1.20)
share the same analyticity properties, and thus the same vacuum |0〉M, of plane waves
(for a proof of this, see, for example, Ref. [26]). To derive the particle content of
Minkowski vacuum, let us then expand the field in terms of these new combinations:
φ =
∫
dk
{
d
(1)
k u˜
(1)
k + d
(1) †
k u˜
(1) ∗
k + d
(2)
k u˜
(2)
k + d
(2) †
k u˜
(2) ∗
k
}
, (1.21)
with
d
(1)
k |0〉M = d(2)k |0〉M = 0 , ∀k , (1.22)
according to our previous discussion. The Bogoliubov transformation relating the
d- and b- operators can be derived by equating the expansion Eqs. (1.14), (1.21) on
a spacelike surface at constant time η and multiplying both sides first by R−uk and
then by R+uk. Exploiting the orthonormality property of R±uk, a straightforward
calculation leads to
b
(1)
k = [2 sinh(piωk/a)]
−1/2
[
e
piωk
2a d
(2)
k + e
−piωk
2a d
(1) †
−k
]
, (1.23)
b
(2)
k = [2 sinh(piωk/a)]
−1/2
[
e
piωk
2a d
(1)
k + e
−piωk
2a d
(2) †
−k
]
. (1.24)
Hence, if the field is in the Minkowski vacuum |0〉M, the spectrum of particles in
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mode k detected by the Rindler observer will be
M〈0|b(1,2) †k b(1,2)k |0〉M =
1
e
2piω
a − 1 , (1.25)
that is the Bose-Einstein thermal distribution for radiation at temperature T0 =
a/2pi. Using the metric Eq. (1.3) and the definition of proper acceleration, Eq. (1.5),
the temperature TU as measured by the Rindler observer will be given by the Tolman
relation [80]
TU = (g00)
− 1
2 T0 =
α
2pi
. (1.26)
Therefore, from the point of view of a uniformly accelerated observer, the inertial
vacuum appears as a thermal bath of particles with temperature proportional to
the proper acceleration3. This is, in short, the essence of the main result obtained
by Unruh in Ref. [4], and the temperature Eq. (1.26) is usually referred to as the
Unruh (or Fulling-Davies-Unruh [50, 81]) temperature.
1.2 Detector model
One might suspect that the foregoing result is merely a mathematical curiosity, but
physically nonsense, since the particle concept does not have universal significance
in the absence of a globally timelike Killing vector. In this connection, however,
Unruh pointed out that the response of a localized particle detector must be deter-
mined by the dependence of quantum fields on the detector’s proper time, not the
time of a global coordinate system [4]. To argue this, he devised a detector model
(later developed by DeWitt [82]), showing that a uniformly accelerated device in
the Minkowski vacuum does indeed respond as though it were static, but immersed
in a thermal bath with temperature T = TU.
In order to illustrate this, consider an idealized point-like detector with internal
energy levels E > E0, where E0 is the energy of the ground state, and coupled with
a massless scalar field φ via a monopole interaction. Denoting by x(τ) the world
line of the detector, the field-detector interaction is described by the Lagrangian
L(τ) = cm(τ)φ[x(τ)] , (1.27)
where τ is the detector’s proper time, c a small coupling constant and m the
monopole moment operator.
3To address the Unruh effect in the presence of flavor mixing, in the next Chapter we will exhibit
an alternative derivation of the spectrum Eq. (1.25) for amassive field, based on the diagonalization
of the Lorentz boost generator.
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Now, suppose the field φ is initially in the Minkowski vacuum |0〉M given in
Eq. (1.17). Due to the interaction, however, both the field and the detector will not
remain in general in their ground states. Assuming the detector (field) undergoes
the transition E0 → E˜ (|0〉M → |ψ〉), for sufficiently small couplings the amplitude
will be given by first order perturbation theory as [26]
Aψ(E˜) = i 〈E˜, ψ|
∫ ∞
−∞
dτ L(τ) |0M , E0〉 , (1.28)
which can be factorized by writing the time-evolution ofm(τ) explicitly, i.e., m(τ) =
eiH0τ m(0) e−iH0τ , with H0|E〉 = E|E〉. A straightforward calculation then leads to
Aψ(E˜) = i c 〈E˜|m(0)|E0〉
∫ ∞
−∞
dτei(E˜−E0)τ 〈ψ|φ[x(τ)]|0〉M . (1.29)
The transition probability to all possible excited states will be obtained by squaring
the modulus of Aψ, and summing over the complete set of detector energy levels E
and field states |ψ〉. This gives
P = c2
∑
E
|〈E|m(0)|E0〉|2 F(E − E0) , (1.30)
where
F(E) =
∫ ∞
−∞
dτ
∫ ∞
−∞
dτ ′e−iE(τ−τ
′)D+(x(τ), x(τ ′)) , (1.31)
with D+(x(τ), x(τ ′)) being the positive frequency Wightman function,
D+(x(τ), x(τ ′)) = M〈0|φ[x(τ)]φ[x(τ ′)]|0〉M . (1.32)
The function F(E) in Eq. (1.30) is usually referred to as the detector response func-
tion: it is clearly independent of the details of the detector and, roughly speaking,
represents the bath of particles the device experiences during its motion. By con-
trast, the remaining term, which gives the selectivity of the detector to such a bath,
is inherently related to the internal structure of the device itself.
In situations where the detector is in equilibrium with the field, i.e., when the
whole system is invariant under time translations in the comoving frame (τ →
τ+const), to avoid unpleasant divergences in the calculation of the response function,
one typically considers a coupling that switches off adiabatically as τ → ±∞, so
that the integrals in Eq. (1.31) are somehow regularized (see, for example, Ref. [26]
for a more detailed discussion). An alternative solution may be to deal with the
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excitation probability per unit proper time,
P/T = c2
∑
E
|〈E|m(0)|E0〉|2
∫ ∞
−∞
d(∆τ) e−i(E−E0)∆τD+(∆τ) , (1.33)
rather than the probability Eq. (1.30), where ∆τ = τ − τ ′ and T is the total proper
time.
To finalize the calculation of the transition rate, details of the detector’s trajec-
tory are obviously needed. Since we are interested in the evaluation of the response
function of a uniformly accelerated detector, let us then consider the trajectory
Eq. (1.4), here rewritten as
x = (t2 + α−2)
1
2 , (1.34)
where α is the detector’s proper acceleration (see Eq. (1.5)). Exploiting the relation
Eq. (1.2) between the coordinate time t and the detector’s proper time τ , the positive
Wightman function D+(∆τ) takes the form
D+(∆τ) ∝ −
∞∑
k=−∞
(
∆τ − 2iε + 2piik
α
)−2
, (1.35)
where the small imaginary part iε, ε > 0, arises from the evaluation of the Wightman
function on the appropriate integration contour [26]. Inserting into Eq. (1.33) and
performing the Fourier transform, we finally obtain
P/T ∝ c2
∑
E
(E − E0) |〈E|m(0)|E0〉|2
e
2pi(E−E0)
α − 1
. (1.36)
The Planckian spectrum
[
e
2pi(E−E0)
α − 1
]−1
appearing in the transition probability
thus shows that, at equilibrium, an accelerated detector in the vacuum |0〉M behaves
as though it were unaccelerated, but immersed in a thermal bath at the temperature
T ≡ TU = α2pi , in conformity with the result Eq. (1.26).
Undoubtedly, this marks a point in favor of the Unruh result against all the
Unruh-skeptics. Nevertheless, for those who are still rooted in the belief that the
Unruh effect is merely a mathematical artifact, in the next Section we shall exhibit
an alternative derivation of Eq. (1.26) based on the time-dependent Doppler effect.
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1.3 The Unruh temperature via the time dependent
Doppler effect
Consider a plane wave massless mode of frequency ωk and momentum k parallel to
the direction along which the Rindler observer is accelerated (in our case, the x-
direction), so that ωk = k [38]. In the reference frame comoving with the observer,
the frequency ω′k transforms according to
ω′k = γ [ωk − k v(τ)] = γ ωk [1 − v(τ)] , (1.37)
where γ = [1− v(τ)]− 12 is the Lorentz factor and v(τ) is the velocity of the acceler-
ated observer as measured in the laboratory frame,
v(τ) =
α t(τ)√
1 + α2 t2(τ)
. (1.38)
Using the first of Eqs. (1.2), it follows that
v(τ) = tanhατ , (1.39)
leading to
ω′k = ωk e
−ατ , (1.40)
(notice that, for k antiparallel to the x-direction, one would simply obtain a change
of sign in the exponent of the above equation). For small values of ατ , one has
ω′k ' ωk (1 − ατ) , (1.41)
which is the usual Doppler effect. Equation (1.40) thus involves a time-dependent
Doppler shift for the Rindler observer. The time-dependent phase is accordingly
defined as
ϕ(τ) ≡
∫ τ
0
dτ ′ωk(τ ′) = −ωk
α
e−ατ . (1.42)
Therefore, for a wave propagating along the x-direction, the power spectrum S(Ω)
detected by the accelerated observer will be given by [38]
S(Ω) ∝
∣∣∣∣ ∫ ∞−∞ dτeiΩτ eiϕ(τ)
∣∣∣∣2 = 2piΩα 1e 2piΩα − 1 , (1.43)
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where we have used the formula [83]∫ ∞
0
dx xµ−1eib x =
Γ(µ)
bµ
eiµpi/2 , (1.44)
with Γ being the Euler Gamma function.
Thus, because of the time-dependent Doppler shift, the accelerated observer
will detect a Planckian frequency spectrum, which is indicative of a Bose-Einstein
distribution with T = α/2pi.
Strictly speaking, Eq. (1.43) has been derived for a single plane wave frequency
ωk; as shown in Ref. [38], however, the result can be easily extended to the case of
a field. This confirms (once again) the validity of the Unruh effect, a difficult pill to
swallow for Unruh’s opponents!
1.4 Unruh effect for interacting theories: a brief
sketch
On top of that, the Unruh effect has also been derived within the framework of
interacting field theories. A rigorous treatment of such an extension requires notions
of axiomatic field theory, and thus goes beyond the scope of the present work. In the
following, we simply describe the essentials, redirecting the reader to the references
cited therein for a more comprehensive analysis.
To begin with, let us briefly discuss the original works by Bisognano and Wich-
mann [73], who proved that the Minkowski vacuum, restricted to the right or left
Rindler wedges (Fig. 1.3), behaves like a thermal Kubo-Martin-Schwinger (KMS)
state when identifying the time-evolution operator with a Lorentz boost, in line with
Unruh’s finding Eq. (1.25). In this connection, it is worth recalling one of the possi-
ble, equivalent definitions of the KMS condition: consider, for simplicity, a quantum
system with Hamiltonian H and discrete (orthonormal) eigenstates |n〉 of energy
En. As known, the thermal average of a generic operator A in a state with inverse
temperature β = 1/T can be expressed as (see the Thermo Field Dynamics (TFD)
formalism in Chapter 5 for more details)
〈A〉β = Z−1(β)
∑
n
e−βEn 〈n|A|n〉 = Z−1(β) Tr(e−βHA) , (1.45)
where Z(β) =
∑
n e
−βEn = Tr(e−βH) is the grand-canonical partition function and
the trace is taken over the full Hilbert space.
Note that the above thermal average can be realized as expectation value on a
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pure state, provided that the degrees of freedom of the system are doubled. In other
terms, if H is the Hilbert space spanned by |n〉, we can construct a pure state |β〉
in the “doubled” Hilbert space H ⊗H such that
|β〉 = Z−1/2(β)
∑
n
e−βEn/2 |n, n˜〉 , (1.46)
and
〈A〉β = 〈β|A(e)|β〉 , (1.47)
where ⊗ denotes the tensor product, |n, n˜〉 = |n〉⊗ |n˜〉, with H|n〉 = En|n〉, H˜|n˜〉 =
En|n˜〉 and A(e) = I ⊗ A, I being the identity operator. Of course, such a doubling
is also reflected in the structure of the time-evolution operator, yielding
e−iH
(e)τ = eiH
(e)τ ⊗ e−iH˜(e)τ . (1.48)
Following Ref. [71], we now define an anti-unitary involution J (e) satisfying
J (e) = α|n〉 ⊗ |m〉 = α∗|m〉 ⊗ |n〉 , (1.49)
where α ∈ C. Using this relation, one can prove that J (e) commutes with the
time-evolution operator in Eq. (1.48). Furthermore, for any operator A such that
A|n〉 = ∑mAmn|m〉, it follows that
e−H
(e)β/2A(e)|β〉 = J (e)A(e) †|β〉 , (1.50)
where the state |β〉must given (up to an irrelevant global phase factor) by Eq. (1.46).
In algebraic field theory, Eq. (1.50) provides the KMS thermal condition [84], and
the state |β〉 is a KMS state at inverse temperature β. Thus, proving the Unruh effect
within this framework amounts to prove that the Minkowski vacuum restricted to
the right (left) Rindler wedge satisfies the KMS condition at β = 2pi/α with respect
to the generator of Lorentz boosts, regarded as a generalized Hamiltonian in the
Rindler coordinates. Notice also that the rather artificial doubling of the degrees of
freedom introduced above make intuitive sense in this context as extension of the
QFT from the right to the left wedge of Minkowski spacetime. The boost generator
which allows for such an extension can be naturally written in the form Eq. (1.49),
for the corresponding Killing vector field has opposite directions in the two wedges
(see the discussion in Section 1.1).
In 1 + 1-dimensions, the involution J (e) is defined through its action on the
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vacuum |0〉M and on the ladder operators in Eq. (1.14):
J (e)|0〉M = |0〉M , (1.51)
J (e)b
(1)
k J
(e) = b
(2)
k , (1.52)
J (e)b
(1) †
k J
(e) = b
(2) †
k , (1.53)
with [J (e)]2 = I ⊗ I. Thus, in this context J (e) is nothing more than the PCT
transformation φ(t, x)→ φ(−t,−x) leading from R+ to R−. With these definitions,
it is a trivial matter to check that the Bogoliubov transformations Eqs. (1.23), (1.24)
do indeed lead to the KMS condition Eq. (1.50).
We can now address the derivation of the Unruh effect by Bisognano and Wich-
mann [73] for a generic interacting scalar field satisfying the Wightman axioms, the
original formulation of which can be found in Ref. [85]. To this aim, let us observe
that, denoting by eiKa the boost operator corresponding to the rotation
t→ t(a) ≡ t cosh aα + x sinh aα , (1.54)
x→ x(a) ≡ t sinh aα + x cosh aα , (1.55)
in the imaginary Minkowski spacetime (x, it), the transformation (t, x)→ (−t,−x)
can be promptly obtained by setting a = ipi/α (notice that, in our treatment,
the rôles of a and α are reversed with respect to Ref. [71]). Starting from these
equations, Bisognano and Wichmann showed that the states obtained by multiplying
the vacuum |0〉M by a finite number of operators of the form
∫
d2x f(x)φ(x), with
f(x) being defined in the right Rindler wedge, belong to the domain of the operator
e−βK for 0 ≤ β ≤ pi/α. Roughly speaking, for the 1 + 1-dimensional scalar field
theory, this can be translated into the form
e−Kpi/α φ
(
t(1), x(1)
) · · · φ(t(n), x(n)) |0〉M = φ(−t(1),−x(1)) · · · φ(−t(n),−x(n)) |0〉M ,
(1.56)
where the state |0〉M is a unique Poincaré invariant vacuum, which is assumed to
exist, if (t(i), x(i)), i = 1, ..., n, are spatially separated points in the right Rindler
wedge of Minkowski spacetime. The above relation turns out to be crucial in showing
the Unruh effect, since it can be easily converted into the KMS condition Eq. (1.50)
for H(e) = K, β = 2pi/α and J (e) representing the PCT -transformation generator
for operators A(e) acting in the left wedge R−. Thus, the whole demonstration boils
down to prove Eq. (1.56).
To make our analysis as transparent as possible, here we deal with the simplest
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case of a free 1 + 1-dimensional massless scalar field with n = 1. Exploiting the
relations K|0〉M = 0 and ak|0〉M = 0, with ak given in Eq. (1.13), it follows that
eiKaφ(t, x)|0〉M = φ (t(a), x(a)) |0〉M
=
∫
dk (4piωk)
− 1
2 ei(ωkx−kt) sinh(αa) ei(ωkt−kx) cosh(αa)a†k|0〉M, (1.57)
where we have used the field expansion Eq. (1.13) and the transformations Eqs. (1.54)
and (1.55), with a being a real parameter. The above relation can also be analyti-
cally extended to imaginary values of a, and in particular from a = 0 to a = ipi/α,
if the point (t, x) is in the right Rindler wedge. For such points, we can then write
e−Kpi/αφ(t, x)|0〉M = φ (−t,−x) |0〉M , (1.58)
which is exactly Eq. (1.56) with n = 1. Finally, by inserting the field expansion
Eq. (1.14) in terms of Rindler modes, we infer the Bogoliubov transformations re-
lating Minkowski and Rindler ladder operators, respectively (see Section 1.1), and,
thus, the Unruh effect Eq. (1.25).
The Unruh effect can also be derived for interacting theories with arbitrary
potential V (φ) in the path integral approach, for both scalars [86] and spinors [77,
86]. In this context, it must be shown that
M〈0|T [φ(x)φ(x′)] |0〉M =
Tr
{
e−βKT [φ(x)φ(x′)]
}
Tr (e−βK)
, (1.59)
where the trace is over all the states of the system, K is the boost-operator defined
above and β = 2pi/α (similar considerations apply to the case of a n-point correlation
function). To this aim, consider the Lagrangian density for the massless scalar field
in 1 + 1-dimensions with potential V (φ),
L =
1
2
(
∂2φ
∂t2
− ∂
2φ
∂x2
)
− V (φ) . (1.60)
Recasting the Rindler coordinates Eq. (1.2) in the form
t = ρ sinhατ, x = ρ coshατ , (1.61)
where ρ = a−1 eaξ and ατ = aη, Eq. (1.60) becomes
L = αρ
[
1
2α2ρ2
∂2φ
∂τ 2
− 1
2
∂2φ
∂ρ2
]
− V (φ) . (1.62)
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Let us now define the Euclidean action as
SRE (β) ≡ −
∫ β
0
dτe
∫ ∞
0
dρLτe , (1.63)
where τe = iτ is the Euclidean time and the field φ is β-periodic, i.e., φ(τe + β, ρ) =
φ(τe, ρ). The condition Eq. (1.59) can then be proved by observing that both sides
are obtained by analytically continuing the same function D2pi/α
(
(te, xe), (t
′
e, x
′
e)
)
to
imaginary values of time, where
Dβ
(
(te, xe), (t
′
e, x
′
e)
) ≡ ∫φ(τe=0)=φ(τe=β) [Dφ]φ(te, xe)φ(t′e, x′e) e−SRE (β)∫
φ(τe=0)=φ(τe=β)
[Dφ] e−SRE (β)
, (1.64)
with te = ρ sinατe and xe = ρ cosατe (in particular, the r.h.s. of Eq. (1.59) is
obtained by the analytic continuation τ → τ = −iτe, while the l.h.s. by t → t =
−ite).
In closing, we stress that the Bisognano-Wichmann result has also been extended
to the class of Schwarzschild and de Sitter spacetimes [87], showing in this way the
close connection between the Unruh and Hawking effects.
1.5 Rotational analog of the Unruh effect
In the framework of the whole discussion of this Chapter, the other side of the coin is
provided by a circularly moving observer. As well known, rotational motion involves
acceleration, albeit radially directed, which does not change the magnitude of the
velocity. The question thus arises whether in this case there exists a corresponding
Unruh effect and, accordingly, an analog of the temperature Eq. (1.26). Surprisingly,
the state-of-the-art knowledge looks even more puzzling when dealing with such
an issue; as explained in Ref. [88], disputes mainly arise from the ambiguity in
the notion of “circularly accelerated coordinate system” and in the definition of
a globally timelike Killing vector for the rotating observer. In this Section, going
through the historical development of the debate, we try to shed some light on the
persisting controversies on the rotational analog Unruh effect. For the following
review, we basically comply with Ref. [71].
As a starting point, let us calculate the excitation rate of a circularly moving
Unruh-DeWitt detector coupled with a massless scalar field, in analogy with what
discussed in Section 1.2 for the linearly accelerated case. To this aim, consider a
rotating device in the xy-plane at the radius r = r0 with angular velocity Ω ≡ dθdt > 0.
Here, r and θ denote the usual polar coordinates.
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Using Eqs. (1.27), (1.28), the first order amplitude for the transition of the
detector (field) from the ground state E0 (|0〉M) to an excited state E (|ψ〉) read
Aψ(E) = i c 〈E|m(0)|E0〉
∫ ∞
−∞
dτei(E˜−E0)τ 〈ψ|φ[xµ(τ)]|0〉M , (1.65)
yielding the transition probability per unit time, Eq. (1.33).
Now, by writing the world line of the detector explicitly,
t = γτ, x = r0 cos(Ω t), y = r0 sin(Ω t) , (1.66)
and setting r0 Ω < 1 so that the world line is timelike and the Lorenz factor γ =
(1− r20 Ω2)−
1
2 is well-defined, it is a trivial matter to check that [71]
P/T ∝ c2
∑
E
|〈E|m(0)|E0〉|2
∫ ∞
−∞
d(∆τ) e−i(E−E0)∆τ
× [−γ2(∆τ − iε)2 + 4 r20 sin2(Ωγ∆τ/2)]−1 . (1.67)
with ε > 0. The excitation rate is thus non-vanishing : the above expression was
numerically evaluated in Ref. [89], and in Ref. [40] it was first used to interpret
the depolarization of electrons in storage rings from the point of view of comoving
observers through the Unruh effect. The latter work, together with Ref. [90], has
played a key rôle in persuading a large part of physicists that the Unruh thermal
bath does indeed have real physical significance.
The question now arises as to how the transition probability Eq. (1.67) would ap-
pear for observers corotating with the detector. As shown in Ref. [71], however, some
confusion occurs when trying to define the particle concept within this framework,
because of the lack of a globally timelike Killing vector field (physically, the situation
resembles the creation of particles by rotating black holes. The surface on which the
Killing vector K = ∂/∂t+ Ω ∂/∂θ ceases to be timelike is indeed called ergosphere).
If one does not take into account this fact and goes on defining naively the particle
content of the theory, the vacua for the inertial and rotating observer would be iden-
tified, contradicting the previous result that detectors undergoing circular motion
do have a non-vanishing excitation rate. In this case, therefore, quoting Ref. [71],
“either we have a suitable way to extract the particle content from the theory or it
may be better not to introduce such a concept at all ”.
However, the situation becomes less puzzling when considering a detector rotat-
ing with constant angular velocity Ω and enclosed in a limited region [91, 92]. In
that case, indeed, no ambiguity arises at all between the detector response function
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and its interpretation in terms of the particle content defined by rotating observers.
To show this, consider a device inside a circle of radius r such that
r = ρ < 1/Ω , (1.68)
and impose the following Dirichlet boundary conditions on the massless scalar field:
φ (t, r = ρ, θ) = 0 , (1.69)
(the discussion can be promptly extended to the case of a rotating detector confined
inside a cylindrical surface, since the transverse extra-dimension does not affect
the following calculation). In this case, the positive frequency Wightman function
Eq. (1.32) takes the form
D+(∆τ) =
∞∑
m=−∞
∞∑
n=1
C2mn J
2
m(αmn r0/ρ) e
−i(ωmn−mΩ)γ∆τ , (1.70)
where we have used the worldline of the rotating detector, Eq. (1.66). Here m ∈ Z,
n ∈ N+ are the parameters identifying the positive frequency field modes with
respect to inertial observers,
umn(t, r, θ) = Cmn Jm(αmnr/ρ) e
imθ e−iωmnt , (1.71)
where αmn is the n-th (non-vanishing) zero of the Bessel function of the first kind
Jm, ωmn = αmn/ρ, and Cmn is fixed by the orthonormality condition of the modes
umn. A straightforward substitution of Eq. (1.70) into the definition Eq. (1.33) of
transition rate per unit proper time leads to
P/T = c2
∑
E
|〈E|m(0)|E0〉|2
∞∑
m=−∞
∞∑
n=1
C2mn J
2
m(αmn r0/ρ)
×
∫ ∞
−∞
d(∆τ) e−i[(E−E0) + (ωmn−mΩ)γ]∆τ . (1.72)
By integrating over ∆τ , we thus find that the transition rate is proportional to
δ
(
(E − E0) + (ωmn −mΩ)γ
)
. Obviously, for Ω > 0, all modes with m ≤ 0 do not
contribute to the sum in Eq. (1.72), being E > E0. On the other hand, for m > 0,
the necessary condition to have a non-vanishing contribution is that mΩ > ωm1 =
αm1/ρ, where αm1 is the first non-trivial zero of the Bessel function Jm. As shown
in Ref. [93], however, such a condition can never be satisfied, since αmn > m, which
would imply Ωρ > 1, in contrast with the original constraint Eq. (1.68). Thus,
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unlike the previous case Eq. (1.67), the rotating detector will exhibit a vanishing
response function when confined inside a boundary.
It is worthwhile to remark that the obtained result has also an unambiguous
interpretation in terms of the particle content defined by the rotating observer.
According to what discussed above, indeed, it is now possible to define a globally
timelike Killing vector for such an observer. For this purpose, let us recast the
positive frequency modes in Eq. (1.71) into the form
u˜mn(t, r, θ
′) = Cmn Jm(αmnr/ρ) eimθ
′
e−iω˜mnt , (1.73)
where ω˜mn = ωmn − mΩ > 0 for any m and θ′ = θ − Ωt, with t representing the
proper time of a rotating observer with angular velocity Ω lying at r = 0. Thus,
these modes are of positive frequency even with respect to the corotating observer;
hence, the Bogoliubov transformation connecting the inertial and rotating modes,
Eqs. (1.71) and (1.73), respectively, is trivial [71, 94], as no mixing arises at all
among positive- and negative-frequency solutions of the two sets. By a calculation
similar to that in Eq. (1.25), we can then conclude that the Minkowski vacuum is
equivalent to the vacuum defined by the confined rotating observer, in line with the
vanishing response rate found in Eq. (1.72).
In closing, we remark that the whole analysis of this Chapter can be extended
to arbitrary stationary accelerated frames [39], of which linearly and circularly ac-
celerated ones are two extreme special cases. In general, there will appear both an
event horizon and an ergosphere. Therefore, the ensuing temperature and detector
response will arise as combinations of the Unruh and Letaw-Pfautsch-Bell-Leinaas
effects.
1.6 Hawking radiation
For the sake of comparison, in this Section we analyze the Hawking effect for a
massless scalar field in 1 + 1-dimensional spacetime4. Following Ref. [95], we show
that calculations formally reproduce the ones leading to the Unruh result (see Sec-
tion 1.1).
Consider the gravitational field outside a non-rotating black hole of mass M
with null electric charge. In 1 + 3-dimensions, this is described by the well-known
4A more realistic 1 + 3-dimensional analysis can be found in Ref. [95].
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Schwarzschild metric,
ds2 =
(
1− 2M
r
)
dt2 − dr
2
1− 2M
r
− r2 (dθ2 + sin2 θ dϕ2). (1.74)
To make calculations as simple as possible, let us focus on a 1 + 1-dimensional black
hole, assuming the metric to be equal to the time-radial part of the above expression.
Outside the black hole (i.e., for r > 2M), by introducing the “tortoise coordinate”
r∗(r) such that
dr∗ =
dr
1 − 2M
r
=⇒ r∗(r) = r − 2M + 2M log
( r
2M
− 1
)
, (1.75)
with −∞ < r∗ <∞, the metric becomes
ds2 =
(
1 − 2M
r(r∗)
)[
dt2 − dr∗2] . (1.76)
This can be further manipulated by means of the tortoise lightcone coordinates
u˜ ≡ t− r∗, v˜ ≡ t+ r∗ , (1.77)
obtaining
ds2 =
(
1 − 2M
r(u˜, v˜)
)
du˜ dv˜ . (1.78)
Both the Schwarzschild and lightcone coordinates introduced above are singular on
the Schwarzschild horizon r = 2M . Furthermore, the latter describe only the region
external to the black hole, r > 2M . To cover the whole spacetime, let us then define
the set of Kruskal-Szekeres lightcone coordinates as
u = −4M exp
(
− u˜
4M
)
, v = 4M exp
(
v˜
4M
)
, (1.79)
which vary in the intervals −∞ < u < 0 and 0 < v < ∞, respectively. In terms of
these coordinates, the metric Eq. (1.78) can be cast into the form
ds2 =
2M
r(u, v)
exp
(
1 − r(u, v)
2M
)
du dv , (1.80)
which is regular at radius r = 2M . Therefore, the singularity of the Schwarzschild
metric at r = 2M is a mere coordinate singularity. The Kruskal-Szekeres coordinates
can be analytically extended to u > 0 and v < 0, where the metric Eq. (1.80) is
still well-defined. Thus, they span the entire Schwarzschild spacetime, providing the
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proper set of coordinates we are looking for.
Using Eqs. (1.75) and (1.77), we can now derive the relations between the origi-
nal Schwarzschild coordinates (t, r) and the Kruskal-Szekeres lightcone coordinates
(u, v):
uv = −16M2
( r
2M
− 1
)
exp
( r
2M
− 1
)
, (1.81)
(v
u
)2
= exp
(
t
M
)
. (1.82)
which are valid, via analytic continuation, for arbitrary values of u and v. From the
first of these equations, it arises that the black hole horizon, r = 2M , corresponds
to u = v = 0. Therefore, the Schwarzschild spacetime has two horizons resolved
only in the Kruskal-Szekeres coordinates: the past horizon for v = 0 (corresponding
to t→ −∞) and the future horizon for u = 0 (corresponding to t→∞).
In order to analyze the causal structure of the Schwarzschild spacetime, let us
now introduce the timelike and spacelike coordinates T and R according to
u = T − R , v = T + R . (1.83)
The Kruskal diagram for the Schwarzschild spacetime can be straightforwardly
drawn in the (T,R) plane (see Ref. [95] for more details). Similarly to what discussed
in Section 1.1, null geodesics u = const and v = const are straight lines at ± pi/4
angles in this plane. From Eq. (1.81), it follows that the hypersurfaces r = const are
given by uv = T 2−R2 = const. For r > 2M , one has uv < 0 and the lines r = const
are timelike, while for r < 2M , corresponding to uv > 0, they are spacelike. Thus,
the Schwarzschild coordinate r can be interpreted as the standard spacelike radial
coordinate only outside the horizon (r > 2M). Similarly, from Eq. (1.82) the sur-
faces t = const are straight lines in the (T,R) plane. The Schwarzschild coordinate
t is interpreted as the usual time for r > 2M , but it becomes a spatial coordinate
for r < 2M . The hypersurface r = 0 represents a physical singularity, being the
curvature invariants infinite on it.
1.6.1 Field quantization and Hawking effect
Consider a scalar field with the action
S[φ] =
1
2
∫
gµν∂µφ ∂νφ
√−g d2x (1.84)
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in a 1 + 1-dimensional spacetime. Exploiting the conformally invariance of the
action, the solution of the field equation can be written in both the lightcone tortoise
coordinates Eq. (1.77),
φ = A˜ (u˜) + B˜(v˜) , (1.85)
and the lightcone Kruskal-Szekeres coordinates Eq. (1.79),
φ = A (u) + B(v) , (1.86)
with A, A˜, B and B˜ being suitable functions.
Similar to the scalar field quantization in the Rindler spacetime, the mode
e−iωu˜ = e−iω(t−r
∗) (1.87)
describes a right moving wave of positive frequency ω with respect to the time t,
which propagates away from the black hole. Since the proper time of an observer at
rest at infinity coincides with t,5, he will associate the concept of particle with such
a mode, expanding the field according to
φ =
∫ ∞
0
dΩ
(2pi)1/2
1√
2Ω
[
e−iΩu˜ b−Ω + e
iΩu˜ b+Ω
]
+ (left moving component) , (1.88)
where b±Ω are the creation and annihilation operators of a particle with frequency Ω.
The corresponding vacuum |0〉B is defined as usual,
b−Ω |0〉B = 0 , (1.89)
and it is called Boulware vacuum.
By pursuing the parallelism with the Rindler analysis, let us recall that the tor-
toise coordinates cover only the exterior of the Schwarzschild black hole. Thus,
they play the same rôle in Schwarzschild spacetime as the Rindler coordinates
in Minkowski background. Moreover, the Boulware vacuum |0〉B turn out to be
similar to the Rindler vacuum defined in Eq. (1.18). On the other hand, the
Kruskal-Szekeres coordinates are non-singular on the horizon and span the entire
Schwarzschild spacetime. In this sense, they are similar to the inertial coordinates
in Minkowski spacetime. In terms of the coordinates Eq. (1.83), the metric close to
the horizon becomes
ds2 → du dv = dT 2 − dR2 , (1.90)
5For r →∞, indeed, one has ds2 → du˜ dv˜ = dt2 − dr∗2.
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which means that particles detected by an observer crossing the horizon are as-
sociated with positive-frequency modes with respect to the time T . The Kruskal
“vacuum” |0〉K for such an observer can be defined by expanding the field operator
in terms of the Kruskal-Szekeres lightcone coordinates,
φ =
∫ ∞
0
dω
(2pi)1/2
1√
2ω
[
e−iωu a−ω + e
iωu a+ω
]
+ (left moving component) . (1.91)
It follows that
a−ω |0〉K = 0 . (1.92)
For an observer at rest located far away from the black hole, however, this state
is not empty. In order to determine its condensation density, one can exploit the
following similarities between the formulae underpinning the Unruh and Hawking
effects:
Unruh effect Hawking effect
Minkowski vacuum |0〉M Kruskal vacuum |0〉K
Rindler vacuum |0〉R Boulware vacuum |0〉B
Acceleration α Surface gravity κ = (4M)−1
u(α), v(α) u(κ), v(κ)
Using the above similarities and Eq. (1.25), we find the following expression for
the thermal condensate perceived by the remote observer,
K〈0|b+Ω b−Ω|0〉K =
1
e
2piΩ
κ − 1
δ(0) , (1.93)
corresponding to the black-hole temperature
TH =
κ
2pi
≡ 1
8piM
. (1.94)
Finally, we notice that an alternative way to derive the Hawking effect is by use
of the renormalized stress-energy tensor Tµν of a quantum field in classical black
hole. This has been done for conformal fields in 1 + 1-dimensional spacetime [96],
where it has been shown that, along with a local vacuum polarization contribution,
the stress tensor also contains a non-local contribution from the Hawking thermal
flux.

Chapter 2
Non-thermal signature of the Unruh
effect in field mixing
“The faster you run,
the hotter you feel.”
- Anonymous Aphorism -
Since Pontecorvo’s revolutionary idea [97], the theoretical basis of flavor mixing
has been widely investigated. Although years of effort have been devoted to provid-
ing evidence for flavor oscillations, intriguing questions still remain open. Among
these, for instance, the origin of this phenomenon within the Standard Model and
the non-trivial condensate structure exhibited by the vacuum for mixed fields are
the most puzzling problems. The latter aspect, in particular, has burst into the
spotlight after the unitary inequivalence between mass and flavor vacua within the
QFT framework was highlighted [8, 9].
Flavor mixing in QFT is notoriously a non-trivial issue [98], since it is related with
the problem of inequivalent representations of the canonical (anti-)commutation
relations [99]. The origin of this result lies in the fact that mixing transformations,
which act as pure rotations on massive particle states in Quantum Mechanics (QM),
have a more complicated structure at level of field operators. Indeed, they include
both rotations and Bogoliubov transformations [100], thus inducing a condensate of
particle/antiparticle pairs into the vacuum for flavor fields. This has been pointed
out in Minkowski spacetime first for Dirac fermions [8] and later for other fields
[9, 101, 102], showing in both cases the limitations of the quantum mechanical
approach in the treatment of flavor mixing (for a more detailed discussion, see
Appendix B). In particular, whilst the QFT formulation of boson mixing has proved
to be successful for studying the phenomenology of mixed mesons, like the K0−K¯0,
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B0− B¯0 or η− η′ systems [103], the corresponding analysis for fermionic fields may
shed some new light on the longstanding issue of the dynamical generation of quark
and neutrino mixing in the Standard Model [104]. Furthermore, once extended to
non-trivial metrics, it might provide a starting point for the investigation of neutrino
flavor oscillations in the QFT on curved background. The existing literature, indeed,
deals with such a topic using several other approaches, e.g. the WKB approximation
[105, 106], the plane wave method [107, 108] or geometric treatments [109, 110],
and settling in various metrics. The question thus arises as to how the genuinely
Minkowski formalism of Refs. [8, 9] gets modified in the presence of gravity.
In the present Chapter, a first step along this direction is taken by analyzing
the QFT of both boson (Section 2.1 and following) and fermion (Section 2.4) mixed
fields for a uniformly accelerated observer. To make our analysis as transparent
as possible, we focus on a simplified description with only two flavors (analogous
considerations, however, can be promptly generalized to a more rigorous three-flavor
analysis). Despite such a minimal setting, a rich mathematical framework arises due
to the combination of the Bogoliubov transformation associated with mixing and
the one related to the Rindler spacetime structure [3, 4, 26, 111, 116, 112]. As
a consequence, we find that the Unruh spectrum loses its characteristic thermal
identity, thus opening new stimulating investigation scenarios along this line [14, 30,
31].
Besides formal aspects, we stress that mixing transformations in non-inertial
frames may serve as a tool for analyzing a number of other current intriguing ques-
tions in theoretical physics: the spin-down of a rotating star by neutrino emis-
sion [113] and the disagreement between the inverse β-decay rates of accelerated
protons in comoving and inertial frames [29] are just some of the most relevant
problems appearing in this framework. The latter aspect, in particular, shall be
thoroughly discussed in Chapter 3, providing a possible solution for the aforemen-
tioned incompatibility. In this connection, a further interesting question to be po-
tentially investigated is the Lorentz invariance violation in the context of mixed
neutrinos [114]. So far, indeed, flavor mixing in QFT has been analyzed only within
the usual plane wave representation. Exploiting the hyperbolic scheme discussed in
Section 2.1, one could theoretically explore whether oscillation formulae are indeed
sensitive to the effects of a boost on the source (detector).
The Chapter is organized as follows: in the next Section, as a basis for extend-
ing mixing transformations to the Rindler frame, we introduce the hyperbolic field
quantization, i.e., the scheme in which the generator of Lorentz boost is diagonal.
The obtained results are thus compared with the usual ones in the plane wave basis,
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showing their equivalence from the point of view of inertial observers. In Section
III we review the Rindler-Fulling quantization for an accelerated observer and the
related Unruh effect. Mixing transformations within Rindler background are derived
in Section IV: the modified spectrum of Unruh radiation is explicitly calculated in
the limit of small mass difference, highlighting its non-thermal character when mixed
fields are involved. Conclusions are discussed in Section V.
Throughout all the Chapter, we shall use the following notation for 4-, 3- and
2-vectors:
x = {t,x}, x = {x1, ~x}, ~x = {x2, x3}. (2.1)
2.1 Field quantization in hyperbolic (boost) modes
Let us consider a free complex scalar field φ with mass m in a 1 + 3-dimensional
Minkowski spacetime. In the standard plane wave representation, the field expansion
reads (see Eq. (A.2) of Appendix A with n = 4)
φ(x) =
∫
d3k
{
ak Uk(x) + a¯
†
k U
∗
k (x)
}
, (2.2)
where
Uk(x) =
[
2ωk(2pi)
3]− 12 ei(k·x−ωkt). (2.3)
As well known, the field quanta created by applying the operators a†k (a¯
†
k) on
the Minkowski vacuum |0〉M carry well defined momentum k and frequency ωk =√
m2 + |k|2 with respect to the Minkowski time t (see Appendix A). We will refer
to these quanta as Minkowski particles (antiparticles), in contrast to the Rindler
quanta to be later defined.
In order to extend the field quantization to the Rindler framework, we now
introduce the so-called hyperbolic representation, that is, the representation which
diagonalizes the Lorentz boost operator. To check this, let us look at the expression
of the Lorentz-group generators:
M (α,β) =
∫
d3x
(
xα T (0,β) − xβ T (0,α)) . (2.4)
The boost operator (for example along the x1 axis) is the (1, 0) component ofM (α,β).
Using the standard expression of the stress tensor Tµν and replacing the field expan-
sion Eq. (2.2), we obtain [115]
M (1,0) = i
∫
d3k
2ωk
(
c †k ωk
∂
∂k1
ck + c¯
†
k ωk
∂
∂k1
c¯k
)
, (2.5)
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where ck ≡
√
2ωk ak. The result in Eq. (2.5) shows that M (1,0) has a non-diagonal
structure in the plane wave representation. With a straightforward calculation,
however, it can be verified that such a task is carried out by the following operators
[116]:
d (σ)κ =
∫ +∞
−∞
dk1 p
(σ)
Ω (k1) ak, d¯
(σ)
κ =
∫ +∞
−∞
dk1 p
(σ)
Ω (k1) a¯k, (2.6)
where κ stands for (Ω, ~k), σ = ± 1, Ω is a positive parameter and1
p
(σ)
Ω (k1) =
1√
2piωk
(
ωk + k1
ωk − k1
)iσΩ/2
. (2.7)
In terms of these operators, indeed, the boost generator M (1,0) takes the form
M (1,0) =
∫
d3κ
∑
σ
σΩ
(
d (σ)†κ d
(σ)
κ + d¯
(σ)†
κ d¯
(σ)
κ
)
, (2.8)
which is clearly diagonal. For later use, it is worth noting that the functions p (σ)Ω in
Eq. (2.7) form a complete and orthonormal set, i.e.∑
σ,Ω
p
(σ)
Ω (k1) p
(σ)∗
Ω (k
′
1) = δ(k1 − k′1), (2.9)
∫ +∞
−∞
dk1 p
(σ)∗
Ω (k1) p
(σ′)
Ω′ (k1) = δσσ′δ(Ω− Ω′), (2.10)
where the following shorthand notation has been introduced:
∑
σ,Ω
≡
∑
σ
∫ +∞
0
dΩ. (2.11)
Since the operators d (σ)κ (d¯ (σ)κ ) in Eq. (2.6) are linear combinations of Minkowski
annihilators ak (a¯k) alone, they also annihilate the Minkowski vacuum |0〉M in
Eq. (A.7):
d (σ)κ |0〉M = d¯ (σ)κ |0〉M = 0, ∀σ, κ. (2.12)
In addition, by exploiting Eqs. (2.9), (2.10) and the commutation relations of ak
and a¯k in Eq. (A.6), it is immediate to verify that the transformations Eq. (2.6) are
1The physical meaning of the parameters σ and Ω will be explained in the next Section, where
the quantization procedure will be analyzed from the point of view of a uniformly accelerated
observer.
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canonical, i.e. [
d (σ)κ , d
(σ′)†
κ′
]
=
[
d¯ (σ)κ , d¯
(σ′)†
κ′
]
= δσσ′ δ
3(κ− κ′), (2.13)
with all other commutators vanishing. Therefore, Eqs. (2.12) and (2.13) allow to
state that, for inertial observers, the hyperbolic and plane wave quantizations are
indeed equivalent at level of ladder operators.
The hyperbolic wave functions associated with the operators d (σ)κ can be now
derived by inverting Eq. (2.6) with respect to ak and a¯k and substituting the resulting
expressions into the field expansion Eq. (2.2). It follows that
φ(x) =
∑
σ,Ω
∫
d2k
{
d (σ)κ U˜
(σ)
κ (x) + d¯
(σ)†
κ U˜
(σ)∗
κ (x)
}
, (2.14)
where
U˜ (σ)κ (x) =
∫ +∞
−∞
dk1 p
(σ)∗
Ω (k1)Uk(x). (2.15)
The integral Eq. (2.15) can be more directly solved by introducing the Rindler
coordinates (η, ξ), related to the Minkowski ones by the following expressions
t = ξ sinh η , x1 = ξ cosh η , (2.16)
with −∞ < η, ξ <∞ (note that x2 and x3 are common to both sets of coordinates).
We have2 [117]
U˜ (σ)κ (x) =
eσpiΩ/2
2
√
2pi2
KiσΩ(µkξ) e
i(~k·~x−σΩη), (2.17)
where KiσΩ(µkξ) is the modified Bessel function of second kind and µk is the reduced
frequency3
µk =
√
m2 + |~k|2, (2.18)
with ~k ≡ {k2, k3}.
It is not difficult to show that the hyperbolic modes in Eq. (2.15) form a complete
and orthonormal set with respect to the KG inner product defined in Appendix A,
i.e.(
U˜
(σ′)
κ′ , U˜
(σ)
κ
)
= −
(
U˜
(σ′)∗
κ′ , U˜
(σ)∗
κ
)
= δσσ′δ
3(κ− κ′),
(
U˜
(σ′)
κ′ , U˜
(σ)∗
κ
)
= 0. (2.19)
2The set of coordinates (η, ξ, ~x) in Eq. (2.17) is denoted by x, as well as the corresponding set of
Minkowski coordinates (t, x1, ~x) in Eq. (2.3). Therefore, according to our convention, the symbol
x refers to a spacetime point, rather than to its representation in a particular coordinate system.
3Note the difference with the case of a circularly moving observer, Eq. (1.71), for which field
modes are expressed in terms of the Bessel functions of the first kind rather than the second.
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Before turning to discuss the Rindler quantization, it should be emphasized
that, although the plane wave expansion Eq. (2.2) applies to all the points of the
spacetime, the hyperbolic representation Eq. (2.14) is valid only on the Rindler
manifolds x1 > |t| ∪ x1 < −|t|. By analytically continuing the solutions (2.17) across
x1 = ± t, one obtains the correct global functions, i.e. the Gerlach’s Minkowski
Bessel modes (see Ref. [118]). For our purpose, nevertheless, it is enough to consider
the modes as above defined.
2.2 The Unruh effect via the hyperbolic field quan-
tization
The hyperbolic representation discussed above provides a springboard for analyz-
ing the Rindler-Fulling quantization in a uniformly accelerated frame [111]. As a
first step for such an extension, exploiting the Rindler coordinates (η, ξ, x2, x3) in
Eq. (2.16), let us rewrite the line element ds2 = ηµνdxµdxν in the form4
ds2 = (dt)2−(dx1)2−
3∑
j=2
(dxj)
2 −→
Rindler coord.
ds2 = ξ2dη2−dξ2−
3∑
j=2
(dxj)
2
. (2.20)
Since the metric does not depend on η, the vector B = ∂
∂η
is a timelike Killing
vector. Using Eq. (2.16), it is a trivial matter to verify that B coincides with the
boost Killing vector along the x1 axis.
The physical relevance of Rindler coordinates can be readily explained by con-
sidering the following world line
ξ(τ) = const ≡ a−1 , x2(τ) = const , x3(τ) = const, (2.21)
where τ is the proper time measured along the line. By inserting Eq. (2.21) into the
metric Eq. (2.20), we find that
η(τ) = aτ. (2.22)
Therefore, the proper time τ of an observer along the line (2.21) is the same as the
Rindler time η, up to the scale factor a. We will refer to such an observer as Rindler
observer.
Equation (2.22) plays a striking rôle; according to the above discussion on the
4To be consistent with the notation of Ref. [10], in the following we shall use the Rindler
coordinates defined as in Eq. (2.16) rather than Eq. (1.2). Clearly, our final result will be not
affected by such a choice.
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Killing vector ∂
∂η
, indeed, it shows that the time-evolution for the Rindler observer
is properly an infinite succession of infinitesimal Minkowski boost transformations.
This is the reason why in the first Section we deeply insisted on the hyperbolic field
representation as opposed to the more familiar plane wave expansion.
In Minkowski coordinates (t, x1, x2, x3), the world line Eq. (2.21) takes the form
t(τ) = a−1 sinh aτ, x1(τ) = a−1 cosh aτ, x2(τ) = const, x3(τ) = const.
(2.23)
Equation (2.23) describes an hyperbola in the (t, x1) plane with asymptotes t = ±x1
(see Fig. 1.3). It is not difficult to check that it represents the world line of a
uniformly accelerated observer with proper acceleration |a| [95]. In particular, for
a > 0 the observer is confined within the right wedge R+ = {x|x1 > |t|}, while for
a < 0 his motion occurs in the left wedge R− = {x|x1 < −|t|}. The non-trivial causal
structure of Rindler spacetime has been discussed in the previous Chapter; here we
only stress that the wedges R+ and R− represent two causally disjoint universes.
On this basis, we are now ready to describe the field-quantization procedure for
the Rindler observer. To this aim, let us observe that the solutions of the Klein-
Gordon equation in Rindler coordinates can be written as (see Appendix A)
u (σ)κ (x) = θ(σξ)
[
2Ω(2pi)2
]− 1
2 h (σ)κ (ξ) e
i(~k·~x−σΩη), (2.24)
where σ = ± 1 refers to the right/left wedges R±, Ω is the frequency with respect to
the Rindler time η and h (σ)κ is the modified Bessel function of second kind, up to a
normalization factor (see Eq. (A.12)). The Heaviside step function θ(σξ) has been
inserted into Eq. (2.24) in order to restrict the Rindler modes u (σ)κ to only one of
the two causally separated wedges R±.
Exploiting the completeness and orthonormality properties of the set {u (σ)κ , u (σ) ∗κ },
we can expand the field in the Rindler framework as follows
φ(x) =
∑
σ,Ω
∫
d2k
{
b (σ)κ u
(σ)
κ (x) + b¯
(σ)†
κ u
(σ)∗
κ (x)
}
, (2.25)
where κ ≡ (Ω, ~k) as already defined. The ladder operators b (σ)κ and b¯ (σ)κ are assumed
to obey the canonical commutation relations:[
b (σ)κ , b
(σ′)†
κ′
]
=
[
b¯ (σ)κ , b¯
(σ′)†
κ′
]
= δσσ′ δ
3(κ− κ′), (2.26)
with all other commutators vanishing. They can be interpreted as annihilation
operators of Rindler-Fulling particles and antiparticles, respectively. The Rindler-
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Fulling vacuum, denoted with |0〉R, is accordingly defined by
b (σ)κ |0〉R = b¯ (σ)κ |0〉R = 0, ∀σ, κ. (2.27)
In order to figure out the connection between the Minkowski and Rindler quan-
tizations, let us now compare the two alternative field expansions on a spacelike
hypersurface Σ lying in the Rindler manifolds R± (for instance, we may consider
an hyperplane of constant η). Due to the equivalence of plane wave and hyperbolic
representations within the Minkowski framework, we could equally consider the rela-
tions Eqs. (2.2) and (2.14) for the inertial observer. To simplify the calculations, we
opt for the latter. Therefore, by equating Eqs. (2.14) and (2.25) on the hypersurface
Σ and forming the KG inner product of both sides with the Rindler mode u (σ)κ , we
have
b (σ)κ =
√
1 +NBE (Ω) d
(σ)
κ +
√
NBE (Ω) d¯
(−σ)†
κ˜ , (2.28)
where κ˜ ≡ (Ω,−~k) and
NBE(Ω) =
1
e2piΩ − 1 , (2.29)
is the Bose-Einstein distribution. We will refer to Eq. (2.28) as thermal Bogoliubov
transformation.
The spectrum of Rindler particles in the Minkowski vacuum can be readily cal-
culated by exploiting Eqs. (2.12) and (2.28). It follows that
M〈0|b (σ)†κ b(σ)κ′ |0〉M = NBE(Ω) δ3(κ− κ′), (2.30)
which is the Planckian spectrum for radiation at the temperature T0 = 1/2pi. The
temperature TU as measured by the accelerated observer is given by the Tolman
relation (2.31)
TU = (g00)
− 1
2 T0 =
a
2pi
, (2.31)
according to what we found in Eq. (1.26).
2.3 Flavor mixing transformations for an acceler-
ated observer
In the last two decades, the QFT of flavor mixing has been widely investigated
first for fermions [8] and then for bosons [9], showing in both cases the presence
of a non-trivial condensate structure in the vacuum for fields with definite flavor
(see Appendix B for details). In Refs. [8, 9] these studies have been carried out in
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the usual Minkowski spacetime; the question thus arises as to how such a formal-
ism would appear within more challenging frameworks and, in particular, from the
viewpoint of Rindler observer.
To address this issue, let us consider the mixing transformations for scalar fields
in a simplified two flavor model:
φA(x) = φ1(x) cos θ + φ2(x) sin θ,
φB(x) = −φ1(x) sin θ + φ2(x) cos θ,
(2.32)
where φi (i = 1, 2) are two free complex scalar fields with mass mi, φχ (χ = A,B)
are the mixed fields and θ is the mixing angle. These are nothing but the usual
Pontecorvo transformations [97] extended to the context of QFT.
Now, following the approach of Section 2.2, we can quantize both fields φi
(i = 1, 2) by use of Rindler-Fulling expansion, Eq. (2.25). Similarly, exploiting
the completeness and orthonormality properties of Rindler modes, the following
free-field like expansions can be adopted for flavor fields:
φ`(x) =
∑
σ,Ω
∫
d2k
{
b
(σ)
κ,` (η)u
(σ)
κ,j (x) + b¯
(σ)†
κ,` (η)u
(σ)∗
κ,j (x)
}
, (2.33)
where (`, j) = (A, 1), (B, 2). Here b (σ)κ,` , b¯
(σ)
κ,` and their respective adjoints are the
flavor operators for the Rindler observer5 (by comparison, see the expansions of
flavor fields in Minkowski spacetime, Eq. (B.72)).
In Appendix B it has been remarked that a non-trivial Bogoliubov transformation
connecting ladder operators for definite flavor and mass fields lurks inside the mixing
relations in QFT (see Eq. (B.71)). By virtue of Eq. (2.28), we thus expect that flavor
operators for the Rindler observer are related to the mass operators for the inertial
(Minkowski) observer through the combination of two Bogoliubov transformations,
the one arising from the Rindler spacetime structure, the other associated to flavor
mixing, precisely. To investigate more directly such an interplay, we then follow the
same shortcut of Section 2.2, that is, we firstly quantize mixed fields in terms of the
boost modes Eq. (2.17), obtaining (see Appendix D)
φ`(x) =
∑
σ,Ω
∫
d2k
{
d
(σ)
κ,` U˜
(σ)
κ,j (x) + d¯
(σ)†
κ,` U˜
(σ)∗
κ,j (x)
}
, (2.34)
where (`, j) = (A, 1), (B, 2). The operators d (σ)κ,` , d¯
(σ)
κ,` are the flavor annihilators in
5To simplify the notation, from now on we shall omit the time-dependence of flavor operators
when no misunderstanding arises.
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the hyperbolic field representation; their explicit expression is given in Eq. (D.2).
Consistently with the case of a free field, the transformation between the b (σ)κ,χ-
and d (σ)κ,χ-operators can be found by equating the expansions Eqs. (2.33) and (2.34)
on a spacelike hypersurface at constant time, and multiplying both sides by the
Rindler mode u (σ)κ,1 . A rather awkward calculation leads to [10]
b (σ)κ,χ =
√
1 +NBE (Ω) d
(σ)
κ,χ +
√
NBE Ω d¯
(−σ)†
κ˜,χ , , (2.35)
where χ = A,B and NBE(Ω) is the Bose-Einstein distribution in Eq. (2.29).
As argued in Appendix D, the Bogoliubov coefficients appearing in the operators
d
(σ)
κ,χ have a non-trivial integral expression we are able to manage only for t = η = 0
and in the limit of small mass difference ∆m2
m2i
≡ m22−m21
m2i
 1 (see Eqs. (D.5), (D.6)).
In such a regime, combining Eqs. (2.35), (D.5) and (D.6), the Unruh condensate of
mixed particles is found to be (to the leading order)
N(θ)
∣∣∣
t=0
≡ M〈0| b (σ)†κ,χ b (σ)κ′,χ |0〉M
∣∣∣
t=0
= cos2 θ NBE(Ω) δ
3(κ− κ′) (2.36)
+ sin2 θ
[√
NBE(Ω)
√
NBE(Ω′)NAA +
√
1 +NBE(Ω)
√
1 +NBE(Ω′)NBB
+
√
1 +NBE(Ω)
√
NBE(Ω′)NBA +
√
NBE(Ω)
√
1 +NBE(Ω′)NAB
]
δ2(~k − ~k′) ,
to be compared with the standard Unruh distribution Eq. (2.29). The following
notation has been adopted in Eq. (2.36):
NAA ≡
∑
σ′,Ω′′
A
(σ,σ′) ∗
(Ω,Ω′′), ~k
A
(σ,σ′)
(Ω′,Ω′′), ~k′
, NBB ≡
∑
σ′,Ω′′
B
(σ,σ′) ∗
(Ω,Ω′′), ~k
B
(σ,σ′)
(Ω′,Ω′′), ~k′
,(2.37)
NAB ≡
∑
σ′,Ω′′
A
(σ,σ′) ∗
(Ω,Ω′′), ~k
B
(σ,−σ′)
(Ω′,Ω′′), ~k′
, NBA ≡
∑
σ′,Ω′′
B
(σ,σ′) ∗
(Ω,Ω′′), ~k
A
(σ,−σ′)
(Ω′,Ω′′), ~k′
,(2.38)
with A(σ,σ
′)
(Ω,Ω′), ~k
and B(σ,σ
′)
(Ω,Ω′), ~k
given in Eqs. (D.5) and (D.6), respectively.
From Eq. (2.36), exploiting the properties Eqs. (D.8), (D.9) and defining:
F (Ω,Ω′) ≡
√
NBE(Ω)NBE(Ω′) +
√
(1 +NBE(Ω)) (1 +NBE(Ω′)) , (2.39)
G(Ω,Ω′) ≡
√
1 +NBE(Ω)
√
NBE(Ω′) +
√
NBE(Ω)
√
1 +NBE(Ω′) , (2.40)
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we finally obtain
N(θ)
∣∣∣
t=0
= NBE(Ω) δ
3(κ− κ′) + sin2 θ
[
F (Ω,Ω′)NBB +G(Ω,Ω′)NAB
]
δ2(~k − ~k′)
(2.41)
that is consistent with the outcome obtained in Ref. [119] via an alternative ap-
proach.
Therefore, due to the combination of thermal and mixing Bogoliubov transfor-
mations, the radiation detected by the Rindler observer gets significantly modified
in the presence of mixed fields, resulting in the sum of the standard Unruh spectrum
plus non-diagonal corrections. Here we sketch the calculation of these contributions;
to this aim, using Eqs. (2.9), (2.10), let us rewrite NBB and NAB in Eq. (2.41) as
NBB = −1
2
δ (Ω− Ω′) + J (−Ω,Ω′)
(
1
ωk,2
)
+ K(−Ω,Ω
′)
(
ωk,2
ω 2k,1
)
, (2.42)
NAB = J
(−Ω,−Ω′)
(
1
ωk,2
)
− K(−Ω,−Ω′)
(
ωk,2
ω 2k,1
)
, (2.43)
where
J (−Ω,Ω
′)
( 1
ωk,2
)
≡
∫ +∞
−∞
dk1
8piωk,2
(
ωk,1 + k1
ωk,1 − k1
)−iσΩ/2(
ωk,1 + k1
ωk,1 − k1
)iσΩ′/2
, (2.44)
K(−Ω,Ω
′)
(ωk,2
ω 2k,1
)
≡
∫ +∞
−∞
dk1
8pi
ωk,2
ω 2k,1
(
ωk,1 + k1
ωk,1 − k1
)−iσΩ/2(
ωk,1 + k1
ωk,1 − k1
)iσΩ′/2
.(2.45)
For ∆m2
m2i
≡ m22−m21
m2i
 1, by expanding Eqs. (3.30), (2.45) in Taylor series, it is a
trivial matter to show that (to the leading order) [10]
NBB ≈ 1
4
∫ +∞
−∞
dk1
8pi
(∆m2)
2
ω 5k,1
(
ωk,1 + k1
ωk,1 − k1
)−iσΩ/2(
ωk,1 + k1
ωk,1 − k1
)iσΩ′/2
=
1
192
(∆m2)
2
µ4k,1
σ (Ω′ − Ω)
sinh
[
pi
2
σ (Ω′ − Ω)] [4 + (Ω′ − Ω)2] . (2.46)
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Similarly, for NAB we have
NAB ≈
∫ +∞
−∞
dk1
8pi
(
− ∆m
2
ω 3k,1
+
1
2
(∆m2)
2
ω 5k,1
) (
ωk,1 + k1
ωk,1 − k1
)−iσΩ/2(
ωk,1 + k1
ωk,1 − k1
)−iσΩ′/2
= − 1
8
∆m2
µ2k,1
σ (Ω′ + Ω)
sinh
[
pi
2
σ (Ω′ + Ω)
] + 1
96
(∆m2)
2
µ4k,1
σ (Ω′ + Ω)
sinh
[
pi
2
σ (Ω′ + Ω)
] [4 + (Ω′ + Ω)2] ,
(2.47)
where µk,1 has been defined in Eq. (2.18). Inserting Eqs. (2.46), (2.47) into (2.41),
we definitively obtain
N(θ)
∣∣∣
t=0
≈ NBE(Ω) δ3(κ− κ′) − sin2 θ
{
∆m2
8µ2k,1
G(Ω,Ω′)
σ (Ω′ + Ω)
sinh
[
pi
2
σ (Ω′ + Ω)
]
+
(∆m2)
2
96µ4k,1
[
F (Ω,Ω′)
2
σ (Ω′ − Ω)
sinh
[
pi
2
σ (Ω′ − Ω)] [4 + (Ω′ − Ω)2]
+ G(Ω,Ω′)
σ (Ω′ + Ω)
sinh
[
pi
2
σ (Ω′ + Ω)
] [4 + (Ω′ + Ω)2] ] . (2.48)
Some comments are in order here. First, for θ → 0, Eq. (2.48) correctly repro-
duces the thermal distribution Eq. (2.30), as it must be in the absence of mixing.
Similar considerations hold for m1 → m2 and in the relativistic limit of large mo-
menta, |~k| 
√
m21 +m
2
2, being
∆m2
µ2k,i
→ 0 in this regime. Next, the total number of
mixed particles with frequency Ω and 2-momentum ~k can be obtained by integrating
Eq. (2.48) over κ′. It is not difficult to verify that the higher the frequency, the more
relevant the contribution of mixing corrections becomes. Moreover, we emphasize
that, although the characteristic Unruh distribution Eq. (2.29) does not carry the
information about the mass of the field, the modified spectrum Eq. (2.48) explicitly
depends on the squared mass difference of mixed fields. As a consequence, flavor
mixing breaks the mass scale invariance of Unruh effect, giving rise to a non-thermal
vacuum radiation. Of course, the extension of such a result to neutrinos can be po-
tentially exploited to fix new constraints on the squared mass difference of these fields
(see the next Section). Last, as it can be seen from Eq. (2.36), the condensation
densities associated with flavor mixing and acceleration combine symmetrically in
the evaluation of the (mixed) particle spectrum for the Rindler observer; since both
of them mathematically arise from Bogoliubov transformations, the one associated
with field mixing, the other with the particular structure of Rindler background, one
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finds it natural to describe mixing as an effect induced by the particular geometry
of the spacetime in which we “live”. Clearly, this is just our preliminary guess; more
work is undoubtedly needed along this direction.
In closing, relying on the Hawking theory about black hole evaporation, we
provide an heuristic interpretation for the obtained result: in the absence of mixing,
according to what we shown, inertial vacuum appears to the Rindler observer as a
condensate of virtual particle/antiparticle pairs all of the same type. Typically, these
pairs constantly pop into existence for an extremely short time and then annihilate
each other. Nevertheless, close to the event horizon, it may happen that a particle
loses its partner into the “invisible” region: unable to be annihilated, the virtual
particle becomes “real”, and then escapes as Unruh radiation. In other terms, for
free unmixed fields, we can state that the thermal bath detected by the Rindler
observer arises from the corresponding flux of one-type antiparticles falling back
into the horizon.
The above picture turns out to be deeply modified when flavor mixing is taken
into account. In this context, indeed, vacuum is crowded with particle/antiparticle
pairs of both the same and different flavors (see Appendix B for details). Thus,
Unruh radiation may be generated by both types of antiparticles crossing the horizon.
In other terms, if a B-flavor particle escapes, it could correspond to a B-flavor
antiparticle fallen back into the horizon, as well as to an A-flavor antiparticle (see
Fig. 2.1). As a consequence, the entropy of the system will be significantly increased,
thus spoiling the original thermal spectrum.
2.4 Unruh effect for mixed neutrinos
So far, the field theoretical treatment of flavor mixing for an accelerated observer
has been analyzed for boson (scalar) fields; as discussed at the beginning of this
Chapter, however, due to the largest number of possible applications, the situation
becomes more and more appealing when dealing with Dirac fields, and in particular
with neutrinos. This is indeed the goal of the present Section: starting from the
previous outcome, in what follows we investigate neutrino mixing transformations
for a uniformly accelerated observer. In line with Section 2.3, we find that flavor
mixing also spoils the thermality of Unruh radiation in this context, proving that the
result achieved for bosons is actually independent of the spin structure. Besides its
formal meaning, we show how the naive analysis developed here may be exploited in
the future to fix more stringent constraints on the neutrino squared mass difference.
The remainder of this Section is organized as follows: in Section 2.4.1 we briefly
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Figure 2.1: Pictorial interpretation of the modified spectrum of mixed particles in |0〉M for
a Rindler observer. Different dot colors correspond to different particle/an-
tiparticle flavors. By contrast with the case free (unmixed) fields, vacuum is
populated by particle/antiparticle pairs, both of the same (blue-blue, red-red)
and different (blue-red) type.
review the second quantization of the free (Dirac) spinor field in Minkowski space-
time. Section 2.4.2 is devoted to the discussion of the field quantization in Rindler
spacetime (Rindler spacetime) and the related Unruh effect. The QFT of two mixed
neutrinos is analyzed in Section 2.4.3, for both inertial and uniformly accelerated
observers. Conclusions are shortly summarized in Section 2.6. Note that, although
throughout all the Section we shall refer to neutrinos, our results remain valid for
any Dirac field.
2.4.1 Dirac field in Minkowski spacetime
It is well known that, in Minkowski spacetime, the standard plane wave expansion
of the free Dirac field reads
ψ(x) =
∑
r=1,2
∫
d3k
[
ark ψ
r+
k (x) + b
r†
k ψ
r−
k (x)
]
, (2.49)
where ψr+k = Nk u
r
k e
−ik·x (ψr−k = Nk v
r
k e
+ik·x) are the positive (negative) frequency
plane waves, with Nk = (2pi)
−3/2√ m
ωk
(see Ref. [120] for the convention used for
the spinors urk and vrk) and ark, brk are the canonical annihilatiors for the Minkowski
vacuum,
ark|0〉M = brk|0〉M = 0 . (2.50)
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As an alternative, in analogy with Section 2.1, we can expand the field in terms of
boost (fermion) modes as follows [34]:
ψ(x) =
∑
j=1,2
∫
d3κ
[
cjκ Ψ
j−
κ (x) + d
j †
κ Ψ
j+
κ (x)
]
, (2.51)
where
Ψj∓κ (x) =
1
2
N∓κ
[
Xjk e
± ipi
2 (iΩ− 12)
∫ +∞
−∞
dθ ei µk[x
1 sinh θ∓ t cosh θ] e∓(iΩ−
1
2)θ
+ Y jk e
± ipi
2 (iΩ+
1
2)
∫ +∞
−∞
dθ ei µk[x
1 sinh θ∓ t cosh θ] e∓(iΩ+
1
2)θ
]
ei
~k·~x (2.52)
(see, for example, Ref. [34] for the definition of the spinors Xjk and Y
j
k ). These modes
are indeed eigenfunctions of the Lorentz momentum operator M01, with eigenvalue
Ω and normalization N∓κ = e±
1
2
piΩ/(2pi
√
µk) (as in the previous Section, κ stands
for {Ω, ~k}).
It is now a trivial matter to check that the unfamiliar quantization above intro-
duced is equivalent to the plane wave construction Eq. (2.49), in the sense already
illustrated for bosons. Indeed, we have [34]
cjκ = (Ψ
j−
κ , ψ) =
∑
r=1,2
∫ +∞
0
dk1 Fj,r(k1,Ω) a
r
k (2.53)
where
Fj,r =
2 pi2
ωk
N−κ Nk
[(
ωk + k1
ωk − k1
)iΩ
2
+ 1
4
ei
pi
2 (iΩ+
1
2) Xj†k +
(
ωk + k1
ωk − k1
)iΩ
2
− 1
4
ei
pi
2 (iΩ− 12) Y j†k
]
urk
(2.54)
(a similar connection between the brk- and djκ-operators can be derived by project-
ing the field ψ on the mode Ψj+κ ). From Eq. (2.53), it thus arises that the cjκ-
and ark-annihilators share the same vacuum, |0〉M. Additionally, the transformation
Eq. (2.53) is canonical.
2.4.2 Dirac field in Rindler spacetime
Let us now turn to the quantization of the Dirac field in the Rindler frame. To
this aim, using the tetrad formalism, the Dirac equation in the wedge R+ of Rindler
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spacetime (see Fig. 1.3) can be cast into the form [34, 121]
i∂ηψ =
(
−iξαj∂j − 1
2
iα1 + mξβ
)
ψ , (2.55)
where we have used the Rindler coordinates introduced in Eq. (2.16), and αj ≡ γ 0¯ γ j¯,
β ≡ γ 0¯. Here γµ¯ are the analogous in Rindler spacetime of the Dirac matrices γµ;
they satisfy the generalized condition γµ¯ γ ν¯ + γ ν¯ γµ¯ = 2gµ¯ν¯ , with gµ¯ν¯ given in
Eq. (2.20). We look for solutions of positive frequency with respect to the Rindler
time η in the form
Ψj Rκ (η, ξ, ~x) = NΩ
(
XjkKiΩ− 12 (µkξ) + Y
j
k KiΩ + 12
(µkξ)
)
e−iΩη ei
~k·~x, j = 1, 2 ,
(2.56)
where NΩ = 14pi2√µk
√
cosh (piΩ) and KiΩ± 1
2
is the modified Bessel function.
Next, the relationship between the Minkowski and Rindler quantum construc-
tions can be straightforwardly investigated by expressing the solutions of Eq. (2.56)
in Minkowski coordinates. In this connection, let us observe that, upon the co-
ordinate transformation (t, x1) → (η, ξ), the tetrads - and therefore the spinors -
undergo an orthogonal rotation of the following form
Ψ(t, x1) = exp
(
1
2
γ 0¯γ 1¯η
)
Ψ(η, ξ) . (2.57)
Equation (2.56) then becomes
Ψj Rκ (t, x
1, ~x) = NΩ
(
XjkKiΩ− 12 (µkξ) e
−(iΩ− 12 )η + Y jk KiΩ + 12 (µkξ) e
−(iΩ+ 12 )η
)
ei
~k·~x.
(2.58)
It must be clear that this equation is still defined only in the right wedge R+. As
shown in Ref. [34], however, it could be linked to the solutions of the Dirac equation
in the other sectors of Minkowski spacetime by analytically extending these functions
across the horizons. The two possible paths of analytic continuation, one rotating
clockwise from R+ to R−, the other counterclockwise, correspond to the two different
global representations of the boost eigenfunctions Ψj∓κ in Eq. (2.52).
Holding all the necessary tools, the Unruh effect for (free) spinor fields can now be
promptly derived. Following the same procedure of Section 2.2, we then quantize the
field in terms of solutions of the Dirac equation which are eigenfunctions of Rindler
Hamiltonian (that is to say, of the Lorentz boost generator in Rindler coordinates),
are orthonormal and analytic in the whole of Minkowski spacetime. The functions
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we are looking for are
Rj (+)κ =
1√
2 cosh (piΩ)
(
e
piΩ
2 Ψj−κ + e
−piΩ
2 Ψj+κ
)
, (2.59)
Rj (−)κ =
1√
2 cosh (piΩ)
(
e−
piΩ
2 Ψj−κ − e
piΩ
2 Ψj+κ
)
, (2.60)
where Ψj±κ are the globally defined modes in Eq. (2.52) and the superscripts ± on
the l.h.s. are referred to the right/left wedges R±, respectively. One can easily
verify that the function Rj (+)κ vanishes in the left wedge, whereas it reduces to
the Rindler solution of Eq. (2.58) in the right sector, thereby providing the correct
global representation of the modes for a uniformly accelerated observer in Rindler
spacetime (the inverse behavior, of course, is exhibited by Rj (−)κ ).
Now, inverting Eqs. (2.59), (2.60) with respect to Ψj±κ and inserting into Eq. (2.51),
we have
ψ(x) =
∑
j=1,2
∫
d3κ
[
rjκR
j (+)
κ + r
j†
κ R
j (+)
κ˜ + l
j
κR
j (−)
κ˜ + l
j†
κ R
j (−)
κ
]
, (2.61)
where κ˜ ≡ {−Ω, ~k} and
rjκ =
cjκ e
piΩ
2 + dj†κ e
−piΩ
2√
2 cosh(piΩ)
, (2.62)
(a similar expression can be derived for ljκ). The Bogoliubov transformation so
obtained allows to determine the spectrum of Rindler quanta in the inertial vacuum.
A straightforward calculation leads to
M〈0|ri†κ rjκ′|0〉M = M〈0|li†κ ljκ′|0〉M =
1
e2piΩ + 1
δij δ
3(κ− κ′) ≡ 1
e
aΩ
TU + 1
δij δ
3(κ− κ′),
(2.63)
It thus arises that the vacuum radiation perceived by the Rindler observer has a
thermal spectrum, according to Fermi-Dirac statistics
NFD(Ω) =
1
e
aΩ
TU + 1
, (2.64)
with TU = a2pi [4]. In this way, we have recovered the result Eq. (1.26) also for
fermions.
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2.4.3 QFT of mixed neutrinos
In a simplified two flavor model, the mixing transformations for Dirac fields read
(see Appendix B for more details)
ψe(x) = ψ1(x) cos θ + ψ2(x) sin θ ,
ψµ(x) = −ψ1(x) sin θ + ψ2(x) cos θ .
(2.65)
Here ψχ (χ = e, µ) are mixed fields with definite flavor χ, ψi (i = 1, 2) are free fields
with definite mass mi, and θ is the mixing angle.
As argued in Appendix B, Eqs. (2.65) allow to adopt free field-like expansions
for flavor fields (see Eq. (B.43)), provided that a Bogoliubov transformation at level
of ladder operators is introduced (see Eq. (B.36)). In particular, we have [34]
ψ`(x) =
∑
r=1,2
∫
d3k eik·x
[
ark,`(t)u
r
k,σ(t) + b
r†
−k,`(t) v
r
−k,σ(t)
]
, (2.66)
where (`, σ) = (e, 1) , (µ, 2), urk,σ(t) ≡ urk,σ e−iωk t, vr−k,σ(t) ≡ vr−k,σ e+iωk t and
ark,e(t) = cos θ a
r
k,1 + sin θ
(
ρk ∗12 (t) a
r
k,2 − λk12(t) b−r†−k,2
)
, (2.67)
(similarly for the other ladder operators). The mixing Bogoliubov coefficients ρk12
and λk12 are defined in Eqs. (B.40), (B.41).
The foregoing discussion is completely within the standard Minkowski frame-
work. To extend the formalism to the Rindler metric, let us then quantize mixed
fields in the hyperbolic scheme as in Eq. (2.51):
ψ`(x) =
∑
j=1,2
∫
d3κ
[
cjκ,` Ψ
j−
κ,σ(x) + d
j †
κ,` Ψ
j+
κ,σ(x)
]
, (2.68)
where (`, σ) = (e, 1), (µ, 2). Here Ψj∓κ,σ are the modes defined in Eq. (2.52) and
cjκ,` =
∑
r=1,2
∫ +∞
0
dk1 Fj,r,σ(k1,Ω) a
r
k,σ , (2.69)
(see the corresponding transformation for free fields, Eq. (2.53)).
Equation (2.68) provides a relationship between the QFT of flavor mixing for
an inertial observer and the corresponding treatment in accelerated frames. By
extending the Unruh quantization Eq. (2.61) to mixed fields, indeed, we can adopt
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the following expansions:
ψ`(x) =
∑
j=1,2
∫
d3κ
[
rjκ,`R
j (+)
κ,σ + r
j†
κ,`R
j (+)
κ˜,σ + l
j
κ,`R
j (−)
κ˜,σ + l
j†
κ,`R
j (−)
κ,σ
]
, (2.70)
where (`, σ) = (e, 1), (µ, 2). Rindler flavor operators are given by [34]
rjκ,` =
1√
2 cosh(piΩ)
∑
r=1,2
∫ +∞
0
dk1
(
e
piΩ
2 Fj,r,σ(Ω, k1) a
r
k,σ + e
−piΩ
2 Gj,r,σ(Ω, k1) b
r†
k,σ
)
,
(2.71)
where
Gj,r =
2 pi2
ωk
N+κ Nk
[(
ωk + k1
ωk − k1
)iΩ
2
+ 1
4
ei
pi
2 (iΩ+
1
2) Xj†k +
(
ω′ + k′1
ω′ − k′1
)iΩ
2
− 1
4
ei
pi
2 (iΩ− 12) Y j†k
]
vrk ,
(2.72)
and similar for Fj,r.
As for the case of boson mixing, the evaluation of the Bogoliubov coefficients is
absolutely non-trivial; however, for t = η = 0, calculations get significantly simpli-
fied, leading to the following expression for the Unruh condensate of mixed particles:
N(θ)
∣∣∣
t=0
≡ M〈0|ri†κ,χ rjκ′,χ|0〉M
∣∣∣
t=0
= NFD(Ω) δij δ(κ− κ′) + sin2 θ
[
e
pi (Ω+Ω′)
2
2
√
cosh (piΩ) cosh (piΩ′)
N ijF,F (Ω,Ω
′)
− e
−pi (Ω+Ω′)
2
2
√
cosh (piΩ) cosh (piΩ′)
N ijG,G(Ω,Ω
′)
]
δij , χ = e, µ , (2.73)
where
N ijF,F =
∑
r=1,2
∫
F ∗i,r(k1,Ω)Fj,r(k1,Ω
′) |λk12|2 , (2.74)
N ijG,G =
∑
r=1,2
∫
G∗i,r(k1,Ω)Gj,r(k1,Ω
′) |λk12|2 , (2.75)
(a similar result is obtained for the vacuum expectation value of the liκ-operators).
In analogy with the analysis carried out for bosons, we thus realize that the
Unruh spectrum for Dirac fields loses its characteristic thermal behavior in the
context of flavor mixing, acquiring off-diagonal (non-thermal) corrections. However,
it is a trivial matter to verify that such additional contributions consistently vanish
for θ → 0 and/or m1 = m2, as it must be for vanishing mixing. Finally, let us
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observe that further manipulations of Eq. (2.73) can be performed in the reasonable
limit of small mass difference ∆m2
m2
≡ |m22−m21|
m2
 1, yielding
N(θ)
∣∣∣
t=0
≈ NFD(Ω) δij δ(κ− κ′) + sin2 θ O
(
∆m2
m2
)
, (2.76)
to be compared with the corresponding spectrum for bosons, Eq. (2.48).6 Beyond the
theoretical relevance of the obtained result, we stress that, if one day technology will
be developed enough to make the Unruh radiation phenomenologically accessible,
Eq. (2.76) may be applied to the case of neutrinos, in order to fix new potential
constraints on their squared mass differences. An outlook at future developments of
the present analysis can be found in Section 2.6.
2.5 Inertial effects on neutrino oscillations
We conclude this Chapter with a brief digression on the effects of a linear acceleration
on neutrino oscillations in vacuum [36]. Due to technical difficulties, however, we
shall focus on a purely quantum mechanical treatment of the problem, reserving the
extension to the QFT framework for a future publication.
As stated above, neutrino oscillations in flat spacetime have been largely analyzed
since Pontecorvo’s pioneering idea of non-degenerate neutrino mass-matrix [97].
Over the years, however, alternative mechanisms have been proposed, among which
the most renowned are the ones by Gasperini [122] and Liu [123]. Although they
have both been rejected by experiments, these solutions represent a first attempt to
accommodate gravity effects into the standard picture of neutrino oscillations.
A systematic treatment of flavor oscillations in curved spacetime has been dis-
cussed by a number of authors in Refs. [109, 124]. In Ref. [109], in particular, the
authors provide a simple framework to demonstrate that gravitational effects are
closely related to the redshift of neutrino energy. The framework becomes even
richer in astrophysical regimes, where the presence of strong gravitational and mag-
netic fields (provided that neutrinos possess a non-vanishing magnetic moment)
significantly affects the oscillation probability [125]. Due to the equivalence princi-
ple, similar results are expected to be valid also in accelerated frames. Along this
line, a pilot analysis of phenomenological aspects of neutrino oscillations for an ac-
celerating and rotating observer has been performed in Ref. [126]. Recently, mixing
transformations in Rindler (uniformly accelerated) background have also been stud-
6We remark that the heuristic interpretation of the result Eq. (2.76) is the same as the one
illustrated in Fig. 2.1 for bosons.
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ied in Quantum Field Theory (QFT) [10, 11], showing that non-thermal corrections
to the Unruh radiation may arise due to the interplay between the Bogoliubov trans-
formation related to the structure of Rindler spacetime and the one hiding in field
mixing [8].
Apart from phenomenological implications, we stress that a deeper understand-
ing of inertial effects on flavor mixing and oscillations may shed some light on a
number of intriguing issues at a theoretical level. Recently, for instance, the rôle
of neutrino mixing in the decay of accelerated protons (inverse β-decay) has been
investigated with controversial results [29, 30, 32]. Specifically, in Refs. [41] it was
pointed out that the Unruh effect is necessary to maintain the general covariance
of QFT when considering the inverse β-decay rate in the laboratory and comoving
frames, respectively. Subsequently, it was noted that neutrino mixing can spoil this
agreement [29], and further discussion [30, 32] has narrowed down possible causes to
the true nature of asymptotic neutrinos (we remand the reader to the next Chapter
for a more detailed discussion on this). Cleary, such an ambiguity affects flavor oscil-
lations too. In particular, since the oscillation probability calculated in the ordinary
QFT by means of the exact flavor states [127] contains extra-terms with respect to
the usual quantum mechanical formula, one expects corrections to arise also for the
non-inertial case.
In the present work, a preliminary step along this direction is taken by analyzing
the effects of a linear acceleration on neutrino oscillations in the context of Quantum
Mechanics. The obtained result should be regarded as a benchmark for the field
theoretical treatment of the problem, for which work is in progress.
The remainder of this Section is organized as follows: in Section 2.5.1, we briefly
review the standard treatment of neutrino oscillations in flat spacetime using the
plane wave formalism. Section 2.5.2 is devoted to a heuristic derivation of the oscil-
lation probability for a uniformly accelerated observer. The same result is recovered
in Section 2.5.3 by solving the Dirac equation in accelerated frames. The obtained
expression is critically compared with the one in Ref. [126], where corrections are
calculated in a more geometric framework. As possible applications, in Section 2.5.4
we discuss how Earth’s gravity affects the oscillation probability of atmospheric neu-
trinos. Furthermore, we propose a gedanken experiment in which an ideal detector
is used for testing the obtained result in proximity of high-density astrophysical
objects. Subection 2.6 contains a discussion and final remarks.
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2.5.1 Neutrino oscillations in flat spacetime
We start by reviewing the standard theory of neutrino oscillations in Minkowski
spacetime. For the sake of simplicity, we focus on a model with only two flavor
generations (for a more rigorous three-flavor description, we remand the reader to
Ref. [128]). In the conventional matrix notation, indicating by |να〉 (α = e, µ)
and |νk〉 (k = 1, 2) neutrino flavor and mass eigenstates, respectively, the following
relation holds [129] (
|νe〉
|νµ〉
)
= U(θ)
(
|ν1〉
|ν2〉
)
, (2.77)
where θ is the mixing angle and U(θ) the Pontecorvo unitary matrix,
U(θ) =
(
cos θ sin θ
− sin θ cos θ
)
. (2.78)
In what follows, we shall describe the propagation of the mass eigenstates by plane
waves, i.e.
|νk(t,x)〉 = exp[−iΦk(t,x)] |νk〉, (k = 1, 2) , (2.79)
where
Φk = Ek t− pk · x (2.80)
is the quantum-mechanical phase of the kth neutrino state, with Ek and pk being
its energy and momentum, respectively. Mass, energy and momentum are related
by the mass-shell condition as
E2k = m
2
k + |pk|2 . (2.81)
In the relativistic approximation, labelling with A(tA,xA) and B(tB,xB) the space-
time points in which neutrinos are produced and detected, respectively, the phase
acquired by the kth eigenstate after propagating over the distance Lp ≡ |xB − xA|
reads7
Φk = Ek(tB − tA) − |pk||xB − xA| ≈ m
2
k
2E0
Lp . (2.82)
Note that, in the second step of Eq. (2.82), we have exploited the relativistic condi-
tion mk  Ek, so that
tB − tA ' |xB − xA| , (2.83)
7In order for the interference pattern not to be destroyed, we remark that neutrinos must be
produced coherently and measured at the same spacetime point.
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and, to the first order,
Ek ' E0 + O
(
m2k
2E0
)
, (2.84)
with E0 being the energy for a massless neutrino. The last equation amounts to
require that mass eigenstates are also energy eigenstates with a common energy E0.
Let us now consider an electron neutrino |νe〉 emitted via weak interaction at
the point A(tA,xA). Using Eq. (2.77), the probability that it is revealed as muon
neutrino |νµ〉 at the point B(tB,xB) is given by
Pνe→νµ ≡
∣∣〈νµ(tB,xB)|νe(tA,xA)〉∣∣2 = sin2(2θ) sin2(Φ12
2
)
, (2.85)
where, according to Eq. (2.82), the phase-shift Φ12 ≡ Φ1 − Φ2 takes the form
Φ12 ' ∆m
2
12
2E0
Lp ≡ m
2
1 − m22
2E0
Lp . (2.86)
It should be noted that, in the case where at least one of the states |νk〉 is non-
relativistic, a wave packet approach is required instead of the above plane wave
formalism [130]. For our purposes, however, such an analysis would show that
the approximations Eqs. (2.83) and (2.84) are adequate, leading to the formula
Eq. (2.85) for the oscillation probability. We also stress that this equation repre-
sents the quantum-mechanical limit of a more general formula derived within the
framework of QFT. For a thorough analysis of this treatment, see Refs. [8, 9].
The foregoing considerations hold for an observer at rest or moving inertially with
respect to the oscillation experiment. Nevertheless, due to gravity, any stationary
laboratory on Earth experiences a linear acceleration (in the present analysis, we
do not take care of rotational effects. A thorough discussion of this subject can
be found in Ref. [126]). To show how acceleration affects flavor oscillations, let us
cast then recast the quantum mechanical phase Eq. (2.82) into a covariant form,
according to [105]
Φk =
∫ B
A
p(k)µ dx
µ, (2.87)
where
p(k)µ = mkgµν
dxν
ds
(2.88)
is the canonical four-momentum conjugated to the coordinates xµ and ds, gµν are
the line element and the metric tensor, respectively. The integration in Eq. (2.87)
has to be performed along the light-ray trajectory linking the spacetime points A
and B. For gµν corresponding to the Minkowski flat metric, it is easy to show that
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Eqs. (2.87), (2.88) reproduce the standard result Eq. (2.82), as it should be.
2.5.2 Inertial effects on oscillations: a heuristic treatment
We now turn to the discussion of neutrino oscillations for a uniformly accelerated
observer. In order to apply the covariant formalism above described, let us recall
that the line element in an accelerated frame can be written as (we neglect the effects
of the spacetime curvature) [131]
ds2 = f(a,x)(dt)2 − dx · dx , (2.89)
where
f(a,x) ≡ (1 + a · x)2 . (2.90)
Here, a is the proper three-acceleration and xµ = (t,x) are the Fermi coordinates for
an accelerated observer [131], whose range of validity is limited by the requirement
|x|  |a|−1. This occurs because the above reference frame is conceived to describe
a neighborhood of the observer’s world line as long as the previous condition holds.
However, the confinement on the spatial region does not affect the relevance of our
considerations, since typical oscillation lengths of neutrino experiments allow us to
deal with even considerable values of a. For instance, for acceleration of the order
of Earth’s gravity, the metric is valid within a range of one light-year.
Without loss of generality, we can restrict our analysis to 1 + 1-dimensions,
assuming the acceleration to be antiparallel to the direction of neutrino propagation
(see Fig 2.2). According to Eq. (2.88), the components of the neutrino canonical
momentum p(k)µ are
p
(k)
t = mkf(a, x)
dt
ds
, (2.91)
p(k)x = −mk
dx
ds
. (2.92)
They are related to each other and to the mass mk by the generalized mass-shell
condition
m2k = g
µνp(k)µ p
(k)
ν , (2.93)
with gµν given in Eq. (2.89). Since the metric does not depend on the coordinate t,
the timelike momentum component p(k)t is conserved along the geodesic trajectory
of the kth neutrino eigenstate. We define such a constant to be p(k)t ≡ Ek. It
represents the energy measured by an observer at rest at the origin. Due to the
metric Eq. (2.89), however, it differs from the energy at any other spacetime point.
2.5 Inertial effects on neutrino oscillations 51
Figure 2.2: Neutrino emission from a source S at the point xA. After propagating over
the distance Lp, neutrinos reach the detector D at the point xB < xA. Note
that the direction of neutrino motion is assumed to be antiparallel to the
acceleration of the detector.
The local energy, defined as the energy measured by an observer at rest at the
generic position x, is related to Ek by [131]
E
(loc)
k (x) = |gtt|−1/2 Ek = f(a, x)−1/2Ek . (2.94)
Next, by use of Eq. (2.87), the phase of the kth neutrino eigenstate reads
Φk =
∫ B
A
[
Ek
(
dt
dx
)
0
− pk(x)
]
dx , (2.95)
where the momentum pk(x) ≡ −px(k) is obtained from the generalized mass-shell
condition Eq. (2.93) as
pk(x) = −
(
E2k
f(a, x)
− m2k
)1/2
, (2.96)
and the light-ray differential (dt/dx)0 is given by(
dt
dx
)
0
= −f(a, x)−1/2 . (2.97)
where the minus sign in Eqs. (2.96) and (2.97) is due to the fact that neutrinos prop-
agate antiparallel to the x-axis. By inserting Eqs. (2.96) and (2.97) into Eq. (2.95),
we get
Φ˜k = −
∫ B
A
Ek
{
1 −
[
1− f(a, x)m
2
k
E2k
]1/2}
f(a, x)−1/2dx , (2.98)
where the tilde has been introduced to distinguish the above expression of the phase
from the standard one in Eq. (2.82).
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Now, since detecting non-relativistic neutrinos is an extremely hard task, it is
reasonable to require that
m2k[
E
(loc)
k (xB)
]2 = f(a, xB)m2kE2k  1 . (2.99)
This amounts to restrict our analysis to neutrinos that are relativistic at the detector
position B(tB, xB), and thus along all their path (xB ≤ x ≤ xA), for we have
f(a, x)
m2k
E2k
=
f(a, x)
f(a, xB)
m2k[
E
(loc)
k (xB)
]2 ≡ 1− ax1− axB m
2
k[
E
(loc)
k (xB)
]2 ≤ m2k[
E
(loc)
k (xB)
]2  1 .
(2.100)
Equations (2.99) and (2.100) allow us to approximate the covariant phase Eq. (2.98)
as follows
Φ˜k ' −
∫ B
A
m2k
2E0
f(a, x)1/2dx , (2.101)
where, as in the absence of acceleration, we have used the first-order approximation
Ek ' E0 + O
(
m2k
2E0
)
, E0 being the energy at the origin for a massless particle.
Since this energy is constant along the light-ray trajectory between A and B, the
integration in Eq. (2.101) can be readily performed, obtaining
Φ˜k ' m
2
k
2E0
|xB − xA| (1 − φa) , (2.102)
where we have introduced the shorthand notation
φa ≡ a
2
(xB + xA) . (2.103)
The phase-shift responsible for the oscillation thus takes the form
Φ˜12 ' ∆m
2
12
2E0
|xB − xA| (1 − φa) = ∆m
2
12
2E0
Lp (1 − φa) , (2.104)
where we have used the definition of proper distance at constant time dl ≡ √−gxx dx =
dx.
We remark that Eq. (2.101) does not match with the corresponding result Eq. (25)
of Ref. [126]. In that case, indeed, the correction on the neutrino phase-shift depends
logarithmically on the acceleration. We suspect that such a discrepancy arises be-
cause of an incorrect derivation of the final expression of the phase-shift in Ref. [126]
from the corresponding formula in Ref. [109].
Now, in order to compare Eq. (2.104) with the standard result Eq. (2.86), let us
2.5 Inertial effects on neutrino oscillations 53
rewrite E0 in terms of the neutrino local energy at the detector position B(tB,xB).
Using Eq. (2.94), it follows that
Φ˜12 ' ∆m
2
12 Lp
2E
(loc)
0 (xB)f(a, xB)
1/2
(1 − φa) . (2.105)
By virtue of the condition on the range of validity of the adopted metric (namely
ax 1), Eq. (2.105) can be further manipulated obtaining
Φ˜12 ' ∆m
2
12Lp
2E
(loc)
0 (xB)
[
1 − a
2
Lp
]
, (2.106)
where we have neglected higher order terms in the acceleration. The first term on
the r.h.s. is the only surviving contribution for vanishing acceleration. As expected,
it corresponds to the standard oscillation phase in Eq. (2.86). The remaining term
provides the correction induced by a uniform linear acceleration on the neutrino
oscillation phase.
2.5.3 Inertial effects on oscillations: a geometric viewpoint
In the previous Section, we have derived inertial effects on neutrino oscillations in a
simple heuristic way. Using a more geometric treatment, now we want to prove that
the same result can be obtained by solving the Dirac equation in an accelerated
frame. As a first step, let us write down the covariant Dirac equation in curved
spacetime [132], [
iγaeµa (∂µ − Γµ) − M
]
ψ = 0 , (2.107)
whereM is the neutrino mass matrix and ψ is a column vector of spinors of different
neutrino mass8. The vierbein fields eµa connect the general curvilinear and locally
inertial sets of coordinates. The spinorial connection Γµ is accordingly defined by
Γµ =
1
8
[
γb, γc
]
eνb∇µecν . (2.108)
Using the relation
γa
[
γb, γc
]
= 2ηabγc − 2ηacγb − 2iabcdγ5γd , (2.109)
8In this Section, greek (latin) indices refer to general curvilinear (locally inertial) coordinates.
2.5 Inertial effects on neutrino oscillations 54
we find that the only non-vanishing contribution from the spin connection is
γaeµaΓµ = γ
aeµa
{
iAGµ
[
− (−g)−1/2γ
5
2
]}
, (2.110)
where we have denoted by abcd the totally antisymmetric tensor with 0123 = +1
and
AµG =
1
4
(−g)1/2eµaabcd (ebσ,ν − ebν,σ) eνceσd , (2.111)
with g ≡ det gµν . Following Ref. [109], the generalized flavor neutrino state can be
now written as
|ψα〉 =
∑
k=1,2
Uαk(θ)e
iΦ|νk〉 , α = e, µ , (2.112)
where Uαk(θ) is the generic element of the Pontecorvo matrix in Eq. (2.78). The
neutrino oscillation phase is given by
Φ =
∫ B
A
Pµ
dxµnull
dλ
dλ , (2.113)
where Pµ is the four-momentum operator that generates the spacetime translation of
the mass eigenstates and dx
µ
null
dλ
is the null tangent vector to the neutrino worldine xµ,
parameterized by λ. For diagonal metrics, denoting with dl the differential proper
distance at constant time, we have
dλ = dl
[
g00
(
dx0
dλ
)2]−1/2
. (2.114)
The momentum operator Pµ can be derived from the generalized mass-shell condi-
tion, (
P µ − AµGγ5
) (
Pµ − AGµγ5
)
= M2. (2.115)
Next, by requiring neutrino mass eigenstates to be energy eigenstates with a common
energy E0 and assuming the spatial components of P µ and
dxµnull
dλ
to be antiparallel
(as in Section 2.5.2), one has in the relativistic approximation [109]
Pµ
dxµnull
dλ
= −
(
M2
2
+
dxµnull
dλ
AGµγ
5
)
, (2.116)
where we have neglected terms of O(A2G) and O(AGM2).
Let us now apply Eqs. (2.111) and (2.113) to the particular case of a uniformly
accelerated frame. In the same fashion as the previous heuristic analysis, we restrict
to 1 + 1-dimensions; with reference to the metric tensor Eq. (2.89), the only non-
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trivial component of the vierbein fields is thus given by
eµa = f(a, x)
−1/2, for µ = a = 0 , (2.117)
where f(a, x) is defined as in Eq. (2.90). Inserting Eq. (2.117) into Eq. (2.111), one
directly obtains AµG = 0, yielding
Pµ
dxµnull
dλ
= −M
2
2
. (2.118)
By use of Eqs. (2.114) and (2.118), the phase in Eq. (2.113) then becomes
Φ˜ =
∫ B
A
Pµ
dxµnull
dλ
dλ = −
∫ B
A
M2
2E0
f(a, x)1/2dx , (2.119)
where we have exploited Eq. (2.94) and the definition of proper distance introduced
above. After the mass operator in Eq. (2.112) has acted on |νk〉, we obtain
Φ˜k = −
∫ B
A
m2k
2E0
f(a, x)1/2dx , k = 1, 2 , (2.120)
that is the same expression derived in Eq. (2.101).
2.5.4 Applications
In this Section, we analyze some illustrative physical applications of our result. We
begin by discussing the phenomenological implications of Eq. (2.106) in the frame-
work of atmospheric neutrinos. In that case, mimicking the metric of a stationary
observer on Earth with the one in Eq. (2.89) and exploiting the equivalence principle,
we can estimate the corrections induced by gravity on the probability of neutrino
oscillations (we stress again that we are not concerned with effects of Earth’s ro-
tation). Then, we present a gedanken experiment in which these corrections are
evaluated in more exotic regimes.
Earth’s gravity effects on atmospheric neutrinos
In the context of the atmospheric neutrino problem, it is known that flavor oscilla-
tions can be faithfully analyzed using a simplified two-generations model, since they
largely occur between muonic and tauonic flavors (νµ ↔ ντ ).9
9This happens because the mixing angle θ13 is much smaller than the others, and two of the
neutrino mass states are very close in mass compared to the third (∆m221  ∆m232 ≈ ∆m231 in the
normal mass hierarchy) [133].
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Atmospheric neutrinos are produced in hadronic showers resulting from the in-
teraction of cosmic rays with nuclei in the atmosphere. Typical flight distances in
experiments involving these neutrinos range from 102 km (for neutrinos downward-
going from an interaction above the detector) to more than 104 km (for neutrinos
upward-going from collisions on the other side of the Earth). We restrict to the first
case, where no background matter effect occurs.
Consider a detector comoving with the Earth: by restoring proper units in
Eqs. (2.85) and (2.106), a straightforward calculation then leads to
∣∣Pνµ→ντ − P˜νµ→ντ ∣∣ = O(10−15) , (2.121)
where we have indicated with P (P˜ ) the oscillation probability as measured by the
inertial (accelerated) observer. To numerically evaluate Eq. (2.121), we have set
a neutrino mean flight path Lp ∼ 102 km, an acceleration of the order of Earth’s
gravity, a ∼ 10 m/s2, ∆m2atm ∼ 10−3 eV2, E0 ∼ 1 GeV and maximal mixing θatm ≈
45◦ [133].
The obtained correction is far below the uncertainty on the current best-fit value
of the oscillation probability Pνµ→ντ , thus preventing any possibility to detect gravi-
tational effects on atmospheric neutrino oscillations at present. Future experiments,
however, may give new insights in this direction.
Neutrino oscillations in extreme acceleration regime: a gedanken exper-
iment
We now propose a gedanken experiment in order to test our formalism in astrophys-
ical regimes. In this framework, it is reasonable to expect a larger contribution of
gravitational effects on the oscillation probability, due to the extremely high accel-
erations that might be reached in this case.
As proof of this, let us deal with an ideal accelerated detector in proximity of a
high-density object; for instance, consider the case of Sirius B, the nearest (known)
white dwarf to the Earth. It is known that the gravity on the surface of this star is
of the order of 106 m/s2 [134]. For such an acceleration, using Eq. (2.85) and (2.106),
we obtain ∣∣Pνα→νβ − P˜να→νβ ∣∣ = O(10−4) , (2.122)
where we have set Lp ∼ 104 km and, as for the previous case, ∆m2 ∼ 10−3 eV2,
E0 ∼ 1 GeV and maximal mixing θ ≈ 45◦.
As predicted, inertial effects may not be completely negligible in this case. How-
ever, it is worth saying that experiments like the one considered above are far from
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being viable nowadays. Indeed, it would be technically cumbersome to build a detec-
tor able to resist those extreme accelerations without breaking: on the other hand,
even if it were possible, then the problem would arise of how to send and retrieve
a probe from the surface of such remote sources (Sirius B, for example, lies at a
distance of 8.60 light years away from the Sun).
Notwithstanding these technical difficulties, some of the implications of the result
Eq. (2.122) in the physics of neutrino oscillations will be discussed in the next
Section.
2.6 Discussion and Conclusions
In this Chapter we have addressed the topic of flavor mixing for an accelerated ob-
server within the framework of QFT, discussing both cases of scalar and fermionic
(Dirac) fields. Due to the combination of two Bogoliubov transformations – the one
hiding in flavor mixing, the other associated with the Rindler spacetime structure
– we have found that the spectrum of Unruh radiation get significantly modified,
resulting in the sum of the standard Bose-Einstein (Fermi-Dirac) distribution plus
non-trivial corrections arising from mixing. The explicit calculation of these addi-
tional terms has been performed in the limit of small mass difference, showing how
the Unruh radiation does indeed lose its characteristic thermality when mixed fields
are involved.
As an aside, we have investigated the effects of a uniform linear acceleration on
the oscillation probability formula. Because of some both technical and conceptual
difficulties in the QFT framework, however, such an analysis has been preliminarily
performed in the context of Quantum Mechanics. Corrections on the standard re-
sult have been derived by use of Stodolsky covariant definition of neutrino quantum
phase. Relying on phenomenological considerations, we have restricted our discus-
sion to relativistic neutrinos, so that a plane wave treatment could be applied. In
order to realize how acceleration affects the well-known Pontecorvo achievement, the
formalism of neutrino oscillations in curved spacetime has been used. Within such a
framework, we have found that inertial effects are intimately related to the redshift
of neutrino energy, according to Ref. [109]. Furthermore, it has been pointed out
that a separate “acceleration phase" can be extracted from the standard result only
for small accelerations.
As a possible application of our analysis, we have calculated the correction in-
duced by Earth’s gravity on the oscillation probability of atmospheric neutrinos. In
that case, simulating the metric of an observer comoving with the Earth with the
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one in Eq. (2.89), we have found that the contribution to the neutrino phase-shift is
negligible, thus leading to unmeasurable effects at present. It is clear that the origin
of this outcome can be traced back to the difficulty of detecting gravitational effects
on oscillations in the weak-field regime, as it is near the Earth. On the other hand, in
astrophysical regimes, e.g. outside a black hole or in proximity of pulsars, we expect
these corrections to be far more relevant (as also suggested by the analysis carried out
for a white dwarf), resulting in a modification of the oscillation probability induced
by gravity (see also Ref. [135] for a quasi-classical treatment of neutrino oscillations
in the gravitational field of an heavy astrophysical object). If confirmed, such a reso-
nant effect could be exploited for investigating the gravity-induced interactions that
neutrinos may have experienced during their travel throughout the Universe, and
thus the mass distribution of the Universe itself. Moreover, oscillations of neutrinos
from supernovae and active galactic nuclei may be valuable to search footprints of
space-time quantum foam [136]. Non-trivial implications also arise in the context of
supernova nucleosynthesis, and, in particular, in the enhancement of the production
of heavy elements due to neutrino emission from proto-neutron stars and in the nu-
cleosynthesis in outer shells of supernovae (see, for example, Ref. [137] and therein).
In light of the central role played by supernovae in the production of various heavy
nuclei, such an analysis may provide insights towards a better understanding of the
evolution of the chemical composition of the Universe. A further interesting sce-
nario to be addressed is the relevance of neutrino oscillations in the generation of
the rotational pulsar velocity in the presence of intense magnetic fields [138]. These
aspects, however, will be matter of future investigation.
In addition to these phenomenological aspects, we emphasize that the analysis of
gravity/inertial effects on neutrino mixing and oscillations may be enlightening in a
variety of controversial issues at a theoretical level. In a series of works, for instance,
it has been shown neutrino oscillations can be equivalently described in terms of
entanglement of neutrino flavor modes, within both the quantum mechanical and
field theoretical frameworks (for a more detailed discussion on this, see the end of
Appendix B). So far, however, such an analysis has been only performed in the
standard Minkowski framework for inertial observers: the question thus arises as
to how this formalism gets modified in the Rindler background, where, according
to Refs. [139, 140] and therein, the loss of information due to the horizon structure
would lead to a degradation in the entanglement properties. Along this line, relevant
processes in the presence of gravity or in non-inertial frames have also been addressed
in Refs. [141, 142, 143]. In Ref. [143], in particular, it has been shown that the
oscillation resonance condition of neutrinos propagating in a rotating background
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matter (e.g. a millisecond pulsar) turns out to be non-trivially modified due to
interaction terms. Work is clearly in progress to settle these (and many other)
issues concerning neutrino mixing and oscillations in accelerated frames.

Chapter 3
The necessity of the Unruh effect in
QFT: the floor to the proton
“Think like a proton,
always positive.”
- Anonymous Aphorism -
In Chapter 1 it has been argued that macroscopic observations of the Unruh effect
are extremely challenging, since accelerations of the order of 1020 m/s2 corresponding
to temperature of 1 K are hard to be reached for ordinary objects. Therefore, from
the very beginning, all hopes of detecting the Unruh radiation have been pinned on
elementary particle experiments. Even within such a framework, however, matters
appear somewhat convoluted, although an increasing number of creative tests has
been proposed during the last decades (see, for example, Ref. [144] for a full list).
In spite of these experimental failings, it is not questionable that the Unruh effect
is is a key ingredient of QFT, at least at a theoretical level. This has been shown
in different contexts in Refs. [41, 42, 43, 54]. In Refs. [41, 42, 43], in particular,
the attention was first called on the fact that inertial and uniformly accelerated
observers would measure incompatible proper lifetimes for non-inertial protons if
the Unruh thermal condensate did not exist, thus violating the general covariance
of QFT.
In the present Chapter, after a brief historical excursus on the concerning liter-
ature, we investigate in detail the inverse β-decay of accelerated protons,
p → n + e+ + νe , (3.1)
clarifying some ambiguities recently raised in literature about the agreement of the
61
3.1 Historical excursus 62
decay rates in the laboratory and comoving frames when flavor mixing for neutrinos
is taken into account [29, 30, 31, 32].
3.1 Historical excursus
It was pointed out by Müller [52] that the decay properties of particles can be
changed by acceleration. In particular, it was shown that usually forbidden processes
such as the decay of the proton become kinematically possible under the influence
of acceleration, thus leading to a finite lifetime for even supposedly stable particles.
Drawing inspiration from this idea, Matsas and Vanzella [41, 42, 43] analyzed the
decay of uniformly accelerated protons in both the laboratory and comoving frames,
showing that the two rates perfectly agree only when one considers Minkowski vac-
uum to appear as a thermal bath of neutrinos and electrons for the accelerated
observer (comoving frame). This has been exhibited as a “theoretical check" of the
Fulling-Davies-Unruh (FDU) effect1, the implications of which in QFT are still mat-
ter of study [146, 147]. For technical reasons, the analysis of Refs. [41, 42, 43] was
performed in 1+1-dimensions and taking the neutrino to be massless. Subsequently,
Suzuki and Yamada [53] confirmed these results by extending the discussion to the
1 + 3-dimensional case with massive neutrino.
Recently, Ahluwalia, Labun and Torrieri [29] made the very intriguing observa-
tion that neutrino mixing can have non-trivial consequences in this context. They
indeed found that the decay rates in the two frames could possibly not agree due to
mixing terms: in particular, this happens when neutrino mass eigenstates are taken
as asymptotic states in the comoving frame, a choice which is compatible with the
Kubo-Martin-Schwinger (KMS) condition for thermal states [71, 84]. On the other
hand, the authors of Ref. [29] also affirm that the choice of flavor states in the above
calculation would lead to an equality of the two decay rates, but in that case the
accelerated neutrino vacuum would not be thermal, contradicting the essential char-
acteristic of the FDU effect. They finally conclude that such a contradiction has to
be solved experimentally.
Motivated by the idea that the above question must instead be settled at a
theoretical level in order to guarantee the consistency of the theory in conformity
with the principle of general covariance, in this Chapter we carefully analyze the
1Similar arguments apply, for example, to the analysis of the QED bremsstrahlung radiation.
In this case, it has been shown that the emission of a photon by accelerated charges in the inertial
frame can be seen as either the emission or the absorption of a zero-energy photon in the FDU
thermal bath of the comoving observer [54, 71]. A closely related discussion about whether or
not uniformly accelerated charges emit radiation according to inertial observers can be found in
Refs. [145], where the problem is addressed in a classical context.
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proton decay process in the presence of neutrino mixing. We show that, in Ref. [29],
calculations performed in the laboratory frame neglected an important contribution
which here is explicitly evaluated. Then, we prove that the choice of neutrinos with
definite mass as asymptotic states (in the comoving frame) inevitably leads to a
disagreement of the two decay rates. Finally, we consider the case when flavor states
are taken into account: here technical difficulties arise which do not allow for an exact
evaluation of the decay rates. However, adopting an appropriate approximation, we
show that they perfectly match again.
These conclusions are consistent with results on the quantization for mixed neu-
trino fields, for which flavor states are rigorously defined as eigenstates of the lep-
tonic charge operators [148]. Although the usual Pontecorvo states turn out to be
a good approximation of the exact flavor eigenstates in the ultrarelativistic limit,
the Hilbert space associated to flavor neutrinos is actually orthogonal to the one
for massive neutrinos [8]. Consistency with the Standard Model (SM) requires con-
servation (at tree level) of leptonic number in the charged current weak interaction
vertices, thus ruling out the choice of neutrino mass eigenstates as asymptotic states.
Results of the present Chapter corroborate this view, although further investi-
gation is needed to go beyond the aforementioned approximation. In particular,
when employing the exact neutrino flavor states, one should take into account the
non-thermal character of Unruh radiation, as discussed in previous Chapters.
The Chapter is organized as follows. Section 3.2 is devoted to briefly review
the standard calculation of the proton decay rate in both the inertial and comoving
frames. For this purpose, we closely follow Ref. [53]. In Section 3.3 we analyze the
same process in the context of neutrino flavor mixing. Working within a suitable
framework, we show the decay rates to agree with each other. Our results shall
be critically compared with the ones of Ref. [29], where a dichotomy is instead
highlighted. Furthermore, as an aside, in Section E we comment on the recent work
by Cozzella et al. [32], in which a similar subject, even though with a different
approach, is addressed. Section 3.4 contains conclusions and an outlook at future
developments of the present analysis.
3.2 Decay of accelerated protons: a brief review
In this Section we discuss the decay of accelerated protons in both the laboratory and
comoving frames. Throughout the whole analysis, neutron |n〉 and proton |p〉 are
considered as excited and unexcited states of the nucleon, respectively. Moreover,
we assume that they are energetic enough to have a well defined trajectory. As a
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consequence, the current-current interaction of Fermi theory can be treated with a
classical hadronic current Jµ` Jh,µ → Jµ` J (cl)h,µ , where
J
(cl)
h,µ = q(τ)uµδ(x)δ(y)δ(u− a−1) . (3.2)
Here u = a−1 = const is the spatial Rindler coordinate describing the world line
of the uniformly accelerated nucleon with proper acceleration a, and τ = v/a is its
proper time, with v being the Rindler time coordinate. The nucleon’s four-velocity
uµ is given by
uµ = (a, 0, 0, 0), uµ = (
√
a2t2 + 1, 0, 0, at) , (3.3)
in Rindler and Minkowski coordinates, respectively2. According to Refs. [26, 41, 42,
43], the Hermitian monopole q(τ) is defined as
q(τ) ≡ eiHτ q0e−iHτ , (3.4)
where H is the nucleon Hamiltonian and q0 is related to the Fermi constant GF by
GF ≡ 〈p|q0 |n〉. (3.5)
Next, the minimal coupling of the electron Ψe and neutrino Ψνe fields to the nucleon
current J (cl)h,µ can be expressed through the Fermi action
SI =
∫
d4x
√−gJ (cl)h,µ
(
Ψνeγ
µΨe + Ψeγ
µΨνe
)
, (3.6)
where g ≡ det(gµν) and γµ are the gamma matrices in Dirac representation (see,
e.g., Ref. [115]).
3.2.1 Inertial frame calculation
Let us firstly analyze the decay process in the inertial frame. In this case, the proton
is accelerated by an external field and is converted into a neutron by emitting a
positron and a neutrino, according to
p → n + e+ + νe . (3.7)
2To keep the notation of Ref. [30] untouched, throughout this Chapter we shall denote the
Rindler time by v rather than η; additionally, we will assume the proton to be accelerated along
the z-direction. Hence, in what follows, the Rindler coordinates (v, x, y, u) will be related to the
Minkowski ones (t, x, y, z) by: t = u sinh v, z = u cosh v, with x and y left unchanged.
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In order to calculate the transition rate, we quantize fermionic fields in the usual
way [41, 42, 43]:
Ψ(t,x) =
∑
σ=±
∫
d3k
[
bkσψ
(+ω)
kσ (t,x) + d
†
kσψ
(−ω)
−k−σ(t,x)
]
, (3.8)
where x ≡ (x, y, z). Here we have denoted by bkσ (dkσ) the canonical annihilation
operators of fermions (antifermions) with momentum k ≡ (kx, ky, kz), polarization
σ = ± and frequency ω = √k2 +m2 > 0, m being the mass of the field. The
modes ψ(±ω)kσ are positive and negative energy solutions of the Dirac equation in
Minkowski spacetime:
(
iγµ∂µ − m
)
ψ
(±ω)
kσ (t,x) = 0 . (3.9)
In the adopted representation for the γ matrices, they take the form [41, 42, 43]
ψ
(±ω)
kσ (t,x) =
ei(k·x∓ωt)
22pi
3
2
u(±ω)σ (k), (3.10)
where
u
(±ω)
+ (k) =
1√
ω(ω ±m)

m ± ω
0
kz
kx + iky
 , u(±ω)− (k) = 1√ω(ω ±m)

0
m ± ω
kx − iky
−kz
 .
(3.11)
It is easy to show that the modes Eq. (3.10) are orthonormal with respect to the
inner product〈
ψ
(±ω)
kσ , ψ
(±ω′)
k′σ′
〉
=
∫
Σ
dΣµ ψ
(±ω)
kσ γ
µψ
(±ω′)
k′σ′ = δσσ′ δ
3(k − k′) δ±ω±ω′ , (3.12)
where ψ = ψ†γ0, dΣµ = nµdΣ, with nµ being a unit vector orthogonal to the
arbitrary spacelike hypersurface Σ and pointing to the future.
Next, by using the definition Eq. (3.6) of the Fermi action and expanding leptonic
fields according to Eq. (3.8), we obtain the following expression for the tree-level
transition amplitude:
A
p→n
in ≡ 〈n| ⊗ 〈e+keσe , νkνσν |SI |0〉 ⊗ |p〉 =
GF
24pi3
Iσνσe(ων , ωe), (3.13)
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where
Iσνσe(ων , ωe) =
∫ +∞
−∞
dτ ei
[
∆mτ + a−1(ων +ωe) sinh aτ − a−1(kzν + kze ) cosh aτ
]
uµ
[
u¯(+ων)σν γ
µu
(−ωe)
−σe
]
.
(3.14)
Here ∆m is the difference between the nucleon masses. By defining the differential
transition rate as
d6Pp→nin
d3kν d3ke
≡
∑
σν ,σe
|Ap→nin |2 (3.15)
=
G2F
28pi6
∫ +∞
−∞
dτ1
∫ +∞
−∞
dτ2uµuν
∑
σν ,σe
[
u¯(+ων)σν γ
µu
(−ωe)
−σe
] [
u¯(+ων)σν γ
νu
(−ωe)
−σe
]∗
× ei
[
∆m(τ1−τ2)+a−1(ων+ωe)(sinh aτ1−sinh aτ2)−a−1(kzν+kze)(cosh aτ1−cosh aτ2)
]
,
the total transition rate is simply given by
Γp→nin = P
p→n
in /T , (3.16)
where T =
∫ +∞
−∞ ds is the nucleon proper time. The above integrals can be solved
by introducing the new variables
τ1 = s + ξ/2, τ2 = s − ξ/2 , (3.17)
and using the spin sum
uµuν
∑
σν ,σe
[
u¯(+ων)σν γ
µu
(−ωe)
−σe
] [
u¯(+ων)σν γ
νu
(−ωe)
−σe
]∗
=
22
ωνωe
[(
ωνωe + k
z
νk
z
e
)
cosh 2as − (ωνkze + ωekzν) sinh 2as
+
(
kxνk
x
e + k
y
νk
y
e − mνme
)
cosh aξ
]
. (3.18)
By explicit calculation, we obtain
Γp→nin =
G2F
a pi6epi∆m/a
∫
d3kν
∫
d3ke
[
K2i∆m/a
(
2(ων + ωe)
a
)
+
mνme
ωνωe
Re
{
K2i∆m/a+2
(
2(ων + ωe)
a
)}]
. (3.19)
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The analytic evaluation of the integral Eq. (3.19) can be found in Ref. [53].
3.2.2 Comoving frame calculation
We now analyze the same decay process in the proton comoving frame. As well
known, the natural manifold to describe phenomena for uniformly accelerated ob-
servers is the Rindler wedge, i.e., the Minkowski spacetime region defined by z > |t|.
Within such a manifold, fermionic fields are expanded in terms of the positive and
negative frequency solutions of the Dirac equation with respect to the boost Killing
vector ∂/∂v [53]:
Ψ(v,x) =
∑
σ=±
∫ +∞
0
dω
∫
d2k
[
bwσψ
(+ω)
wσ (v,x) + d
†
wσψ
(−ω)
w−σ(v,x)
]
, (3.20)
where now x ≡ (x, y, u) and w ≡ (ω, kx, ky). We recall that the Rindler frequency
ω may assume arbitrary positive real values. In particular, unlike the inertial case,
there are massive Rindler particles with zero frequency.
The modes ψ(±ω)kσ in Eq. (3.20) are positive and negative energy solutions of the
Dirac equation in Rindler spacetime:
(iγµR∇˜µ − m)ψ(ω)wσ(v,x) = 0, (3.21)
where
γµR ≡ (eν)µγν , (e0)µ = u−1δµ0 , (ei)µ = δµi , (3.22)
∇˜µ ≡ ∂µ + 18
[
γα, γβ
]
(eα)
λ∇µ(eβ)λ. (3.23)
By virtue of these relations and using the Rindler coordinates, Eq. (3.21) becomes
i
∂ψ
(ω)
wσ(v,x)
∂v
=
(
γ0mu − iα
3
2
− iuαi∂i
)
ψ(ω)wσ(v,x), α
i = γ0γi, i = 1, 2, 3 ,
(3.24)
the solutions of which can be written in the form [53]
ψ(ω)wσ(v,x) =
ei(kαx
α−ωv/a)
(2pi)
3
2
u(ω)σ (u,w), α = 1, 2, (3.25)
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with
u
(ω)
+ (u,w) = N

ilKiω/a−1/2(ul) + mKiω/a+1/2(ul)
−(kx + iky)Kiω/a+1/2(ul)
ilKiω/a−1/2(ul) − mKiω/a+ 1/2(ul)
−(kx + iky)Kiω/a+1/2(ul)

, (3.26)
u
(ω)
− (u,w) = N

(kx − iky)Kiω+1/2(ul)
ilKiω/a−1/2(ul) + mKiω/a+1/2(ul)
−(kx − iky)Kiω+1/2(ul)
−ilKiω/a−1/2(ul) + mKiω/a+1/2(ul)

. (3.27)
Here we have denoted by Kiω/a+1/2(ul) the modified Bessel function of the second
kind with complex order, N =
√
a cosh(piω/a)
pil
and l =
√
m2 + (kx)2 + (ky)2. Again,
one can verify that the modes in Eq. (3.25) are normalized with respect to the inner
product Eq. (3.12) expressed in Rindler coordinates.
As it will be shown, in the comoving frame the proton decay is represented in
terms of Rindler particles as the combination of the three following processes [41,
42, 43]:
(i) p+ + e− → n+ νe, (ii) p+ + νe → n+ e+, (iii) p+ + e−+ νe → n.
(3.28)
These processes are characterized by the conversion of protons in neutrons due to
the absorption of e− and ν¯e, and emission of e+ and ν¯e from and to the FDU thermal
bath [4]. Since the strategy for calculating the transition amplitude is the same for
each of these processes, by way of illustration we shall focus on the first.
By exploiting the Rindler expansion Eq. (3.20) for the electron and neutrino
fields, it can be shown that
A
p→n
(i) ≡ 〈n| ⊗ 〈νων σν |SI |e−ωe− σe− 〉 ⊗ |p〉 =
GF
(2pi)2
Jσνσe(ων , ωe), (3.29)
where SI is given by Eq. (3.6) with γµ replaced by the Rindler gamma matrices γµR
defined in Eq. (3.23) and
Jσνσe(ων , ωe) = δ
(
ωe − ων −∆m
)
u¯(ων)σν γ
0u(ωe)σe . (3.30)
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Now, bearing in mind that the probability for the proton to absorb (emit) a particle
of frequency ω from (to) the thermal bath is NFD(ω)
(
1 − NFD(ω)
)
, with NFD
given in Eq. (2.64), the differential transition rate per unit time for the process (i)
can be readily evaluated, yielding
1
T
d6Pp→n(i)
dωνdωed2kνd2ke
≡ 1
T
∑
σν ,σe
∣∣Ap→n(i) ∣∣2NFD(ωe)[1 − NFD(ων)] (3.31)
=
G2F
27pi5
∑
σν ,σe
∣∣u¯(ων)σν γ0u(ωe)σe ∣∣2δ (ωe − ων −∆m)
epi∆m/a cosh(piων/a) cosh(piωe/a)
,
where T = 2piδ(0) is the total proper time of the proton. To finalize the evaluation
of the transition rate, we observe that
∑
σν ,σe
∣∣u¯(ων)σν γ0u(ωe)σe ∣∣2 = 24(a pi)2 cosh(piων/a) cosh(piωe/a)
×
[
lνle
∣∣∣∣Kiων/a+1/2( lνa
)
Kiωe/a+1/2
(
le
a
) ∣∣∣∣2
+ (kxνk
x
e + k
y
νk
y
e + mνme)
× Re
{
K2iων/a−1/2
(
lν
a
)
K2iωe/a+1/2
(
le
a
)}]
. (3.32)
Using this equation, the differential transition rate for the process (i) takes the form
1
T
d6Pp→n(i)
dωνdωed2kνd2ke
≡ G
2
F
23 a2 pi7 epi∆m/a
δ (ωe − ων −∆m)
×
[
lνle
∣∣∣∣Kiων/a+1/2( lνa
)
Kiωe/a+1/2
(
le
a
) ∣∣∣∣2
+ mνmeRe
{
K2iων/a−1/2
(
lν
a
)
K2iωe/a+1/2
(
le
a
)}]
.(3.33)
Next, by performing similar calculation for the processes (ii) and (iii) and adding
up the three contributions, we end up with the following integral expression for the
total decay rate in the comoving frame:
Γp→nacc ≡ Γp→n(i) + Γp→n(ii) + Γp→n(iii) =
2G2F
a2pi7epi∆m/a
∫ +∞
−∞
dωR(ω), (3.34)
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where
R(ω) =
∫
d2kν lν
∣∣∣∣Ki(ω−∆m)/a+1/2( lνa
) ∣∣∣∣2 ∫ d2ke le∣∣∣∣Kiω/a+1/2( lea
) ∣∣∣∣2
+ mνmeRe
{∫
d2kν K
2
i(ω−∆m)/a−1/2
(
lν
a
)∫
d2keK
2
iω/a+1/2
(
le
a
)}
. (3.35)
The analytic resolution of the integral Eq. (3.34) is performed in Ref. [53]. Com-
paring this result to the one in the inertial frame (Eq. (3.19)), it is possible to show
that the resulting expressions for the decay rates perfectly agree with each other,
thus corroborating the necessity of the FDU effect for the consistency of QFT.
3.3 Proton decay involving mixed neutrinos
So far, in the evaluation of the transition amplitude, we have treated the electron
neutrino as a particle with definite massmν . However, it is well known that neutrinos
exhibit flavor mixing: in a simplified two-flavor model, by denoting with θ the mixing
angle, the transformations relating the flavor eigenstates |ν`〉 (` = e, µ) and mass
eigenstates |νi〉 (i = 1, 2) are determined by the Pontecorvo unitary mixing matrix3,
Eq. (2.78): (
|νe〉
|νµ〉
)
=
(
cos θ sin θ
− sin θ cos θ
)(
|ν1〉
|ν2〉
)
. (3.36)
Along the line of Ref. [29], the question thus arises whether such a transformation
is consistent with the framework of Section 3.2.
3.3.1 Inertial frame calculation
Let us then implement the Pontecorvo rotation Eq. (3.36) on both neutrino fields
and states appearing in Eq. (3.13). Note that in Ref. [29] this step is missing in the
inertial frame calculation since Ψνe is treated as a free-field even when taking into
account flavor mixing, and indeed the same result as in the case of unmixed fields
is obtained. We explicitly show that the decay rate exhibits a dependence on θ in
the inertial frame, a feature which is not present in the analysis of Ref. [29].
By assuming equal momenta and polarizations for the two neutrino mass eigen-
states, the transition amplitude Eq. (3.13) now becomes
A
p→n
in =
GF
24pi3
[
cos2 θ Iσνσe(ων1 , ωe) + sin
2 θ Iσνσe(ων2 , ωe)
]
, (3.37)
3Note that the number of neutrino generations does not affect the results of our analysis.
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where Iσνσe(ωνj , ωe), j = 1, 2, is defined as in Eq. (3.14) for each of the two mass
eigenstates, and we have rotated the electron neutrino field according to
Ψνe(t,x) = cos θΨν1(t,x) + sin θΨν2(t,x). (3.38)
Using Eq. (3.15), the differential transition rate takes the form
d6Pp→nin
d3kνd3ke
=
∑
σν ,σe
GF
2
28pi6
{
cos4 θ
∣∣Iσνσe(ων1 , ωe)∣∣2 + sin4 θ ∣∣Iσνσe(ων2 , ωe)∣∣2
+ cos2 θ sin2 θ
[
Iσνσe(ων1 , ωe) I
∗
σνσe(ων2 , ωe) + c.c.
]}
. (3.39)
The total decay rate Γp→nin is obtained after inserting this equation into the definition
Eq. (3.16):
Γp→nin = cos
4 θ Γp→n1 + sin
4 θ Γp→n2 + cos
2 θ sin2 θ Γp→n12 , (3.40)
where we have introduced the shorthand notation
Γp→nj ≡
1
T
∑
σν ,σe
GF
2
28pi6
∫
d3kν
∫
d3ke
∣∣Iσνσe(ωνj , ωe)∣∣2, j = 1, 2, (3.41)
and
Γp→n12 ≡
1
T
∑
σν ,σe
GF
2
28pi6
∫
d3kν
∫
d3ke
[
Iσνσe(ων1 , ωe) I
∗
σνσe(ων2 , ωe) + c.c.
]
. (3.42)
We observe that, for θ → 0, the obtained result correctly reduces to Eq. (3.19), as it
should be in the absence of mixing. Unfortunately, due to technical difficulties in the
evaluation of the integral Eq. (3.42), at this stage we are not able to give the exact
expression of the inertial decay rate Eq. (3.40). A preliminary result, however, can
be obtained in the limit of small neutrino mass difference δm ≡ mν2 − mν1  1.
In this case, indeed, we can expand Γp→n12 according to
Γp→n12 = 2Γ
p→n
1 + Γ
(1) δm + O
(
δm2
)
, (3.43)
where Γp→n1 is defined as in Eq. (3.41) and we have denoted by Γ(1) the first-order
term of the Taylor expansion. The explicit expression of Γ(1) is rather awkward to
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exhibit. Nevertheless, for mν1 → 0, it can be substantially simplified, thus giving
Γ(1) =
1
T
GF
2me
27pi6
∫
d3kν
|kν |
∫
d3ke
ωe
∫ +∞
−∞
ds (3.44)
×
∫ +∞
−∞
dξ cosh aξ
[
ei
{
∆mξ+
2 sinh aξ/2
a
[
(|kν |+ωe) cosh as−(kzν+kze) sinh as
]}
+ c.c.
]
,
where s and ξ are defined in Eq. (3.17). By performing a boost along the z-direction:
k′x` = k
x
` , k
′y
` = k
y
` , k
′z
` = −ω` sinh as + kz` cosh as, ` = ν1, e ,
(3.45)
Eq. (3.44) can be cast in the form
Γ(1) = lim
ε→0
2G2F me
a pi6 epi∆m/a
∫
d3kν
ωε
∫
d3ke
ωe
Re
{
K2i∆m/a+2
(
2(ωε + ωe)
a
)}
, (3.46)
where ωε =
√
k2ν + ε
2, with ε acting as a regulator. In order to perform k-
integration, we use the following representation of the modified Bessel function:
Kµ(z) =
1
2
∫
C1
ds
2pii
Γ(−s)Γ(−s− µ)
(z
2
)2s+µ
, (3.47)
where Γ is the Euler Gamma function. C1 is the path in the complex plane including
all the poles of Γ(−s) and Γ(−s−µ), chosen in such a way that the integration with
respect to the momentum variables does not diverge [53].
Using spherical coordinates, Eq. (3.46) becomes
Γ(1)
mν1
= lim
ε→0
23G2F me
a pi4 epi∆m/a
∫ +∞
0
dkν
k2ν
ωε
∫ +∞
0
dke
k2e
ωe
∫
Cs
ds
2pii
(
ωε + ωe
a
)2s
×
[
Γ
(
−s + i∆m
a
+ 1
)
Γ
(
−s − i∆m
a
− 1
)
+ Γ
(
−s + i∆m
a
− 1
)
Γ
(
−s − i∆m
a
+ 1
)]
. (3.48)
Let us observe at this point that [53](
ωε + ωe
a
)2s
=
∫
C2
dt
2pii
Γ(−t)Γ(t − 2s)
Γ(−2s)
(ωε
a
)−t+2s (ωe
a
)t
, (3.49)
where C2 is the contour in the complex plane separating the poles of Γ(−t) from the
ones of Γ(t − 2s). Exploiting this relation and properly redefining the integration
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variables, we finally obtain
Γ(1) = lim
ε→0
G2F me a
3
pi3 epi∆m/a
∫
Cs
ds
2pii
∫
Ct
dt
2pii
(ε
a
)2s+2 (me
a
)2t+2
× Γ(−2s)Γ(−2t)Γ(−t − 1)Γ(−s − 1)
Γ(−s + 1
2
)Γ(−t + 1
2
)Γ(−2s − 2t)
×
[
Γ
(
−s − t + 1 + i∆m
a
)
Γ
(
−s − t − 1 − i∆m
a
)
+ Γ
(
−s − t + 1 − i∆m
a
)
Γ
(
−s − t − 1 + i∆m
a
)]
. (3.50)
where the contour Cs(t) includes all poles of gamma functions in s (t) complex plane4.
From Eqs. (3.43) and (3.50), we thus infer that the off-diagonal term Γp→n12 is
non-vanishing, thereby leading to a structure of the inertial decay rate Eq. (3.40)
that is different from the corresponding one in Ref. [29].
3.3.2 Comoving frame calculation
Let us now extend the above discussion to the proton comoving frame. As done in
the inertial case, we require the asymptotic neutrino states to be flavor eigenstates
(the choice of mass eigenstates would inevitably lead to a contradiction, as discussed
in Appendix E). Note that the same assumption is also contemplated in Ref. [29].
In spite of this, those authors exclude such an alternative on the basis of the KMS
condition, claiming that the accelerated neutrino vacuum must be a thermal state of
neutrinos with definite mass rather than with definite flavor. Actually, this argument
does not apply, at least within the first-order approximation we are dealing with (see
Eq. (3.43)). Indeed, as shown in Refs. [10, 11], non-thermal corrections to the Unruh
spectrum for flavor (mixed) neutrinos only appear at orders higher than O (δm).
Relying on these considerations, let us evaluate the decay rate in the comov-
ing frame. A straightforward calculation leads to the following expression for the
transition amplitude Eq. (3.29):
A
p→n
(i) =
GF
(2pi)2
[
cos2 θJ(1)σνσe(ων , ωe) + sin
2 θJ(2)σνσe(ων , ωe)
]
, (3.51)
4Strictly speaking, the expansion in Eq. (3.43) should be performed around a dimensionless
parameter; a good choice, for example, would be to rescale the mass difference δm with respect to
the acceleration a. In so doing, however, the same result as in Eq. (3.50) would be obtained, up
to a scale factor.
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where J(j)σνσe(ων , ωe), j = 1, 2, is defined as in Eq. (3.30) for each of the two neutrino
mass eigenstates. The differential transition rate per unit time thus reads
1
T
d6Pp→n(i)
dωνdωed2kνd2ke
=
1
T
G2F
26pi4
1
epi∆m/a cosh(piων/a) cosh(piωe/a)
×
∑
σν ,σe
{
cos4 θ
∣∣J(1)σνσe(ων , ωe)∣∣2 + sin4 θ ∣∣J(2)σνσe(ων , ωe)∣∣2
+ cos2 θ sin2 θ
[
J(1)σνσe(ων , ωe) J
(2)∗
σνσe(ων , ωe) + c.c.
]}
. (3.52)
The spin sum for the process (i) is given by
1
T
∑
σν ,σe
[
J(1)σνσe(ων , ωe) J
(2)∗
σνσe(ων , ωe) + c.c.
]
=
23 δ(ωe − ων −∆m)
a2 pi3
√
lν1lν2
cosh (piων/a) cosh (piωe/a)
[
le
(
κ2ν + mν1mν2 + lν1lν2
)
×
∣∣∣∣Kiωe/a+1/2( lea
) ∣∣∣∣2 Re{Kiων/a+1/2( lν1a
)
Kiων/a−1/2
(
lν2
a
)}
+
[
(kxνk
x
e + k
y
νk
y
e ) (lν1 + lν2) + me (lν1mν2 + lν2mν1)
]
× Re
{
K2iωe/a+1/2
(
le
a
)
Kiων/a+1/2
(
lν1
a
)
Kiων/a+1/2
(
lν2
a
)}]
, (3.53)
where κν ≡ (kxν , kyν).
Next, by performing similar calculations for the other two processes and adding
up the three contributions, we finally obtain the total transition rate in the comoving
frame:
Γp→nacc = cos
4 θ Γ˜p→n1 + sin
4 θ Γ˜p→n2 + cos
2 θ sin2 θ Γ˜p→n12 , (3.54)
where Γ˜p→nj , j = 1, 2, is defined as
Γ˜p→nj ≡
2G2F
a2 pi7 epi∆m/a
∫ +∞
−∞
dωRj(ω), j = 1, 2, (3.55)
with Rj(ω) being defined as in Eq. (3.35) for each of the two neutrino mass eigen-
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states, and
Γ˜p→n12 =
2G2F
a2 pi7
√
lν1lν2 e
pi∆m/a
∫ +∞
−∞
dω
{∫
d2ke le
∣∣∣∣Kiω/a+1/2( lea
) ∣∣∣∣2 (3.56)
×
∫
d2kν
(
κ2ν + mν1mν2 + lν1lν2
)
× Re
{
Ki(ω−∆m)/a+1/2
(
lν1
a
)
Ki(ω−∆m)/a−1/2
(
lν2
a
)}
+ me
∫
d2ke
∫
d2kν
(
lν1mν2 + lν2mν1
)
× Re
{
K2iω/a+1/2
(
le
a
)
Ki(ω−∆m)/a−1/2
(
lν1
a
)
Ki(ω−∆m)/a−1/2
(
lν2
a
)}}
.
It is now possible to verify that
Γp→nj = Γ˜
p→n
j j = 1, 2. (3.57)
By comparing Eqs. (3.40) and (3.54) and using the above equality, we thus realize
that inertial and comoving calculations would match, provided that the integrals
Eqs. (3.42) and (3.56) coincide. As in the inertial case, however, the treatment of
the Γ˜p→n12 is absolutely non-trivial. A clue to a preliminary solution can be found by
expanding Γ˜p→n12 in the limit of small neutrino mass difference5, as in Section 3.3.1:
Γ˜p→n12 = 2Γ˜
p→n
1 + Γ˜
(1) δm + O
(
δm2
)
, (3.58)
where Γ˜p→n1 is defined in Eq. (3.55) and we have denoted by Γ˜(1) the first-order term
of the expansion. For mν1 → 0, it is possible to show that
Γ˜(1) = lim
ε→0
22G2F me
a2 pi7 epi∆m/a
∫ +∞
−∞
dωRe
{∫
d2kνK
2
i(ω−∆m)/a−1/2
(
lε
a
)∫
d2keK
2
iω/a+1/2
(
le
a
)}
,
(3.59)
where lε =
√
(kxν )
2 + (kyν)2 + ε2, with ε acting as a regulator.
Equation (3.59) can be now further manipulated by introducing the following
5See note 4.
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relation involving Meijer G-function (see, e.g., Ref. [83]):
xσKν(x)Kµ(x) = (3.60)
√
pi
2
G4024
(
x2
∣∣∣∣∣
1
2
σ, 1
2
σ + 1
2
1
2
(ν + µ + σ), 1
2
(ν − µ + σ), 1
2
(−ν + µ + σ), 1
2
(−ν − µ + σ)
)
.
A somewhat laborious calculation then leads to
Γ˜(1) = lim
ε→0
2G2F me
a2 pi4 epi∆m/a
∫ +∞
−∞
dω
∫
Cs
ds
2pii
∫
Ct
dt
2pii
∫ +∞
0
dkν kν l
2s
ε
∫ +∞
0
dke ke l
2t
e
×
[
Γ (−s) Γ (−t) Γ ( iω
a
+ 1
2
− t)Γ (− iω
a
− 1
2
− t)
Γ
(−s + 1
2
)
Γ
(−t + 1
2
)
×
Γ
(
i(ω−∆m)
a
− 1
2
− s
)
Γ
(
− i(ω−∆m)
a
+ 1
2
− s
)
a
+
Γ (−s) Γ (−t) Γ ( iω
a
− 1
2
− t)Γ (− iω
a
+ 1
2
− t)Γ( i(ω−∆m)
a
+ 1
2
− s
)
Γ
(−s + 1
2
)
Γ
(−t + 1
2
)
× Γ
(
−i(ω − ∆m)
a
− 1
2
− s
)
Γ
(
−s + 1
2
)
Γ
(
−t + 1
2
)]
. (3.61)
In order to perform the integration with respect to ω, let us use the first Barnes
lemma, according to which [83]∫ +i∞
−i∞
dω Γ(a+ω)Γ(b+ω)Γ(c−ω)Γ(d−ω) = 2pii Γ(a + c)Γ(a + d)Γ(b + c)Γ(b + d)
Γ(a + b + c + d)
.
(3.62)
Inserting this relation into Eq. (3.61), it follows that
Γ˜(1)
mν1
= lim
ε→0
G2F me a
3
pi3 epi∆m/a
∫
Cs
ds
2pii
∫
Ct
dt
2pii
(ε
a
)2s+2 (me
a
)2t+2
(3.63)
× Γ(−2s)Γ(−2t)Γ(−t− 1)Γ(−s− 1)
Γ(−s+ 1
2
)Γ(−t+ 1
2
)Γ(−2s− 2t)
×
[
Γ
(
−s − t + 1 + i∆m
a
)
Γ
(
−s − t − 1 − i∆m
a
)
+ Γ
(
−s − t + 1 − i∆m
a
)
Γ
(
−s − t − 1 + i∆m
a
)]
, (3.64)
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which is the same expression obtained in the inertial frame (see Eq. (3.50)).
3.4 Conclusions
In this Chapter we have discussed the decay of uniformly accelerated protons. Fol-
lowing the line of reasoning of Refs. [41, 42, 43, 53], we have reviewed the calculation
of the total decay rate in both the laboratory and comoving frames, highlighting the
incompatibility between the two results when taking into account neutrino flavor
mixing [29]. Such an inconsistency would not be striking if the underlying the-
ory were not generally covariant, but this is not the case, since the fundamental
ingredients for analyzing the process, namely the SM and QFT in curved space-
time, are by construction generally covariant. On the other hand, the authors of
Ref. [29] argue their result claiming that mixed neutrinos are not representations
of the Lorentz group with a well-defined invariant P 2, and that the mathematical
origin of the disagreement arises from the non-commutativity of weak and energy-
momentum currents. Furthermore, they propose the experimental investigation as
the only way to resolve such a controversial issue. Even assuming there are no flaws
in this reasoning, we believe the last statement to be basically incorrect: an experi-
ment, indeed, should not be used as a tool for checking the internal consistency of
theory against a theoretical paradox.
Led by these considerations, we have thus revised calculations of Ref. [29] mod-
ifying some of the key assumptions of that work. In particular, we have required
the asymptotic neutrino states to be flavor rather than mass eigenstates. Within
this framework, by comparing the obtained expressions for the two decay rates,
it has been shown that they would coincide, provided that the off-diagonal terms
Eqs. (3.42) and (3.56) are equal to each other. In order to check whether this is
the case, we have performed the reasonable approximation of small neutrino mass
difference, pushing our analysis up to the first order in δm. However, due to compu-
tational difficulties, the further assumption of vanishing neutrino mass mν1 → 0 has
proved to be necessary for getting information about these terms. In such a regime,
we have found that Eqs. (3.50) and (3.63) are perfectly in agreement, thus removing
the aforementioned ambiguity at a purely theoretical level.
Relying on these considerations, one can state that the theoretical framework
underlying our outcome is the correct one in the context of neutrino mixing, provided
that flavor neutrinos are considered to be the fundamental “objects” in the thermal
FDU state. For the sake of completeness, in Appendix E we expose our criticism on
some recent findings of Ref. [32], where the choice of fundamental mass neutrinos
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is instead adopted. We show how the treatment of flavor mixing there proposed is
missing of some basic conceptual points, discussing their formalism in connection
with the results of this Chapter.
Finally, we stress that further aspects of the fascinating problem firstly addressed
in Ref. [29] can be investigated only when an exact evaluation of the two decay rates
will be available: work is in progress along this direction [149], also in view of the
non-trivial nature of neutrino flavor states in QFT [8].

Chapter 4
Modified Unruh effect from
Generalized Uncertainty Principle
“Uncertainty" is NOT "I don’t know."
It is "I can’t know."
"I am uncertain" does not mean "I could be certain.”
- Werner Heisenberg -
In the last thirty years, many studies have converged on the idea that the Heisenberg
uncertainty principle (HUP) [150] should be modified when gravitation is taken
into account. In microphysics, gravity is usually neglected on the ground of its
weakness, when compared with the other fundamental interactions. However, this
argument should not apply when one wants to address fundamental questions in
Nature. In this perspective, gravity should be included, especially when we discuss
the formulation of fundamental principles like Heisenberg’s principle. And in fact,
gravitation has always played a pivotal rôle in the generalization of the HUP, from
the early attempts [151], to the more recent proposals, like those in string theory,
loop quantum gravity, deformed special relativity, non-commutative geometry, and
studies of black hole physics [17, 18, 152, 153, 154, 155].
A possible way for this generalization is to reconsider the well-known classical
argument of the Heisenberg microscope [150]. The size δx of the smallest detail of
an object, theoretically detectable with a beam of photons of energy E, is roughly
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given by (if we assume the dispersion relation E = p)1
δx ' ~
2E
, (4.1)
so that increasingly large energies are required to explore decreasingly small details.
In its original formulation, Heisenberg’s gedanken experiment ignores gravity. Nev-
ertheless, gedanken experiments involving formation of gravitational instabilities in
high energy scatterings of strings [152], or gedanken experiments taking into account
the possible formation, in high energy scatterings, of micro black holes with a grav-
itational radius RS = RS(E) proportional to the (centre-of-mass) scattering energy
E (see Ref. [18]), suggest that the usual uncertainty relation should be modified as
δx ' ~
2E
+ β RS(E) , (4.2)
where β is a dimensionless parameter. Recalling that RS ' 2GN E = 2 `2pE/~, we
can write
δx ' ~
2E
+ 2β `2p
E
~
= `p
(
mp
E
+ β
E
mp
)
. (4.3)
This kind of modification of the uncertainty principle was also proposed in Ref. [153].
The dimensionless deforming parameter β is not (in principle) fixed by the theory,
although it is generally assumed to be of order one. This happens, in particular,
in some models of string theory (see again for instance Ref. [152]), and has been
confirmed by an explicit calculation in Ref. [156]. However, many studies have
appeared in literature, with the aim to set bounds on β (see, for instance, Refs. [157]).
Equation (4.3) can be recast into the form of an uncertainty relation, namely a
deformation of the standard HUP, usually referred to as Generalized Uncertainty
Principle (GUP),
∆x∆p ≥ ~
2
[
1 + β
(
∆p
mp
)2]
. (4.4)
For mirror-symmetric states (with 〈p〉 = 0), the inequality Eq. (4.4) is equivalent to
the commutator
[x, p] = i~
[
1 + β
(
p
mp
)2]
, (4.5)
since ∆x∆p ≥ (1/2) |〈[x, p]〉|. Vice-versa, the commutator Eq. (4.5) implies the
inequality Eq. (4.4) for any state. The GUP is widely studied in the context of
1We shall always work with c = 1, but explicitly show the Newton constant GN and the
Planck constant ~. The Planck length is defined as `p =
√
GN ~/c3 ' 10−35m, the Planck energy
as Ep `p = ~ c/2, and the Planck mass as mp = Ep/c2 ' 10−8 kg, so that `p = 2GNmp and
2 `pmp = ~. The Boltzmann constant kB will be shown explicitly, unless otherwise stated.
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Quantum Mechanics [158], QFT [159], quantum gravity [160], and for various de-
formations of the quantization rules [160, 161].
The above β-deformed commutator Eq. (4.5) will be the starting point of the
present investigation. In what follows, using Eq. (4.5), we shall describe the Un-
ruh effect, thereby calculating corrections to the Unruh temperature to first or-
der in β (for a direct derivation of the standard Unruh effect from the HUP, see
Ref. [162]). Furthermore, non-trivial modifications to the Unruh spectrum have also
been pointed out, in the GUP context, in Refs. [163, 164, 165, 166], and in different
contexts in Refs. [10, 11, 167] (in Chapter 2, for instance, we have discussed the
non-thermality of the Unruh spectrum within the framework of flavor mixing of
fields).
4.1 Heuristic derivation of the Unruh effect from
uncertainty relations
In this Section we derive the canonical Unruh temperature, Eq. (2.31), starting
directly from the HUP. Simple classical physics relations will be used together with
the quantum principle, following closely Ref. [162] (see also the recent Ref. [168]).
This procedure will then allow to estimate what kind of corrections are induced by
a GUP.
4.1.1 Unruh temperature from Heisenberg’s principle
Let us consider some elementary particles, for example electrons, kept at rest in an
uniformly accelerated frame. The kinetic energy acquired by each of these particles
while the accelerated frame moves a distance δx will be given by
Ek = maδx , (4.6)
wherem is the mass of the particle and a the acceleration of the frame, and therefore
of the particle. Now, suppose this energy is sufficient to create N pairs of the same
kind of particles from the quantum vacuum. Namely, we set
Ek ' 2N m , (4.7)
and find that the distance along which each particle must be accelerated in order to
create N pairs is
δx ' 2 N
a
. (4.8)
4.1 Heuristic derivation of the Unruh effect from uncertainty relations 83
The original particles and the pairs created in this way are localized inside a spatial
region of width δx, therefore the fluctuation in energy of each single particle is
δE ' ~
2 δx
' ~ a
4N
. (4.9)
If we interpret this fluctuation as a classical thermal agitation of the particles, we
can write
3
2
kB T ' δE ' ~ a
4N
, (4.10)
or
T =
~ a
6N kB
. (4.11)
On comparing with the well-known Unruh temperature, Eq. (1.26),
TU =
~ a
2 pi kB
, (4.12)
we can set the arbitrary parameter N and obtain an effective number of pairs N =
pi/3 ' 1.
4.1.2 Unruh temperature from GUP
We now repeat the same argument as above in the context of the GUP. Upon
replacing Eq. (4.8) into Eq. (4.3) and interpreting the energy fluctuation δE in
terms of a classical thermal bath, we find
2
N
a
' ~
3 kB T
+ β `2p
3 kB T
~
. (4.13)
Requiring that the T equals the Unruh temperature (4.12) for β → 0 again fixes
N = pi/3 ' 1, and we finally obtain
2 pi
a
' ~
kB T
+ 9β `2p
kB T
~
= `p
(
2mp
kB T
+ 9 β
kB T
2mp
)
. (4.14)
This relation can be easily inverted for T = T (a). However, it is reasonable to
assume that β kBT/mp ∼ β m/mp is very small for any fundamental particle with
m mp. We can therefore expand in β m/mp and find
T ' TU
(
1 +
9 β
4
`2p a
2
pi2
)
= TU
[
1 +
9 β
4
(
kB TU
mp
)2]
. (4.15)
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We also note an interesting physical property suggested by Eq. (4.14), that is, by
the GUP. In order to maintain the inverted relation T = T (a) physically meaningful
(i.e., the temperature must be a real number), there will be a maximal value for the
acceleration, namely
a . pi
3
√
β `p
, (4.16)
and a corresponding maximal value for the Unruh temperature,
kB TU .
mp
3
√
β
. (4.17)
These ideas and estimates naturally make contact with those reported, for example,
in Refs. [169].
4.2 Field theoretical derivation of the Unruh effect
from GUP
In Chapter 2, the Unruh temperature Eq. (4.12) has been derived within the frame-
work of canonical QFT. At this stage, one may wonder that result gets modified
when starting from the GUP commutator in Eq. (4.5). To answer this question, it
comes in handy an intermediate step concerning the effects of GUP on a quantum
1-dimensional harmonic oscillator.
4.2.1 GUP for the 1-dimensional harmonic oscillator
It is well-known that the ladder operators A and A† for the 1-dimensional harmonic
oscillator can be expressed in terms of the position and momentum operators x = x†
and p = p†, respectively, by means of the usual relations
A =
1√
2m ~ω
(mωx+ i p) ,
A† =
1√
2m ~ω
(mωx− i p) ,
(4.18)
and their inverse relations
x =
√
~
2mω
(
A† + A
)
,
p = i
√
m ~ω
2
(
A† − A) ,
(4.19)
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It is then easy to see that
[A,A†] =
1
i~
[x, p] . (4.20)
Therefore, due to the modified commutator Eq. (4.5) between x and p, the deformed
algebra for the 1-dimensional harmonic oscillator should be written as
[
A,A†
]
=
1
1 − α
[
1 − α (A†A† + AA − 2A†A)] , (4.21)
where
α = β
m ~ω
2m2p
, (4.22)
with m and ω being the mass and frequency of the harmonic oscillator, respectively.
4.2.2 GUP effects on the Unruh temperature
The modified quantization rules Eq. (4.21) can be now extended in a natural way
to a scalar field in the plane wave representation, if we consider that, for a given
momentum k, the energy ~ωk of the scalar field plays the rôle of the mass m of the
harmonic oscillator. The deformation parameter α can then be suitably redefined
as
α˜ = β
~2ω2k
2m2p
= 2 β `2p ω
2
k , (4.23)
and the commutator between ladder operators becomes
[Ak, A
†
k′ ] =
1
1− α˜
[
1 − α˜
(
A†k A
†
k′ + Ak Ak′ − 2A†k Ak′
)]
δ(k − k′) . (4.24)
In Section 2.1 of Chapter 2, we have seen that the scalar field in Minkowski
spacetime can be equivalently quantized using plane waves and boost-modes (see
Eqs. (2.2) and (2.14), respectively). In that context, the choice between these two
representations is just a matter of convenience, since the corresponding sets of ladder
operators ak and d
(σ)
Ω are related by a canonical transformation, Eq. (2.6). With
deformed quantization rules, however, Lorentz invariance is violated and such an
equivalence is not guaranteed. Nevertheless, in the limit of very small deformation
(that is, β p2  m2p), it appears reasonable to assume the same structure of the
modified algebra for the two sets of operators. According to this argument, we
thus conjecture the following deformation for the commutator in the boost-mode
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representation[
D
(σ)
Ω , D
(σ′)†
Ω′
]
=
1
1− γ
[
1 − γ
(
D
(σ)†
Ω D
(−σ′)†
Ω′ + D
(σ)
Ω D
(−σ′)
Ω′
− D(σ)†Ω D(σ
′)
Ω′ − D(−σ)†Ω D(−σ
′)
Ω′
)]
δσσ′ δ(Ω− Ω′) , (4.25)
where D (σ)Ω and D
(σ)†
Ω are the ladder operators in the deformed algebra and the
deforming parameter γ is defined by
γ = β
~2ω2
2m2p
= β
~2a2 Ω2
2m2p
= 2 β `2p a
2 Ω2 , (4.26)
being ω = aΩ the Rindler frequency.
Some comments about Eq. (4.25) are needed. First, in order to adapt the de-
formed commutator Eq. (4.24) to the boost operators D, we have modified ad hoc
the definition of the deforming parameter α˜ by replacing the plane-frequency ωk
with the boost-mode frequency ω = aΩ [see Eq. (4.26)]. Furthermore, the commu-
tator Eq. (4.25) has been multiplied by δσσ′ to ensure that the ladder operators in
the right wedge R+ are still commuting with the corresponding operators in the left
wedge R−. In addition, we have symmetrized it with respect to σ and −σ, so that[
D
(σ)
Ω , D
(σ′)†
Ω′
]
=
[
D
(−σ)
Ω , D
(−σ′)†
Ω′
]
. (4.27)
By exploiting this property and recasting the Bogoliubov transformation Eq. (2.28)
into the form
B
(σ)
Ω =
√
1 +NBE(Ω)D
(σ)
Ω +
√
NBE(Ω)D
(−σ)†
Ω , (4.28)
one can verify that the deformation Eq. (4.25) induces an identical modification to
the algebra of Rindler operators B.
GUP effects on the Unruh temperature can now be investigated by calculating
the distribution of B-quanta in the Minkowski vacuum |0〉M. By use of the trans-
formation Eq. (4.28), it can be shown that
M〈0|B(σ)†Ω B(σ
′)
Ω′ |0〉M =
1
(e2piΩ − 1) (1− γ) δσσ′ δ(Ω− Ω
′) , (4.29)
to be compared with the standard Bose-Einstein distribution in Eq. (2.30). As
expected, the Unruh spectrum gets non-trivially modified when using the deformed
algebra Eq. (4.25), losing its characteristic thermal behavior. However, for Rindler
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frequencies Ω such that γ  1, namely (since β ∼ 1) for ~ω  mp, we have
e−γ ' 1− γ, and Eq. (4.29) can be approximated as
M〈0|B(σ)†Ω B(σ
′)
Ω′ |0〉M '
1
e2piΩ−γ − 1 δσσ′ δ(Ω− Ω
′) , (4.30)
where we neglected the term linear in γ in the denominator of the r.h.s. We can
interpret Eq. (4.30) as a shifted Bose-Einstein thermal distribution by introducing
a shifted Unruh temperature T such that the term (2piΩ− γ) can be rewritten as
2piΩ− γ = ~ aΩ
kB TU
− γ ≡ ~ aΩ
kB T
. (4.31)
We thus find for the shifted Unruh temperature
T =
TU
1− β piΩ k2B T 2U/m2p
' TU
[
1 + β piΩ
(
kBTU
mp
)2]
= TU
(
1 + β piΩ
`2p a
2
pi2
)
.
(4.32)
We note that such a modified temperature T contains an explicit dependence on the
Rindler frequency Ω. This is due to the deformed structure of the commutator
Eq. (4.5), which explicitly depends on p2, that is, essentially, on the energy of
the considered quantum mode. So, it is not surprising to recover such an explicit
dependence in the final formulae. Nevertheless, a simple thermodynamic argument
allows to get rid of this Ω-dependance. In fact, for small deformations, we are still
close to the thermal black body spectrum. Therefore the vast majority of the Unruh
quanta will be emitted around a Rindler frequency ω such that ~ω ' kB TU, which
means Ω ≈ 1/2pi. For this typical frequency, Eq. (4.32) reproduces quite closely the
heuristic estimate Eq. (4.15). In fact
T ' TU
[
1 +
β
2
(
kBTU
mp
)2]
= TU
(
1 +
β
2
`2p a
2
pi2
)
. (4.33)
As a final remark, it should be noted that the deformation of the algebra Eq. (4.25)
should affect, in principle, also the Hamiltonian. Therefore, the Rindler frequency
Ω in Eq. (4.31) should be accordingly modified. In the present analysis, however,
since we are considering only small deformations of the quantization rules, we have
reasonably neglected those corrections, thus approximating the modified Rindler
Hamiltonian with the original one.
Concluding, for small deviations from the canonical quantization, we have found
that the Unruh distribution maintains its original thermal spectrum, provided that
a new temperature T is defined as in Eq. (4.32).
4.3 Conclusions 88
4.3 Conclusions
In the context of the Generalized Uncertainty Principle, we have computed the cor-
rection induced on the Unruh temperature by a deformed fundamental commutator.
This result has been obtained by following two independent paths. First, we have
proceeded in a heuristic way, using very general and reasonable physical considera-
tions. Already at this stage, however, we have been able to point out a dependence of
the deformed Unruh temperature on the cubic power of the acceleration. These con-
siderations have been substantiated and confirmed by means of a full-fledged QFT
calculation. This has been achieved by taking into account modified commutation
relations for the ladder operators compatible with the GUP in Eq. (4.5). In the limit
of a small deformation of the commutator, we have obtained again a dependence of
the first correction term on the third power of the acceleration. Besides, the more
refined formalism of QFT has helped us to point out an explicit dependence of the
deformed Unruh temperature on the Rindler frequency Ω, which, on the other hand,
was reasonably expected. A simple and effective thermodynamic argument has then
been used to identify the values of the Rindler frequency Ω corresponding to the
most probable emission. As a consequence, the QFT calculation has been seen to
match the heuristic estimate, indeed with almost the same numerical coefficients.
Of course, many avenues for further investigations appear now in front of us. On
a technical side, for example, one would like to check whether the QFT corrections to
the Unruh temperature are left unchanged when deforming the algebra at the level of
field rather than ladder operators, or when adopting different modified uncertainty
relations. Some possibilites, for instance, would be to work with a Generalized
Uncertainty Principle containing a linear term in momentum [170], or with classes
of non-commutative geometries which imply ultraviolet and infrared modifications
in the form of nonzero minimal uncertainties in both positions and momenta [171].
A direct correspondence between deformations of the uncertainty principle at Planck
scale and corrections to the Unruh temperature might, in principle, clarify to what
extent the existence of a minimal observable length does really affect the standard
QFT scenario.
Moreover, further light should be thrown on the relation between the deviation
from thermality of the Unruh radiation discussed in this Chapter and those found
in different contexts (e.g., the non-thermal like behavior of the Unruh effect derived
in Chapter 2). It could also be interesting to extend our formalism to the Hawking
effect, for which an heuristic derivation of the modified temperature has already
been performed in Ref. [162].
Finally, two examples (among the many possible) of applications that could be
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affected by the results of this Chapter are, broadly speaking, the field of relativistic
quantum information theory (e.g. entanglement degradation, entanglement satellite
experiments [172]) and the corrections induced on analogue gravity experiments (e.g.
analogue Unruh radiation in fluids, in BEC, etc. [44]). Much work is still in progress
along these directions.

Chapter 5
Thermal Quantum Field Theories
and potential connections with the
Hawking and Unruh effects
“The black holes of nature
are the most perfect macroscopic objects
there are in the universe:
the only elements in their construction
are our concepts of space and time.”
- Subrahmanyan Chandrasekhar -
We have learned from previous Chapters that, net of higher-order corrections coming
out from superstructures (e.g. the mixing of fields with different masses or a modified
algebra), the thermal character of quantum vacuum is at the heart of Hawking and
Unruh effects. In this sense, it is self-evident that the such phenomena provide a
natural bridge between the standard QFT in curved background and field theories
at finite temperature and density [6, 99, 173, 174, 175, 176]. This undoubtedly
offers new insights into the analysis of the yet nebulous relationship among general
covariance, temperature and QFT.
To understand this connection more deeply, in what follows, after briefly dis-
cussing the various existent approaches to Thermal Quantum Field Theory (TQFT),
we focus specifically on Thermo Field Dynamics (TFD) [6, 177, 178], also in light
of the close parallel between the doubling of degrees of freedom this formalism is
built on and the augmenting naturally arising in spacetimes endowed with event
horizon(s) (among which the Rindler and Schwarzschild backgrounds are the most
eloquent examples). As it will be shown in Section 5.2, the basic idea of TFD is
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the transposition of thermal averages (which are traces in statistical mechanics) to
expectation values on a temperature-dependent “vacuum” living in a wider domain
than the original Hilbert space. This ad-hoc framework is obtained by augmenting
the degrees of freedom with the introduction of a dynamical replica of the phys-
ical system, the so-called tilde Fock space: the effective thermal representation is
then generated from the ensuing doubled space via a Bogoliubov transformation
analogous to those encountered so far.
Enlarging this view to the QFT in backgrounds with non-trivial topology, one
finds it natural to describe particle states on the hidden side of horizon(s) in terms
of “additional” degrees of freedom to trace over [5]: therefore, in this naive picture,
the loss of information associated with event horizon(s) ends up playing the same
rôle in the appearance of temperature in QFT as the doubled Hilbert space in TFD.
The relationship between geometric properties of the spacetime and thermal
quantum effects makes the analysis of QFTs at finite temperature (and, in particu-
lar, of TFD) all the more essential at this stage. This is indeed what we intend to
analyze in Sections 5.1 and 5.2, also in view of extending our focus to the investi-
gation of the thermodynamic of black holes and quantum entanglement in thermal
systems (see, for example, Ref. [179] and therein for a preliminary treatment of the
latter issue in both equilibrium and non-equilibrium situations). Furthermore, in
order to develop a unified theoretical perspective on the various existent TQFT for-
malisms, in Section 5.3 we illustrate how these seemingly different approaches can
be merged via the introduction of a flat complex manifold, the so-called η-ξ space-
time. By performing field quantization, it will be shown that the zero temperature
vacuum corresponds to a usual thermal state for Minkowski inertial observers in this
spacetime. Besides, the intimate connection between backgrounds with a non-trivial
horizon structure and laws of QFT and thermodynamics will be found to naturally
arise, thereby providing precious insights towards a complete understanding of the
common thread running through them.
5.1 Thermal Quantum Field Theories: a brief ove-
view
Under the generic name Thermal Quantum Field Theory [6, 99, 173, 174, 175, 176]
one collects all formalisms of QFT at finite temperature and density, i.e., the Mat-
subara or Imaginary Time (IT) approach [173, 174, 175], the Thermo Field Dy-
namics (TFD) [6, 173, 177, 178] and the Path Ordered Method (POM) [99, 180].
The latter includes, for instance, the familiar Closed Time Path (CTP) formal-
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ism of Keldysh and Schwinger [173, 174, 175] as a special case. The existence of
these distinct approaches results from conceptually different efforts to introduce
a temperature within the framework of QFT. For instance, in the IT formalism
one exploits the analogy between the (inverse) temperature and imaginary time
in calculating the partition function. Within this approach, the two-point Green’s
function is given by the Matsubara propagator and the sum over Matsubara frequen-
cies (alongside with various summation techniques) must be invoked when dealing
with multi-loop thermal diagrams. Because time is traded for (inverse) tempera-
ture, the IT formalism can not directly address field dynamics within a heat bath
and it is thus suitable basically only for QFT at thermal equilibrium. In princi-
ple, real-time quantities can be obtained by analytic continuation to the real axis,
but in practice this procedure is plagued with ambiguities and further delimita-
tions are typically needed [174, 175, 181]. Aforementioned ambiguities typically
appear in higher point Green’s functions, e.g., in three-point thermal Green’s func-
tions [182, 183, 184]. Ambiguities were also reported in the β-function calculations
at the one-loop level [185, 186].
In contrast, both the POM formalism and TFD accommodate time and temper-
ature on equal footing and no extra analytic continuation is required. On the one
hand, this provides a powerful theoretical platform allowing to address such issues
as a temporal dynamics of quantum fields in a thermal heat bath [187, 188, 189],
dynamics of phase-transition processes [99] or linear responses [174]. On the other
hand, the price to be paid for working with the real time is the doubling of the field
degrees of freedom which is reflected in a 2× 2 matrix structure of thermal propa-
gators and self-energies. Consequently, in higher-loop orders a much larger number
of diagrams has to be taken into account as compared to the vacuum (i.e., zero
temperature) theory. Surprisingly, the POM and TFD approaches lead to the same
matrix form for thermal propagator in equilibrium [190]. This is a quite intriguing
fact since POM and TFD have very different conceptual underpinnings. In the POM
formalism one introduces the temperature by adding a pure imaginary number to the
real time and chooses a special time path in the complex-time plane which involves
the use of both time- and anti-time-ordered Green’s functions. In comparison with
this, the TFD is a method for describing mixed states as pure states in an enlarged
Hilbert space (akin to a purification procedure used in quantum optics [191]). It is
characterized by a doubling of the field algebra and its mathematical underpinning
is provided by algebraic QFT (C∗-algebras, the Haag-Hugenholtz-Winnink (HHW)
formalism and Tomita-Takesaki modular theory). In the TFD the temperature is
contained explicitly in the resulting “vacuum” pure state, which is referred to as
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the “thermal vacuum” state. Ensuing field propagators are then expressed as ex-
pectation values of time-ordered products of quantum fields with respect to such
a thermal state. From the above considerations, it appears that a doubling of the
degrees of freedom is necessary in order to be able to calculate real-time Green’s
functions. This doubling is, however, absent in the Matsubara formalism, and thus
it could a mere mathematical artifact. Yet, such a doubling of the field degrees of
freedom also appears in the axiomatic formulation of quantum statistical mechan-
ics [84, 192, 193]. This indicates that a two-component extension is essential for a
consistent Minkowski-space field theory at finite temperature and density: in light
of this, let us investigate in detail such a viewpoint.
5.2 Thermo Field Dynamics
In this Section we present essential notions of TFD, taking special care of the char-
acteristic doubling of degrees of freedom it is built on. To this end, we closely follows
Ref. [6], where TFD was originally developed.
Thermo Field Dynamics is an operatorial, real time formalism for field theory
at finite temperature and density. Consider, for simplicity, a quantum system of
Hamiltonian H and discrete eigenstates |n〉, with H|n〉 = En|n〉 and 〈n|m〉 = δnm.1
The key idea of TFD is the possibility to express the statistical average of a generic
observable A in a state with inverse temperature β = 1/T as vacuum expectation
value in a suitable Fock space via the assumption
〈A〉β = Z−1(β)
∑
n
e−βEn 〈n|A|n〉 = Z−1(β) Tr(e−βHA) , (5.1)
where Z(β) =
∑
n e
−βEn = Tr(e−βH) is the grand-canonical partition function and
the trace is taken over the full Hilbert space.
The point is thus to construct a temperature-dependent state |0(β)〉 (i.e., the
“thermal vacuum”) satisfying
〈0(β)|A|0(β)〉 = Z−1(β)
∑
n
〈n|A|n〉 e−βEn . (5.2)
As noted by Takahashi and Umezawa, such a state cannot be constructed as long
as one remains in the Fock space spanned by |n〉. To see this, let us consider the
1Similar considerations can be generalized to systems with continuous energy spectrum (details
can be found in Refs. [190, 194]).
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following expansion:
|0(β)〉 =
∑
n
fn(β)|n〉 . (5.3)
By inserting into Eq. (5.1), one obtains
f ∗n(β) fm(β) = Z
−1(β) e−βEn δnm , (5.4)
which indeed cannot be satisfied by any c-number function fn(β). The obtained
relation, however, can be reinterpreted as the orthogonality condition for vectors in
a Hilbert space. We may thus think of |0(β)〉 as a state living in a larger space than
the original one {|n〉}: as anticipated in the introductory Section, such an enlarged
representation is obtained by introducing a fictitious dynamical system identical to
the one under consideration. The quantities associated with this dual system are
denoted by the tilde in the usual TFD notation [6], namely H˜|n˜〉 = En|n˜〉 and
〈n˜|m˜〉 = δnm, with En being defined as for the physical states. Furthermore, it is
assumed that non-tilde and tilde operators are (anti-)commuting among themselves
for (fermions) bosons.
In this naive picture, the thermal ground state satisfying Eq. (5.1) takes the form
|0(β)〉 = Z−1/2(β)
∑
n
e−βEn/2|n, n˜〉 , (5.5)
where |n, n˜〉 = |n〉 ⊗ |n˜〉 belongs to the doubled space. The states |n〉 and |n˜〉 thus
appear as a pair in the thermal vacuum |0(β)〉.
Physical interpretations for the “fictitious” states |n˜〉 can be provided by observ-
ing that their introduction does allow to pick up the diagonal matrix elements of
A in the calculation of expectation values. For example, thinking to the rôle of the
environment in the QM decoherence processes [195], which is to reduce the density
matrix of the system to its diagonal form, the |n˜〉 vectors are indeed susceptible to
being interpreted as a sort of environment degrees of freedom (see below for more
comments on this). On the other hand, in the context of QFT in backgrounds en-
dowed with event horizon(s), these vectors may be regarded as particle states living
in the hidden side of the spacetime (in the Rindler framework (Fig. 1.3), for in-
stance, an accelerated observer confined inside the right wedge will find it natural to
associate the tilde degrees of freedom to “unobservable” particles in the left sector).
In order to show the most relevant features of the thermal space {|0(β)〉}, let us
now contextualize the the above considerations within two emblematic examples.
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5.2.1 TFD for bosons
Consider two sets of commuting ladder operators for bosonic systems,
[ak, a
†
p] = [a˜k, a˜
†
p] = δk,p , (5.6)
with all other commutators vanishing and ak, a˜k commuting among themselves. Let
us denote by H =
∑
k ωk a
†
kak, H˜ =
∑
k ωk a˜
†
ka˜k the corresponding (free) Hamilto-
nians and be |0〉 their common vacuum state, i.e. ak|0〉 = a˜k|0〉 = 0.
We want to show that the thermal Fock space {|0(β)〉} can be generated from
the doubled Fock space {|0, 0〉} via a non-trivial Bogoliubov transformation; to this
end, let us define the thermal operators by means of the following transformations2:
ak(θ) = e
−iGakeiG = ak cosh θk − a˜†k sinh θk , (5.7)
a˜k(θ) = e
−iGa˜keiG = a˜k cosh θk − a†k sinh θk , (5.8)
where θk = θk(β) is the temperature-dependent Bogoliubov parameter to be deter-
mined and G is the hermitian generator given by
G = i
∑
k
θk
[
a†ka˜
†
k − a˜kak
]
. (5.9)
The “hyperbolic” relation
cosh2 θk − sinh2 θk = 1 , (5.10)
guarantees that the thermal operators are still canonical.
In terms of the original ground state |0〉, the vacuum |0(θ)〉 annihilated by ak(θ)
and a˜k(θ) takes the form
|0(θ)〉 = e−iG|0〉 =
∏
k
1
cosh θk
exp
[
tanh θk a
†
ka˜
†
k
]
|0〉 , (5.11)
with ak(θ)|0(θ)〉 = a˜k|0(θ)〉 = 0, as expected. Note that this state is the vacuum
(zero energy state) of neither H nor H˜; it is however the zero energy eigenstate of
the total Hamiltonian
H = H − H˜ , (5.12)
2In Sec. 5.3.3 it will be shown that the form of the Bogoliubov transformations is not unique;
although this arbitrariness is irrelevant in thermal equilibrium, since it does not affect physical
quantities, the situation becomes much more complicated in non-equilibrium conditions, where the
choice of the parameterization is indeed related to a particular form of a transport equation [190].
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i.e. H|0(θ)〉 = 0.
In order to identify the state |0(θ)〉 with the thermal vacuum |0(β)〉 defined in
Eq. (5.5), the relation between θ and β must be made explicit. To this aim, let us
recast Eq. (5.5) into the form
|0(θ)〉 = e−S/2 exp
[∑
k
a†ka˜
†
k
]
|0〉 = e−S˜/2 exp
[∑
k
a†ka˜
†
k
]
|0〉 , (5.13)
where
S = −
∑
k
[
a†kak log sinh
2 θk − aka†k log cosh2 θk
]
, S˜ = S (ak → a˜k) , (5.14)
(see below for a possible thermodynamical interpretation of this operator).
As widely discussed in the previous Chapters, due to the thermal Bogoliubov
transformation in Eq. (5.11), the vacuum state |0(θ)〉 acquires a non-trivial con-
densate structure; specifically, it turns out to be a SU(1, 1) generalized coher-
ent state [196]. Notice also that, for each θ, one has a copy of the original al-
gebra {ak(θ), a†k(θ), a˜k(θ), a˜†k(θ); |0(θ)〉| ∀k} induced by the Bogoliubov generator
G, which thus can be regarded as a generator of the group of automorphisms of
⊗ksu(1, 1)k parametrized by θk. In this connection, let us observe that the operator
Nk − N˜k ≡ a†kak − a˜†ka˜k, where Nk (N˜k) is the number operator for physical (tilde)
particles, is invariant under the Bogliubov transformations Eqs. (5.7)-(5.8), i.e.:
a†kak − a˜†ka˜k = a†k(θ)ak(θ) − a˜†k(θ)a˜k(θ), ∀θ . (5.15)
Therefore, δ
δθ
(Nk(θ)−N˜k(θ)) = 0, with Nk(θ)−N˜k(θ) ≡ a†k(θ)ak(θ) − a˜†k(θ)a˜k(θ), in
accordance with the fact that 1
4
(Nk − N˜k)2 is the Casimir operator of the su(1, 1)k
algebra.
By use of Eqs. (5.7)-(5.8), the condensation density of physical particles in the
thermal vacuum can be easily calculated, yielding
nk ≡ 〈0(θ)|a†kak|0(θ)〉 = sinh2 θk , (5.16)
with an analogous result for the tilde particles.
At the same time, by minimizing with respect to θk the quantity
〈Ω〉0 ≡ 〈0(θ)|
[
− 1
β
S + H − µN
]
|0(θ)〉 , (5.17)
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we obtain (redefining the energies ωk by including µ)
nk =
1
eβωk − 1 , (5.18)
which is the correct (Bose-Einstein) thermal average for a bosonic system at inverse
temperature β. By virtue of this, the vacuum |0(θ)〉 can be properly identified with
the (fundamental) thermal ground state |0(β)〉: thus, we conclude that the thermal
Fock space {|0(β)〉} and the free (enlarged) Fock space {|0, 0〉} are indeed related
via the Bogoliubov transformations Eqs. (5.7)-(5.8).
The obtained result also allows for a possible thermodynamical interpretation
of the quantities S (S˜) and Ω introduced above: exploiting the thermality of the
Bose-Einstein distribution Eq. (5.18), indeed, one finds it natural to describe S (S˜)
in Eq. (5.14) as the entropy operator for the physical (tilde) system, while Ω in
Eq. (5.17) is the Landau free energy, with µ being the chemical potential.
In this picture, the physical meaning of the tilde degrees of freedom is made
possible, for example, by looking at the relation ak|0(θ)〉 = 0 = a˜k|0(θ)〉; this shows
that the creation (annihilation) of a physical a-particle in the vacuum |0(θ)〉 is equiv-
alent (up to an irrelevant c-number factor) to the annihilation (creation) of a tilde
a˜-particle in the vacuum itself (cf., e.g., the transformations in Eqs. (5.7)-(5.8). The
a˜-particles thus can be interpreted as holes, or anti-particles, for the physical quanta.
Additionally, when dealing with either non-equilibrium or dissipative systems, it can
be seen that the energy flowing out of the physical system is exchanged with the
dual tilde system [177, 178, 197], which may therefore represent the environment
into which the a-particles live.
In closing, we stress that the Bogoliubov transformation Eq. (5.11) has merely
a formal meaning, holding at finite volume; in the infinite volume limit, using the
continuous limit relation
∑
k → V(2pi)3
∫
d3k, one can show that [99]
〈0(θ)|0〉 → 0 , ∀θ ≡ {θk} 6= 0 , (5.19)
and, more general, that
〈0(θ)|0(θ′)〉 → 0 , (5.20)
as V → ∞, ∀θ′ 6= θ. Thus, for each θ ≡ {θk}, one has a representation {|0(θ)〉}
of the canonical commutation relations that is unitarily inequivalent to any other
representation {|0(θ′)〉, ∀θ′ 6= θ} in the infinite volume limit (this is a well-known
feature of QFT [177] reflecting into the non-unitary nature of the generator of Bo-
goliubov transformations in the infinite volume limit. We remand the reader to
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Appendix B for a discussion on this issue in the context of flavor mixing in QFT).
As usual, one works at finite volume and only at the end of the computations the
limit V →∞ is performed.
The analysis of these (and other) features of TFD will be taken up in Sec-
tion 5.3.3, where we are also going to comment on the tilde-conjugation symmetry
(i.e. the symmetry between physical and tilde worlds) in connection with the geo-
metric properties of the η-ξ spacetime.
Boson thermal propagators
In order to illustrate the propagator structure of a thermal theory, consider the
simplest situation of a (real) scalar field in thermal equilibrium. We have3
φ(x) =
∫
d3k
(2pi)
3
2 (2ωk)
1
2
[
ake
i(k·x−ωkt) + a†ke
i(−k·x+ωkt)
]
, (5.21)
φ˜(x) =
∫
d3k
(2pi)
3
2 (2ωk)
1
2
[
a˜ke
i(−k·x+ωkt) + a˜†ke
i(k·x−ωkt)
]
. (5.22)
where φ(x) and φ˜(x) commute with each other and[
φ(t,x), ∂tφ(t,x
′)
]
= iδ3(x− x′) , (5.23)[
φ˜(t,x), ∂tφ˜(t,x
′)
]
= −iδ3(x− x′) . (5.24)
In TFD it is well-known that the propagators exhibit a matrix structure, arising
from the various possible combinations of physical and tilde fields in the (thermal)
vacuum expectation value (although the physical and tilde degrees of freedom are
not coupled in the total hamiltonian H, indeed, they do couple in the thermal
vacuum state |0(θ)〉). The thermal causal propagator for a free scalar field φ(x) is
calculated as
∆ab(x, y) = 〈0(θ)|T
[
φa(x)φb†(y)
]|0(θ)〉 , (5.25)
where T is the time ordering symbol and the a, b indices refer to the thermal doublet
φ1 = φ and φ2 = φ˜†. Since we are considering a real scalar field, we should use in
the above definition φ2 = φ˜.
Remarkably, in the momentum representation, the above propagator takes the
3As shown in Ref. [99], a perturbative approach based on (on-shell) free fields does not hold at
finite temperature; for our purpose, however, we shall assume that the temperature is low enough
so that a description of excitations in terms of free fields is approximatively valid.
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form [177]
∆ab(k0,k) =
(
B−1k
[
1
k20 − (ωk − iετ3)2
]
Bkτ3
)
ab
, (5.26)
where is the usual Pauli matrix diag(1,−1) and ε > 0. Note that the internal
(or “core”) matrix is diagonal and coincides with the standard (zero temperature)
Feynman propagator. It thus arises that the thermal propagator is obtained from
the standard one via the action of the Bogoliubov matrix Eqs. (5.7)-(5.8), here
rewritten as
Bk =
(
cosh θk − sinh θk
− sinh θk cosh θk
)
. (5.27)
Therefore, the thermal Bogoliubov transformation only acts on the imaginary part
of the propagator; for instance, the (1, 1) component of ∆ab(k0,k) turns out to be
∆11(k0,k) =
[
k20 − (ωk − iε)2
]−1 − 2piinkδ(k20 − ω2k) , (5.28)
where nk is the number of ak-quanta.
A further relevant property of the finite temperature propagator Eq. (5.25) is
that only three out of the four elements are independent, since one has
∆11 + ∆22 − ∆12 − ∆21 = 0 , (5.29)
which is valid for any different (gauge) parameterizations of the thermal Bogoliubov
matrix, as discussed in the next Section.
5.2.2 TFD for fermions
A construction similar to the above can be developed in the case of two sets of
anti-commuting fermionic ladder operators [6], here denoted as α, α˜:
{
αk, α
†
p
}
=
{
α˜k, α˜
†
p
}
= δk,p , (5.30)
with all other anti-commutators vanishing and αk, α˜k anti-commuting among them-
selves.
In analogy with Eqs. (5.7)-(5.8), the thermal operators are now given by
αk(θ) = e
−iGfαkeiGf = αk cos θk − α˜†k sin θk , (5.31)
α˜k(θ) = e
−iGf a˜keiGf = α˜k cos θk + α
†
k sin θk , (5.32)
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where the generator Gf has the form
Gf = i
∑
k
θk
[
α†kα˜
†
k − α˜kαk
]
, (5.33)
and it is non-unitary in the infinite volume limit, as discussed above. The “circular”
relation
cos2 θk + sin
2 θk = 1 , (5.34)
guarantees that the thermal operators are still canonical.
Unlike bosons, the Bogoliubov transformation Eqs. (5.31)-(5.32) should now be
thought of as inner automorphism of the algebra ⊗su(2)k parameterized by θk; thus,
the fermionic thermal vacuum acquires the structure of a SU(2) generalized coherent
state [196],
|0(θ)〉 = e−iGf |0〉 =
∏
k
[
cos θk + sin θk α
†
kα˜
†
k
]
|0〉 , (5.35)
with
αk(θ)|0(θ)〉 = α˜k(θ)|0(θ)〉 = 0 , (5.36)
and entropy operator
S = −
∑
k
[
α†kαk log sin
2 θk + αkα
†
k log cos
2 θk
]
, S˜ = S (ak → a˜k) . (5.37)
The condensation density of physical particles is given by
nk ≡ 〈0(θ)|α†kαk|0(θ)〉 = sin2 θk , (5.38)
with an analogous result for the tilde particles. By a procedure similar to that of
Eq. (5.17), we also obtain the Fermi-Dirac distribution
nk =
1
eβωk + 1
, (5.39)
to be compared with the Bose-Einstein distribution, Eq. (5.18).
We further remark that the same propagator structure as the one described in
the previous Section still holds for fermions (the reader is remanded to the literature
quoted above for a more thorough description of this).
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5.3 Unified formalism for TQFTs: a geometric view-
point
So far, we have discussed analogies and differences of various existent TQFT for-
malisms, focusing specifically on Thermo Field Dynamics. In view of the obtained
results, an interesting question is whether these seemingly different approaches have
some roots in common or, in other words, if their features can be understood in a
deeper way so that they appear to be unified. A clue to an answer may be found in
the well-known Hawking’s discovery [3] that temperature may arise in a quantum
theory as a result of a non-trivial background endowed with event horizon(s). In the
case of the Hawking effect, the background in question is any asymptotically flat
black hole spacetime, such as Schwarzschild [3, 198], Reissner-Nordström [199, 200]
or Kerr [201] spacetime. Rindler spacetime, as widely discussed in the previous
Chapters, is also known to exhibit thermal features [26, 75], being the “theater” of
the Unruh effect. The same logical scheme can be further extended to cosmologi-
cal horizons, like the event horizon in de Sitter spacetime, where the ensuing (de
Sitter) temperature is TdS = H/2pi (H−1 is the radius of the horizon – de Sitter
radius) [202, 203].
In all these cases the (zero temperature) vacuum state of an inertial observer
is perceived as a thermal state by a certain kind of “non-inertial” observers, e.g.,
a black hole spacetime (Hartle-Hawking vacuum) represents a thermal state for a
static (i.e., non-inertial) observer in Schwarzschild spacetime [3, 5], and similarly,
Minkowski vacuum agrees with a thermal state for an accelerated (i.e., non-inertial)
observer [4]. It has been known for some time that the aforesaid concept of an
observer-dependent vacuum, or more precisely, an observer-dependent notion of par-
ticle being emitted from the horizon (alongside with the ensuing concepts of a heat
bath and temperature) offers an interesting route towards unification of some of
TQFT formalisms [7]. The merger can be achieved when one constructs a new
spacetime in which the (zero temperature) vacuum corresponds to a usual thermal
state for Minkowski inertial observer, i.e, where the Minkowski observer is an appro-
priately chosen non-inertial observer from the point of view of the new spacetime.
In addition, such a spacetime should have more than 1 + 3-dimensions to allow for
analytic continuation between Minkowski and Euclidean spacetimes [204]. Along
these lines, a flat background with a non-trivial horizon structure providing desired
thermal features – the so-called η-ξ spacetime – has been constructed [7, 205, 206].
In its essence, the η-ξ spacetime is a flat complex manifold with complexified S1×
R3 topology. Its Lorentzian section consists of four copies of Minkowski spacetime
5.3 Unified formalism for TQFTs: a geometric viewpoint 103
Im t
Re t0t  t+-
- iβ
-t-iσβ +t-iσβ
Figure 5.1: The Niemi-Semenoff time path used in POM. The parameter σ ranges from
the value σ = 0 (Closed Time Path) to σ = 1.
glued together along their past or future null hyperplanes. Since in Kruskal-like
coordinates the metric is singular on these hyperplanes, we shall call them formally
event horizons. Their existence leads to the doubling of the degrees of freedom of
the fields. The vacuum propagator on this section is found to be equal to the real-
time thermal matrix propagator. On the other hand, in the Euclidean section of η-ξ
spacetime, the time coordinate is periodic and the field propagator can be identified
with the conventional Matsubara propagator.
Our aim here is to show that the η-ξ spacetime is structurally richer than pre-
viously thought and, in doing so, we point out the existence and relevance of other
complex sections of the η-ξ spacetime aside from the already known Lorentzian
and Euclidean ones. In this context, it is worth recalling that TQFT formalisms
have a number of physically equivalent (though technically distinct) parameteriza-
tions [99, 174, 175, 176]. For instance, the real-time TQFTs are characterized by
a freedom in the parameterization of the thermal matrix propagator. In the POM
formalism, this freedom in parameterization is related to the choice of a specific path
in the complex-time plane going from t = 0 to t = −iβ, which is not unique [207].
This, so-called Niemi-Semenoff time path, is depicted in Fig. 5.1.
In TFD, different parameterizations of the Bogoliubov thermal matrix are per-
mitted [190]. We stress that although the choice of the parameterization (in both
POM and TFD) is irrelevant in thermal equilibrium since it does not affect physical
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quantities [99, 190], it plays a crucial rôle in non-equilibrium situations, where the
choice of a closed-time path in POM or the left and right statistical states in TFD
relate to a particular form of a transport equation [190]. As yet, such distinct param-
eterizations of TQFTs have not been considered in the context of the η-ξ spacetime.
Here we will see that all the aforementioned parameterizations can be realized within
the η-ξ spacetime framework and can be interpreted in purely geometric terms. The
geometric picture for TQFTs is consequently enlarged. We will also show how the
unification of the different formalisms of TQFT arises naturally within this frame-
work. The generalization introduced here could be useful in order to extend the
geometric picture of η-ξ spacetime to systems out of thermal equilibrium, for which
the typical choice of equilibrium parametrization is not convenient [190].
The remainder of following Sections is organized as follows. Section 5.3.1 pro-
vides theoretical essentials of the η-ξ spacetime. In doing so, we focus our attention
on Euclidean and Lorentzian sections alongside with their respective complex ex-
tensions. As a tool for our analysis, in Subection 5.3.2 we show how to perform field
quantization in η-ξ spacetime. To keep our discussion as transparent as possible,
we consider only a scalar quantum field. Section 5.3.3 is devoted to examining the
relationships between η-ξ spacetime and TQFTs, and to the unification of various
existent TQFTs in the framework of η-ξ spacetime. Furthermore we discuss some
of the salient features of the extended Lorentzian section. Various remarks and
generalizations are addressed in the concluding Section 5.4.
5.3.1 η-ξ spacetime – essentials and beyond
The η-ξ spacetime was originally introduced in Refs. [7]. It represents a 1 + 3-
dimensional complex manifold defined by the line element
ds2 =
−dη2 + dξ2
α2 (ξ2 − η2) + dy
2 + dz2 , (5.40)
where α = 2pi/β is a real constant and (η, ξ, y, z) ∈ C4. In the following, we will
use the symbol ξµ = (η, ξ, y, z) to denote the entire set of η-ξ coordinates, but for
simplicity we will often drop the index µ when no confusion with the space-like
coordinate occurs.
Euclidean section
One of the key sections of the η-ξ spacetime is the Euclidean section. The associated
metric is obtained from Eq. (5.40) by assuming that (σ, ξ, y, z) ∈ R4, where σ ≡ −iη.
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A straightforward substitution leads to
ds2 =
dσ2 + dξ2
α2 (σ2 + ξ2)
+ dy2 + dz2 . (5.41)
By use of the transformations
σ = (1/α) exp (αx) sin (ατ) , (5.42)
ξ = (1/α) exp (αx) cos (ατ) , (5.43)
the metric becomes that of a cylindrical (Euclidean) spacetime, i.e.
ds2 = dτ 2 + dx2 + dy2 + dz2 , (5.44)
where the temporal direction ατ is 2pi-periodic. In our following considerations,
we will restrict the basic temporal interval to 0 ≤ τ ≤ β. On the QFT level, this
setting together with the single-valuedness of quantum fields will yield the typical
periodicity property of the Euclidean propagator.
Lorentzian section
The second important section is the Lorentzian section. In this case, the line element
is given by Eq. (5.40) with (η, ξ, y, z) ∈ R4. The ensuing metric is singular on the
two hyperplanes η = ± ξ, which we will call “event horizons” (see comment after
Eq. (5.56)). These divide η-ξ spacetime into four regions denoted by R
I
, R
II
, R
III
and R
IV
(see Fig. 5.2). In the first two regions, one can define two sets of tortoise-like
coordinates xµ
I ,II
∈ R4 by xµ
I ,II
= (t
I ,II , xI ,II , y, z) where
in R
I
:
 η = +(1/α) exp (αxI ) sinh (αtI ) ,ξ = +(1/α) exp (αx
I
) cosh (αt
I
) ,
(5.45)
in R
II
:
 η = −(1/α) exp (αxII ) sinh (αtII ) ,ξ = −(1/α) exp (αx
II
) cosh (αt
II
) .
(5.46)
Similar transformations also hold in regions R
III
and R
IV
(see Refs. [7, 208, 209])
but for our purposes it will be sufficient to consider only the first two regions.
In terms of the new coordinates xµ
I ,II
, the metric in Eq. (5.40) becomes the usual
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Figure 5.2: Lorentzian section of η-ξ spacetime: the solid lines represent the singularities
at ξ2 − η2 = 0. On the (dashed) straight lines time is constant, while on the
hyperbolas the Minkowski coordinate x is constant. Note that times tI and tII
flow in opposite directions as a consequence of opposite orientations of ensuing
time-like Killing vectors in regions RI and RII .
Minkowski one with the metric signature in the spacelike convention
ds2 = −dt2
I ,II
+ dx2
I ,II
+ dy2 + dz2 , (5.47)
(and similarly for R
III
and R
IV
). It thus arises that regions R
I
to R
IV
represent four
copies of Minkowski spacetime glued together along the “event horizons” 4, making
up together the Lorentzian section of η-ξ spacetime.
Although Eqs. (5.45)-(5.46) formally correspond to Rindler transformations [75],
the (t
I ,II , xI ,II , y, z) coordinates should not be confused with the Rindler ones, since
in those coordinates the metric takes the standard Minkowski form. Indeed, an
observer whose world-line is the branch of hyperbola described, for example, by
(x
I
(t
I
), y(t
I
), z(t
I
)) = (x0, y0, z0) moves in the Lorentzian wedge RI inertially and
thus cannot be identified with an accelerated observer as in the Rindler case. The
rôle of the inertial and non-inertial coordinates in Eqs. (5.45)-(5.46) are actually
reversed with respect to the Rindler case [7, 75].
We now study the analytic properties of the transformations in Eqs. (5.45)-(5.46).
4See comment at the end of the Section
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In the null coordinates ξ± = η ± ξ, we can rewrite these equations as
in R
I
:
 ξ
+
>(tI , xI ) = +(1/α) exp [+α (tI + xI )] ,
ξ−<(tI , xI ) = −(1/α) exp [−α (tI − xI )] ,
(5.48)
in R
II
:
 ξ
+
<(tII , xII ) = −(1/α) exp [+α (tII + xII )] ,
ξ−>(tII , xII ) = +(1/α) exp [−α (tII − xII )] ,
(5.49)
where the subscripts < and > have been added to the variables ξ± to indicate their
ranges, i.e. one has ξ±> > 0 and ξ±< < 0. The reciprocals of these transformations are
in R
I
:

t
I
(ξ+> , ξ
−
<) =
1
2α
ln
(
−ξ
+
>
ξ−<
)
,
x
I
(ξ+> , ξ
−
<) =
1
2α
ln
(−α2ξ+>ξ−<) , (5.50)
in R
II
:

t
II
(ξ+< , ξ
−
>) =
1
2α
ln
(
−ξ
+
<
ξ−>
)
,
x
II
(ξ+< , ξ
−
>) =
1
2α
ln
(−α2ξ+<ξ−>) . (5.51)
Equations (5.50)-(5.51) are defined in regions R
I
and R
II
, respectively. We now
would like to analytically continue these expressions to obtain the functions t
I
(ξ),
t
II
(ξ) and x
I
(ξ), x
II
(ξ) defined in R
I
∪R
II
. This amounts to extend these expressions
from positive or negatives values of ξ± to their negative or positive values respec-
tively. In order to do this, we choose to perform the analytic extension in the lower
half-planes of both the ξ+ and ξ− complex planes for reasons which will become clear
below. In other words, we assume that −pi < arg ξ± ≤ pi, or equivalently that the
cuts in the ξ± complex planes are given by R− + i0+. It is not possible to perform
the analytic continuation with respect to the two variables ξ± at once, otherwise
an erroneous result would be obtained. To fix the ideas, we choose to perform the
extension first in the ξ+ variable and then in ξ− (the choice of the opposite order
gives the same result for our particular purposes). If ξ±< is the analytic continuation
of ξ±> from positive to negative values, one has (see Fig. 5.3)
ln
(−ξ±<) = ln (+ξ±>) + ipi , (5.52)
ln
(
+ξ±>
)
= ln
(−ξ±<) − ipi . (5.53)
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Figure 5.3: Analytic extension in the lower half-planes of the ξ+ and ξ− complex planes.
The dashed line R− + i0+ is the branch cut of the logarithm in Eq. (5.52).
This implies
ln
(
−ξ
+
<
ξ−>
)
= ln
(
−ξ
+
>
ξ−<
)
+ i2pi , (5.54)
ln
(−α2ξ+<ξ−>) = ln (−α2ξ+>ξ−<) , (5.55)
which means that these expressions are the analytic continuations of each other.
Consequently, by using Eqs. (5.50)-(5.51), one obtains in R
I
∪R
II
t
II
(ξ) = t
I
(ξ) + i β/2, (5.56)
x
II
(ξ) = x
I
(ξ) . (5.57)
We note in passing that we can call the hypersurfaces ξ2 − η2 = 0 “horizons”
only in the sense that an inertial observer in region R
I
cannot receive any signal
sent from ξ− = 0, and cannot send any signal to ξ+ = 0. So the hypersurface
ξ− = 0 or ξ+ = 0 can formally be called a “future horizon” H+ or “past horizon”
H−, respectively for an inertial observer in region R
I
. Analogous conclusion holds,
of course also for an inertial observer in region R
II
.
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Extended Lorentzian section
Let us now consider a class of complex sections of η-ξ spacetime generated from
the Lorentzian section by shifting the Minkowski time coordinate in the imaginary
direction but only in the region R
II
, namely
in R
I
∪R
III
∪R
IV
: tq → tq
δ
= tq, q = I, II and III ,
in R
II
: t
II
→ t
IIδ
= t
II
+ iβδ ,
(5.58)
where δ ∈ [−1/2, 1/2]. The reason for this interval will become clear shortly. We
shall call this one-parametric class of sections as “extended Lorentzian section” and
denote by R
IIδ
the image of the region R
II
resulting from this shift. In R
IIδ
the η-ξ
coordinates become complex variables and are transformed according to (η, ξ) →
(η
δ
, ξ
δ
) where, from Eq. (5.58), we have
in R
IIδ
:
 ηδ = −(1/α) exp (αxII ) sinh [α (tII + iβδ)] ,ξ
δ
= −(1/α) exp (αx
II
) cosh [α (t
II
+ iβδ)] .
(5.59)
In terms of the real η-ξ variables, one can write
η
δ
= +η cos (2piδ) + iξ sin (2piδ) , (5.60)
iξ
δ
= −η sin (2piδ) + iξ cos (2piδ) , (5.61)
or, equivalently, in terms of null coordinates
ξ+
δ
= exp (+i2piδ) ξ+, (5.62)
ξ−
δ
= exp (−i2piδ) ξ−. (5.63)
The time shift in Eq. (5.58) thus induces a rotation in the (η, iξ) plane of R
II
. By
using the rotated coordinates, the metric can then be recast into the form
ds2 =
−dη2δ + dξ2δ
α2 (ξ2δ − η2δ )
+ dy2 + dz2 , (5.64)
and is thus unchanged by the time shift Eq. (5.58), which is therefore an isometry
of the η-ξ spacetime. After the time shift, Eqs. (5.56)-(5.57) become
t
IIδ
(ξ
δ
) = t
I
(ξ
δ
) + i β (1/2 + δ) , (5.65)
x
IIδ
(ξ
δ
) = x
I
(ξ
δ
) . (5.66)
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Let us finally comment on Killing fields in (extended) Lorentzian section. Since
a timelike Killing vector defines a preferred time coordinate in a time-independent
spacetime [210], we can expect (with some foresight) that its structure is pertinent
for the understanding of the connection between the (extended) Lorentzian section
and the POM. It will also prove useful when we will discus TFD in Section 5.3.3.
In order to find the Killing vector field κ in various sections of η-ξ spacetime, we
need to solve the Killing equation (Lκ g)µν = κλgµν,λ + gλνκλ,µ + gµλκλ,ν = 0. Here
Lκ is the Lie derivative along the vector field κ and gµν is the pullback metric on a
given section. For instance, in the Lorentzian section we have
κ = α
(
ξ
∂
∂η
+ η
∂
∂ξ
)
, (5.67)
which is clearly timelike in R
I
∪R
IIδ
as there κ2 = gµνκµκν = −1. The parameter α
was introduced in Eq. (5.67) so that the components of κ become dimensionless and
normalized to −1. Along the same lines, we see that, in the extended Lorentzian
section, we obtain from Eq. (5.64)
κ = α
(
ξδ
∂
∂ηδ
+ ηδ
∂
∂ξδ
)
. (5.68)
Again, κ is timelike in R
I
∪ R
IIδ
. The integral curves of the above Killing vector
fields satisfy equations dξδ/ds = αηδ and dηδ/ds = αξδ, which yield a parametric
representation of orbits in the form
ξδ(s) = ξ
0
δ cosh[α(s + iβδ)] , (5.69)
ηδ(s) = η
0
δ sinh[α(s + iβδ)] , (5.70)
where δ is the shift parameter introduced in Eq. (5.58), in particular, δ = 0 in R
I
.
The integration constants ξ0δ and η0δ depend on an actual position xI or xII of the
observer. Equations (5.69)-(5.70) precisely coincide with the world-lines of a static
observer in respective Minkowski wedges. Note that the Killing vectors in regions
R
I
and R
IIδ
have mutually opposite orientations of their real parts.
Analogous reasonings yield in the Euclidean section the Killing vector
κ = α
(
ξ
∂
∂σ
− σ ∂
∂ξ
)
, (5.71)
which is the Euclidean analogue of the timelike Killing vector. The integral curves of
the above κ are circles around the origin with radius R = eαx/α (here R2 = σ2 +ξ2).
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Hence these orbits can be identified with preferred inverse-temperature coordinate
in the Euclidean section.
Note, finally, that the coordinates xµ
I ,II
= (t
I ,II , xI ,II , y, z), xµI ,IIδ = (tI ,IIδ , xI ,IIδ , y, z)
and xµ = (τ, x, y, z) are adapted to the Killing fields in Eqs. (5.67), (5.68)-(5.71),
respectively.
5.3.2 Field quantization in η-ξ spacetime
For sake of simplicity, let us now consider a free scalar field with a support in
η-ξ spacetime. The corresponding generalization to the fermionic sector is quite
straightforward and one may, for instance, follow the line of reasonings presented in
Ref. [188].
We denote the “global” scalar field in η-ξ coordinates as Φ(ξ). It satisfies the
Klein-Gordon equation
( − m2)Φ(ξ) = 0 , (5.72)
where = g−1/2∂µgµνg−1/2∂ν is the Laplace-Beltrami operator, with g(ξ) = |detgµν |.
We define the inner product of two Klein-Gordon fields by
(Φ1,Φ2) = −i
∫
Σ
dΣ (g(ξ))1/2Φ1(ξ)n
ν
↔
∂ ν Φ
∗
2(ξ) , (5.73)
where the integral is taken over a Cauchy hypersurface Σ and nν is an orthonormal
vector to this hypersurface.
Euclidean section
In the Euclidean section of η-ξ spacetime, one has Φ = Φ(σ, ξ, y, z). The field in the
τ -x coordinates in Eqs. (5.42)-(5.43) shall be denoted by φ = φ(τ, x, y, z). These
two fields are related by
φ(τ, x, y, z) = Φ(σ(τ, x), ξ(τ, x), y, z) . (5.74)
Because of the periodic nature of the time τ and presumed single-valuedness of the
field, the following condition must be satisfied
φ(τ, x, y, z) = φ(τ + β, x, y, z) . (5.75)
This periodic boundary condition will prove to be important in Section 4. Note
that Eq. (5.75) is nothing but the familiar Kubo-Martin-Schwinger (KMS) boundary
condition for Euclidean fields [99, 175].
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Lorentzian section
Lorentzian section, as we have seen, is made up of four different regions, each of
them being a complete Minkowski spacetime. Since our primary interest is only in
regions R
I
and R
II
, we shall limit ourselves to consider the quantum field over these
two regions. Our aim is to find an expansion for the global field Φ in the joining
R
I
∪R
II
.
Let us start by defining the “local” fields φI (x
I
) and φII (x
II
) by
Φ(ξ) =
 φI (xI (ξ)), when ξ ∈ RI ,φII (x
II
(ξ)), when ξ ∈ R
II
.
(5.76)
They have support in R
I
and R
II
, respectively. By choosing Σ to be any of the
one-parametric class of hypersurfaces η = aξ (with −1 < a < 1), we obtain from
Eq. (5.73) that the global inner product assumes the form
(Φ1,Φ2) = 〈φI1, φI2〉 + 〈φII1 , φII2 〉 , (5.77)
where 〈 , 〉 is the local inner product in Minkowski spacetime
〈φ1, φ2〉 = −i
∫
R3
d3xφ1(x)
↔
∂ t φ
∗
2(x) . (5.78)
This is nothing but the usual Klein-Gordon inner product known from relativistic
quantum theory [115].
In η-ξ spacetime covered by the xµ
I ,II
coordinates defined by Eqs. (5.45)-(5.46),
the solutions of the Klein-Gordon equation are just plane waves restricted to a given
region. So, we can write explicitly
uk(xI ) = (4piωk)
− 1
2 ei(k·xI −ωk tI ), (5.79)
vk(xII ) = (4piωk)
− 1
2 ei(k·xII +ωk tII ), (5.80)
where ωk =
√
|k|2 +m2. Starting from these Minkowski modes, one defines the two
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wave functions Uk(ξ) and Vk(ξ) with support in RI and RII , respectively, by
Uk(ξ) =
 uk(xI (ξ)), when ξ ∈ RI ,0, when ξ ∈ R
II
,
(5.81)
Vk(ξ) =
 0, when ξ ∈ RI ,vk(xII (ξ)), when ξ ∈ RII . (5.82)
Their power spectra with respect to the momenta conjugated to ξ+ and ξ− contain
negative contributions, which are furthermore not bounded from below. The sets of
functions
{
Uk(ξ), U
∗
−k(ξ)
}
k∈R3 and
{
Vk(ξ), V
∗
−k(ξ)
}
k∈R3 defined on RI and RII , re-
spectively, are thus over-complete, since the same energy contribution (i.e. momen-
tum contribution conjugate to η) can appear twice in these sets. In other words, the
energy spectra of Uk and U∗−k overlap, and so do the spectra of Vk and V ∗−k. There-
fore, these sets can not be used as a basis in their respective supports and their
joining is clearly not a basis in R
I
∪ R
II
. In order to construct a basis in R
I
∪ R
II
,
we could solve, for instance, the Klein-Gordon equation in η-ξ coordinates to obtain
the field modes in these coordinates. The Bogoliubov transformations resulting from
this choice of basis would be, however, quite complicated. So instead of following
this route, we shall construct basis elements with positive energy spectra from the
wave functions uk(xI (ξ)) and v∗−k(xII (ξ)). We will further demand these basis el-
ements should be analytic functions in the lower complex planes of ξ+ and ξ−, so
that their spectra with respect to the momenta conjugate to ξ+ and ξ− contain only
positive contributions. Consequently, they will have positive energy spectra.
To this end, we analytically extend the two wave functions uk(xI (ξ)) and v∗−k(xII (ξ))
in the lower complex planes of ξ+ and ξ− (as in Section 5.3.1, the cut in the com-
plex planes is represented by R− + i0+). By applying Eqs. (5.56)-(5.57), we obtain
directly
uk(xI (ξ)) = e
−β
2
ωk v∗−k(xII (ξ)) , (5.83)
vk(xII (ξ)) = e
−β
2
ωk u∗−k(xI (ξ)) . (5.84)
The expressions on the right and left hand sides of these equations are analytic
continuations of each other. We are therefore led to introduce the following two
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normalized linear combinations
Fk(ξ) = (1− fk)−
1
2
[
Uk(ξ) + f
1
2
k V
∗
−k(ξ)
]
, (5.85)
F˜k(ξ) = (1− fk)−
1
2
[
Vk(ξ) + f
1
2
k U
∗
−k(ξ)
]
, (5.86)
where fk = e−βωk and Uk(ξ) and Vk(ξ) are defined in Eqs. (5.81)-(5.82), respec-
tively. These global wave functions are still solutions of the Klein-Gordon equation.
Moreover, they are analytic in R
I
∪R
II
and in particular at the origin ξ+ = ξ− = 0.
Since they are analytic complex functions in the lower complex planes of ξ+ and ξ−,
their energy spectra are positive. The set {Fk, F ∗−k, F˜k, F˜ ∗−k}k∈R3 is thus complete
(but not over-complete) over the joining R
I
∪ R
II
. Furthermore it is an orthogonal
set since
(Fk, Fp) = (F˜
∗
k , F˜
∗
p) = + δ
3(k − p) , (5.87)
(F ∗k , F
∗
p) = (F˜k, F˜p) = −δ3(k − p) , (5.88)
with all the other scalar products vanishing.
On the one hand, we can expand the local scalar fields in terms of Minkowski
modes given in Eqs. (5.79)-(5.80) as follows
φI (x
I
) =
∫
d3k
[
aIk uk(xI ) + a
I†
k u
∗
k(xI )
]
, (5.89)
φII (x
II
) =
∫
d3k
[
aIIk vk(xII ) + a
II
†
k v
∗
k(xII )
]
. (5.90)
On the other hand, the global scalar field can be expanded in terms of the F -modes
given in Eqs. (5.85)-(5.86) as
Φ(ξ) =
∫
d3k
[
bk Fk(ξ) + b
†
k F
∗
k(ξ) + b˜k F˜−k(ξ) + b˜
†
k F˜
∗
−k(ξ)
]
. (5.91)
These three expansions define the local and global creation and annihilation oper-
ators, which are connected to each other by Bogoliubov transformations. In order
to obtain these transformations, we use the definition Eq. (5.76) relating the local
and global fields and the field expansions Eqs. (5.89), (5.90) and (5.91). A straight-
forward calculation leads tof
bk = aIk cosh θk − aII†−k sinh θk , (5.92)
b˜k = aII−k cosh θk − aI†k sinh θk , (5.93)
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where sinh2 θk = n(ωk) = (eβωk − 1)−1 is the Bose-Einstein distribution.
Extended Lorentzian section
By following the above outlined procedure, we can now construct a set of positive
energy modes in the extended Lorentzian section introduced in Section 5.3.1. We
start by considering the region R
II
, where the plane wave set {vk(xII ), v∗−k(xII )}k∈R3
has the form
vk(xII ) = (4piωk)
− 1
2 ei(k·xII +ωk tII ), (5.94)
v∗−k(xII ) = (4piωk)
− 1
2 ei(k·xII −ωk tII ). (5.95)
Under the time shift Eq. (5.58), this set is transformed into {vk(xIIδ ), v
]
−k(xIIδ )}k∈R3 ,
where the symbol ∗ has been replaced by ] because v]−k(xIIδ ) is no longer the complex
conjugate of vk(xIIδ ). In fact, one has
vk(xIIδ (xII )) = e
−βωkδ vk(xII ), (5.96)
v]−k(xIIδ (xII )) = e
+βωkδ v∗−k(xII ). (5.97)
We emphasize that the complex conjugation and the time shift do not commute.
Indeed, the mode v]−k(xIIδ (xII )) can be obtained from vk(xIIδ (xII )) by complex conju-
gation and by the replacement δ → −δ. This rule actually defines the ]-conjugation.
Similarly as in Eq. (5.76), one defines
Φ(ξ) =
 φI (xI (ξ)), when ξ ∈ RI ,φIIδ (x
IIδ
(ξ)), when ξ ∈ R
IIδ
.
(5.98)
In R
I
∪R
IIδ
the Klein-Gordon-like inner product Eq. (5.77) takes the form
(Φ1,Φ2)δ = 〈φI1, φI2〉 + 〈φIIδ1 , φIIδ2 〉δ , (5.99)
where the local Minkowski inner product 〈 , 〉
δ
in region R
IIδ
is given by
〈φ1, φ2〉δ = −i
∫
R3
d3x
IIδ
φ1(xIIδ )
↔
∂ t φ
]
2(xIIδ ) . (5.100)
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Equations (5.83), (5.84), (5.96) and (5.97) imply
uk(xI (ξδ)) = e
−βωk(1/2+δ) v]−k(xIIδ (ξδ)) , (5.101)
vk(xIIδ (ξδ)) = e
−βωk(1/2+δ) u]−k(xI (ξδ)) . (5.102)
With this, we can also write
u]k(xI (ξδ)) = e
−βωk(1/2−δ) v−k(xIIδ (ξδ)) , (5.103)
v]k(xIIδ (ξδ)) = e
−βωk(1/2−δ) u−k(xI (ξδ)) . (5.104)
The expressions on the left and right hand sides of these equations are thus analytic
continuations of each other. If we now define
Uk(ξδ) =
 uk(xI (ξδ)), when ξδ ∈ RI ,0, when ξ
δ
∈ R
IIδ
,
(5.105)
Vk(ξδ) =
 0, when ξδ ∈ RI ,vk(xIIδ (ξδ)), when ξδ ∈ RIIδ , (5.106)
the global modes in the extended Lorentzian section R
I
∪R
IIδ
are be written as
Gk(ξδ) = (1 − fk)− 12
[
Uk(ξδ) + f
1
2
+δ
k V
]
−k(ξδ)
]
, (5.107)
G˜k(ξδ) = (1 − fk)− 12
[
Vk(ξδ) + f
1
2
+δ
k U
]
−k(ξδ)
]
, (5.108)
and
G]k(ξδ) = (1 − fk)−
1
2
[
U ]k(ξδ) + f
1
2
−δ
k V−k(ξδ)
]
, (5.109)
G˜]k(ξδ) = (1 − fk)−
1
2
[
V ]k(ξδ) + f
1
2
−δ
k U−k(ξδ)
]
, (5.110)
where fk = e−βωk is the conventional Boltzmann factor.
Equations (5.101)-(5.104) allow to state that the global modes Eqs. (5.107)-
(5.110) are analytic in R
I
∪ R
IIδ
, in particular at the origin ξ+δ = ξ
−
δ = 0. Since
they are analytic complex functions in the lower complex planes of ξ+δ and ξ
−
δ , their
energy spectra have only positive contributions. We might note that, for δ = 0, they
reduce to the expressions Eqs. (5.85)-(5.86), as it should be expected.
Let us stress that the global modes G∗k and G˜∗k are not analytic in the extended
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Lorentzian section, contrary to the non-Hermitian combinations G]k and G˜
]
k. Non-
Hermitian conjugation operations such as our “sharp” conjugation ] are actually
common in TQFT, see for example Ref. [211] for a formally similar situation. In
Ref. [212], the necessity of the so-called Osterwalder-Schrader (reflection) positivity
as opposed to the Hermiticity property is shown in Euclidean field theories even
when the temperature vanishes.
The set {Gk, G˜k, G]k, G˜]k}k∈R3 is thus complete over RI ∪ RIIδ . It is furthermore
an orthogonal set since
(Gk, Gp)δ = (G˜
]
k, G˜
]
p)δ = δ
3(k − p) , (5.111)
(G]k, G
]
p)δ = (G˜k, G˜p)δ = −δ3(k − p) , (5.112)
with all the other inner products vanishing.
Following the procedure of Section 5.3.2, we now expand the local fields in the
Minkowski modes over regions R
I
and R
IIδ
as
φI (x
I
) =
∫
d3k
[
aIk uk(xI ) + a
I†
k u
∗
k(xI )
]
, (5.113)
φIIδ (x
IIδ
) =
∫
d3k
[
a
IIδ
k vk(xIIδ ) + a
IIδ
†
k v
∗
k(xIIδ )
]
. (5.114)
On the other hand, the expansion of the global field in the G modes over the region
R
I
∪R
IIδ
reads as
Φ(ξδ) =
∫
d3k
[
ckGk(ξδ) + c
]
kG
]
k(ξδ) + c˜k G˜−k(ξδ) + c˜
]
k G˜
]
−k(ξδ)
]
. (5.115)
From these last expansions, by using Eqs. (5.107)-(5.110), one finds the Bogoliubov
transformations
ck = (1− fk)− 12
(
aIk − f
1
2
−δ
k a
IIδ
†
−k
)
, (5.116)
c˜k = (1− fk)− 12
(
a
IIδ
−k − f
1
2
−δ
k a
I†
k
)
, (5.117)
and their ]-conjugate duals
c]k = (1− fk)−
1
2
(
aI†k − f
1
2
+δ
k a
IIδ
−k
)
, (5.118)
c˜]k = (1− fk)−
1
2
(
a
IIδ
†
−k − f
1
2
+δ
k a
I
k
)
. (5.119)
Note that the Bogoliubov transformations Eqs. (5.92)-(5.93) in the Lorentzian sec-
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tion are recovered for δ = 0.
5.3.3 Relationship between η-ξ spacetime and TQFTs
We are now ready to formulate and to prove the connection between QFTs in η-ξ
spacetime and TQFTs. In particular, we will show that in the aforesaid sections
of η-ξ spacetime, QFT naturally reproduces all the known formalisms of TQFTs
inasmuch as the correct thermal Green’s functions are recovered in respective sec-
tions. Without loss of generality, we will carry out our discussion in terms of a
self-interacting real scalar field.
We start first by recalling the known result [7] which states that in the Euclidean
section of η-ξ spacetime, QFT reproduces the imaginary time formalism. This can
be seen on both the level of generating functional and ensuing two-point Green’s
functions. The latter turn out to be nothing but thermal Green’s functions. In the
next step, we shall see that in the extended Lorentzian section, QFT corresponds
to the two known real-time TQFT formalisms, namely the POM and TFD. More-
over, we shall identify the parameter δ of the extended Lorentzian section with the
parameter σ that naturally parametrizes both POM and TFD formalisms.
In order to show this, let us start from the general form of the Lagrange density
in the full η-ξ spacetime for the real scalar theory with a Schwinger-type source term
J. This is given by
L[Φ, J] = −√g
(
1
2
∂µΦ∂
µΦ +
m2
2
Φ2 + V (Φ) − JΦ
)
, (5.120)
where V (Φ) is an arbitrary local self-interaction which might be further restricted
in its form, e.g. by requiring the renormalizability of the theory.
Matsubara formalism
In the Euclidean section of η-ξ spacetime, the generating functional of Green’s func-
tions is given by [7]
ZE[J ] = N
∫
DΦ exp
{
−
∫
dσdξdydz Lσ,ξ[Φ, J]
}
, (5.121)
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where
Lσ,ξ[Φ, J] =
1
2
[
(∂σΦ)
2 + (∂ξΦ)
2]
+
1
α2 (σ2 + ξ2)
{
1
2
(∇⊥Φ)2 + m
2
2
Φ2 + V (Φ) − JΦ
}
, (5.122)
is the corresponding pullback of the Lagrange density of the full η-ξ spacetime to
the Euclidean section.
By performing the change of coordinates in Eqs. (5.42)-(5.43), the generating
functional takes the form
ZE[J ] = N
∫
DΦ exp
{
−
∫ β
0
dτ
∫
R3
dxdydzLτ,x[φ, J ]
}
, (5.123)
where the functional integration is taken over fields satisfying the Euclidean KMS
boundary condition Eq. (5.75) and
Lτ,x[φ, J ] =
1
2
[
(∂τφ)
2 + (∇φ)2 + m2 φ2] + V (φ) − Jφ , (5.124)
with J(τ, x, y, z) = J(σ, ξ, y, z). By differentiation of Eq. (5.123) with respect to
the source J , we obtain the Matsubara propagator, the Fourier transform of which
is
Gβ(k, ωn) =
1
ω2n + k
2 + m2
. (5.125)
Here the (bosonic) Matsubara frequencies ωn are given by ωn = 2pin/β (n ∈ N).
Real time formalism – POM
Let us now consider the extended Lorentzian section. The generating functional of
Green’s functions can be written as
Z[J ] = N
∫
DΦ exp
{
i
∫
dη
δ
dξ
δ
dydzLη
δ
,ξ
δ
[Φ, J]
}
, (5.126)
where
Lη
δ
,ξ
δ
[Φ, J] =
1
2
[(
∂η
δ
Φ
)2 − (∂ξ
δ
Φ
)2] (5.127)
+
1
α2
∣∣ξ2
δ
− η2
δ
∣∣
{
−1
2
(∇⊥Φ)2 − m
2
2
Φ2 − V (Φ) + JΦ
}
.
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Since we are interested only in Green’s functions with spacetime arguments belong-
ing to R
I
∪R
IIδ
, we can set the source to zero in regions R
III
and R
IV
, i.e. J(x) = 0
when x ∈ R
III
∪R
IV
. This amounts to reducing Eq. (5.126) to
Z[J ] = N
∫
DΦ exp
{
i
∫
R
I
∪R
IIδ
dη
δ
dξ
δ
dydz Lη
δ
,ξ
δ
[Φ, J]
}
. (5.128)
By using the transformations in Eq. (5.59), the fields in regions R
I
and R
IIδ
can now
be expressed in terms of the local Minkowskian coordinates as
Z[J ] = N
∫
Dφ exp
{
i
∫
dt
I
dx
I
dydzLt,x[φ, J ](tI ,xI )
}
× exp
{
i
∫
dt
IIδ
dx
IIδ
dydz Lt,x[φ, J ](tIIδ ,xIIδ )
}
, (5.129)
where φ is the local field, the integration is taken over the Minkowski spacetime and
Lt,x[φ, J ] =
1
2
[
(∂tφ)
2 − (∇φ)2 − m2 φ2]− V (φ) + Jφ . (5.130)
We now use Eqs. (5.65)-(5.66) to further manipulate the generating functional. It
then follows that
Z[J ] = N
∫
Dφ exp
{
i
∫
dtdxdydzLt,x[φ, J ] (t,x)
}
(5.131)
× exp
{
−i
∫
dtdxdydzLt,x[φ, J ]
(
t + iβ(1/2 + δ),x
) ]}
,
where in the last step we have dropped the subscript I and employed the fact that
the time direction (epitomized by time-like Killing vector) is mutually opposite in
regions R
I
and R
IIδ
.
Let us now consider the expression for the generating functional as given in the
POM formalism [174, 213]
ZPOM[J ] = N
′
∫
Dφ exp
{
i
∫
C
dtdxdydz Lt,x[φ, J ]
}
, (5.132)
where the time path C is the Niemi-Semenoff time path depicted in Fig. 5.1. The
path integration is over all fields satisfying periodicity condition φ(ti,x) = φ(ti −
iβ,x), ti being the initial time. For most practical purposes (though not for all,
see note in Discussion and Conclusions) one can disregard the contribution from
the vertical parts of the path contour and assimilate it in the normalization factor
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N′ [214]. In so doing, the generating functionals Eqs. (5.131)-(5.132) can be identified
provided that
δ = σ − 1/2 . (5.133)
Therefore, we see that the time path used in the POM formalism is directly related
to the “rotation angle” between the two regions R
I
and R
IIδ
. From the quadratic
sector (i.e., free-field part) of the Lagrangian in Eq. (5.132), we can read-off the
thermal-matrix propagator, which in the momentum space acquires the familiar
Mills form [173, 174, 175, 180]
∆11(k) =
i
k2 −m2 + i0+ + 2pi n(k0) δ(k
2 −m2) , (5.134)
∆22(k) = ∆
∗
11(k) , (5.135)
∆12(k) = e
σβk0 [n(k0) + θ(−k0) ] 2pi δ(k2 −m2) , (5.136)
∆21(k) = e
−σβk0 [n(k0) + θ(k0) ] 2pi δ(k2 −m2) , (5.137)
where n(k0) = (eβ|k0| − 1)−1. It is worth noting that the parameter σ explicitly
appears only in the off-diagonal components of the matrix propagator.
Real time formalism – TFD
As argued in Section 5.2, there is yet another formalism for real-time TQFT, namely
the Thermo Field Dynamics [6, 99, 177, 178, 215]. In this approach, it has been
said that a crucial rôle is played by the Bogoliubov transformations relating the
zero temperature annihilation and creation operators with the thermal ones. In the
Takahashi-Umezawa representation [6, 177, 178], these transformations are given by
Eqs. (5.7)-(5.8), here rewritten as
ak(θ) = [1 + n(ωk)]
1/2 ak − n(ωk)1/2 a˜†k , (5.138)
a˜k(θ) = [1 + n(ωk)]
1/2 a˜k − n(ωk)1/2 a†k , (5.139)
where n(ωk) = (eβωk − 1)−1.
The form of the thermal Bogoliubov matrix, however, is not unique. Indeed,
Eqs. (5.138)-(5.139) can be generalized to a non-Hermitian superposition of the
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form [178, 190]
ζk = (1 − fk)− 12
(
ak − f 1−σk a˜†k
)
, (5.140)
ζ˜k = (1 − fk)− 12
(
a˜k − f 1−σk a†k
)
. (5.141)
The non-Hermitian property of the last transformation implies that the canonical
conjugates of ζ and ζ˜ are not ζ† and ζ˜†, but are rather the combinations
ζ]k = (1 − fk)−
1
2
(
a†k − fσk a˜k
)
, (5.142)
ζ˜]k = (1 − fk)−
1
2
(
a˜†k − fσk ak
)
, (5.143)
which give the correct canonical commutators, [ζk, ζ]p] = δ3(k − p), [ζk, ζp] = 0,
[ζ]k, ζ
]
p] = 0 and similarly for ζ˜k and ζ˜
]
k. Here the ]-conjugation is defined as the usual
Hermitian conjugation together with the replacement σ → 1 − σ. The Hermitian
representation Eqs. (5.138)-(5.139) is recovered when σ = 1/2. Thermal averages
are now expressed as [99, 178, 190, 215]
〈A〉 = ((ρ
L||A||ρR))
((ρL||ρR)) , (5.144)
where A is a generic operator acting on the Liouville space and
||ρR)) = exp
(∏
k
f σk a
†
ka˜
†
k
)
|0, 0˜〉, ((ρL|| = 〈0, 0˜| exp
(∏
k
f
(1−σ)
k aka˜k
)
. (5.145)
In the special case when A ≡ A ⊗ 1I, then 〈A〉 reduces to the standard thermal
average of an observable A. Again, for σ = 1/2, the states ||ρR)) and ((ρL|| become
Hermitian conjugates. Furthermore, by employing Eqs. (5.140)-(5.143) and (5.145),
it can be seen that
ζ
ζ˜
}
||ρR)) = 0 = ((ρL||
{
ζ]
ζ˜]
. (5.146)
The thermal propagator for a scalar field in TFD is calculated as
∆ab(x, y) = 〈T
[
φa(x)φb†(y)
]〉 , (5.147)
where T is the time ordering symbol and the a, b indices refer to the thermal doublet
φ1 = φ and φ2 = φ˜†. In the present case of a real scalar field we should use in the
above definition φ2 = φ˜. Quite remarkably, the propagator Eq. (5.147) is equal to
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the one given by Eqs. (5.134)-(5.137), as it can be easily verified by employing the
definitions given above.
The connection of TFD with the geometric picture of η-ξ spacetime is immediate
by making the identification (
φ
φ˜
)
≡
(
φI
φIIδ
)
. (5.148)
Let us now analyze some other salient features of η-ξ spacetime, which are di-
rectly related the rotation Eqs. (5.60)-(5.61). Along the lines of Ref. [206], we
consider the analytic extension of the imaginary time thermal propagator to real
times within the framework of η-ξ spacetime. In Ref. [206] it was shown that the
geometric structure of this spacetime plays a central rôle in obtaining the matrix
real-time propagator from the Matsubara one. In order to see how this works, we
consider the simple case of a massless free scalar field in 1 + 1-dimensions. In the
Euclidean section, the equation for the propagator has the form(
∂2
∂σ2
+
∂2
∂ξ2
)
∆E(ξ
µ − ξµ′) = −(gE)− 12 δ(ξµ − ξµ′) , (5.149)
where (ξµ, ξµ′) denotes a couple of points, gE stands for the determinant of the
pullback metric in the Euclidean section and ∆E is the imaginary time thermal
propagator. Let us now continue Eq. (5.149) to the extended Lorentzian section.
This is achieved by first replacing σ by −iη and then performing the rotation in
Eqs. (5.60)-(5.61). If ∆ is the real time propagator, we have(
− ∂
2
∂η2
δ
+
∂2
∂ξ2
δ
)
∆(ξµ − ξµ′) = −(gL)− 12 δ(ξµ − ξµ′) , (5.150)
where gL is the absolute value of the determinant of the pullback metric in the
Lorentzian section. Due to the presence of different disconnected regions in the
Lorentzian section, the propagator exhibits a matrix structure, since now the points
ξµ and ξµ′ can belong either to region R
I
or R
IIδ
(R
III
and R
IV
, as mentioned earlier,
are excluded from our consideration). In terms of Minkowski coordinates, Eq. (5.150)
reads (
− ∂
2
∂t2
+
∂2
∂x2
)
∆(ξµ − ξµ′) = −δC(ξµ − ξµ′), (5.151)
where the δC is defined as derivative of a contour step function
θC(t− t′) = θ(s− s′), (5.152)
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so that
δC(t− t′) =
(
dz
ds
)−1
δ(s− s′). (5.153)
Here t = z(s), with s ∈ R monotonically increasing parametrization of the time
path C. This path coincides with the Niemi-Semenoff time path of Fig. 5.1 when
the identification Eq. (5.133) is made. By using Eqs. (5.65)-(5.66), we obtain, for
example, for the component ∆12, the equation(
− ∂
2
∂t2
+
∂2
∂x2
)
∆(t −t′ + iσβ, x − x′) = −δC(t − t′ + iσβ) δ(x − x′), (5.154)
which gives us the solution propagator ∆12 given in Eq. (5.136).
We finally consider the tilde conjugation within the framework of the η-ξ space-
time. The tilde conjugation rules are postulated in TFD in order to connect the
physical and the tilde operators. Due to the geometric structure of η-ξ spacetime,
these rules are there seen as coordinate transformations. This result, which was first
discussed in Ref. [205], is here enlarged to the extended Lorentzian section of η-ξ
spacetime.
Let us recall the tilde conjugation rules as originally defined in TFD [6, 177, 178]
(we restrict for simplicity to bosonic operators):
(AB)˜ = A˜B˜, (c1A + c2B)˜ = c
∗
1A˜ + c
∗
2B˜ ,(
A˜
)
˜ = A,
(
A˜
)†
=
(
A†
)˜
,
(5.155)
where A,B are two generic operators and c1, c2 are c-numbers. In order to reproduce
this operation in the extended Lorentzian section, let us first introduce the following
M operation as defined in Ref. [205]:
M Φ(η, ξ)M−1 ≡ Φ(−η,−ξ) . (5.156)
By expressing the field in terms of Minkowskian coordinates, the M operation can
be cast into
M φ(t, x)M−1 = φ(t − iβ/2, x) . (5.157)
Note that the M operation is anti-linear, since it induces a time inversion together
with the shift t → t − iβ/2. This is clear when we consider its action on the
conjugate momentum pi(t, x) = ∂tφ†(t, x), then
M pi(t, x)M−1 = −pi(t − iβ/2, x) . (5.158)
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Next we perform a rotation by an angle δ transforming the η, ξ coordinates according
to Eqs. (5.60)-(5.61). The field then becomes
Rδ Φ(η, ξ)R
−1
δ ≡ Φ(ηδ , ξδ) . (5.159)
Finally, we introduce a δ-conjugation operation, which is similar to a charge conju-
gation, by
Cδ φ(t, x)C
−1
δ ≡ φ](t, x) . (5.160)
Here the change δ → −δ (or equivalently σ → 1− σ) has to be performed together
with usual charge conjugation.
The combination of these three operations results in the tilde conjugation. By
defining the combined transformation Gδ ≡ Cδ RδM , we have
Gδ φ(t, x)G
−1
δ = φ
](t − iσβ, x) = φ†(t − i(1 − σ)β, x) . (5.161)
In order to reproduce the tilde rules of Eq. (5.155), we can now omit for simplicity
the space dependence of the field. Then we have
Gδ φ1(t)φ2(t
′)G−1δ = φ
]
1(t − iσβ)φ]2(t′ − iσβ) , (5.162)
Gδ
[
Gδ φ(t)G
−1
δ
]
G−1δ = φ(t) , (5.163)
Gδ [B1 φ1(t) + B2 φ2(t
′)]G−1δ = B
∗
1 φ
]
1(t − iσβ) + B∗2 φ]2(t′ − iσβ) , (5.164)
Gδ
[
φ†(t)
]
G−1δ =
[
Gδ φ(t)G
−1
δ
]†
. (5.165)
The c-numbers are conjugated since the M operation is anti-linear. The second of
the above relations follows form the fact that
Gδ
[
Gδ φ(t)G
−1
δ
]
G−1δ = Cδ RδM φ
†(t − i(1 − σ)β)M−1R−1δ C−1δ
= Cδ φ
†(t − i(1 − σ)β − iσβ)C−1δ
= φ(t − iβ) = φ(t) . (5.166)
On the last line we have used the periodicity boundary condition for fields in the
Lorentzian section, cf. Section 2. In this way the tilde rules of Eq. (5.155) for generic
σ are directly reproduced.
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5.4 Discussion and Conclusions
In this Chapter we have addressed all formalisms of QFT at finite temperature and
density, i.e., the Matsubara or Imaginary Time (IT) approach [173, 174, 175], the
Thermo Field Dynamics (TFD) [6, 173, 177, 178] and the Path Ordered Method
(POM) [99, 180], including the Closed Time Path (CTP) formalism of Keldysh and
Schwinger [173, 174, 175] as a special case. Searching for roots in common among
all these seemingly unrelated techniques, we have also introduced the so-called η-
ξ spacetime, discussing its thermal properties in connection with other non-trivial
backgrounds endowed with event horizon(s). Our particular focus was on specific
complex sections of this spacetime which could be identified with the general geo-
metric background for real-time TQFTs at equilibrium. More specifically, we have
shown that there is a one-to-one relationship between the vacuum Green’s functions
in the respective sections of η-ξ spacetime and generic mathematical representa-
tion (the so-called Mills representation) of thermal Green’s functions in Minkowski
spacetime. Complex sections discussed here can be regarded as an extension of the
Lorentzian section of Gui [7] by means of a rotation of region R
II
with respect to
R
I
in the complex η-ξ spacetime. In terms of Minkowski coordinates, this rotation
is shown to be an isometry: it is equivalent to a constant time shift, leaving the
metric invariant. The angle between the two regions turns out to be related to the
σ parameter of the time path as used in the POM formalism. It also reproduces
Umezawa’s characteristic parameter appearing in the Bogoliubov thermal matrix of
TFD, when the relation between modes belonging to different regions is considered.
All in all, we have shown that the full η-ξ spacetime is versatile enough to allow
for analytic extension from the imaginary-time (Matsubara) propagator to generic
2×2 thermal matrix propagator of the real-time formalism – feat impossible in fixed
1+3-dimensional spacetime, and for a consistent prescription of the tilde conjugation
rule in TFD.
In the course of our analysis, we have seen that the geometric framework of η-ξ
spacetime allows to understand the various existent formalisms of TQFT in a unified
way. In particular, with regard to the real-time methods, i.e. the POM formalism
and TFD, one can draw the following geometric picture. In the Lorentzian section
of η-ξ spacetime there are two different regions R
I
and R
IIδ
over which the global
field is defined. For a global observer this field propagates in a zero temperature
heat bath. However, when one restricts itself to one of the two regions (say R
I
),
temperature arises as a consequence of the loss of information (increase in entropy)
about the other region. In order to calculate the corresponding thermal propagator,
one needs then to compare the fields defined in different regions. This can be done
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essentially in two conceptually distinct ways.
i) By the analytic continuation of the field φIIδ (x
IIδ
) defined in region R
IIδ
to
region R
I
. In this case the time argument gets shifted by iβ(1/2 + δ), as described
in Section III. One thus ends up with one field and two possible time arguments,
which can be either t or t − iβ(1/2 + δ). The generating functional defined in η-ξ
spacetime by following this procedure turns out to be the same of the one defined
in the POM formalism. The matrix structure of the two-point thermal Green’s
function is obtained by functionally differentiating the generating functional with
respect to Schwinger sources with four possible combinations of time arguments.
ii) One can attach the information about the region to the field operator rather
than putting it in the time argument. In this case the identification φI (x) ≡ φ(x)
and φIIδ (x) ≡ φ˜(x) can be made and one obtains the formalism of TFD, which
consists of two commuting field operators and a single time argument. The matrix
structure of the two-point thermal Green’s function arises then from the four possible
combinations of physical and tilde fields in the (thermal) vacuum expectation value.
These two pictures lead to the same physics which is manifested by the same
matrix form of thermal Green’s functions in generic Mills representation. After all,
this could be expected since both pictures represent just a different “viewpoints”
of an inertial local observer in the context of full η-ξ spacetime. In this connec-
tion it is interesting to mention the rôle of regions R
III
and R
IV
of the extended
Lorentzian section. These regions were intentionally omitted from our discussion in
the main text. This omission was motivated, partially by technical simplifications,
but mainly by the fact that for most applications the vertical parts of the time path
in POM can be neglected. In particular, for computation of correlation functions in
TQFT, the regions R
I
and R
IIδ
of the extended Lorentzian section fully suffice. It
is, however, known that when vacuum-bubble diagrams are important (e.g., when
vacuum pressure, effective action or Casimir effect are considered) then the full
Niemi-Semenoff POM with vertical time paths included is obligatory [214]. In such
cases the partition function ZPOM cannot be factorized (as assumed in Section 5.3.3),
i.e. ZPOM = ZR
I
∪R
II
∪R
III
∪R
IV
6= ZRI∪RIIZRIII∪RIV , or in other words, the regions RIII
and R
IV
must be correlated with regions R
I
and R
II
. Similar conclusion holds also
for the extended Lorentzian section. Note that the aforesaid cross-horizon correla-
tion has purely quantum-mechanical origin (presence of vacuum-bubble diagrams is
required) and hence it cannot be explained by classical means. One can estimate
the correlation between R
III
∪R
IV
and R
I
∪R
II
, for instance, by checking how much
the vertical time paths contribute in observable quantities (such as pressure). In
this connection the Casimir effect at finite temperature with oscillating plates (or
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other geometries) is a particularly pertinent system. Conceptually a similar issue
was recently considered in the context of Rindler spacetime in order to explain the
origin of Unruh radiation in terms of vacuum entanglement among all four different
regions of that spacetime [216].
Another interesting question to ask is to what extent the connection between η-ξ
spacetime and TQFTs can be generalized to out-of-thermal-equilibrium situations.
This would be highly desirable endeavor as in the last two decades there has been a
demand for a new set of tools and concepts from QFT to treat the non-equilibrium
dynamics of relativistic many-body systems and for understanding of further en-
suing issues like dissipation, entropy, fluctuations, noise and decoherence in these
systems. The catalyst has been the infusion of (mostly) experimental data from nu-
clear particle physics in the relativistic heavy-ion collision experiments (at LHC and
RHIC), early-universe cosmology in the wake of high-precision observations (such as
WMAP, Planck probe or BICEP3), cold atom (such as Bose-Einstein) condensation
physics in highly controllable environments, quantum mesoscopic processes and col-
lective phenomena in condensed matter systems (topological insulators, spintronics
or out-of equilibrium phase transitions), etc.
While the η-ξ spacetime connection can certainly be applied in the Linear-
Response-Theory (i.e., near-to-equilibrium situations), as there one still employs
the real-time (equilibrium) thermal Green’s functions and concomitant Keldysh-
Schwinger (or Niemi-Semenoff) POM [174], the situation far-from-equilibrium is
considerably less clear. The major difficulty that hinders the applicability of the
outlined geometric picture to generic non-equilibrium QFT systems is the lack of
any (asymptotically time-like) Killing vector field in the geometry of a dynamical
time-dependent spacetime. This leave us without a preferred time coordinate with
which we could study the problem. One possible way to proceed is to employ the
Kodama vector as a substitute for the Killing vector, that it is parallel to the time-
like Killing vector in the static case (as well as at spatial infinity if one assumes the
evolving spacetime is asymptotically flat) [217, 218]. This “preferred” time coordi-
nate is also known as the Kodama time [218]. Whether this route can lead to a
new conceptual paradigm remains yet to be seen. Work in the direction is presently
under active investigation.

Chapter 6
Summary, conclusions and future
prospects
“Before I came here,
I was confused abuot this subject.
Having listened to your lecture, I am still confused.
But on a higher level.”
- Enrico Fermi -
The connection among gravity, quantum theory and thermodynamics underlies a
cluster of ongoing debated issues and surprising theoretical phenomena, of which
the Hawking and Unruh effects are the most eloquent examples. The discovery that
temperature may arise in quantum frameworks as a result of non-trivial backgrounds
endowed with event horizon(s) has disclosed the existence of tantalizing and not yet
entirely investigated scenarios, in which general relativity, thermodynamics and QFT
are intimately related. A full-fledged quantum theory of gravity and, consequently,
a more profound understanding of how nature works at fundamental level, cannot
disregard a proper analysis of these aspects.
This was indeed the intent of the present work: following a well-established line
of research, we have addressed the delicate issue of translating thermal features of
QFT in terms of geometric properties of spacetime. Precious insights along this
direction have been offered by the introduction of the η-ξ spacetime, a complex
manifold with a non-trivial horizon structure in which the above merger does arise
in a very natural way. In addition, it has been shown how the different formalisms of
field theories at finite temperature and density, such as the Path Ordered Method,
the Closed Time Path formalism, the Matsubara approach and the Thermo Field
Dynamics, can be straightforwardly unified in this background, which thus provides
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the ideal “theater” for analyzing thermal effects and features of QFT.
The picture so outlined has served as a framework for the analysis of both stan-
dard and unconventional aspects of the Unruh effect: specifically, we have reviewed
how the geometry of Rindler space induced by hyperbolic (uniformly accelerated)
motion plays a crucial rôle in the calculation of the Unruh temperature, and to
what extent deviations from the canonical setting do affect such a result. In this
connection, substantial effects have been derived in the context of gravity theories
with a minimal fundamental length, where deformations of the standard uncertainty
relation at Planck-scale (Generalized Uncertainty Principle) give rise to a shift of
the Unruh temperature depending on the deforming parameter. Besides its intrinsic
interest, we have emphasized how this analysis, extended to the Hawking scenario,
could clarify whether the QFT on curved background is sensitive to Planck-scale
corrections, both at a theoretical level (via gedanken experiments on the radiation
emitted by large black holes and the formation of micro black holes) and from the
phenomenological point of view (through the observation of induced effects on ana-
logue gravity experiments, such as the analogue Unruh radiation in fluids, in BEC,
in graphene [44, 45], or in the advanced LIGO experiment [219]). Additionally, it
may have non-trivial implications on the issue of the information loss paradox in the
black hole evaporation theory. As shown in Refs. [12, 13], indeed, the embedding of
GUP-effects in the quantum tunneling process would be responsible for correlations
between the tunneling probability of different modes in the black hole radiation
spectrum, in such a way that the quantum information is encrypted in the Hawk-
ing radiation, and recovered as non-thermal GUP correlations between tunneling
probabilities of different modes.
Along this line, an unexpected exotic behavior for the Unruh effect has been
derived within the framework of flavor mixing in QFT too. Starting from previous
results in this context, indeed, we have found that the thermality of the Unruh
spectrum turns out to be non-trivially spoilt when flavor fields are involved, due to
the combination of the Bogoliubov transformation arising from mixing and the one
related with the causal structure of Rindler spacetime. The symmetric way in which
such an interplay occurs has been interpreted in terms of a possible geometric ori-
gin of mixing, which stems from the association between the Unruh radiation as an
horizon effect and the superposition of fields with different masses as a phenomenon
induced by the geometry of the spacetime where we “live”. Although it is still in
its infancy, we have remarked how this analysis might be relevant for better under-
standing the intimate features of neutrino mixing: the dependence of the modified
Unruh spectrum on the mixing characteristic parameters (i.e., the squared mass
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difference of mixed fields and the mixing angle), combined with future promising
experiments on the Unruh radiation and analog phenomena in condensed matter,
can be exploited to fix more stringent bounds on these unpredicted quantities in the
Standard Model, providing insights towards the investigation of neutrino physics
beyond the current knowledge.
In connection with the treatment of vacuum effects in the presence of field mix-
ing, the intricate issue of the inverse β-decay with flavor neutrinos has been later
addressed. Following a pre-existing debate in literature, we have clarified the origin
of an alleged inconsistency between the decay rates of accelerated protons in the
inertial and comoving frames, showing the ambiguity to be closely related with the
problem of neutrino asymptotic nature. The restored agreement, at least within
the (leading order) approximation of small neutrino mass difference, explains how
the standard Unruh effect is mandatory to maintain the general covariance of QFT
(against the skepticism of part of the community!), even when mixed fields are con-
sidered. More work is inevitably needed to extend calculations beyond the adopted
framework, particularly in view of the highlighted non-thermal corrections to the
Unruh spectrum appearing in that context.
In passing, we have mentioned that the idea of searching for “new” physics by
looking at violations of the thermality of the Unruh effect also embraces a variety
of other contexts than the ones considered in this work; in Ref. [23], for example,
it has been shown that the Casimir-Polder force between two relativistic uniformly
accelerated atoms exhibits a transition from the short distance thermal-like profile
predicted by the Unruh effect to a long distance non-thermal character, associated
with the breakdown of a local inertial description of the system. Similarly, devi-
ations from a purely thermal profile have been highlighted within the framework
of the polymer (loop) quantization applied to a Rindler trajectory in low-energy
regime [24], and in the evaluation of the response function of a detector with non-
eternal acceleration [25]. In the latter case, in particular, it has been emphasized
that the distinctive properties the spectrum acquires as a result of a time-dependent
acceleration allow for the reconstruction of the detector’s trajectory, in the same way
as modulations of the Hawking radiation due to an increase in size of the emitting
black hole carry information about the infalling matter responsible for the growth
itself [220]. The question may naturally arise as to how these exotic behaviors match
with the findings of our analysis.
To conclude, we stress the present thesis work only provides a preliminary inves-
tigation of non-standard aspects of QFT in the context of the Unruh effect, together
with the proposal of a unifying geometric perspective for their origin. As already
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mentioned, on the one hand the immediate next step is to generalize the whole
framework to the Hawking black hole theory, also in light of possible violations of
the equivalence principle arising in that case (see, for example, Ref. [27] for a more
detailed discussion). On the other hand, a more ambitious prospect is to figure out
how the outlined unconventional features of the Unruh effect combine with the en-
tanglement properties for accelerated observers; as highlighted in Ref. [139], indeed,
due to the Unruh radiation, entanglement turns out to be an observer-dependent
quantity in non-inertial frames, as it exhibits a decreasing behavior with increasing
the acceleration. Additionally, in Refs. [140] it has been shown that, unlike the
bipartite entanglement, the tripartite entanglement does not completely vanish in
the infinite acceleration limit, at least for fermions, which indicates that this kind of
quantum information processing may also be possible if one of the parties approaches
to the Rindler horizon (in this sense, by exploiting similarities between Rindler and
Schwarzschild spacetime structures, such information processing as quantum tripar-
tite teleportation could be performed even between inside and outside the black
hole). This begs the question of how the above framework gets modified when non-
thermal corrections to the Unruh distribution are taken into account: work is still
in progress to clarify this and many other aspects concerning the rich scenario of
QFT in accelerated frames.

Appendix A
Klein-Gordon equation in Minkowski
and Rindler coordinates
“You cannot teach a man anything;
you can only help him discover it in himself.”
- Galileo Galilei -
In this Appendix we review the standard plane wave quantization of a free scalar
field in n-dimensional Minkowski spacetime. To begin with, let us expand the field
in the familiar form
φ(x) =
∫
dn−1k
{
ak Uk(x) + a¯
†
k U
∗
k (x)
}
, (A.1)
where
Uk(x) =
[
2ωk(2pi)
n−1]− 12 ei(k.x−ωkt) (A.2)
are the plane waves with frequency ωk =
√
m2 + k2, and x ≡ {t, x1, x2, ..., xn−1} is
the n-tuple of Minkowski coordinates. We have denoted by the dot . the n − 1-
dimensional scalar product, i.e. k.x ≡∑n−1j=1 kj xj.
The modes Uk in Eq. (A.2) are solutions of the Klein-Gordon equation,{
∂2
∂t2
−
n−1∑
j=1
∂2
∂x2j
+ m2
}
φ(x) = 0 . (A.3)
They are normalized with respect to the Klein-Gordon (KG) inner product:(
φ1, φ2
)
= i
∫
dn−1x
[
φ∗2(x)
↔
∂t φ1(x)
]
, (A.4)
135
136
where the integration is assumed to be performed on a hypersurface of constant t.
Indeed, we have(
Uk, Uk′
)
= −
(
U∗k , U
∗
k′
)
= δn−1(k − k′) ,
(
Uk, U
∗
k′
)
= 0 . (A.5)
The operators ak and a¯k in the field expansion Eq. (A.1) are assumed to obey
the canonical commutation relations,[
ak, a
†
k′
]
=
[
a¯k, a¯
†
k′
]
= δn−1(k − k′) , (A.6)
with all other commutators vanishing. As well known, they can be interpreted as
annihilation operators of Minkowski particles and antiparticles, respectively. The
Minkowski vacuum |0〉M is accordingly defined by
ak|0〉M = a¯k|0〉M = 0 , ∀k . (A.7)
Now, in order to extend the quantization formalism to uniformly accelerated ob-
servers, let us rewrite Eq. (A.3) in terms of Rindler coordinates x ≡ {η, ξ, x2, ..., xn−1}
defined in Eq. (2.16). A straightforward calculation leads to
{
∂2
∂t2
−
n−1∑
j=1
∂2
∂x2j
+ m2
}
φ(x) = 0
−→
Rindler coord.
{
1
ξ2
∂2
∂η2
− ∂
2
∂ξ2
− 1
ξ
∂
∂ξ
−
n−1∑
j=2
∂2
∂x2j
+ m2
}
φ(x) = 0 . (A.8)
Solutions of positive frequency Ω with respect to the Rindler time η can be
written in the form (see Ref. [116])
u (σ)κ (x) = θ(σξ)
[
2Ω(2pi)n−2
]− 1
2 h (σ)κ (ξ) e
i(k·x−σΩη) , (A.9)
where σ = + refers to the right wedge R+ = {x|x1 > |t|}, while σ = − to the left
wedge R− = {x|x1 < −|t|} (see Fig. 1.3 in Section 2.2), and we have denoted by the
dot · the n− 2-dimensional scalar product, i.e. k · x ≡∑n−1j=2 kj xj. The subscript κ
stands for κ ≡ (Ω, k2, ..., kn−1).
We will refer to the solutions Eq. (A.9) as Rindler modes. Note that the Heaviside
step function θ(σξ) has been inserted in order to constrain these modes to only one
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of the two causally disjoint wedges R±. The time dependence
u (σ)κ ∝ e−iσΩη , (A.10)
reflects the fact that the boost Killing vector B = ∂
∂η
is future oriented in R+, while
it is past oriented in R−.
The explicit expression of h (σ)κ in Eq (A.9) can be obtained by requiring the
modes u (σ)κ to be solution of the Klein-Gordon equation in Rindler coordinates,
Eq. (A.8). This leads to{
d2
dξ2
+
1
ξ
d
dξ
+
Ω2
ξ2
− µ2k
}
h (σ)κ (ξ) = 0 , (A.11)
which is solved by the modified Bessel functions of second kind. In detail, by im-
posing that these functions are delta-normalized, one gets
h (σ)κ = (2/pi)
1
2A (σ)κ (αµk/2)
iΩ Γ(iΩ)−1KiΩ(µkξ) , (A.12)
where
A (σ)κ =
 R
∗
κ(αµk/2)
−iΩ Γ(iΩ)/|Γ(iΩ)|, for σ = + ,
Rκ (αµk/2)
iΩ Γ(−iΩ)/|Γ(iΩ)|, for σ = − ,
(A.13)
and Rκ =
[
(αµk/2)
−iΩ Γ(iΩ)/|Γ(iΩ)|
]2
. Here α is an arbitrary postive constant of
dimension of length and Γ(iΩ) is the Euler Gamma function.
Now, exploiting Eqs. (A.9), (A.12), one can prove that the Rindler modes above
defined form a complete and orthonormal set with respect to the KG inner product
in Rindler coordinates:
(φ1, φ2) = i
∫ +∞
−∞
dξ
|ξ|
∫
dn−2xφ∗2
↔
∂ η φ1 , (A.14)
where we have implicitly assumed that the integration is performed on a hypersurface
of constant η. Indeed,(
u (σ)κ , u
(σ′)
κ′
)
= −
(
u (σ)∗κ , u
(σ)∗
κ′
)
= δσσ′ δ
n−1(κ− κ′),
(
u (σ)κ , u
(σ)∗
κ′
)
= 0 .
(A.15)
Appendix B
Quantum Field Theory of flavor
mixing
“We especially need imagination in science.
It is not all mathematics, nor all logic,
but it is somewhat beauty and poetry.”
- Maria Mithcell -
Flavor mixing is a truly intriguing yet puzzling feature in the Standard Model.
Although the idea that particles with different masses can mix is widely accepted in
a variety of contexts, ranging from gauge bosons, to quarks and kaons, its origin is
still rather elusive, becoming even obscure when referring to neutrinos.
The mechanism of mixing has been theoretically addressed in great detail since
Pontecorvo’s groundbreaking work in 1978 [97]; from then on, experimental de-
velopments [221, 222, 223] have gradually and successfully confirmed the original
proposal, thus opening new scenarios beyond the standard physics of elementary
particles.
The original – and, for many years, unique – framework within witch flavor
mixing was investigated was the ordinary Quantum Mechanics (see Ref. [224] and
references therein). Notwithstanding the efficacy of such an approach at a phe-
nomenological level, however, it is actually not rigorous from the theoretical point
of view, being the coherent superposition of states with different mass forbidden by
Bargmann’s superselection rule in a non-relativistic theory [225]. It was not un-
til 1995 that a full QFT formalism was developed, first for Dirac fermions [8] and
bosons [9] in a simplified two-flavor description, then for three generations with CP
violation [101] and for neutral fields (including Majorana neutrinos) [102], ending
with a full comprehensive treatment [226]. Along this line, an interesting achieve-
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ment was the subsequent discovery that neutrino mixing represents a possible source
for the cosmological constant [227], thus providing further link between Cosmology
and neutrino physics.
In this Appendix, following the above historical iter, we review the QFT of
flavor mixing in Minkowski spacetime, devoting the final part to generalize the
formalism to the Rindler (uniformly accelerated) background. To make our analysis
as transparent as possible, we focus on a model involving only two flavors. In
spite of such a minimal setting, we show that non-trivial results are obtained, due
to a Bogoliubov transformation connecting definite mass and flavor fields at the
level of ladder operators. Furthermore, we investigate the rich condensate structure
acquired by the vacuum for flavor fields, paying particular attention to the related
problem of the unitary inequivalence between the flavor and mass representations
in the infinite volume limit. We also show that the standard QM formalism is
approximately recovered in the relativistic limit of large momenta.
B.1 Mixing transformations for fermions
Let us start by reviewing the QFT of flavor mixing for Dirac fermions1 (we shall
continuously refer to neutrinos, but our results clearly have a wider validity). To this
aim, we recall that, for a minimal two-flavor model, Pontecorvo mixing transforma-
tions are written as rotations of the particle states with definite mass |νi〉 (i = 1, 2)
into those with definite flavor |νχ〉 (χ = e, µ) according to Eqs. (2.77), (2.78),
|νe〉 = cos θ |ν1〉 + sin θ ν2〉 ,
|νµ〉 = − sin θ |ν1〉 + cos θ ν2〉 ,
(B.1)
where θ is the mixing angle. In terms of fields, these relations can be recast into the
form
νe(x) = ν1(x) cos θ + ν2(x) sin θ ,
νµ(x) = −ν1(x) sin θ + ν2(x) cos θ ,
(B.2)
being νχ(x) and νi(x) the fields with definite flavor χ and mass mi, respectively. For
the latter, we adopt the standard Dirac expansion:
νi(x) =
1√
V
∑
k,r
eik·x
[
αrk,i u
r
k,i(t) + β
r†
−k,i v
r
−k,i(t)
]
, i = 1, 2 , (B.3)
1For this purpose, we closely follow Ref. [8].
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where V is the volume of the system under consideration and αrk,i, βrk,i (i, r = 1, 2)
are the annihilators of the vacuum for the fields with definite mass, |0〉1,2 ≡ |0〉1 ⊗
|0〉2:2
αrk,i|0〉1,2 = βrk,i|0〉1,2 = 0 . (B.4)
To be consitent with the original paper [8], in what follows we will perform all
computations at finite volume V , setting only at the end V →∞.
The spinors urk,i(t), vr−k,i(t) in Eq. (B.3) are given by
urk,i(t) = e
−iωk,iturk,i , v
r
−k,i(t) = e
iωk,itvr−k,i , (B.5)
where ωk,i =
√
m2i + |k|2 and
u1k,i =
(
ωk,i +mi
2ωk,i
) 1
2

1
0
k3
ωk,i+mi
k1+ik2
ωk,i+mi
, u2k,i =
(
ωk,i +mi
2ωk,i
) 1
2

0
1
k1−ik2
ωk,i+mi
−k3
ωk,i+mi
, (B.6)
v1−k,i =
(
ωk,i +mi
2ωk,i
) 1
2

−k3
ωk,i+mi
−k1−ik2
ωk,i+mi
1
0
, v2−k,i =
(
ωk,i +mi
2ωk,i
) 1
2

−k1+ik2
ωk,i+mi
k3
ωk,i+mi
0
1
. (B.7)
The anti-commutators for the fields are assumed to be canonical,{
ναi (x), ν
β†
j (x
′)
}
t=t′
= δ3(x− x′) δαβ δij, α, β = 1, ...4, (B.8)
that is, at the level of ladder operators:{
αrk,i, α
s†
k′,j
}
= δkk′ δrs δij,
{
βrk,i, β
s†
k′,j
}
= δkk′ δrs δij, i, j = 1, 2 , (B.9)
with all other anti-commutators vanishing. The orthonormality and completeness
relations read
ur†k,iu
s
k,i = v
r†
k,iv
s
k,i = δrs , u
r†
k,iv
s
−k,i = v
r†
−k,iu
s
k,i = 0 , (B.10)∑
r
(
urk,iu
r†
k,i + v
r
−k,iv
r†
−k,i
)
= 1 . (B.11)
2For simplicity, from now on we shall refer to this vacuum as mass vacuum.
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Next, we emphasize that the transformations Eqs. (B.2) (or their inverse) connect
the “free” and “interaction” Hamiltonians, H1,2 and He,µ, respectively:3
H1,2 = m1ν¯1ν1 + m1ν¯2ν2 , (B.12)
He,µ = meeν¯eνe + mµµν¯µνµ + meµ (ν¯eνµ + ν¯µνe) , (B.13)
where
mee = m1 cos
2 θ + m2 sin
2 θ ,
mµµ = m1 sin
2 θ + m2 cos
2 θ ,
meµ = (m2 −m1) sin θ cos θ .
(B.14)
Equations (B.13), (B.14) are particularly meaningful, since they show that fields
with definite flavor, unlike the ones with definite mass, are interacting. This is
somehow at the root of the unitarily inequivalence between flavor and mass rep-
resentations in the QFT limit, as explained belo As well known, QFT is built on
two levels: on the one hand, the Lagrangian and the ensuing field equations are
expressed in terms of Heisenberg (or interacting) fields; on the other, the physi-
cal observables are given in terms of asymptotic (in- or out-) fields, also dubbed
as physical or free fields. In the LSZ formalism of QFT [115], the latter fields are
obtained by the weak limit for t → −∞ (in- fields) or t → +∞ (out-fields) of the
former fields. The limit is weak in the sense that the realization of dynamic equa-
tions in terms of the in/out fields is not unique, but it does indeed depend on the
adopted representation for the Heisenberg field operators, namely, on the Hilbert
space on which they are defined4. Such a dependence is rooted in the existence of
infinite unitarily inequivalent representations of the canonical (anti-)commutation
relations in QFT (for a more detailed discussion, see Refs. [177, 178, 228]), a feature
which is absent in QM due to the von Neumann theorem [229]. It goes without
saying that, since observables are expressed in terms of asymptotic fields, unitarily
inequivalent representations describe different, i.e. physically inequivalent, phases
of a given system. In order to achieve physically relevant results, we are thus faced
with the problem of investigating the dynamical map among Heisenberg and free
fields, Not least, it is clear that the rather common approximation of identifying the
vacua (and the Fock spaces built on them) for the two sets of fields is very naive
and unsuitable for addressing problems of exquisitely theoretical nature, such as the
3Since we want to analyze flavor oscillations in vacuum, we consider only the mass terms in the
two Hamiltonians, neglecting any external interaction.
4This is what happens, for example, in the case of spontaneous symmetry breaking, where the
same set of Heisenberg field equations describes both the normal and symmetry-broken phases.
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dynamical origin of flavor mixing in the Standard Model.
Aware of these warnings, let us then analyze the mapping Eqs. (B.2) among
flavor and mass fields, and, thus, among the respective Fock spaces He,µ and H1,2.
To this aim, let us rewrite Eqs. (B.2) in terms of the algebraic generator Gθ(t) of
flavor mixing,
ναe (x) = G
−1
θ (t) ν
α
1 (x)Gθ(t) ,
ναµ (x) = G
−1
θ (t) ν
α
2 (x)Gθ(t) ,
(B.15)
where
Gθ(t) = exp
[
θ
∫
d3x
(
ν†1(x)ν2(x) − ν†2(x)ν1(x)
)]
. (B.16)
It is not difficult to show that, at finite volume V , Gθ(t) is a unitary operator that
preserves the canonical anti-commutators Eq. (B.8). More subtle, on the other hand,
is the issue of the time dependence of Gθ(t), which we will return to in the following
(from now on, however, to streamline the notation, we shall omit such a dependence
when no misunderstanding arises).
Now, by introducing the operators
S+ ≡
∫
d3x ν†1(x)ν2(x) , S− ≡
∫
d3x ν†2(x)ν1(x) = (S+)
† , (B.17)
the mixing generator Gθ can be cast into the form
Gθ = exp [θ (S+ − S−)] . (B.18)
The operators S+ and S−, together with S3,
S3 ≡ 1
2
∫
d3x
(
ν†1(x)ν1(x) − ν†2(x)ν2(x)
)
, (B.19)
and the Casimir S0,
S0 ≡ 1
2
∫
d3x
(
ν†1(x)ν1(x) + ν
†
2(x)ν2(x)
)
, (B.20)
close the SU(2) algebra,
[S+, S−] = 2S3 , [S3, S±] = ±S± , [S0, S3] = [S0, S±] = 0 . (B.21)
B.1 Mixing transformations for fermions 143
Exploiting Eq. (B.3), S+, S−, S3 and S0 can be expanded as follows:
S+(t) ≡
∑
k
Sk+(t) =
∑
k
∑
r,s
(
ur†k,1(t)u
s
k,2(t)α
r†
k,1α
s
k,2 + v
r†
−k,1(t)u
s
k,2(t) β
r
−k,1α
s
k,2
+ur†k,1(t) v
s
−k,2(t)α
r†
k,1β
s†
−k,2 + v
r†
−k,1(t) v
s
−k,2(t) β
r
−k,1β
s†
−k,2
)
, (B.22)
S−(t) ≡
∑
k
Sk−(t) =
∑
k
∑
r,s
(
ur†k,2(t)u
s
k,1(t)α
r†
k,2α
s
k,1 + v
r†
−k,2(t)u
s
k,1(t) β
r
−k,2α
s
k,1
+ur†k,2(t) v
s
−k,1(t)α
r†
k,2β
s†
−k,1 + v
r†
−k,2(t) v
s
−k,1(t) β
r
−k,2β
s†
−k,1
)
, (B.23)
and
S3 ≡
∑
k
Sk3 =
1
2
∑
k,r
(
αr†k,1α
r
k,1 − βr†−k,1βr−k,1 − αr†k,2αrk,2 + βr†−k,2βr−k,2
)
, (B.24)
S0 ≡
∑
k
Sk0 =
1
2
∑
k,r
(
αr†k,1α
r
k,1 − βr†−k,1βr−k,1 + αr†k,2αrk,2 − βr†−k,2βr−k,2
)
. (B.25)
Note that the operators in Eqs. (B.22), (B.23) have the structure of a rotation
combined with a Bogoliubov transformation5. Using the above expansions, it is
a trivial matter to check that the original SU(2) algebra Eq. (B.21) splits into k
disjoint SUk(2) algebras,[
Sk+, S
k
−
]
= 2Sk3 ,
[
Sk3 , S
k
±
]
= ±Sk±,
[
Sk0 , S
k
3
]
=
[
Sk0 , S
k
±
]
= 0, (B.26)
[
Sk±, S
p
±
]
=
[
Sk3 , S
p
±
]
=
[
Sk3 , S
p
3
]
= 0 k 6= p , (B.27)
i.e., we have the group structure
⊗
k SUk(2).
In order to find the connection between the Fock spaces He,µ and H1,2, let us
now consider the generic matrix element 1,2〈a|να1 (x)|b〉1,2 (similarly for να2 (x)), where
|a〉1,2 is the generic element of H1,2. Inverting the first of Eqs. (B.15), we get
1,2〈a|Gθ ναe (x) G−1θ |b〉1,2 = 1,2〈a|να1 (x)|b〉1,2 , (B.28)
which shows that G−1θ |a〉1,2 is a vector of He,µ, being the field operator νe defined on
such a space. It thus arises that G−1θ provides the mapping between H1,2 in He,µ,
namely
G−1θ : H1,2 7→ He,µ . (B.29)
5By comparison, mixing transformations in QM are purely rotation.
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In particular, for the vacuum |0〉1,2 (at finite volume V ) the following relation holds:
|0(θ, t)〉e,µ = G−1θ (t) |0〉1,2 , (B.30)
which means that |0(θ, t)〉e,µ represents the vacuum for the flavor Fock space He,µ.6
In fact, by exploiting Eqs. (B.2) and using the linearity of Gθ, we obtain the anni-
hilators for the fields νχ (χ = e, µ) as
ur αk,e α˜
r
k,e = G
−1
θ u
r α
k,1 α
r
k,1Gθ , α = 1, ..., 4 , (B.31)
and similarly for the others. It is straightforward to prove that these operators do
indeed annihilate the vacuum for definite flavor fields |0(θ, t)〉e,µ. For the sake of
completeness, we remark that, from now on, the following shorthand notation shall
be used for this vacuum:
|0(t)〉e,µ ≡ |0(θ, t)〉e,µ , |0〉e,µ ≡ |0(θ, t = 0)〉e,µ . (B.32)
Strictly speaking, Eq. (B.30) has a purely formal meaning, being valid only at finite
volume V . For V → ∞, by contrast, one can check that the two vacua become
orthogonal, i.e. [8]
lim
V→∞ 1,2
〈0|0(t)〉e,µ = 0, ∀t . (B.33)
Of course, such an orthogonality disappears for θ = 0 and/or for m1 = m2, consis-
tently with the disappearance of mixing in the Pontecorvo theory.
Equation (B.33) is the heart of the QFT of flavor mixing; indeed, it expresses the
unitary inequivalence of the flavor and mass representations in the infinite volume
limit, showing the absolutely non-trivial nature of the transformations Eqs. (B.2) in
this regime. Furthermore, it emphasizes the limit of validity of the approximation
usually adopted when these two representations are identified.
Next, in order to realize how the above technicalities affect the structure of the
flavor vacuum, let us explicitly evaluate the dynamical map, Eq. (B.31); to this
aim, it is worth redefining the operatorial parts of the fields νχ(x) (χ = e, µ) as
ur αk,1 α
r
k,e ≡ ur αk,e α˜ rk,e . The ensuing relation takes the form
αrk,e(t) ≡ G−1θ (t) αrk,1 Gθ(t) , (B.34)
and similarly for the other operators. Using Eq. (B.16) and expanding the free fields
6In analogy with the mass vacuum, from now on we shall refer to this vacuum as flavor vacuum.
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νi(x) (i = 1, 2) as in Eq. (B.3), we finally get
αrk,e(t) = cos θ α
r
k,1 + sin θ
∑
s
[
ur†k,1(t)u
s
k,2(t)α
s
k,2 + u
r†
k,1(t) v
s
−k,2(t) β
s†
−k,2
]
,
(B.35)
Equation (B.35) can be further simplified by decoupling the modes with different
spins in the sum over s: for this purpose, without loss of generality, we can choose
the reference frame such that k = (0, 0, k), thus obtaining
αrk,e(t) = cos θ α
r
k,1 + sin θ
(
ρk ∗12 (t) α
r
k,2 + ε
r λk12(t) β
r†
−k,2
)
, (B.36)
and similarly for the other operators, where εr = (−1)r and7
ρk12(t) ≡ ur†k,2(t)urk,1(t) = vr†−k,1(t) vr−k,2(t) , (B.37)
λk12(t) ≡ εr ur†k,1(t) vr−k,2(t) = −εr ur†k,2(t) vr−k,1(t) , (B.38)
By explicit calculations, one has
ρk12(t) = |ρk12| ei(ωk,2−ωk,1)t , λk12(t) = |λk12| ei(ωk,2+ωk,1)t, (B.39)
where
|ρk12| =
(
ωk,1 +m1
2ωk,1
) 1
2
(
ωk,2 +m2
2ωk,2
) 1
2
(
1 +
k2
(ωk,1 +m1)(ωk,2 +m2)
)
, (B.40)
|λk12| =
(
ωk,1 +m1
2ωk,1
) 1
2
(
ωk,2 +m2
2ωk,2
) 1
2
(
k
(ωk,2 +m2)
− k
(ωk,1 +m1)
)
. (B.41)
It is a trivial matter to show that
|ρk12|2 + |λk12|2 = 1. (B.42)
The above equation guarantees that flavor operators still obey equal-time canonical
anti-commutators.
Now, Eqs. (B.15), (B.34) allow to adopt the following free field-like expansions
for flavor fields:
ν`(x, t) =
1√
V
∑
k,r
eik x
[
αrk,`(t)u
r
k,j(t) + β
r†
−k,`(t) v
r
−k,j(t)
]
, (B.43)
7In order to avoid confusion among spinors and Bogoliubov coefficients, we have slightly changed
the original notation [8], relabelling these latter as Uk → ρk12 and Vk → λk12.
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where (`, j) = (e, 1), (µ, 2) and the flavor ladder operators are given in Eq. (B.36)
and similar.
As previously remarked, in the framework of QFT, flavor mixing arises from a
non-trivial interplay between the standard Pontecorvo θ-rotation and an internal
Bogoliubov transformation (this is even more evident from Eq. (B.36), where the
Bogoliubov transformation of coefficients ρk12 and λk12 has been emphasized by en-
closing it within round brackets). As a consequence, the flavor vacuum acquires a
condensate structure of particle/antiparticle pairs with both the same and different
masses, as it can be seen by explicitly exhibiting its full expression (for simplicity,
we consider again the reference frame such that k = (0, 0, k))8:
|0〉e,µ =
∏
k
∏
r
[ (
1− sin2 θ |λk12|2
) − εr sin θ cos θ |λk12|(αr†k,1 βr†−k,2 + αr†k,2 βr†−k,1)
+ εr sin2 θ |λk12| |ρk12|
(
αr†k,1 β
r†
−k,1 − αr†k,2 βr†−k,2
)
+ sin2 θ |λk12|2 αr†k,1 βr†−k,2αr†k,2 βr†−k,1
]
|0〉1,2.
(B.44)
Using Eqs. (B.36), (B.44), we can finally calculate the condensation density of the
flavor vacuum,
e,µ〈0|αr†k,i αrk,i|0〉e,µ = sin2 θ |λk12|2 , i = 1, 2 , (B.45)
with the same result for antiparticles. Clearly, it vanishes for θ = 0 and/or for
m1 = m2, as it should be in the absence of mixing. Furthermore, using Eq. (B.41),
one can easily show that it also goes to zero in the relativistic limit of large momenta,
k  √m1m2, thus recovering the standard QM results.
B.2 Flavor charges and states for mixed fields: neu-
trino oscillations in QFT
After discussing the vacuum structure, let us investigate the definition and properties
of the single-particle flavor states9. For the sake of comparison, we first review the
case where no mixing occurs, devoting the subsequent analysis to the extension to
mixed fields.
It is well known that the Lagrangian density of two free (non-interacting) Dirac
8As a remark, note that, due to the existence of various types of particle/antiparticle pairs, flavor
vacuum turns out to be different from the ground state of the BCS theory of superconductivity [230],
where only one type of pair is involved.
9In what follows, we shall basically refer to Ref. [148].
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fields νi (i = 1, 2) with mass mi reads
Lν(x) = ν¯m(x)
(
iγµ∂µ − Mdν
)
νm(x) , (B.46)
where νTm = (ν1, ν2) and Mdν is the diagonal mass operator, Mdν = diag (m1,m2).
With a straightforward calculation, it is possible to show that Lν has the global
U(1) invariance. This implies the conservation of the Noether’s charge
Qν =
∫
d3 x I0(x) , Iµ(x) = ν¯m(x)γ
µνm(x)) , (B.47)
which indeed represents the total lepton number of the system.
Let us now consider the global SU(2) transformation,
ν ′m(x) = e
iαj ·τjνm(x) , j = 1, 2, 3 , (B.48)
with αj (j = 1, 2, 3) real constants, τj = σj/2 and σj being the Pauli matrices. Since
m1 6= m2, the Lagrangian density Eq. (B.46) is no longer invariant. In particular,
by use of the equations of motion, one can derive the following expression for the
SU(2) Noether’s currents:
Jµm,j(x) = ν¯m(x) γ
µ τj νm(x) , j = 1, 2, 3 . (B.49)
The corresponding Noether’s charges, Qm,j(t) =
∫
d3x J0m,j(x), which in general are
not conserved, satisfy the SU(2) algebra (at any time t).
We now point out that the Casimir operator, Cm ≡ [
∑3
j=1 Q
2
m,j(t)]
1/2
, is propor-
tional to the total (conserved) charge Qν , since we have
Cm =
1
2
Qν . (B.50)
In the same way, from Eq. (B.49), we can see that also the charge Qm,3 is conserved.
Thus, we can define the two combinations:
Qν1 ≡
1
2
Qν + Qm,3 , Qν2 ≡
1
2
Qν − Qm,3 , (B.51)
where
Qνi =
∫
d3x ν†i (x)νi(x) , i = 1, 2 . (B.52)
These are nothing but the Noether charges associated with the non-interacting fields
νi: in the absence of mixing, they represent the flavor charges. As expected, they
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are separately conserved for each generation.
The question now arises as to how the above formalism gets modified when taking
into account the mixing of the two fields. To clear the head, let us then rewrite the
Lagrangian density Eq. (B.46) in the flavor basis,
Lν(x) = ν¯f (x) (γ
µ∂µ − Mν) νf (x) , (B.53)
where νTf = (νe, νµ) and Mν =
(
me meµ
meµ mµ
)
. As in the previous case, one can
explicitly calculate the Noether’s currents associated with SU(2) transformations
acting on the field doublet, obtaining
Jµf,j(x) = ν¯f (x) γ
µ τj νf (x) , j = 1, 2, 3 . (B.54)
The related charges, Qf,j(t) =
∫
d3x J0f,j(x), still close the SU(2) algebra; in this
case, however, due to the off-diagonal terms in Mν , Qf,3(t) turns out to be time-
dependent. In other terms, an exchange of charge between the mixed fields νe and
νµ is involved, resulting in the phenomenon of flavor oscillations.
In line with Eq. (B.51), flavor charges for mixed fields can be now expressed in
the form [148]
Qνe(t) ≡
1
2
Qν + Qf,3(t) , Qνµ(t) ≡
1
2
Qν − Qf,3(t) , (B.55)
where
Qνσ(t) =
∫
d3x ν†σ(x) νσ(x) , σ = e, µ . (B.56)
Of course, one has Qνe(t) + Qνµ(t) = Q, ∀t, consistently with the conservation of
the total charge even in the presence of mixing.
In order to define the single-particle state for mixed fields, let us now introduce
the normal ordered charges with respect to the flavor vacuum |0(t)〉e,µ:
:: Qνσ(t) :: ≡
∫
d3x :: ν†σ(x) νσ(x) :: =
∑
r
∫
d3k
(
αr†k,νσ(t)α
r
k,νσ(t)− βr†−k,νσ(t)βr−k,νσ(t)
)
.
(B.57)
Flavor states are thus defined as eigenstates of these charges at a given time t (e.g.,
t = 0):
|νrk,σ〉 ≡ αr†k,σ(0)|0(0)〉e,µ ≡ αr†k,σ(0)|0〉e,µ, σ = e, µ. (B.58)
with αr†k,σ given in Eq. (B.36) (similarly for the antiparticle states). With such a
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definition, we have
:: Qνe(0) :: |νrk,e〉 = |νrk,e〉, :: Qνµ(0) :: |νrk,µ〉 = |νrk,µ〉, (B.59)
:: Qνe(0) :: |νrk,µ〉 = :: Qνµ(0) :: |νrk,e〉 = 0, :: Qνσ(0) :: |0〉e,µ = 0. (B.60)
In closing, we present the exact QFT formula for neutrino oscillations [127], which
can be derived by computing the expectation value of the flavor charges Eq. (B.56)
on the states Eq. (B.58). A straightforward calculation leads to
Qkνe→νe(t) = 〈νrk,e| :: Qνe(t) :: |νrk,e〉 (B.61)
= 1 − sin2(2θ)
[∣∣ρk12∣∣2 sin2(ωk,2 − ωk,12 t
)
+
∣∣λk12∣∣2 sin2(ωk,2 + ωk,12 t
)]
,
and
Qkνe→νµ(t) = 〈νrk,e| :: Qνµ(t) :: |νrk,e〉 (B.62)
= sin2(2θ)
[∣∣ρk12∣∣2 sin2(ωk,2 − ωk,12 t
)
+
∣∣λk12∣∣2 sin2(ωk,2 + ωk,12 t
)]
.
Charge conservation is guaranteed (at any time) by the condition
Qkνe→νe(t) + Q
k
νe→νµ(t) = 1 , ∀t . (B.63)
By comparison with the QM Pontecorvo formulae,
Pνe→νe(t) = 1 − sin2 2θ sin2
(
∆ω
2
t
)
, Pνe→νµ(t) = sin
2 2θ sin2
(
∆ω
2
t
)
, (B.64)
two main differences catcth the eye. First, the QFT oscillation amplitudes explicitly
depend on the momentum via the Bogoliubov coefficients ρk12 and λk12; second, in
Eqs. (B.61), (B.62) there is an additional oscillating term depending on the sum
of the frequencies. We also observe that, for large momenta |k|  √m1m2, the
traditional formulae in Eq. (B.64) are recovered, since
∣∣ρk12∣∣2 −→ 1 and ∣∣λk12∣∣2 −→ 0.
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B.3 Mixing transformations and flavor states for
bosons
The non-trivial nature of mixing transformations in QFT also appears in the case
of bosons10 [9]. In this context, however, what oscillate are some other quantum
numbers (e.g., the strangeness or the isospin). In spite of this, in the following we
shall still refer to such intrinsic properties as “flavor” and, thus, to the interacting
fields as “flavor fields”. Additionally, since the skeleton of the formalism is basically
the same as for fermions, we shall focus on the aspects that are not in common with
the previous analysis, redirecting the reader to Ref. [9] for a complete treatment.
Let us start by considering two free charged scalar fields φi(x) (i = 1, 2) with
mass mi. As well known, they can be Fourier expanded as follows
φi(x) =
∫
d3k
(2pi)3/2
eik·x√
2ωk,i
(
ak,ie
−iωk,it + a¯†−k,ie
iωk,it
)
, i = 1, 2 , (B.65)
being ak,i (a†k,i) the annihilators (creators) for the field φi. We assume these op-
erators to be canonical. Following on from what discussed for fermions, mixing
transformations relating flavor fields φχ (χ = A,B) and free fields φi (i = 1, 2) take
the form
φA(x) = φ1(x) cos θ + φ2(x) sin θ ,
φB(x) = −φ1(x) sin θ + φ2(x) cos θ ,
(B.66)
which can be expressed in terms of the mixing generator
Gθ(t) = exp
[
−iθ
∫
d3x
(
pi1(x)φ2(x) − φ†1(x)pi†2(x) − pi2(x)φ1(x) + φ†2(x)pi†1(x)
)]
,
(B.67)
as in Eqs. (B.15). Again, this is a unitary operator (at finite volume V ) exhibiting
the structure of a rotation combined with a Bogoliubov transformation of coefficients
ρk12(t) = |ρk12| ei(ωk,2−ωk,1)t , λk12(t) = |λk12| ei(ωk,1+ωk,2)t , (B.68)
with
|ρk12| ≡
1
2
(√
ωk,1
ωk,2
+
√
ωk,2
ωk,1
)
, |λk12| ≡
1
2
(√
ωk,1
ωk,2
−
√
ωk,2
ωk,1
)
. (B.69)
Unlike fermions, however, these coefficients satisfy the “hyperbolic” (rather than
10To make our analysis as clear as possible, we shall apply our considerations to scalar fields.
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“circular”) relation
|ρk12|2 − |λk12|2 = 1 , (B.70)
consistently with the different statistical nature of bosons (compare with Eq. (B.42)).
This guarantees that ladder operators for flavor fields are still canonical (at equal
times).
Note that the Bogoliubov transformation hiding in Gθ(t) still induces a non-
trivial condensate structure into the flavor vacuum |0(θ, t)〉A,B = G−1θ (t)|0〉1,2, which
is thus a SU(2) coherent state. In analogy with fermions, flavor and mass vacua
become orthogonal to each other in the infinite volume limit, giving rise to inequiv-
alent Fock space representations H1,2 and He,µ. Of course, such an orthogonality
disappears for θ = 0 and/or m1 = m2, according to what discussed in the previous
Section.
Now, using the Fourier expansion Eq. (B.65) and the mixing generator Eq. (B.67),
flavor annihilators for the vacuum |0(θ, t)〉A,B take the form
ak,A(t) = cos θ ak,1 + sin θ
(
ρk ∗12 (t) ak,2 + λ
k
12(t) a¯
†
−k,2
)
, (B.71)
and similarly for the other annihilators. In terms of these operators, flavor fields
can be expanded as
φ`(x) =
∫
d3k
(2pi)3/2
eik·x√
2ωk,j
(
ak,`(t) e
−iωk,jt + a¯†−k,`(t) e
iωk,jt
)
, (B.72)
where (`, j) = (A, 1), (B, 2).
It is now interesting to describe an alternative, but equivalent, procedure to
derive the formula Eq. (B.71).11 To this aim, by working backwards, we can start
from the expansions of flavor fields Eq. (B.72); exploiting the orthonormality and
completeness properties of plane waves, we can immediately write
ak,A(t) ≡ (φA, Uk,1) , (B.73)
where, to simplify the notation, we have indicated with Uk,i (i = 1, 2) the plane wave
mode of mass mi. This can be easily checked by using the mixing transformation
11Although it has been illustrated only for bosons, such an approach also applies to the case of
fermions.
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Eqs. (B.66):
ak,A(t) = cos θ
∫
d3k′
[
ak′,1 (Uk′,1, Uk,1) + a¯
†
−k′,1 (U
∗
−k′,1, Uk,1)
]
+ sin θ
∫
d3k′
[
ak′,2 (Uk′,2, Uk,1) + a¯
†
−k′,2 (U
∗
−k′,2, Uk,1)
]
= cos θ ak,1 + sin θ
[
ρ˜k ∗12 (t) ak,2 + λ˜12(t) a¯
†
−k,2
]
, (B.74)
that is indeed the same expression obtained in Eq. (B.71).
By comparison with Eq. (B.45), we also illustrate the expression of the conden-
sation density of the flavor vacuum,
A,B〈0(t)|a†k,i ak,i|0(t)〉A,B = sin2 θ |λk12|
2
, i = 1, 2 , (B.75)
with the same result for antiparticles. As for the case of fermions, it is a trivial matter
to show that it vanishes for θ = 0 and/or for m1 = m2, as it should be in the absence
of mixing. Additionally, it goes to zero in the relativistic limit |k|2  m12+m22
2
,
correctly reproducing the standard Pontecorvo results.
The structure of currents and charges for mixed scalar fields can be defined
consistently with what discussed in Section B.2. Here we only report the QFT
generalization of the standard Pontecorvo formulae,
QkA→A(t) = 1 − sin2(2θ)
[
|ρk12|2 sin2
(
ωk,2 − ωk,1
2
t
)
− |λk12|2 sin2
(
ωk,2 + ωk,1
2
t
)]
(B.76)
QkA→B(t) = sin
2(2θ)
[
|ρk12|2 sin2
(
ωk,2 − ωk,1
2
t
)
− |λk12|2 sin2
(
ωk,2 + ωk,1
2
t
)]
,
(B.77)
to be compared with the corresponding expressions for fermions, Eqs. (B.61), (B.62).
Note the negative sign in front of the |λk12|2 terms, in contrast with Eqs. (B.61),
(B.62): the boson flavor charge thus can assume also negative values (see Ref. [9]
for the physical interpretation). Clearly, the total charge is conserved at any time
t, being QkA→A(t) + QkA→B(t) = 1,∀t.
As seen for fermions, Eqs. (B.76)-(B.77) do not match with the usual QM oscil-
lation formulae, to which, however, reduce in the relativistic limit of large momenta.
Apart from the extra oscillating term depending on the sum of the frequencies and
the k-dependent amplitudes, Eqs. (B.76), (B.77) contain the information about the
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statistics of mixed fields: for bosons and fermions the Bogoliubov coefficients ap-
pearing in the amplitudes are indeed significantly different from each other, the
former satisfying the “hyperbolic” condition Eq. (B.70), the latter the “circular” one
Eq. (B.42).
Appendix C
Entanglement in neutrino mixing
and oscillations
“Guilt is an indulgence,
it entangles you in the past. ”
- Gregg Hurwitz -
In this Appendix we illustrate how the issue of flavor mixing and oscillations is
intimately related to the entanglement phenomenon. In particular, with explicit
reference to neutrinos, it is shown that oscillations can be equivalently described
in terms of dynamical entanglement of flavor modes. In order to set the stage, we
first review the quantum mechanical treatment of the problem, relying on the use
of Pontecorvo states (for a more thorough discussion of this, see Ref. [231]); the
obtained results are then extended to the quantum field theory framework, where
a richer structure of quantum correlations appears [232], due to the non-trivial
condensation of particle-antiparticle pairs in flavor vacuum (see Eq. (B.44)).
To begin with, let us recast Pontecorvo transformations Eq. (2.77) into the form
|ν(f)〉 = U(θ)|ν(m)〉 , (C.1)
where U(θ) is the Pontecorvo matrix in Eq. (2.78) and we have introduced the
shorthand notation |ν(f)〉 = (|νe〉, |νµ〉)T , |ν(m)〉 = (|ν1〉, |ν2〉)T for states with definite
flavor and mass, respectively. Flavor states evolve in time according to
|ν(f)(t)〉 = U(t)|ν(f)〉 ≡ U(θ)U0(t)U−1(θ)|ν(f)〉 , (C.2)
where |ν(f)〉 are the flavor states at t = 0, U0(t) = diag(e−iω1t, e−iω2t), and ωi
(i = 1, 2) is the energy eigenvalue associated with |νi〉.
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If we now consider the neutrino occupation number for a given flavor as refer-
ence quantum number, the following correspondence with two-qubit states naturally
arises:
|νe〉 ≡ |1〉νe|0〉νµ , |νµ〉 ≡ |0〉νe|1〉νµ , (C.3)
with |j〉να (α = e, µ) standing for a j-occupation number state of a neutrino in mode
α. Therefore, as a result of mixing, entanglement is established among flavor modes,
in a single-particle setting. Eq. (C.2) can then be recast as
|να(t)〉 = Uαe(t)|10〉 + Uαµ(t)|01〉 , (C.4)
where |ij〉 denotes the two-qubit vector |i〉νe|j〉νµ , and |Uαβ(t)|2 = |〈νβ|να(t)〉|2 (β =
e, µ) is the transition probability between |να〉 and |νβ〉 at time t, with |Uee(t)|2 +
|Ueµ(t)|2 = 1. Thus, the time-evolved states |ν(f)(t)〉 appear as entangled Bell-like
superpositions of the two flavor eigenstates with time-dependent coefficients.
As well-known, entanglement can be quantified via several different measures.
According to Ref. [231], here we use the linear entropy (for a review of the most
common entanglement quantifiers and their significance for various topics in quan-
tum information, see Section C.1). To this aim, let us consider the density matrix
ρ(α) = |να(t)〉〈να(t)| describing the two-qubit Bell state |να(t)〉 in Eq. (C.4). Ex-
ploiting the definition given in Eq. (C.19), the linear entropy S(νe;νµ)Lα ≡ S(νe;νµ)L (ρα)
associated to the reduced state after tracing over one (flavor) mode takes the form
S
(νe;νµ)
Lα = S
(νµ;νe)
Lα = 4|Uαe(t)|2 |Uαµ(t)|2
= 4|Uαe(t)|2(1− |Uαe(t)|2)
= 4|Uαµ(t)|2(1− |Uαµ(t)|2) . (C.5)
This expression establishes that the linear entropy of the reduced state is equal to
the product of the two-flavor transition probabilities. On the one hand, for t = 0,
that is, when flavors are not mixed, the entanglement is zero, and the global state is
factorized. On the other hand, for t > 0 flavor oscillations occur and entanglement
of flavors develops, reaching its maximal value at largest mixing, i.e. for |Uee(t)|2 =
|Uµe(t)|2 = 1/2. We emphasize that a formally similar result has been obtained in
Ref. [233], where it is also shown that all the well-known quantum correlations, such
as the Bell’s inequality, are directly related to the neutrino oscillation probabilities.
Furthermore, in Ref. [234], quantum entanglement and oscillation damping in the
context of flavor quantum transition are found to have the same origin owing to
localization and decoherence effects brought up by an external wave packet picture.
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Let us now extend the above results to the QFT framework. To this aim, consider
field mixing transformations in Eq. (B.2) and the definition of neutrino flavor state
(at t = 0) in Eq. (B.58), here rewritten as
|νβ〉 ≡ α†β(0)|0〉e,µ, (β = e, µ) , (C.6)
where we have omitted for simplicity the spin and momentum indices of the state.
At time t, for example, the electron neutrino state takes the form
|νe(t)〉 = e−iHt|νe〉 , (C.7)
(and similarly for the muon neutrino) where H is the QFT free Hamiltonian. Work-
ing in the flavor Hilbert space He,µ, we can rewrite Eq. (C.7) as follows:
|νe(t) =
[
Uee(t)α
†
e + Ueµ(t)α
†
µ + U
ee¯
eµ(t)α
†
eα
†
µβ
†
e + U
µµ¯
ee (t)α
†
eα
†
µβ
†
µ
]
|0〉e,µ, (C.8)
where the (time-dependent) coefficients are given by
Uee(t) = e
−iω1t
[
cos2 θ + sin2 θ
(
e−i(ω2−ω1)t|ρ12|2 + e−i(ω2+ω1)t|λ12|2
) ]
, (C.9)
Ueµ(t) = e
−iω1tρ12 cos θ sin θ
(
e−i(ω2−ω1)t − 1) , (C.10)
U ee¯eµ(t) = e
−iω1tλ12 cos θ sin θ
(
1 − e−i(ω2+ω1)t) , (C.11)
Uµµ¯ee (t) = e
−iω1tρ12λ12 sin2 θ
(
e−i(ω2+ω1)t − e−i(ω2−ω1)t) (C.12)
with ρ12 and λ12 defined in Eq. (B.39) and
|Uee(t)|2 + |Ueµ(t)|2 + |U ee¯eµ(t)|2 + |Uµµ¯ee (t)|2 = 1 . (C.13)
Unlike the previous treatment, in the QFT framework the time-evolved state Eq. (C.8)
is a multi-particle entangled state, due to the richer structure of flavor vacuum with
respect to the corresponding quantum mechanical state. As a consequence, we have
a multipartite entanglement in a four-qubit state of the form:1
|νe(t)〉 = Uee(t)|1000〉 + Ueµ(t)|0100〉 + U ee¯eµ(t)|1110〉 + Uµµ¯ee (t)|1101〉 , (C.14)
where |ijkl〉 denotes the four-qubit vector |i〉νe |j〉νµ |k〉ν¯e |h〉ν¯µ , with i, j, k, h = 0, 1.
Following the derivation of Eq. (C.5), the linear entropies S(a;b,c,d)L associated with
1In the same way as for the Pontecorvo states Eq. (C.4), we consider as reference quantum
number the neutrino occupation number.
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|νe(t)〉 are simply given by
S
(νe;νµ,ν¯e,ν¯µ)
L = 4|Ueµ(t)|2
(
1 − |Ueµ(t)|2
)
, (C.15)
S
(νµ;νe,ν¯e,ν¯µ)
L = 4|Uee(t)|2
(
1 − |Uee(t)|2
)
, (C.16)
S
(ν¯e;νe,νµ,ν¯µ)
L = 4|U ee¯eµ(t)|2
(
1 − |U ee¯eµ(t)|2
)
, (C.17)
S
(ν¯µ;νe,νµ,ν¯e)
L = 4|Uµµ¯ee (t)|2
(
1 − |Uµµ¯ee (t)|2
)
. (C.18)
It is worth noting that, in the QM limit, Eqs. (C.15) and (C.16) reduce to the
Pontecorvo analogs Eq. (C.5), while Eqs.. (C.17) and (C.18) go to zero, as it could
be expected.
C.1 Quantum entanglement measures
In the previous Section, it has been shown that flavor oscillations admit an equivalent
description in terms of entanglement of flavor modes. In that case, specifically,
following Ref. [231], we have used the linear entropy to quantify the entanglement
of neutrino states (see Eq. (C.5) and the corresponding QFT relations, Eqs. (C.15)-
(C.18)). In order to define such a measure2, consider a quantum state described by
the density matrix ρ in a D-dimensional Hilbert space H. Denoting by µ = Trρ2
the purity of the state, the linear entropy SL(ρ) is defined as
SL(ρ) =
D
D − 1[1− Trρ
2] =
D
D − 1[1− µ(ρ)] . (C.19)
For pure states ρ = |ψ〉〈ψ| and µ = 1; by contrast, for mixed states µ < 1, and
it acquires its minimum value 1/D on the maximally mixed state ρ = 1D/D. The
normalization in Eq. (C.19) ensures that the entropy SL ranges from 0 (pure states)
to 1 (maximally mixed states).
Linear entropy is widely employed to quantify the entanglement of quantum
systems, even though it is not the only possible measure. Bipartite entanglement
of pure states, for instance, can be unambiguously quantified by the von Neumann
entropy
SV (ρ) = −Tr[ρ logD ρ] , (C.20)
or by any other monotonic function of the former (among these, the linear entropy
2This Section is not intended to be an exhaustive review of all possible entanglement measures.
For a more detailed analysis of this, we remand the reader to the appropriate literature (see, for
instance, Refs. [235, 236, 237, 238] and therein).
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itself has a special physical significance, since it is linked to the purity of the re-
duced states, and enters in the fundamental monogamy inequalities for distributed
entanglement in the multipartite setting).
For bipartite mixed states, several entanglement measures have been proposed [239,
240, 241]. Although providing interesting operative definitions, the entanglement of
formation and of distillation are very hard to compute. A renowned result in this
context is the Wootters formula for the entanglement of formation for two-qubit
mixed states [242]. An alternative measure, which is closely related to the en-
tanglement of formation, is the concurrence (the entanglement of formation is a
monotonically increasing function of the concurrence) [243]:
C(ρ(α,β)) = max{0, λ1 − λ2 − λ3 − λ4}, (C.21)
where {λi}4i=1 are the square roots of the eigenvalues, in decreasing order, of the
non-Hermitian matrix ρ(α,β)ρ˜(α,β), with ρ(α,β) = Trγ 6=α,β[ρ] being the reduced density
operator and ρ˜(α,β) = (σy⊗σy)ρ(α,β)∗(σy⊗σy) the spin-flipped state. With reference
to the entanglement of flavor modes, for example, the concurrence can be used to
measure the entanglement between two flavors in the neutrino three flavor state, after
tracing the third flavor. The quantities to compute in that case are C
(
ρ
(β,γ)
α (x)
)
≡
C
(β,γ)
α , with α, β, γ, η = e, µ, τ .
Computational difficulties in the quantification of bipartite entanglement for
mixed states are also encountered with the relative entropy [240]. On the other
hand, a more straightforwardly computable entanglement monotone is the logarith-
mic negativity EN, based on the requirement of positivity of the density opera-
tor under partial transposition EN = log2 || ρ˜12 ||1, where || · ||1 denotes the trace
norm, i.e. ||O || = Tr[
√
O†O] for any Hermitian operator O [241]. The so-called
bona fide density matrix ρ˜12 is obtained through the partial transposition with
respect to one mode, say mode 2, of ρ12, i.e. ρ˜12 ≡ ρPT 212 . Given an arbitrary
orthonormal product basis |i1, j2〉, the matrix elements of ρ˜12 are determined by
〈i1, j2|ρ˜12|k1, l2〉 = 〈i1, j2|ρ12|k1, j2〉. Cleary, for pure states such a measure provides
the same results as the von Neumann entropy defined above.
In the instance of multipartite states, the quantification of entanglement becomes
much more convoluted, as the various measures are not equivalent and sometimes
ill-defined. Important achievements have been reached in understanding the differ-
ent ways in which multipartite systems can be entangled. The intrinsic nonlocal
character of entanglement imposes its invariance under any local quantum opera-
tions; therefore, equivalence classes of entangled states can be defined through the
C.1 Quantum entanglement measures 159
group of reversible stochastic local quantum operations assisted by classical commu-
nication (SLOCCs) [244]. Such an approach allows to demonstrate that three and
four qubits can be entangled, respectively, in two and nine inequivalent ways [245]
(we remand to Ref. [246] for a more detailed discussion on this).
Starting from the above classification, various attempts to introduce efficient en-
tanglement measures for multipartite systems have been done. The characterization
of the quantum correlations through a measure embodying a collective property of
the system, should be based on the introduction of quantities invariant under lo-
cal transformations. A successful step in this direction has been put forward by
Coffman, Kundu, and Wootters in Ref. [243], where, with reference to the entangle-
ment in three qubits systems, the so-called residual, genuine tripartite entanglement,
or 3-tangle, has been constructed in terms of the squared concurrences associated
with the global three qubit state and the reduced two-qubit states. Several gen-
eralizations of this quantifier have been later proposed: among these, we mention
the Schmidt measure, defined as the minimum of log2 r, with r being the minimum
of the number of terms in an expansion of the state in product basis [247], and
the global entanglement of Meyer and Wallach [248], which is given by the sum of
concurrences between one qubit and all others, and can be expressed as the average
subsystem linear entropy [249]. A further measure for (pure) multipartite states has
been considered in Ref. [246] in terms of the possible bipartitions of the system: the
average von Neumann entropy, as its name suggests, is indeed a functional of the
von Neumann entropy averaged on a given bipartition of the system. In order to
define it, let ρ be the density operator for a pure state |ψ〉 describing the N -partite
system S = {S1, S2, . . . , SN}. Consider the bipartition of such a system in two sub-
systems SAn = {Si1 , Si2 , . . . , Sin}, with 1 ≤ i1 < i2 < . . . < in ≤ N (1 ≤ n < N),
and SBN−n = {Sj1 , Sj2 , . . . , SjN−n}, with 1 ≤ j1 < j2 < . . . < jN−n ≤ N , and iq 6= jp.
Denoting by ρAn the density matrix reduced with respect to the subsystem SBN−n ,
ρAn ≡ ρi1,i2,...,in = TrBN−n [ρ] = Trj1,j2,...,jN−n [ρ] , (C.22)
and using Eq. (C.20) for the von Neumann entropy SV (ρAn) associated with such a
bipartition, the average von Neuman entropy is defined as
〈S(n;N−n)V 〉 =
(
N
n
)−1∑
An
SV (ρAn) (C.23)
where the sum is intended over all the possible bipartitions of the system in two
subsystems each with n and N − n elements (1 ≤ n < N).
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Entropic measures, however, cannot be used to quantify the entanglement of
mixed states. In this context, it is useful to introduce a generalized version of
the logarithmic negativity defined above. Again, let ρ be the density matrix for a
multipartite mixed state associated with a N -partite system S, and consider the
bipartition into two subsystems SAn and SBN−n . Denoting by
ρ˜An = ρ
PT BN−n = ρPT j1,j2,...,jN−n (C.24)
the bona fide density matrix obtained by the partial transposition of ρ with respect
to the parties belonging to SBN−n , the logarithmic negativity associated with the
fixed bipartition is given by E(An;BN−n)N = log2 || ρAn log2 ρ˜An ||1. Following the same
procedure as for the average von Neumann entropy, one can define the average
logarithmic negativity as [246]
〈En;NnN 〉 =
(
N
n
)−1∑
An
E
(An;BN−n)
N , (C.25)
where the sum is intended over all the possible bipartitions of the system.
We finally remark that a completely different characterization of multipartite
entanglement can be defined in terms of purely geometric measures [237, 238]. The
relative entropy of entanglement (generalized for multipartite settings) and the ge-
ometric entanglement are among the most common quantifiers belonging to this
class. On the one hand, the relative entropy is defined as the distance of a given
state from the set of fully separated states, quantified in terms of the quantum rela-
tive entropy [250]. On the other hand, the geometric entanglement is the Euclidean
distance of a given multipartite state to the nearest fully separable state [237, 251].
One of the benefits of working with such a measure is the interesting connection
that it exhibits with other quantifiers [237]. Moreover, it can be efficiently estimated
by quantitative entanglement witnesses amenable of experimental verification [252].
Given an N -partite pure state |ψ〉, the geometric measure of entanglement intro-
duced by Wei and Goldbart is defined as [237]:
EG(|ψ〉) = 1 − max|Φ〉
∣∣〈φ|ψ〉∣∣2 , (C.26)
where the maximum is taken with respect to all pure states that are fully factorized,
i.e. the N -separable states φ〉 such that
|φ〉 =
N⊗
s=1
|φs〉 , (C.27)
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where |φs〉 being single-qubit pure states. As it can be shown, this is an intrinsically
geometric measure because it coincides with the distance (in the Hilbert-Schmidt
norm) between a given pure state and the set of fully separable (i.e. fully product)
pure states.
The geometric measure can be extended by the convex roof procedure to the
case of mixed states; additionally, it is a proper multipartite entanglement mono-
tone. In spite of its very appealing properties and the large number of cases where
it can be usefully exploited [253], however, the global nature of the Wei-Goldbart
geometric entanglement does not allow to discriminate among the different bipar-
tite and multipartite contributions to the overall entanglement, to determine their
properties, and to establish a systematic hierarchy among them. In this connection,
in Ref. [238] it has been defined a natural and powerful multipartite generalization
of such a quantifier for pure states of many-qubit systems. Consider a N -qubit
system, corresponding to a tensor-product state space HdN of dimension dN = 2N .
Let us introduce an integer K, 2 ≤ K ≤ N , and the ordered sequence of inte-
gers {M1,M2, . . . ,MK}, where M1 ≤ M2 ≤ . . . ≤ MK , and
∑K
s=1 Ms = N . For
a K-partition of the system in K subsystems described by the sets {Qs}Ks=1, each
set Qs will be composed of Ms elementary parties, i.e. Qs = {i(s)1 , i(s)2 , . . . , i(s)Ms},
where i(s)j ∈ {1, . . . , N} is a discrete index labeling the N elementary parties, and
Qs
⋂
Qs′ = ∅ for s 6= s′. Given a generic K-partition Q1|Q2| . . . |QK of the N -qubit
system, any K-separable state associated to such a partition is defined as the tensor
product of K Ms-qubit pure states |Φ(Qs)s 〉. Each state |Φ(Qs)〉 belongs to the Hilbert
space HdQs of dimension dQs = 2Ms . Starting from Eq. (C.27), a K-separable state
can then be written as
K⊗
s=1
|Φ(Qs)s 〉 , (C.28)
and the Hilbert space HdN is accordingly decomposed as
⊗K
s=1H
dQs . Varying the
integers Ms, one obtains different K-partitions Q1|Q2| . . . |QK and, correspondingly,
different possible K-separable states. Let us now denote by SK the set of all K-
separable states, i.e.
SK =
⋃
{Q1,...,QK}
SK(Q1| . . . |QK) , (C.29)
with SK(Q1|Q2| . . . |QK) being the set of all the K-separable states associated to
a fixed K-partition. The geometric measures of entanglement with respect to K-
separable pure states for an arbitrary N -qubit pure state |Ψ(N)〉 can be then respec-
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tively defined as:
E
(K)
G (Q1| . . . |QK) = 1 − Λ2K(Q1| . . . |QK) , (C.30)
where
Λ2K(Q1| . . . |QK) = max|ϕ〉∈SK(Q1|...|QK)
∣∣∣〈ϕ|Ψ(N)〉∣∣∣2 , (C.31)
and
E
(K)
G (|ψ(N)〉) = 1 − Λ2K(|ψ(N)〉) , (C.32)
with
Λ2K(|ψ(N)〉) = max|Φ〉∈SK
∣∣∣〈Φ|Ψ(N)〉∣∣∣2 . (C.33)
From Eqs. (C.30), (C.31), (C.33), it thus arises that E(K)G (|ψ(N)〉) in Eq. (C.32)
provides a measure of the absolute minimum distance of a state from the set of all
K-separable states. Trivially, for any N -partition of the system (i.e. K = N), one
has M1 = M2 = . . .MN = 1 and N−separability coincides with full separability,
while 1-separability is a common feature of any state, i.e. E(1)G = 0 for all states
{|ψ(N)〉}.
Appendix D
Quantization of mixed boson fields in
hyperbolic modes
“The beginning of knowledge
is the discovery of something
we do not understand.”
- Frank Herbert -
In the original approach [8, 9], the QFT of flavor mixing has been addressed
by quantizing the fields in the conventional plane wave basis. By virtue of Lorentz
covariance, however, such a formalism can be equivalently analyzed within a repre-
sentation diagonalizing any other Lorentz group generator. In particular, one may
wonder how the mixing transformations Eq. (B.71) would appear in the hyperbolic
“boost” scheme, that is, the scheme which diagonalizes the boost momentum op-
erator (spatio-temporal rotation). In what follows, we try to answer this question.
Specifically, by working in the usual framework of Minkowski spacetime, we show
how the results and definitions reported here provide the basis for extending the
field theoretic treatment of flavor mixing to the Rindler frame1.
In line with what we discussed in Section B.3 of Appendix B, let us consider
two scalar fields φi (i = 1, 2) with mass mi. Exploiting the completeness and or-
thonormality properties of boost modes
{
U˜
(σ)
κ,i , U˜
(σ)∗
κ,i
}
, Eq. (2.15), we can expand
the mixed fields φχ (χ = A,B) in Eqs. (B.66) as follows (to be compared with the
1We shall focus on the case of scalar fields. Similar considerations can be readily extended to
fermions.
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expansion Eq. (2.14) for a free field):
φ`(x) =
∑
σ,Ω
∫
d2k
{
d
(σ)
κ,` U˜
(σ)
κ,j (x) + d¯
(σ)†
κ,` U˜
(σ)∗
κ,j (x)
}
, (D.1)
where (`, j) = (A, 1), (B, 2) and we have used the shorthand notation introduced in
Eq. (2.11). Consistently with Eq. (B.73), the flavor annihilation operators in the
hyperbolic representation are given by
d
(σ)
κ,A =
(
φA, U˜
(σ)
κ,1
)
= cos θ d
(σ)
κ,1 + sin θ
∑
σ′,Ω′
(
d
(σ′)
(Ω′,~k),2
A
(σ,σ′)
(Ω,Ω′), ~k
+ d¯
(σ′)†
(Ω′,−~k),2 B
(σ,σ′)
(Ω,Ω′), ~k
)
,
(D.2)
and similar for the other operators. As in the framework of plane waves, mixing
transformations exhibit the structure of a rotation combined with an internal Bo-
goliubov transformation. The Bogoliubov coefficients A(σ,σ
′)
(Ω,Ω′), ~k
and B(σ,σ
′)
(Ω,Ω′), ~k
now
read
A
(σ,σ′)
(Ω,Ω′), ~k
=
∫ +∞
−∞
dk1
4pi
(
1
ωk,1
+
1
ωk,2
)(
ωk,1 + k1
ωk,1 − k1
)iσΩ/2(
ωk,2 + k1
ωk,2 − k1
)−iσ′Ω′/2
ei(ωk,1−ωk,2)t ,
(D.3)
B
(σ,σ′)
(Ω,Ω′), ~k
=
∫ +∞
−∞
dk1
4pi
(
1
ωk,2
− 1
ωk,1
)(
ωk,1 + k1
ωk,1 − k1
)iσΩ/2(
ωk,2 + k1
ωk,2 − k1
)−iσ′Ω′/2
ei(ωk,1+ωk,2)t ,
(D.4)
to be compared with the corresponding relations in the plane wave representation,
Eq. (B.68). For m1 → m2, it is a trivial matter to check that B(σ,σ
′)
(Ω,Ω′), ~k
→ 0 and
A
(σ,σ′)
(Ω,Ω′), ~k
→ δ(σ − σ′) δ(Ω− Ω′), as it should be in the absence of mixing.
The analytic resolution of the integrals Eqs. (D.3), (D.4) is absolutely non-trivial.
In spite of these technicalities, however, a useful approximation can be obtained for
t = η = 0 and ∆m2
m2i
≡ m22−m21
m2i
 1, where one has (to the leading order) [10]
A
(σ,σ′)
(Ω,Ω′), ~k
∣∣∣
t=0
= δσσ′ δ(κ− κ′) − ∆m
2
8µ2k,1
σΩ− σ′Ω′
sinh[pi
2
(σΩ− σ′Ω′)] , (D.5)
B
(σ,σ′)
(Ω,Ω′), ~k
∣∣∣
t=0
= − ∆m
2
8µ2k,1
σΩ− σ′Ω′
sinh[pi
2
(σΩ− σ′Ω′)] . (D.6)
In closing, let us remark that the flavor operators Eq. (D.2) obey the canonical
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commutation relations (at equal times),
[
d (σ)κ,χ(t) , d
(σ′)†
κ′,χ′ (t
′)
] ∣∣∣∣
t=t′
=
[
d¯
(σ)
κ,A (t) , d¯
(σ′)†
κ′,A (t
′)
] ∣∣∣∣
t=t′
= δχχ′ δσσ′ δ
3(κ− κ′), (D.7)
with χ, χ′ = A,B and all other commutators vanishing. This allows for the deriva-
tion of the following conditions for the Bogoliubov coefficients A(σ,σ
′)
(Ω,Ω′), ~k
and B(σ,σ
′)
(Ω,Ω′), ~k
:
∑
σ′′,Ω′′
(
A
(σ′,−σ′′)
(Ω′,Ω′′), ~k′
B
(σ,σ′′) ∗
(Ω,Ω′′), ~k
− A(σ,σ′′) ∗
(Ω,Ω′′), ~k
B
(σ′,−σ′′)
(Ω′,Ω′′), ~k′
)
= 0 , (D.8)
∑
σ′′,Ω′′
(
A
(σ,σ′′)
(Ω,Ω′′), ~k
A
(σ′,σ′′) ∗
(Ω′,Ω′′), ~k′
− B(σ,σ′′)
(Ω,Ω′′), ~k
B
(σ′,σ′′) ∗
(Ω′,Ω′′), ~k′
)
= δσσ′δ
3(κ− κ′) . (D.9)
The latter, in particular, is the hyperbolic representation equivalent of Eq. (B.70).
Appendix E
Inverse β-decay with neutrino mass
eigenstates: conceptual and
computational flaws of the treatment
“Our responsibility
is to do what we can,
lear what we can,
improve the solutions,
and pass them on. ”
- Richard P. Feynman -
In this Appendix we briefly comment on some results found by Cozzella et al.
in the context of the inverse β-decay with neutrino mixing [32]. Before going into
details, we emphasize that the aforementioned work [32] has been submitted on
arXiv just one day apart from ours [30]. In spite of addressing the same issue,
however, it sounds bizarre that the arguments put forward by these two papers
about the real nature of vacuum for mixed fields are diametrically opposed, thus
making the debate on the treatment of flavor mixing in QFT even more lively (a
similar analysis has been recently performed within the framework of the Casimir
effect in Ref. [254], where it has been shown that different choices of vacuum for
mixed fields enclosed in a finite region inevitably lead to different expressions of the
Casimir force between the confining plates). Here we explain why the analysis of
Ref. [32] is missing of some fundamental points, focusing on both conceptual and
computational flaws there reported.
To begin with, let us observe that in Ref. [32] it is claimed that no problem
arises at all when involving neutrino mixing in the decay of accelerated protons,
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and that the transition rates in the laboratory and comoving frames exactly match.
Sifting through the analysis of Ref. [32], however, we conclude that there are no
grounds at all for supporting these strong statements, also in light of the results
obtained in Section 3.3. To argue this, it is useful to extract from the technical
review of Appendix B the essential ingredients for quantizing mixed neutrino fields.
In Section E.2 we expose our criticism on the paper [32]. Setion E.3 is devoted to a
brief discussion.
E.1 Neutrino mixing in QFT
Neutrino mixing [97] is embedded in the Standard Model in analogy with quark
mixing, at least for the case of Dirac neutrinos. Considering for simplicity the
case of two flavors, we have that the Lagrangian associated to neutrino fields with
definite flavor νe, νµ acquires off-diagonal terms in the mass matrix, which can be
diagonalized by means of the mixing transformations, Eqs. (2.65):
νe(x) = cos θ ν1(x) + sin θ ν2(x) ,
νµ(x) = − sin θ ν1(x) + cos θ ν2(x) ,
(E.1)
where ν1, ν2 are fields with definite mass.
Quantization of flavor fields is achieved by identifying the algebraic generator of
the rotation Eq. (E.1) (see Appendix B)
νe(x) = G
−1 ν1(x)G ,
νµ(x) = G
−1 ν2(x)G ,
(E.2)
with G given in Eq. (B.16),
G = exp
{
θ
∫
d3x
[
ν†1(x)ν2(x)− ν†2(x)ν1(x)
]}
, (E.3)
here reported for convenience. The expansions for flavor fields are obtained by in-
serting into Eq. (E.2) the corresponding expansions for free fields. A straightforward
calculation leads to Eq. (B.43)
ν`(x) =
∑
r
∫
d3keik·x
[
ark,` u
r
k,j(t) + b
r†
−k,` v
r
−k,j(t)
]
, (E.4)
where (`, j) = (e, 1), (µ, 2) and r is the spinor polarization. We remark that the
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continuous limit relation
∑
k → V(2pi)3
∫
d3k has been used to derive Eq. (E.4); in
this way, flavor ladder operators are consistently defined, as explicitly shown in
Appendix B.
A subtle point in the above quantization procedure arises when considering the
action of the mixing generator G on the free field vacuum |0〉M (mass vacuum). This
indeed generates a non-trivial state |0〉f (flavor vacuum), defined as in Eq. (B.30):1
|0〉f ≡ G−1 |0〉M . (E.5)
In Appendix B it has been argued that the Fock spaces for neutrinos with definite
mass and definite flavor (Hm andHf , respectively), which are connected by a unitary
transformation at finite volume, become unitarily inequivalent in the infinite volume
limit [8], being
lim
V→∞m
〈0|0〉f = 0 . (E.6)
Furthermore, the following properties for the flavor vacuum have been highlighted:
• it is an eigenstate of the flavor charge operators Qνα , obtained by means of
Noether’s theorem;
• it is a generalized Gilmore-Perelomov coherent state [255];
• it is a condensate of neutrino-antineutrino pairs with both same and different
mass, as it is evident from Eq. (B.44).
Flavor neutrino states are then consistently defined as eigenstates of flavor charges
Qνα |να〉 = |να〉, α = e, µ . (E.7)
In the relativistic limit, these states reduce to the usual Pontecorvo flavor states [97],
|να〉P =
∑
i
Uα,i|νi〉 , (E.8)
where Uα,i is the generic element of the mixing matrix, Eq. (2.78). This has been
largely discussed in Appendix B.
E.2 Remarks
In this Section, we list our criticisms to some of the findings of Ref. [32].
1Consistently with the original paper, in this Section we have slightly changed the notation of
flavor and mass vacua. See by comparison Eq (B.30) of Appendix B.
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a. In the Introduction, those authors consider the recent investigation of
Ref. [29] about the inequality of the inertial and the comoving decay rates for the
process p→ n e+ νe with mixed neutrinos, asserting that in principle no discrepancy
should exist between the calculations done in the two reference frames. On the basis
of this, they then affirm that “either the Unruh effect is wrong (contradicting several
previous results [7], including what we consider to be a virtual observation of it [8])
or some mistake was made in the previously mentioned analysis”.
We basically agree with the authors of Ref. [32] on the fact that general covariance
should be taken as a guiding principle in the analyzed problem. However, a (possible)
mismatch of the above decay rates in the presence of neutrino mixing is not in
contradiction with Refs. [7, 8] of their work, where neutrino mixing is not taken into
account at all. Indeed, it is perfectly possible that corrections to the Unruh effect
(in the form of nonthermal contributions) may arise in connection with neutrino
mixing. This has been explicitly shown in Chapter 2, where the quantization of
both bosonic and fermionic fields in the presence of mixing has been performed in
accelerated frames.
On the other hand, the analysis of the decay of accelerated protons with mixed
neutrinos has been developed in Chapter 3, where it has been shown that general
covariance does hold in the approximation in which Pontecorvo states can be used
to represent flavor neutrinos. Beyond such an approximation, general covariance
must hold, but Unruh effect may be modified.
b. In Section III of Ref. [32], the claim “Attempts to canonically quantize
the να fields [...] give annihilation (and creation) operators whose physical meaning
is unclear [20] ” is not really motivated, and it is argued only in a note (Ref. [20] of
that paper), which is flawed. Indeed, as shown in Section E.1, the flavor annihilation
operators are self-consistently defined with respect to the flavor vacuum and the
flavor neutrino state has a neat physical interpretation as eigenstate of flavor charge.
c. Above we have remarked that the exact flavor states in Eq. (E.7) reduce
to the ordinary Pontecorvo states Eq. (3.36) in the relativistic limit. This is indeed in
agreement with the statement at the beginning of Appendix B of Ref. [32]. We stress
that, in Chapter 3, we only deal with Pontecorvo states, which are valid within the
approximation there considered2. The use of Pontecorvo states in the calculations
of Chapter 3 produces “off-diagonal” terms (namely, contributions proportional to
cos2 θ sin2 θ) in the expression of decay rates. These terms are completely absent in
the corresponding treatment of Ref. [32], thus giving rise to a fundamental contra-
2Note that such states can be efficiently generalized also to the case of curved backgrounds, and
in particular of accelerated frames [109].
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diction.
The origin of this discrepancy can be readily understood: in Ref. [32], the authors
consider the decay process
p → n l¯α νi, (E.9)
with lα = {e, µ, τ} and νi = {ν1, ν2, ν3}.
It is evident that, with such a choice, the aforementioned off-diagonal terms can
never appear in any calculation of the decay rates. Thus, the outcome of Ref. [32]
- which is claimed to be exact - cannot reproduce the one of Chapter 3 within the
relativistic approximation, where Pontecorvo states are generally recognized to be
well-defined.
d. We further point out that in Ref. [32] mixing is correctly taken into
account at the level of fields in the weak interaction action
SI =
∫
d4x
√−g
(∑
α
ν¯α γ
µ PL lα jµ + h. c.
)
, (E.10)
but not at the level of the states3, not even in the particular situations in which
Pontecorvo states are known to be valid (see Appendix B of Ref. [32]).
It must be emphasized that the combined use of the action Eq. (E.10) with the
states for the process Eq. (E.9) in Ref. [32] does not satisfy normalization conditions.
Fields and states adopted in the evaluation of transition amplitudes should indeed
be “compatible” in the sense of normalization. Namely, if the action is written in
terms of a generic field φ as4
S =
∫
d4xL (φ, ∂ φ) , (E.11)
then one expects to work with states |φ〉 that satisfy the relation [256, 257]
〈0|φ(0) |φ(p)〉 = 1 . (E.12)
As an example, suppose to consider a scalar field φ; adopting the standard plane
wave expansion,
φ(x) =
∫
d3k
(2pi)32ωk
[
ak e
−ik.x + b†k e
ik.x
]
, (E.13)
3This is the reason why the total decay rate Eq. (48) in Ref. [32] contains second powers of the
mixing matrix elements, while in Eq. (38) of Chapter 3 they appear with the fourth power.
4To avoid technicalities, in what follows we refer to scalar fields. Analogous considerations hold
for fermionic fields.
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then the commutation relations for the ladder operators read [120, 256]
[
ak, a
†
p
]
=
[
bk, b
†
p
]
= (2pi)3 2ωk δ
3(k − p), (E.14)
with all other commutators vanishing, which validate the use of Eq. (E.12).
If now we consider the case involving mixing, we have
|φA〉 = cos θ |φ1〉 + sin θ |φ2〉,
|φB〉 = − sin θ |φ1〉 + cos θ |φ2〉,
(E.15)
with a similar relation holding for fields, in analogy with Eq. (E.1). Then, in the
expansion Eq. (E.13), for each field φi (i = 1, 2), we have ωk → ωk,i , ak → ak,i and
b†k → b†k,i.
Assuming for the mixed fields φa (a = A,B) an action analogous to the one
in Eq. (E.10) and considering a decay process involving |φi〉 similar to the one in
Eq. (E.9), we get ∑
a
〈0|φa |φi〉 =
∑
a,i
Ua,i 6= 1 . (E.16)
thus showing that the states |φi〉 are at odds with the fields φa in the sense of the
normalization Eq. (E.12).
A proper choice for the process Eq. (E.9) should instead be
p → n l¯α να , (E.17)
with
〈0|φα |φα〉 = cos2 θ + sin2 θ = 1 , (E.18)
which is the result one would expect consistently with Eq. (E.12).
It must be noted that, with the normalization Eq. (E.12), the transition proba-
bilities between the states |φA〉 and |φB〉 are slightly different from the usual ones.
Indeed, it is a trivial matter to show that
|〈φA(t)|φA〉|2 = 4(2pi)6ω2A
[
1 − ω1ω2
ω2A
sin2 2θ sin2
(
∆ω t
2
)]
, (E.19)
with ωA = ω1 cos2 θ + ω2 sin2 θ and ∆ω = ω1 − ω2. By defining
|φ˜(p)〉 = |φ(p)〉
(2pi)3 2ωp
, (E.20)
E.3 Comparison with results of Chapter 3 172
Eq. (E.19) becomes
∣∣∣〈φ˜A(t)|φ˜A〉∣∣∣2 = 1 − ω1ω2
ω2A
sin2 2θ sin2
(
∆ω t
2
)
, (E.21)
which, in the relativistic limit, reduces to the usual Pontecorvo oscillation formula.
e. Finally, we comment on Section II.C of Ref. [32]. There the authors
aim to prove that mixed neutrinos do not spoil the thermality of the Unruh effect.
Similarly to what done in Ref. [29], they assume a thermal bath of neutrinos with
definite mass. The probability of detecting a neutrino with flavor α per unit proper
time is then given by Eq. (34) of Ref. [32]:
dPα
dτ
∣∣∣
∆m2ij∼0
=
∑
i
|Uα,i|2 dPexc,i
dτ
∣∣∣
∆m2ij∼0
≈ dPexc,i
dτ
∣∣∣
mi≈const
, (E.22)
with ∆m2ij = |m2i −m2j |.
The last step of Eq. (E.22) practically erases mixing, which is not equivalent to
consider it in the relativistic regime. Hence, their claim that the thermality of the
Unruh effect is also preserved for flavor neutrino is unfounded. A rigorous analysis
of field mixing in accelerated frame has been given in Chapter 2, where non-thermal
contributions have been found, which correctly vanish when the relativistic limit is
taken into account. Of course, such contributions also vanish in the trivial equal-
mass limit considered by Cozzella et al.
We remark once again that the assumption of Ref. [32] about thermal states for
mixed neutrinos is the same as the one adopted in Ref. [29] (where it is motivated
by the requirement of KMS condition). Such an observation has been shown in
Chapter 3 to violate the general covariance of QFT.
E.3 Comparison with results of Chapter 3
In this Appendix we have discussed some claims of Ref. [32], where it is stated that
the standard Unruh effect is perfectly valid for mixed neutrinos and that the decay
rates in the inertial and comoving frames do indeed match also in the presence of
mixing.
In line with the results found in Chapter 3, we share with the authors of Ref. [32]
the belief that general covariance should act as a guiding principle in the comparison
of the two decay rates. However, we have shown that the analysis performed by
Cozzella et al. fails to pinpoint the peculiar aspects of mixing involved in the
problem under consideration. In particular, this last statement is supported by the
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fact that calculations of Ref. [32] do not recover the outcome of Chapter 3 (where
Pontecorvo states are employed to investigate the inverse β-decay) in the limit there
considered. Indeed, there is no approximation that can provide the decay rates of
Ref. [32] with the off-diagonal contributions arising from the study conducted in
Chapter 3.
As a final remark, we would like to stress that the problem considered in Refs. [30,
31, 32] has to do with the internal consistency of QFT, and thus it is necessary to
proceed as far as possible with an exact approach without assumptions based on
phenomenological considerations. In our analysis, by resorting to the concept of
flavor neutrino states defined as exact eigenstates of flavor charges obtained via
Noether’s theorem, we define an approximation in which usual Pontecorvo states
for flavor neutrinos can be safely used. In Chapter 3, we have shown that, in such
an approximation, the decay rates in the two frames do indeed agree. It remains an
open question if corrections to the Unruh effect are necessary in the more general
case of exact flavor states. In any case, corrections will be small and this is to be
regarded as a virtue of the formalism which allows to highlight novel, unpredicted,
effects. Further investigation is required along this line.
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