ABSTRACT
INTRODUCTION
Many autonomous ground vehicles (AGVs) employ the multi-layer motion planning framework illustrated in Fig. 1 . The high-level planner (a.k.a. mission or route planner) generates a series of way points, or sub-goals, using an a priori map reflecting the location of fixed obstacles, the presence and directionality of roadways and other mission constraints. A collision avoidance algorithm (a.k.a. trajectory generator or low-level planner), then generates admissible steering inputs to progress toward this way point, while avoiding collisions or undrivable terrain.
At the lowest level, these steering commands are usually then implemented by a PID-based steering controller. Nearly every entry in the DARPA Grand [1] and Urban Challenges [2] and European Land Robotics Trials employed this multi-level planning paradigm.
In this paper we focus on a particular class of collision avoidance algorithms referred to here as model-based trajectory selection algorithms. Such approaches rely on a kinematic or dynamic model of the vehicle to evaluate a set of candidate steering inputs, based on the predicted trajectory of the vehicle.
One major limitation of model-based approaches is that the vehicle's dynamics can be quite difficult to model. So called "first principle models" often are only an approximation to higher order phenomena. Even if the model's structure is accurate, estimating the underlying parameters can be quite difficult. For example, the rolling resistance coefficient is not constant, but rather a function of the terrain, tire tread wear, and temperature. As a result, nearly all model-based trajectory selection algorithms introduce a safety factor by dilating the predicted trajectories, prior to evaluation, in order to account for uncertainties in the future position of the vehicle. The dilation radius is frequently chosen in an ad hoc or heuristic fashion.
In this paper we present an enhancement of model-based trajectory selection algorithms which provides a principled and computationally efficient way to account for parametric uncertainty in the vehicle's dynamics using an error-controlled sparse grid interpolant. In this approach, the vehicle dynamics are simulated at model parameter values which are sparsely sampled from an estimated range of uncertainty.
The simulations support the construction of a polynomial-based interpolant that describes the potential future trajectories of the vehicle subject to the simulated uncertainty.
The remainder of this paper is organized as follows. The following section presents a detailed review of the algorithmic structure of model-based trajectory planners, as well as approaches for dealing with parameter uncertainty. The Method section describes how sparse grid interpolation techniques can be used to enhance such planners by accounting for this uncertainty in a principled and computationally efficient fashion by generating trajectory clouds. The Model section describes the differential drive vehicle model used to illustrate the approach. The Implementation section describes how the collision avoidance algorithm was modified and Navigation Results provides sample results. Finally, the Discussion section presents the advantages of this approach.
FIGURE 1. A COMMON MULTI-LEVEL MOTION PLANNING FRAMEWORK FOR AUTONOMOUS VEHICLES

LITERATURE REVIEW
There are many schemes for collision avoidance including variants on the potential field method [3] , the dynamic window approach [4] , vector field histograms [5] , and graph search algorithms like D* [6] . However, these algorithms generate a desired velocity or input force which may not be directly implementable on a real vehicle. Non-holonomic kinematics, turning radius constraints, momentum, and actuator limits preclude certain instantaneous velocities. In the case of graph search algorithms the resulting trajectories can be also jagged and inefficient. Such algorithms require some type of post processing to produce feasible steering commands. In doing so, there is a risk that the collision avoidance guarantees of the original algorithm will be lost.
A very popular alternate approach is to collision check a local occupancy grid (a.k.a. ego-grid or cost-map) against a set of pre-computed trajectories generated directly from a discreet set of feasible inputs.
A generic framework for such approaches is provided in Fig. 2 and illustrated in Fig. 3 . Early implementations include [7] and [8] , while more recent variants include [9] and [10] . They have been implemented extensively on ground vehicles in events such as DARPA Grand and Urban Challenges, and the European Land Robotics Trials (see for example [11] [12] [13] [14] [15] [16] [17] [18] ).
More formally this is related to some of the Model Based Control concepts introduced in [11] and [12] .
For each step in the algorithm shown in Fig. 2 there are many variations in the literature; however we focus on the precomputation steps 2 and 3 -the generation of the candidate trajectories and their dilation in such a way as to account for uncertainty. Dilation of the trajectory by a constant, albeit speed dependent, width is typical [7, 8] . A more sophisticated approach would be to construct a probabilistic motion model such as that proposed in [20] Chapt. 5. However, the model used there affords a closed form solution and has only 4 uncertain parameters, making it difficult to extend to arbitrary motion models in a computationally efficient fashion. A general treatment of motion planning with model and sensing uncertainty requires the frame work of partially observable Markov decision processes (POMDPs), which is known to be intractable [21] . Approximations can render the approach viable in special cases, but simulating candidate trajectories is still required, similar to 
Here Y represents the set of possible future positions that must be checked against the local occupancy grid for collisions and drivability. We replace this ad hoc dilation with the concept of a trajectory cloud
∀ , � , 0 � 0 , � which reflects set-based uncertainty in the initial conditions, inputs and model parameters. Together we group these uncertain quantities into a single parameter vector
Clearly it is intractable to represent Y analytically for all but the simplest models, while computing it numerically would require an infinite number of simulations. Instead we generate an interpolation-based approximation of y, called �( , ), which is constructed from Lagrange polynomial basis functions. These interpolants are built upon evaluations of the state transition equation at support nodes ( , ) sampled using a sparse grid constructed on the set × Θ � (see [22, 23] ). Interpolant generation is error-controlled, with support nodes added iteratively during grid construction to achieve a desired interpolation error with the minimum number of required simulations [23] . Given this closed form approximation (in interpolating polynomials) of the state transition equation, one can quickly form � , an approximation of the set Y, by sampling the set × Θ � and evaluating the interpolant. Similar sparse grid interpolation approaches have been used to support modelbased biological experiment design [24] and control [25] .
A trajectory cloud is visualized in Fig. 4 . The cloud illustrates all possible trajectories of a differential drive vehicle over a 3 second time period given a 10% uncertainty in the left and right wheel voltages, and initial forward velocity. To visualize the interpolant, points in the cloud were generated by Latin Hypercube Sampling (LHS) the parameter set, × Θ � , and evaluating the interpolant at those points. This example is explained in more detail in the following section. The output is the position of the vehicle [ , ] x y . The model is provided below. There are an additional three equations required to compute the left wheel angular velocity, current, and force which are identical to the right wheel equations after replacing the subscript R with L.
The model parameters described in Tab. 1 were measured directly from the vehicle or fit to experimental data collected from the vehicle. The uncertain parameters on which the supporting sparse grid was constructed consisted of three model parameters, two inputs, and one initial condition.
The parameters were assumed to vary within ±5% of their nominal value 
ROTATIONAL DAMPING COEFFICIENT
The collision avoidance algorithm provided in Fig. 2 was implemented with some modifications. A set of trajectory clouds (describing different sensed initial conditions and commanded motor inputs) was precomputed to serve as a "look up table" describing potential paths of travel during vehicle navigation. The potential motor inputs were discretized such that , ∈ {−4. After generation, the trajectory clouds are dilated to account for the width of the vehicle; the dilation is not used to address model uncertainty.
NAVIGATION RESULTS
For our experiments the desired direction of travel is a constant compass bearing. Data from a LIDAR scan of the surrounding terrain (sampled at 10 Hz) is used to populate the body-fixed occupancy grid (Φ ) with a grid size of 6 m and a cell size of 5 cm.
At each sampling time, a sensor reading estimates current forward velocity u 0 , which narrows the set of relevant trajectory clouds. Only the clouds constructed with u 0 closest to the measured value are retrieved and used for path selection. The remaining clouds now differ only in the combination of right and left motor voltage.
As in [4] , the fitness of each remaining cloud is determined based on three metrics: deviation from desired speed, deviation from desired heading, and potential for collisions. The deviation from the desired speed
computes the average speed of the cloud as
where ̅ and � are the average x-and y-coordinates at the final time point, , in the simulated trajectories. Here, the desired speed ( ) was set to 0.5 m/s. The deviation from the desired heading
computes the heading of the cloud as
To bias the algorithm to drive straight, the desired heading ( ) was set to 0. To evaluate the potential for collisions in a given trajectory cloud, the cloud is converted to an occupancy grid (Φ ) identical to that generated for the terrain. The number of collisions, defined by the number of cells occupied by both an obstacle and the trajectory cloud, are summed for a given candidate cloud
where
The overall cost function for the k th trajectory cloud is the weighted sum of the three metrics
where the weights were chosen as = 1, = 0.01, = 50. The most desirable trajectory cloud is that with the lowest cost min (21) and the motor voltages associated with this cloud are executed. This process repeats with the collection of updated sensor data. Figure 7 shows three frames from a tests of the obstacle avoidance algorithm, the most desirable trajectory cloud is overlaid on the occupancy grid. During these experiments the robot was tasked with traveling along a compass heading that corresponded to moving down a straight hallway, approximately 20 meters long and 3 meters wide (the robot is 0.6 meters wide). In addition to the walls of the hallway, a set of 10 small traffic cones, 0.3 meters in diameter, were used to construct complex obstacle fields, including switchbacks, with passable gaps as narrow as 0.7 meters.
Clearly there is a trade-off between the amount of conservatism in specifying the range of the uncertain parameters and the ability to produce feasible trajectories that result in short paths.
By setting the model parameter uncertainty interval to be small, resulting in thinner clouds, the robot was able to travel through gaps as small as 0.7 meters although the behavior was less repeatable. When the model parameter uncertainty intervals are assumed to be larger, the robot takes a more conservative yet repeatable path. Determining a realistic range of the uncertain model parameters is beyond the scope of this paper, yet it has a critical impact on the robot's behavior. Changing the ad hoc dilation radius of other model based collision avoidance algorithms has a similar effect.
More importantly, looking at Figure 7 , the center and bottom panels illustrate scenarios in which the cloud based planner found a feasible solution, while an ad hoc dilation of the trajectory would not have found a solution. This is the major benefit of such an approach.
In our experiments the target speed was set to 2.23 m/s (5 miles per hour), which was the maximum speed of our platform. The planning algorithm updated at 10 Hz. This update rate was limited by the sensor package and not the collision avoidance algorithm, which averaged 0.02 sec per iteration on an HP Elite Laptop with an i5 Intel processor and 2 GB of RAM. In order to simulate the reactionary requirements required at higher speeds, we experimented with artificially limiting the range at which obstacles were detected. The Hokuyo URG laser range finder has a maximum detection range of 4 meters, but we achieved successful obstacle using a detection range as small as 1 meter (corresponding to a lookahead time of 0.45 sec or 4.5 samples).
Comparison with other algorithms is the subject of ongoing work.
DISCUSSION
The contribution of this paper is to introduce sparse grid sampling and interpolation as a way to account for parameter, initial state, and input uncertainty in model-based trajectory selection algorithms for autonomous vehicles. The vehicle dynamics are simulated at a sparsely sampled set of uncertain initial conditions, inputs, and model parameters. These simulations are used to construct an error-controlled interpolant approximating the set of future position of the vehicle for any arbitrary initial conditions, inputs, model parameters, and time points in the sampled spaces. Trajectory clouds of arbitrary density can be visualized by evaluating the interpolant. Evaluating the interpolant generally requires significantly less computation time than conducting further simulations.
There are several meaningful comparisons with alternate approaches. The traditional approach to dealing with model uncertainty, for collision avoidance, is to arbitrarily dilate the nominal trajectories, as depicted in Fig. 3 . This approach suffers from two primary short comings. First of all, there is no accepted way to compute the dilation width. Second, the dilation width is uniform across time. Together this may result in overly conservative or aggressive input selections. In contrast the interpolant-based clouds shown in Fig. 4, 6 and 7 are generated by exploiting the model structure and the range of uncertain parameters. To the extent the model is structurally correct, these clouds represent a much higher fidelity representation of the uncertainty in the vehicle's final position. It is notable that the clouds are initially narrow, and become more uncertain over time. This is best illustrated by considering the trajectory clouds selected for execution in Fig.  7 (middle and bottom panels), which represent much more aggressive maneuvers than what would have been selected if a uniform dilation width, matching the final (3 sec) position uncertainty, was used.
A more principled alternative to uniform dilation would be to densely sample the parameter space and simulate the model in a brute force manner, either via a uniform grid on the parameter space or in a Monte Carlo fashion. While these would result in a high fidelity trajectory cloud, the approach presented here has three main advantages. First, it is error controlled to meet a specified relative and absolute tolerance.
Second, the sparse grid approach provides a computationally efficient way to capture the model output space, using as few simulations as possible. The number of required simulations is a function of the interpolation depth and error. The interpolation depth is the degree of the interpolating function while the error of the interpolating function strongly depends upon the smoothness and weakly depends on the dimension of the problem [27] . These methods are considered nearly optimal (up to a logarithmic factor) [27] and are significantly better than those of quasi-Monte Carlo algorithms [28] . Generally, once the interpolant is constructed, its evaluation is significantly faster than a numerical integration of the model (in our case, by an order of magnitude, likely more for stiff systems).
Finally, once constructed, the interpolant serves as a closed form approximation to the set of future positions of the vehicle. The interpolant can be re-evaluated to provide clouds of any density, and the evaluation can even be done adaptively if the resolution of the occupancy grid changes.
While we focused on model-based trajectory selection techniques for collision avoidance here, the trajectory cloud generation approach can find utility in other planning algorithms that require the simulation of trajectory primitives, such as the Rapidly Exploring Random Tree planner or model verification.
At present, our parameter interval uncertainty model is equivalent to assuming a uniform probability distribution on the uncertain parameter set. An area of future work is to associate an arbitrary probability distribution with each uncertain parameter. The sparse grid approach could then be used to construct a closed form approximation to the probability distribution of the vehicle's future positions. Such approximations may have utility in generating probabilistic motion models for use in mapping and localization applications as well as collision avoidance.
