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Abstract In this paper some discrete-continuous project scheduling problems to
minimize the makespan are considered. These problems are characterized by the fact
that activities of a project simultaneously require for their execution discrete and
continuous resources. A class of these problems is considered where the number of
discrete resources is arbitrary, and one continuous, renewable, limited resource oc-
curs. A methodology for solving the defined problems is presented. The continuous
resource allocation problem is analyzed. An exact, as well as a heuristic approach to
the problem is discussed. The idea of the continuous resource discretization is de-
scribed, and a special case of the problem with identical processing rate functions
is analyzed. Some computational experiments for evaluating the efficiency of the
proposed heuristic approaches are presented. Conclusions and directions for future
research are given.
Keywords Project scheduling · Discrete resource · Continuous resource ·
Makespan · Heuristic
1 Introduction
In the classical resource-constrained project scheduling problem (RCPSP) (see [3]) it
is assumed that resources can be assigned to activities only in amounts from a given
set (i.e. in discrete numbers of units). Such resources are called discrete (or discretely-
divisible). However, in many practical situations resources can be allotted to activi-
ties in arbitrary numbers from a given interval (i.e. in real numbers). Such resources
are called continuous (or continuously-divisible). Continuous resources occur when,
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e.g., activities are processed by parallel processing units driven by a common (elec-
tric, pneumatic, hydraulic) power source, like commonly supplied grinding or mixing
machines, electrolytic tanks, or refuelling terminals. Also in computer systems, where
multiple processors share a common primary memory, if it is a paged-virtual memory
system and the number of pages goes into hundreds, then the primary memory can be
treated as a continuous resource [20]. On the other hand, the processors themselves
can be considered as a continuous resource in scalable (SPP) or massively parallel
(MPP) systems when the number of them is huge (hundreds or even thousands). An-
other example concerning the forging process in steel plants was analyzed in [6].
Forgings are preheated by gas up to an appropriate temperature in forge furnaces.
Gas flow intensity, limited for the whole battery of forge furnaces, is a continuous
resource.
In general, two activity processing models have been proposed in the literature.
The first one, examined among others in [7], defines the activity duration as a func-
tion of the amount of the continuous resource allotted to this activity. This processing
time vs. resource amount model is a straightforward generalization of the discrete
time-resource trade-off model. It is implicitly assumed that the resource amount al-
located to an activity does not change during its execution. In the second model, the
processing rate of an activity is a function of the amount of the continuous resource
allotted to this activity at a time. In this case, the amount of the continuous resource
allotted to an activity may change during its execution. This model was proposed in
[2] and further examined in [21, 22] for preemptable schedules. Discrete-continuous
project scheduling problems arise when activities simultaneously require discrete and
continuous resources. The methodology for discrete-continuous machine scheduling
based on the processing rate vs. resource amount model was described in [9], and
a model of the discrete-continuous project scheduling problem was first presented
in [10].
In this paper a class of these problems is considered where the number of discrete
resources is arbitrary (i.e. it is a part of the problem instance), and there is one contin-
uous renewable resource whose total amount available at a time is limited. Activities
are non-preemptable and precedence-related, and all are available at the start of the
project. The objective is to minimize the makespan. The problem can be decomposed
into two inter-related subproblems: (i) to find a precedence- and discrete resource-
feasible schedule of activities (the discrete part), and (ii) to allocate the continuous
resource among activities in the schedule (the continuous part). Some properties of
the continuous part of the problem were shown in [10] for certain classes of process-
ing rate functions of activities. Namely, for linear functions and all functions less
than linear (including convex functions) the problem is trivial, whereas for concave
functions it requires a solution of a convex mathematical programming problem.
The main goal of this paper is to present different approaches to solving the con-
tinuous part of the problem. The first one is an exact solution of the convex problem,
already presented in [10] in the context of a local search metaheuristic approach.
However, since existing exact methods are unable to handle large problem instances,
a heuristic approach to the continuous resource allocation has been developed. The
heuristic proposed in this paper is a generalization of a heuristic procedure analyzed
in [8, 13, 18] for discrete-continuous machine scheduling. The generalization consists
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in adapting the procedure to a general discrete-continuous project scheduling prob-
lem, in which there can be many discrete-resources (not a set of machines only) and
the solution representation is different. In this paper the computational results of the
new generalized heuristic are presented, and its performance analysis for instances
up to 20 activities is discussed. Another approach consists in the discretization of
the continuous resource leading to the purely discrete resource-constrained project
scheduling problem with multiple execution modes (MRCPSP). This idea was first
proposed in [11], where the simulated annealing metaheuristic was computationally
tested, using a simple discretization procedure as a part of the objective function. In
this work the continuous resource discretization is discussed as a heuristic approach
to solve the general problem considered, and a numerical example is given showing
the procedure of obtaining a discrete multi-mode problem under linear and power
processing rate functions of activities. Finally, a new aspect of the problem is consid-
ered in this paper. It will be shown, namely, that if the processing rate functions of all
activities are identical and concave, the process of finding an optimal solution of the
discrete-continuous problem can be reduced to searching for an optimal solution of
the corresponding discrete problem.
The paper is organized as follows. In Sect. 2 the considered problem is mathemat-
ically formulated. A methodology for solving the problem is presented in Sect. 3.
Section 4 concerns the heuristic continuous resource allocation, whereas the dis-
cretization of the continuous resource is described in Sect. 5. Section 6 reports the
case of identical processing rate functions of activities. Computational experiments
for evaluating the efficiency of the proposed heuristic approaches are presented in
Sect. 7. Some conclusions and directions for future research are given in Sect. 8.
2 Problem formulation
The discrete-continuous resource-constrained project scheduling problem (DCR-
CPSP) is defined as follows. A project consists of n precedence-related, non-
preemptable activities, which require renewable resources of two types: discrete and
continuous ones. A set KR of discrete resources is given, and ril , i = 1,2, . . . , n;
l = 1,2, . . . , |KR|, is the discrete resource request of activity Ai for resource l. The
total number of units of discrete resource l, l = 1,2, . . . , |KR|, available in each time
period is Rl . The single continuous renewable resource can be allotted to activities in
(arbitrary) amounts from the interval [0, 1], and its total amount available at a time
is equal to 1. The amount ui(t) (unknown in advance) of the continuous resource
allotted to activity Ai at time t determines the processing rate of activity Ai , as it is
described by the following equation [9]:
x˙i (t) = dxi(t)
dt
= fi[ui(t)], xi(0) = 0, xi(Ci) = x˜i (1)
where xi(t) is the state of activity Ai at time t , fi is a continuous increasing function,
fi(0) = 0, ui(t) is the amount of the continuous resource allotted to activity Ai at
time t , Ci is the completion time (unknown in advance) of activity Ai , x˜i is the
processing demand (final state) of activity Ai .
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Table 1 Parameters of the DCRCPSP
Symbol Definition
G(V,E) directed AoN graph representing the structure of the project
V set of activities
n = |V | number of activities
Ai → Aj precedence relation between activities Ai and Aj
E set of precedence constraints between activities
Predi set of direct predecessors of activity Ai
Succi set of direct successors of activity Ai
KR set of discrete renewable resources
|KR | number of discrete renewable resources
Rl number of units of discrete resource l available in each time period
ril request for discrete resource l by activity Ai
fi processing rate function of activity Ai
x˜i processing demand of activity Ai
Si starting time of activity Ai
Ci completion time of activity Ai
u(t) = [u1(t), u2(t), . . . , un(t)] continuous resource allocation
(S1, S2, . . . , Sn) schedule
State xi(t) of activity Ai at time t is an objective measure of work related to
the processing of activity Ai up to time t . It may denote, e.g., the number of man-
hours already spent on processing activity Ai , the number of standard instructions in
processing computer program Ai , etc.
A project is represented by an activity-on-node (AoN) directed, acyclic, and topo-
logically ordered graph G(V,E), where the set of nodes V corresponds to the set of
activities, and the set of arcs E represents precedence constraints. The activities are
subject to finish-to-start precedence constraints with zero minimum time lags. The
precedence constraints of activity Ai with other activities are defined by two sets: a
set Predi of direct predecessors of activity Ai , and a set Succi of direct successors
of activity Ai . Thus, each activity of the project is characterized by its processing
demand, processing rate function, discrete resource requests, and precedence con-
straints with other activities. It is assumed that all activities and resources are avail-
able from the start of the project. The problem is to find a precedence- and discrete
resource-feasible schedule and, simultaneously, a continuous resource allocation that
minimize the makespan. The continuous resource allocation is defined by a piece-
wise continuous, non-negative vector function u(t) = [u1(t), u2(t), . . . , un(t)] whose
values u∗ = [u∗1, u∗2, . . . , u∗n] are (continuous) resource allocations corresponding to




fi[ui(t)]dt = x˜i (2)
All the parameters of the DCRCPSP are summarized in Table 1.
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Using the project scheduling classification scheme presented in [5], the notation
of the considered problem is:
m,1|cpm, cont|Cmax
3 Methodology for discrete-continuous project scheduling
The general methodology for discrete-continuous project scheduling [10] uses the
idea of a feasible sequence introduced in [9] for machine scheduling. Observe that
a feasible schedule (i.e. a solution of a discrete-continuous project scheduling prob-
lem) can be divided into s ≤ n intervals of lengths Mk , k = 1,2, . . . , s, defined by
the completion times of the consecutive activities. Let Zk denote the combination
of activities processed in parallel in the k-th interval. Thus, a feasible sequence S
of combinations Zk , k = 1,2, . . . , s, is associated with each feasible schedule. The
feasibility of such a sequence requires that:
• each activity appears in at least one combination, i.e.:
∀
i∈{1,...,n} ∃k∈{1,...,s}Ai ∈ Zk
• non-preemptability of each activity is guaranteed, i.e.:
∀
i∈{1,...,n} ∀(k,m):Ai∈Zk,Ai∈Zm,m≥k(k = m) ∨ (Ai ∈ Zl, l = k + 1, . . . ,m − 1)
which means that each activity appears in exactly one or in successive combina-
tions in S
• precedence constraints between activities are satisfied, i.e.:
∀
(Ai ,Aj )∈V :Ai→Aj
(Ai ∈ Zk ∧ Aj ∈ Zl) ⇒ (l > k)
• the number of units of each discrete resource l, l = 1,2, . . . , |KR|, assigned to all








Example 1 Consider a 9-activity project in which the precedence constraints are:
1 → 2,1 → 3,1 → 4,2 → 5,3 → 7,4 → 6,5 → 7,5 → 8,6 → 7,6 → 9,7 → 9,
and 8 → 9. Assume that there is one discrete resource (|KR| = 1) available in
4 units (R1 = 4). The resource requests of activities are defined by vector r1 =
[3,2,1,1,3,1,4,2,1]. For simplicity, in a feasible sequence each activity will be
associated with its index, i.e. activity Ai will be called shortly activity i. There are
many feasible sequences for this exemplary project. One of them is, e.g.:
S = {1}, {2,3,4}, {3,4}, {3,5}, {5,6}, {6,8}, {7}, {9}
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Fig. 1 A schedule corresponding to feasible sequence S
The above form of a feasible sequence means that activity A1 is processed alone
in the first interval, and this interval ends with the completion of this activity. The
corresponding combination Z1 = {1}. Then activities A2,A3, and A4 are processed
in parallel, and the completion of activity A2 ends the second interval. The corre-
sponding combination Z2 = {2,3,4}. Next, only activities A3 and A4 are processed
in the third interval, since the resource request of activity A5 does not allow it to be
executed in this interval (although all its direct predecessors are finished). Thus, the
corresponding third combination is Z3 = {3,4}. All the next combinations also fulfill
the precedence and resource constraints. The last interval ends with the completion of
activity A9, and this is the end of the schedule. The corresponding last combination
is Z8 = {9}.
It is worth mentioning that there is a sequence of combinations feasible for each
project. This sequence is:
{1}, {2}, . . . , {n}
which means that the activities are processed sequentially one after another in the
order fulfilling the precedence constraints (graph G is, as assumed, topologically or-
dered). The three remaining feasibility conditions are also satisfied by this sequence.
This special sequence will be called ascending feasible sequence, and will be used in
some cases.
Continuing Example 1, it is now possible to show a schedule corresponding to
feasible sequence S. This schedule is presented in Fig. 1.
It is important to stress that at this moment the actual durations of activities are
still unknown, since the continuous resource has not yet been allocated. However, the
form of a feasible sequence gives the information which activities are processed in
parallel in consecutive intervals. The continuous resource will be then allocated on a
basis on that information. The way of allocating the continuous resource depends on
the form of the activity processing rate functions. Below this issue is discussed for
two important cases: all functions not greater than a linear function, including linear
and convex functions (Sect. 3.1), and concave processing rate functions (Sect. 3.2).
3.1 Processing rate functions not greater than linear
It has been proved in [9] that for processing rate functions fi such that fi ≤ ciui , ci =
fi(1), i = 1,2, . . . , n, a makespan optimal schedule for the DCRCPSP is obtained by
allotting the total amount of the continuous resource to one activity at a time only.
Notice that this class of functions includes linear ones which is a very important
case in practice, where the increase of the processing rate of an activity is directly
proportional to the amount of the continuous resource allotted to this activity at a
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Fig. 2 A division of processing demands of activities for feasible sequence S
time. However, all functions less than linear also belong to this class, including all
convex functions important from the mathematical point of view.
Consequently, for such functions, in an optimal schedule activities are performed
sequentially one after another in an order fulfilling the precedence constraints, and
the total amount of the continuous resource is allotted to each activity. Of course, if
the condition ril ≤ Rl , i = 1,2, . . . , n, l = 1,2, . . . , | KR| holds, then the discrete re-
source constraints are not violated because only one activity is performed at a time. It
is easy to see that in this case the ascending feasible sequence is one of the sequences
leading to an optimal schedule. Of course, the same optimal value of the makespan
can be obtained by any other feasible sequence of n combinations composed of one
activity each, and fulfilling the precedence constraints.
3.2 Concave processing rate functions
In practice it is often the case that, after the initial acceleration, it comes to a point
where additional increase of the resource amount does not result in the corresponding
increase of the processing rate of an activity. It means, the processing rate function
saturates at that point and does not increase that rapidly, i.e. it has a concave form.
For example, concave processing rate functions are more adequate for the majority of
real-life large-scale parallel computations because the efficiency of task processing
degrades while the number of allocated processors increases due to communication
delays. Concave processing rates correspond to the realistic hypothesis of paralleliz-
ing actual large numerical codes (see, e.g., [1]).
Now, it was proved in [9] that for concave processing rate functions fi , i =
1,2, . . . , n, a parallel configuration is optimal in the DCRCPSP. It means that in a
makespan optimal schedule as many activities as possible are performed in parallel.
The methodology developed in [9] for machine scheduling, and then discussed in
[10] for project scheduling, shows that in this case an optimal division of processing
demands of activities x˜i , i = 1,2, . . . , n, among combinations in S can be found for
a given feasible sequence S. Such a division leads to a minimum-length schedule
from among all feasible schedules generated by S. More precisely, since an activity
can be processed in several intervals, its processing demand has to be divided among
these intervals. The number of such divisions is, in general, infinite. Figure 2 shows
the scheme of such a division of processing demands of activities among successive
intervals (combinations) for the feasible sequence S from Example 1.
Obviously, the sum of all parts of the processing demand of an activity must be




x˜32 + x˜33 + x˜34 = x˜3
x˜42 + x˜43 = x˜4
x˜54 + x˜55 = x˜5




Now, as already mentioned, an optimal division minimizing the schedule length
can be found for a given feasible sequence S and concave processing rate functions.
To this end, a non-linear mathematical programming problem can be formulated in
which the sum of the minimum-length intervals (i.e. parts of a feasible schedule) gen-
erated by consecutive combinations in S, as functions of the {x˜ik}Ai∈Zk where x˜ik is
a part of activity Ai processed in combination Zk , is minimized subject to the con-
straints that each activity has to be completed. Then it was also proved that for con-
cave functions it is sufficient to consider only feasible schedules in which the resource
allocations among activities remain constant in each interval k, k = 1,2, . . . , s. More
precisely, knowing processing demands x˜ik of activities executed in the k-th inter-
val, the minimal length of this interval can be calculated using the following theorem
proved by We˛glarz for the case without discrete resources [19]:
Theorem For concave functions fi , i = 1,2, . . . , n, the makespan is minimized by
fully parallel processing of all activities using the following resource amounts:
u∗i = f −1i (x˜i/M∗), i = 1,2, . . . , n (3)
where M∗ is the unique positive root of the equation:
n∑
i=1
f −1i (x˜i/M) = 1 (4)
Now, the x˜ik’s can be treated as variables. Let M∗k (x˜k) be the minimum length of
the part of the schedule generated by Zk ∈ S, as a function of x˜k = {x˜ik}Ai∈Zk . Let
Ki be the set of all indices of Zk’s such that Ai ∈ Zk . The following mathematical
programming problem is obtained to find an optimal demand division of activities for










x˜ik = x˜i , i = 1,2, . . . , n (6)
x˜ik ≥ 0, i = 1,2, . . . , n; k ∈ Ki (7)




f −1i (x˜ik/Mk) = 1 (8)
which can be solved analytically for some important cases, e.g. linear functions or
power functions. It should be stressed that in order to calculate reverse functions f −1i ,
it has to be assumed that each function fi , i = 1,2, . . . , n, is a bijection. Constraints
(6) correspond to the condition of fulfilling the processing demands of all activities,
constraints (7) ensure that the x˜ik’s are non-negative. It was also proved in [19] that
the objective function (5) is always a convex function. In consequence, the problem is
to minimize a convex function subject to linear constraints. After finding an optimal
division x˜ik , i = 1,2, . . . , n, k ∈ Ki of x˜i ’s, the corresponding optimal continuous
resource allocation for combination Zk is given as:
u∗ik = f −1i (x˜ik/M∗k ), Ai ∈ Zk (9)
Thus, the solution of Problem P allows to find an optimal continuous resource al-
location for a given feasible sequence. Consequently, the DCRCPSP decomposes into
two interrelated subproblems: (i) to construct a precedence- and resource-feasible se-
quence of activities with respect to discrete resources only, i.e. a feasible sequence
as defined earlier, and (ii) to allocate the continuous resource optimally among ac-
tivities in the feasible sequence. As a result, the problem of searching for an optimal
solution can be seen as a problem of searching for an optimal feasible sequence over
the whole set of feasible sequences. This brings down the problem to a combina-
torial optimization like problem, since its continuous part can be solved optimally.
However, as a whole, it is not a combinatorial optimization problem because its pa-
rameters, in particular–processing demands of activities and the factors of processing
rate functions, may be irrational numbers, and they cannot be coded by any reason-
able encoding scheme as a string of finite length. Moreover, solutions of the problem
may contain irrational numbers as well, since the continuous resource allocations can
be arbitrary numbers from the interval [0, 1]. If such an allocation, calculated from
formula (9), equals, e.g., √2/2, then it cannot be coded as a finite string, either. In
general, in the continuous part of the problem a non-linear objective function (5)
of continuous variables appears, whose values may be irrational numbers. In conse-
quence, the complexity of the DCRCPSP, as a whole, cannot be analyzed in terms of
the P and NP classes. What can only be surely stated is that it is at least as hard as
the classical RCPSP, since the existence of an additional continuous resource cannot
make the problem simpler.
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It should be stressed that the decomposition of the DCRCPSP into two subprob-
lems (as discussed above) is of huge importance. Firstly, notice that an optimal solu-
tion can be found by solving Problem P for all feasible sequences, and choosing the
one with the minimum makespan. This full enumeration approach can be applied for
small problem sizes, and guarantees finding an optimal schedule. In general, the num-
ber of all feasible sequences grows exponentially with the number of activities, and
therefore, searching for an optimal feasible sequence may be performed by various
search algorithms, e.g. local search metaheuristics (see [10]). Secondly, the decompo-
sition into the discrete and the continuous part allows to incorporate some knowledge
on the properties of solutions to both the subproblems, and, in that way, identify
cases which are easier to solve. An alternative approach could be a formulation of the
DCRCPSP as a mixed integer non-linear programming (MINLP) problem, as some
problem variables are discrete and some are continuous. However, as it is known,
MINLP problems are typically very difficult to solve (see, e.g., [4]), and therefore
this approach has not been taken into consideration so far.
4 Heuristic continuous resource allocation
In this section a heuristic approach to the DCRCPSP defined in Sect. 2, with concave
processing rate functions of activities, is presented. The importance of the convex
mathematical programming Problem P defined in Sect 3.2 follows from the fact that
it finds an optimal continuous resource allocation for a given feasible sequence and
arbitrary concave (bijection) functions fi . This can be very useful for small problem
sizes when each feasible sequence may be valued by the minimal schedule length it
generates. In such a case, an optimal schedule can be found by solving Problem P for
each feasible sequence and choosing one with the minimal value of the makespan.
However, as mentioned before, the number of all feasible sequences is exponentially
dependent on the number of activities. Thus, for larger problems heuristics should be
used, e.g. local search algorithms searching a part of the set of all feasible sequences,
where the objective function is defined as the minimal makespan for a given feasi-
ble sequence. However, mathematical programming problems, although theoretically
extremely valuable are, in general, computationally intractable. This is also the case
as far as Problem P is concerned. Therefore, another approach was proposed in [13],
where heuristic algorithms were examined for allocating the continuous resource.
The results presented in the above paper were quite promising, and therefore the
research was continued in [8], where several heuristic procedures for allocating the
continuous resource were examined. A special case of the DCRCPSP was considered
in order to simplify the calculations. There was one discrete resource given, resource
requests of all activities were identical and equal to 1, and there were no precedence
constraints imposed. In fact, this special case reduces to a discrete-continuous ma-
chine scheduling problem, where the discrete resource is a set of parallel identical
machines, and the number of machines is equal to the number of available units of
the single discrete resource (R1). The heuristics were compared on a basis of an
extensive computational experiment, and the HUDD heuristic turned out to be the
most efficient for the considered problem. It was then further analyzed in [18] in the
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context of the tabu search metaheuristic for discrete-continuous machine scheduling
problems. The results confirmed its efficiency for the considered class of problems.
Below the issue of applying the HUDD heuristic to the general case of the DCRSPSP
will be discussed. The general heuristic will be called HUDD-PS.
The idea of the HUDD-PS heuristic is to uniformly distribute the processing de-
mand of each activity among these combinations of a feasible sequence which con-
tain this activity. To this end, the number of all combinations containing the particular
activity must be counted, and then the processing demand of the activity is divided
by that number in order to distribute it uniformly over all those combinations. Hav-
ing known the parts of the processing demands of activities in each combination Zk ,
k = 1,2, . . . , s, the length of the k-th interval can be then calculated as the unique
positive root of the equation:
∑
Ai∈Zk
f −1i (yi/Mk) = 1 (10)
where yi is the part of the processing demand of activity Ai , i = 1,2, . . . , n, executed
in a single interval. Thus, heuristic HUDD-PS can be formulated as follows:
HEURISTIC HUDD-PS
Input data: a set of n activities with processing demands x˜1, x˜2 . . . , x˜n and process-
ing rate functions f1, f2, . . . , fn, as well as a feasible sequence S for the particular
instance of the DCRCPSP.
Step 1. Count the number s of all combinations in the feasible sequence S.
Step 2. For each activity Ai , i = 1,2, . . . , n, count the number hi of combinations in
S which contain activity Ai .
Step 3. Calculate the part yi of the processing demand of each activity Ai executed
in a single combination (assuming the uniform distribution of the processing demand
over all combinations) as:
yi = x˜i
hi
Step 4. For k = 1,2, . . . , s calculate the length Mk of the k-th interval as the unique
positive root of the equation:
∑
Ai∈Zk
f −1i (yi/Mk) = 1





Example 2 Assume a problem with n = 4 and power processing rate functions
of activities of the form fi = u1/aii with ai ∈ {1,2}, i = 1,2, . . . , n. The process-
ing demands of the activities, and their values of ai are defined by the vectors:
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x˜ = [25,36,64,47] and a = [1,2,1,2]. The considered feasible sequence is S =
{1,2,3}, {2,3}, {2,4}.
Steps 1, 2, and 3
s = 3
h1 = 1, y1 = 251 = 25;h2 = 3, y2 =
36
3
= 12;h3 = 2, y3 = 642 = 32;
h4 = 1, y4 = 471 = 47
Step 4






= 1;M1 = 57.21







= 1;M2 = 31.62










= 1;M3 = 48.51
Step 5
M = M1 + M2 + M3 = 137.34
It should be stressed that the HUDD-PS heuristic only takes care of the continuous
part of the DCRCPSP, the discrete part of the problem is handled by the feasible
sequence. In other words, the HUDD-PS heuristic operates on a feasible sequence
which already manages the precedence and discrete resource constraints. Thus, it is
not important for the heuristic how the precedence constraints graph looks like, or
how many discrete resources are available and in what amounts. This procedure just
allocates the continuous resource for a given feasible sequence. The only additional
data it needs are the processing demands and processing rate functions of activities.
5 Continuous resource discretization
As already discussed in Sect. 4, the convex mathematical programming Problem P
defined in Sect. 3.2 finds an optimal continuous resource allocation for a given fea-
sible sequence and arbitrary concave (bijection) functions fi . However, for larger
problem sizes, when the number of variables in the problem grows rapidly, the com-
putational time needed for solving it using specialized non-linear solvers can be quite
long. Therefore a heuristic approach to allocating the continuous resource has been
presented in Sect. 4.
Another approach was proposed in [11] where continuous resource allotments
were discretized. As a result, the classical discrete MRCPSP is obtained in a version
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without non-renewable resources. The number of modes for the activities depends on
the discretization level, i.e. the number of discretized allotments. It should be stressed
that in this approach the processing rate functions of activities need not be concave,
but may be arbitrary continuous, increasing functions. Below the idea of the continu-
ous resource discretization is presented in more detail.
Denote by ub(i)i , u
b(i)
i ∈ (0,1], the discretized continuous resource allotment for
activity Ai , where b(i) = 1,2, . . . ,Bi , and Bi is the maximal number of allotments
for activity Ai . Then the processing time (duration) of activity Ai for this particular









Thus, in other words, this defines Bi execution modes for activity Ai where each
mode is a relation between the duration of the activity and its request for the dis-
cretized continuous resource. The discretized resource becomes an additional discrete
resource, i.e. resource |KR| + 1st. The resource is renewable and its total available
amount is equal to 1. Note that the resource requests of activity Ai with respect to
the other discrete resources, i.e., values of ril , l = 1,2, . . . , |KR|, do not change and
are identical in each mode. Obviously, there can be many different ways of defin-
ing the values of ub(i)i , b(i) = 1,2, . . . ,Bi . One of them may be a simple method of







computationally tested for simulated annealing in [11]. It is easy to see that the bigger
value of Bi , the more the discretized resource approaches its original continuous
version. On the other hand, the bigger value of Bi , the larger number of modes for
activity Ai which makes the problem more difficult.
Below a brief example of the discretization idea is presented, for a small DCR-
CPSP instance with four activities and two discrete resources.
Example 3 Consider a DCRCPSP with n = 4 and |KR| = 2. The processing de-
mands, processing rate functions, and discrete resource requests of the activities are
the following:
i x˜i ri1 ri2 fi(ui)
1 36 2 3 ui
2 22 4 0 ui
3 45 1 2 √ui
4 18 0 3 3√ui
The discrete resources are available in R1 = R2 = 5 units each. For simplicity, it
is assumed that processing rate functions of activities A1 and A2 are identical and
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linear, i.e. f1(ui) = f2(ui) = ui . The processing rate functions for activities A3 and
A4 are power functions of the form u1/2i and u
1/3
i , respectively. Moreover, prece-
dence constraints between activities are neglected since they have no impact on the
discretization procedure.
Assume now that the number of modes for activity A1 and A2 is B1 = B2 = 2,
whereas for activities A3 and A4 : B3 = B4 = 3. For the latter two activities formula
(12) is used for calculating the discretized resource allotments, i.e.:
u13 = u14 =
1
3
, u23 = u24 =
2
3
, u33 = u34 = 1







, u21 = u22 = 1
It is important to assure for each activity a mode in which its resource request for the
discretized resource is equal to 1. This enables the activity to be executed with full
speed in case it should be performed alone in an interval.
Continuing Example 3, the durations of activities in successive modes are now








= 55.11 ≈ 55
The durations of the activities have to be rounded as all the parameters of the MR-
CPSP are integer valued. Moreover, for the same reason the activity requests for the
discretized resource, which are proper fractions from interval (0, 1], have to be multi-
plied by their lowest common denominator (LCD). At the same time, the value of the
LCD will be the number of available units of the new discretized resource. After all
necessary calculations, the following instance of the MRCPSP in a version without
non-renewable resources is obtained:
number of set of mode
i modes |Mi | modes Mi mi dim rim1 rim2 rim3
1 2 {1, 2} 1 72 2 3 15
2 36 2 3 30
2 2 {1, 2} 1 55 4 0 12
2 22 4 0 30
3 3 {1, 2, 3} 1 75 1 2 10
2 55 1 2 20
3 45 1 2 30
4 3 {1, 2, 3} 1 26 2 3 10
2 21 2 3 20
3 18 2 3 30
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Obviously, now there are |KR| = 3 discrete resources, available in the following
numbers of units: R1 = R2 = 5, and R3 = 30. However, there is no continuous re-
source anymore.
The above multi-mode resource-constrained project scheduling problem can be
solved using one of the numerous existing methods, e.g. efficient metaheuristics. This
will generate an approximate schedule for the original DCRCPSP, however the cal-
culations will be much less time consuming with no need for solving the non-linear
mathematical programming problem.
6 Identical processing rate functions
In this section a special case of the DCRCPSP will be considered, where the process-
ing rate functions of all activities are identical and concave, i.e. fi(ui) = f (ui),
i = 1,2, . . . , n. Such situations often occur in practice, e.g. in multiprocessor com-
puter systems where several similar parallel applications (tasks) apply for processors
for their execution. As mentioned in Sect. 1, when the number of processors in a MPP
or SPP system is huge, the set of processors can be treated as a continuous resource,
allowing to apply the discrete-continuous methodology. If increasing the number of
processors allotted to each task results in the same acceleration of its execution, which
is very likely if they are applications of the same kind or even the same applications
performed on different data sets, it means that the processing rates of all tasks are
defined by the same function of the amount of the continuous resource (processors)
allotted. Similar situations from other areas can be given as well. It will be shown
in this section that if the processing rate functions of all activities are identical, the
process of finding an optimal solution of a discrete-continuous project scheduling
problem can be reduced to searching for an optimal solution of the corresponding
discrete problem.
Notice that if the amount ui of the continuous resource is allotted to activity Ai
over the whole period of its execution, the actual duration di of activity Ai can be









di = x˜ig(ui) (15)
where g(ui) = 1f (ui ) .
Thus, since x˜i is known for activity Ai, i = 1,2, . . . , n, formula (15) shows that
the duration of each activity is expressed by the same function g of the continuous re-
source amount, multiplied by the known factor x˜i . As a result, to construct a schedule,
continuous resource division may be temporarily neglected and processing demands
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of activities can be treated as their actual durations. In this way, the classical discrete
RCPSP arises where no feasible sequence is needed to build a schedule but just an
activity list (AL).
For a given activity list AL, a makespan optimal schedule can be constructed using
the serial Schedule Generation Scheme (SGS) [14] decoding rule. It was proved in
[15] that (i) SGS always generates active schedules, i.e. schedules where none of the
tasks can be started earlier without delaying some other task, and (ii) for makespan
minimization problems an optimal solution is always a member of the set of active
schedules, i.e. there always exists an activity list for which the serial SGS gives an
optimal solution. The serial SGS acts quite simply. It just takes the first yet unsched-
uled task Ai from the list, and schedules it at the earliest possible starting time Si that
does not violate precedence or resource constraints. Next, based on this schedule, the
completion times of consecutive activities define the ends of successive intervals, and
for each interval a combination of activities processed in parallel can be constructed.
In consequence, a feasible sequence can be obtained as a sequence of such combina-
tions, as discussed in Sect. 3. Finally, an optimal continuous resource allocation can
be found by solving Problem P for the constructed feasible sequence.
Formalizing the above idea, the following procedure is proposed which will be
called the DCSGS (Discrete-Continuous based on the serial Schedule Generation
Scheme) decoding rule. In general, the DCSGS procedure builds a feasible schedule
of the DCRCPSP and calculates its length for a given precedence-feasible activity
list.
PROCEDURE DCSGS
Step 1. For each activity Ai, i = 1,2, . . . , n, set di equal to x˜i .
Step 2. Construct a precedence- and discrete resource-feasible, makespan-optimal
schedule for the given instance of the DCRCPSP and the given activity list AL, using
the serial SGS decoding rule and assuming di as the duration of activity Ai .
Step 3. Construct a feasible sequence S of combinations of activities processed in
parallel in successive intervals, where the intervals are defined by completion times
of consecutive activities.
Step 4. Find an optimal makespan for feasible sequence S by solving Problem P for
this sequence.
Example 4 Consider the DCRCPSP instance presented in Example 1 where all
processing rate functions of activities are identical and concave, and the process-
ing demands of activities are: x˜ = [2,3,5,1,4,4,3,2,1]. Assuming di = x˜i , i =
1,2, . . . ,9, and the simplest precedence feasible activity list AL = (1,2,3,4,5,6,7,
8,9) in which activities occur in an ascending order, the following schedule is ob-
tained after the execution of the serial SGS (Fig. 3).
At this point, steps 1 and 2 of the DCSGS procedure are completed. Step 3 can
be performed now, on a basis of the generated schedule. Successive combinations
Z1 up to Z8 arise, each one containing activities processed in parallel in consecutive
intervals. It is easy to see in Fig. 3 that Z1 = {1}, Z2 = {2,4,3}, Z3 = {2,3}, Z4 =
{5,3}, Z5 = {5,6}, Z6 = {8,6}, Z7 = {7}, and Z8 = {9}, which results in a feasible
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sequence S of the form:
S = {1}, {2,4,3}, {2,3}, {5,3}, {5,6}, {8,6}, {7}, {9}
For the above feasible sequence S, Problem P can now be formulated and solved
(step 4), giving an optimal schedule length for this sequence.
Now, it must be stressed that, in principle, the DCSGS can be applied to any in-
stance of the DCRCPSP. However, if it is not the case of identical processing rate
functions, it will be a heuristic approach with a questionable chance to find an opti-
mal solution because of the variety of processing rate functions. Although, it could
be computationally tested in such a case as well (see Sect. 7.3). On the other hand,
if all processing rate functions of activities are identical and concave, the DCSGS
procedure can be safely applied to find a minimal-length schedule for a given activity
list. This result reduces the search space dramatically in such cases, since the number
of all feasible sequences is much bigger than the number of all precedence-feasible
lists of activities.
Furthermore, in fact, the above approach may be applied to a wider class of func-
tions, which are of identical form with the accuracy of a multiplier. Namely, it was
proved in [9] that a discrete-continuous scheduling problem with concave processing
rate functions of the form: fi(ui) = cif (ui), ci > 0, i = 1,2, . . . , n, is equivalent to
a problem with identical functions fi(ui) = f (ui), i = 1,2, . . . , n, where process-
ing demands of activities take the values of y˜i = x˜ici , i = 1,2, . . . , n. As a result, the
DCRCPSP with processing rate functions of activities of the form fi(ui) = cif (ui),
ci > 0, i = 1,2, . . . , n, can be easily transformed into a problem with identical
processing rate functions, and the DCSGS procedure can be directly applied.
Example 5 Consider a DCRCPSP instance with n = 3 where:





, x˜3 = 40
This instance can be transformed to a DCRCPSP instance with identical processing















Fig. 3 Schedule generated by the serial SGS
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7 Computational experiments
Some computational experiments have been performed in order to evaluate the effi-
ciency of the proposed heuristic approaches. The experiments are described below.
7.1 Heuristic HUDD-PS
A computational experiment was carried out to examine the performance of the
HUDD-PS heuristic, presented in Sect. 4, for allocating the continuous resource in
the DCRCPSP. The heuristic was implemented in C++ and ran on SGI ORIGIN
3800 machine with 160 RISC R12000 processors and 128 Gflops overall comput-
ing power, installed in the Poznan´ Supercomputing and Networking Center. The
results (makespans) generated by the heuristic for random feasible sequences were
compared with optimal makespans found by solving Problem P (5)–(8). In order to
solve the non-linear mathematical programming problem, a specially adopted solver
CFSQP—C code for Feasible Sequential Quadratic Programming—was applied [16].
CFSQP is a set of C functions for the minimization of the maximum of a set of
smooth objective functions, possibly a single one or even none at all, subject to non-
linear equality and inequality constraints, linear equality and inequality constraints,
and simple bounds on the variables. It has proved to work very well in solving the
continuous part of discrete-continuous scheduling problems in many experiments be-
fore. The solver stopped when the absolute difference in consecutive values of the
objective function was less than or equal to 10−3.
The experiment was performed for n = 10, 15, and 20 activities. One discrete re-
source was considered (|KR| = 1) but various numbers of its available units were
examined: R1 ∈ {2,5,10}. The values of ri1 (discrete resource requests of activities)
were generated randomly as integers from the interval [0, R1/2]. Processing rate
functions of activities were of the form fi = u1/aii with ai ∈ {1,2}, i = 1,2, . . . , n.
The values of ai were generated randomly with equal probabilities, whereas process-
ing demands of activities were generated from the uniform distribution in the interval
[1, 100]. For each problem size 100 instances were generated, and for each instance
500 feasible sequences were randomly generated. The random generation was based
on the two-list representation of a feasible sequence described in [17]. It simply con-
sists in generating randomly two precedence-feasible n-element list of activities. The
decoding procedure producing a sequence feasible with respect to discrete resource
constraints is very simple [17].
The results of the experiments are presented in Table 2. For each problem size it
shows:
• ARD—the average relative deviation from optimum, where the relative deviation
RD for a given instance is calculated according to the formula:




in which M is the value obtained by the HUDD-PS heuristic and M* is the optimal
value of the makespan found by the CFSQP solver;
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Table 2 Results of the experiment
HUDD-PS CFSQP
n R1 ARD MRD CPU CPU
[%] [%] [sec] [sec]
2 4.78 12.60 0.8465 716.66
10 5 4.22 12.37 0.7971 823.99
10 5.79 11.92 0.8123 767.53
2 4.33 10.99 0.8895 2961.04
15 5 5.15 11.46 0.8512 3013.56
10 4.87 12.74 0.7996 3221.45
2 4.09 12.08 0.9014 8567.35
20 5 4.71 11.15 0.8442 7978.21
10 5.20 12.72 0.8870 8340.36
• MRD—the maximal relative deviation over all feasible sequences tested;
• CPU—the average computational time for 1 instance (i.e. for 500 feasible se-
quences).
The results show that the proposed HUDD-PS heuristic can be considered as quite
effective for the analyzed problem. The average relative deviation from optimum
does not exceed 6%, whereas the maximal relative deviation oscillates around 12%.
Moreover, these values do not increase with the growth of the problem size, so that the
heuristic seems to be independent of the number of activities, at least for such small
problems. As it was expected, the number of discrete resource units does not have
any influence on the obtained results, since the HUDD-PS heuristic, as well as the
CFSQP solver, start when a feasible sequence is already constructed. The value of R1
is only taken into account while constructing the sequence, i.e. during the execution
of the decoding rule. Thus, the results obtained by the heuristic are quite reasonable
as far as the quality is concerned. Taking into account that it allows to shorten the
computations from about 1000 times for 10 activities up to about 10000 times for 20
activities, it may become a good alternative for exact solving the continuous part of
the problem. Despite the rather simple idea underlying HUDD-PS, it can be seen that
allocating the continuous resource as uniformly as possible (taking into account the
numbers of occurrences of particular activities in a feasible sequence) leads to quite
good schedules.
7.2 Continuous resource discretization
As described in Sect. 5, discretization of the continuous resource is a heuristic ap-
proach to discrete-continuous project scheduling problem, where continuous resource
allotments are discretized. This leads to a classical discrete multi-mode problem. It
should be stressed that within this approach many various heuristic algorithms can
be formulated, depending on the method of calculating the discretized allotments. In
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[11] a simple method of calculating the allotments according to formula (12) was
used, and tested within a simulated annealing (SA) approach. In this section, the re-
sults of the experiment presented in [11] are briefly recalled.
The experiment was performed for n = 10 activities, and one discrete resource
available in various numbers of units R1 ∈ {2,5,10,15}. Processing rate functions of
activities were also of the form fi = u1/aii with ai ∈ {1,2}, i = 1,2, . . . , n. For sim-
plicity, the same number of modes following from the continuous resource division
was assumed for each activity of the project, i.e. Bi = B , i = 1,2, . . . , n. Different
values of parameter B were examined, from B = 2 up to B = 100. For each combi-
nation of parameters R1 and B,30 instances were randomly generated and solved by
two SA implementations:
• SAM+ implementation for the MRCPSP obtained as a result of the continuous re-
source discretization in the DCRCPSP. SAM+ found a schedule for the MRCPSP,
then steps 3 and 4 of Procedure DCSGS presented in Sect. 6 were applied to find a
solution of the corresponding DCRCPSP. As the base for the SAM+ implementa-
tion, a very efficient simulated annealing algorithm for the MRCPSP presented in
[12] was used.
• SAA implementation for the DCRCPSP in which the continuous resource was
allocated optimally for each feasible solution tested. To this end, the CFSQP solver
was used.
The experiment showed that the distance of the results produced by SAM+ from
the ones obtained by SAA was 4.2% on average, and did not exceed 5.5% for all prob-
lem sizes. For a few instances the SAM+ procedure was also able to find solutions
of the same quality as SAA (up to 5 out of 30). However, the average computational
time for one instance was about 190 sec. for SAM, whereas for SAA it was about
13000 sec. on average. The increase of the computational time was caused by the
application of the CFSQP solver in each step of the SAA implementation. The num-
ber of visited solutions, defining the stop criterion for both the algorithms, was set
at 1000.
Summarizing the results, the SAM+ approach allowed to reduce the computa-
tional time up to 70 times while losing not more than 5.5% of solution quality. More-
over, the SAM+ results were quite stable and did not seem to depend on the number
of available units (R1) of the discrete resource or on the discretization level (B). On
the other hand, it could be seen that a dramatic increase of the number of modes B
in the discretized model did not improve the quality of solutions, even if it made the
discrete resource “closer” to the continuous one. Quite good results were obtained for
B = 5 for all data sets considered in the experiment. Thus, the discretization method
can be recommended for finding good solutions of the DCRCPSP in a reasonable
time. For more details concerning the experiment described in this section, as well as
the simulated annealing implementations, see [11].
7.3 Procedure DCSGS
As mentioned in Sect. 6, the DCSGS procedure is an exact approach in the case
of identical processing rate functions only. However, it can be tested as a heuristic
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Table 3 Results of the experiment
SAD SAA
n R1 ARD MRD CPU CPU
[%] [%] [sec] [sec]
2 23.36 37.33 1.59 1687.23
10 5 25.87 39.18 1.67 1712.45
10 21.99 36.75 1.72 1699.08
15 22.21 36.89 1.69 1691.43
2 34.98 47.90 6.11 6029.67
15 5 36.02 45.65 6.18 6103.70
10 35.11 49.01 6.35 6097.47
15 36.43 48.52 6.33 6219.52
approach for a case of different functions which is the subject of this section. An
experiment concerning such an approach is described below.
The same SA implementation, as before taken from [12], was adapted to the con-
sidered DCRCPSP problem in such a way that the mode assignment list was ne-
glected. Thus, the SA algorithm approached to the DCRCPSP as to the discrete
RCPSP by assuming that the processing rate functions of all activities are identi-
cal. Consequently, activity processing demands were treated as their durations, and
activity list (AL) was considered as a solution representation. This SA implementa-
tion is denoted by SAD. Thus, SAD searches over the set of all feasible activity lists,
for each AL visited it performs step 2 of Procedure DCSGS in order to calculate the
makespan, and for the best AL found it performs steps 3 and 4 of DCSGS in order to
find a solution of the corresponding DCRCPSP.
The SAD implementation was compared with the SAA implementation, already
discussed in Sect. 7.2. As before, the number of visited solutions, defining the stop
criterion for both the algorithms, was set at 1000. For the experiment the same set of
instances for n = 10 activities was used as described in Sect. 7.2. Moreover, also 30
instances for n = 15 activities were randomly generated under the same parameter
settings concerning discrete resources and processing rate functions. Table 3 presents
the average and maximal relative deviations of the results obtained by SAD from the
results produced by SAA (calculated as described in Sect. 7.1), as well as computa-
tional times needed by both the algorithms for one problem instance (1000 solutions).
The results clearly show that the DCSGS procedure cannot be considered as a
reasonable heuristic alternative for the case of various processing rate functions of
activities. Although the computational time of SAD is about 1000 times smaller than
of SAA (it is understandable since SAA uses the non-linear solver for each of the
1000 solutions whereas SAD just for the final one), the deviations of the results ob-
tained by SAD from the SAA results are not acceptable. The average deviation over
20% and the maximal up to 40% for 10 activities, as well as over 30% on average and
almost 50% maximum for 15 activities show that even for a simple case of functions
fi = u1/aii , ai ∈ {1,2}, the problem may not be simplified by neglecting the process-
ing rate functions of activities. It can be assumed that for problems of bigger size, as
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well as for functions of a greater variety, the results produced by SAD will deteriorate
even more.
8 Conclusions
In this paper a discrete-continuous project scheduling problem to minimize the
makespan was considered. The problem was decomposed into the discrete and the
continuous part. Different approaches to solving the continuous part of the prob-
lem were presented—an exact approach requiring solving a convex mathematical
programming problem, a heuristic approach to the continuous resource allocation
problem (heuristic HUDD-PS), and the approach based on the continuous resource
discretization. The two latter approaches allow to avoid using specialized solvers for
solving the convex problem. Similar situation was shown for identical processing rate
functions of activities. It was proved that in this case the discrete-continuous problem
reduces to the corresponding discrete one. Computational results presented in the pa-
per show that the HUDD-PS heuristic, as well as the discretization approach, can be
considered as reasonable heuristic alternatives for an exact solution of the DCRCPSP,
whereas the DCSGS procedure should only be used as an exact approach to problems
with identical processing rate functions of activities.
In the future research it is planned to develop heuristic approaches to the continu-
ous part of the problem under other optimization criteria, like mean flow time, max-
imum lateness, or financial criteria like the net present value. Also more extensive
computational experiments are intended, especially for the discretization approach
and for the case with identical processing rate functions. Finally, further work on con-
tinuous resource allocation heuristics is planned, in order to improve the efficiency of
HUDD-PS, or to find another even more effective procedure.
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