Clustering is the problem of identifying the distribution of patterns and intrinsic correlations in large data sets by partitioning the data points into similarity classes. The clustering problem has been widely studied in machine learning, databases, and statistics. This paper studies the problem of clustering high dimensional data. The paper proposes an algorithm called the CoFD algorithm, which is a non-distance based clustering algorithm for high dimensional spaces. Based on the Maximum Likelihood Principle, CoFD attempts to optimize its parameter settings to maximize the likelihood between data points and the model generated by the parameters. The distributed versions of the problem, called the D-CoFD algorithms, are also proposed. Experimental results on both synthetic and real data sets show the efficiency and effectiveness of CoFD and D-CoFD algorithms.
Introduction
The problem of clustering data arises in many disciplines and has a wide range of applications. Intuitively, the clustering problem can be described as follows: Let Ï be a set of Ò data points in a multi-dimensional space. Find a partition of Ï into classes such that the points within each class are similar to each other. To measure similarity between points a distance function is used. A wide variety of functions has been used to define the distance function. The clustering problem has been studied extensively in machine learning [17, 67] , databases [32, 74] , and statistics [13] from various perspectives and with various approaches and focuses.
Most clustering algorithms do not work efficiently in high dimensional spaces due to the curse of dimensionality. It has been shown that in a high dimensional space, the distance between every pair of points is almost the same for a wide variety of data distributions and distance functions [14] . Many feature selection techniques have been applied to reduce the dimensionality of the space. However, as demonstrated in [1] , the correlations among the dimensions are often specific to data locality; in other words, some data points are correlated with a given set of features and others are correlated with respect to different features. As pointed out in [40] , all methods that overcome the dimensionality problems use a metric for measuring neighborhoods, which is often implicit and/or adaptive.
In this paper, we present a non-distance-based algorithm for clustering in high dimensional spaces called CoFD 1 , The main idea of CoFD is as follows: Suppose that a data set Ï with feature set Ë needs to be clustered into Ã classes, ½ Ã with the possibility of recognizing some data points to be outliers. The clustering of the data then is represented by two functions, the data map Ï ¼ ½ Ã and the feature map Ë ¼ ½ Ã , where ½ correspond to the clusters and ¼ corresponds to the set of outliers. Accuracy of such representation is measured using the log likelihood. Then, by the Maximum Likelihood Principle, the best clustering will be the representation that maximizes the likelihood. In CoFD, several approximation methods are used to optimize and iteratively. The CoFD algorithm can also be easily adapted to estimate the number of classes when the value Ã is not given as a part of the input. An added bonus of CoFD is that it produces interpretable descriptions of the resulting classes since it produces an explicit feature map. Furthermore, since the data and feature maps provide natural summary and representative information of the datasets and cluster structures, CoFD can be naturally extended to cluster distributed datasets. We present its distributed version, D-CoFD. The rest of the paper is organized as follows: Section 2 presents the CoFD algorithm. Section 3 describes the D-CoFD algorithms. Section 4 shows our experimental results on both synthetic and real data sets. Section 5 surveys the related work. Finally, our conclusions are presented in Section 6.
The CoFD Algorithm
This section describes CoFD and the core idea behind it. We first present the CoFD algorithm for binary data sets. Then we will show how to extend it to continuous or non-binary categorical data sets in Section 2.6.
The Model of CoFD
Suppose we wish to divide Ï into Ã classes with the possibility of declaring some data as outliers. Such clustering can be represented by a pair of functions,´ µ,
where Ë ¼ ½ Ã is the feature map and Ï ¼ ½ Ã is the data map. Given a representation´ µ we wish to be able to evaluate how good the representation is. To accomplish this we use the concept of positive features. Intuitively, a positive feature is one that best describes the class it is associated with. Suppose that we are dealing with a data set of animals in a zoo, where the vast majority of the animals is the monkey and and the vast majority of the animals is the four-legged animal. Then, given an unidentified animal having four legs in the zoo, it is quite natural for one to guess that the animal is a monkey because the conditional probability of that event is high. Therefore, we regard the feature "having four legs" as a positive (characteristic) feature of the class. In most practical cases, characteristic features of a class do not overlap with those of another class. Even if some overlaps exist, we can add the combinations of those features into the feature space. Let AE be the total number of data points and let be the number of features.
Since we are assuming that the features are binary, Ï can be represented as a ¼-½ matrix, which we call the data-feature matrix. Let ½ AE and ½
. We say that the th feature is active in the th point if and only if Ï ½. We also say that the th data point possesses the th feature if and only if Ï ½.
The key idea behind the CoFD algorithm is the use of the Maximum Likelihood Principle, which states that the best model is the one that has the highest likelihood of generating the observed data. We apply this principle by regarding the datafeature matrix as the observed data and the representation´ µ as the model. 
Algorithm Description
There are two auxiliary procedures in the algorithm: ×Ø Ñ Ø ØÙÖ Å Ô estimates the feature map from the data map; ×Ø Ñ Ø Ø Å Ô estimates the data map from the feature map. Chi-square tests are used for deciding if a feature is an outlier or not. The main procedure, Ó , attempts to find a best class by an iterative process similar to the EM algorithm. Here the algorithm iteratively estimates the data and feature maps based on the estimations made in the previous round, until no more changes occur in the feature map. The pseudo-code of the algorithm is shown in Figure 1 . It can be observed from the pseudo-code description that the time complexities of both ×Ø Ñ Ø ØÙÖ Å Ô and ×Ø Ñ Ø Ø Å Ô are Ç´Ã ¢ AE ¢ µ. The number of iterations in Ó is not related to AE or .
An Example
To illustrate how CoFD works, an example is given in this section. Suppose we have a data set as presented in Table 1 . Initially, the data points ¾ and are chosen as seed points, where the data point ¾ is in class and the data point is in class , i.e., ´¾µ , ´ µ . ×Ø Ñ Ø ØÙÖ Å Ô returns that the features , 
Refining Methods
Clustering results are sensitive to initial seed points. Randomly chosen seed points may make the search trapped in local minima. We use a refining procedure, whose idea is to use conditional entropy to measure the similarity between a pair of clustering results. CoFD attempts to find a best clustering result having the smallest average conditional entropy against all others.
Clustering a large data set may be time consuming. To speed up the algorithm, we focus on reducing the number of iterations. A small set of data points, for example, ½± of the entire data set, may be selected as the bootstrap data set. First, the clustering algorithm is executed on the bootstrap data set. Then, the clustering algorithm is run on the entire data set using the data map obtained from clustering on the bootstrap data set (instead of using randomly generated seed points).
CoFD can be easily adapted to estimate the number of classes instead of using Ã as an input parameter. We observed that the best number of classes results the smallest average conditional entropy between clustering results obtained from different random seed point sets. Based on the observation, the algorithm of guessing the number of clusters is described in Figure 3. 
Using Graph Partitioning to Initialize Feature Map
In this section, we describe the method of using graph partitioning for initializing the feature map. For the binary datasets, we can find the frequent associations between features and build the association graph of the features. Then we use the graph partitioning algorithm to partition the features into several parts, i.e., to induce the initial feature map.
Feature Association
The problem of finding all frequent associations among attributes in categorical ("basket") databases [3] , called association mining, is one of the most fundamental and most popular problems in data mining. Formally, association mining is the problem of, given a database each of whose datasets is a subset of a universe Á [10, 22, 29] .) There are many practical algorithms for this problem in various settings, e.g. [4, 5, 20, 34, 38, 43, 73] (see a survey by Hipp et al. [41] ) and, using the current commodity machines, these practical algorithms can be made to run reasonably quickly.
Graph Partitioning
After finding all the frequent associations 2 , we build the association graph. In the association graph, the nodes represent the features and the edge weights are the support of the associations. Then we could use the graph partitioning to get an initial feature map. Graph partitioning is to partition the nodes of a graph into several parts, such that the summation of the weights of edges connecting nodes in different nodes is minimized. So the partitioning of the association graph would divide the features into several subsets so that the connections between the subsets are minimized. In our experiments, We apply the Metis algorithms [50] to get an initial feature map.
The use of graph partitioning to initialize feature map enables our algorithm explicitly consider the correlations between the features. In general, the feature space is much smaller than the data space. Hence the graph partitioning on feature space is very efficient.
Extending to Non-binary Data Sets
In order to handle non-binary data sets, we first translate raw attribute values of data points into binary feature spaces. The translation scheme in [68] can be used to discretize categorical and continuous attributes. However, this type of translation is vulnerable to outliers that may drastically skew the range. In our algorithm, we use two other discretization methods. The first is combining Equal Frequency Intervals method with the idea of CMAC [6] . Given Ñ instances, the method divides each dimension into bins with each bin containing Ñ · adjacent values 3 . In other words, with the new method, each dimension is divided into several overlapped segments and the size of overlap is determined by . An attribute is then translated into a binary sequence having bit-length equal to the number of the overlapped segments, where each bit represents whether the attribute belongs to the corresponding segment. We can also use Gaussian mixture models to fit each attribute of the original data sets, since most of them are generated from Gaussian mixture models. The number of Gaussian distributions Ò can be obtained by maximizing the Bayesian information criterion of the mixture model. Then the value is translated into Ò feature values in the binary feature space. The th feature value is ½ if the probability that the value of the data point is generated from the th Gaussian distribution is the largest.
Distributed Clustering
In this section, we first briefly review the motivation for distributed clustering and then give the D-CoFD algorithms for distributed clustering.
Motivation for Distributed Clustering
Over the years, data set sizes have grown rapidly with the advances in technology, the ever-increasing computing power and computer storage capacity, the permeation of Internet into daily life and the increasingly automated business, manufacturing and scientific processes. Moreover, many of these data sets are, in nature, geographically distributed across multiple sites. For example, the huge number of sales records of hundreds of chain stores are stored at different locations. To cluster such large and distributed data sets, it is important to investigate efficient distributed algorithms to reduce the communication overhead, central storage requirements, and computation times. With the high scalability of the distributed systems and the easy partition and distribution of a centralized dataset, distribute clustering algorithms can also bring the resources of multiple machines to bear on a given problem as the data size scale-up.
D-CoFD Algorithms
In a distributed environment, data sites may be homogeneous, i.e., different sites containing data for exactly the same set of features, or heterogeneous, i.e., different sites storing data for different set of features, possibly with some common features among sites. As we already mentioned, the data and feature maps imply natural summary information of the dataset and the cluster structures. Based on the observation, we will present extensions of our CoFD algorithm to those for clustering homogeneous and heterogeneous datasets.
Clustering Homogeneous Datasets
We first present an extension of CoFD algorithm, D-CoFD-Hom, to clustering homogeneous datasets. In the paper, we assume that the data sets have similar distributions and hence the number of classes of each site is usually the same.
Algorithm ¹ Ó ¹ÀÓÑ begin 1. Each site sends a sample of its data to the central cite; 2. The central site decides the parameters for data transformation, e.g., number of mixtures for each dimension, et al., and broadcasts to each site; 3. Each site preprocesses its data, performs CoFD, and obtains its data map and its corresponding feature map ; 4. Each site sends its feature map to the central cite; 5. The central site decides the global feature map and broadcasts it to each site; 6. Each site estimates its data map from the global feature map . end
The task of estimating the global feature map at the central site can be described as follows: first we need to identify the correspondence between each pair of sites. If we view each class as a collection of features 4 , we need to find a map-ping between the classes of two sites to maximize the mutual information between the two sets of features. This can be easily reduced to the maximum bipartite graph matching problem, which is known to be NP-hard. There are several approximation algorithms, e.g., [42] , for this problem. In our experiments, however, the number of classes is relatively small, thus, we used brute force search to find the mapping between the classes on two sites. Once the best correspondence has been found for each pair of sites, the global feature map can be established using ×Ø Ñ Ø ØÙÖ Å Ô, i.e., by assigning each feature to a class.
Clustering Heterogeneous Datasets
Here we present another extension of CoFD algorithm, D-CoFD-Het, for clustering heterogeneous datasets. We assume that each site contains relational data and the row indices are used as the key linking the rows from different sites. The duality of the feature map and data map in our CoFD algorithm makes it natural to extend it to an algorithm for clustering heterogeneous datasets.
Algorithm ¹ Ó ¹À Ø begin 1. Each site preprocesses its data, performs CoFD and obtains its data map and its corresponding feature map ; 2. Each site sends to the central cite; 3. The central site decides the global data map and broadcasts it to each site.
The similar approach as estimating the global feature map is used; 4. Each site estimates its feature map from the global data map . end 4 Experimental Results
Experiments with CoFD algorithm
There are many ways to measure how accurately CoFD performs. One is the confusion matrix which is described in [1] . Entry´Ó µ of a confusion matrix is the number of data points assigned to output class Ó and generated from input class . The input map Á is a map of the data points to the input classes. So, the information of the input map can be measured by the entropy À´Áµ. The goal of clustering is to find an output map Ç that recovers the information. Thus, the condition entropy À´Á Çµ is interpreted as the information of the input map given the output map Ç, i.e., the portion of information which is not recovered by the clustering algorithm. Therefore, the recovering rate of a clustering algorithm, defined as ½ À´Á Çµ À´Áµ Å Á´Á Çµ À´Áµ 5 , can also be used as a performance measure for clustering. The purity [75] that measures the extend to which each cluster contained data points from primarily one class is also a good metric for cluster quality. The purity of a clustering solution is obtained as a weighted sum of individual cluster purities and is given by È ÙÖ ØÝ
where Ë is a particular cluster of size Ò , Ò is the number of documents of the -th input class that were assigned to the -th cluster, Ã is the number of clusters and Ò is the total number of points 6 . In general, the larger the values of purity, the better the clustering solution is. For a perfect clustering solution, the purity is ½.
All the experiments are performed on a Sun Í ¿¿¿ machine with ½¾ MB memory, running on Sun OS 5.7.
A Binary Synthetic Data Set
First we generate a binary synthetic data set Ï ½ to evaluate our algorithm. AE ¼¼ points are from Ã clusters. Each point has ¾¼¼ binary features. Each cluster has Ð ¿ positive features, ½ ¼ negative features. The positive features of a point have a probability of ¼ to be ½ and ¼ ¾ to be ¼; the negative features of a point have a probability of ¼ to be ¼ and ¼ ¾ to be ½; the rest features have a probability of ¼ to be ¼, and ¼ to be ½. Table 2 shows the confusion matrix of this experiment. In this experiment, Ô´ ½µ ¿ ¿ ½, Ô´ ¾µ ½, Ô´ ¿µ ½, Ô´ µ ½, Ô´ µ ½, and the rest are zeros. So À´Á Çµ È Ô´ Óµ ÐÓ Ô´ Óµ ¼, i.e., the recovering rate of the algorithm is ½, i.e., all data points are correctly recovered.
A Continuous Synthetic Data Set
In this experiment we attempt to cluster a continuous data set. We use the method described in [1] to generate a data set Ï ½ . Ï ½ has AE ½¼¼ ¼¼¼ data points in a ¾¼-dimensional space, with Ã . All input classes are generated in some -dimensional subspace. Five percent of the data points is chosen to be outliers, which are distributed uniformly at random throughout the entire space. Using the second translation method described in Section 2.6, we map all the data point into a binary space with ½ features.
Then, ½¼¼¼ data points are randomly chosen as the bootstrap data set. By running CoFD algorithm on the bootstrap data set, we obtain clustering of the bootstrap data set. Using the bootstrap data set as the seed points, we run the 5 ÅÁ´Á Çµ is mutual information between Á and Ç. 6 È´Ë µ is also called the individual cluster purity.
algorithm on the entire data set. Table 3 shows the confusion matrix of this experiment. About ± of the data points are recovered. The conditional entropy À´Á Çµ is ¼ ¼¾¾ while the input entropy À´Áµ is ½ ¾. The recovering rate is thus ½ À´Á Çµ À´Áµ ¼ . We make a rough comparison with the result reported in [1] . From the confusion matrix reported in the paper, their recovering rate is calculated as ¼ ¾ , which seems to indicate that our algorithm is better than theirs in terms of recovering rate.
Zoo Database
We also evaluate the performance of the CoFD algorithm on the zoo database available at the UC Irvine Machine Learning Repository. The database contains ½¼¼ animals, each of which has ½ boolean attributes and ½ categorical attribute 7 . We translate each boolean attribute into two features, whether the feature is active and whether the feature is inactive. We translate the numeric attribute, "legs", into six features, which correspond to ¼, ¾, , , , and legs, respectively. Table 4 shows the confusion matrix of this experiment. The conditional entropy À´Á Çµ is ¼ ¿½ while the input entropy À´Áµ is ½ . The recovering rate of this algorithm is ½ À´Á Çµ À´Áµ ¼ ¼ . In the confusion matrix, we found that the clusters with a large number of animals are likely to be correctly clustered. 8 CoFD comes with an important by-product that the resulting classes can be easily described in terms of features, since the algorithm produces an explicit feature map. For example, the positive features of class are "no eggs," "no backbone," "venomous," and "eight legs"; the positive features of class are "feather," "airborne," and "two legs." "domestic" and "catsize"; the positive feature of class is "no legs"; the positive feature of class are "aquatic," "no breathes," "fins" and "five legs"; the positive features of class are "six legs" and "no tail"; the positive feature of class is "four legs". Hence, class can be described as animals having feather and two legs, and being airborne, which are the representative features of the birds. Class can be described as animals being aquatic, having no breathes, having fins and five legs 9 .
Scalability Results
In this subsection we present the computational scalability results for our algorithm. The results are averaged over five runs on each case to eliminate the randomness effect. We report the scalability results in terms of the number of points and the dimensionality of the space.
Number of points:
The data sets we test have ¾¼¼ features (dimensions). They all contain clusters and each cluster has an average ¿ features. Figure 4 and Figure 5 show the scalability result of the algorithm in terms of the number of data points. The value of the Ý coordinate in Figure 4 is the running time in seconds.
We implement the algorithm using octave ¾ ½ ¿ on Linux ¾ ½¼. If it were implement in , the running time could be reduced considerably. Figure 4 contains two curves: one is the scalability result with bootstrap and one without. It can be seen from Figure 4 that with bootstrap, our algorithm scales sub-linearly with the number of points and without bootstrap, it scales linearly with the number of points. The value of the Ý coordinate in Figure 5 is the ratio of the running time to the number of points. The linear and sub-linear scalability properties can also be observed in Figure 5 .
Dimensionality of the space:
The data sets we test have ½¼ ¼¼¼ data points.
They all contain clusters and the average features (dimensions) for each cluster is about ½ of the total number of features (dimensions). Figure 6 and Figure 7 show the scalability result of the algorithm in terms of dimensionality of the space. The value of the Ý coordinate in Figure 6 is the running time in seconds. It can be seen from Figure 6 that our algorithm scales linearly with the dimensionality of the space. The value of the Ý coordinate in Figure 7 is the ratio of the running time to the number of features.
Document Clustering Using CoFD
In this section, we apply our CoFD algorithm to cluster documents and compare its performance with other standard clustering algorithms. Document clustering has been used as a means for improving document retrieval performances. In our experiments, documents are represented using binary vector-space model where each document is a binary vector in the term space and each element of the vector indicates the presence of the corresponding term.
Document Datasets
Several datasets are used in our experiments: URCS: URCS dataset is the collection of technical reports published in the year 2002 by the computer science department at university of Rochester 10 . There are 3 main research area at URCS: AI 11 , System and Theory while AI has been loosely divided into two sub-areas: NLP 12 and Robotics/Vision. Hence the dataset which a contain 476 abstracts that are divided into 4 different research areas.
WebKB: The WebKB dataset contains webpages gathered from university computer science departments. There are about 8300 documents and they are divided into 7 categories: student, faculty, staff, course, project, department and other. The raw text is about 27MB. Among these 7 categories, student, faculty, course and project are four most populous entity-representing categories. The associated subset is typically called WebKB4. In this paper, we did experiments on both 7-category and 4-category datasets.
Reuters: The Reuters-21578 Text Categorization Test collection contains documents collected from the Reuters newswire in 1987. It is a standard text categorization benchmark and contains 135 categories. In our experiments, we use a subsets of the data collection which include the 10 most frequent categories among the 135 topics and we call it Reuters-top 10.
K-dataset: The K-dataset was from WebACE project [35] and it was used in [15] for document clustering. The K-dataset contains 2340 documents consisting news articles from Reuters new service via the Web in October 1997. These documents are divided into 20 classes.
The datasets and their characteristics are summarized in Table 5 . To preprocess the datasets, we remove the stop words use a standard stop list and perform stemming using a porter stemmer, all HTML tags are skipped and all header fields except subject and organization of the posted article are ignored. In all our experiments, we first select the top 1000 words by mutual information with class labels. The feature selection is done with the rainbow package [56] .
Document Clustering Comparisons
Document clustering methods can be mainly categorized into two types: partitioning and hierarchical clustering [69] . Partitioning methods decompose a collection of documents into a given number disjoint clusters which are optimal in terms of some predefined criteria functions. For example, the traditional Ã-means method tries to minimize the sum-of-squared-errors criterion function. The criteria functions of adaptive Ã-means approaches usually take more factors into consideration and hence more complicated. There are many different Hierarchical clustering algorithms with different policies on combining clusters such as single-linkage, complete-linkage and UPGA method [45] . Single-linkage and complete-linkage use the maximum and the minimum distance between the two clusters, respectively, while UPGMA -Unweighted Pair-Groups Method Average uses the distance of the cluster centers to define the similarity of two clusters for aggregating.
In our experiments, we compare the performance of CoFD on the datasets with Ã-means, Partitioning methods with various adaptive criteria functions and hierarchical clustering algorithms using single-linkage, complete-linkage and UPGA aggregating measures. For partitioning and hierarchical algorithms, we use the CLUTO clustering package described in [75, 76] . The comparisons are shown in Table 6 . Each entry is the purity of the corresponding column algorithm on the row dataset. P1, P2, P3 and P4 are the partitioning algorithm with different adaptive criteria functions as shown in Table 7 . Slink, Clink and UPMGA columns are different hierarchical clustering algorithms using single-linkage, complete-linkage and UPGA aggregating policies. In our experiments, we use the cosine function measure of the two document vectors as their similarity.
From Table 6 , we observe that CoFD achieve the best performance on URCS and Reuters-top 10 datasets. On all other datasets, the results obtained by CoFD are really close to the best results. On WebKB4, Ã-means has the best performance of To get a better understanding of the CoFD, Table 8 gives the confusion matrices built from the clustering results on URCS dataset. The columns of the confusion matrix are NLP, Robotics/Vision, Systems and Theory respectively. The result shows Systems and Theory are much different from each other, and different from NLP and Robotics/Vision; NLP and Robotics/Vision are similar to each other; AI is more similar to SYSTEMS than ROBOTICS is.
Experiments Results of D-CoFD algorithms
This subsection presents the experiment results with D-CoFD algorithms for distributed clustering.
An Artificial Experiment
We generate the test data set Ï ¾ using the algorithm in [59] . Ï ¾ has AE ½¼¼¼¼ in a ¿ -dimensional space with Ã , including noise dimensions. The first translation method described in Section 2.6 is used for preprocessing. We first apply the CoFD algorithm on the dataset, for which the recovering rate was ½, i.e., all data points are correctly recovered. We then horizontally partition the datasets into five subsets containing ½¼¼¼ points each and applied the D-CoFD-Hom algorithm.
An important step of the D-CoFD-Hom algorithm is to identify the correspondence between the classes of a set and those of the other for each pair of sites. We use a brute force approach to find the mapping that maximizes the mutual information between them. For example, given the feature map and from site and site respectively, we want to establish the correspondence between classes on site and those on . We first construct the confusion matrix of two feature maps where the entry´Ô Õµ is the number of features that are positive in both class Ô at site and class Õ at site . According to the confusion matrix, we can easily derive the correspondence. Table 9 gives a detailed example of a confusion matrix and its consequent correspondence. Overall, all the points are also correctly clustered and thus the recovering rate was ½.
In another experiment, we vertically partition the datasets into three subsets containing ½¼¼¼¼ points and ½¼ features each. As in the homogeneous case, to identify the correspondence between sets of classes, we use brute force search to find the mapping that maximizes the mutual information between them. For example, in our experiment, given the data map and of site and site , we want to establish the correspondence of site and . We first construct the confusion matrix of two feature maps where the entry´Ô Õµ of the confusion matrix is the number of points that are clustered into both class Ô at site and class Õ at site . We build the confusion matrix of the data maps similar to that of the feature maps in the homogeneous case. Then, according to the confusion matrix of the data maps, we can easily derive the map. Table 10 presents the confusion matrix and its correspondence. The outcome of the D-CoFD-Het algorithm is shown in Table 11 and the recovering rate in this case was ¼ ¾. The above experiments demonstrate that the results of distributed clustering are very close to that of the centralized clustering.
Dermatology Database
We also evaluate our algorithms on the dermatology database from the UC Irvine Machine Learning Repository. The database is used for the differential diagnosis of erythemato-squamous diseases. These diseases all share the clinical features of erythema and scaling, with very little differences. The dataset contains ¿ data points over ¿ attributes and was previously used for classification. In our experiment, we use it to demonstrate our distributed clustering algorithms. The confusion matrix of centralized clustering, i.e., CoFD, on this dataset is presented in Table 12 and its recovering rate is ¼ . We then horizontally partition the dataset into ¿ subsets, each containing ½¾¾ instances. The confusion matrix by D-CoFD-Hom is shown in Table 13 .
Related Work
Self-Organizing Map (SOM) [53] is widely used for clustering, and is particularly well suited to the task of identifying a small number of prominent classes in a multidimensional data set. SOM uses incremental approach where points/patterns are processed one-by-one. However, the "centroids" with huge dimensionality are hard to interpret in SOM. Other Traditional clustering techniques can be classified into partitional, hierarchical, density-based and grid-based. Partitional clustering attempts to directly decompose the data set into Ã disjoint classes such that the data points in a class are nearer to one another than the data points in other classes. Hierarchical clustering proceeds successively by building a tree of clusters. Densitybased clustering is to group the neighboring points of a data set into classes based on density conditions. Grid-based clustering quantizes the object space into a finite number of cells that form a grid-structure and then performs clustering on the grid structure. Most of them use distance functions as objective criteria and are not effective in high dimensional spaces. Next we review some recent clustering algorithms which have been proposed for high dimensional spaces or without distance functions and are largely related to our work. CLIQUE [2] is an automatic subspace clustering algorithm for high dimensional spaces. It uses equal-size cells and cell density to find dense regions in each subspace in a high dimensional space. Cell size and the density threshold need to be provided by the user as inputs. CLIQUE does not produce disjoint classes and the highest dimensionality of subspace classes reported is about ten. Our algorithm produces disjoint classes and does not require the additional parameters such as the cell size and density. Also it can find classes with higher dimensionality. Aggarwal et al. [1] introduce projected clustering and presents algorithms for discovering interesting patterns in subspaces of high dimensional spaces. The core idea is a generalization of feature selection which allows the selection of different sets of dimensions for different subsets of the data sets. However, the algorithms are based on the Euclidean or Manhattan distance and their feature selection method is a variant of singular value decomposition. Also the algorithms assume that the number of projected dimensions are given beforehand. Our algorithm does not need the distance measures and the number of dimensions for each class. Also our algorithm does not require all projected classes to have the same number of dimensions.
Ramkumar and Swami [64] propose a method for clustering without distance functions. The method is based on the principles of co-occurrence maximization and label minimization which are normally implemented using associations and classification techniques. The method does not consider correlations of dimensions with respect to data locality.
The idea of co-clustering of data points and attributes dates back to [7, 39, 62] . Co-clustering is a simultaneous clustering of both points and their attributes by utilizing the canonical duality contained in the point-by-attribute data representation. Govaert [31] researches simultaneous block clustering of the rows and columns of contingency table. Dhillon [24] presents a co-clustering algorithm using bipartite graph between documents and words. Our algorithms, however, use the association graph of the features to initialize the feature map and then apply an EM-type algorithm. Han et al. [36] propose the clustering algorithm based on association rule hypergraphs but they don't consider the co-learning problem of data map and feature map. A detailed survey on hypergraph based clustering can be found in [37] .
Cheng et al. [19] propose an entropy-based subspace clustering for mining numerical data. The criterion of the entropy-based method is that low entropy subspace corresponds to a skewed distribution of unit densities. Decision tree based clustering method is proposed in [55] . There are also some recent work on clustering categoric datasets, such as ROCK [33] and CACTUS [30] . Our algorithm can be applied to both categorical and numerical data.
There are also a lot of probabilistic clustering approaches where data is considered to be a sample independently drawn from a mixture model of several probability distributions [58] . The area around the mean of each distribution constitutes a natural cluster. Generally the clustering task is then reduced to finding the parameters such as mean, variance, etc. of the distributions to maximizing the probability that the data is drawn from the mixture model (also known as maximizing the likelihood). Expectation-Maximization (EM) method [23] is then used to find mixture model parameters that maximize the likelihood. Moore [60] suggests acceleration of EM method based on a special data index, KD-tree, where data is divided at each node into two descendants by splitting the widest attribute at the center of its range. Algorithm Autoclass [18] utilizes a mixture model and covers a wide range of distributions including Bernoulli, Poisson, Gaussian and log-normal distributions. The algorithm MCLUST [28] uses Gaussian models with ellipsoids of different volumes, shapes and orientations. smyth [67] uses probabilistic clustering for mutli-variate and sequential data and Cadez et al. [16] use mixture model for cus-tomer profiling based on transactional information. Barash and Friedman [9] use context specific Bayesian clustering method to help in understanding the connections between transcription factors and functional classes of genes. The contentspecific approach has the ability to deal with many attributes that are irrelevant to the clustering and are suitable for the underlying biological problem. Kearns et al. [51] give an information-theoretic analysis of hard assignments (used by Ã-means) and soft assignments (used by EM algorithm) for clustering and proposed a posterior partition algorithm which is close to the soft assignments of EM for clustering. The relationship between maximum likelihood and clustering is also discussed in [47] .
Minimum encoding length approaches, including Minimum Message Length (MML) [70] and Minimum Description Length (MDL) [65] can also be used for clustering. Both approaches perform induction by seeking a theory that enables the most compact encoding of both the theory and available data and admit to probabilistic interpretations. Given prior probabilities for both theories and data, minimization of the MML encoding closely approximates maximization of posterior probability while an MDL code length defines an upper bound on "unconditional likelihood" [66, 71] . Minimum encoding is an information theoretic criterion for parameter estimation and model selection. Using minimum encoding for clustering, we are looking for the cluster structure which minimum the size of encoding. The algorithm SNOB [72] uses a mixture model in conjunction with Minimum Message Length (MML) principle. An empirical comparison of criteria prominent is given in [63] and it also concludes that Minimum Message Length appeared to be the best criterion for selecting the number of components for mixtures of Gaussian distributions.
Fasulo [26] gives a detailed survey on clustering approaches based on mixture models [8] , dynamical systems [52] and clique graphs [11] . Similarity based on shared features has also been analyzed in cognitive science such as the Family resemblances study by Rosch and Mervis. Some methods have been proposed for classification using maximum entropy (or maximum likelihood) [12, 61] . The classification problem is a supervised learning problem, for which the data points are already labeled with known classes. However, the clustering problem is an unsupervised learning problem as no labeled data is available.
Recently there has been lots of interest in distributed clustering. Kargupta et al. [49] present collective principal component analysis for clustering heterogeneous datasets. Johnson and Kargupta [46] study hierarchical clustering from distributed and heterogeneous data. Both of the above works tend to subject to vertical partitioning. In our D-CoFD algorithms, we envisage data that is horizontally partitioned as well as vertically partitioned. Lazarevic et al. [54] propose a distributed clustering algorithm for learning regression modules from spatial datasets. Hulth and Grenholm [44] propose a distributed clustering algorithm which is intended to be incremental and to work in a real-time situation. McClean et al. [57] present algorithms to cluster databases that hold aggregate count data on a set of attributes that have been classified according to heterogeneous classification schemes. Forman and Zhang [27] present distributed K-means, K-Harmonic-Means and EM algorithms for homogeneous (horizontally partitioned) datasets. Parallel clustering algorithms are also discussed, for example in [25] . More work on distributed clustering can be found in [48] .
Conclusions
In this paper, we first propose a novel clustering algorithm CoFD which does not require the distance function for high dimensional spaces. We come up with a new perspective of viewing the clustering problem by interpreting it as the dual problem of optimizing the feature map and data map. As a by-product, CoFD also produces the feature map which can provide interpretable descriptions of the resulting classes. CoFD also provides a method to select the number of classes based on the conditional entropy. We introduce the recovering rate, an accuracy measure of clustering, to measure the performance of clustering algorithms and to compare clustering results of different algorithms. We extend CoFD and propose D-CoFD algorithms for cluster distributed datasets. Extensive experiments have been conducted to demonstrate the efficiency and effectiveness of the algorithms.
Documents are usually represented as high-dimensional vectors in term space. We evaluate CoFD for clustering on a variety of document collections and compare its performance with other widely used document clustering algorithms. Although there is no single winner on all the datasets, CoFD outperforms the rest on two datasets and its performances are close to the best on the other three datasets. In summary, CoFD is a viable and competitive clustering algorithm. 
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