Abstract-The OpenFlow framework allows the data plane of a network switch to be managed by a software-based controller. This enables a software-defined networking model in which sophisticated network management policies can be deployed. In this paper, we present an FPGA-based switch which is fully-compliant with OpenFlow 1.0, and meets the 10 Gbps line rate. The switch design is both modular and highly parametrized. It has generic split-transaction interfaces and isolated platform-specific features, making it both flexible for architectural exploration and portable across FPGA platforms. The flow tables in the switch can be implemented on Block RAM or DRAM without any modifications to the rest of the design. The switch has been ported to the NetFPGA-10G, the ML605 and the DE4 boards. It can be integrated with a Desktop PC via either the PCIe or the serial link, and with an FPGA-based MIPS64 softcore as a coprocessor. The latter FPGA-based switch-processor system provides an ideal platform for network research in which both the data plane and the control plane can be explored.
I. INTRODUCTION
As network infrastructure becomes more integral in modern applications, the performance and correctness requirements on network packet flows become more complicated. Consider, for instance, a transcoding service in the cloud. In this application, inflows to the transcoding engine from the original video source should have minimal latency in order to get the data on time, while outflows need high bandwidth to serve all clients simultaneously. Achieving these goals effectively requires that we step away from the original self-contained, fully-autonomous network switching model to an applicationaware switching model.
OpenFlow [1] , an instance of software-defined networking (SDN) is a platform coupling the deep access within the network data plane, needed for SDN operations, with a simple API for network-device control. OpenFlow has gained popularity within both academia and industry [2] - [4] as a framework for both network research and implementation.
The OpenFlow community provides an open-source software package for Linux that implements a software OpenFlow switch as a reference implementation [5] . Though complete and easy to modify, software cannot meet modern line rates and as such is a non-starter for realistic exploration of the network architecture. Modern commodity switches have historically provided SDN-like functionalities at high line rate, and many efforts have been made to wrap or modify these routers to serve as OpenFlow switches. While fast, these commodity implementations do not provide the full introspection which inhibits network architecture exploration.
FPGAs provide an opportunity for flexibility with sufficient speed for realistic line rates. In fact, various OpenFlow switches [6] - [8] have been developed on the NetFPGA platforms [9] , a set of FPGA boards designed to support OpenFlow and similar networking frameworks.
Naous et al. [6] demonstrated an OpenFlow switch implemented on the NetFPGA-1G platform. The switch has 4 ports and is capable of meeting a 1 Gbps line rate. It classifies packets into flows based on a 10-tuple which can be matched either exactly or by using field-level wildcards. It can maintain up to 64K exact match rules and up to 32 wildcard rules. Antichi et al. [7] improved on Naous et al.'s switch by defining flows in terms of patterns described as regular expressions. Their switch implementation can store up to 200K rules while still meeting line rate. Yabe [8] developed a 4-port OpenFlow switch on the NetFPGA-10G board capable of meeting a 10 Gbps line rate.
These FPGA-based switches are able to meet realistic line rates (1-10 Gbps), implement a significant portion of the OpenFlow specification and have been used for network research. The design of these switches, however, was not done with the goal of microarchitectural exploration or portability across FPGA platforms. They were designed in low-level Verilog RTL with strong timing assumptions resulting in very brittle microarchitectures. The flexibility to implement the flow tables on a different type of memory, for example, could trigger a complete re-design of the switch architecture. Portability across FPGA platforms is another highly desired feature because some FPGA boards may be more easily available or offer better performance. These switches, however, are strongly tied to the interface protocol and timing behavior of the external resources, such as DRAM, available on a particular FPGA board, severely limiting their portability.
In this paper, we detail the construction of a highperformance OpenFlow switch in Bluespec SystemVerilog (BSV) [10] , a high-level HDL, and address the challenges of its flexibility and portability. Our design provides many features of interest for OpenFlow-based network research. Specifically, our switch fully meets the OpenFlow 1.0 specification [11] and achieves a line rate of 10 Gbps. Our design is OpenFlow Switch Flow Table   Flow  Table   Flow  Table   Processor Secure Channel Controller OpenFlow Protocol Fig. 1 . Overview of the OpenFlow network architecture highly modular and parametrized, and makes use of latencyinsensitivity, split-transaction interfaces and isolated platformspecific features. These enable the relatively easy porting and retuning of the switch design across FPGA platforms. We have ported the switch to three FPGA boards: NetFPGA-10G and ML605 from Xilinx, and DE4 from Altera.
The ability to easily carry out modular refinement of the switch design can be exploited for improved switch functionality and performance. For instance, we implemented the flow tables on Block RAM or DRAM without making any modifications to the rest of the design. This enabled us to almost effortlessly explore the resource-performance tradeoff of the two flow table implementations on the three FPGA boards. We also implemented the switch in two configurations: as an FPGA accelerator communicating with a Desktop PC via the PCIe or the serial link, and as a coprocessor in an FPGAbased MIPS64 softcore [12] . This flexibility required us to implement adapters for the three switch-controller interfaces, but required no modifications to the switch design. Paper organization: Section II describes the switch architecture and the OpenFlow network which includes the switch and a processor running the OpenFlow controller software. Section III presents an evaluation of our switch design and its FPGA implementation. Section IV summarizes our work and discusses some of the lessons learnt during its course.
II. DESIGN OF AN FPGA-BASED OPENFLOW SWITCH AND

NETWORK
As shown in Figure 1 , the OpenFlow network architecture includes switches, controller(s) and a secure channel based on the OpenFlow protocol which connects the switches with the controller(s). The OpenFlow switch directs packets based on flow tables, while the OpenFlow controller is responsible for modifying these flow tables to implement the high-level routing policy. This results in a separation between data and control plane functionality.
A. OpenFlow Switch Architecture
The high-level operation of an OpenFlow switch is quite straightforward. As packets stream in, the switch aggregates header information and compares it against the flow table entries. The switch then updates the packet according to the actions prescribed in the matching entry, and sends the updated packet to the appropriate egresses via a crossbar.
Our switch architecture is depicted in Figure 2 . It is parametrized by N , the number of MAC ports in the switch, and W , the width of the internal data plane. These values can be freely changed to meet resource and performance requirements. In an N -port instance of the switch, there are N +1 ports with the (N +1) th port reserved for communication with a host processor. The switch also has a controller interface to allow the host processor access to the flow tables and the various registers that maintain statistics.
Since a major motivation for this design was to enable easy modular refinement and rapid microarchitectural exploration, we implemented the switch in Bluespec SystemVerilog (BSV) [10] . BSV is a high-level hardware description language built around guarded atomic actions or rules, and lightweight guarded modular interfaces. These representational abstractions allow the designer to encode both how modules are used, e.g., when the design should enqueue a new token into a FIFO, and how their use is restricted, e.g., the design cannot enqueue into a FIFO if it is full, directly and naturally.
As a switch is always permitted to drop packets due to oversubscription, it is common practice in RTL switch designs for the datapath to be a synchronous pipeline with no back pressure. This reduces some design complexity and eliminates some logic statically. However, this minor efficiency comes at the cost of less understandable compositional semantics for modules, constraining the modular refinement capability. For these reasons, we implemented all the module interfaces to provide back pressure via BSV's ready-enable micro-interface protocol to stall operations when sufficient buffering is not available. This change has a negligible area cost, but it dramatically reduces the design exploration effort.
Our switch design endorses the "fail-early" principle, dropping any packet for which it cannot guarantee end-to-end buffering. When the header flit of a packet arrives at the switch and sufficient buffering is not available, the header flit and all the subsequent flits belonging to the packet are discarded, and a failure is recorded.
The design of the switch pipeline has been divided into the following modules. Flow Table Entry components: a compressed representation of packet header information which serves as a tag for matching against requests, a list of actions determining the output ports and any modifications that need to be made to the matching packet, and flow-specific statistics, e.g., the number of packets in the flow, the number of bytes sent, and the time when the last matching packet was received. The data layout has a one-to-one correspondence with the C-struct in the OpenFlow controller software.
The flow table controller pipeline issues a request to both the exact match and the wildcard match tables in parallel, prioritizing the response from the exact match table. If a match is found, it forwards the action list obtained from the matching flow table entry to the action processor module of the corresponding port. If, however, a match is not found, it instructs the action processor to either drop the packet or send the packet to the OpenFlow controller. Action Processor: The action processor buffers the unmodified packet until it has received the action list from the flow table controller. It updates the destination ports and the packet header, as required by the action list. It can modify the fields of the data link, the network and the transport layers. It also updates the checksum for the network and the transport layers. Arbiter: The arbiter is an (N + 1) × (N + 1) crossbar. Every cycle, it selects 1 flow based on a configurable scheduling policy, and forwards the selected flow to the output queues of all the associated destination ports. This selection is maintained until the entire packet is transmitted. The arbiter can direct multiple flows simultaneously. Switch Controller Interface: The switch controller interface module provides an address-mapped interface for the OpenFlow controller to the flow tables and the statistics. In addition to the necessary logic for marshaling the accesses over the OpenFlow network architecture with a switch integrated as a coprocessor into an FPGA-based MIPS64 softcore controller-switch communication link, it has additional interlock logic to guarantee that flow table updates are applied atomically. This allows us to reason about the functionality of the switch at the granularity of packet transfers.
B. OpenFlow Network Architecture
The use of generic interfaces facilitates the integration of the switch with any processor that runs the OpenFlow controller software. The processor interface can be wrapped to translate its protocol into the split-transaction protocol of the switch interface. Using this technique we have two instances of our switch differentiated by the interface to the host processor.
In the first instance, the OpenFlow controller software runs on a desktop PC which communicates with the switch via either the PCIe DMA engine or the serial link, resulting in highly variable latency. This corresponds to a standard implementation of the OpenFlow network architecture.
In the second instance, the OpenFlow controller software runs on an FPGA-based MIPS64 softcore, and the switch is attached to the softcore as a coprocessor (see Figure 3) . This organization provides a low-latency link with a response time guarantee. The softcore communicates with the switch using the MIPS64 coprocessor move instructions (MFC and MTC). Data is communicated between the switch and the softcore in 64-bit chunks, and is translated into a dynamically-sized tagged union representation by the interface adapter.
III. EVALUATION
Making use of the flexibility described in the previous section, we successfully ported our switch to three FPGA platforms: NetFPGA-10G and ML605 from Xilinx, and DE4 from Altera. Figure 4 provides a comparison of the utilized resources, the operational clock speed and the consumed power of the switch on the three boards. The three switch implementations only differ in the number of MAC ports. On the NetFPGA-10G board, which has 4 SFP+ transceivers, the switch operates at 160 MHz and has a 64-bit datapath, meeting the 10 Gbps per lane performance requirement.
Our switch design is very compact, and can be readily modified. We implemented the exact match flow tables on both Block RAM and DRAM on the three FPGA boards. Figure 5 presents the resource-performance tradeoff between Block RAM and DRAM for implementing the flow tables on the three boards. The switch architecture, when the exact match flow tables are implemented on Block RAMs, has a pipeline latency of 19 cycles for a packet to travel from ingress to egress.
We implemented both "Desktop PC-switch" and "MIPS64 softcore-switch" network architectures on all three boards. In the former architecture, the switch responds to controller requests in 530K − 560K cycles, when the serial link is used, and in 6.6K − 7.3K cycles, when the PCIe is used. In the latter architecture, the switch responds with a fixed latency of 9 cycles.
Our switch was tested using a regression suite maintained by the OpenFlow community. The suite tests for OpenFlow functionality, and verified that the switch met the OpenFlow specification v1.0.0.
IV. CONCLUSION
Our aim was to provide a complete FPGA-based OpenFlow switch implementation which was both flexible for architectural exploration and portable across FPGA platforms so that new and improved switch functionalities can be easily incorporated to facilitate research in software-defined networking. We have successfully accomplished our goal, and hope that our switch is widely adopted by the OpenFlow community.
To conclude, we mention some of the important lessons learnt during the course of this work. 1) A modular design in which modules communicate through generic interfaces, and tolerate variations in latency of the modules that they communicate with, greatly facilitates robust microarchitectural exploration and portability across FPGA platforms. 
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