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Abstract
Time series, such as demand trends, stock prices, and sensor data, is an essential data type in our modern
world. Over the years, many models such as Exponential Smoothing and ARIMA are developed to make
forecasts on time series. Recently, Recurrent Neural Networks (RNN) is gaining traction in the field of time
series forecasting. RNN is a type of specialized neural network tailored towards handling sequential data
such as natural language and time series. RNN models such as LSTM networks and GRU networks are
widely used in literature. Besides, different feature engineering methods such as CEEMDAN are also tools
employed in the literature to improve prediction accuracy. In this paper, we will introduce different models
and methods of handling time series and will conduct a comparative case study using the S&P500 index to
compare the effectiveness of these models.
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Time series have been playing an increasingly important role in the modern economy. From sensors in ev-
eryone’s smartphone to national economic indicators, time series data are generated day after day. Factories
need demand forecast to set production schedule; supermarkets use sales forecast to manage inventory; hedge
funds use price forecast to trade bonds, stocks, and derivatives. The need for effective time series forecasting
tools is growing day after day.
There are many time series forecasting tools developed over the years. Meryem et al. [1] compared
the effectiveness of Linear Regression, Support Vector Machines (SVM), and Multilayer Perception (MLP)
models with four time series datasets in 2014. Meryem concluded that linear regression performs the best
among the three models. Since then, newer models have been developed and widely employed on time series
forecasting including state-of-the-art machine learning models like the Recurrent Neural Networks (RNN).
In this paper, we will introduce and compare different time series forecasting models and conduct two
case studies using the S&P 500 data from 2000 to 2020 and the 2020 U.S. presidential election betting
odds [2]. This paper starts by introducing different time series forecasting models and feature engineering
methods in Chapter two. Subsequently, a case study with S&P 500 dataset will be conducted in Chapter
Three. Discussion and conclusions will be made comparing the differences and accuracy of different models
used in the case study in Chapter four and Chapter five. Finally, an independent case study simulating




Every time series forecasting model can be categorized into two categories: Extrapolation models and
Interpolation models. Extrapolation models only take input during the training process. Once trained, one
only needs to tell the model how many predictions one wants to generate. Models like Exponential Smoothing
are in this category. Interpolation models, however, take inputs during both training and predicting. Data
from the previous time step can be used as input in the forecasting for the next time step. Recurrent Neural
Networks, for example, is in this category.
It should be noted that Extrapolation models can be transformed into Interpolation models. For example,
instead of training the model M(x0, ..., xt) with data x0, ..., xt and use the model to predict xt+1, ..., xT , one
can use M(x0, ..., xt) to predict xt+1 and use M(x0, ..., xt+1) to predict xt+2 until generating the prediction
for xT with M(x0, ..., xT−1). In this paper, we will compare the effectiveness of both the Extrapolation
models and the corresponding transformed Interpolation models in different metrics.
2.1 Conventional Extrapolation Models
There are multiple techniques used for the prediction of time series before the era of neural networks. Some
notable models include the Exponential Smoothing model and Auto-Regressive Integrated Moving Average
model. These models are examples of the Extrapolation models and will be used both in their original
Extrapolation form and transformed Interpolation form in the case study.
2.1.1 Exponential Smoothing (ETS)
Exponential Smoothing (ETS) models are a group of commonly use time series forecasting methods based
on the simple exponential smoothing proposed half a century ago. ETS can capture the level (l), growth
(b), and seasonal (s) components of the time series. The commonly used Holt-Winter’s additive model [3] is
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defined as
lt = α(yt + st−m) + (1− α)(lt−1 + bt−1) (2.1a)
bt = β(lt − lt−1) + (1− β)bt−1 (2.1b)
st = γ(yt + lt−1 − bt− 1) + (1− γ)st−m (2.1c)
where m is the length of seasonality, xt is the time series and α, β, γ are parameters learned through training.
There are 30 ETS models with the choice of (none, additive, multiplicative, additive damped, and
multiplicative damped) for trend, (none, additive, and multiplicative) for seasonality, and (additive and
multiplicative) for error [4]. The best ETS model is selected automatically based on the auto ETS method
purposed by Hyndman et al. [3]. The automatic forecasting algorithm can be summarized as 1) train all 30
models, 2) select the best model based on Akaike Information Criterion (AIC), and 3) forecast the future
values and obtain the prediction using the model with the smallest AIC value.
Exponential Smoothing models are widely used in various scenarios such as inventory forecasting [5], tide
level prediction [6], and export product prices prediction [7] just to name a few. As a traditional forecasting
model, ETS and its transformed Interpolation variant will be used as baseline models in the case study.
2.1.2 Auto-Regressive Integrated Moving Average (ARIMA)
Like ETS, Auto-Regressive Integrated Moving Average (ARIMA) model is also a commonly used model for
time series prediction. ARIMA composes of three parts: Auto-Regressive Model (AR), Integrated Model
(I), and Moving Average Model (MA), with the corresponding degree of p, d, and q. ARIMA(p, d, q) is given
as [4]
(1− φ1B − ...− φpBp)(1−B)dyt = c+ (1 + θ1B + ...+ θqBq)εt (2.2)
with B represent the back-shift operator such that BYt = Yt−1. The first parenthesis is the AR model with
degree p and parameters φ, the second parenthesis represents the Integrated Model with degree d, and the
third parenthesis represents the MA model with degree q and parameters θ. Like ETS, the combinations of
degrees (p, d, q) can be selected automatically with the principle of minimizing AIC.
ARIMA models are also widely used in various of scenarios such as disease infection forecasting [8], elec-
tricity demand forecast [9], and agriculture product price prediction [10]. Similar to ETS, the conventional
ARIMA and its transformed Interpolation variant will be used as baseline models in the case study.
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2.2 Recurrent Neural Networks (RNN)
Stepping into the era of neural networks, newer forecasting techniques have been researched extensively over
recent years. One such group of models, Recurrent Neural Networks (RNN) has seen increasing interest in
time series analysis and prediction. Compare to other neural network models, RNN specialized in analyzing
sequential data by ”remembering” the sequential context of the time series [11]. Figure 2.1, illustrates the
typical structure of an RNN, where information from the first input is allowed to freely flow to the last
output. However, such an advantage will also backfire as the length of the sequence gets larger, where the
problem of diminishing gradients appears [12]. While training using gradient descent, RNN backpropagates
through time, from the last hidden layer to the first hidden layer. Since the absolute value of the partial
derivative of a single hidden layer is bounded by one due to the activation function, a long chain of such
partial derivatives multiply together causes the gradient to converge to 0. Diminishing gradient slows down
the training process and gives a heavy bias towards the input data closer to the later time steps. To deal
with this problem, Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) are proposed.
Figure 2.1: RNN Structure
2.2.1 Long Short Term Memory (LSTM)
LSTM cell proposed by Hochreiter and Schmidhuber [13] mitigate the diminishing gradient problem by
introducing forget gate (ft), input gate (it), and output gate (ot) in the hidden layers of a RNN (Figure 2.2).
Each gate is implemented by a Sigmoid activation function which output values between 0 and 1. Therefore,
an output value closer to 0 can be treated as a closed gate whereas an output value closer to 1 can be treated
as an open gate. The forget gate controls the information flow from the previous LSTM cell to the current
cell, the input gate adds new information to the LSTM cell, and the output gate decides what information
gets passed along to the next LSTM cell as well as output. Furthermore, LSTM also introduces Cell State
in addition to the Hidden State in RNN, where Cell State passes information through the next time step
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without affecting by an activation function. This means that information in the Cell State can be pass along
without suffering from the diminishing gradient problem and can be treated as the long-term memory of
LSTM. [14]
Figure 2.2: Architecture of an LSTM Cell (where ”x” denotes element-wise multiplication)
An LSTM cell with weights Wf ,Wi,Wo,Wc, Uf , Ui, Uo, Uc, bias bf , bi, bo, bc, input xt, hidden state ht,
and cell state ct is formally defined as
ft = sigmoid(Wfxt + Ufht−1 + bf ) (2.3a)
it = sigmoid(Wixt + Uiht−1 + bi) (2.3b)
ot = sigmoid(Woxt + Uoht−1 + bo) (2.3c)
c̃t = tanh(Wcxt + Ucht−1 + bc) (2.3d)
ct = ft ◦ ct−1 + it ◦ c̃t (2.3e)
ht = ot ◦ tanh(ct) (2.3f)
where + represents element-wise addition and ◦ represents element-wise multiplication. LSTM network
builds from LSTM cells is a popular model in natural language processing and time series forecasting
nowadays.
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2.2.2 Gated Recurrent Unit (GRU)
Similar to the LSTM cell, GRU cell proposed by Cho et al. [12] also solve the diminishing gradient problem
with the introduction of update gate (zt), and reset gate (rt) in the hidden layers of an RNN (Figure 2.3).
The update gate controls what information gets used and passed along and the reset gate decides which
information to forget [14]. With only two gates and without the Cell State, GRU has generally faster training
time than LSTM due to the smaller amount of parameters needed while achieving a similar level performance
as LSTM[12].
Figure 2.3: Architecture of a GRU Cell (where ”x” denotes element-wise multiplication and 1− denotes 1- )
A GRU cell with weights Wz,Wr,Wh, Uz, Ur, Uh, bias bz, br, bh, input xt, and hidden state ht is formally
defined as
zt = sigmoid(Wzxt + Uzht−1 + bz) (2.4a)
rt = sigmoid(Wrxt + Urht−1 + br) (2.4b)
ĥt = tanh(Whxx + Uh(rt ◦ ht−1) + bh) (2.4c)
ht = (1− zt) ◦ ht−1 + zt ◦ ĥt (2.4d)
where + represents element-wise addition and ◦ represents element-wise multiplication. GRU network
builds from GRU cells is also common in natural language processing and time series forecasting.
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2.2.3 Other Layers
Besides the two recurrent cells (layers) introduced above, a complete RNN network also includes a fully
connected layer that collapses the hidden space into a single output. Figure 2.4 a) illustrates a basic
example of a fully connected layer collapsing a hidden space of size four into one of size three.
Besides the fully connected layer, a dropout layer is also common in a neural net. A dropout layer
randomly removes all connection of some neurons (Figure 2.4 b)) during training [15]. In a more technical
term, for a given hidden layer ht, a mask vector m consists of zeros and ones are applied by element-wise
multiplication. The resulting output h′t is then treated as the output of the current hidden layer. The
probability of a single element in m is zero is p, and a dropout layer can be defined as [16]
h′t = ht ◦m (2.5a)
mi = Bernoulli(1− p) ∀i (2.5b)
A dropout layer is usually employed to reduce the effect of overfitting. As the number of layers in a
neural network increases, the model gets deeper and is more prone to overfit. In practice, Zhuoshu He [16]
and Jayadev Billa [17] applied dropout LSTM to speech recognition and seen accuracy improvement.
Figure 2.4: Examples of a Fully Connected Layer and a Fully Connected Layer with Dropout
2.2.4 Deep RNN
With the above building blocks, different RNN structures can be created. For example, conventional LSTM
and GRU networks (Figure 2.5 a)) uses a single layer of LSTM/GRU cell and a single layer of fully connected
(FC) cell as the hidden layer in RNN. LSTM cell and GRU cell can be stacked on top of each other creating
Stacked-LSTM and Stacked-GRU networks (Figure 2.5 b)). A stacked RNN can have more layers than just
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two. For instance, a network stacking five or ten layers of LSTM cells are also valid models. Moreover, LSTM
cell and GRU cell can also be stacked interchangeably, creating Stacked-LSTM-GRU networks (Figure 2.5 c)).
Different combinations of stacking LSTM and GRU cells in many stacked layers are also valid. Additionally,
a fully connected layer can be inserted between LSTM and GRU layers in LSTM-GRU networks, creating
LSTM-FC-GRU networks (Figure 2.5 d)). Also, the fully connected layer proceeding the LSTM cell or GRU
cell can be stacked creating more complex structures (Figure 2.5 e)). Since the dimension of the LSTM/GRU
cells is a hyper-parameter, the input and output dimensions of the stacked fully connected layer will vary
accordingly. The only rules limiting the stacking of fully connected layers are 1) the output dimension of
the current layer should be the same as the input dimension of the previous layer, 2) the output dimension
should be smaller than the input dimension. In the case study, the input/output dimensions of the stacked
layers are set to half/quarter of the hidden layer size of the LSTM/GRU cell. Finally, RNN can have a
dropout (Drop) layer applied and resulting in LSTM/GRU dropout networks (Figure 2.5 f)).
Figure 2.5: Examples of Deep RNN: a) normal LSTM/GRU networks, b) Stacked-LSTM/GRU networks,
c) Stacked-LSTM-GRU networks, d) LSTM-FC-GRU networks, e) LSTM/GRU Stacked-FC networks, f)
LSTM/GRU dropout networks
2.3 Feature Engineering
Apart from forecasting techniques, feature engineering methods can also improve accuracy of time series
forecasts. One such commonly seen method is decomposition. There are many decomposition methods,
such as Fourier Transform, Wavelet Decomposition just to name a few. One such technique that is gaining
importance in literature lately is Empirical Mode Decomposition (EMD) and the improved version: Empirical
Mode Decomposition with Adaptive Noise (CEEMDAN). Qi Kong and Qun Yu [18] applied it in the energy
sector to help with power grid load forecasting, C. Li et al.[19] applied it in the medical field to help detect
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seizure, and Jian Cao et al. [20] applied it in finance domain to predict stock index. The following section
will discuss the basic concept of CEEMDAN and the potential issue when dealing with it in the actual
forecast.
2.3.1 Empirical Mode Decomposition (EMD)
Empirical mode decomposition (EMD) is an adaptive decomposition method proposed by Huang et al. [21].
EMD decomposes time series into a set of Intrinsic Mode Functions (IMFs) + Residue. IMF satisfies 1)
over the entire length of data, the number of local extreme points and the number of zero-crossings can be
differed by at most one, 2) at any time, the mean value of the envelope defined by the local maxima and the
envelope defined by the local minima is zero.
The step of EMD of time series S(t) is as follows:
• Obtain all extreme points (local maxima and minima) of S(t)
• All extreme points are fitted to either the upper envelope U(t) or the lower envelope L(t) by cubic spline
interpolation.
• Calculate the mean of U(t) and L(t) by m(t) = U(t)−L(t)
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• Obtain new series h1(t) = S(t) −m(t)
• Repeat the above four steps using h1(t) as S(t) until satisfies the two conditions of being an IMF at which
point IMF1(t) = h1(t)
• Let R1(t) = S(t) − IMF1(t) be the residue and repeat the above five steps using R1(t) as S(t) until the
termination condition, residue being monotonic, is satisfied.
Although EMD has many advantages, it suffers from the ”mode mixing” problem defined by the presence
of very similar oscillations in different modes or very disparate amplitude in the mode.
2.3.2 Complete Ensemble Empirical Mode Decomposition with Adaptive
Noise (CEEMDAN)
To deal with the mode mixing problem, ensemble empirical mode decomposition (EEMD) is proposed
by Wu and Huang [22]. EEMD adds a Gaussian white noise to the series and largely solves the mode
mixing problem. However, EEMD cannot fully eliminate the added noise at reconstruction which causes
reconstruction error. Torres et al. [23] proposed an improved version of EEMD called Complete Ensemble
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Empirical Mode Decomposition with Adaptive Noise (CEEMDAN), which greatly reduces the reconstruction
error to near zero, and improves the computation efficiency.
The step of CEEMDAN of time series S(t) is as follows:
• Let Ei(◦) be the ith IMF obtained by EMD, let wi(t) N(0, 1) be the random standard normal white noise, and
let εi be the signal-to-noise ratio coefficient.
• Decompose Si(t) = S(t)+wi(t) using EMD to extract the first IMF: IMFi,1, and let IMF1 = 1L
∑L
i=1 IMFi,1ε0
• Calculate the first residue R1(t) = S(t) − IMF1(t)
• Decompose S1(t) = R1(t) + ε1E1(wi(t)) using EMD and let IMF2 = 1L
∑L
i=1E1(R1(t) + ε1E1(wi(t)))
• Repeat the above steps by letting Rk(t) = Rk−1(t)−IMFk(t) and IMFk+1 = 1L
∑L
i=1E1(Rk(t)+εkEk(wi(t)))
until Rk(t) can no longer be decomposed.
2.3.3 Prediction Using CEEMDAN
After decomposing the data into a set of IMFs using CEEMDAN, each series of data is treated individually.
Individual model is trained to predict individual IMF and Residue. The final prediction, therefore, is
generated by summing up the value predicted from each IMF and Residue.
CEEMDAN is a useful way to decompose a random noisy time series into a set of stable regular time
series. However, it’s not without problems. Most notably, CEEMDAN is affected by the time span of the
data fed. Let IMFn0,T be the n
th IMF decomposed using data x0 to xT . Using the data set in our case
study, Figure 2.6 shows an example that IMFn0,T (t) is significantly different from IMF
n
0,T+1(t) with a fixed
random seed. Similarly, the residue also has the same phenomena (Figure 2.7). This behavior causes two
major problems:
1. Partition a dataset into training data and testing data. Denote τ as the end-time of the training data
and T as the end-time of the full dataset. A decomposition of the full dataset carries additional infor-
mation due to the difference between IMFn0,τ and IMF
n
0,T , resulting in the model having knowledge
about the test data before it is trained. This will give the model an unfair advantage over all other
models. Also note that during actual forecasting, one cannot decompose future data.
2. A decomposition of only the training dataset cannot generate prediction due to the lack of knowledge
about IMFn0,τ (τ + 1) needed to feed into a Interpolation model to generate IMF
n
0,τ (τ + 2). If one uses
IMFn0,T (τ + 1) as input, the output would be IMF
n
0,T (τ + 2) instead of IMF
n
0,τ (τ + 2). Also, with
zero knowledge about the ground truth of individual IMF, cross-validation of individual IMF can not
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Figure 2.6: Variation in the IMF8 term Figure 2.7: Variation in the residue term
be performed. Meaning that one can only compare the accuracy of the sum of the IMFs and residue,
not the individual ones.
Since problem 1 is unavoidable, one can only try to solve problem 2 with only the training data de-
composed. One can use the predicted value as the input for the next time-step with the unavoidable side
effect of accumulating error. Nevertheless, in the case study section, we will compare the differences with
the way CEEMDAN is used in the literature [20]: A decomposition of the full dataset (CEEMDANlit) and
decomposition of only the training dataset (CEEMDANtrain) and using previous output as forecasting input.
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Chapter 3
Case Study: US Stock Index
Standard and Poor 500 index (S&P500), collected from Yahoo Finance [24], from 2000 to 2020 is used as
a case study in the paper. Prediction of both 1-trading-day-ahead closing price and 5-trading-day-ahead
closing price will be tested to simulate short-term and medium-term trading needs. Due to the time series
nature of the data set, random splitting is not possible, and therefore the training (70%), cross-validating
(15%), and testing (15%) data set are split as three consecutive segments (Figure 3.1).
Figure 3.1: S&P500 from 2000/1/1 to 2020/12/31
3.1 Data Preprocessing
Compare to the conventional model, RNN models require further data preprocessing. Min-max normalization






where Xmax and Xmin are the maximum and minimum of the dataset respectively. A min-max normal-
ization is applied to each IMF and residue individually in the case of CEEMDAN. All testing data is then
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Figure 3.2: CEEMDAN of the training S&P500 Dataset
transformed back to the original scale after predictions are produced from RNN.
For models with CEEMDANlit, the data set is decomposed into 8 IMFs + Residue with fixed random
seed and used across models (Figure 3.3). For models with CEEMDANtrain, the data set is decomposed
into 8 IMFs + Residue with fixed random seed and used across models (Figure 3.2).
3.2 Models Compared
Both conventional models and RNN models are tested using the same dataset. There are many hyper-
parameters in each model that can be tuned. The cross-validation dataset is therefore used to select the best
performing model with different hyper-parameters in the case of RNN models. Testing is done on the model
that performed the best in cross-validation. Models and the respective hyper-parameter are summarized in
the following table (Table 3.1).
3.3 Metric
Both conventional models and RNN models are employed and compared base on two metrics. 1) Root mean






where y is the actual data and ŷ is the predicted data. This metric is also used in the loss function during
13
Table 3.1: Table of Model Compared and Tested Hyper-parameter Values
Models Compared Hyper-parameters Hyper-parameter values








(Stacked-)LSTM Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
Number of Stacked Layer 1, 2, 3, 4, 5, 6, 7, 8, 9
LSTM CEEMDANlit RNN Structure LSTM-FC(1)
Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
LSTM CEEMDANtrain RNN Structure LSTM-FC(1)
Hidden Layer Size 32, 64, 128
(Stacked-)LSTM Dropout RNN Structure LSTM-...-LSTM-FC(1)
Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
Number of Stacked Layer 1, 2, 3, 4
Dropout Probability 0.05, 0.1, 0.2, 0.5
(Stacked-)GRU Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
Number of Stacked Layer 1, 2, 3, 4, 5, 6, 7, 8, 9
GRU CEEMDANlit RNN Structure GRU-FC(1)
Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
GRU CEEMDANtrain RNN Structure GRU-FC(1)
Hidden Layer Size 32, 64, 128
(Stacked-)GRU Dropout RNN Structure GRU-...-GRU-FC(1)
Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
Number of Stacked Layer 1, 2, 3, 4
Dropout Probability 0.05, 0.1, 0.2, 0.5




Hidden Layer Size 16, 32, 64, 128, 256, 512, 1024
LSTM-FC-GRU RNN Structure LSTM-FC(HLS)-GRU-FC(1),
GRU-FC(HLS)-LSTM-FC(1)
Hidden Layer Size (HLS) 16, 32, 64, 128, 256, 512, 1024
(Stacked-)LSTM Stacked-FC RNN Structure LSTM-FC(HLS/2)-FC(HLS/4)-FC(1)
LSTM-LSTM-FC(HLS/2)-FC(HLS/4)-FC(1)
LSTM-LSTM-LSTM-FC(HLS/2)-FC(HLS/4)-FC(1)
Hidden Layer Size (HLS) 16, 32, 64, 128, 256, 512, 1024
(Stacked-)GRU Stacked-FC RNN Structure GRU-FC(HLS/2)-FC(HLS/4)-FC(1)
GRU-GRU-FC(HLS/2)-FC(HLS/4)-FC(1)
GRU-GRU-GRU-FC(HLS/2)-FC(HLS/4)-FC(1)
Hidden Layer Size (HLS) 16, 32, 64, 128, 256, 512, 1024
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Figure 3.3: CEEMDAN of the full S&P500 Dataset
RNN training. 2) Average daily profit defined by
AverageProfit =
∑n
i=2 1(ŷi − yi−1 > 0)(yi − yi−1)
n
(3.3)
where 1(◦) is the indicator function, y is the actual data, and ŷ is the predicted data. This metric
simulate the profit (loss) of trading one unit of S&P500 index fund by the simple rule of 1) buy at the start
of the day if the predicted end of the date value is higher; 2) sell all inventory at the end of the day. The




After training and testing all models listed above, Figure 4.1 and Figure 4.2 showed an overview of the
different performance of the best models in each category, whereas Table 4.1 summarized the results in
terms of RMSE and average profit.
Comparing different versions of the conventional models, Interpolation models are the preferred choices.
Since the prediction horizon of the case study is long, any Extrapolation model will under-performed as no
additional data are required during prediction. Also note that for any Extrapolation model, 1-trading-day
ahead and 5-trading-day ahead prediction will be the same. Interpolation models are the most attractive
ones if one only looks at the RMSE. However, Interpolation models are essentially short-term trend followers.
A similar level of RMSE can be achieved by only using the price of the previous date as a new prediction.
This kind of forecast hardly offers any insight as indicated by the negative average profit, but it will tend to
have very little error in a short-term forecast.
Out of all RNN models, CEEMDANlit models outperformed the best in both metrics. But due to the
problem with CEEMDANlit discussed above, CEEMDANlit is not applicable in actual forecasting. Still,
the result shows the potential of applying CEEMDANlit in tasks such as classification problems where the
entirety of the data is known. Besides CEEMDANlit models, (Stacked-)LSTM/GRU networks, (Stacked-
)LSTM/GRU networks with dropouts, and (Stacked-)LSTM-GRU networks perform similarly well in terms
of RMSE. Whereas (Stacked-)LSTM/GRU networks, (Stacked-)LSTM/GRU networks with dropouts per-
form the best in terms of average profit. Upon detailed examination of the effect of the parameters in
(Stacked-)LSTM/GRU networks with dropouts (Figure 4.3), the trend shows that dropout probability be-
low 0.1 and less stacked layers tend to produce the best models. Hidden layer size, on the other hand, has
little effect on a model in terms of RMSE. Deeper RNN networks, on the other hand, could not show such
performance in this case study.
After comparing different models in both short and medium-term forecast, we concluded that 1) Extrap-
olation model cannot produce accurate forecasts for long-horizon, 2) Interpolation version of conventional
models offer little real-life implication, 3) 1-trading-day ahead forecast favors baseline model while longer
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Figure 4.1: Selected 1-Trading-Day Ahead Predictions
Figure 4.2: Selected 5-Trading-Day Ahead Predictions
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Figure 4.3: Dropout Result Bubble Plot
18
Table 4.1: Case Study Results Summary Table
Models Compared
1-Trading-Day Ahead 5-Trading-Day Ahead
RMSE Average Profit RMSE Average Profit
ETS 457.63 1.102
ETS CEEMDANlit 189.68 1.0566
ETS CEEMDANtrain 733.28 0
ETS Interpolation 62.95 -0.3359 124.01 -0.4417
ARIMA 354.89 0.9565
ARIMA CEEMDANlit 227.54 0.1798
ETS CEEMDANtrain 986.51 0
ARIMA Interpolation 63.07 -0.1254 124.67 -0.4374
(Stacked-)LSTM 173.59 1.0577 171.77 0.7881
(Stacked-)LSTM Dropout 79.9 0 113.25 1.6468
LSTM CEEMDANlit 32 6.6108 76.32 5.7525
GRU CEEMDANtrain 964.98 0.0931 869.50 0.1398
(Stacked-)GRU 92.3 1.4119 186.42 0.8713
(Stacked-)GRU Dropout 147.58 1.1953 136.2 1.2793
GRU CEEMDANlit 32.74 2.2064 71.42 2.1653
GRU CEEMDANtrain 584.41 0.3264 1125.46 0.0906
(Stacked-)LSTM-GRU 114.38 0 92.48 0.7548
LSTM-FC-GRU 391.61 0 552.8 0.7548
(Stacked-)LSTM Stacked-FC 174.07 0 185.32 0.7548
(Stacked-)GRU Stacked-FC 163.68 0 156.61 0.4474
horizon forecast favors RNNs, 4) dropout RNN sometimes improve the performance of the original model,
5) deeper RNN model tend to perform worst given simple input, and 6) CEEMDAN is good for classifier
model, but cannot be applied to forecast tasks.
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Chapter 5
Conclusion and Future Works
This thesis compared different commonly used time series forecasting models, constructed different RNN
models, and discussed the potential issue with deploying CEEMDAN forecast models in real life. For future
works, more features, such as external economic indicators, can be used as input in the U.S. Stock Index
case study to observe the performance of different models. Additional features can be concatenated to the
input vector or can be learned to combined into a new vector using embedding techniques. Moreover, new
models applied in the field of natural language processing (NLP) are now replacing RNN. These models
can potentially be applied to time series forecasting as well. NLP problems are closely related to time
series analysis since both a language and a time series have sequential structures. Recently, attention neural
networks are gaining popularity in NLP. Models such as transformer [25] show better performance than
LSTM in language translation. Although attention networks have difficulty in having large model sizes
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Appendix A
Case Study: US Election Betting Odds
Besides the case study discussed above, another small-scale case study is conducted to simulate the real-life
forecasting process with RNN on the 2020 U.S. President Betting Odds [2] (Figure A.1). A set of features
are included in the input vector including 1) presidential election polls [26], 2) presidential approval rate
polls [26], 3) generic ballot polls which reflect political party support [26], 4) U.S. COVID-19 daily new
cases [27], 5) monthly continued insured unemployment claims [28], and 6) S&P500 index described in the
chapters above.
Figure A.1: Betting Odds Difference (Biden - Trump) from March 12th, 2020 to November 3rd, 2020
To accommodate for daily-updated forecasting schedule, let ŷt(t+1) be the forecast at time t+1 generated
from the model trained with input data x0 to xt. Given hardware restrictions, a new set of models are trained
with up-to-date input data every seven days. In order to have forecast up to ŷt(t+14), fourteen 7-day-ahead
predictions will be generated. ŷt(t+1),..., ŷt(t+7) will be generated once the model is trained and ŷt(t+8),...,
ŷt(t+14) will be generated daily as newer input data (xt+1 to xt+7) are collected every day. When a new set
of models are trained at time t+ 7, the first seven forecasts of the newer models (ŷt+7(t+ 8) to ŷt+7(t+ 14))
will overwrite the last seven forecasts of the older models (ŷt(t + 8) to ŷt(t + 14)) and the cycle continue
each week (Figure A.2). The last 21 days of the entire time series will be used as cross-validating dataset.
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Figure A.2: Betting Odds Forecasting Scheme
Table A.1: Table of Models and Hyper-parameter Values
Models Compared Hyper-parameters Hyper-parameter values
(Stacked-)LSTM Hidden Layer Size 10, 11, ..., 38, 39
Number of Stacked Layer 1, 2, 3
(Stacked-)GRU Hidden Layer Size 10, 11, ..., 38, 39
Number of Stacked Layer 1, 2, 3
A.1 Data Preprocessing
Due to the high variations in poll results, poll data have to be preprocessed extensively. Each poll is averaged
daily and filled with the previous day poll result if no result is published at a particular date. In addition,
Presidential Election Polls only consider polls in the battleground states: Arizona, Florida, Michigan, North
Carolina, Pennsylvania, and Wisconsin. The weighted average of the poll results weighted by the electoral
votes of each battleground state is used as a feature in the input data. Similarly, the COVID-19 time
series is also a weighted average by the electoral votes of the battleground states. For all other time series,
missing data is filled using the data from the previous day. Finally, all data is normalized using min-max
normalization described above (Equation 3.1).
A.2 Models and Results
Table A.1 summarizes all model trained every week from September 11th, 2020 to October 30th, 2020.
Predictions are generated from the top 2.5 percent of all models in terms of RMSE (Equation 3.2) using
the cross-validation dataset. The means, medians, minimum, and maximum of the selected models will be
presented.
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Figure A.3 summarized the result of the above experiment. Due to the limited amount of data, the
forecasting results did not match the ground truth closely. The results have a similar shape with the ground
truth but lag behinds around nine days. In the future, more models should be included to strengthen the
forecast results.




This appendix will outline the code skeleton of training a model and using the model to generate predictions
with python. A single prediction is generated as 1) load and preprocess dataset from files and split the
dataset into training, cross-validation, and test set; 2) if the model uses CEEMDAN, decompose time series
with CEEMDAN; 3) if the model is RNN, scale the dataset using min-max normalization; 4) define the
model; 5) train the model; 6) generate predictions using the model. In a comparative case study, multiple
models will be trained and the best performing model in cross-validation is treated as the representative of
the model type. All representative is then compared using the testing dataset. In a real-life forecasting case
study, multiple models will be trained, and the statistics of the top-performing models in cross-validation
are presented.
• Decomposing time series with CEEMDAN:
from PyEMD import CEEMDAN
components = CEEMDAN ()
components.noise_seed(seed) #seed: a fixed random seed
components = components(series) #series: time series to be decomposed
imfs , residue = components[:-1], components[-1]
• Min-max scaling before fed into RNN:
from sklearn.preprocessing import MinMaxScaler
# Normalize
normalize_scaler = MinMaxScaler(feature_range=(0, 1))
normalized_series = normalize_scaler.fit_transform(series) #series: input time series
# Unnormalize
normalize_scaler.inverse_transform(predictions) # predictions : output predictions from RNN
• Training and generating predictions with conventional models:
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import numpy as np
import pmdarima as pm
from sktime.forecasting.ets import AutoETS
#ETS
ets = AutoETS(auto=True)
ets.fit(training) #training: training data
predictions = ets.predict(np.arange(n_periods)+1) # n_periods: amount of prediction
generated
#ARIMA
arima = pm.auto_arima(training , start_p=1, start_q=1, test="adf", seasonal=False) #training
: training data
predictions = arima.predict(n_periods=n_periods) # n_periods: amount of prediction generated
• RNN Models are defined as:
from keras.models import Sequential
from keras.layers import LSTM , GRU , Dense
#LSTM
def lstm(hidden_layer_size , num_layers , dropout=0):
model = Sequential ()
for i in range(num_layers - 1):






def gru(hidden_layer_size , num_layers , dropout=0):
model = Sequential ()
for i in range(num_layers - 1):






def deeprnn(hidden_layer_size , layers , dropout=0):
model = Sequential ()
for layer in layers: #layers i.e. [[’gru ’, ’lstm ’, ’dense_ //2’, ’dense_1 ’]]
if layer == ’gru’:
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model.add(GRU(hidden_layer_size , return_sequences=True , dropout=dropout))
elif layer == ’lstm’:
model.add(LSTM(hidden_layer_size , return_sequences=True , dropout=dropout))
elif ’dense’ in layer:
depth = layer.split(’_’)[-1]






• Training and generating predictions with RNN models:
#Training
model = lstm(hidden_layer_size , num_layers)
model.fit(train_x , train_y , epochs=150 , batch_size=1) #train_x , train_y: training dataset
model.save_weights(’model.ckpt’)
# Prediction
model = lstm(hidden_layer_size , num_layers)
model.load_weights(’model.ckpt’)
predictions = model.predict(test_x).flatten () #test_x: testing data
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