Abstract. We present and discuss a new model of the crust and upper mantle at high southern latitudes that is produced from a large, new data set of fundamental mode surface wave dispersion measurements. The inversion for a 2°Â 2°shear velocity model breaks into two principal steps: first, surface wave tomography in which dispersion maps are produced for a discrete set of periods for each wave type (Rayleigh group velocity, 18 -175 s; Love group velocity, 20 -150 s; Rayleigh and Love phase velocity, 40-150 s) and, second, inversion for a shear velocity model. In the first step, we estimate average resolution at high southern latitudes to be about 600 km for Rayleigh waves and 700 km for Love waves. The second step is a multistage process that culminates in a Monte Carlo inversion yielding an ensemble of acceptable models at each spatial node. The middle of the ensemble (median model) together with the half width of the corridor defined by the ensemble summarize the results of the inversion. The median model fits the dispersion maps at about the measurement error (group velocities, 20-25 m/s; phase velocities, 10-15 m/s) and the dispersion data themselves at about twice the measurement error. We refer to the features that appear in every member of the ensemble as ''persistent.'' Some of persistent features are the following: (1) Crustal thickness averages $27 km in West Antarctica and $40 km in East Antarctica, with maximum thicknesses approaching 45 km. (2) Although the East Antarctic craton displays variations in both maximum velocity and thickness, it appears to be a more or less average craton. (3) The upper mantle beneath much of West Antarctica is slow and beneath the West Antarctic Rift is nearly indistinguishable from currently dormant extensional regions such as the western Mediterranean and the Sea of Japan. Our model is therefore consistent with evidence of active volcanism underlying the West Antarctic ice sheet, and we hypothesize that the West Antarctic Rift is the remnant of events of lithospheric rejuvenation in the recent past that are now quiescent. (4) The Australian-Antarctic Discordance is characterized by a moderately high velocity lid to a depth of 70 -80 km with low velocities wrapping around the discordance to the south. There is a weak trend of relatively high velocities dipping to the west at greater depths that requires further concentrated efforts to resolve. (5) The strength of radial anisotropy (v sh À v sv )/v sv in the uppermost mantle across the Southern Hemisphere averages $4%, similar to the Preliminary Reference Earth Model. Radial anisotropy appears to be slightly stronger in West Antarctica than in East Antarctica and in the thinner rather than the thicker regions of the East Antarctic craton.
Introduction
The crust and lithosphere beneath Antarctica are among the most poorly understood regions directly underlying Earth's surface. This results partially from the obvious fact that Antarctic ice sheets insulate geologists from direct crustal observation, but it is also related to the difficulty and expense of acquiring high-quality welldistributed seismic information across the continent. Controlled source seismic experiments (long baseline refraction and reflection profiles) have provided fairly localized (although very important) two-dimensional (2-D) images [e.g., Kogan, 1972; Ito and Ikami, 1986] . Passive source seismology has yielded neither the quantity nor the quality of information that has been revealed about the substructure of other continents. Except for a few locations, permanent seismic stations have proven difficult to maintain especially at ice sites, and because intraplate seismicity within the Antarctic Plate is rare [Okal, 1981] , passive studies have and will continue to rely predominantly on the use of earthquakes no closer than the Antarctic Plate margin. Consequently, teleseismic body wave studies have provided only a few localized structural constraints and surface wave studies have displayed poor, although recently improving [e.g., Vdovin, 1999; Danesi and Morelli, 2000] , radial and lateral resolutions. There has been a recent international resurgence of interest in the continental crust [e.g., Meissner, 1986; Christensen and Mooney, 1995] , but the above mentioned factors have meant that Antarctica has not yet played a particularly significant role in these investigations. This is unfortunate, not only due to interest in the intrinsic composition and development of the Antarctic Plate but also because of Antarctica's strategic location in models of Phanerozoic continental evolution.
In this paper, we report the results of a study designed to improve information about the shear velocity structure beneath Antarctica and surrounding regions in order to provide constraints on thermal and chemical variations, particularly in the uppermost mantle. We present a new model of the crust and upper mantle beneath this region produced from a large, new data set of fundamental mode surface wave dispersion measurements. The use of surface wave data to constrain mantle structure at high southern latitudes helps to circumvent problems created by the relative paucity of receiving stations on the Antarctic continent JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 106, NO. 12, PAGES 30645 -30670, DECEMBER 10, 2001 Copyright 2001 by the American Geophysical Union.
Paper number 2001JB000179. 0148-0227/01/2001JB000179$09.00 and the shortage of intraplate seismicity across the Antarctic Plate. For this reason, there is a long history of surface wave studies of Antarctica [e.g., Evison, 1963; Evison et al., 1960; Kovach and Press, 1961; Bentley and Ostenso, 1962; Dewart and Toksoz, 1965; Knopoff and Vane, 1978; Neunhofer et al., 1983; Rouland et al., 1985; Forsyth et al., 1987; Montagner and Jobert, 1988; Grad et al., 1993; Bannister et al., 2000] . present an excellent review. Only recently, however, have sufficient broadband seismic data accumulated to the point that surface wave tomography can yield relatively high resolution images across much of the region of study (Figure 1) .
The data that we use come from two sources. First, phase velocity measurements at intermediate and long periods (40 -150 s) were graciously donated to this study by scientists at Harvard University and Utrecht University. Second, we also use a new compilation of group velocity measurements that extends to much shorter periods ($20 s) . N. M. Shapiro and M. H. Ritzwoller (Monte-Carlo inversion of broad-band surface wave dispersion for a global shear velocity model of the crust and upper mantle, submitted to Geophysical Journal International, 2001, hereinafter referred to as SR2001) show that the simultaneous inversion of broadband group and phase velocity data in the presence of a priori constraints on allowable structures in the crust and upper mantle ameliorates the trade-off between crustal and upper mantle structures that plague inversions of surface waves in continental areas. In oceanic regions it improves abilities to resolve the lithosphere from the asthenosphere. The result is a significantly improved model of the uppermost mantle.
We divide the inverse problem for a shear velocity model of the crust and upper mantle to a depth of $400 km into two principal steps. The first step is surface wave tomography in which surface wave dispersion measurements are used to infer dispersion maps on a discrete grid of periods for both Rayleigh and Love waves. The second step is the use of these maps as data to invert for a shear velocity model of the crust and upper mantle. At each point, we invert four dispersion curves, one each for Rayleigh and Love wave group and phase velocity. The methods of tomographic imaging (hereinafter referred to as BRL2001) and subsequent inversion for a shear velocity model (SR2001) are designed to be used together to provide consistent perturbations that revert to an initial model in regions of poor data coverage. As initial models, in the crust we use CRUST5.1 [Mooney et al., 1998] , and in the mantle we use the isotropic version of model S20A [Ekstrom et al., 1997] modified to match the radial anisotropy in Preliminary Reference Earth Model (PREM) [Dziewonski and Anderson, 1981] . As Figure 2 shows, the ice sheets of Antarctica strongly affect surface wave velocities at short and intermediate periods, and the initial model must contain realistic ice thicknesses and velocities.
A principal component of the inversion method of SR2001 is the production of an ensemble of models that fit the data acceptably at every geographical point. The most robust features of the resulting model are those that appear in every acceptable model. SR2001 refer to these features as ''persis- T r a n s a n t a r c t ic M t n s tent.'' We will concentrate discussion on the persistent features of the model. In this paper, we attempt to summarize the main results of our study of Antarctica and the surrounding oceans; from data acquisition and processing (section 2), to inversion methodology (section 3), and to a preliminary discussion of the persistent features that appear in the shear velocity model of the crust and upper mantle (section 4). Space prohibits an exhaustive discussion of the all of the steps that lead to the model. For further information about the data processing, the reader should see Ritzwoller and Levshin [1998] (hereinafter referred to as RL1998), BRL2001 provide a more complete discussion of the method of surface wave tomography and resolution analysis, and SR2001 give a fuller description of the method of inversion for a shear velocity model of the crust and uppermost mantle. This paper is an application of methods largely described elsewhere, and we will attempt to point to some of the more intriguing features of the crust and upper mantle that have emerged in this study.
Data
The data are surface wave group and phase velocity measurements. We measured group velocities using the method documented by RL1998. This is a frequency-time method that involves human interaction during every dispersion measurement. The principal human role is to choose the frequency band of measurement and to guide the extraction of the fundamental mode from noise, scattered and multipathed signals, overtones, and fundamental modes of different wave type. Continental regions at high southern latitudes are sampled mostly by surface waves that emanate from mid-ocean ridge earthquakes. The major obstacle in obtaining reliable broadband measurements therefore is the strong refraction that intermediate-and short-period surface waves suffer at the continental margins. Strongly excited Rayleigh waves, for example, are commonly observed on transverse components. In addition, Love wave overtones can interfere in the measurement of short-period fundamental Love waves. Discretion and insight must be exercised to obtain reliable Love wave measurements. As a consequence, human interaction in making measurements is particularly necessary below 40 -50 s period in the Southern Hemisphere.
We use group velocity measurements from 18 to 175 s period for Rayleigh waves and from 20 to 150 s period for Love waves. The phase velocity measurements were performed at Harvard University and Utrecht University separately, and we merge these data sets into a single data set. The phase velocity measurements extend from 40 to 150 s for both Rayleigh and Love waves. These data sets are described by Ekstrom et al. [1997] and Trampert and Woodhouse [1995] . We choose phase velocity measurements only from earthquakes shallower than 50 km, which reduces the Utrecht data set appreciably. We use similarly shallow earthquakes for the group velocity measurements which simplifies the interpretation of the measurements and reduces the size of the source group time shifts, which we do not attempt to correct .
We measured the group velocities following earthquakes that occurred from 1977 to 1998 at stations from the Global Digital Seismograph Network (GDSN), Global Seismic Network (GSN), Geoscope, and SKIPPY networks. The phase velocity data are from 1980 -1995 and 1989 -1995 for the Utrecht and Harvard data sets, respectively.
At each period and wave type we identify and cluster measurements that follow similar paths, compute cluster RMS, and reject outliers. The cluster analysis has been previously described, for example, by RL1998. The cluster RMS is shown in Figure 3 , where we report the results for the measurements obtained at Harvard University and Utrecht University separately. We identify the aggregated cluster RMS, prior to outlier rejection, with the average measurement error. The Harvard researchers performed their own clustering and data rejection, which probably explains why the Harvard data have a lower cluster RMS that the Utrecht data. The cluster RMS for the Utrecht data may therefore provide a better estimate of measurement error for phase velocities. The cross consistency between the Utrecht and Harvard data sets is about the same as the internal consistency of the Utrecht data set. Typical measurement errors are 20 -25 m/s for group velocities, except at very short periods, and 10 -15 m/s for phase velocities, except for long-period Love waves. Because, as Figure 4 shows, the amplitudes of the partial derivatives for group velocities [Rodi et al., 1975] are about twice as large as for phase velocities, the amplitudes of the group velocity signals are about twice as large as the phase velocity signals. The group velocity and phase velocity signal-tonoise ratio therefore is about the same if the noise is considered to be measurement error.
Before merging the Harvard and Utrecht phase velocity measurements, we follow the outlier rejection by combining the remaining measurements within each cluster into a single measurement for the cluster. We do this separately for the Harvard and Utrecht data sets. This reduces the size of each data set considerably. We then merge the two individually declustered data sets and perform the cluster analysis again on the merged data set. Because each data set has been declustered individually, clusters within the merged data set usually contain only two measurements, one from the Harvard data set and one from the Utrecht data set. These measurements are averaged if they agree within a Figure 2. Demonstration of the effect of an ice sheet on surface wave velocities. Solid lines are the group and phase velocities predicted from the median model, described below, for a point in East Antarctica (76°S, 122°E) with an ice thickness of $3.8 km.
The dispersion curves for the same model without the ice are the dashed lines. The thickening of the ''crust'' by the ice sheet reduces the surface wave velocities at intermediate periods, and the ice itself reduces the velocities at short periods much as a sedimentary basin would. The P and S velocities of the ice, however, are faster than shallow sediments, and the low surface wave velocities at short periods result dominantly from the very low density of ice.
specified tolerance, and both are discarded if they disagree. We do not decluster the group velocity data set, but we do perform the cluster analysis in order to reject outliers. The total number of measurements in the Southern Hemisphere (some part of the ray extending below 20°S) is shown in Figure 3 . Because the group velocity data set involves human interaction to choose the frequency band of measurement for each source:station pair, the number of group velocity measurements depends on frequency and wave type. The number of phase velocity measurements is only weakly dependent on frequency. Examples of data density are plotted in Figures 5 and 6 . Globally, coverage is better for Rayleigh waves than Love waves, but this is particularly true in the Southern Hemisphere. This is presumably caused by attenuation and scattering because path lengths are on average longer in the Southern than in the Northern Hemisphere. Homogeneous coverage at long periods is also difficult to achieve in the Southern Hemisphere. This is because most of the seismicity surrounding Antarctica occurs at mid-ocean ridges and ridge events tend to be smaller in magnitude than events in subduction zones. Consequently, although there are fewer Love wave group velocity measurements than Love wave phase velocity measurements at long periods, path coverage across Antarctica is at least as good for the group velocities. Most of the phase velocity paths are concentrated east of Australia and across the southern Pacific.
Method of Inversion
The inversion for a shear velocity model breaks into two principal steps: (1) surface wave tomography and (2) inversion for a shear velocity model. The starting point for both steps is an initial model comprising CRUST5.1 [Mooney et al., 1998 ] in the crust and isotropic S20A [Ekstrom and Dziewonski, 1998 ] in the mantle. We modify S20A in two ways. First, we introduce radial anisotropy equal to that in PREM. Second, we take the lateral variations in S20A with respect to the 1-D model ak135 [Kennett et al., 1995] rather than PREM [Dziewonski and Anderson, 1981] which eliminates the discontinuity at 220 km that exists in PREM.
3.1.
Step 1: Surface Wave Tomography Surface wave tomography is the inference of maps of surface wave velocities for each wave type (Rayleigh, Love) and period. We use the method of BRL2001 to construct maps on a 2°Â 2°n odal grid worldwide subject to the following objective function for an isotropic model m consisting of velocity perturbations relative to the initial model:
Equation (1) is a linear combination of data misfit, model roughness, and amplitude of the perturbation to the initial model. G is the forward operator that computes the surface wave group or phase travel time from a model [Woodhouse, 1988] , d is the data vector whose components are the observed travel time residuals relative to the initial model, C is the data covariance matrix or matrix of data weights, F is a Gaussian spatial smoothing operator, and H is an operator that penalizes the norm of the model in regions of poor path coverage. The method is described in detail by BRL2001. We note here that the spatial smoothing operator is . Rayleigh wave partial derivatives, or sensitivity kernels, of (top) group and (bottom) phase velocity with respect to isotropic shear velocity as a function of depth at the periods indicated. Solid lines are for a typical continental Craton, and dashed lines are for a typical ocean basin. Amplitudes are normalized by the maximum amplitude of the group velocity partial derivative in each column. Group velocity kernels are more than twice the amplitude of phase velocity kernels at each period and peak nearer to the surface. Phase velocities are sensitive to greater depths at each period because of the sign change in the group velocity kernels. Ocean-continent differences in the kernels are only significant near the short-period end of the studied frequency band.
defined over a 2-D tomographic map as
where S is a smoothing kernel: Figure 5 , for the phase velocity data with the 100-s Rayleigh wave at top and the 100-s Love waves at bottom. Path density for phase velocity is roughly independent of period, so other periods are similar.
Values at spatial points between nodes are computed with bilinear interpolation.
Damping and regularization are discussed in detail by BRL2001. The choice of the damping coefficients a and b and the smoothing width s is ad hoc. In particular, we produce a set of maps with variable damping for each wave type and period, and then we choose damping parameters that produce relatively smooth features with few artifacts such as streaking or spotting. We find that a spatial smoothing width s of 250 or 300 km is appropriate. RL1998 provides an example using a different tomographic method, but the idea is the same. The smoothness constraint a is chosen to be constant over a broad frequency band, but we generally strengthen it at long periods because the maps tend to be more prone to artifacts and the Fresnel zone of the wave broadens.
We estimate tomographic maps in the following period bands: Rayleigh group velocity, 18 -175 s; Love group velocity, 20 -150 s; and Rayleigh and Love phase velocity, 40 -150 s. We show examples of estimated dispersion maps in Plates 1 -3. The contours of 20 paths for each 2°Â 2°cell are marked in these figures to identify the poorly covered regions.
The ability of the tomographic maps to fit the raw measurements is shown in Figure 7 and is compared with the fit produced by a globally averaged model and the initial model. Group velocity measurements typically are fit by the estimated tomographic maps to between 40 and 50 m/s and phase velocity data to 20 and 40 m/s. If the cluster RMS in Figure  3 is interpreted as measurement error, comparison between Figures 3 and 7 reveals that RMS misfit with our estimated tomographic maps is about twice the measurement error except at short periods. This is true both for group and phase velocities. Below $25 s for Rayleigh waves and $35 s for Love waves, group velocity misfit increases to well above twice the measurement error. There are three reasons for this. The first two reasons are related to the fact that at shorter periods the waves become more sensitive to crustal structures. (1) Crustal structures require smaller-scale features to model accurately than those that appear in the inversion. (2) They also produce systematic bias caused by unmodeled wave propagation effects, such as off-great-circle propagation. The third reason, however, is the most important. (3) Path coverage degrades rapidly for short periods because path lengths are, on average, longer in the Southern Hemisphere than in the Northern Hemisphere. Our tomographic method reverts to the initial model in regions of poor path coverage, and the initial model does not fit the data well at short periods. It is common practice in tomographic studies to report resolution. The results of resolution analyses should be greeted with a skepticism because they ignore both random and systematic measurement errors. For the sake of completeness, however, we will briefly present the results of a resolution analysis. We use the method of BRL2001, which constructs the classical resolution matrix at every node of each dispersion map. This method may be improved by using the Fresnel Zone [e.g., Dahlen and Tromp, 1998 ] to define the sensitivity of each ray. Gaussian smoothing in model space defined by equations (3) and (4), however, is similar to the use of Gaussian beams in physical space. In essence, then, the method of BRL2001 uses ''fat rays.'' We believe that the fact that these rays are not as wide as the Fresnel Zone at the middle of the ray is offset by the fact that unlike Fresnel Zones, the Gaussian beams do not taper near source and receiver and we use a very conservative method to summarize the resolution map. We summarize each resolution map by using the full width of the base of the cone that best fits the resolution map near its peak, which is much more conservative that the use of the standard deviation or other common estimates. Figure 8 displays the estimates of lateral resolution for the tomographic maps using the method of BRL2001 which constructs the classical resolution matrix at every node of each dispersion map. At each node, therefore, there is a global map that displays how a delta-like velocity anomaly would be smeared and spread by the data distribution and damping applied in the inversion. Because of the bilinear interpolation between nodal points a delta-like function would appear as a cone with a specified nonzero value at the target node tapering linearly to zero at the adjacent nodes. To summarize the large volume of information in the collection of resolution maps, BRL2001 estimate a best fitting cone to the resolution map in the neighbor- 
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hood of the target node. They then equate the resolution at each target node with the width of the base of the best fitting cone. Optimal achievable resolution, therefore, is twice the node spacing, or 444 km with a 2°Â 2°grid.
Figures 8a and 8b show resolution maps for the 50 and 150 s Rayleigh wave group velocities. To a good approximation, the distribution of resolution follows path density as seen in Figure  5 . With this conservative resolution scheme, full resolution of $450 km requires about 100 paths per 2°Â 2°cell, which is rare at high southern latitudes. The average resolution south of 45°S for the 50 and 150 s Rayleigh wave group velocities is $550 km and 720 km, respectively. Average resolution is summarized for all of the dispersion maps in Figure 8c , running $600 km for Rayleigh waves and $700 km for Love waves. Average resolution of uppermost mantle structures at high southern latitudes therefore is $650 km but is better in certain locations.
For step 2 of the inversion we would like estimates of the uncertainties in the dispersion maps at every spatial point. The uncertainties, however, are not only difficult to estimate, their definition depends on a choice of length scale, which is largely arbitrary. For example, uncertainties would be very small if the maps were averaged over large areas but would increase dramatically as the averaging region approaches the grid spacing. For this reason, we do not attempt to estimate spatially variable uncertainties. Instead, we use the average misfit of the tomographic maps to the dispersion measurements, shown in Figure 7 , to represent the uncertainties in the dispersion curves everywhere. The advantage of using the a posteriori misfit as uncertainties is that it includes both theoretical errors (e.g., geometrical optics) and measurement errors and the shapes of the misfit curves probably are reasonable estimates of the uncertainties in the maps. The shortcomings include the fact that the misfit curves are not spatially variable and the absolute level of uncertainty is probably overestimated. Thus the misfit curves probably provide reasonable relative errors that overestimate the uncertainties in the tomographic maps.
Step 2: Shear Velocity Inversion
We use the method described by SR2001 to estimate the shear velocity model on a 2°Â 2°grid globally, and we briefly describe the method here. The ultimate goal is to estimate the range of models that fit the dispersion maps subject to the uncertainties discussed in section 3.1 and a priori information. A priori information is introduced in two forms: implicit and explicit constraints. Implicit constraints are introduced through the choice of parameterization and explicit constraints are in the form of tolerances applied to the allowed perturbations to the starting model. Table 1 defines these tolerances. Crustal structures are fairly tightly constrained, particularly in v p , but the strengths of both the isotropic and anisotropic perturbations in the mantle are largely unconstrained. The method is divided into three substeps, which are schematically outlined in Table 2 . Each substep depends on an input model because the inversion is nonlinear.
Substep 1 is an iterative linearized inversion with a simple parameterization of the crust and upper mantle to a depth of 400 km. The method and parameterization are essentially the same as that described by Villaseñor et al. [2001] in the inversion for a shear velocity model beneath central Asia. The method is iterative because the sensitivity kernels change as the shear velocities in the crust and upper mantle change, particularly below $30 s period (see example in Figure 4 ). The starting model is the same as that used in step 1 (CRUST5.1/S20A). In this substep the model is represented with six variables, including a shift in average crustal shear velocity, a perturbation in Moho depth, constant isotropic perturbations in mantle shear velocity in two layers (Moho to 220 km and 220 -400 km), and the introduction of radial anisotropy slopes in both SH and SV velocities (v sh , v sv ) between Moho and 220 km. This simple parameterization is best for continental regions and does not allow the data to be fit sufficiently well everywhere. In addition, the method produces a single model rather than a range of acceptable models. We call the model that emerges from the linearized inversion the ''simple reference model'' and use it as the input model in substep 2. Substeps 2 and 3 involve generalizing the model parameterization and resampling the enlarged model space near the simple reference model using a Monte Carlo method in order to constrain the range of models that fit the data. The generalized parameterization, consisting of 14 variables, is depicted in Figure 9 . The key differences relative to the simple parameterization in substep 1 are the use of B splines in the mantle, the use of six crustal velocity perturbations (three each in v s and v p ), and the introduction of a variable thickness to the radially anisotropic zone of the uppermost mantle. The model is highly overparameterized because we wish to consider a wider range of models that will fit the data than could be estimated unambiguously. Consistent with this, two of the B splines extend well below 400 km, although we consider the model to be only defined to 400 km. Linearized inversion with 14 model parameters is poorly posed, so we use simulated annealing to estimate a ''best fit model'' with the generalized parameterization [e.g., Kirkpatrik et al., 1983; Ingber, 1989] . The objective function that the simulated annealing attempts to minimize is simply weighted ' 1 misfit:
where U and c are group and phase velocity evaluated on a discrete grid of frequencies w for both Rayleigh and Love waves and s i and s j are the average group velocity and phase velocity RMS misfit provided by the tomographic maps, as shown in Figure 7 . The notations ''obs'' and ''pred'' refer to observed and predicted velocities. In all three substeps, data are additionally downweighted if path density is low and/or a datum cannot be fit well. Lateral smoothing constraints arise only from the smoothing applied during the surface wave tomography, and a vertically smooth model is ensured by the use of the B splines. We allow v p to change both in the crust and mantle, although it is only an explicit variable in the crust, but we fix r and Q at the values in the initial model. Because surface wave data are nearly insensitive to v p in the mantle, we compute v p from the average of v sh and v sv by using the logarithmic scaling relation d ln v s /d ln v p = 2.0, where perturbations are taken relative to the 1-D model ak135. We compute density using the scaling relation d ln r/d ln v s = 0.4 with respect to v s in CRUST5.1 and S20A and fix Q at the PREM values.
The best fit model that emerges from substep 2 together with the a priori constraints on allowable perturbations to the model parameters define the region of model space that we search in substep 3 with the Monte Carlo method. An example of the outcome at a point in East Antarctica is shown in Figure 10 together with information about how well the dispersion curves extracted from the tomographic maps are fit at this point. Therefore, at each spatial point we estimate an ensemble of acceptable models that defines a corridor for the shear velocities that are consistent with the data. Acceptability is defined, as in substep 2, by using weighted misfit given by equation (5). A model is considered acceptable if the weighted misfit is no worse than about 33% larger than the best fit model. The Monte Carlo sampling of model space is continued until 2000 acceptable models are found at each spatial point. This typically requires the construction of about 30,000 models. The simple reference model produces a misfit that is, on average, $40% higher than the best fit model and is included in the ensemble of acceptable models only at about one-third of the spatial nodes.
In order to summarize the information in each ensemble at each spatial point we use the middle of the corridor at each depth defined by the full range of models together with the half Figure 9 . Parameterization of crustal and upper mantle structures used in substeps 2 (simulated annealing) and 3 (Monte Carlo resampling) of the shear velocity inversion. At each geographical point the parameterization includes 14 variables: a perturbation to sedimentary velocity, perturbations to both S and P velocities in each of three crustal layers, introduction of slopes in SV and SH velocities from Moho to a variable depth, and four cubic B splines in the mantle.
width of the corridor. The half width of the corridor can be thought of as an uncertainty, but it is not a statistical estimate because the corridor is the full width of the acceptable models at each depth. It is probably a conservative estimate of uncertainty and is designed to encompass both random and systematic errors in the model. Because the middle of the corridor is usually indistinguishable from the median of the ensemble, we will refer to the model composed of the set of middle points as the ''median model.'' The use of the ensemble of acceptable models to quantify model uncertainty is not foolproof. After all, it simply summarizes the range of models, subject to a priori constraints, consistent with the tomographic maps. It is not impossible that systematic errors in the tomographic maps will bias the model without affecting the corridor of acceptable models. Another potential problem is that the resolution of the tomographic maps changes with period and wave type. It is also possible that this variable resolution could systematically bias the model in a way that is not reflected in the width of the ensemble's corridor. These caveats aside, we believe that at the vast majority of locations and the depths the ensemble of acceptable models effectively and accurately quantifies our confidence in the model.
If the half width of the corridor of acceptable models at a given depth is less than the difference between the median model and the 1-D ak135, then we say that the observed anomaly is ''persistent'' at that depth. This means that all of the acceptable models are either faster or slower than ak135 at this depth. If a feature of the median model is persistent, we consider it to be robust and worthy of interpretation. We will use this notion of persistence in discussing the median model below.
Although Monte Carlo and related inversion methods have a long history and are now common in surface wave seismology [e.g., Levshin et al., 1966; Keilis-Borok and Yanovskaya, 1967; Press, 1968; Calcagnile et al., 1982; Lomax and Snieder, 1994; Shapiro et al., 1997] , we are unaware of studies that have performed it on a global scale largely because of computational expense. Consequently, global-scale models typically lack uncertainty information. We consider about 30,000 models at each of the $16,000 spatial nodes on which the model is defined globally. The forward problem for broadband group and phase velocities must therefore be solved on the order of 10 9 times to estimate the ensemble of acceptable models worldwide. On current generation workstations each forward prediction takes more than 10 À1 s to perform using the best normal mode eigenfunction codes [e.g., Woodhouse, 1988] . Approaching the problem in this way would require more than 3 CPU years. James and Ritzwoller [1999] describe a third-order perturbation theoretic method that accelerates the forward problem by a factor of $200 and allows the full ensemble of models to be characterized in $1 CPU week running concurrently on several workstations. The perturbation method works best if the starting model is close to the estimated model. The purpose of substeps 1 and 2, then, is to speed the Monte Carlo sampling by providing a good enough starting model to guarantee the accuracy of the perturbation method in substep 3.
Figures 11 -13 attempt to summarize the fit to the tomographic maps provided by the median model. Figures 11 and 12 are misfit maps in which the gray scales are chosen based on the misfit to the dispersion data provided by the tomographic maps, s i for group velocities and s j for phase velocities in equation (5). Over a fairly broad frequency range, s I is $40 m/s, and s j is $25 m/s. The shaded regions in Figures 11 and 12 therefore are areas in which the misfit is worse than $2s. Love waves are fit considerably worse than Rayleigh waves principally because Love wave path coverage is lower and they are weighted lower in the inversion. Additionally, the quality of the Love wave maps at high southern latitudes is simply worse than the Rayleigh wave maps, and the fit to them is not expected to be as good. As a consequence, v sh is not as well known as v sv in the upper mantle.
Misfit summary statistics appear in Figure 13 which compares the fit to the dispersion maps of the median model to that of the initial model (CRUST5.1/S20A). The dispersion maps are fit, on average, close to the measurement errors that appear in Figure 3 . This is consistent with our belief that the uncertainties defined by the misfit of the tomographic maps to the data in Figure 7 are conservative. The pattern of misfit agrees with that in Figure Figure 10 . Results of the inversion for an ensemble of acceptable shear velocity models at a point in East Antarctica (80°S, 90°E). (a) Global model ak135 [Kennett et al., 1995] plotted as the dashed line and the corridor that represents the full range of the ensemble of acceptable models at each depth. The bifurcation of the model in the uppermost mantle is due to radial anisotropy (v sh > v sv ). (b) Fit to the Rayleigh and Love wave group and phase velocity curves provided by the median model. The observations, derived from the tomographic maps at this point, are plotted as solid lines, and the prediction from the median model is plotted as dashed lines.
confirming that the values of s i and s j defined by Figure 7 provide good relative error estimates.
Discussion
We have estimated an ensemble of acceptable models that fit the dispersion curves extracted from the tomographic maps at each spatial point. Figure 10 presents one example and a few others appear in Figure 14 . There are 2000 acceptable models constructed at every one of the $16,000 spatial nodes worldwide. To summarize this large volume of information, we use the middle of the ensemble of acceptable models at each depth on each of the spatial nodes and refer to this as the median model. In addition, to summarize the variability of the ensemble, we use the half width of the full range of the velocities at each depth. Figure 11 . Spatial patterns of the absolute value of the residuals, defined as the difference between the observed dispersion maps and those predicted by the median model for selected group velocities. Units are m/s.
As Table 1 indicates, we have placed stronger constraints on allowed structures in the crust than in the mantle. That is, the resulting models remain closer to the initial crustal model (CRUST5.1) than they do to the initial mantle model (S20A). For this reason, the crustal model contains less information and is probably not as reliable as the mantle model. Moreover, CRUST5.1 is not as accurate in Antarctica as in other continents. For these reasons, we do not emphasize the crustal model here. However, we show crustal thickness from the median model in Figure 15 . Crustal thickness averages $27 km in West Antarctica, being slightly greater in Marie Byrd Land and beneath the Ellsworth Mountains and Pensacola Mountains, and substantially less in the Ross Embayment. Crustal thickness in East Antarctica averages $40 km in the median model, with maximum Moho depths approaching 45 km.
The purpose of estimating ensembles of acceptable models is to identify the robust features of the model that are worthy of interpretation. We refer to velocity anomalies relative to ak135 that appear in every one of the acceptable models as the persistent features of the model. We identify persistent features by drawing a contour that encircles all velocity anomalies that appear in every one of the ensemble of acceptable models. For graphical simplicity these contours are absent from the horizontal slices of the median model found in Plate 4 but are included in the vertical slices of the model shown in Plate 5. We will note a few of the persistent features in the following discussion.
East Antarctic Craton
Most of East Antarctica is characterized by high-velocity anomalies on the long-period dispersion maps in Plates 1 -3. This is particularly true for Rayleigh waves which sample deeper than Love waves (e.g., Figure 4 ). This feature is large enough to have been resolved as a high-velocity anomaly in previous studies, both regionally [e.g., and at global scales [e.g., Montagner and Tanimoto, 1991; Zhang and Tanimoto, 1993; Trampert and Woodhouse, 1995; Masters et al., 1996; Ekstrom et al., 1997] . The amplitudes of the dispersion anomalies are not uniform over East Antarctica but are typically largest in Wilkes Land. As shown in Figure 10 and Plate 4, the uppermost mantle in East Antarctica is much faster than global averages such as ak135 down to a depth of 220 -250 km depending on location. As Plate 5 demonstrates, the onset of the high-velocity anomalies in the uppermost mantle is very rapid across the Transantarctic Mountain front. There is no low-velocity zone underlying East Antarctica. Although the vertical velocity gradient changes sign in most of the ensemble of acceptable models between $150 and 250 km (e.g., Figure 10) Figure 12 . Spatial patterns of the absolute value of residuals, as defined in Figure 11 , for selected phase velocities.
above the global average. The magnitude of the uppermost mantle high-velocity anomaly and its depth extent are variable across East Antarctica, as they are across the other cratons around the globe. These variations may be due to compositional inhomogeneities or other variations in the manner in which the cratons formed. Alternately, they may be thermal in nature, perhaps being characteristic of convection in the sublithosphere [e.g., Jaupart et al., 1998 ]. Topographic undulations on the underside of the cratons may therefore reveal the planform of small-scale convection (P. Molnar, personal communication, 2001) . Whether East Antarctica is a shield has been questioned by a number of researchers. For example, on the basis of Rayleigh and Love wave group velocity measurements from 15 to 70 s period for wave paths crossing East Antarctica, earlier studies [e.g., Bentley, 1973] argued that East Antarctica is not a classical shield but is more similar to a stable platform. Figure 16 confirms the observations that are the basis for these studies for a point in Wilkes Land, by showing that the short-and intermediate-period Rayleigh wave group velocities are, on average, slower than those from eight other cratonic regions. At longer periods and for phase velocities, however, the dispersion of surface waves in East Antarctica is more similar to the other cratons. In fact, Figure 2 suggests that the ice sheet is at least partially responsible for reducing the group velocities at short and intermediate periods in East Antarctica. The ensemble of acceptable models at the same point in Wilkes Land is shown in Figure 16c to be consistent with the upper mantle beneath the other eight cratonic regions both in the maximum amplitude and the depth extent of the high-velocity anomaly. At least in Wilkes Land, East Antarctica is a ''typical shield.'' Variations in upper mantle velocities across East Antarctica and other cratonic regions may cause us to rethink what is meant by a ''typical'' shield, however.
West Antarctic Rift
In striking contrast with East Antarctica, much of West Antarctica is characterized by low-velocity anomalies on the long-period dispersion maps in Plates 1 -3. These anomalies extend from the Ross Sea through the Ross Embayment, typically achieve their minimum values near the Byrd Subglacial Basin in Marie Byrd Land, and continue offshore west of the Antarctic Peninsula. They are therefore contiguous with the West Antarctic Rift System [e.g., LeMasurier, 1989; Behrendt et al., 1991] . These features are distinguished from the high-velocity anomalies in East Antarctica and the Bellingshausen Sea both on the phase and group velocity maps for both Rayleigh and Love waves. Previous dispersion studies were able to provide a tantalizing hint of these anomalies, but it is probably fair to say that resolution was just out of reach.
We show a depth profile at a point beneath the Byrd Subglacial Basin in Figure 14a . Comparison with Figure 10a reveals a very different velocity structure in the upper mantle for West Antarctica than for East Antarctica. The crust is much thinner in the west, and there is a prominent asthenospheric anomaly in which velocities minimize at a depth of about 120 km. Normal mantle velocities are reestablished by $200 km depth. The spatial distribution of the asthenosphere can be seen in Plate 4. By a depth of $150 km the low-velocity anomaly under the West Antarctic Rift is indistinguishable from oceanic asthenosphere. This is clearly seen in Plate 5 (C-C 0 ), which displays a vertical slice from near the East Pacific Rise, through the West Antarctic Rift, over the pole to the Kerguelen Plateau. The structure beneath the Byrd Subglacial Basin is distinct from normal oceanic lithosphere by its thicker crust and a less prominent lid overlying the asthenosphere.
The West Antarctic Rift may be one of the world's most poorly understood rift systems. It is believed to be what is left of a continuously propagating rift that started in the Jurassic when Africa separated from East Antarctica and proceeded clockwise to its present location in the Ross Embayment and West Antarctica. Volcanic activity has occurred at least since the early Cenozoic, and Holocene volcanism continues in the Ross Embayment [e.g., Kiele et al., 1983] , Marie Byrd Land [e.g., LeMasurier, 1989] , and apparently under the ice sheet within the rift itself [e.g., Blankenship et al., 1993; Behrendt et al., 1994] et al., 1996] , and a recent paleomagnetic study points to an episode of mid-Cenozoic extension [Cande et al., 2000] , but the near absence of earthquakes in the West Antarctic Rift is often taken as evidence that the rift is not undergoing active extension today. A mantle plume under the rift has been proposed based on large volumes of subglacial and submarine volcanic rocks of late Cenozoic age [Behrendt et al., 1992 [Behrendt et al., , 1994 , and the inferred ocean island basalt chemistry of these rocks [Hole and LeMasurier, 1994] . Behrendt et al. [1996] recently supplemented this hypothesis to include lower lithospheric stretching [Keen et al., 1994] to help account for the large area of late Cenozoic ocean island basalts. Our model suggests that the upper mantle beneath the West Antarctic Rift is hot today, consistent with evidence of active volcanism underlying the West Antarctic ice sheet and apparent in Marie Byrd Land and near the Ross Embayment. Upper mantle low-velocity anomalies occur worldwide in regions that have undergone lithospheric rejuvenation [Houseman and Molnar, 2001 ] through extension since $30 Ma. Many of these regions have Holocene volcanism. Examples include mid-oceanic ridges, back arc regions, and continental regions such as the Basin and Range, the East African Rift System, and eastern Turkey. As Figures 17a and 17b show, the characteristics of surface wave dispersion for the West Antarctic Rift differ sharply from mid-oceanic ridges and continental low-velocity features. Mid-ocean ridges are much faster at short periods because of thinner crust, and continental features are slower at all periods because of thicker crust and the absence of a lithospheric lid.
It is difficult for seismic evidence to either confirm or overturn the plume hypothesis because a plume neck may very well lie below the resolution of our model. However, the dispersion characteristics of the West Antarctic Rift are nearly indistinguishable from a number of regions, such as the western Mediterranean and certain marginal seas in the western Pacific, such as the Sea of Japan, as Figure 17a and 17b show. Figure 17c shows that the ensemble of acceptable models at the West Antarctic Rift is also consistent with the shear velocity structure underlying these regions, which have both undergone episodic extension with current quiescence. Therefore it is tempting to hypothesize by analogy that the low velocities underlying the West Antarctic Rift are the remnant of processes of lithospheric rejuvenation (e.g., extensional tectonics) during the Cenozoic that are now, for whatever reason, lying dormant.
Oceanic Lithosphere
The general characteristics of surface wave dispersion in oceanic regions, particularly the variation of intermediate-and long-period phase velocities with lithospheric age, have been well documented, both globally [e.g., Montagner and Tanimoto, 1991; Tanimoto, 1992, 1993; Ekstrom and Dziewonski, 1998 ] and regionally in the Southern Hemisphere [e.g., Montagner and Jobert, 1988; Grad et al., 1993; Silveira et al., 1998; Vdovin, 1999; Vdovin et al., 1999; Vuan et al., 1999] . On average, the oceanic lithosphere is characterized by a welldeveloped high-velocity lid overlying a prominent low-velocity zone (asthenosphere) with lithospheric lid thickness increasing with the age of the oceanic crust. The advantage of our study is the use of dispersion maps at periods shorter than 40 s, which helps to improve the resolution of the oceanic lithosphere from the asthenosphere. Plates 1 and 2 show that mid-ocean ridges do not begin to appear as low-velocity anomalies until periods of 40 s or so for group velocities. Thus, at shorter periods, which are dominantly sensitive to the oceanic lithosphere, oceanic dispersion characteristics are more homogeneous than at longer periods. One of the key motivations for providing more detailed models of the oceanic upper mantle is to resolve Richter-type convective rolls that may exist under the world's oceans [e.g., Richter, 1973; Katzman et al., 1998 ]. Any inferences about convection patterns at high southern latitudes must await future work, however. Figures 14b -14d show examples of the ensemble of acceptable models at three oceanic points. Figure 14 and Plate 4 indicate that as expected, ridges typically have low-velocity anomalies extending vertically up to the Moho, whereas ocean basins are characterized by a lithospheric lid that increases in thickness with lithospheric age. In addition, as Figure 14b and 14c show, ridges display weaker radial anisotropy than the ocean basins, as discussed further below. There are some anomalous regions along mid-ocean ridges, such as the Australian-Antarctic Discordance, which we also discuss further below. As Plate 4 shows, by a depth of 150 km, low-velocity anomalies prevail across the oceans of the Southern Hemisphere, characteristic of the asthenosphere. The asthenosphere can penetrate quite deeply in some places, such as the Bellingshausen Sea (Plate 5, C-C 0 ). Unexpectedly, its maximum depth appears to rise under ridge crests, on average, so that mid-ocean ridges are underlain by high-velocity anomalies below 200 -250 km. This feature may be caused by chemical heterogeneities that result from depleting the mantle in light 
Australian-Antarctic Discordance
The Australian-Antarctic Discordance (AAD) Hayes, 1971, 1974 ] is a portion of the Southeast Indian Ridge between about 120°E and 128°E characterized by a crenelated ridge pattern and a negative depth anomaly. The AAD is, in fact, the deepest segment of the world's mid-ocean ridge system and marks the boundary between Pacific and Indian type midocean ridge basalts [Klein et al., 1988] . It is believed that the AAD is a boundary between two different mantle provinces, with a magma deficit and thinner crust caused by cold upper mantle compared to adjacent ridge segments. Several models of the cause of the AAD have been proposed including the existence of a stable cold spot [Hayes, 1976] ; convective downwelling [e.g., Hayes, 1988] ; passive along-axis flow in response to colder temperatures along the ridge segment [e.g., Forsyth et al., 1987; West et al., 1997] ; and the presence of a stagnated slab that subducted beneath the Gondwanaland-Pacific margin and subsequently has been drawn upward by the Southeast Indian Ridge beneath the AAD [Gurnis et al., 1998 ]. Marks et al. [1999] present evidence that the causative process is continuing today. Several studies of the AAD with surface wave dispersion have been previously performed [e.g., Forsyth et al., 1987; Kuo et al., 1996] . Our study contributes to this history by providing tomographic images of both surface wave dispersion and vertical profiles of the region around the AAD. Plate 1 shows that intermediate period (e.g., 45 s) Rayleigh wave group velocity maps image the AAD very well. The feature is observed as a high-velocity anomaly from $35 s to 90 s with a northwestsoutheast trend. In addition, a low-velocity anomaly appears to wrap around the AAD to its south. The AAD is not as unambiguously observed either on the Love wave group velocity maps or the phase velocity maps in Plates 2 and 3. At $100 s period the Rayleigh wave group sensitivity kernels have appreciable amplitudes to depths of 100 -150 km. The loss of the high-velocity anomaly on the longer-period Rayleigh wave group velocity maps implies, therefore, that the relatively high velocity upper mantle structure beneath the AAD will be predominantly confined to depths above 100 km. Figure 14d displays the ensemble of acceptable models near the middle of the AAD that show that the mantle underlying the AAD is intermediate between mid-ocean ridge and basin structures, typical examples of which are shown in Figures 14a -14c . The AAD is characterized by a lithospheric lid that has slower velocities than in ocean basins and by asthenosphere that is less prominent than along the rest of the Southeast Indian Ridge. The high-velocity lid is seen in Plates 4 and 5 (A-A 0 ) to extend no deeper than $70 -80 km. At greater depths, more or less normal oceanic asthenosphere prevails, but there is a weak trend of relatively higher velocity material dipping to the west. Lowvelocity material appears to wrap around to the south of the AAD in the upper mantle.
These observations confirm previous evidence of a low-temperature zone in the mantle but constrain the feature to lie predominantly above a depth of 70 -80 km. The implication of the low velocities wrapping around to the south of the AAD in the upper mantle is not entirely clear, but it may hint at convective flows and perhaps incipient magma production to the south. The weak trend of high-velocity material dipping to the west of the AAD requires further data processing to resolve clearly. If it persists, it would be tempting to interpret it as a somewhat lower temperature zone that could either be the remnant of a primordial slab or the focus of shallow downwelling. Determining whether these interpretations make sense thermodynamically or geodynamically is beyond the scope of the present paper.
Radial Anisotropy
A transversely isotropic medium with vertical symmetry axis (radial anisotropy) is characterized by five mutually independent elastic moduli [Smith and Dahlen, 1973] : A = rv ph 2 , C = rv pv 2 , F, L = rv sv 2 , and N = rv sh 2 . Information about radial anisotropy worldwide derives mainly from observations of the Rayleigh-Love discrepancy [e.g., Anderson, 1961; Cara et al., 1980; James, 1998 ]. Because Rayleigh and Love fundamental modes are nearly insensitive to v p in the mantle, these waves constrain only two of the five moduli, L and N or v sv and v sh . The strength of radial anisotropy is frequently presented as (v sh À v sv )/v sv . Much effort has been devoted to estimating these quantities globally [e.g., Dziewonski and Anderson, 1981; Montagner and Anderson, 1989; Montagner and Tanimoto, 1991; Ekstrom and Dziewonski, 1998 ] and regionally in the Southern Hemisphere [e.g., Montagner and Jobert, 1988; Villaseñor et al., 2001] . The groundwork for interpretation also has been laid [e.g., Babuska et al., 1998 ].
The robust estimation of v sv and v sh , especially on a regional scale, is much more difficult than estimating isotropic v s . As an Figure 16c the dashed line is shear velocity for ak135, and the shaded corridor represents the ensemble of acceptable models at the East Antarctic location. The three slow group velocity curves in Figure 16b are for the smallest cratons (north Greenland, Brazil, India). example, Figure 18 illustrates how the use of different subsets of our data set affects estimates of the strength of radial anisotropy. It is difficult to estimate the strength of radial anisotropy unambiguously using phase velocity measurements alone, and the joint use of phase and group velocity data is much better than applying either data set alone. In addition, SR2001 demonstrate that the estimated strength of radial anisotropy varies with allowable perturbations to v p in the crust and with the parameterization of uppermost mantle v s . We find that very simple parameterizations of the strength of radial anisotropy with depth can fit the group and phase velocity data simultaneously, as Figure 18 illustrates. More complicated vertical patterns of radial anisotropy are not resolvable with surface wave data alone.
Beneath Antarctica (Figure 19 ), as well as other regions worldwide [e.g., Villaseñor et al., 2001] , the strength of radial anisotropy averages $4% in the uppermost mantle, similar to PREM. Almost everywhere v sh is unambiguously faster than v sv . It appears, however, that at mid-ocean ridges and subduction zones, radial anisotropy is weaker than beneath continents. This can be seen in the examples in Figures 14b, 14c , and 19. This presumably results from the fact that near mid-ocean ridges the preferred orientation of olivine crystals has not yet completely developed and near subduction zones the crystals that are aligned horizontally in ocean basins become tilted toward the vertical as the plate deforms. We see no evidence of the need for radial anisotropy much below $225 km.
Estimation of the strength of radial anisotropy beneath Antarctica is particularly difficult because of the shortage of measurements of long-period Love waves, which is reflected in the path density and resolution maps (e.g., Figures 5, 6 , and 8). Therefore, one needs to be cautious in interpreting variations in anisotropic characteristics across Antarctica. Radial anisotropy, however, appears to be slightly stronger in West Antarctica than in East Antarctica and in the thinner rather than in the thicker regions of the East Antarctic craton.
Conclusions
We believe that there are two characteristics of this study that set it apart from earlier studies. First, there is the data set. The simultaneous inversion of broadband group velocity measurements with intermediate-and long-period phase velocity measurements is much more powerful than the use of either data set alone. In continental regions the two data sets help to resolve the crust from the uppermost mantle, and in oceanic regions they improve the resolution of the lithosphere from the asthenosphere. These data sets also reduce ambiguities in estimating radial anisotropy in the uppermost mantle. The result is an improved model of the upper mantle. Second, there is the Monte Carlo inversion, which allows us to identify and focus interpretation on the more robust features of the model.
We have paid considerable attention to error analyses, in general. To summarize briefly, the median model ends up fitting the dispersion maps at about the measurement error (group velocities, 20 -25 m/s; phase velocities, 10 -15 m/s) and the dispersion data themselves at about twice the measurement error. Figures 17a, 17b , and 17c are defined as in Figure 16 .
Some of the more robust, or ''persistent,'' features of the model that are worthy of note are the following: (1) Crustal thickness averages $27 km in West Antarctica and $40 km in East Antarctica, with maximum thicknesses approaching 45 km. (2) Although the East Antarctic craton displays variations in both maximum velocity and thickness, it appears to be a more or less average craton. (3) Beneath much of West Antarctica the upper mantle is slow, and beneath the West Antarctic Rift it is nearly indistinguishable from currently dormant extensional areas such as the western Mediterranean and the Sea of Japan. The low velocities imply high temperatures. Our model therefore is consistent with evidence of active volcanism underlying the West Antarctic ice sheet, and we hypothesize that the West Antarctic Rift is the remnant of events of lithospheric rejuvenation in the Cenozoic that are now quiescent. These events may have included tectonic extension or the injection of a mantle plume, but the seismic evidence alone probably cannot distinguish between these competitors. (4) The Australian-Antarctic Discordance is characterized by a moderately high velocity lid to a depth of 70 -80 km with low velocities wrapping around the discordance to the south. There is a weak trend of relatively high velocities dipping to the west at greater depths that requires further concentrated effort to resolve. (5) The strength of radial anisotropy (v sh À v sv )/v sv in the uppermost mantle across the Southern Hemisphere averages $4%, similar to PREM but considerably stronger than more recent estimates from models derived with phase velocity data alone [e.g., Montagner and Tanimoto, 1991] . Radial anisotropy appears to be slightly stronger in West Antarctica than in East Antarctica and in the thinner rather than the thicker regions of the East Antarctic craton.
Because of the poor distribution of seismicity and the shortage of receiving stations at high southern latitudes it is nearly certain that seismologists in the near future will continue to rely predominantly on surface wave dispersion to reveal information about the Antarctic crust and upper mantle. An exciting development that is now on the horizon is use of data from the broadband arrays of seismometers that have begun to appear in and around Antarctica, including, in greater numbers, installations on the ice [e.g., Anandakrishnan et al., 2000] . We believe that the most noteworthy improvements in the understanding of the crust and upper mantle beneath Antarctica will probably result from these arrays.
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(Vsh-Vsv)/Vsv (%) Figure 19 . Strength of radial anisotropy at the top of the mantle in percent. For reference, PREM attains values of $5% near the top of the mantle. White regions denote effectively isotropic regions.
