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Much discussion has taken place concerning the content of the 
senior year of high school mathematics. It has been strongly argued 
that this is the time .for a course in calculus. Whether or not calculus 
belongs in the high school mathematics curriculum is a subject of wide 
debate. A good calculus course might be the proper culmination to the 
· elementary mathematics studied in high school. But again; there is 
disagreement in the· mathematical community as to what constitutes a 
II good calculus course 11 •. Many people assume that calculus is chiefly 
concerned with differentiation and integration, but this is a restricted 
point of view. Thee ssential idea in calculus is that of a limit, and 
without a clear understanding of a: limit any calculus course is a failure. 
Too often a course in calculus is begun with an off-hand reference to · 
limits as something too hard for the students to understand, Then on 
the other hand, some courses begin with a full epsilon-delta treatment. 
Either of these approaches is avoiding the problem, and that is to teach 
the concept of a limit with real meaning. 
The author firmly believes that the proper culmination to the 
elementary mathematics studied in high school is an introduction to 
analysis rather than' a manipulative approach to calculus .. Some of the 
techniques of calculus are easy to teach without developing understand-
ing. The student gets a false·idea about calculus and then has more 
1 
difficulty in a formal course attempting to develop understanding. It 
therefore seems desirable to introduce the ideas of analysis in some 
setting in which manipulation plays a subordinate role. 
2 
The author has developed in this paper an introduction to 
analysis based on a discussion of infinite sequences and series. The 
student is already familar with the concept of a finite sequence and has 
worked w:ith arithmetic progressions and geometric progressions. The 
study of infinite sequences is a natural extension of these basic con-
cepts already studied in algebra. The variety of behavior which can be 
studied in examples of sequences is interesting and challenging to the 
student. 
Since a sequence is a function with domain the positive integers, 
the study of sequences will reinforce and strengthen the student's con"" 
cepts of a function, graph of a function, and image values of a function 
plotted on a number line. At the same time new ideas are introduced 
such as a bounded function, monotone function, least upper bound and 
greatest lower bound of a set of function values. 
Since the metric on the real line is the absolute value, the 
student is immedia,.tely involved with absolute values and inequalities. 
These he has already studied, but he has had little opportunity to use 
them. In addition the student comes in contact for the fir st time with 
inequalities that are subject to restrictions which must always be 
stated. The student who can use such inequalities meaningfully is well 
on the way to understanding the basic ideas of analysis. 
In this development the null sequence plays a basic role. This 
type of sequence is studied by itself and then is used to define the 
limit of a sequence. The purpose of using this approach is to keep the 
a.lge braic operations as simple as possible. Thus the idea of a limit 
is clarified and not camouflaged with manipulations. The basic limit 
.theorems are proved first for null sequences and then extended to the 
general case. This repetition reinforces the ideas involved and inci- · 
dentally simplifies the technical aspects of the proofs. 
In Chapter IV, sequences are represented as series. The 
author has chosen to begin with a sequence and to use differences to 
obtain the general term of the series,. This way the major emphasis is 
placed as it should be on the sequence. Sometimes this concept is 
approached through addition. This makes the student feel that he is 
simply adding infinitely many terms which gives him a false idea about 
the binary operation addition. 
The student is familar with the fact that every rational number 
can be represented by a terminating or by a repeating decimal, and 
conversely. Justifications are given for the algorithm used in elemen-
tary mathematics to find a rational number from a given repeating 
decimal. 
The student has studied about theorems, the converse of a 
theorem, the inverse· of a theorem, and the contrapositive of a theorem. 
This information is applied in the· study of tests for convergence dis-
cussed in this paper. Here also·are theorems which state necessary 
and sufficient conditions, some which state necessary conditions, and 
some which state only sufficient conditions. In this context the student 
gains useful experience in logical distinctions and' has reinforced an 
appreciation of the importance of careful analysis of the exact informa-
tion contained in a theorem. 
In the final chapter the student is introduced to power series 
. as a generalization of the idea of a polynomial with which the student 
is already familar. Some elementary functions are expressed as 
power series such as sin x and cos x. The student is familar with 
these functions but has associated them with angle measur.es either in 
degrees or radians, and has derived their properties by geometric 
arguments. In this discussion several identities involving these func-
tions are obtained by using the power series representations. It is 
4 
. irnporta:tit. for the.:student:to .. r:ealize :th~t these propercti.es· and identities 
are inherent in the nature of the function and independent of the method 
by which it is defined . 
. Proofs in analysis are generally written in iaragraph form with 
many algebraic steps omitted. The author has chosen to use the double 
column type proof in this introduction to analysis to emphasize the 
individual steps involved and the reasons for each step. This is the 
same method used in high school when the student begins the study of 
a new topic. Once the student thoroughly understands the basic con-
cepts of a new idea, material written in paragraph form will be easier 
to read and comprehend. Many of the basic definitions have been 
written symbolically as well as verbally. This serves a two-fold 
purpose. It acquaints the student with the usual shorthand notation of 
analysis and, more important, it requires the student to distinguish 
precisely between the situation in which the truth set is nonempty and 
the situation in which the truth set is the universal set. 
The minimum requirement for understanding the ideas presented 
in this paper is the completion of the nine-point program as established 
by the Commission on Mathematics of the College Entrance Examination 
5 
Board. A student who has completed the above minimum requirement 
. and understands the ideas· presented in this paper should have very 
· little difficulty with any course in calculus, even .the most formal and 
rigorous. 
In order·to maintain contact with the high school point of view, 
. the author enlisted the help of Ted Tatchio during the summer betwee.n 
his junior and senior year at C. E. Donart High School. The discus-
sions with him helped to clarify some ·of the aims of the paper and to 
point out some ·useful directions. It also encouraged the author in the 
belief that this material is both accessible and interesting to the good 
high school student . 
. Although the a.uthor has written this paper with the high school 
student specifically in mind, the· approach wOQ].d be equally good and 
the material just as useful for a pre-calculus course ,at a jmi.ior 
college or at a university. It would also prove useful for outside 
reading for students who are having difficulty w:ith proofs in a course 
in advanced calc:qlus or elementary functions. Another use for this 




A function is a correspondence between the elements of two 
sets, its domain and its range, such that to each element of the domain 
there corresponds one and only one element of the range. Sometimes 
a more formal definition of a function is used as follows: a function is 
a nonempty set of ordered pairs no two of which have the same first 
coordinate. If the domain of a function is the positive integers, or a 
subset of the integers, the function is called a sequence. If f denotes 
the function, then the function value f(n) is called the nth term of the 
sequence. Sometimes if the function is a sequence the usual functional 
notation is departed from and the value of the function at n is denoted 
by an' i.e. f(n) = an. 
terrn a . 
n 
The subscript n of a is called the index of the 
n 
Definition 2. 1: (Finite Sequence) A finite sequence, or n-tuple, 
is a function whose domain is the finite set of positive integers 
{l, 2, 3, ... ,n}. 
Notation: Ordered n-tuple s or finite sequences will be denoted 
by 
n 
< a. > 
1 i = 1 
6 
Example 2. 1: f(n) - 1/n for n ;: 1, 2, 3, 4, 5 or 
5 
< 1/n > 
n;: 1 
The domain is {1, 2, 3; 4, 5}, and the range is {1, 1/2, 1/3, 1/4, 1/5}. 
The function f;: {(1, 1), (2, 1/2), (3, 1/3), (4, 1/4),. (5, 1/5)}. Some-
times the finite sequence is written as 1, 1/2, 1/3, 1/4, 1/5. 
Definition 2. 2: (Infinite sequence) An infinite sequence is a 
function whose domain is the set of all positive integers 
{1, 2, 3, .. , ·, n, ... } . 
Notation: Infinite sequences will be denoted by 
00 
< a > ' 
n n;:l 
or simply< an> or a 1, a 2 , a 3 , ... , an,.... The range of the sequence 
< a > will be denoted by {a } . 
n n 
Example 2. 2: f(n) ;: 1/n, n ;: 1, 2, 3, ... , n, ... or < 1/n > 
The domain is { 1, 2, 3, ... , n, ... } , and the range is 
{l, 1/2, 1/3, ... , 1/n, ... }. The function 
f;: { (1, 1), (2, 1/2), (3, 1/3), ... , (n, 1/n), ... }. 
Thus this function is a sequence, and can be written as 
00 
< 1/n > 
n;:l 
or <lfii > or 1, 1/ 2, 1/3, .. , , 1/n, ... where the order in which the terms 
7 
are written implies the element of the domain with which each term is 
paired. Since it is impossible to write all the terms, the ellipsis . , . 
is used to indicate II continue in like manner 11 , 
8 
The range of a function may be a quite general set. It is useful 
to consider sequences where the range is a set of complex numbers, or 
a set of n-tuples, or even a set of functions. Unless otherwise speci-
fied only infinite sequences of real numbers wiU be considered in this 
paper .. This restriction of the range to real numbers seems desirable 
since the reader is already familiar with the real number system. The 
general properties of sequences can be developed when the range 
consists of real numbers. The techniques used in this development 
can be applied to more general situations. 
The graph of a sequence is simply the graph of a function and 
is found by plotting {(n,a )j n is a positive integer}. Consider 
n 
Example 2. 2 as graphed in Figure 2. 1. 
f(n) = a ( l, 1) n 1 • 
1 (2. z:) 1 (3' 3) 1 1 1 1 
.(4, 4 ) (5,g-) (6, 6) (7 j 7) 
• • 
1 2 3 4 5 6 
n 
7 
f(n) = 1/n 
Figure 2. 1 
The geometric properties of a particular sequence can some-
times be exhibited more easily by plotting the range or image of the 
sequence rather than the graph. In this case the function values 
9 
· appear· as points on a real number line. Consider Example 2. 2 as 
presented in Figure 2. 2. 
1 1 1 1 1 1 
765 4 3 2 1 
' dlltf +11 I • • • 
l • • 0 
..--...--.._ .......... ........,11--......_.~..__--1.____._~_._~_,_~_.,_~~t...._.• f(n) 
, f(n) = 1 /n 
Figure 2. 2 
Two functions f and g are equal if and only if they have the 
same domain D and f(x) = g(x) for all x belonging to D. Since the 
domain for all infinite sequences is the same, the definition for equality 
can be rephrased in a slightly simpler form as follows; 
Definition 2. 3: (Equality) Let <a >and< b > be two sequences. 
n n 
These sequences are equal if and only if a = b for every positive 
n n 
integer n. 
Certain mathematical concepts can be written more clearly 
with symbols used for a word or a group of words. The use of symbols 
also encourages precise language. Thus one goal in the early stages 
of the study of mathematics is to learn these symbols and their usages 
in mathematical sent~.nces. Mathematical vocabulary and mathematical 
grammar become very important steppingstones to a mature approach 
to the study of mathematics. As the theory of sequences and series is 
developed, notation will be introduced and explained. From that point 
10 
on this notation will be used without furth~r discussion. Appendix I 
contains a list of the notation symbols and the page number on which 
the notation is introduced. 
Notation: iff means 11 if and only if11 and v· means 11 for every11• 
The words II if and only if" occur quite frequently in ma the -
matics. A definition is an II if and only if" statement. Some theorems 
are "if and only if" statements. Hence it is convenient to write "iff" 
for these four words. It is important to keep clearly in mind whether 
a statement is true in all cases or in some cases. For example, 
n 2 - 4 = 0 is true only if n = 2 or n = -2, but n 2 -4 = (n+2)(n - 2) is 
true for every n. Hence the symbol II V11 is convenient to use when a 
statement is true in all cases. 
Definition 2. 3': (Equality) Let < a > and < b > be two 
n n 
sequences, These sequences are equal iff a = b , V n, such that n 
n n 
is a positive integer. 
Example 2, 3: On intelligence tests, one might find a problem 
such as the following: Find the next term of the sequence 1, 1/2,1/3, .. ,. 
The answer most people will give is 1 /4 since it seems natural that 
the function should be f(n) = 1 /n for each positive integer n. The above 
question, in·a sense, is not a fair one since f(n) = l/(n3 -6n2 +12n-6) 
is also a possible function. 
For n = 1, 1 I (1 3 6· 12 + 12 · 1 6) = 1. 
For n = 2, 1 I (2 3 6· 22 + 12 · 2 6) = 1 /2. 
For n = 3, 1 /(33 6, 32 + 12 · 3 6) = 1 /3. 
Thus the first three terms are 1, 1 /2, 1 /3; but the fourth term is not 
3 2 l/4sinceforn=4, 1/(4 -6·4 +12·4-6)=1/10. 
A third possible function is as follows: 
{!/: if there is a remainder of 1 when n is divided by 3 f(n) = if there is a remainder of 2 when n is divided by 3 
1 /3 if there is a remainder of O when n is divided by 3 
Let n = 4. There is a remainder of 1 when 4 is divided by 3. Thus 
f(4) = 1, and the fourth term in this sequence is 1. 
A fourth possible function is as follows: 

















113 + m 
1 
= 5" 
A definition which assigns the value of the nth term by a formula 
11 
involving one or more preceding terms is called a recurrence relation 
and is frequently used to determine the terms of a sequence, 
This example is given to show that a sequence is not determined 
by listing a finite number of terms and then using the ellipsis .... 
More information is needed in order to determine the remaining terms 
in the sequence, 
Defi,nition 2. 4: (Bounded, Unbounded) If a real number K exists 
such that I an I ~ K for every n, i.e. -K < an < K, then the sequence 
< a > is said to be bounded by K. If for every real number K, there 
n . 
exists at least one n, say n 0 , such that I a I > K, then the sequence no 
< a > is said to be unbounded. 
n 
Notation: :B: means "there exists'·' and ) means "such that 1! 
As mentioned before some statements are true in all cases; 
12 
some are true for particular cases; and some are true for at least one 
case. The existence of at least one case is very important for some 
mathematical ideas. This concept occurs so frequently that a symbol 
is helpful, and hence the symbol 11 :B: 11 is used to mean "there exists". 
Notic;e that nothing is implied about the uniqueness. The case in 
question may be unique or may not be unique. The words "such that" 
occur so frequently in mathematical sentences that the symbol 11 )" is 
used for these words. 
Definition 2. 4': (Bounded, Unbounded) If :B: K > 0 ) I an I :::_ K, 
"\/ n; i.e. -K < a < K, then the sequence < a > is said to be bounded 
- n- n 
by K. If "\/ real number K, :B: n 0 ) J a I no 
is said to be unbounded. 
Example 2. 4: f(n) = 1 /n 
> K, then the sequence < a > 
n 
Since I 1/n I = I /n < I, '\f n, the sequence is bounded. See Figure 2. 2. 
for the image of this sequence on the number line. Observe that the 
range of the sequence is c;ontained in a finite interval when the sequence 
is bounded. 
Definition 2. 5: (Bounded above, or bounded to the right, and 
upper bound) If :B: K ) a < K, "\/n, the sequence < a > is bounded 
n- n 
13 
above, or bounded to the right, and K is called an upper bound for the 
sequence. 
Example 2. 5: f(n) = -n 
This sequence -1, -2. -3, ... , -n, ... is bounded above, but is not 
bounded in the sense of Definition 2. 4. Observe that {kjk > -1} is the 
set of all upper bounds for this sequence. Since -1 is the least 
element of this set, -1 is called the least upper bound of the sequence. 
A formal definition for the least upper bound will be given in Defini-
tion 2. 7. 
Definition 2. 6: (Bounded below, or bounded to the left, and 
lower bound) If :ff k ) k < a , · V n, the sequence < a > is bounded 
-· n n 
below, or bounded to the left, and k is called a lower bound for the 
sequence. 
Example .... 2. 6: f(n) = n 
The sequence 1,2,3, ... ,n, ... is bounded below, but is not bounded 
in the sense of Definition 2. 4, Observe that {k jk < l} is the set of all 
lower bounds for this sequence, Since 1 is the largest element of this 
set, 1 is called the greatest lower bound of the sequence. A formal 
definition for the greatest lower bound will be given in Definition 2. 8. 
Example 2. 7: 
f(n) = { n 
-n 
if n is odd 
if n is even 
This sequenc;:e is neither bounded below nor above. 
14 
Theorem 2. 1: A sequence is bounded above and bounded below 
if and only if the sequence is bounded. 
Proof: (a) Assume the sequence is bounded and prove that it 
is bounded above and bounded below. 
l, Let< a > be a sequence which 
n 
is bounded 
2. :Ir K :::_ 0 ) I an I ~ K, V n 
3. -K<a <K, Vn 
- n -
4. -K ~ an' V n, implies that the 
sequence is bounded below 
5. a < K, V n, implies that the 
n-
sequence is bounded above 
6. Therefore < a > is bounded 
n 
above and bounded below 
1. Hypothesis 
2, Definition 2. 4 1 
3. Step 2 and absolute value 
written as an inequality 
4. Definition 2. 6 
5. Definition 2. 5 
6. Steps 4 and 5 
(b) Assume the sequence is bounded above and bounded below 
and prove that it is bounded, 
1. L e t < a > be a sequence which 
n 
is bounded above and bounded 
below 
2. :Ir Kl ) a < K 1, Vn n-
3. :Ir kl ) kl ~ an' Vn 
4. kl~an~Kl' Vn 
1. Hypothesis 
2. Definition 2. 5 
3. Definition 2. 6 
4. Steps 2 and 3 
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5. Assumption and notation 
• 6. Pick the maximum of K2 and k 2 , 
denoted by max (K2 , k 2 ) = K 
9. ~K < a < K, V n 
- n-
10 .. K is a real number 
11. < a > is bounded 
n 
6. Real numbers can be com-
pared by the Trichotomy 
Axiom 
7. Steps 4, 5, 6 
8. Steps 4, 5, 6 
9. Steps 7, 8, and transitive 
property of inequalities 
10 . Step 9 and inequality 
. written as an absolute 
value statement 
11. ' Definition 2. 4 1 
In Example 2. 5, -1 is the least element of the set of upper 
· bounds for the given sequence and hence is called the least upper 
bound of the sequence. This is an example in which it is fairly easy 
to see the least element of the set of upper bounds. It might be a mGre 
diffi~ult problem to .find the least upper bound (1. u. b.) of some other 
sequence. The question may arise as to whether a sequence has a 
1. u. b. o;r not. If the sequence is bounded, the completeness property 
of the real number system assures us of the existence of the 1. u. b .• 
What special characteristics does the 1. u. b. have that distinguish it? 
The 1, u. b. is an element of the set of upper bounds, and it is less 
than or equal to each element in the set of upper bounds. The 1. u. b. 
is a real number M which is an upper bound and which has the property 
that no real number smaller than M is also an upper bound. A frequent 
16 
device in mathematical arguments is to represent a real number 
smaller than a number· M by M - E where E is used to mean a positive 
real number. With the help of this device the characteristics of the 
1. u. b. can be expressed precisely in mathematical language as follows: 
Definition 2. 7: (Least Upper Bound, 1. u. b.) A number· M is 
called the least upper bound (1. u. b.) of a sequence < an> if an < M, 
n· = 1, 2, 3, ... and if for every E > 0 (i.e. E is a positive real number), 
there exists at least one term of the sequence which is greater than 
M - E. 
Definition 2. 7 1 : A number M is the 1. u, b. of a sequence <a > if 
n 
(i) a < M, V n, and 
n ~ , 
(ii) Ve> 0, ,:E( no )a >M-E. 
no 
The first part of this definition, a < M, n = 1, 2, 3, ... , means 
n-
a 1 ~M •. a 2 < M, a 3 ~M •... ,an ~M •... , that is, every.term of the 
sequence is less than or equal ·to M. This establishes the fact that M 
is an upper bound of the sequence, The second part of this. definition, 
for every E > 0, there exists at least one term of the sequence which is 
greater than, M - E. 'm..akes · M the least element in the set of upper 
bounds. No matter how small e is chosen to be, there is always a 
term of the sequence greater than, M - E. If this were not the case 
then some number smaller than· M would be an upper bound. 
The 1. u. b. of a sequence may be a term of the sequence or it 
may not be a term of the sequence. The following examples will 
illustrate this fact. 
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Example 2. 8: f(n) = 1 /n 
Since every term of the sequence is less than or equal to 1 and there 
exists at least one term of the sequence (namely 1) which exceeds 1 - e 
for every positive e, 1 is the 1. u. b. of the sequence. In this case 1 is 
also a term of the sequence. 
f(n) = a 
n 
See Figure 2. 3. 
1. u. b. = 1 
- - - -1-
1-e 
- - ~ - - - - - - - - - - - - - - - - - - - - - - - - - -
1 2 3 4 5 
1, 1/2, 1/3, .. ,, 1/n,,,, 
Figure 2. 3 





Every term of the sequence is less than or equal to 2, For any posi-
tive -e it is possible to choose an integer n 0 such that n 0 > 1/e which 
means 1 /n 0 < e and 2 - 1 /n0 > 2 - e. Thus· for any positive e there is 
at least one term of the sequence (namely 2 - 1 /n 0 ) whkh exceeds 
2 - e. Hence 2 is the 1. u. b. of the sequence. In this case 2 is not a 
term of the sequence. See Figure 2. 4. 
The concept of greatest lower bound (g. 1. b.} is defined in a 
similar manner as stated in Definition 2. 8. 
18 
f (n) = a 








1 2 3 4 5 6 7 8 
1,3/2,5/3, .... 2~1/n, ... 
Figure 2. 4 
Definition 2. 8: (Greatest Lower Bound, g. l. b.) A number m 
is called the greatest lower bound (g. Lb.) of a sequence < a > if 
n 
a > m, n = l, 2, 3, ... and if for every e > 0, there exists at least one 
n-
term of the sequence which is less than m + e. 
if 
Definition 2. 8 1 : A number m is the g. 1. b. of a sequence < a > 
n 
( i) a > m, V n, and 
n -· 
( ii) a <m+e. 
no 
Example 2. IO: f(n) = I /n 
The number O is the g. 1. b. of this sequence. Observe that O is not a 
term of the sequence. See Figure 2. 3 in Example 2. 8 for the graph of 
this sequence. 
Example 2. 11: f(n) = 2 - 1/n 
The number 1 is the g. 1. b. of this sequence. Observe that 1 is a term 
19 
of the sequence. · See Figure 2 .. 4 in Example 2 .. 9- for the graph of this 
sequenc~. 
The four Examples 2. 8, 2. 9, 2. 10, and 2. 11 have illustrated 
that the 1. u. b .. and g. 1. b. may or may not be a term of the sequence. 
In Examples 2. 8 and 2. 10 the 1. u, b. is a term of the sequence while 
the g. 1. b. is not .. In Examples 2. 9 and 2. 11 the g. 1. b. is a. term of 
the sequence while the 1. u. b. is not. It is possible to have sequences 
such that both the 1. u. b. and g. 1. b. are terms of the sequence or 
neither the 1. u. b. nor g. 1. b, is a term of the sequence. The following 
examples illustrate this fact. 
Example 2. 12: 
{
1/n 
f(n) = 0 
if n is odd 
if n is even 
The num.ber 1 is the 1. u. b; and the number O is the g. 1. b. ; and 0, 1 
are terms of the sequence. See Figure 2. 5. 
a 
n 
1. u. b. = 1 
--1- - -~ - - - - - - - - - - - - - - - - - - .. - - - - - -·-
• g. l. b. = 0 
• • . ... 
n 
1 2 3 4 5 6 7 8 
1, 0, 1/3, 0, 1/5, O, ... , 1/n, 0, ... 
Figure 2. 5 
\ 
Example 2. 13: 
il - 1 /n f(n) = 
l + l /n 
20 
if n is even 
if n is odd 
This sequence is bounded, but neither the 1. u. b. nor g. 1. b. is a term 











1. u. b. = l 
- - ..... 
• 
n 
5 6 7 
9 g. l. b. = -1 
- .... =- ....... _. ~--;.. 
O, l/2, -2/3, 3/4, -4/5, 5/6, ...• -1 + 1/n, 1 - 1/n,.,. 
Figure 2. 6 
In Example 2. 2, f(n) = l /n, a = l /n and a +l = 1/(n+l ). Since 
n n 
n + l > n, Vn, 1/n > 1/(n+l), Vn. Observe that this inequality is 
true for all pairs of consecutive terms of the sequence. In fact, each 
term of the sequence is larger than its successor. In Example 2. 91 
and 
f(n) - 2 - l /n ::: 2n - l 
n 
2n - 1 
a ::: 
n n 
2n + 1 
an+l ::: n + 1 
Since 2n 2 + n - 1 < 2n2 + n, 'vn, then 
n 
2n + l 
< 
n + I ' 'if n. 
Each term of the sequence is smaller than its successor. Sequences 
occur frequently with behavior similar to one or the other of these 
examples. The following definition will characterize sequences of 
this type. 
Definition 2. 9: (Monotone Sequence) The sequence < a > is 
n 
monotone if and only if it satisfies one of the following conditions: 
( i) 
(ii) 
a > a +,1., n ,_ n 
a <a+_' n - n ·l 'if n 
The sequence < a > is said to be monotone non-increasing if 
n 
and only if (i) holds, and monotone non-decreasing if and only if (ii) 
holds, The sequence is said to be monotone if and only if it is either 




means the sequence < a > is non-increasing 
n 
a means the sequence< a > is non-decreasing 
n n 
The inequality in part (i) ,1vas stated m its weaker form 
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a > a +l, but in Example 2. 2 the strict inequality a > a +l holds. If 
n- n .· n n 
an> an+l in part (i) of Definition 2. 9, the sequence< an> is said to be 
strictly decreasing; and if an< an+l in part (ii) of Definition 2. 9, the 
sequence < a > is said to be strictly increasing, 
n 
Example 2, 14: 
f(n) = l - 1 /n = n - 1 
n 
Since 
n - l 
an= -n-' 
2 2 
and n - l < n , "\/ n, then 
n - 1 
n 
n 
< n + 1' "\In; 
i.e. an < an+ 1, "\/ n. Hence this sequence is strictly increasing. 
Example 2. 15: 
f(n) 
= {l -l /n 
n - 2 if n is even n---=--I 
if n is odd 
This sequence is non-decreasing, but not strictly increasing. Observe 
the terms of the sequence, 
n-1 n-2 
0,0,2/3,2/3,4/5,4/5, ... , n ., n-'-·i•··· 
Example 2. 16: 





n + 1 
n . ' 
n + 2 
an+l ::: n + I' 
2 2 
and n + 2n + I > n + 2n, 'if n, then 
n + 1 
n 
n + 2 
> n + 1 ' 'if n; 
i. e, an> an+l' 'if n. Hence this sequence is strictly decreasing. 
Exam:ele 2. I 7: 
__ { I +n 1 /n if n is odd 
f(n) 
-- if n is even 
n - 1 
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This sequence is non-increasing, but not strictly decreasing. Observe 
the terms of the sequence, 
n+l n 2,2,4/3,4/3,6/5,6/5, ... , n , n-i•··· 
Many interesting theorems can be established concerning the 
concepts just defined and illustrated. The following theorems are 
left for the reader to prove. 
Theorem 2. 2: A monotone non-decreasing sequence that is 
bounded above is bounded. 
Theorem 2. 3: A monotone non-increasing sequence that is 
bounded below is bounded. 
The property of boundedness places a restriction on the range. 
of the sequence. Monotonicity is a property depending on the relation 
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of each term to the succeeding one. The following definition charac-
terizes a sequence by examining the relation between the number zero 
and the terms of the sequence with special attention to those terms · 
with index greater than or equal to n 0 . The reader should study this 
definition very carefully and attempt to master its meaning and all 
that it implies. 
Definition 2. 10: (Null Sequence) A sequence< a > is called a 
-n 
null sequence if it possesses the following property: given any arbitrary 
positive number E, the inequality I a I < E is satisfied by all the terms, 
n 
with the exception of at most a finite number of them. In other words: 
choose an arbitrary positive number E, and a number n 0 can always be 
found, such that I an I < E for every n > n 0 . 
E • 
etc. 
The arbitrarily chosen positive number is usually denoted by 
Sometimes it is convenient to denote it by E /2 or e 2 , E /K, (K > 0), 
The form of the arbitrarily chosen positive number is determined 
by its use in a specific argument. The place in a given sequence 
beyond which the terms remain numerically less than e, will depend 
in general on the magnitude of E. In general, it will lie further ·and 
further to the right (i.e. n 0 will be larger and larger) the smaller 
the given E. This dependence of the number n 0 on E is often 
emphasized by saying explicitly: 11 To each given E corresponds a 
number n 0 = n 0(e) such that ... ''.· Using the notation n 0 (e) emphasizes 
the fact that n 0 is a function of e. Observe that n 0 need not be an 
integer, and also that n 0 is not unique. Any n 1 > n 0 can be used just 
as well. In a null sequence, no term need be equal to zero. The 
definition is satisfied provided that whatever choice of e is made all 
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terms whose index n is greater than some n 0 are in absolute value less 
than e. 
The geometric interpretation of this definition is as follows. 
If a two dimensional graph of a sequence is used, < a > is a null 
n 
sequence if the whole of its graph, with the exception of at most a 
finite number of points, lies in an e -strip about the axis of abscissa. 
The e -strip is defined by drawing parallels to the axis of abscissa 
through the two points (0, e) and (0, -e ). No matter what e -strip about 
the axis is chosen, the graph of a null sequence can have at most a 
finite number of points outside this strip. 
If the image of the sequence on\ a real numbe1." line is used, 
<an> is a null sequence if its terms ultimately (for n > n 0 ) all belong 
to the interval (-e, e ). Call such an interval for brevity an e -neighbor-
hood of the origin, Then< a > is a null sequence if every e -neighbor-
n 
hood of the origin contains all but a finite number, at most, of the 
terms of the sequence. 
In Definition 2. 10, no essential modification is produced by 
I 
, interchanging 11 < e 11 and 11 ~ e 11 • If for every n > n 0 , I an I < e, then 
I an I < e. Conversely, if given any e, n 0 can be determined so that 
I an I < e for every n > n 0 , then choosing any positive number e 1 < e 
there exists an n 1 such that jani ~ e 1, for every n > n 1, and conse-
quently I an I < e for every n > n 1. Precisely analogous considerations 
show that in Definition 2. 10 11 > n 0 11 and 11> n 011 are interchangeable 
alternatives. 
Example 2. 18: f(n) = 1 /n 
Thii; sequence is a null sequence. The sequence is a monotone 
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decreasing sequence. j 1 /n I < e provided n > 1 I e. It is sufficient to 
put n 0 = 1/e. If n > n 0 , n > 1/e and 1/n < e. Thus for every e if the 
choice n 0 = 1/e is made then j 1/nl < e for every n > n 0 and< 1/n > 
is seen to satisfy the definition of a null sequence. In this example 
the dependence of n 0 one is seen explicitly .. Actually the choice of 
n 0 is not unique, . Any number greater than 1 I e will do just as well. 
To prove that a given sequenc;:e is a null sequence, it must be 
shown that for a prescribed e > 0, the corresponding n 0 can actually be 
determined. On the other hand the reader should be sure to understand 
clearly what is meant by a sequence not being a null sequence. 
If the definition is to be negated, this means that the statement 
is not true that for every positive number e, beyond a certain point 
I a I is al ways less than e. That is, there exists at least one positive 
n 
number e 0 , such that no matter what n 0 is chosen, I an I is not for 
n > n 0 always less thane 0 . In other words, after every n 0 there is 
some larger index n for which janl> e 0 . 
Symbolically, this is stated as follows: A sequence < a > is 
n 
not a null sequence if 
It is natural to ask whether there is any relationship between 
the property of being a null sequence and the properties of boundedness 
and monotonicity already defined. In Example 2. 18 the sequence < 1 /n > 
was shown to be a null sequence. It was earli,er shown that this 
sequence is monotone. A little reflection however shows that a null 
sequence need not be monotone,. Exactly the same argument used in 
27 
E~ample 2. 18 would show that the sequence < (-1 )n 1 /n > is also a 
null sequence. Since the terms of this sequence are alternately posi-
tive and negative this sequence is clearly not monotone. 
It is necessary however that a null sequence be bounded, 
Geometrically boundedness means that the range of the sequence is 
contained in a finite interval (see Example 2. 4). In the case of a null 
sequence all but at most a finite number of points of the range lie in 
the interval (-e, e). ,It is necessary only to enlarge this interval to 
inc;lude the finite number of omitted terms in order to find an, interval 
containing the whole range of the sequence. This geometric argument 
is stated in formal terms in the following theorem. 
Theorem 2. 4: A null sequence is a bounded sequence, 
Proof: 
1. Let < a > be a null sequence 
n 
3. Choose e = 1, then 
4. Consider ja1 j, ja2 j, ja3 j,. · ·, 
la I 
nl 
5. Let K = max( 1, I a 1 I, I a 2 j , . , , , 
I a I) 
nl 
6. jalj <K, ja2i <K, ja3j<K, .. , 
ja I < K, ... · 
nl -
1. Assumption 
2. Definition 2. 10 
3. Step 2 is true for all e > 0, 
therefore true if e = l 
4. Assµmption 
5. In a finite set of real 
numbers, there exists a 
largest number 
6. Steps 3 and 5 
8. < a > is bounded 
n 
7. Step 6 
8. Definition· 2. 4 1 
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A large part of the following discussion will be concerned with 
showing that a sequence appearing in the course of an investigation is 
a null sequence. This can be accomplished by actually specifying the 
n 0 = n 0 (e) which corresponds to the chosen e > 0, as in Example 2. 8. 
Very often, however, it will be accomplished by comparing the sequence 
to be investigated with a known null sequence. The following theorems 
serve as a basis for this. 
Theorem 2. 5: Let< a > be a null sequence. Suppose that for 
n 
a fixed positive number K the terms of a sequence < a' > under investi-
. n 
gation satisfy the condition that, for all n > n~, I a~ I < KI an I. Then 
< a' >is also a null sequence. 
n 
Proof: 
1. < a > is a null sequence 
n 
2. Choose E > 0, then e /K > 0 
7. < a' > is a null sequence 
n 
1, Hypothesis 
. 2. K > 0 and e > 0 
. 3, Definition 2. 10 
4. Hypothesis 
5. Assumption 
6. Steps 3, 4, 5 
7. Definition 2. 10 
Study carefully the proof of Theorem 2. 5. Observe that every 
mathematical sentence concerning the terms a . is qualified by stating 
n 
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for which indices n the sentence is true. This is very important since 
the sentence may be n.onsense without the proper restrictions. When 
the reader is attempting to prove theorems, keep this fact in mind and 
check each sentence to be sure which indices n make the sentence true. 
Theorem 2. 6: Let< a > be a null sequence and< b > be a 
n n 
bounded sequence. Then the sequence < c > with the terms c . = a b , 
n n n n 
V n, is also a null sequence. 
Proof: 
1. <.b > is a bounded 
n 
sequence 1. Hypothesis 
2. iK>O ) lbnl < K, Vn 2. Definition 2. 4' 
3. < a > is a null sequenc;:e 3. Hypothesis 
n 
4, le I= lab I= la I lb I 4. Hypothesis, absolute n n n n n 
<K I a I, Vn value theorems, step 2 n 
5. Therefore <c > is a null s, Steps 3 and 4, Theorem 
n 
sequence 2. 5 
Corollary 2. 6: Let< a > be a null sequenc;;e and< b > be a 
n n 
null sequence. Then the sequence < c > with the terms c = a b , V n 
n n n n 
is also a null sequence, 
Proof: Left for the reader. 
Theorem 2. 7: Let< a > be a null sequence with positive terms, 
n 
· and a be an arbitrary positive real number. 
null sequence. 
Proof: Left for the reader. 
Then < aa > is also a 
n 
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Definition 2.11: (Subsequence) If v 1, v 2 , v3' ... , vn,.,. is an 
arbitrary sequence of natural numbers.·such: that v 1 < v 2 < v 3 < ... < vn < 
and if av 
n 
I 
= a ' n 
then < a~ > is called a subsequence of the sequence 
<a>. 
n 
· Example 2. 19: Let < I /n > be a given sequence. The even 
integers 2, 4, 6, .•. , Zn,. 1 • is an ordered sequence of natural numbers, 
and therefore is a valid choice for v 1,v2 ,v3,.,. ,vn' ... in Definition 
2. 11. Thus 1/2, 1/4, 1/6,,.,, I/Zn,,,. is a subsequence of 
1, 1/2, 1/3, ... , 1/n, ... , 
Example 2, 20: Let < a > be a given sequence. For any fixed 
- n 
intege.r k, the sequence k + 1, k + 2, k + 3, ... , k + n,,.. is an 
ordered sequence of natural numbers and a valid choice for 
ak+n' ·' · 
in Definition 2. 11. Thus, ak+P ak+Z' ak+3 , ... , 
This particular subsequence is a subsequence of< a >. 
n 
is important and is referred to as a terminal segment of the sequence 
< a > since k+ 1, k+2, k+3,.,,, k+n, ... is a terminal seqment of 
n 
the natural numbers. In order to see the importance of a terminal 
segment the reader should look again at the definition of a null sequence. 
The terms of the sequence for which n > n 0 constitute a terminal seg-
ment of the sequence beginning with the term an0+ 1 . The definition of 
a null sequence could be rephrased in the following way. 
Definition 2.10 1 : (Null Seqµence) A sequence< an> is caUed 
a null sequence if given any arbitrary positive number e, there exists 
a terminal segmE;int of the sequence which is bounded by e. 
Theorem 2. 8: Let< a > be a null sequence, Then every 
n 
I 
subsequence < a > of< a > is also a null sequence. 
n n 
Proof: Left for the reader. 
Theorem 2. 9: Let< a >and< b > be two null sequences. 
n n 
Then the sequence < c >, with c = a + b , V n, is also a null 
n n n n 
sequence. 
Proof: Left for the reader .. Hint: (Remember that 
/x + yj ~ !xi + jyj for all real numbers x and y.) 
Theorem 2. 10: Let < a > and < b > be two null sequences. 
n n 
Suppose that < c > is such that a < c . < b I after a certain stage. n n- n- n 
Then < c > is also a null sequence. 
n 
Proof:· 
1. < a > and < b > are null sequences 
n n 
2. Ve> 0 :E: no 3 j an j < e, V n > no 
and :E:n 1 3 jbnj <e, Vn>n 1 
1. Hypothesis 
2. Definition 2, 10 
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3 . :E: n 2 3 a . < c < b , V n > n 2 n- n- n 3. Hypo the sis and mean-
5.Ve>O :B:N) ja j<e, Vn>N 
n 
and jbn I < e, V n > N 
a < c < b , 
n - n - n 
Vn>N 
ing of after a certain 
stage 
4, Trichotomy Axiom 
5. Steps 2, 3, 4 
6. "If n >N, - E < a < E n 
-E<b <E 
n 
a < c < b n··.....;.· n - n 
7. "If n > N 1 - E < a < c < b < E n - n - n 
or - E < c < e 
n 
or I c I < E 
n 
8. < c > is a null sequence 
n 
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6 ... Step 5 and absolute value 
written in inequality form 
7. Step 6, Transitive property, 
inequality written as an 
abs elute value statement 
8. Steps 5 and 7, Definition 
2. 10 
Definition 2. 12: (Rearrangement) If v 1, v 2 , v 3 , ..• , Vn'.,. is 
a sequence of natural numbers in which every natural number appears 
exactly once, then < V > is called cl. rearrangement of the sequence of 
n 
natural numbers, and more generally, < x 1 >, with x 1 = xv , is called 
n n 
a rearrangement of the sequence < x >, 
n 
n 
Theorem 2. 11: If < x > is a null sequence, then every one 0f 
n 
I 
its rearrangements < x > is also a null sequence. 
n 
Proo~: 
1. < x > is a null sequence 
n 
3. Let< x 1 > be a rearrangement of 
n 
< x >, then x 1 =. xv , Vn, where 
n n 
n 
< V > is a rearrangement of the 
n 
sequence of natural numbers 
f ' 
4. There exists an identity mapping 
which establishes a 1-1 corres -
1. Hypothesis 
2, Definition 2. 10 
3. Assumption and Defini-
tion 2. 12 
4. Step 3, Definition 2. 12, 
and meaning of 11 every 
pondence between the indices 
1, 2, 3, ... , n, ... of the sequence 
< xn > and the indices v1, v2 , v3 , 
, .• , V , .•• of the sequence <x 1· > 
· n n 
such that the corresponding terms 
of the sequences are the same 
5. Each of the terms xl, x2, X3, .• ,, xn 
0 
has exactly. one term which corres-
ponds to it in the sequence < x 1 > by 
. n 
the above 1-1 correspondence 
6. Consider the set of x' which , 
.. n 
correspond with x 1, x 2 , x 3 , ~.,, xn 
and let N be the maximum of the 
indices of the terms in the set of 
I 
x. Then,N::::_n 0 . n 
7. Hence ~ N 3 jx~j < E, Vn 1 >·N 
8. < x 1 > is a null sequence 
n 
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natural number appears 
exactly once" 
5, Step 4 
6. Trichotomy Axiom an:d. 
the nature of the re -
arrangement 
7, Step 2 and 6 
8 .. Step·?, Definition·2. 10 
· It will be helpful if the reader has some examples of null 
sequences to use in the later chapters, so consider the following: 
Example 2. 21: 0, 0, O, ... , 0, .. , 
< 0 > is certainly a null sequence since IO I ::; 0 < e, V n and Ve, and 
hence satisfies the definition of a null sequence. 
Example 2. 22: For· an arbitrary t;l! > 0, < 1 /na > is a null 
sequence. < 1 /n > is a null sequence in, Example 2. 18. Theorem 2. 7 
implies that < (1 /n)a > is a null sequence also. Since f l'/.n)a = l /na, 
then < 1 /na > is a null sequence, 
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The next ex~mple is quite useful in our future work. The proof 
involves some properties tha,t-ishould be familar from high school 
algebra. One of these is the following property of inequalities. If 
two positive numbers are ordered, i.e. 0 < a < b, then their 
reciprocals are inversely ordered, i.e. 0 < 1 /b < 1 /a. Another 
property that js used is a result: of the binomial theorem. It can be 
proved that (1 +p)n > np ifp > 0 and n; is .a positive integer. The 
remainder of the proof is application of the definition of a null sequence. 
Example 2; 23: Prove that < rn > is a null sequence, if Ir I < 1. 
Proof: 
1. If r = 0, then rn = 0, Vn 
2. n . . < r > 1s a null sequence if r = 0 
3. Suppose I r I < 1-, r # 0 
4. ll/rl>l,r#O 
5; Let I l Ir I = 1 + p; p > 0 
1. n 0 = o, Vn, law of 
exponents 
2. Example 2. 21 
3. Assumption 
4, If O < a < b, then 
0 <: 1 I b < 1 I a for po s i -
tive real numbers 
5. A number greater than 
·t~:a:n.' be written .as 1 
plus some positive 
number 
6. Forn~l, Jrnl = 1 < - 1 ( l+p,)n. np 
7. Henc;e I rn I < e, V n > 1 
ep 
8. V e > 0 :il n = .l.. ) I rn I < e, O ep 
V n>-1-
ep 
9. < rn> is a null sequence if I 
lrl<l,r#O 
. . 
10. <<it > is. a n;ull sequence if 
··::f.' . 
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6. According to the binomial 
n theorem,. ( 1 +p) > np and 
Step 5 
7 S . 1 
. 1nce -. < e 
np 
and Step 6 
8. Step 7 
'f 1 1 n >-
e p 
9. Definition 2. 10 and Step 8 
10. Steps 2 and 9 
CHAPTER III 
LIMITS OF SEQUENCES 
Before the concept of a limit of a sequence is formally defined, 
consider the following example, 
Example 3. l : I n - l f(n) = a = l - 1 n = -
n n 
The terms of this seq"\lence are 
· n - l 0, 1/2, 2/3, 3/4,.,,, 
n 
I • ,. II 





2 3 4 5 
3 4 s"6" 
I I n - l 0, l 2, 2/3, 3 4, ... , --•... 
. n 
Figure 3, l 
This sequence is monotone increasing, Observe that the larger 
the index n, the closer the point of the sequence is to the point l. The 
distance bet:ween two points is found by the use of absolute value; i.e. 
lo~ l I = 1, I l/2 -11 = 1/2, j2/3 - I I = 1/3, and so on. In general the 
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distance between a point of the sequence and the point 1 is 
11 = 1-.!.1 = 1 n n 
Let d = 1 /nc. The distance sequence < d > is a null sequence. There .. 
n . n 
fore Y -e<> 0 ril: n 0 3 I ( 1 - 1 /n) - 11 <e, Y n > n 0 . This means that if 
e is chosen, then all but a finite m,1:inber of points of the sequence lie 
between the point 1 + ~ and the point l .., e. The number 1 is called the 
limit of the sequence. The sequence is said to converge to the number 
1. 
Definition 3. 1: (Convergent and Divergent Sequences and Limit 
of a Sequence) If< a > is a given sequence of numbers, and if it is 
n 
related to a certain number A in such a way that < a - A > is a null 
n 
sequence, then the sequence < a > converges to A; i. e, it is conver-
n . 
gent, with the Hmit A. A sequence < a > which is not convergent is 
~. ~ n 
said to be divergent. 
Notation: a -A means that "a converoe$ to A'.'; lim a = A n n q n 
means that 11 < a > i.s convergent and the limit of the sequence < a > n ·· n 
is A'.'; a t A means that ''< a > is monotone non-decreasing and 
n . n 
converges to A"; and a l A means that "< a > is monotone non-
n n 
increasing and converges to A."· 
If Definition 3. l and the definition of a null sequence are 
combined, the idea of the existence of a limit of a sequence can be 
written in a more formalized m;a.nner as follows: 
Definition 3. 2: (Convergent and Divergent Sequences and Limit 
of a Sequence) Let < a > be a given sequence. Then lim a = A iff 
· n n 
The sequence < a > is 
n 
convergent if there exists a real number A such that lim an = A. 
Otherwise the sequence < a > is divergent. Hence the limit of the 
n· 
sequence < a > does not exist. Then V real number A, 
n 
Observe that null sequences are sequences which converge to 
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O since Ve > 0 :lt n 0 ) I an - 0 I < e • V n > n 0 . Henceforth, the state-
ment "< a > is a null sequence" can be written a -+ 0 or lim an == 0. 
n n 
Example 3. 2: a = 1 + .!. = n + 1 
n n n 
Is this sequence convergent? If so, what is its limit? The terms of 
the sequence are 
2,3/2,4/3,,,., n+ 1 , ... , 
n 
The limit of the sequence appears to be the number l, It is easy to 
apply Definition 3. 1 and use the idea of a null sequence. Since the 
sequence< (1 + 1/n) - 1 > is simply the sequence< 1/n >and< 1/n > is 
shown to be a null seq,uence in Example 2. 18, < 1 + 1 /n > is convergent 
with the limit 1, 
Definition 3. 2 enables us to combine the work that was done in 
Example 2. 18 with Definition 3. 1. If Definition 3. 2 is applied directly 
to the problem, the following analysis is required. 
Consider I ( 1 + 1 /n) - 1 j = I 1 /n I· Can an n 0 be found for every 
e > 0 such that 11 /n I < .e, V n > n 0 ? Consider I 1 /n I = e. This means 
that n = 1/e. In order for 1/n to be smaller thane, n must be greater 
than 1 I e. Also if n > n 0 , then 1 /n < 1 /n0 . Therefore, let n 0 = 1 I e. 
Now for every n > n 0 , 1/n < 1/n0 = e. Thus the choice n 0 = 1/e 
satisfies the requirement that I ( 1 + 1 /n) - I I < e, V n > n 0 . By the 
preceding argument it has been established that 
'1;f E > 0 :El: no ) I ( 1 + 1 /n) - 11 < E. Vn > no, 
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and this sequence is convergent with limit 1. As pointed out in Chapter 
II, the choice of n 0 is not unique. Any n 1 > n 0 will satisfy the condi-
tions .. In general, the choice of n 0 depends on e. · 
Example 3. 3; a = (-l)n+l 
n 
The terms of this sequence are 1, -1, 1, -1, ... , (-l)n+l, .. , , Plot the 




I +---l--+·1~~-i-.~-"-2~~3_,__~-4~.~--'s....._~~6~~~7~---· n 
... i n+l 1,-1,1,-1,,~··(-l) , ... 
Figure 3. 2 
This sequence is not related to a number A in such a.way that 
< (-1 )n+l, A> is a null sequence. The number A cannot be 1 since 
all the even terms are less than l /2 and a distance from l greater 
than l /2. 
not be -1 1 
Thus < a - l > is not a null sequence. The number A can-
n 
since for all odd n, (-l)n+l > 1/2, and hence a distance 
from -1 greater than 3 /2. Thus< a -(-1) > is not a null sequence, 
n 
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The nUinber A cannot be any other number, say A 0 . Consider 
11 ::. Ao I = p and 1-1 - Ao I = q. Now q > p, q = p, or q < p. If q > p, 
pick e = p/2 and none of th~ terms lie between A 0 - p/2 and A 0 + p/2. 
If q < p, pick e = q/2 and none of the terms lie between A 0 - q/2 and 
A 0 + q/2. Thus in general, 
Hence the seq-µence < a > is divergent by Definition 3. 2. 
n 
Example 3. 4: a = n 
n 
The terms of this sequence are 1, 2, 3,.,. ,n, ... There is no number 
A ) - e < a -A< e. Suppose such an A exists. This would require 
n 
a <A+ e for n > some n 0 . Then choose n to be an integer ) n >A+ e, n -
and the terms of the sequence with index greater than n cannot satisfy 
an < A + e. Hence < an - A> is not a null sequence for any number A. 
The sequence< a > is divergent by Definition 3. 1. 
n 
The divergent sequence in Example 3. 4 is not a bounded sequen.ee,, 
while the divergent sequence in Example 3, 3 is. Thus a divergent 
sequence may or may not be bounded. A very important property of a 
convergent sequence is that it must be bounded as proved in the follow~ 
ing theorem. 
Theorem 3. 1: A convergent sequence is a bounded sequence. 
Proof: (This can be proved directly from the definition as in 
Theorem 2. 4, but proof is simpler as follows.) 
l, Let < a > be a sequence ) a - A 
n n 
1. Hypothesis 




- A > is bounded 3. Theorem 2. 4 
4. :B: M > 0 ) Ian -Al< M, Vn 4. Definition 2. 4 I 
5. Ian -Al~ lanl - IAI, 
" 
n or 5. Absolute value theorem 
I an I ~ I an - A I + I A I, Vn and property of inequalities 
6. I an I ~ M + I A I, Vn 6. Steps 4 and 5, Transitive 
property 
7., LetK=M+ IAI and 7. Definition 2, 4' 
:B: K ) I a I < K, V n and 
n --
< a > is bounded 
n 
Since the contrapositive of a theorem is a statement equivalent 
to the theorem, the contrapositive of Theorem 3. 1 gives the result 
that an unbounded sequence is a divergent sequence, 
Notation: It is convenient to say that'an unbounded monotone 
non-decreasing sequence diverges to + m, and an unbounded monotone 
non-increasing sequence diverges to - CXJ. Keep in mind that the sym-
bols +m and - mare not real numbe:t;"s and cannot be treated as such. 
Observe that the sequence< a > in Example 3.4 is unbounded 
n 
and monotone increasing. Hence the sequence diverges to +m. 
The next three theorems concerning convergent sequences can. 
be proved with the help of corresponding theorems about null sequences 
in Chapter II and hence are left for the reader to prove. 
Theorem 3. 2: Let< a > be a convergent sequence such that 
~---~~---·~- n 
a -A. Then every subsequence< a' >of< a > also converges to A. 
n n n 
Proof: Left for the reader. 
Corollary 3. 2: If lim a = A, then for any fixed integer k, 
n 
lim an+k = A. 
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Proof: Left for the reader. Hint: (Every terminal segment of 
a sequence is a subsequence. ) 
Theorem 3. 3: Let< a > and < b > be two convergent sec:pences 
n n 
which converge to the same limit A. 
a < c < b , after c;1. certain stage. 
n- n - n 
Suppose that < c > is such that 
n 
Then c -+A also. 
n 
Proof: Similar to Theorem 2. 10. 
Theorem 3. 4: If a -+ A and if < a' > is a rearrangement of 
n n 
< a >, then also a' -+A, 
n n 
Proof: Similar to Theorem 2. 11. 
It has already been pointed out that the converse of Theorem 3. 1 
which states "a bounded sequence is a convergent sequence" is not 
necessarily true, However, if the bounded sequence is also monotone, 
then the sequence is convergent as proved in the next theorem. 
Theorem 3. 5: A bounded monotone sequence is convergent. If 
the sequence is monotone non-increasing, then its limit is the g. 1. b. 
of the sequence. If the sequence is monotone non-decreasing, then 
its limit is the 1. u. b. of the sequence. 
Proof: (a) Suppose < a > is monotone non-increasing. 
n 
1. Let < a > be monotone non-
n 
increasing and bounded, and 
denote the greatest lower bound 
of the sequence < a > by a 
n 
2. V E > 0 :B: n 0 3 a < a + e , and 
no 
hence an < a + E, "If n > n 0 
3. a > (){ I 
n-
Vn 
4. Thus a < a <a+E, Vn > n 0 , or n 
(){ 
- E < a < a <a+E, Vn>n0 , 
- n 
(){ 
- E <a < (){ + E, v n > no, or 
n 
-e<an>a<e, Vn>n0 , or 
I an ~ a I < e, V n > n 0 
or 
5. Hence V E > 0 :B: n 0 3 I an - a I < E, 
v n > no 
6. lim a = a or < a > is convergent 
n n 
with limit a 
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1. Assumption and notation 
2, Definition 2. 8 1 (ii), < a > 
n 
is non-increasing seq.ience 
3. Definition 2. 8 1 ( i) 
4. Steps 2 and 3, a ~ E < a , 
transitive property of 
II less than, 11 add -a to 
each term, and, inequality 
.·.··"' 
wt'lb;ten in absolute value 
. \, •:', ... \. 
form 
5. Steps 2 and 4 
6. Step 5 and Definition, 3. 2 
(b) It is. left for the reader to prove that ;.a.bounded monotone 
non-decreasing sequence is convergent. 
Definition 3. 3: ~<:onstant Sequence) If the sequence< en> is 
such that c = c, V n; i.e. c, c, c, ... , c, ... , then the sequence is 
n 
called a constant sequence, 
Observe that a constant sequence is monotone and bounded, and 
hence the following corollary to Theorem 3. 5. 
Corollary3.5: If<c >is a constantsequencesuchthat 
n 
V n, them lim c = c. 
. . n 
Proof: Left for the reader. 
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It is sometimes convenient to have a relationship between the 
limit of a monotone non-decreasing sequence and a specified upper 
bound, hence a modified version of Theorem 3. 5 is as follows: 
Theorem 3. 6: If a 1, a 2 , a 3 , ... ~n' ... is a sequence for which 
a 1 5_ a 2 5_ a 3 5_ .•. < an 5_ ••• , and if :B: a number K 3 an 5. K, V n, 
then the given sequence < a > has a limit and lim a < K. 
n n-
Proof: 
1. <a > is bounded and monotone 
n 
non-decreasing, hence lim a = A 
n 
where A is 1. u. b. of <a> 
n 
2. K is an upper bound of < a > 
n 
3, A< K 
4. lim a < K 
n-
1. Hypothesis and Theorem 
3.5 
2. Hypothesis and Definition 
2. 4 1 
3. Definition 2. 7 1 
4. Steps 1 and 3 and transi-
ti ve property 
The arguments used in Examples 3. 3 and 3. 4 to show that 
these sequences diverge are difficult and cumbersome. Part of the 
problem was that it was necessary to consider all possible candidates 
for the limit and prove that no one of them satisfies the definition. An 
easier way to show that a sequence is divergent is established after 
45 
the next example. It depends on characterizing convergence by con-
sidering the relation between the terms of the sequence from some 
point on. Thus instead of investigating the distance from a point of 
the sequence to a fixed point, the points of the sequence are compared 
to each other. 
Example 3. 5: a = 1 /n 
n 
The terms of this sequence are 1, 1/2, 1/3, ... , 1/n, ... 
terms on a number line. See Figure 3. 3, 
0 ... 
1, 1/2, 1/3, .. ,, 1/n, ... 
Figure 3. 3 





Vn>l, jl-1/nl<l; Vn>2, II/2 ... 1/nl<l/2; ifn>3, ll/3-1/nl 
< 1/3; ... , ifn>m, jI/m-1/nl < 1/m; Vn>m+l, ll/(m+l)-1/nl 
< 1/(m+l), .. , . 
Suppose e is chosen to be 2/5, then II/m - 1/nl < e, vn,m > 2. 
Suppose Eis chosen to be 3/10, then II/m - 1/nj < E, Vn,m > 3. In 
general, if E is chosen there will exist an n 0(e) such that 
ll/m- 1/nj <e, Vn,m>n0 . In examples above, ife = 2/5, then 
= 2. If E = 3 I 1 o, then n 0 = 3 , 
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AU convergent sequences behave in this manner and hence it is 
possible to show that a sequence is convergent without knowing its 
limit. This property of convergent sequences is called the Cauchy 
condition and is stated in the next theorem. 
Theorem 3. 7: (Cauchy's condition) If a sequence< a > is 
n 
convergent, then Ve > 0 :B: n 0 = n 0( e) 3 / an - am/ < e for all pairs of 
indices n, m > no. 
Proof: 




V n > n 0 and /am-A/< e/2, 
v m > no 
v n, m > no 
/a - a / = / (a - A) + (A - a ) / 
n m n m 
< /a -A/ + /A-a / n m 
<e/2+e/2=e 
or simply 
/a -a /<e 
n m 
3. Hence V e > 0 :tr n 0 3 / a - a / < e n m 
if n, m > no 
1. Hypothesis and notation, 
and Definition 3. 2 
2. Add and subtract the 
number A, Triangle in-
equality, step 1 and 
/ a - A / = / A - a / , trans -
m m 
itive property of =, <, and< 
3. Steps 1 and 2 
The converse of this theorem is true for real numbers. The 
proof of this depends on the completeness of the real numbers and 
hence is omitted from this paper. 
The contrapositive of Theorem 3. 7 gives the result that II if 
<a > is a given sequence and 
n 
then the sequence < a > is divergent." 
n 
The following example will iLl:u'strate this fact. 
Example 3. 6: a = (-l)n+l 
n 
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It is easier to show that this sequence is divergent by using the contra-
positive of the Cauchy condition rather than the method used in 
Example 3.3. Let e = 2 and show that Vn :H n 0 ,m0 > n 3 la -a I> 2. no nu 
For every n chosen let n 0 be an odd integer greater than n, then an = 1 0 
and let m 0 be an even integer greater than n, then a = -1, then mo 
la - a J = I 1 - (-1) I = 2. Hence by the contrapositive of the Cauchy no mo . 
condition, this sequence is divergent. 
If in the sequence < a > all the terms are different from zero, 
n 
it is possible to construct a sequence< 1/a > whose terms are multi-
n 
plicative inverses of the terms of the sequence < a >. The following 
n 
theorem establishes a useful property of the sequence< 1 /a > in the 
n 
event that < a > converges to a limit A which is not zero. In particular 
n 
it is shown that < l I a > is a bounded sequence. This is quite useful in 
. n 
proving theorems about sequences whose terms are written as quotients. 
Theorem 3, 8: If a convergent sequence < a > has all its terms 
n 
different from zero, and if its limit A is also not equal to 0, then the 




1. Let E = 1 I 2 J A I > 0 1. A f:. 0 in Hypothesis 
3. Vti>n0 
/A/ - /an/ < /A- an/ 
= /a - A/ 
n 
< 1/2 /A/ or 
/Al - /a I < 1/2 /Al or n 
/A/ -1/2/A/ < /an/ or 
/an/> 1/2 /A/ 
4. Consider the positive numbers 
I a 1 I• I a2 /' I a3 /, ... ' I anO I, and 
1/2 /Al 
5. Let k be the smallest of the posi-
6. 
7, 
tive numbers above, denoted by 
k = min (1 I 2 I A/, I ii 1 /, /a2 / , /a3 /, 
. . . , I an I ) and k > 0 
0 
/an/ :::_k > 0, Vn or 
O<k< la/, Vn 
- n 
0 < If I< k, Vn 
n 
8. < 1/a > is bounded 
n 
Example 3. 7: a =l+l=n+l 
n n n 
2. < a > is convergent, 
n 
Defi.nition 3. 2 
3. Step 2, absolute value 
theorems, Transitive 
property of <, = and <, 
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properties of inequalities 
4. Assumption 
5. There is a smallest posi-
tive number in a finite set 
of positive numbers 
6. Steps 3 and 5 
7 . If O < a ~ b, then 
0 < 1 /b ~ 1 /a 
8. Step 7, Definition 2. 4 I 
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The terms of this sequence are 
n + 1 2 /3 I 2 , 4 I 3 , . • . , 
n ' ... ' 
and the limit was shown to be the number 1 in Example 3. 2, All the 
terms are different from zero, and the limit is 1 which is not equal 
to zero. By Theorem 3. 8, the sequence <'l /a > which is 'f,".n/(n+l) > 
n 
is bounded. The terms of this new sequence are 
1/2,2/3,3/4, ... , n: 1 , ... 
and obviously 
n 
n + 1 < 1, Vn. 
· Calculations with convergent sequences are based on the next 
four theorems. They will allow the reader to find some very simple 
limits without using the definition. 
Theorem 3. 9: If< a >and< b > are sequences such that a -+A 
. n · n n 
andb -+B, then<a +b>convergestoA+B. 
n n n 
Proof: 
1. a -+- A implies < a - A > is a 
n n 
null sequence 
2. b -+ B implies < b - B > is a 
n n 
null sequence 
3. Then< c > with 
·n 
en = (an - A) + (bn - B) 
= (an + bn) - (A + B) 
is a null sequence 
1. Hypothesis and Definition 
3. 1 
2. Hypothesis and Definition 
3. 1 
3. Theorem 2. 9 and algebri:L 
4. < (a + b ) - (A + B) > is a null 
. n n 
sequence implies that <a + b > 
n n 
converges to A + B 
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4. Step 3, and Definition 3. 1 
Theorem 3. 10: If < a > and < b > are sequences such that 
n n 
a -A and b -B, then< a - b > Gonverges to A - B. 
n n n n 
Proof: Similar to Theorem 3. 9. Hint: Use Theorem 2. 6 to 
show that< -(b - B) > is a null sequence. 
n 
Theorem 3. 11: If< a > and< b > are sequences such that 
n n 
a -+A and b · -+B, then< a p > converges to AB. 
n n n n 
Proof: 
1. a -A and <a -A> is a null 
n n 
sequence 
2. b -Band <b 
- B > is a null n n 
sequence 
3. a b - AB = a b - Ab + Ab - AB 
nn nn n n 
= (a -A)b + (b -B)A, Vn 
n n n 
4. < b > is bounded 
n 
5. < (a - A)b > is a null sequence 
n n 
6. <A> is bounded 
1. Hypothesis and Definition 
3. 1 
2. Hypothesis and Definition 
3. 1 
3. Add and Subtract the term 
Ab and group terms 
n 
4. Step 2 and Theorem 3. 1 
5. Step 1 and 4, Theorem 2.6 
6. Constant sequence is con-
vergent by Corollary 3. 5 
and bounded by Theorem 
3, 1 
7. < (b - B)A > is a null sequence 
n 
8. < a b - AB > is a null sequence 
n n 
9. < a b > converges to AB 
n n 
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7. Steps 2 and 6, Theorem 2. 6 
8, Steps 3, 5, and 7, Theorem 
2.9 
9. Step 8 and Definition 3. 1 
Corollary 3. 11: If lim a = A, then lim ka = kA where k is a 
n n 
real number such that k # 0. 
Proof: Left for the reader. 
Theorem 3. 12: If< a > and < b > are sequences such that 
n n 
a -A, b - B, every b 1- 0 and B # 0, then < a /b > converges to 
n n n n n 
A/B. 
Proof: 
1. an -A implies that< an - A> is 
a null sequence 
2. b - B implies that< b - B > is 
n n 

















(an - A)B - (bn - B)A 
b B 
n 
1. f!ypothesis and Definition 
3, 1 
2. Hypothesis and Definition 
3. 1 
3. Common denominator, Add 
and subtract AB in the 
numerator and group 
terms 
4. < B >and< A> are bounded 
sequences 
5. · < (a -A) B > is a null sequence 
n 
6. < (b - B) A> is a null sequence 
n 
7. < -1 > is a bounded sequence, 
hence < -(b - B )A> is a null 
n 
sequence 
8. < (a - A)B + [-(b - B)A] > is a 
n n 
null sequence 
9. < Bb > is convergent, b -:/. 0, 
n n 
"\/ n, B -:/. 0 
10. < 1/Bb > is bounded 
n 
a 




12. < b n > converges to B 
n 
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4. Constant sequence is con-
vergent by Corollary 3. 5 
and bounded by Theorem 
3. 1 
5. Steps 1 and 4 and Theorem 
2.6 
6. Steps 2 and 4 and Theorem 
2,6 
7. Constant sequence is con-
vergent by Corollary 3. 5 
and bounded by Theorem 
3. 1, and use Theorem 2. 6 
on Step 6 
8. Steps 5 and 7, Theorem 
2.9 
9. Step 2, Corollary 3. 11, 
Hypothesis 
10. Theorem 3. 8 
11. Steps 3, 8, and 10, 
Theorem 2. 6 
12. Step 11, and Definition 3 .1 
Corollary 3, 12: If < a > is a sequence such that a .-. A, a -:/. O, 
n n n 





Proof: Left for the reader. 
Example 3. 8: Zn - Z Find the lim 3n + 7 
2n - 2 2 
- 2/n 
3n+ 7 = 3 + 7 /n 
Zn - 2 lirri 2' -- 2/n 3n + 7 = 3· + 7/n 
= 
lim (2 - 2 /n) 
lim (3 + 7 /n) 
lim 2 
- lim 2/n 
= lim 3 + lim 7 /n 
lim 2 - lim (2 
= lim 3 + lim ( 7 • 
2 
- lim (2 1 /n) 
= 3 + lim (7 1/n) 
2 
- 0 





Multiply numerator and 
denominator by 1/n 
Theorem 3. 12 
Theorem. 3 .10 and Theorem 3. 9 
Factor 2 /n and 7 /n 
Corollary 3. 5 
lim 1 /n = 0 and Corollary 3 .11 
Calculations 
Therefore, 
lim 2n - 2 2 = 3 3n+ 7- Transitive property of equality 
If a sequence < an> is convergent to the real number A, then any 
e - neighborhood of A contains all the terms of the sequence with the 
possible exception of a finite number at most. There is contained in 
any neighborhood of A certainly an infinite number of terms of the 
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sequence. It is possible for a sequence < b > to have the property that 
n . 
any e -neighborhood of some real number B contains an infinite number 
of terms of the sequence, but an infinite number of the t.erms are out-
side the neighborhood. The condition that an e -neighborhood contain 
an infinite number of terms of the sequence is a weaker condition. than 
the condition that a sequence have a limit but important enough to be 
considered and given a special name. 
Definition:·3. 4: (Cluster point of a sequence) A number A is 
called a cluster point of a given sequence < an> if fol;' every e > 0, 
there is always an infinite number of indices n for which I a - A I < e; 
n 
i.e. Ve > 0 and V n, :B: n 0 > n 3 I a - A I < e. 
. ~ no 
Observe that if an n 1 ) n 1 ~ n cannot be found for every n then 
there would be only a finite number of indices n 3 I an - A I < e. The 
dis tine tion between this definition and the definition of a limit is the 
fact that I a -·A I < e needs to be fulfilled not for every n after a 
. . n 
certain stage, but only for any infinite number of n's, and therefore 
in particular for at least one n 0 beyond every n, This is a good 
example to illustrate the importance of specifying the indices n for 
which a mathematical sentence is true, Observe that the limit of a 
convergent sequence < an> is always a cluster point of the sequence, 
but a cluster point of the sequence is not necessarily the limit of the 
sequence, The definition of a limit states a stronger condition than 
the definition of a cluster point, or the definition of a cluster point 
states a weaker condition than the definition of a limit. The reader 
has exper~enced. similar situations in algebra. If x < Y,, then x ~ y; 
but if x ~ y, then x < y or x = y. So x ~ y is a weaker condition than 
x < y. 
Example 3. 9: 
n. 
a = (-1) (1 + 1/n) 
n 
The terms of this sequence are 
n 
-2,3/2,-4/3,5/4, ... , (-1) (1+1/n), .... 











4 5 6 7 
~ - - - - - - - - - -
• • 
-2, 3/2, -4/3, 5/4, ... , (-l)n (1 + 1/n), ... 
Figure 3. 4 
When n is even, 
.. 
8 
/(-l)n(l + 1/n) - 1/ = /1 + 1/n - 1/ = /lln/ = 1/n 
andl/n<eifn>l/e. Hence 




for infinitely many even indices n > 1 I e. Thus the number 1 is a 
cluster point of the sequence. When n is odd, 
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I (-1 )n( 1 + 1 /n) - (-1) I = I - 1 - 1 /n + 11 = 1-1 /n I = 1 /n 
and 1 /n < E if n > 1 IE. Hence 
if E > 0 :B: n 0 = 1/E 3 1(-l)n(l + 1/n) - (-1) I< E 
fcir infinitely many odd indices n > 1 /,E. Thus the number -1 is a 
cluster point of the sequence. 
It is easy to show by the contrapoeitive of Cauchy's condition 
that this sequence has no limit and hence is divergent. This is a 
particular case of the following more general theorem. If a sequence 
has more than one cluster point, it cannot have a limit. This can be 
proved directly by using the contrapositive of Cauchy's condition. In 
this discussion it is obtained as a direct consequence of Theorem 3. 1 7. 
.Example 3, 10: a = 1 + sin n1r 
n 2 
The terms of this sequence are 
The cluster points for this sequence are 0, l, and 2, but there is no 
limit of the sequence. 
Example 3. 11: 
r,2 if n = 1,4,7,10, .•. 
a = 1/3 if n = 2,5,8, 11, ... n 
'. 1/4 if n = 3,6,9,12, ... 
The cluster points are 1/2, 1/3,__ and 1/4, but there is no.limit of the 
sequence. 
It can be proved that if an infinite number of terms of a 
sequence lie in a bounded interval [a, b], then there exists at least one 
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cluster point of the sequence in that interval. If a sequence is bounded 
above and has one or more cluster points, there is a least upper 
bound of the set consisting of all the cluster points. This least upper 
bound of cluster points is .also a cluster point of the sequence as the 
next theorem will prove. 
Theorem 3. 13: If a sequence is bounded above and has one or 
more cluster points, then the least upper bound of all cluster points is 
a cluster point. 
Proof: 
1. Let < a > be a sequence which is 
n 
bounded above and has one or 
more cluster points 
2. If there is a finite number of 
cluster points, the 1. u. b. is 
the largest one, and hence it 
is a cluster point. 
3. If there is an infinite number of 
cluster points, let A= 1. u. b. of 
the cluster points and let C be 
an arbitrary cluster point .. 
4. C ~ A, 'If C and 
V e > 0 :R co 3 co > A - e /2 
1. Hypothesis 
2. Trichotomy Axiom 
3, Notation 
4. Definition 2. 7' 





A - e /2 < CO ~ A < A + e / 2 
A - e /2 < co < A + e /2 
-e 12 < c 0 - A < e 12 
jc0 -Aj<e/2 
6. I an - c 0 I < e /2 for infinitely 
many a 
n 
7. Vn, Ian-Al= l(an-C0 )+(C0 -A)I 
<Ian-Col+ lco-AI 
8, Ian- Al< Ian- col + lco- Al 
< E /2 + E /2 = E 
or 
I a - A I < e for infinitely many a 
n n 
9. Thus V e > 0 I a - A I < e for 
n 
infinitely many n and hence A is 
a cluster point. 
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5. Step 4, A < A + e /2 V e, 
Transitive property, add 
-A to each term, inequality 
written in absolute value 
form 
6. c 0 is a cluster point and 
Definition 3. 4 
7. Add and subtract c 0 , tri-
angle inequality 
8. Steps 5, 6, 7, transitive 
property 
9. Steps 4, 8 and Definition 
3.4 
Definition 3. 5: (Limit Superior, Greatest limit, or Upper 
limit) Let < a > be a sequence which is bounded above, The least 
n 
upper bound of its cluster points is called the limit superior, greatest 
limit or~ limit. 
Notation: lim a or lim sup a means 11 the limit superior of a 
n n 
sequence < a >" n , 
Example 3. 12: In Example 3. 9, the lim sup an= 1. In Example 
3: 10, the lim sup an= 2. In Example 3. 11, the lim sup a = 1 /2. 
n 
In a similar manner, if a sequence is bounded below and has 
one or more cluster points, there is a greatest lower bound of all 
cluster points. It is also a cluster point as the next theorem states. 
59 
Theorem 3, 14; If a sequence is bounded below and has one or 
more cluster points, then the greatest lower bound of all cluster points 
is a cluster point. 
Proof: Left for the reader. 
Definition 3. 6: (Limit inferior, Least limit, or Lower limit) 
Let < a > be a sequence which is bounded below, The greatest lower 
n 
bound of its cluster points is called the limit inferior, least limit, or 
lower limit. 
Notation: lim a or lim inf a means 11 the limit inferior of a 
sequence < a >" n # 
n n 
Example 3.13: In Example 3. 9, the lim inf an= -1. In 
Example 3, 10, the lim inf a = 0. In Example 3.11, the lim inf a= 1/4. 
n n 
Theorem 3, 15: Let < a > be a given sequence, Then lim a = A 
n n 
iff for each e > 0 it is true that a < A + e for all but a finite number of 
·n 
terms, and A - e < a for infinitely many terms. 
n 
Proof: (a) Assume that Ve > 0 it is true that a <A+ e for 
n 
all but a finite number of terms, and A - e < a for infinitely many 
n 
terms, then prove that lim a = A. 
n 
1. Ve>O:H:n 0 )an<A+e, Vn>n0 











for infinitely many terms. Hence 
A is a cluster point, and it re-
mains to be shown that A is the 
1. u. b. of all cluster points. 
3. Suppose B is a cluster point ) 
A < B, then I A - B I = k > 0 
4. V e > 0 I a - BI < e for infinitely 
n 
many terms 
5. Let e = k/3 and there exists only , 
a finite number of terms 
a 3 a >A+ k/3 
n n 
6. Hence I a - BI < k/3 is true for 
n 
at most a finite number of terms 
7. Hence the assumption that B is 
a cluster point ) A < B leads to 
a contradiction and A is the 1. u. b 
of the cluster points or lim a = A 
n 
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1. Hypothesis and meaning of 
all but a finite number of 
terms 
2. Step 1, add -A to each 
term, inequality written 
in absolute value form, 
Definition 3, 4 
3. Assumption and difference 
between two real numbers 
4. Step 3 and Definition 3. 4 
, 5. A is a cluster point and 
la -Al <k/3forallbut 
n 
a finite number of terms 
6. All a ) I a - BI < k/3 
n n 
must be terms greater 
than A+ k/3 
7. Steps 4 and 6, Definition 
3, 5 
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(b) Assume that lim a = A, then prove that if e > 0 it is true 
n 
that a <A+ e for all but a finite number of terms, and A - e < a for 
n n 
infinitely many terms. 
1 . lim a · = A implies A is the 1. u. b. 
n 
of all cluster points and A is a 
cluster point. 
2. if e > 0 la -: Al < e for infinitely 
n 
many indices or A - E < a < A+ E 
n 
or simply A - e < a for infinitely 
n 
many indices 
3. Suppose that· if e > 0 :11: infinitely 
many indices ) a >A+ e. Then 
n-
some number larger than A would 
be a cluster point 
4. This contradicts the fact that A 
is the 1. u. b. of all cluster points. 
Hence a finite number of indices 
such that a > A + e 
·n 
5. if e > 0 a < A + e for all but a 
n 
finite number of terms and 
A - e < a for infinitely many 
n 
terms 
1. Hypothesis, Definition 3. 5, 
Theorem 3. 13 
2. Definition 3. 4, and if 
infinitely many terms 
between two numbers then 
infinitely many greater 
than the smaller one 
3, Assumption and a bounded 
interval with infinite num-
ber of points has at least 
one cluster point. 
4. Steps 1 and 3 
5. Steps 2 and 4 
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Theorem 3. 16: Let < a > be a given sequence. Then lim a = A 
· n n 
iff for each e > 0 it is true that A - e < a for all but a finite number of 
n 
terms, and a < A + e for infinitely many terms. 
n 
Proof: Similar to Theorem 3. 15. 
The lim sup a and lim inf a have been defined, and Theorems 
n n 
3.15 and 3.16 proved independently of any considerations of conver-
gence. It may be shown that specific knowledge of the lim sup a and 
. n 
lim inf a suffices to decide whether the sequence converges. The 
n 
following theorem will demonstrate this. 
Theorem 3. 17: The sequence < a > is convergent iff its lower 
n 
and upper limits are equal. If A is their common value, then a _.. A; 
n 
i.e. lim inf a = lim a = lim sup a . 
n n n 




1. lim inf a = A = lim sup a 
n n 
2. V e > 0 A - e < a for all but a 
n 
finite number of terms or 
3. V e > 0 a < A + e for all but a 
n 
finite number of terms or 
1. Hypothesis 
2. Theorem 3. l6 and meaning 
of all but a finite number 
3. Theorem 3. 15 and meaning 
of all but a finite number 
4. Let N = max (n0 , n 1) 4. Trichotomy Axiom 
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5. Ve >0 :E: N 3 A - e < a <A+e, 
n 
5. Steps 2, 3, 4, and in-
if n > N, or la - Al < e, Vn>N 
n 
6. a -+A 
n 
equality written as an 
absolute value statement 
6. Definition 3. 2 
(b) Assume that a -+A, show that lim inf a = lim sup a . 
n n n 
This part of the proof is left for the reader to prove. 
Corollary 3. 17: The sequence< a> has a limit iff there exists 
n 
exactly one cluster point of the sequence. 
If a sequence has no upper bound, it is convenient to write 
lim sup a = + co, and if there is no lower bound, it is convenient to 
n 
write lim inf a = - co. 
n 
Example 3. 14: 
n 
. n 
The terms of this sequence are -1, 2, -3, 4, ... , ( -1) n, . . . The 
lim sup a = + co, arid the lim inf a = - co. 
n n 
Example 3. 15: n+l 3,-3,2,-2,1,-1,1,-1,.,.,(-l) , ... 




In Chapter III it was shown that all convergent sequences satisfy 
the Cauchy condition as stated in Theorem 3. 7. 
is convergent, then 
If a sequence < a > 
n 
if e > O :B: no = no ( e) 3 I a - a I < E 
n m-
for all pairs of indices n, m > n 0 . Without loss of generality the num-
bers n, m can be thought of in the following way. Let n 0 < m < n. Then 
m = n ,.. k for some positive integer k. In particular, if k = 1, then 
m = n - 1, and 
This implies that if < a > is convergent then < a - a 1> is a null n n n-
sequence. On the basis of the ideas above it is convenient and useful 
to think of a sequence as follows. 
Let< s > be a sequence. Form a new sequence considering 
n 
the difference between each pair of terms as follows: 
The sequence < x > is called the difference sequence. 
n 
Observe that since s 1 = xl. 82= s 1 + x2·· and thus 82= xl +x2' 
s 3 = s 2 + x 3 , and thus s 3 = x 1 + x 2 + x 3 . In general, for each n, 






xk = xl + Xz + x3 + G " " + xn = s n 
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where ~ means summation and k = l to n is referred to as the index on 
the summation. 




< s > 
n 
n 
When a sequence is written in terms of its differences it is said to be 
written in infinite series form or as an infinite series. 
Thus for any given sequence< s > its sequence of differences 
n 
< xn> can be formed by calculating xn = sn - sn-l' On the other hand 
if a sequence < x > is given the sequence for which < x > is the 
n n 
sequence of differences can be determined by calculating 
If the sequence s converges, the lim s exists and is equal to 
n n 
a real number s. That is, 
n 
lim ~ xk 
k= l 




it seems logical to use the notation 
lim s 
n 
Notation: The notation 
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= 
is used to represent the sequence < s > in addition to the lim s . The 
n n 
context in which the notation is used will make clear which meaning is 
intended. Sometimes the notation 
co 
is written as follows: 
or 
+ x + .... 
n 
The preceding discussion can be summarized formally in the 
following definitions. 
Definition 4. 1: (Infinite Series) The notation 
is used to represent the sequence< s > where 
n 
A sequence is called an infinite series when written in this form, 
Definition 4. 2: (Terms of a series, Partial sums of a series) 
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In the infinite series x 1 + x 2 + x 3 + ... + xn + ... , the numbers xn 
are called the terms of the series, and the numbers s are called the 
----- n 
partial ~ of the series. 
Definition 4. 3: (Convergent series, Divergent series) The 
infinite series x 1 + x 2 + x 3 + ... + xn + ... is a convergent series iff 
lim s exists. If the lim s does not exist, the series is divergent. 
n n 
Definition 4. 4: (Value of a series) If the infinite series 
x 1 + x 2 + x 3 + . , . + xn + ... converges, then lim sn = s where s is a 
real number. The real number s is called the value of the series. 
Observe that the value of a series is not a sum as defined by 
the binary operation of addition. · The calculation of 
n 
~ Xk = X l + x 2 + x 3 + . . . + X 
k=l n 
is an accurate use of the binary operation of addition performed (n-1) 
times. On the other hand the evaluation of 
involves the calculation of the limit of a sequence as discussed in 
Chapter III. 
Consider Theorem 3. 7 and its converse in terms of the pre-
ceding definitlons above about infinite series. This yields the following 
statement; The necessary and sufficient condition for the convergence 
of the series ~x is that for every e > 0, there exists a number 
n 
no = no(e) such that for every n, m > no, I Sm - Sn I < ~. Without loss 
generality, m can be considered to be greater than n, i.e. n 0< n < m. 
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Then m = n. + p for p ::::_ 1 and p is an integer. Hence Theorem 3. 7 and 
its converse can be expressed as follows: 
Let ~ x be an infinite series and let s represent the nth 
n n 






p > I, js + -s I <e. 
n p n 
A useful way to express the definition of a convergent series is 
to use the above information as follows: 
and 
Definition 4. 3 1 : (Convergent Series) ~ x converges iff 
n 
P :::_ 1 ' I xn + 1 + x n + 2 + xn + 3 + · · · + xn +p I < e · 
The first theorem in this chapter is a result of Definition 4. 3 1 
using p = 1. A detailed proof is given to reinforce the idea that the 
difference sequence < x > is a null sequence if the sequence < s > 
n n 
converges, 
The or em 4. 1: If the series ~ x converges, then the sequence 
n 




:E x converges 
n 
2. "if E > 0 :[ n 0 = n Q. ( E ) ) "if n > n Q 
and V p > 1 
Ix +l+x +2+ ... +x + I< e n · n · n p 
3. Let p = 1, then V e > 0 
:e: no= no(e) 3 Vn> no lxn+1F< e 
4. < xn+l> is a null sequence and 
lim xn+l = 0 





2. Definition 4. 3 
I 
3. Step 2 is true V p ~ 1, 
hence is true if p = 1 
4. Step 3 and Definition 2. 10 
5. Step 4 and Corollary 3. 2 
Theorem 4. 2: If lim x f. 0, then the series :Ex diverges. 
n n 
(Contrapositive of Theorem 4. 1) 
In checking a series for convergence, Theorem 4, 2 is quite 
useful if the lim x f. 0. If lim x = 0, no information is obtained from 
n n 
this. The converse of Theorem 4. 1 is not true. The condition 
lim x = 0 is only a necessary condition for convergence, It is not a 
n 
sufficient condition as the following example of the harmonic series 
will show. 
Example 4. 1: (Harmonic Series) The series 
1 + 1/2 + 1/3 + ... + 1/n + ... 
is called the harmonic series. Observe that x = 1 /n and lim 1 /n = 0, 
n 
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but this series is divergent. This is seen by showing that the sequence 
of partial sums does not satisfy the Cauchy condition. 
s 2n = 1 + 1 /2 + 1 /3 + ... + 1 /n + ... + 1 /Zn 
"--------~· ~~~~~~~~____, 
2ri. terms 
s = 1 + 1/2 + 1/3 + ... + 1/n 
n 
n terms 
s 2n - Sn= 1/(n+l) + 1/(n+2) + 1/(n+3) +.,. + 1/2n 
n terms 
The above statements are true for all n. 
1/(n+l)+l/(n+2)+1/(n+3) + ... + 1/2n > 1/2n+ 1/2n + 1/2n + ... +1/2n 
since 
1/(n+l) ~ l/2n, l/(n+2) > l/2n, ... , l/2n = l/2n 
in the expression for s 2 - s . n n 
l/2n + l/2n + l/2n + ... + l/2n = n(l/2n) = 1/2 • 
n terms 
Hence s 2n - sn > 1/2 for all n. Let e = 1/2 and 
Therefore the harmonic series is divergent by the contrapositive of 
Theorem 3. 7. 
Observe that the representation of a series as a summation is 








1 + 1 /2 + ~ 1 /n. 
n=3 





co ' ~ l/(n-2). 
n=3 
How a series is expressed will depend upon the situation in which it 
occurs, Iri general, 
or 
co 




ao + ~ 
.n=l 
a ' n 
. co 
a 0 + a 1 + a. 2 + ... + a_ + ~. a 
,p ri=j::>+l n 
represent the same series. 
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The following exarnples will be about series with partial sums 
that are easy to examine. This is in general not the case. More 
sophisticated methods for handling series in general will be developed 
later, 
Example 4. 2: (Geometric Series) 
co k-1 2 + a rn_ - 1 + ~ ar = a + ar + ar + ... 
k=l 
From the identity 
1 n 2 n-1 r =(1-r)(l+r+r + ... +r ) 
it is easy to deduce the,nth partial sums of the geometric series. 
n 
if r = 1. 
n 
. k-1 






= a( 1 + r + r + ... + r ) 
a 
·- ---· 
·J "' r 
n 
ar 
r:--; (r # 1) 
s = a + a + a + a + . . . + a = na 
n 
. n 
The lim r = 0 if jrj < 1, since Example 2.23 proves that 
< rn> is a null sequence if Ir I < 1. So consider the nth partial sum 
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sn of the geometric series when a is a real number such that a # 0 and 
r is a real number such that Ir I < 1. 
lim s = lim ( a 
n r:-r 
n) ar 
"" 1 - r 
= lim _a__ - lim (--a- rn) 1 - r 1 - r 
= -.-- - lim --- r . a ( a n) 1 - r 1 - r 
a 




by Theorem 3. 10 
by Corollary 3. 5 
by Corollary 3. 11 and 
Example 2. 23 
by subtraction 
\ 






converges and has the value 1 ~ r if Jr I < 1. 
Suppose a = 3, r = 1 /2, then 
<Xl 
3(1/2)k-l 3 3 I: = 1 1/2 = 1/2 -k:i:l -
If a.= 1 and r = 1 /2, then 
1 + 1/2 + 1/4 + ... + (1/2)k-l + i = -1---'--1 /..-=-2 




::: 1/2 = 2 · 
1 k-1 1-1/2+1/4+ ... +(-l/2) · + ... ::: 1 - (-1/2) = 3/2 = 2/3. 
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Observe that not only is convergence known for particular values of .r, 
but the value of the series is also known. The geometric series is a 
very important series to know and use in more complicated situations 
as will be revealed in the following chapters. Since < rn> is unbounded 
when Ir I > 1, the sequence < arn> is unbounded and hence the sequence 
< 1n > is unbounded. By the contrapositive of Theorem 3. 1, the 
sequence < sn > is divergent, and the geometric series diverges if 
Ir I > 1. . If r = 1, s = na and < s > is unbounded, hence series n · · n 
diverges. If r = -1, sn is bounded but I sn - sn-l 1 = a, Vn .. Hence 
Cauchy's condition is not satisfied and the series diverges. 
Example 4. 3: Every rational number has a decimal represen-
tation which is terminating or repeating; and conversely. A decimal 
representation is a series of the form 
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-1 -2 . -3 
= a 1 ( 1 0 ) + a 2 ( 10 ) + a 3 ( 10 ) + ... 
CXl . -lk 
= ~ ak( 10 ) 
k=l 
If a rational number has a repeating decimal representation it can be 
written as a geometric series, i.e . 
. 333 ... = 3(10- 1) + 3(10-2 ) + ... 
CXl 
= ~ .2.. (10- 1t- 1 
k= 1 10 . 
where a= 3/10 and r = 10-l = 1/10, and 
-2 
where a= 18/100 and r = 10 = 1 /100, and 
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. . . 1·· -3 I where a = 123 1000 and r = 10 = 1. 1000 .. 
Consider the following problem, Find the rational numbers 
whose decimal representations are (1) . 333 ... , (2) . 181818.,., and 
(3). 123123123.; .. In Example 4. 2, the value of a geometric series 
is given by 1 ~ r if / r / < 1. Hence, 
. 333 ... 
and 
.181818 ... = 
and 
. 123123123 ... 
3 I 1 o 




1 -1/1000 = 1000 
1000 41 
999 = 333 · 
The reader should be able to generalize this procedure for any repeat-
ing decimal and shouid attempt to do this. 
\ 
1 Example 4. 4: Consider an algebraic expression such as --2 - x' 
Many algebraic expressions such as this one are in the form of the 
value of a geometric series. By algebraic manipulations, a geometric 
series can be found such that -2 1 . , or a similar expression, is the 
-x 








co ~ (l/2)(x/2)k-l 
k=l 
where a = 1/2 and r = x/2. · Since the series converges if / r / < 1, this 
implies that the series converges if /x/2 / < 1 or /x/ < 2. 
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1 Observe that the expression z·;,x defines a function with 
domain of all the real numbers except 2, but the geometric series has 
a value only on the set {x I Ix I < 2}. Functions defined by series will 
be discussed more thoroughly in Chapter VII. 
Example 4. 5: Consider the following finite- sum. 
n 
!: (b - bk+l) 
k=l k 
= bl - bn+l 
This sum is said to be a telescoping sum. To extend this. idea to 
infinite series, considera.t'ion is given to those series E a for which 
. n 
each term a may be expressed as a difference of the form 
n . 
an= bn - bn+l · The following argument shows that E an converges iff 
the sequence < bn> converges, in which case E an = b 1 - lim bn. If 
sequence< b > converges, then limb . = limb ·+·i· exists, The partial 
. n n n 
sum s 11 = b 1 - bn+l and hence lim sri = lim b 1 - lim bn+l = b 1 - lirri bn. 
Hence Ea converg· es and Ea = b 1 - limb. If Ea converges, then 
·n · n n n 
lim sn exists and bnfl = b 1 - sn. Thus lim bn+l = lim bn exists. Hence 
the sequence < b > converges and E a = b 1 - limb , Let n n n 
1 




n n n+ 1 · 
In this example,. b 1 = 1, b = 1 /n and lim 1 /n = 0. n 
co 
E (\l)=l-0= 1. 
n=l n n 
Therefore 
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Example 4. 6: The fallowing series is a telescoping series. 
Prove that the series converges and has the sum indicated. 






n log n+l = logn -log(n+l) 
Since log n -+co, the series 
diverges. 
Example 4. 8: 
CX) 
l ~ kT 
k=O 
CX) 
n ~ log n + l 
n=l 
l 1 
= l+l+zT+.3T+ .... + 1 + ... 
Let sn represent the partial sums, then s 0 = 1, s 1 = 2, s 2 = 2-~; and 
forn:::_3, 
s ~ 
n l+l+-}+ /3 + ... +2·3·! ... n 
< 1 + l + .!_ + _1_ + + 1 2 2·2 · · · =2--~2-.~2-.-.-.-2~ 
= 
1 1 1 
1 + 1 + 2 + 22 + ... + 2n- l 
= l+ 1 - (l/2)n 
l - 1 /2 
= 
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= 3 - 1 
2n-l 
< 3 
The partial sums can be written as follows: 
s 0 : 1, s 1: 2, s 2 : 2 + 1/2!, ... , Sn= 2+1/2!+1/3!+, .. +1/n!, 
Since sn+l = sn + 1/(n+l)! and 1/(n+l)! > 0 for all n, sn+l > sn 
for all n; i.e. s 0 < s 1 < s 2 < ... < sn < ... and it was shown above 





is convergent with value s ~ 3. The value of this series can be shown 
to be the number e which is stric;:tly less than 3. 
The main problems in the study of infinite series are to repre-
sent functions by series as in Example 4. 4; to determine whether or 
not a given series converges as in Examples 4. 1, 4. 2, 4. 5, 4. 6, 4. 7, 
and 4. 8; if the series converges, to determine the value of the series 
as in Examples 4. 2, 4. 5, and 4. 6. Observe that in Example 4. 8, the 
series is convergent and the value s ~ 3, but the value of the series is 
not obtained by the method used to check its convergence. 
The next two theorems are quite useful and are left for the 
reader to prove. Observe that the word diverges appears in paren-
theses after the word converges. This means that both theorems are 
true for divergence as well as for convergence. Hence each theorem 
being of an 11 iff11 variety is re ally two theorems on convergence and two 
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theorems on divergence. The reader might list these to make clear 
the understanding of each theorem before attempting a proof. 
Theorem 4. 3: Let m be a positive integer. The series 
converges (diverges) iff 
converges (diverges), 
Theorem 4. 4: Let c be a nonzero real number. The series 
converges (diverges) iff 
converges (diverges). 
The following example illustrates the last two theorems and 
I 
shows the relationship between the values of the series involved in the 
case of convergence. 
Example 4. 9: In Example 4. 5, the series 
co 
E 1 
n= 1 n(n + 1) 
is shown to be convergent with value 1. Consider 
co 
E 1 = 
n=S n(n+l) 
1 1 1 1 
5·6+6·7 +7.g + ... + n(n+l)+ ... · 
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sn = (t - t) + (} -. t) + (+ -}) + ·' · + (! -n!1) 
1 1 
= 5 n+l 
sn < 1 / 5 for all n, and sn < sn+ 1 for all n. Thus the series is conver-
gent by Theorem 3. 6. Since 
the value of the series is the number 1 I 5, Observe that the value of 





k=l n(n+ 1) 
minus the sum of the first four terms. 
Now consider 
0) ~ 5 
n=l n(n+l) 
= _5_ + _5_ + _5_ + 5 
l · 2 2 · 3 3 · 4 + · · · n(n + 1) + · ' · 
s = 5 [ ( 1 -!) + (l -l) + ( l -l) + ... +(!;-n!1)] n 2 3 3 4 
= 5 (1 __ l ) n+l 
5 - 5 = n+l 
' 
s < 5 for all n, ands < s +l for all n. Thus the series is convergent 
n- n n 
by Theorem 3. 6. 
Observe that 





= 5 I: 1 
n= 1 n(n+l) 
In dealing with finite sums the commutative and associative 
properties of addition make it possible to perform the addition of two 
finite Sums by adding term by term and then summing, i.e. 
n n 
~ ak + I: bk = 
k= 1 k= 1 
or 
The right member of the above equation can be obtained by applying 
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the commutative and associative properties ·a firi.ifo _ number of times 





I: cak = c 
k=l 
n n 
~ ak + ( - 1 ) I: bk 
k= 1 k= 1 
n n 
= I: ak + I: ( - bk) 
k= 1 k= 1 
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= 
subtraction can be performed term by term for finite sums . 
. The next three theorems provide a natural extension. of these 
properties of finite sums to convergent infinite series and thereby 
justifies many algebraic manipulations with convergent series. These 
theorems are important as they not only provide the convergence of 
new series, but also set up a relation between their values and those 
of the old series. 





1. Let S., T , and U be the nth 




partial sums of E ak' 
k=O 
OJ 
E (ak+bk) respectively. 
k=O 
n n 
s = E ak' T = ~ bk, n k=O n k=O 
n 
u = E. (ak+bk) n k=O 
and 
u n 
·~ (ak+bk) n n E ak + E bk = = n k=O k=O k=O 
= s + T 
n n 
1. Notation 
2. Step 1 and Definition 4. 1 
3. Step 2 and addition of 
finite sums 
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4. S -+ s and T -+ t 
n n 
4. Convergent series and 
hypothesis 
5. U :;: (S + T ) -+ s + t 
n n n 




6. Steps 1, 5, Definition 4. 3 






.~ bk:;: t, 
k:;:Q 
~ (ak - bk) = s - t. 
k=O 
Proof: Similar to Theorem 4. 5. 
Theorem 4. 7: Convergent series may be multiplied by a con-
s tant term by term. If 
and c is an arbitrary real number, then 
co 
~ cak = cs. 
k=O 
Proof: Use Theorem 4. 4. 
Example 4. 10: Consider Example 4. 3 again. Find the rational 
number whose decimal representation is . 181818... The reader is 
probably already familiar with the following technique for solving this 
problem. 
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Let x =. 1818!8 ... , then lOOx = 18. 181818, ... Now subtract 
as follows and solve for x. 
100 x = 18. 181818 ... 
- x = . 181818 ... 
99 x = 18 
18 2 
x=99=rr 
The justification for this procedure is found by using the pre-
vious two theorems in the following argument. 
x = .181818 ... 
-2 -2 2 -2 k 
= 1 8 ( 1 0 ) + 1 8 (1 0 ) +. . . + 1 8 ( 1 0 ) +. . . 
= ~ 18(10- 2 )(10- 2 )k-l 
k=l 
= 
1 0 Ox = ~ ( 1 0 0 ) 1 8 ( I O ~ 2 ) k 
k=l 
= ~ (10- 2 )-l 18(10-2 t 
k=l 
= ~ 18(10-2 )k-l 
k=l 
= i 18(10-2 t 
k=O 
aJ 
= 18 + ~ 
k=l 
-2 Expand by powers of 10 
Write geometric series in 
summation form 
Simplify general term 
By Theorem 4. 7 
-2 -1 Substitute ( 10 ) for 10 0 
-2 Combine powers of 10 
Change index on summation 
Equivalent form of the series 
Now by Theorem 4. 6, 
lOOx - x = l8 + ; 18(10-Z)k - ; 18(10-Z)k 
k=l k=l 
co 
99x = 18 + E [18(10-Zt -18(10-Z)k] 
k=l 
co 
= 18 + E O 
k=l 
= 18 + O 
18 
x = ;l8 




It might appear to the reader at first glance that one may insert 
parentheses in infinite series exactly as in finite sums. Consider the 
next example. 




(-l)k+l = n+l 1 - 1 + 1 - 1 + ... + (-1) + ... 
If allowed to "insert parentheses" as in finite sums, then its sum could 
be written ( 1 p 1) + ( 1 -1) + ( 1-1) + .. , and hence certainly would equal O. 
It could, however, also be written 1 - ( 1 -1) - ( 1 -1) - , .. , and hence 
certainly would equal 1. Consider the partial sums, s 1 = 1, s 2 = 0, 
s 3 := 1, s 4 ./= 0, . . . . The sequence of partial sums is divergent. There-
fore the series is divergent by Definition 4. 3. 
The next question that might be asked is as follows. Can 
parentheses ever be inserted in infinite series without altering the 
value of the series? This is the same thing as asking when is the 
associative property applicable to infinite series. The next theorem 
states the necessary conditions for anc associative property to apply 
to infinite series. 
Theorem 4. 8: An, associative property holds unrestrictedly 
for convergent infinite series; that is to say, a 0+ a 1+ a 2+ ... = s 
implies 
+ a ) + ( a + 1 + a +2 + 
vl .vl vl 
+a )+ .•. =s 
V2 
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if vi, v 2 , v 3 , ... denotes any increasing sequence of distinct nonnegative 
integers and the sum of the terms enclosed in each bracket is consid;,. 
ered as one term of a new series A 0+ A 1 + A 2 + ... + Ak + . . . where, 
therefore, fork= 0, I, 2, .. ;, 
Ak = a + a 2 + . . . + a vk+l vk+ v 
Proof: 
1. Let S be the nth partial sum of 
n 
~ Ak and sn be the nth partial 
sum of~ ak 
2. s 0= A 0 = a. 0 + a 1 + 
S1=Ao+A1=sv2 
S 2 = AO + A 1 + A2 = 
and, in general, 
k+l 
(vo = -1). 
1. Notation 
2. Relationship between the 
partial sums of the two 
series 
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3, 3. Definition 2. 11 
is a subsequence 
4. s = s -s 4. Theorem 3. 2 
n vn+l 
5. E Ak conve'rges to s 5. Step 4 
It is useful to consideralong with the series E a an associated 
n 
Convergent series can be divided into two categories depending upon 
whether or not the series EI a I converges. These two categories are 
n 
described in the next definition. 
Definition 4. 5: (Absolute and Conditional convergence) The 
series Eal{ is said to'be absolutely convergent if E lak/ converges, 
where:E /akl = /a 1 1 + /a 2 1 + fa 3 1 + ... +Ian/+ .... If:Eakcon-
ve rges but E / akl diverges, then E ak is said to be conditionally conver -
gent. 
There exists many tests for determining whether a series is 
absolutely convergent~ All the tests in the next chapter on positive 
term series are available for use on absolutely convergent series. 
I a I + ... , 
n 
positive term series. · Operations on absolutely convergent series, on 
the whole, are precfi,~iy the s,ame as bn finite sums' whereas this is in 
. general no longe:r th.e case foi" c'oriditio~ally convergent series. Tests 
for coriditionally convergent series are discussed in Chapter VI. 
In general, convergence of E ak does not imply convergence of 
E I ak/, but the convergence of E / akj does not imply the convergence of 
E ak as the next theorem will prove. 
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Theorem 4. 9: If :E. lakl converges, then :E ak converges and 
Proof: 
1. Let S , T I and U be the nth 
n n n 
partial sums of the infinite series 
respectively and S + T = U 
n n n 
or S = U T 
n n n 
3. Let T represent the value of 
every n 
5. lim U = U < 2T n 
6. lim S = lim (U - T ) n n n 
= lim U lim T n n 
= u - T 
7, Therefore :E ak is convergent 
with value S = U - T < T 
8. The series ~ ( -ak) has value -S 
1. Notation and addition of 
finite sums 
3. :E jakl convergesbyhypo-
thes is I Step 2 and T is 
n 
non-dee reas ing 
4. ak + I akl > 0 if ak :::_ 0 
ak + I akl = 0 if ak < O 
and Step 3 
5. Step 4 and Theorem 3. 6 
6. Step 1, U - U, T - T 
n n 
and Theorem 3. 10 
7. Steps 5 and 6 
8. :E ak converges to S in 
Step 7 and Theorem 4. 7. 
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10. A similar argument yields -S < T 10. Steps 1 - 7 
11. S and -S are less than or 
equal to T, and substitu-
tion 
Suppose a given series ~ak has infinitely many positive terms 
and infinitely many negative terms. Two new series can be formed by 
considering the positive terms alone, and also the negative terms 
alone. These two series are related to the given series in a manner 
which is described in the next theorem. Before proving this theorem, 









(k = 1, 2, 3, ... ) the terms of pk will either be ak or 0, and the terms 
of qk will either be O or -ak. Observe that 2pk = lakl + ak and 
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2qk = I akl - ak and solving these equations simultaneously, ak = pk- qk 
and I akl = I\+ qk. Hence 2: pk is a new series where each term is 
related to the terms in 2: ak as follows: pk= ak if ak ::::_ 0 and pk= 0 if 
ak < 0, and 2: qk is a new series where each term is related to the 
terms in~ ak as follows: qk = 0 if ak ::::_ 0 and qk = -ak if ak < 0. 
Observe that the terms of both series are nonnegative, and that there 





n+l 2: ak = 1 - I I 2 + 1 I 3 - 1 I 4 + . . . + ( -1) 1 /n + . . . , 
1 1 + (-l)n+l (1\ 
2: Pk = 1 + o + 3 + o + . . . + z n.J+ ... 
1 1 l+(-l)n 
2: qk = 0 + 2 + 0 + 4 + ... + 2 (' _nl )' + .. r 
Theorem 4. 10: Let 2: ak be a given series and define 
p = k and (k = 1, 2, 3, ... ) 
(i) If 2: ak is conditionally convergent, both 2: pk and 2: qk 
diverge. 
(ii) If 2: I akl converges, both 2: pk and 2: qk converge and 
Proof: (i) 
1. Assume ~ ak converges and 
± J akJ diverges 
2. Pk= ak + qk or 
qk = Pk - ak 
3. If ~ qk converges, then~ pk 
converges 
4. If ~ pk converges, then~ qk 
converges 
5. Hence if either ~ pk or ~ qk 
converges I both must converge 
and then ~ I akJ converges since 
I akl =Pk+ qk 
6. The assumption in Step 5 contra-
dicts the hypothesis 
7. Therefore both~ pk and ~ qk 
diverge 
Proof: (ii) 
1. Assume ~ ak converges and ~ I akJ 
converges 
2. ~ (pk - qk) converges and 
~ (pk+ qk) converges 
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1, Hypothesis and Definition 
4. 5 
2. Calculations 
3. Steps 1, 2 and Theorem 4.5 · 
4. Steps 1, 2 and Theorem4.6 
5. Steps 3, 4 and Theorem 4. 5 
6. ~ J akJ diverges 
7, Steps 1 - 6 
1. Hypothesis, Definition 4. 5, 
and Theorem 4. 9 
2. Step 1, ak=pk-qkand 
J akl = pk+ qk' substitution 
3 ' ~ [ ( pk - q k) + (pk+ q k)] = ~ 2 pk 
converges and l /2 ~ 2pk = ~ Pk 
converges 
4 · ~ [(pk+ qk) - (pk- qk)] = ~' 2qk 
converges and 1 /2 ~ 2qk = ~ qk 
converges 
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3. Step 2, Theorem 4. 5, 
Theorem 4. 7 
4. Step 2, Theorem 4. 6, 
Theorem 4. 7 
5. Therefore both ~ pk and ~ qk 
converge and ~ ak = ~ pk - ~ qk 
5. Steps 3,4, and ak= pk- qk 
and Theorem 4. 6 
The commutative property a + b = b + a does not in general 
hold for infinite series, If v 0 , v 1, v 2 , ... is any rearrangement of the 
sequence 0, 1, 2, ... , then the series 














by rearrangement of the latter. The value of actual sums of a finite 
number of terms remains unaltered however the terms may be , 
arranged. For infinite series this is no longer the case. Hence the 
order of terms must be taken into account. The following theorem 
states conditions under which it is possible to rearrange a series with-
out altering the value of the series. 
Theorem 4. 11: Let the series ~ ~ be absolutely convergent, 
with value s, Let~ vk be any series obtained by a rearrangement of 
93 
the terms of ~ uk (i.e. every vi is some uj and every um is some vn). 
Then ~vk is:conve:r;gent,.with.,value s. 
Proof: 
1. First, let all u' s (and hence all 
v' s) be nonnegative and s = ~ uk 
2. The partial sums of ~ vk cannot 
exceed s. Thus the series ~ vk 
must be convergent and its value 
s' must satisfy the inequality s ':::_s 
3. Reverse the roles of~~ and 
"' d <s' kl vk an s 
4. s = s 
5. In the general case of an abso.,. 
lutely convergent series, 
~ pk and ~ qk converge 
6. In the rearranged series ~ vk, 
the separation into positive and 
negative terms yields ~ vk = 
~ p~ - ~ q~ where ~ p~ is a re -
I . 
arrangement of ~ pk and ~ qk 1s 
a rearrangement of ~ qk 
1, Assumption and hypothesis 
2. Each v. is some u. and 
1 J 
partial sums are non-
decreasing, Theorem 3. 6 
3. Steps 1 - 2 and hypothesis 
4. Steps 2 and 3 
5. Theorem 4. 10 
6. Theorem 4. 10 and re-
arrangement 
7. I ~ p = k 
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7. Steps 1 - 4, series with 
non-negative terms 
8. Hence~ vk is convergent with 
same value as ~ uk which is s 
8. Steps 5, 6, 7, and hypo-
thesis 
If the terms of a series are all positive, then the series if it 
converges must converge absolutely. Any rearrangement of such a 
series will therefore converge to the same value as the original series. 
In this case also the converse of Theorem 4. 8 is true. 
Theorem 4. 12: If the terms of a convergent infinite series 
are sums of positive real numbers; i.e. 
Ak = avk+l + avk+2 + ... + a ' 
vk+l 
fork= 0, 1, 2, ... and v 0 = -1, then the parentheses may be removed 
from 
and the new series 
converges to the same value. 
Proof: 
1. Let S and s be the nth partial 
n n 
1. Notation 
sums of ~ Ak and ~ ak' respectively 
2. SO= AO= sv1' Sl = AO+Al = 
and, in general S = s 
n vn+l 
= s implies S 
n 
4. s < s +l .:::_ s, Vn n - n 
6. s ..... s 
n 
= s \ ..... s 
vn+l 
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2. Relationship between the 
partial sums of the two 
series 
3. Hypothesis, Definition 4. 3, 
Step 2 
4. Hypothesis, ak :::_ 0, Vk 
5. Step 3, Definition 3. 2 
6. Steps 3, 4, and 5 
7. Step 6, Definition 4, 3 
CHAPTER V 
CONVERGENCE TESTS FOR POSITIVE TERM SERI ES 
In theory, the convergence or divergence of a particular 
series I: ak is decided by examining the sequence of partial sums 
<s > to see whether or not it converges. In Example 4. 2, it was 
n 
easy to write the nth partial sum and hence to find the limit. It was 
observed that the geometric series converges and has the value -1 a 
- r 
if /r/ < 1. In Example 4.1, the harmonic series is shown to be 
divergent because the sequence of partial sums is unbounded since it 






is shown to be convergent since S < 3 for all n, and S is monotone 
. n- n 
increasing. In the majority of cases there is no nice formula for 
simplifying the nth partial sum, and the convergence or divergence 
may be rather difficult to establish in a straight-forward manner. 
Early investigators in the subject, notably Cauchy and his contempor-
aries, realized this difficulty, and they developed a number of 11 conver-
gence tests" that bypassed the need for an explicit knowledge of the 
partial sums. 
Convergence tests may be broadly classified into three cate-
gories: (i) sufficient conditions, (ii) necessary conditions, and (iii) 
necessary and sufficient conditions. Let C represent some condition 
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in question. A test of the form 1 11If C is satisfied, then ~ x con.,-n 
verges, 11 is a test which states sufficient conditions for convergence. 
This means that the condition C is enough information for the conver -
gence of ~ x . A test of the form, 11 If ~ x converges, then C is 
n n 
satisfied," is a test which states necessary conditions for convergence. 
This means that the convergence of ~ xn implies that the condition C is 
true also. A test of the form, 11 ~ xn converges iff C is satisfied, 11 is 
a test which states necessary and sufficient conditions, 11 1£ C is satis -
fied, then ~ x converges, 11 is the sufficient part of the test, and 11 1£ 
n 
~ x converges, then C is satisfied, 11 is the necessary part of the test. 
n 
Observe that 11 iff11 theorems always state 11 necessary and sufficient 11 
conditions. 
Beginners often use such tests incorrectly by failing to realize 
the difference between a necessary condition and a sufficient condition. 
Theorems 4. I and 4. 2 are simple examples of the types above, 
Theorem 4. 1 states a necessary condition for convergence, while 
Theorem 4. 2 states a sufficient condition for divergence. 
In establishing criteria for convergence, the first type of series 
to be considered is the series of positive terms, that is, series of the 
form ~ ak' where each ak ::::._ 0. Since the sequence of partial sums of 
such a series is non-decreasing, it is possible to state a simple 
necessary and sufficient condition for convergence. This is done in 
the following theorem. 
Theorem 5. 1: Let~ ak be a positive term series. Series ~ak 




Proof: (a) Prove the 11 sufficient" part of the theorem. Assume 
the sequence of partial sums < u > is bounded above, and prove that 
n 
~ ak converges. 
1. < u > is bounded above 1. Hypothesis 
n 
2. < u > is monotone non-decreasing 2. ak ~ 0 for all k 
n 
3. < u > is bounded 3. Theorem 2. 2 
n 
4. < u > converges 4. Steps 2, 3 and Theo rem 3. 5 
n 
5. ~ ak converges 5. Definition 4. 3 
(b) Prove the 11 necessary11 part of the theorem. Assume~ ak 








~ ak converges 
< u > converges 
n 
< u > is bounded 
n 
< u > is bounded above and 
n 
bounded below 
< u > is bounded above 
n 
1. Hypothesis 
2. Step 1, and Definition 4. 3 
3. Theorem 3. I 
4. Theorem 2. l 
5. Step 4 
Observe that Theorem 5. 1 requires knowledge of the partial 
sums. The next theorem will establish a test based on comparing a 
series with one known to converge or diverge. 
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Theorem 5. 2: (1st Comparison Test) Let~ ck be.a known 
convergent series of positive terms and ~ dk a known divergent series 
of positive terms. If~ ak is a positive term series such that for all 
k greater than some k 0 , ak ~ ck. then~ ak converges. If for all k 
greater than some k 0 , . ak :::_ dk, then ~ ak diverges. 
Proo,£: (a) Assume ~ ck is a convergent series of positive 
terms and ~ ak is a positive term series such that for all k greater 
than some k 0 , ak < ck, then prove that~ ak converges. 
1. Let A., C denote the nth partial 
n n 
co (X) 
sums of ~ ak and ~ ck, 
k=k0+1 k=k0+1 
respectively 
2. A < C 
n - n 
CCI 
3. ~ Gk converges 
k=l 
(X) 
4. ~ ck converges 
k=k0 +1 
5. < C > is bounded above 
n 
6. < A > is bounded above 
n' 
CX> 
7. ~ ak converges 
k=k0+1 
<X) 




4. Theorem 4, 3 
5, Theorem 5. 1 
6. Steps 2 and 5 
7. Theorem 5. 1 
8. Theorem 4. 3 
(b) Assume ~ dk is a divergent series of positive terms and 
~ ak is a positive term series such that for all k greater than some k 0 , 
ak > dk' then prove that E ak diverges. 
1. Let A ID denote the nth partial 
n n 
co co 
sums of E ak and E dk 
k=k0 +1 k=k0+1 
respectively 
2. A > D 
n - n 
co 
3. E dk diverges 
k=l 
co 
4. E dk diverges 
k=k0+1 
5. < D > is not bounded above 
n 
6. < A > is not bounded above 
n 
a:, 
7, E ak diverges 
k=k0+1 
a:, 





4, Theorem 4. 3 
5. Contrapositive of Theorem 
5. 1 
6. Steps 2 and 5 · 
7. Contrapositive of Theorem 
5. 1 
8. Theorem 4. 3 
Definition 5. 1: (Dominating Series) If O :s_ bk < ak for every 
integer k, then the series E ak is said to dominate the series E bk. 
According to Theorem 5. 2 and Definition 5, 1, every infinite 
series dominated by a convergent series is also convergent, and every 
infinite series which dominates a divergent series is also divergent. 
Example 5. 1: (Hyper harmonic or p series) 
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a) 
1 1 l 1 ~ k~ = 1 + - + . + ... + + k=l zP 3P np 
The series is the divergent harmonic series~ 1/k if p = 1. If p < 1, 
then kp < k, 1J k and 1 /kP > 1 /k, 1;f k, Hence the series ~ 1 /kP 
diverges by Theorem 5, 2, if p < 1. Therefore the p series diverges 
if p ~ 1. If p > 1, the previous theorem does not help so it is necessary 
to return to a direct examination of the partial sums. The following 
argument will show that the partial sums are bounded above, and hence 
the series converges by Theorem 5. 1. 
Let m be an integer such that 2m > n. 
nth partial sum of 
then 
S =l+ l + 
n zP 








+ + ''' + 
Then if S denotes the 
n 
1 
since 2m > n. The numbers 2m and n are both positive integers and 
since 2m > n, then zm_ 1 > n or n < 2m - 1. Hences <S. , i.e. 
n - 2m-l 
1 
zP 
+ + ... + 
1 
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Insert parentheses by powers of 2; i.e. group the lst term all alone, 
then the next two terms, then the next four terms, and so on until the 
m-1 last group will have 2 terms in it. 
Consider each group of terms in a parenthesis in the expression for 
S m 1. The first term in each parenthesis is the largest. Substitute 2 -
this term for each of the smaller terms grouped with it, and the follow-
ing inequality will be the result. 
l 1 l 
= 1 +--1·,t--l + ... + 1 l 
zP- 4P- (2m- )p-
= l + _l_ + l + + l 
2p-l 4p-1 . . . (Zp-l)m-1 
l + 1 + = 
zP-1 
= 
1 + _l_ 
zP-1 + 
Since p > 1, 
1 1 
-1 2 + ... + (Zp-l)m-1 (zP ) 
(zPl-1) 2 + ... + (-l ) m-1 
zP-1 
0< _Ll <l. 
zP-





and a = 1 is 
1 
is the mth partial sum of the geometric series above and since the 
partial sums are increasing, 
1 + _l_. -1 + (--l-1) 2 + ... + (-l-1) m-1 < 1 1 Vm. 
zP- zP- zP- 1 
- zP-1 
Hence, 
1 V n . < 
l 1 
- 2p-l 
Thus the partial sums are bounded above and by 'Tiheorem 5, 1 the 
series is convergent. So the p series is convergent for p > 1. The 
method used here is similar to the technique used in Example 4. 1. In 
Example 4. 1, by proper substitutions of unequal terms, it was easy to 
show that the partial sums were unbounded. In this example, the 
proper substitutions of unequal terms lead to an upper bound of the 
partial sums. The fact that the series is convergent is all the informa-
tion gained from this analysis. Compare this example with Example 
4. 8, 
Example 5, 2: 
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Cl) 
l 1 1 1 1 ~ 
k 2 +1 
= 2 + 5 + + ... + 
n 2 +1 
+ ... 
k=l 10 




k 2+1 k2 ' 












converges. The given series is dominated by 
Cl) 
1 ~ 2' \k=l k 
therefore, 
co 1 ~ 
k 2 +1 k=l 
converges by Theorem 5. 2. 
Example 5. 3: 
co 1 1 1 1 1 ~ ln k = ln 2 + ln 3 + ln 4 + ... + ln n + ... k=2 
Since k > ln k for all k ~ 2, then 
for all k > 2. Since 
diverges, 













The direct comparison tests of Theorem 5. 2 are simple 'Ln 
concept, but it is often tedious work to demonstrate the necessary 
inequality between the general terms of the series being compared. A 
slightly more sophisticated comparison test is developed in Theorem 
5. 3 and is fairly easy to use. 
Theorem 5. 3: (2nd Comparison Test) If ak > 0 and bk> 0 and 
lim ak/bk = L > 0, then~ ak and~ bk are either both convergent or 
both diver gent. 
Proof: 
1. Hypothesis 
2. v e > o, :B: k 0 3 J :: , - L J < e , 2. Definition 3. 2 
v k > k 0 
3. Let e = L/2 > 0 and 3: k 1 ) 3. Step 2 is true for all e > 0, 
lak I L bk - L < 2 ' V k > k 1 hence is true if e = L/2 > 0 
or 
( L I 2 ) bk < ak < ( 3 LI 2) bk' if k > k 1 
4. Step 3 written as an 
inequality 
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5. Hence the following four inequalities 5. Write the second inequality 
are true if k > k 1 in Step 4 in simple sen-
(i) ak > (L/2) bk tences 
(ii) ak < (3L/2) bk 
(iii) bk < (2/L) ak 
(iv) bk > (2 /3L) ak 
6. If z; ak converges, then 
z; (L/2) bk converges 
7. 2/L z; (L/2)bk = z; bk converges 
8. If z; bk converges, then 
z; 2ak/3L converges 
converges. 
10. If one sel.'ies converges, then the 
other one does also 
11. If z; ak diverges, then z; 3Lbk/2 
diverges 
6. Step 5(i) and Theorem 5. 2 
7. Step 6 and Theorem 4. 4 
8. Step 5(iv) and Theorem 5. 2 
9. Step 8 and Theorem 4. 4 
10. Steps 6 - 9 
11. Step 5(ii) and Theorem 5, 2 
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12. 2/3L ~ (3L/2) bk= ~ bk 12. Step 11 and Theorem 4. 4 
diverges 
13. If~ bk diverges, then~ (2/L)ak 13. Step 5(iii) and Theorem 
diverges 5. 2 
14. L/2 ~ (2/L) ak = ~ ak diverges 14. Step 13 and Theorem 4. 4 
15. If one series diverges, then the· 15, Steps 11 - 14 
other one does also 
Example 5. 4: Determine whether the following infinite series 
is convergent or divergent.' 
. 2 
1 + 1/16 + 1/49 + ... + l/(3n-2) + ... 
It is natural to compare this series with the convergent series ~ 1 /k2 . 
lim l/(3k-2/ = 
l /k2 
lim 
Hence by Theorem 5.3 1 the series is convergent since ~ 1 /k2 is conver-
gent. 
Example 5. 5: Determine whether the following infinite series 
is convergent or divergent. 
1 + 1 /3 + 1 I 5 + ... + 1 I (2n - 1) + ... 
It is natural to compare this series with the divergent series ~ 1 /k, 




= lim 2-1 /k 
1 
= 2 
Hence by Theorem 5. 3, the series is divergent since ~ 1 /k is divergent. 
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The ne:xt test is a special case of the 2nd Comparison Test, 
and the proof is left for the reader, 
Theorem 5. 4: (3rd Comparision Test) If c 1, c 2 , c 3 , ... ,en, ... 
is a sequence of positive numbers such that lim en = c(c > 0), then the 
two positive series ~ ak' ~ ckak either both converge or both diverge. 
The following examples use positive term sequences with limits 
that are positive. 
· Example 5. 6: Use the 3rd Comparision Test to test the series 
k+ 2 
k(3k - 1) = 
Since 
CD. k +' 2 
~ 
k= l k(3k - 1) 
1 k+2 
'l< • 3k-1"" = 1 + 2/k 3 - 1 /k 
lim 1+2/k = 1 
3 - 1/k 3 
and ~ 1 /k diverges, the series 
; k+2 
k= l k(3k - 1) 
diverges by Theorem 5. 4. 
. 1 
k 
Example 5. 7; Use the 3rd Comparison Test to test the series 
k+4 
k 3 ~2k+l 
= 
1 +4/k 













lim 1 +4/k = 1 
2 
and ~ 1 /k converges because it is a p series with p = 2, the series 





Observe that the next two tests, the ratio and the root test, in 
reality are special cases of the Comparison Tests. In both tests con-
vergence is deduced from the fact that the series in question can be 
dominated by a suitable geometric series ~ ark. The usefulness of 
these tests in practice is that a choice of a particular comparison 
series is not explicitly required. 
and 
Theorem 5. 5: (Ratio Test) If ak > 0, 
ak+l 
L = lim sup 
ak 
ak+l 
P. = lim inf 
'If k, let 
Then ~ ak converges if L < 1, and diverges if P. > 1; if P. ~ 1 ~ L, no 
conclusion can be reached about the behavior of ~ ak. 
Proof: (a) Assume L < 1 and prove that ~ ak converges, 
1. L = lim sup ak+l /ak < 1 1. Hypothesis 
2. Choose B ) L < B < 1 2. Real numbers are dense 
3. Let ,E = (B - L) > 0, then 
ak+l /ak < L + E = L + (B - L) = B 
for all but a finite number of terms 
4. For E = (B -L) > 0 :B: N) a~+/ak<B 
for all k > N 
5: In particular, 
2 
aN+2 < BaN+l < B aN 
3 
aN+3- < BaN+2 < B aN 
and in general, 
where p is a positive integer 
6. Let k = N + p, then p = k - N and . 
k>N 
k 7. ~ B converges 
8. N is a fixed positive integer, B > 0, 
-N B > 0, aN > 0. 
·t· t t ""' (aNB-N)Bk a pos1 1ve cons an , so ...., 
converges 
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3. Theorem 3. 15 
4. Step 3 and meaning of all 
but a finite number of terms 
5. Step 4 
6. Steps 4 and 5 
7. Step 2, geometric series 
with r less than 1 
8. Step 2 and 7, Hypothesis, 
and Theorem 4. 4 
111 
9. ~ ak converges 9. Steps 6, 8 and Theorem5.2 
( b) Assume J. > 1 and prove that ~ ak diverges. 
Proof: Left for the reader, 
( c) If J. < 1 ~ L, no conclusion can be reached about the be -
havior of ~ ak. 
1. ~ 1 /k diverges and 1. Calculation of limit 
lim 1 I (k+ 1) l' k 1 1/k = im k+l = 
2. ~ 2 1 /k converges and 2, Calculation of limit 






3. No conclusion can be drawn.when 3. In Steps 1 and 2 examples 
li<l<L have been given suc;h that 
one converges and the 
other diverges, but in both 
cases J. = 1 = L. 
Example 5. 8: Use the ratio test to test the following series, 
~ ak where ak is given by 
If k is even, then 
1 
3m 
if k is even, i. e. k = 2m 
2 
--1 if k is odd, i. e. k = 2m + 1 3m+ 
l . 
3m 2 
-1- = 3· 
If k is odd, then 
1 1 
= = 2 .. 
Hence, 
2 
= 3 < .. l .. 
Therefore the series converges by Theorem 5. 5. 
Example 5. 9: Use the ratio test to test the following series, 
2:: ak where ak is given by 
if k is even, 
3m+l 
--2- if k is odd, 
1£ k is even, then 





i.e. k = 2m 
i.e. k = 2m + 1 
3 
= 2 
= 2 . 
ak+l 
lim inf 3 = 2 > 1. 
Therefore the series diverges by Theorem 5. 5. 
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113 
In many cases, the sequence of ratios < ak+l /ak > is conver-
gent. When this happens, the statement of the ratio test is much 
simpler. Since lim inf a = lim a = lim sup a 'when the limit e.xists 1 
· n n n 
the ratio test is· simply stated in the next theorem. 
Theorem 5. 6: If lim ak+l /ak = r, then ~ak is convergent if 
r < 1 and is divergent if r > l; if r = 1, ~ ak may be either, 








ak+ 1 = (k + 1 ) ! 
1 
and 
k! = 1 /(kt 1 )) = 
1 /k! (kt 1) ! 
k! 
= (ktl)k ! 
1 
lim kt 1 = 0 • 
1 
= k+ 1 
By Theorem 5. 6, lim ak+l /ak = 0 which is less than 1, hence the series 
is convergent. 
Example 5. 11: Test the series 











= 2 lim (k:l )2 
= 2 , 
By Theorem 5. 6~ lim ak+l /ak = 2 which is greater than 1, hence the 
series diverges. 
Theorem 5, 7: (Root Test) Let ak > 0, Vk, and lim sup 
1/k (ak) = r. Then ~ ak converges if r < 1 and diverges if r > 1; when 
r = I, no conclusion can be reached. 
Proof: (a) Assumer< 1 and prove that~ ak converges. 
1. r = lim sup (ak//k < 1 
2. Choose B Jr < B < 1 
3. Let E = (B.c.r) > 0 and 
(a / lk < r + E = r + (B~ r) = B for k 
all but a 'finite 'number of terms 
· 1./k 4. For e =· B :,. r Jl:: N 3 (ak) · .• < B, 
Vk>N 
1, Hypothesis 
2. Real numbers are dense 
3. Theorem 3. 15 
4. Step 3 and meaning of all 
but a fini;te number of 
terms 
k 5. ak < B . , V k > N 
6. k ~ B converges 
7. ~ a converges 
k 
115 
5. Raise each term to the kth 
power in Step 4 
6. Step 2 and geometric series 
with r less than 1 
7. Steps 5, 6 and Theorem 5.2 
(b) Assume r > 1 and prove that~ ak diverges. 
1. r = lim sup (ak) 1 /k > 1 
2. Choose B J 1 < B < r 
3. Let e = (r - B) > 0 and 
1/k ( ak) > r - e = r - ( r - B) = B > 1 
for infinitely many terms 
4. ak > 1 for infinitely many terms 
5. It is impossible for ak-. 0 
6. ~ ak diverges 
(c) If r = 1, no conclusion 
1. ~ 1 /k diverges and 
lim (1/k)l/k = 1 
1. Hypothesis 
2. Real numbers are dense 
3. Theorem 3. 15 and Step 2 
4. (ak) 1 /k > 1 in Step 3 and 
raise each term to thekth 
power 
5. Step 4 and ak > 0, V k 
6. Theorem 4. 2 
1. The calculation of this 
limit is beyond the scope 
of this paper, hence is 
simply stated 
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2 2. ~ 1/k converges and 2. The calculation of this 
lim (l/k2 ) 1 /k = 1 limit is beyond the scope 
of this paper, hence is 
simply stated 
3. Therefore no conc;lusion can be 3. Steps 1 and 2 
drawn when r = 1 
Although the ratio test is easier to apply than the root test, the 
root test is more powerful than the ratio test; i. e,, the root test can 
be applied, with conclusive results, to a larger clas~/6£ series than 
the ratio test. If the ratio test yields a definite conclusion about the 
convergence or divergence of a given series, the root test will also 
yield a definite conclusion; however, there exist series for which the. 
ratio test does not yield a definite conclusion, but the root test does. 
Example 5. 12: 
1/4 + 1/2 + 1/8 + 1/4 + 1/16 + 1/8 + 1/32 +.,. 
where the terms are given by the following: 
if k is even; i.e. k = 2m 
--
1 
- if k is odd; i. e. k = 2m - 1 
2m+l 
The sequence of term ratios is 
1/2 
1/4 = 2 • 
1 /8 1 
= 1/2 4' 
1/4 
1 /8 = 2 
and in general, 
= {2 when k is 
1/4 when k is 
odd 
even 
The lim sup ak+/ak = 2 > 1 and the lim inf ak+/ak = 1/4 < 1, 
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therefore the ratio test is inconclusive. However the root test may be 
used as follows: when ak = a 2m = l/2m, the lim (l/2m)l/ 2m = 
lim (l/2)m/ 2m = lim (1/2) 1 / 2 = (1/2)1/2 , when 
the 
. ( 1 ) l/(2m-l) 
l1m 2m+l = 
1 
m+l' 2 
. ( 1 )(m+l)/(2m-l) 
lim -2 
= lim (}) 
( l+l/m)/(2-1/m) 
The lim sup of the sequence < ak 1 /k> is ( 1/2) 112 since the limit is 
(1/2)1/ 2 . Since (1/2) 1 / 2 is less than 1, the series converges by the 
root test. 
This chapter is a very elementary introduction to the study of 
convergence tests for positive term series. The tests included here 
are the best known. There are many refinements of the ratio and com-
parison tests which one would want to have available for use if the 
convergence or divergence of the .series is not strong enough to be 
determined by the tests given in this chapter. The reader is referred 
to the following books for additional tests: Infinite Sequences and Series 
by Konrad Knopp and Infinite Series by Earl D. Rainville. 
CHAPTER VI 
TESTS FOR CONDITIONAL CONVERGENCE 
In the last chapter several tests for convergence were dis -
cussed that can be used with series of nonnegative terms. Since 
is always a positive term series. Hence all the tests in Chapter V can 
be used to test absolute convergence of any series. The next discussicn 
will be about series whose terms may be positive or negative, and the 
tests presented are most interesting in case the series does not con-
verge absolutely. The simplest examples occur when the terms alter-
nate in sign. These are called alternating series as the next definition 
will characterize. 
Definition 6. 1: (Alternating Series) An infinite series of the 
form 
where each ak > 0 is called an alternating series. 
This is frequently written 
+ (-l)n-la + ... 
n 
although the even numbered terms are actually the negative numbers 
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Example 6. 1: A classical example of an alternating series is 
the alternating harmonic series 
I k-1 l-l 2+1/3-1/4+ ... +(-1) (1/k)+ ... 
which can be shown to be convergent with the value ln 2, 
It is convenient to have a simple test which state sufficient con-
ditions for the convergence of an alternating series. This theorem 
will be proved by using the Cauchy condition to show that the sequence 






be an alternating series and let s represent the nth partial sum, then 
n 
n 1 2 p 1 
= ( - 1 ) (an+ 1 + ( - 1 ) an+ 2 + ( - 1 ) an+ 3 + . . . + ( - 1 ) - an +p) 
The difference s + - s has exactly p terms with alternating signs as 
n p n 
described above. With this information consider now the following 
theorem. 
Theorem 6. I: (Alternating Series Test) If ( 1) ak+l < ak' ifk, 
and (2) lim ak = 0, then the alternating series 
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is convergent. 






and show that this sequence is convergent by the Cauchy condition. In 
applying the Cauchy condition inequalities are obtained for s + - s 
n p n 
by appropriate grouping of the terms. Condition (1) in the hypothesis 
plays an important part of these inequalities. 
Proof: 
2. / sn+p - s n I 
= I (-1 )n(an+l -an+z+, .. +{-l)p-lan+p) I 
= / (an+ I -an+2 + ... +( - I l-1 an+p) I 
4. If p is odd, then 
> 0 
1. Assumption and notation 
2. Step 1, calculations, 
properties of absolute 
value 
3. Hypothesis (1), ak+IS. ak' 
Vk 
4. Associative property, 
Step 3, Definition 6. 1, 
5. If pis odd, then 
p-1 
an+l-an+2+an+3- ... +(-l) an+p 
= an+l -(an+2-an+3)-, · · -(an:-tp-1-an+p) 
6. If p is even, then 
> 0 
7. If p is even, then 
<a 
- n+l 
8. Hence I sn+p -sn I < an+l = I an+l I 
V n and V p 
9. < an+l> is a null sequence 
10. < s + -s > is a null sequence 
n p n 
11. < s > converges and 
n 
(X) 
.._... (-l)k-lak kl converges 
k=l 
121 
5. Assoi:::iative property, 
Step 3, Definition 6. 1, 
6 .. Associative property, 
Step 3 
7. Associative property, 
Step 3, Definition 6. 1, 
ak > 0, Vk 
8. Steps 2, 4, 5, 6, 7, Definitim 
6. 1, ak > 0, Vk, Defini-
tion of absolute value 
9, Hypothesis (2). Corollary 
3.2 
10. Steps 8, 9, Theorem 2. 5 
11. Step 10 and Cauchy's con-
dition, Definition 4. 3 
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Example 6. 2: The test in Theorem 6. 1 shows the convergence 
of the alternating harmonic series which was defined in Example 6. 1. 
Since ak = l /k and ak+ 1 = l / (k+ l) and l / (k+ 1) ~ l /k, V k, then 
ak+l ~ ak' V k and part ( 1) of the hypothesis in Theorem 6. l is satis -
fied. Since lim ak = lim l /k = 0, part (2) of the hypothesis in Theorem 
6. l is satisfied. By Theorem 6. 1, the alternating harmonic series is 
convergent. Observe that this test tells nothing about the value of the 
series. 
Example 6. 3: Test the following alternating series for conver-
gence. 
2 1 4 (-It-l(k+l) 
3 - 2 + 9 - · · · + 3k + · · · 
and k+2 ::;: (3k + 1) 
Check to see if ak+l ~ ak. It is if 
k+2 k+l 
3(k+ I) < 3k. 
Since 3k2 + 6k < 3k2+6kf 3, Vk, then (k+2)3k ~ 3(k+ I )(k+ l ), V k, and 
hence 
k+2 
3 (k + 1) 
k+1 
< --rr- ' v k. 
Therefore, ak+ 1 ~ ak' V k and part (I) of Theorem 6. 1 1s satisfied. 
Check to see if lim ak = 0, The 
k+l 
lim ak = lim 3 k 
= lim l + l /k = I 
3 3 
Therefore lim ak =/: 0. Hence the above series is divergent by Theorem 
4. 2. 
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In Example 6.3, part (1) of the hypothesis in Theorem 6.1 is 
satisfied. However, part (2) is not satisfied. In practice, it will save 
time to check part (2) of the hypothesis first since Theorem 4. 2 states 
that lim ak f. 0 is a sufficient condition for divergence. 
Even though a test is available for checking an alternating 
series, it is possible to have an alternating series which converges 
but the test in Theo;rem 6. 1 cannot be applied since the hypothesis is 
not satisfied. Theorem 6. 1 states sufficient conditions for conver-
gence. To s.how that these conditions are not necessary, consider the 
next example. 









if k is odd 
if k is even 
Since ak .'.'.:. l/2k, 'If k, then lim ak = 0. Now check to see if ak+l < ak, 
'If k. Consider the first four values of ak, i.,e. a 1 = 1/3, ak = 1/4, 
a 3 = 1/27, and a 4 = 1/16. Since 27 > 16, then 1/16 > 1/27, or a 4 > a 3 . 
Therefore ak+l 1_ ak; 'If k. Since the hypothesis of Theorem 6. l is not 
satisfied, no information is gained about the convergence or divergence 
of this series. This can be shown to converge absolutely by using the 
comparison test as the following argument shows. 
. k k . k k Smce2 <3, 'lfk~l, then(l/3) <(1/2), 'lfk> 1. There-
fore ak < (l/2)k, 'If k > 1. The series ~(l/2)k is convergent since it 
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is a geometric series such that Ir I < 1. The series ~ ak is conver-
gent since it is dominated by the series~ (l/2)k. . I k-1 I Smee (-1) ak = ak' 
I k-1 I = ~ ak and ~ ak converges, then ~ ( -1) ak converges. 
This implies k-1 that ~ ( -1) ak is absolutely convergent by Definition 4. 5 
and hence convergent by Theorem 4. 9. 
It is important to have tests for determining convergence for 
more general series that are conditionally convergent. The next tests 
are particularly useful for this purpose. They depend on the partial 
summation formula of Abel which is developed in the next theorem. 
Theorem 6. 2: (Partial summation formula of Abel) Let < a > 
n 
and < b > be two. sequences of real numbers, and 
n 
The following identity is true: 
n n 
k:l akbk = Anbn+l - k~l Ak(bk+l -bk) • 
Discussion of the proof: The following proof is obtained by 
making the proper substitution for ak in terms of Ak and Ak- l in the 
product akbk. Then by use of properties for finite sums, change of 
index on summation and algebraic manipulations, the desired identity 
is obtained. 
Proof: 
1. Let A 0 = 0 I. Simplify notation 
= 
n 
= A b I - ~ Ak(bk+ 1 - bk) 
n n+ k=l 
6. Therefore 
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2. Hypothesis and calculation 
3. Step 2 and substitution, 
subtraction of finite sums 
4, Expand finite sum, A 0b 1 = 0 
since A 0 = 0 in Step 1, 
calculation, change of 
index on summation 
5. Step 4 and substitution, 
add and subtract Anbn+l' 
combine 2nd and 3rd terms, 
commutative property and 
combine two finite sums 
with the same index 
6. Steps 3, 5 and transitive 
property of equality 
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Observe that 
is the nth partial sum for the series 
Therefore 
converges if both the series 
and the sequence < Anbn+l > converge. 
Theorem 6. 3: (Dirichlet's Test) Let ~ ak be a series of real 
terms whose partial sums form a bounded sequence. Let< b > be a 
n 
decreasing sequence which converges to 0. Then~ akbk converge$. 
Discussion of the proof: In order to use the partial summation 
formula of Abel, it is necessary to con$ider the behavior of the 
sequence< Anbn+l> and the behavior of the series 
Since the partial sum sequence < A > is bounded and < b > is a null 
n n 
sequence, it is fairly easy to show that < Anbn+l> is a null sequence, 
hence convergent, The absolute convergence of 
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is. established by showing that it is dominated by the CDnvergent posi~ 
tive term series 
Proof: 
2. :B: M 3 I A I .:::_ M, V n 
n 
3. limb = 0 
n 
4. lim bn+l = 0 or < bn+l> is a 
null sequence 
5. < Anbn+l> is a null sequence 
or lim A b + 1 = 0 n n 
6. Therefore < Anbn+l> converges 
1. Notation 
2. Hypothesis, partial silms 
are bounded, Definition 2.4 1 
3. Hypothesis, b ! 0 
n 
4. Step 3 and Corollary 3. 2, 
null sequence has a limit 
of O 
5. Steps 2, 5 and Theorem 
2. 6, null sequence has a 
limit of O 
6. Step 5 and Definition, 3. 1 
7. Hypothesis, b ! 0 
n 
8, Definition of absolute 
value, Step 7 
9. Steps 2 and 8, theorem 
about absolute values 
00 




13. ~ M(bk- bk+l) converges 
k=l 
absolutely convergent, hence 
convergent 
15. Therefore~ akbk c;:onverges 
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10. Calculation of tel es coping 
sum 
11. Theorem3.10, Corollary 
3. 5 and Step 4, calculation 
12. Steps 10 and 11, limit of 
partial sums exist and is 
equal to b 1 
13. Step 12 and Theorem 4. 4 
14. Steps 9, 13 and Theorem 
5. 2, Definition 4. 5, 
Theorem 4. 9 
15, Steps 6, 14 and Theorem 
6.2 
Example 6. 5: Test the following series for convergence. 
00 
~ ck= 1 + 1/2 - 2/3 + 1/4 + 1/5 - 2/6 + 1/7 + 1/8 - 2/9 + ... 
k=l 
where each ck is given as follows: 
1 /k if k has a remainder of 1 when divided by 3 
1 /k if k has a remainder of 2 when divided by 3 
-2/k if k has a remainder of O when divided by 3 
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Factor each ck as follows: 
1 /k if k = 1, 4, 7, ... 
c· k 1 /k if k = 2. 5 • 8 •. , . 
1/kifk= 3,6,9, ... 
00 
E ak = 1 + 1 - 2 + 1 + l - 2 + 1 + 1 - 2 + ... 
k=l 
and < b > = < 1 In >. The following argument will show that 
n 
converges. The sequence < b > = < 1 /n > is a monotone decreasing 
n 
null sequence. Let A represent the nth partial sum of the series 
n 
Then A 1 = 1, A 2 = 2, A 3 = 0, A 4 = 1, A 5 = 2, A 6 = 0, . . . . Hence 
0 < A < 2, 'ifn, and the sequence< A > of partial sums of the series 
- n - n 
is bounded. Therefore 
as defined above and < b > = < 1 /n > satisfy the hypothesis of Theorem 
n 
6. 3, hence 
converges. 
Example 6. 6: Test the following series for convergence. 
CX) 
1: ck = 1 + 1 I 2:. - 1 I 3 - 1 I 4 + 1 Is + 1 I 6 - 1 I 7 - 1 I 8 + ... 
k=l 
where each ck is given as follows: 
1 /k if k has a remainder of 1 when divided by 4 
1/k ifk has a remainder of 2 when divided by 4 
-1 /k if k has a remainder of 3 when divided by 4 
-1 /k if k has' a remainder of O when divided by 4 
Factor each ck as follows: 
1 /k if k = 1, 5, 9, ... 
1 1 /k if k = 2, 6, 10, .. , 
1 /k if k = 3, 7, 11, ... 
-1 1 /k if k = 4, 8, 12, ... 
00 
~ ak = 1 + 1 - 1 - 1 + 1 + 1 - 1 - 1 + ... 
k=l 
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and < b > = < 1 /n >. Here as in the preceding example O < A < 2, Vn, 
n - n -
and < b > is a monotone decreasing null sequence. Hence 
n 
converges. 
The following theorem gives a test which is slightly different 
but just as important in its application. 
Theorem 6. 4: (Abel's Test) The series 
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. converges if 
converges and if< b > is a monotone convergent sequence. 
n 
Discussion of the proof: Consider the behavior of the sequence 
< Anbn+l > and the behavior of the series 
The sequence < Anbn+l > is no longer a null sequence as in Theorem 
6. 3, but it does converge. This time the absolute convergence of 
is established by showing that it is dominated by the convergent series 
Proof: 
2. < A > converges 
n 





2. Step 1, ~ak converges, 
Definition 4. 3 
3 . Hypo the sis , < b > is con -
n 
ve rgent sequence, Defini -
tion 3. 2 
4. lim bn+l exists and< bn+l> is 
convergent sequence 
5. < Anbn+l > converges 
6. < A > is bounded 
n 
7. 3: M 3 I A. j ~ M, vn 
n 
9. < b > is monotone implies that 
n 
bk+l - bk:::_ 0, .ifk or 
bk - bk+ I :::_ 0, Vk 
(X) 








4. Step 3, Corollary 3. 2 
5. Steps 2, 4, Theorem 3. 11 
6. Step 2 and Theorem 3. 1 
7. Step 6, Definition 2. 4' 
8. Multiply each term in Step 
value theorem 
9. Hypothesis and Definition 
2.9 
10. Steps 10, 11, 12 in Theorem 
6. 3 
11. Step 10, Theorem 4. 4 
12. Since jbk+l-bkj = 
bk+l-bk' 'ifk, or 
I bk+ 1 - bk I = bk - bk+ 1 , 'ifk 
and Steps 9, 10, 11 
00 
13. ~ Mlbk+l- bkj converges 
k=l . . 
00 
14. ~ jAk(bk+l - bk) I converges 
k=l 
00 
15. ~ Ak(bk+ 1 - bk) i's absolutely 
k=l 
cnnvergent, hence convergent 
. 16. Hence ~ akbk converges 
13. Step 12 and Theorem 4. 4 
14. Steps 8, 13 and Theorem 
5.2 
15. Step 14 and Definition 4. 5, 
Theorem 4, 9 
16. Steps 5, 15, and Theorem 
6.2 
Exariifah=i'.:::6(;7C: Test the following series for convergence. 
00 
~ ck= 2 + 3/4 - 4/9 ... 5/ 16 + 6/25 + 7 /36 - 8/49 - 9/64 + ... 
k=l .. . 
where each ck is given as follows: 
c = k 
(k+l)/k2 if k has a remainder of 1 when divided by 4 
(k+l)/k2 if k has a remainder of 2 when divided by 4 
-(k+l)/k2 if k has a remainder of 3 when divided by 4 
-(k+l)/k2 if k has a remainder of O when divided by 4 
Let ck= akbk. Consider jckl = (k+l)/k2 = 1/k · (k+l)/k = 1/k(l + 1/k). 
Factor each ck as follows: 
( 1 1/k)(l + 1/k) if k = 1, 5, 9, . . . 
(1 1 /k)( 1 + 1 /k) if k = 2, 6, 1 0, . . . 
ck= 
(-1 1 /k)( 1 + 1 /k) if k = 3, 7, 1 1 , . . . 
(-1 1/k)(l + 1/k) ifk=4,8,12, ... 
Let 
00 
~ ak = 1 + 1 I 2 - 1 /3 - 1 I 4 + 1 I 5 + 1 I 6 - 1 I 7 - · 1 I 8 + ... 
k=l 
and < b > = < 1 + 1 /n >. The following argument will show that 
n 
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converges. The sequence < bn > = < 1 + 1 /n > is a monotone decreasing 
sequence which converges to the number 1. The series 
as defined above was shown to be convergent in Example 6. 6. There-
fore, 
as defined above and < b > = < 1 + 1 /n > satisfy the hypothesis of 
n 
Theorem 6. 4, hence 
converges. Note that ~ ck is conditionally convergent, since 
2 + 3/4 + 4/9 + 5/16· + 6/25 + 7 /36' + 8/49 + 9/64 + ... 
diverges. 
Example 6. 8: Test the following series for convergence. 
00 
~ ck= 1 + 3/.,/2 - 4/..;'3 + 1/.../4 + 3/.[5 - 4/1'/b + ... 
k=l 
where each ck is given by the following: 
Let 
1 /.J'f< if k has a remainder of 1 when divided by 3 
3 /.J'f< if k has a remainder of 2 when divided by 3 
--4 /.J'f< if k has a remainder of O when divided by 3 
00 
1 ("1/ .J'f< ) if k = 1 • 4, 7, . . . 
3 ( 1 I .J'f< ) if k = 2 , 5, 8 , . . . 
-4(1/.../f<) ifk=3,6,9, ... 
~ ak = 1 + 3 - 4 + 1 + 3 - 4 + I + 3 - 4 + . . . 
k=l 
and < b > = < 1 /,Ju>. The following argument will show that 
n 
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converges. The sequence < b > = < 1 /,Ju > is a monotone decreasing 
n 
null sequence. Let A represent the nth partial sum of the series 
n 
Hence 
0 < A < 4, Vn, and the sequence < A > of partial sums of the series 
- n - n 
is bounded. The re fore 
as defined above and < b > = < 1 /,Ju> satisfy the hypothesis of Theorem 
n 
6. 3, hence 
converges. 
Example 6. 9: Test the following series for convergence. 
00 
~ ck= 1 + 3/4 - 5/9 - 7/16 + 9/25 + 11/36 - 13/49 - 15/64 + ... 
k=l 
where each ck is given by the following: 
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(2k- l) /k2 if k has a remainder of 1 when divided by 4 
(2k-l)/k2 if k has a remainder of 2 when divided by 4 
ck = 2 
-(2k-l)/k if k has a remainder of 3 when divided by 4 
-(2k-l)/k 2 if k has a remainder of O when divided by 4 
Let ck = akbk and factor each ck as follows: 
Let 
00 
(l/k)(2-l/k) if k = 1, 5, 9,.,. 
(l/k)(2-l/k) ifk=2,6,10, ... 
(-l/k)(2-l/k) if k = 3, 7, 11, .. , 
(-l/k)(2-l/k) ifk=4,8,12, ... 
~ ak =I+ 1/2 - 1/3 - 1/4 + 1/5 + 1/6 - 1/7 - 1/8 + ... 
k=l 
and< bn > = < 2-1/n >. The following argument will show that 
converges. 
00 00 
~ ck= ~ akbk 
k=l k=l 
The sequence < b > = < 2-f /n > is a monotone increasing 
n 
sequence which converges to the number 2. The series 
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as defined above was shown to be convergent in Example 6. 6. There-
fore 
as defined above and < b > = < 2-1 /n > satisfy the hypothesis of 
n 
Theorem 6. 4. Hence 
converges. 
Example 6. 10: Test the following series for convergence. 
CD ~ (-It-le = 1 - 1/4 + 1/3 - 1/16 + 1/5 - 1/36 + 
k=l k 
where each ck is given as follows: 
if k = 1, 3, 5, ... 
ifk=2,4,6, ... 
Since 
is an alternating series, it is natural to try the alternating series test 
as stated in Theorem 6. 1. Since 1 /k2 ~ l /k, '\f k, then ck ~ 1 /k, Vk. 
The sequence < 1 /k > is a null sequence and by Theorem 2, 5, < ck> 
is a null sequence. Thus lim ck= 0 and part (2) of the hypothesis m 
Theorem 6.1 is satisfied. Since c 1 = 1, c 2 = 1/4, c 3 = 1/3 and 
1 /4 < 1 /3, then c 3 1:_ c 2 . In general, ck+l 1:_~k when k is even. Hence 
part ( 1) of the hypothesis in Theorem 6. 1 is not satisfied. So Theorem 
6. 1 cannot be applied to this series. No information is gained thus far 
as to the behavior of the series. 
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The next logical thing to try is Dirichlets 1s Test or Abel 1s Test. 
k-1 In order to use either of these tests, (-1) ck must be factored 
appropriately to satisfy the hypothesis. k-1 Factor ( -1) ck as follows: 
= { 1 · I /k if k = 1, 3, 5, .. . 
(:.1/k)l/k) ifk= 2,4,6, .. . 
Let< b > = < 1/n >and< b > is a monotone decreasing null sequence 
n n 
which satisfies the hypothesis of both tests. Let 
~ ak = 1 - 1/2 + 1 - 1/4+ 1 - 1/6 + 
Let An represent the nth partial sum of ~ ak. Then A 1 = 1, A 2 = 1-1 /2, 
A 3 = (1-1/2) + 1, A 4 = (1-1/2) + (1-1/4), ... and in general, 
A 2n = (1-1/2) + (1-1/4) + ... + (l-l/2n) 
=l/2+3/4+ + (2n-l)/2n 
> 1/2 + 1/2 + ... + 1/2 
= n/2 
Therefore VK, pick n 0 > 2K and /Azn I >Kand< A > is unbounded by O n 
Definition 2. 4 1 • By the contrapositive of Theorem 3. 1, < A > diverges. 
n 
By Definition 4. 3, ~ ak diverges, So neither Dirichlet 1 s Test nor 
Abel I s Test can be applied with this factorization. Consider another 
factorization as follows: 
= { 1 · .. · ·. · .. 1 /k if k = 1 , 3, 5, ... 
( -1) · 1 /k2 if k = 2, 4, 6, ... 
. I , .. ,. ' 
·:; ') . ) , ... 
Let 
~ ak = 1 - 1 + 1 - 1 + 1 - 1 + . . . . 
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In Example 4. 9, the sequence of partial sums is shown to be bounded 
but the series ~ ak is divergent. This choice of ~ ak is a candidate 





_ {l In if n = 1 ,3 ,5, . . . 
-:- 2 . 1 /n if n = 2, 4, 6, ... 
Consider some terms in this sequence, b 1 = 1, b 2 = 1/4, b 3 = 1/3. 
Since 1 /3 > 1 /4, this is not a decreasing sequence even though it con-
verges :to 0. So neither Dirichlet's Test nor Abel's Test can be applied 
with this factorizatinn. It is impossible to consider all the possible 
factorizations and at this stage of the analysis, it is natural to wonder 
whether the series might diverge. Since lim (-l)k:..:lc = 0, Theorem k 
4. 2 cannot be applied. 
Another possibility is to investigate directly the behavior. of 
the sequence of partial sums. However, in this case, Theorem 4. 10 
may give some useful information. Let 
~ pk = 1 + o + 1 I 3 + o + 1 I 5 + o + 1 I 7 + o + . . . 
and 
2 · 2 2 
~qk=O+l/2 +0+1/4 +0+1/6 + .... 
The contrapositive of part (i) of Theorem 4. 10 is stated as follows: 
If~ pk converges or~ qk converges, then ~(-l)k-lck either diverges 
or is absolutely convergent. 
In~ qk, qk < l/k2 , Vk. Since~ l/k2 converges, ~ qk con-
verges by Theorem 5. 2. Therefore~ (-1t- 1ck either diverges or is 
absolutely convergent. 
The contrapositive of part (ii) of Theorem 4. 10 is stated as 
k-1 follows: If ~ pk di verges or ~ qk diverges, then ~ ( -1) ck is not 
absolutely convergent. 
Let T n be the nth partial sum of ~ pk. Let n be even. 
T Zn = 1 + o + 1 I 3 + o + 1 Is + . . . + 1 I (n -1) + o + . . . + 1 I (2n -1) + o 
T = 1 + 0 + 1 /3 + 0 + 1 I 5 + ... + 1 / (n-1) + 0 
n 
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IT 2 - T I = 1/(n+l) + 0 + l/(n+3) + 0 + 1/(n+S) + ... + l/(2n-l) + 0 n n 
> 1 I ( 2n -1 ) + 1 I ( 2 n - 1 ) + 1 I ( 2 n - 1 ) + . . . + I I ( 2 n - 1 ) 
= (l/(2n-l))(n/2) 
:::: n/2(2n- l) 
~ n./2(2n) 
= 1 /4 
By the contrapositive of Theorem 3. 7, ~ pk diverges. Hence 
k-1 ~ (-1) ck diverges. 
CHAPTER VII 
POWER SERIES 
From the study of algebra, the reader is familar with mathe-
matical sentences such as the following: (i) 3 + 2 = 7, (ii) 5 + 1 > 3, 
(iii) x + 5 = 11, and (iv) x + 7 > 15, The reader can readily determine 
whether the sentences in (i) and (ii) are true or false since the sen-
tences contain only real numbers. The sentence in (i) is false since 
3 + 2 = 5 and 5 :/:. 7, and the sentence in (ii) is true since 5 + 1 = 6 and 
6 > 3. The reader cannot determine whether the sentences in (iii) and 
(iv) are true or false until a real number is substituted for the symbol 
x. When the choice of a real number for x is made, then a decision 
can be made as to whether the sentence is true or false. Sentences 
such as (iii) and (iv) are referred to as open sentences in algebra. The 
symbol xis a placeholder for a real number. Considering the set of 
real numbers as the universal set, an open sentence divides the 
universe into two sets. One set contains all substitutions for x that 
make the open sentence true; the other set contains all substitutions 
for x that make the open sentence false. The first of these two sets is 
called the solution set or truth set of the open sentence. The truth set 
of the sentence in (iii) is {6}. The truth set of the sentence in (iv) is 
{xJx>8}. 
An analogous situation occurs with infinite series except that 
the question of concern is as follows: Is the series convergent or 
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divergent? If the series is composed of real numbers, this question 
can be answered. If the series contains a placeholder, then a real 
number must be substituted for the placeholder before the above ques -
tion can be answered. For example, (i) 1 + 1 /2 + 1 /3 + . , . + 1 /n + ... 
and (ii) 1 + 1 + 1/2! + 1/3! + ... + 1/n! + ... are series whose terms 
are real numbers. The series in (i) is divergent,and the series in (ii) 
is convergent. However, the following series are not composed of 
only real numbers: (i) 1 + 1 ;2P + 1 /3P + ... + 1 /np + ... and (ii) 
2 n-1 1 + r + r + ... + r + . . . . The symbol p is a placeholder for a 
real number in statement (i), and the series was shown in Example 5. 1 
to be convergent if p > 1 and divergent if p ~ l. The symbol r is a 
placeholder for a real number in statement (ii), and in Example 4. 2 
the series was shown to be convergent if Ir I < I and divergent if lrl > l. 
In this chapter, the series will be considered with terms of the 
form a xn where a is a real number and xis a placeholder for a real 
n n 
number. The reader is already familar with expressions which are 
sums of terms of the form a xn. These expressions are called poly~ 
n 
nomials and are written as follows: a 0 + a 1 x + a 2x 2 + ... + anxn. If 
n + a x II then for every choice of a real n 
number for x, f(x) is a real number, Thus a polynomial can be used 
to define a function f whose domain is the real numbers, Series with 
terms of the form a xn can also be used to define functions, They are 
n 
called power series. If the series converges for a particular choice 
of a real number x, then the function value is defined and is a real 
number. If the series diverges, this is not the case. Thus the domain 
of a function defined by a power series may be a proper subset of the 
real numbers, Early users of power series treated them very much 
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like polynomials. They did not worry about whether or not their power 
series converged, and they did not distinguish between formal manipu-
lations with power series and operations on the functions.whose values 
are given by power series. However, they soon discovered that cer-
tain precautions had to be taken. These precautions will be pointed out 
in this chapter. Consider now the formal definition for a power series. 
Definition 7. 1: (Power Series) An infinite series of the form 
00 k 2 n ~ ak(x - b) = a 0 + a 1 (x ~ b) + a 2 (x - b) + ... + a (x - b) + ... k=O n 
where each ak is a real number and b is a real number, is called a 
power series in (x-- b). If b = 0, then the series takes the form 
+ a xn + ... 
n 
and is called a power series in x. The numbers a 0 , a 1, a 2 , ... are 
called coefficients. 
For each value of x for which the power series converges the 
value of the series is a real number. Thus the power series gives the 
function values of a function f whose domain is the set of x-values for 
which the series converges. Then it is written 
since 
0) k 
f(x) = ~ ak(x - b) . 
k=O 
















by making a change on the index of summation. If 
00 
f(x) = ~ axk 
k=O 
then the domain of f is ( -1, 1), and the function values a re given by 
a/(1-x). This function f is a restriction of the function g where 
g(x) = a/(1-x), and the domain of g is the set of all real numbers 
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except the number x = 1. A restriction of a function is a new function 
which is a proper subset of the original function. In other words, the 
domain of the restriction is a proper subset of the domain of the 
original function, and the function values are assigned in the same way 
as in the original function. 
If 
f(x) = 
then no matter what real numbers are represented by ak' there exists 
at least one value in the domain off, i.e. x = b. The power series 
in (x - b) converges to a 0 at b, since Sn (b) = a 0 , ifn, and lim Sn(b) = a 0 . 
In general, power series converge for some values of x, and 
diverge for others. In special instances, the two extreme cases may 
occur, in which the series converges for every x, or for none except 
when x = b. In the first of these special cases the power series is said 
to be everywhere convergent, and in the second, leaving out the self-
evident point of convergence x = b, it is said to be nowhere convergent. 
In studying power series it is sufficient to consider ~ akxk since 
k the general case ~ ak(x-b) can be reduced to this by a translation of 
the origin along the x-axis. 
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Definition 7. 2: (Region of Convergence) The totality of points 
x for which the given series 2:: akxk converges is called the region of 
convergence. This set of real numbers is the domain for the function 
k f such that f(x) = 2:: akx . 
The first important fact about a power series is expressed in 
the following theorem: 
Theorem 7. 1: If the power series 
is convergent at x 0 , where x 0 f:. 0, then the series is absolutely conver-
gent at any number x 1 for which / x 1 / < / x 0 /. 
xl 
Discussion of the proof: Since lx 1 I < lx0 I, then lx0 I < l. 
x 
The geometric series with r = J-1 I is convergenL It is fairly easy to 
XO 
show that. 2:: ak(x 1 t is absolutely convergent by dominating it with an 
x 




1. 2:: ak(x0 )k is convergent 
k=O 
k 2. <ak(x0 ) > is a null sequence, 
hence convergent to O 
integers k > 0 
I. Hypothesis, power series 
is convergent at x 0 
2. Step I and Theorem 4. 1 
3. Convergent sequence in 
Step 2 is bounded by Theo-
rem 3. I, Definition 2. 4' 
5. jak(xl)kl = lak(xo)kl lx1/xolk 
<Alxl/xolk, \fk 
00 
7. ~ A lx1/x0 1k is convergent 
k=O 
00 
8. ~ ak(x 1 )k is absolutely conver -
k=O 
gentforx1 3 lx 1 1 < lx 0 1 
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4. Multiply and divide by (xJk 
since x 0 -f. 0 
5. Step 4 and properties of 
absolute value, Step 3 
6. lx1 j < jx0 j by hypothesis 
7. Geometric series with 
Ir I < 1 is convergent 
8. Steps 5, 7, Theore:m5.2 
and Definition 4. 5 
Suppose the series ~ akxk is convergent for at least one nonzero 
value of x, say x 0 , but is also divergent for some value of x. Consider 
the set of munbers x for which ~ akxk is convergent. Denote this set 
. of numbers by A. The set A is not empty for x 0 e A. The set A is 
bounded, because of the assumption that the series is not convergent 
for all values of x. To say that A is not bounded means that for every 
real number x there exists an x 1 in A such that Ix I < x 1. By Theorem 
7. 1, this would imply that ~ akxk is convergent for all x which contra-
dicts the assumption that the series is not convergent for all values of 
x. 
Since A is not empty and has an upper bound, it has a least 
upper bound r, i.e. r is the least upper bound of the numbers for 
which~ akxk is convergent. All xl such that lx1 j < lxo I belong to A 
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by Theorem 7.1. Hence A contains some positive numbers and r must 
be positive. The following discussion shows that the series ~ akxk is 
absolutely convergent if jxj <rand is divergent if !xi> r. Choose y 
so that y is in set A and jxj < y < r. This is possible, since r is the 
least upper bound of A. Then the series ~ akxk conver,ges absolutely 
by Theorem 7. 1. Suppose Ix I > r. Then the series cannot converge 
for if it did, Theorem 7. 1 implies that ~ akyk converges if r < y < Ix j, 
so that y would be in A, contrary to the fact that r is the least upper 
bound of A. 
The preceding discussion shows that there are three possibilities 
f . "" k or a power ser1es L.I akx . 
( 1) It is absolutely convergent for all values of x. (Everywhere 
convergent) 
(2) It diverges for every x such that x -f:. 0. (Nowhere convergent) 
(3) There is a positive number r such that the series converges 
absolutely if /x I < r and diverges if jx I > r. 
Definition 7. 3: (Radius of convergence, Interval of conver-
k gence) Let~ akx be a power series. Let r be the least upper bound 
of the positive numbers x for which.~ akxk is convergent. Then r is 
called the radius of convergence. The interval -r < x < r is called the 
interval of. convergence. 
k Consider the three possibilities for a power series ~ akx as 
described preceding Definition 7. 3. In case ( 1 ), the radius of conver-
gence is infinite, and the interval of convergence is the entire x-axis. 
It is convenient symbolism to write r = oo in this c;ase. In case (2), 
r = 0, and there is no interval of convergence. In case (3) the series 
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may or may not converge at the end points x = rand x = -r. It may 
converge at both, at- just one, or at neither. 
Therefore, the region of convergence is either a single point; 
the entire real line; or a finite interval which may be closed, open, 
half open-half closed, or half closed-half open. 
If the region of convergence S is a finite interval, and the series 
is of the form ~ akxk, then the midpoint of S is 0. See Figure 7. 1. 
0 r 
-r < x < r 
Figure 7. 1 
The midpoint of S is b if the series is of the form~ ak(x-bt. 
See Figure 7. 2. 
It is natural now to look for a method of calculating the magni-




Since for any sequence the lim is either a real number or infinity, this 
formula always gives in theory a value for r. Examples showing how 
divergent absolutely convergent divergent 
.----- .. --~ ~<- - - - -, - ... - - .......... ~ 
b-r b b+r 
-r < x - b < r 
or 
b-r<x<b+r 
Figure 7. 2 
to calculate r in particular cases follow the theorem. 
k Theorem 7. 2:. Gohsider the power series ~ akx . Let u 
denote the limit superior of the (positive) sequence of numbers 
3 lfa"J, • • • j I • • 
i.e. 
(a) If u = 0, the power series is everywhere convergent and r = oo. 
(b) If u = oo, the power series is nowhere convergent and r = 0. 
(c) If O < u < oo, the power series converges absolutely for every x 
14,9 
such that lxl < 1/uanddiverges for everyxsuchthat lxl > 1/u. 
Thus 
1 1 
r = = 
u 
is the radius of convergence of the given power series. 
Proof: (a) 
1. u = lim ~~ = 0 
n 
3. Let x 0 be an arbitrary real num-
ber not equal to 0, then 
6. /anl /x;/ < l/2n, Vn > n 1 
lanx; / < 1/2n, Vn > n 1 
7, I: 1/2n is convergent 
or 
k 8. Therefore I: ak(x0 ) is absolutely 
convergent, hence convergent 
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1. Hypothesis 
2. Step 1, Theorem 3. 15 and 
meaning of all but a finite 
number of terms 
3. Assumption and a positive 
number is greater than O 
4. Step 2 is true for all e > 0, 
hence true for e = 1 /(2lx0 /) 
5. Step 4 and raise each term 
to the nth power 
6. Multiply each term in 
Step 5 by Ix;/, absolute 
value theorem 
7. Geometric series with 
Ir I < i 
8. Steps 6, 7 and Theorem 
5. 2, Theorem 4. 9 
Proof: (b) 
1. u = lim ~~ = oo implies that 
n 
n--.-
< .J / a / > is unbounded 
n 
k 2. Suppose ~ akx converges for 
3. < anx~ > is a null sequence, hence 
convergent to O and bounded 
4. < ~ / anx~ I > is a null sequence, 
hence convergent to O and bounded 
7. < ~~ > is bounded 
n 
8. Hence the assumption in Step 2 
leads to a contradiction of the 
hypothesis in Step I 
9. The series cannot converge for 
any x -/:. 0 and is said to be 
nowhere convergent 
151 
1. Hypothesis and meaning of 
U = 00 
2. Assumption 
3. Step 2 and Theorem 4. 1, 
Theorem 2. 4 
4. Step 3, Theore1n 2. 7, 
Theorem 2. 4 
5. Step 4 and Definition 2. 4' 
6. Calculations on Step 5 
7. Step 6 and Definition 2. 4' 
8. Steps 3- 7 
9. Steps 2-8 
Proof: (c) 
1. Let x 1 be an arbitrary number not 
equal to O for which lx1 I < 1 /u 
2, Choose a positive number 
q ) I xl I < q < 1 /u 
3. 1 /q > u 
00 
7. ~ ( lx 1 I /q)n converges 
n=O 
k 9. ~ akxl is absolutely convergent 
10. On the other hand, let lx2 I > 1 /u 
or I I /x2 I > u 
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1. Assumption, 0 < u < oo 
implies that O < 1 /u < oo, 
real numbers are dense 
2. Real numbers are dense 
3. Since l /u > q in Step 2 
4. Step 3, Theorem 3. 15 
5. Multiply by lx1 I, lx1 I < q 
in Step 2 
6. Raise each term to the 
nth power 
7, Geometric series with 
/·r I < 1 
8. Steps 6,7, Theorem 5.2 
9. Step 8, Definition 4. 5 
10. Assumption 
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11. r:J I an I > 1/ I x 2 j for infinitely 11. Step 10, Theorem 3. 15 
many indices n 
12. ~ I anxt I > l for infinitely 12. Multiply each term in 
many indices n Step 11 by I x 2 I 
13. lanxt I > 1 for infinitely many 13. Raise each term to nth 
indices n power in Step 12 
14. It is impossible for anxt ..... 0 14. Step 13 
15. Step 14, Theorem 4. 2 
Example 7. 1: Use Theorem 7. 2 to find the radius of conver-











= -----2n + l ' 
lim ~ Ian! = lim Zn: 1 1 l = lim 2 + 1 In = 2 · 
Since the limit exists in this example and lim = lim ~ lim when the 
limit exists, then 
Therefore 
n--








Example 7. 2: Use Theorem 7. 2 to find the radius of conver -
gence for the power series 




If n is even, 











= = ~ 3 
lim ~la/ = 1/3. 
n 
1 
r = 1/3 = 3. 
l 
In many cases the radius of convergence of a power series is 
found by using d 1Alembert 1s ratio test. It is sometimes easier to 
calculate with quotients than with nth roots. The following statement 
is simply an extension of the ratio test, Theorem 5. 6. 
If the lim lan+l /an I = L exists, and u n 
n 




The series converges if L Ix I < 1, and diverges if L Ix I > 1. Thus 
r = 1 IL if L f. 0, r = oo if L = 0 , and r = 0 if L = co. 
The following examples illustrate the technique for finding the 
radius of convergence by the ratio test. 
Example 7. 3 : 1 + x + x 2 /2 ! + ... + xn /n! + ... 
Consider 
lim lxl = 0 
for every number x. This series converges for every number x. Its 
interval of convergence is (- co, co), and its radius of convergence is 
r = co. The same result is obtained by calc;ulating L directly: 
L = lim 
Hence r = oo. 
1/(n+l)! 
l /n! 
Example 7. 4: 
lim 
2 
x 1 - x + 2 
(-l)n+lxn+l /(n+l) 
(-Itxn/n I= 
= lim 1 = O. 
n+l 
lim n 
n+l = /xi. 
Therefore the series converges if Ix I < l and di verges if Ix I > 1 and 
r = 1. Again if L is calculated directly, 
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L = lim I (-l)n+l /(n+l) n (-1) /n 
n 
= lim n+l = l. 
Hence r = 1/L = 1. If x = 1, the series is 1 - 1 + 1/2 - ... +(-l)n/n+ ... 
which is a convergent series, If x = -l, the series 
l + 1 + 1 /2 + , . . + 1 /n + ... , since 
The series is divergent. Hence (-1~ 1] is its region of convergence. 
Example 7. 5: 
1 (x-2) (x-2/ (x-2)n 
3 + -3- + 36 + · ·' + 3nn2 + · · · 
lim I (x-2)n+l 3n+l(n+l)2 I = Hm 
2 
n 
3 (n+ 1 )2 
lx-2 I = 
lx-2j 
3 
Hence the series converges if jx-2 j /3 < 1 or jx-2 j < 3. If lx-2 j = 3, 
the series is the p series <;>r alternating p series for p = 2. Since 
these series also converge, the region of convergence is {x I I x-2 I::::_ 3}, 
i. e, the closed interval [-1, 5] and r = 3. Direct calculation of L · gives 




and r = 1/(1/3) = 3. Note that the center of the region of convergence 
is 2 in this example. 
ID: the following example L cannot be calculated since 
lim I an+l /an I does not exist. The ratio test does not determine the 
radius of convergence, but r can be calculated by Theorem 7. 2. 
Example 7. 6: 
oo n ~ (2 (-1) -n)xn = 
n=l 
_!_2 x + _!_l x2 + _!__4 x3 + _!__3 x 4 + ... 
2 2 2 2 
If n is odd, 
(--l)n+l_(n+l) 21-n- l 2-n 1 2 2. = = = 
2 -1 
= 
n 2-1-n 2-1-n 
2 ( -1) -n 
If n is even, 
2(...;l)n+l_(n+l) 2 -1 -n -1 2 -n-2 1 I 
= I -n = 2 1-n 
= ~ = 8 n 2(-1) -n 2 . 
Thus lim la +l/a / = 2 and lim /a +l/a I = 1/8, and hence n n -- n n 
lim lan+l/anl does not exist. For the ratio 












Theorem 5. 5 gives the result that the series converges if 21 x / < 1 and 
diverges if lxl/8 > L That is, the series is known to converge if 
!xi < 1/2 and diverge if !xi> 8. Thus some information is given but 






~~ = 1/2. 
n 
Hence r = 1 /( 1 /2) = 2, and the series converges for all x such that 
lxl < 2 and diverges for all x such that lxl > 2. The reader can 
check the values x = 2 and x = -2 to see what happens at the endpoints. 
In Chapter IV, Theorem 4. 5 states that convergent series may 
be added term by term. The next theorem is a natural extension of 
this theorem to power series. 
Theorem 7. 3: If f(x) = 
g(x) = 
lxl < rz, then 
f(x) + g(x) 
Ix I < r where r = min (r 1 , r 2 ). 
Pro0£: 
1. Let x 1 be a real number such 
that jx1 I < r 
00 k ~ akx, Ix I < rl' and 
k=O 
00 k ~ bkx 
' k=O 




i:: ak(x 1) converges since 
k=O 
/x 1 I < r ~ r 1 and f(x 1) is 
the value of the series 
3. 
00 k 
i:: bk(x 1) converges since 
k=O 
/x 1 I < r < r 2 and g(x 1) is 
the value of the series 
4. Steps 2, 3, Theorem 4, 5, 
distributive property 
5. Hence 5. Steps 1-4 
00 k 
Corollary 7. 3: If f(x) = i:: akx , 
k=O 
. I x I < r 2 , then 
00 k 
f(x) - g(x) = i:: (ak - bk)x , 
k=O 
Ix I < r where r = min ( r 1 , r 2 ). 
Proof: Left for the reader. Hint: ak - bk= ak + (-bk). 
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A suitable definition for a series which is the product of con-
vergent series is not as obvious as the corresponding definition for a 
sum or a difference. Because power series can be used to suggest 
one meaningful way to define a product series, a discussion of multi-
plication has been postponed until this chapter. Consider the multipli-
cation of finite sums as follows: Let 
If n = 2, then 









c2 = (ao + al + a2)(bo + bl + bz) 
= aObO + aObl + a0b2 +albO + albl 




a • k k~O bk= (aO + al + a2 + •.. + an)(bO + bl + b2 + ... + bn) 
+ ... 
+ a b 
n n 
Observe that each term of the first sum is multiplied by each term of 
the second sum. Since there is a finite number of terms in the product, 
the commutative property and the associative property are applicable, 
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and the terms can be arranged in any order without affecting the result. 
In other words, the product of two finite sums is unique. Can these 
ideas be extended to infinite series and a suitable definition obtained 
for multiplying two infinite series and obtaining a product series? 
Let 
and 
be two infinite series. It seems logical that the series which is the 
product of 
and 










respectively, Construct the sequence < A B >. 
n n 
sequence are as follows: 
and in general, 
The terms of this 
Now construct the difference sequence as follows. Let 
and in general, 
d =A·B -A B 
n n n n-1 n-1· 
Then the series 
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contains each term of the array I once and only once. The term a 0b 0 
in the array I is actually a term of the series, while each of the other 
terms in the array I is only part of a finite sum which is a term of the 
series. Keep in mind that the nth partial sum of the above product 
series is A B by construction. If two convergent series are multi1pli.a:l, 
n n 
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the product series as defined above is convergent, and its value is the 
product of the values of the two original series as is proved in the next 
theorem. 









~ bk= B, 
k=O 
1 . A --+ · A and B ... B 
n n 







B = ~ bk, 
n k=O 
1. Hypothesis, Definition 4.3 
2. Step 1, Theorem 3. 11 
3. Therefore A 0 B 0+ k:\ (~~ -~_ 1:J\_ 1) 3. Step 2 1 Definition 4. 3 
converges to, AB 
The general term AB ~·A 1B 1 can be expressed in a n n n- n-
slightly different form which is useful in later work.. So consider the 
following theorem. 
then 
Theorem 7. 5: If 
A 
n = 
and B = 
n 
A B - A 1B l = a B + b A l' n > 1. n n n- n- n n n n-
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Proof: 
1. A = a +A n-1 and 1. Hypothesis and calcula -n n 
B b +B n > 1 tions = n-1' n n 
2. For n~ 1, 2. Step 1 and multiplication 
A B = (a + A . l )(b + B l) n n n n- n n-
= a b +a B +bA +A B 
n n n n-1 n n-1 n-1 n-1 
3. For n ~ 1, a b + a B 1 = a B n n n n- n n 3. Calculations 
4. For n ~ 1, 4. Substitute Step 3 in Step 2, 
A B - A B = a B . +b A · 
n n n-1 n-1 n n n n-1 
sides of the equation in 
Step 2 
Therefore the product series as constructed can be expressed 
in another way, i. e. 
CX) 
A 0 B 0 + z:; (a B + b A l) . k= 1 n n n n-
If two infinite series are both absolutely convergent, then the 
product series as constructed above is absolutely convergent and has 
for its value the product of the two original series. The next theorem 
will establish this fact. 
Theorem 7. 6: If 
CX) 
z:; ak and 
k=O 
are both absolutely convergent and have values A and B, respectively, 
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then the product series 
is absolutely convergent and has value AB. 
Proof: 
00 00 
1. ~ ak = A, ~ bk= B, 
k=O k=O 
n n 
A ;:: ~ ak. B = ~ bk' n k=O n k=O 
2. Let C and D be the nth partial 
n n 
00 00 
sums for ~ jak I and ~ jbk I, 
k=O k=O 
n n 
i. e, C = ~ I ak I and D = ~ I bk / 
n k=O n k=O 
3. Construct the sequence < C D > 
n n 
and the series 
4, C converges and D converges, 
n · n 
hence < C D > is converg·ent and 
n n · 
co 
GODO+ ~ (CkDk-Ck-lDk-1) 
k=l 
converges 
1. Hypothesis, Theorem 7. 4 
2, Notation 
3. Construction is the same 
as with the sequence 
<AB> 
n n 
4. Hypothesis, Theorem 3.11, 
Definition 4. 3 
5. C D -C 1n l n n n- n-
6. For n ~ 1, 
I A B -A B I= I a B +b A I n n n-1 n-1 ·· · n n n n-1 
< la B I + lb A 1 1 n n n n-. 
= C D - C D 




· IAoBol + k~l IAkBk - Ak-lBk-1 I 
converges 
co 
9. AOBO + k~l (AkBk - Ak-lBk-1) 
is absolutely convergent and has 
value AB 
Theorem 7. 7: If 
00 
~ ak and 
k=O 
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5. Theorem 7. 5 
6, Theorem 7. 5, theorem 
about absolute value, 
IAn-11 < Cn-1' jBnl ~Dn' 
substitution from Step 5 
7. Steps 4 and 6, 
00 
k~l (CkDk-Ck-lDk ... l) 
f 
converges, Theorem 5. 2 
8. Step 7, Theorem 4. 3 
9. Step 8, Definition 4. 5, 
Step 1 
are both absolutely c;onvergent and have values A and B, respectively~ 
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and if the terms in the array I are arranged in any sequence < uk> such 
that every element of the array is included, the series 
converges absolutely and has value AB. 
Proof: 
1 . Let A . , B , C , and D be 
n n n . n 
defined as in Theorem 7. 6 
c;onverges 
3. Remove parentheses in Step 2. 
The resulting series is of the 
form~ jakj jbj j, and .converges. 
The terms are the absolute values 
of the terms in array I 
4. Since the series in Step 3 is a 
positive term series, it can be 
rearranged and the series thus 
formed is convergent 
5, Let < uk> be some arrangement 
of the array I 
6. ~ juk I converges 
1. Notatfon 
2. Theorem 7, 6 
3, Theorem 4. 12, Definition 
4, Theorem 4. 11 
5, Assumption 
6. Steps 3, 4, 5 
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7. l::: '1k converges absolutely 7. Step 6, Definition 4. 5 
8. Step 7, Theorem 7. 6, 8. Rearrange l::: uk and insert paren-
theses such that the series formed Theorem 4.11, Theorem 
00 
is AOBO+ k:l (AkBk- Ak-lBk-1) 
4.8 
which converges to AB .. Hence 
l::: uk converges to· AB 
; 
The product series as defined in Theorem 7. 6 is not the most 
useful arrangement of the terms in the array I. A consideration of the 
multiplication of power series suggests an arrangement called the 
Cauchy product. 
Again some useful information can be obtained from analogy 
with the finite case. Consider the multiplication of some polynomials 
as follows: 
2 2 (ao + alx + a2x )(bo + blx + b2x) = 
aobo + aObl + a 0b 2 x 
2 
x 
+ a 1b 0 x + a 1b 1 x 
2 






+ a 2b 2 x 
4 
x 
Observe that the coefficient of each term is the sum of the coefficients 
of the diagonal elements in the above finite array. 
Let 
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be two power Series. Consider the following array which contains the 
product of each term of one series by each term of the other, 
aobo aObl x 
al box albl 
2 
x 














al bz x 
3 






al n x 
b n+2 
a2 n x 
ab x 2n 
n n 
Observe that in array II, all the terms of a given power of x, 
say xn, lie on a diagonal, and the coefficients are of the form a.b. such 
1 J 
that i + j = n. So a grouping by triangles instead of by rectangles 
appears to be much more useful in multiplying power series. Observe 
that the sums of the diagonal coefficients are as follows. 
If n = 0, aobo 
n = 1 ' aObl +albO 
n = 2, aobz + al bl + azbo 
n = 3, a0b3 + alb2 + a2bl + a3b0' 
and in general the coefficient of xn is 
This can be simplified by simply writing 
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n 
I: akb -k 
k=O n 
Using these finite sums as terms of a series, then the series 
is an arrangem,ent of the terms in array L The following theorem 
concerning multiplication is quite useful in application and especially 
iri muHiplying power series. 
Theorem 7. 8: (Cauchy Product) If the series 
00 
and . :2:) b 
k=O k 
are both absolutely convergent and have values A and B, respectively, 




a . k 
00 00 
~ bk = I: 
k=O n=O 
is absolutely convergent and has value AB. 
Proof: 
1. Let < uk> be a sequence such that 
every element of array I is 
included 
2. I: ~ converges absolutely and 
has value AB 
1. Assumption 
2. Step 1, Theorem 7. 7 
3. Rearrange ::E uk and insert paren-
theses such that the series formed 





oo ( n ) ::E ::E a b 
k .-·.k n-k n=O =0 : · 
Then 
converges 
absolutely and has value AB. 
Theorem 4. 8 
The next theorem is a natural extension of multiplication to 
power series. The proof is left for the reader. 
Theorem 7. 9: If 
00 k f(x) = ::E akx , jxj < rl 
k=O 
and 
00 k g(x) = ::E bkx , lxl < r2, 
k=O 
then 
00 c;o akbri-k) xn, f(x)g(x) = ::E 
n=O 
where r = min ( r 1 ; r 2 ) . 
Example 7. 7: Show that 










jxj < r, 
171 
1 (X) 00 ~ n ~ (-l)nxn l+x = ( -x) = 
n=O n=O 
1 1 (X) (X) ~ n ~ ( -1 )nxn 1-x = x l+x 
n=O n=O 
(X) 




(-It-k) ~ n = x 
n=O 
n ~ (-l)n-k = (-l)n + (-l)n-1 + (-l)n-2 + ... + (-l)O 
k=O 
= (-l)n + (-l)n-1 + (-l)n-2 + ... + 1 
If n is even, then 
n ~ ( -1) n -k = 1 - 1 + 1 - 1 + . . . + 1 = 1. 
k=O 
If n is odd, then 
n ~ (-l)n-k = -l+l-l+l-1+ ... +1=0. 
k=O 
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Therefore, let n = 2k to represent an even integer and the conclusions 


























The following theorem gives the power series related to certain 
elementary functions with which the reader is already familar. Since 
the identification of power series with known functions is beyond the 
scope of this paper the proof of the theorem is not complete. 
'Theorem 7. 10: 
co n· 
( 1) x E x e = nT 
n=O 
for all values of x 
co n Zn 
(2) cos x = E (-1) x 
n=O (Zn)! 
for all values of x 
co n 2n+l 
(3) sin x = E (,-1) x 
n=O (2n+l)! 
for all values of x 
1 co ( 4) E n = x 1-x 
n=O 
for x such that -1 < x < 1 
co (-l)ntlxn ( 5) ln( 1 +x) = E 
n=l n 
for x such that -1 < x < 1. 
Proof: 
(1) This series was discussed.in Example 7. 3. 
(2) 
co 
cos x = E 
n=O 
(-l)nx2n 
+ (Zn)! +.'' 
lim I (-l)n+lx2n+2 /(2n+2)! = lim (-lr+lx2n+2. (2n)! I 
·· ( .'. 1 )nxZn I (2n)! (2n+2) ! (-l)nx2n 
lim I { - l)x 2 = (2n+2)(2n+l) 
lim 1 2 0. = (2n+2)(2n+l) x = 
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The series converges for every number x by the ratio test, Its inter-
val of convergence is (-00,00). 
(3) Left for the reader. Similar to (2). 
(4) This series is the geometric series and was discussed in 
Example 4. 2. 
(5) A series very similar to this one was discussed in Example 7. 4. 
Example 7. 8: Find a power series for cosh x. cosh x is one 







cash x = 
1 00 
= 2 ~ 
n=O 





















x , Vx, 
by Theorem 7. 3. If n is odd, 
1 + (-l)n 
2 = 
l - 1 
-2- = o. 
Hence all the odd terms are zero. The remaining terms are those in 
which n is even. Let n = 2k and simplify the above expression as 
follows: 
00 




( 2 k): ' ifx 
Example 7, 9: Find a power series for sinh x. sinh x is 
another hyperbolic function defined. as follows: 
sinh x = 
x -x 
e - e 
2 
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The reader should study Example 7. 8 carefully and should be able to 
find a power series for sinh x. 
































n n 3 x , j 3x j < l or 
= 





3n-k) :z n = IT x 
n=O 
00 
jxl < 1/3 
( k~O 
2k ) n jxj < 1/3 = :z 3kk! (3x) , n=O 
by Theorem 7. 5. 
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The next two examples are identities which are usually obtained 
by other methods. It is interesting to observe that these identities are 
obtained from the power series representations of the functions in-
volved. Thus the geometric interpretation which is usually used to 
derive them, though convenient, is not an essential element in the 
truth of the properties. The reader will need to recall the binomial 
expansion and the notation for a combination. 
Binomial Theorem: If n is a positive integer, then 
where 
(~) = (:) = l 




Example 7. 11: Show that sin2 x + cos 2 x = 1 by using power 
series. 
2 4 6 
1 x x x + cos x = 
- 2T +4!-b! 
2 4 6 
1 x x x + cos x = 
- 2! + 4T - b! ... 
2 4 6 8 
1 _x +x +x +x 2! 4! b! 8!-
6 8 10 
.,. x + x x + 
2! 4! 2 ! 6 ! - 2! 8! ... 
. . •. 
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3 5 7 
sin x = x x + 
x x 
+ v sT 7T 
3 5 7 
sin x x + x 
x 
+ = x 3! sT 7! 





x 3! sT 7! 9! 






+ 3! 3! 3! 3 ! 5! 3! 7! - 3! 9! ... 






sT 5! 3 ! 5! 5! - 5! 7! 5! 9! 
Form the Cauchy products as follows, and since only even powers 0£ x 
occur, let n be an even integer. 
n 
+ ( _ 1 )2 ( __!_ 1 1 1 1 1 ) xn 
n! + 2!(n-2)! + 4!(n-4)! +. · · + (n-4)!4! + (n-2)!2! + n! 
+ ... 
and 
sin Z x : x 2 a (;: + ; : ) + ( ; ~ + 3 !{ + ; ~ ) + ... 
n+2 
+ (-l)_2 _( (n\:-\)! + 3!(}-3)! + 5!(r:-5)! +. · · + (n-3\:3! + (n-\)!) xn 
+ ... 
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.,.. x xx x x xx x ., 2 . ( 2 2 2 2) ( 4 4 4 6 4 4 4 4) 
sm x+cos x= 1 - IT - 2! + 2!. + 4! + 4! + 4! + 4! + 4T + ... 
n 
+ ( _ 1 )2 ( nl., 1 + 1 + + 1 + 1 l ) n 
- (n-1)! 2!(n-2)! · · · (n-2)!2! (n-1)! + n! x 
+ ' .. 





= (-1)2 (1-l)n 
n: 
= 0 . 
Therefore all terms of sin2 x + cos 2 x are O except the first one. 
H . 2 2 l ence sin x + cos x = . 
Example 7. 12: Show that sin(x + y) = sin x cosy+ cos x sin y 
by using power series. Let n be an odd integer and form the Cauchy 
products as follows: 
sin x cos y = x - ( ~~ + x[!2 ) + ( ~ ~ + ~ ~ 1~ + 1:4 ) - ... 
n+ 3 · 2 2 3 3 1 Z-(xn xn- y . x yn- + xyn- l 
+ (-l) n! + (n-2)!2! + · ·' + 3!(n-3)! (n.,.lt! J + · · · 
and 
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cosxsiny=y-(x:r + ?)+(~~y + ~~~~ + ~~)- ... 
Adding term by term gives the following result: 
sin x cos y + cos x sin y 
~ ( x3 2 2 3 ) 
= (x + y) + ~ + xy + y_ 3! 2! 2! 3! 
( 5 4 3 2 2 3 
·4 ?) + ~! + ~ + ~ + ~ + xy + + ... 4! 3! 2! 2! 3! 4! 
-- n n -1 n -2 2 n-1 n n+3 ( ~- (n) (n) (n) (~ } 






(2k + l)! 
= sin (x+y). 
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1 i= 1 
00 
< a > 
n n=l 





Ordered n-tuple or finite sequence 
Ordered n -tuple of finite sequence 
Infinite sequence 
Infinite sequence 
a 1, a 2 , a 3 , ... , an, ... Infinite sequence 








a ..... A 
n 
lim a = A 
n 
Range of the sequence < a > 
n 




The sequence < a > is non-.increasing 
n 
The sequence < a > is non-decreasing 
n 
In the sequence < a >, a converges to A 
. n n 
< a > is convergent, and the limit of the 
n 


















a t A 
n 










lim inf a 
n 
< a > is monotone non-decreasing 
n 
and converges to A 
< a > is monotone non-increasing 
n 
and converges to A 
Unbounded monotone non-decreasing 
sequence diverges to + oo 
Unbounded monotone non-increasing 
sequence diverges to - oo 
T11e limit superior of a sequence <a> 
n 
The limit superior of a sequence <a> 
n 
The limit inferior of a sequence <a > 
n 
The limit inferior of a sequence <a > 
n 
Summation from k = 1 to k = n 
Represents the sequence< s > in 
n 
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