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Kurzreferat
Ziel der Arbeit ist die anschauliche Demonstration der Leistungsfa¨higkeit von Hardware-
Systemen zur Regelung instabiler Systeme am Beispiel des Inversen Pendels. Dabei han-
delt es sich um das Balancieren eines Stabes, einem Standard-Problem der Regelungs-
technik. Es wird die Konzeption und Implementierung einer Hardware-Regelung in einem
FPGA-Prototypenboard zur Realisierung dieser Aufgabe beschrieben. Die Regelung ba-
siert mit LQR-Entwurf und Kalman-Filter auf klassischen Methoden der Regelungstech-
nik. Zur Demonstration der Regelung wurde ein mechanischer Aufbau vorgenommen, an
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Regelungen findet man heute auf vielen technischen und nichttechnischen Gebieten. Ange-
fangen von Regelungen in Haushaltsgera¨ten u¨ber geregelte Fahrzeugsysteme (z. B. Klima-
anlage, Stabilita¨tskontrolle) bis hin zu Prozessregelungen industrieller Großanlagen oder
Lageregelung von Satelliten besteht ein großer Bedarf an Regelungssystemen. Wa¨hrend
einfache Regelungsaufgaben rein mechanisch gelo¨st werden ko¨nnen, sind fu¨r komplexere
Aufgaben Mikroprozessoren oder Prozessrechner notwendig.
Ziel dieser Arbeit ist es zu zeigen, inwieweit derartige Regelungen durch dedizierte Hard-
ware1 realisiert werden ko¨nnen. Dazu soll ein Stab unter Nutzung von Hardwarealgorith-
men auf einem beweglichen Schlitten zu balanciert und damit die Leistungsfa¨higkeit digi-
taler Hardwaresysteme in Bezug auf zeitkritische Regelungsaufgaben demonstriert werden.
Im Gegensatz zu existierenden Realisierungen des Inversen Pendels soll dabei eine rein in
Hardware als Anwendungsspezifischer Schaltkreis (ASIC) vorliegende Lo¨sung entwickelt
werden. Demnach soll auf die Nutzung von Software und Mikroprozessoren außer im
Entwurfsprozess verzichtet werden. Der eigentliche Regler wird auf einen einzigen rekon-
figurierbaren Schaltkreis reduziert und ist damit unabha¨ngig von einem sehr viel gro¨ßeren
Prozessrechner. Dadurch ist eine gewisse Miniaturisierung des gesamten Systems mo¨glich,
da eine funktionstu¨chtige Installation des Inversen Pendels im Schaukasten des Lehrstuhls
erfolgen soll.
1.2 Analyse der Aufgabenstellung
Rechercheaufgabe Als Ergebnis der Literaturrecherche soll ein konkreter Vorschlag
zur Realisierung einer Regelung des Inversen Pendels stehen. Dieser sollte Aussagen
zum Regelalgorithmus, der Sensorik und dem mechanischen Aufbau enthalten. Dazu sind
verschiedene Lo¨sungen gegenu¨berzustellen und zu vergleichen. Deren Relevanz ist anhand
der in der Aufgabenstellung genannten Randbedingungen zu pru¨fen.
Konzeptionsaufgabe Entsprechend der Forderung in der Aufgabenstellung ist der am
Lehrstuhl als Komponente vorhandene Kalman-Filter und ein FPGA2-Prototypenboard
1fu¨r einen spezifischen, sehr eng gefassten Zweck konstruierte Hardware
2 Field Programmable Gate Array - vom Anwender konfigurierbarer Logikbaustein (”programmierbar“)
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als Realisierungsplatform in die Konzeption einzubeziehen. Daraus und aus den Recher-
cheergebnissen soll eine Konzeption fu¨r ein konkretes Inverses Pendel mit einer in VHDL
beschriebenen Regelung abgeleitet werden.
Realisierungsaufgabe Es ist ein mechanischer Aufbau vorzunehmen, der die Funkti-
onstu¨chtigkeit der Regelung demonstriert. Als Vorgabe steht hier eine Installierbarkeit
des Systems im lehrstuhleigenen Schaukasten. Damit sind die Dimensionen des Aufbaus
begrenzt, was in die Konzeption einzubeziehen ist. Alle weiteren Entscheidungen des
Aufbaus wie Sensoren und Antrieb sind aus den Ergebnissen der Recherche abzuleiten.
1.3 Gliederung der Arbeit
Zum allgemeinen Versta¨ndnis der zu implementierenden Regelungsaufgabe wird in Kapi-
tel 2 ein U¨berblick u¨ber das Inverse Pendel gegeben und Grundlagen zur regelungstechni-
schen Bearbeitung dieses Problems in der Literatur dargestellt. Vor diesem Hintergrund
werden in Kapitel 3 einzelne Realisierungen verglichen und daraus Schlussfolgerungen
fu¨r die konkrete Umsetzung der Hardware-Lo¨sung des Pendels gezogen. Kapitel 4 be-
schreibt ausgehend von diesen Ergebnissen den mechanischen und elektrischen Aufbau
des Demonstrators. Dieser muss vor dem Reglerentwurf mathematisch modelliert werden
(Kapitel 5). Die Parametrisierung von Regler und Zustandsscha¨tzung sowie der Entwurf
einer Aufschwingregelung wird neben den Simulationsergebnissen in Kapitel 6 dargestellt.
Mit der Implementierung der Regelung in Hardware und dabei aufgetretenen Problemen
bescha¨ftigt sich Kapitel 7. Die Arbeit schließt mit einer Zusammenfassung, den Ergeb-
nissen und dem Ausblick auf weitere Arbeiten in Kapitel 8.
Kapitel 2
Grundlagen
In diesem Kapitel werden verschiedene Aspekte zum allgemeinen Versta¨ndnis der Aufga-
benstellung dargelegt. Zuna¨chst wird ein U¨berblick u¨ber das regelungstechnische Problem
Inverses Pendel und dessen Bedeutung gegeben. Danach werden einige fu¨r die weitere
Konzeption wichtige Begriffe aus der Regelungstechnik erkla¨rt. Schließlich folgt eine aus
der Recherche hervorgegangene Gegenu¨berstellung mo¨glicher Herangehensweisen fu¨r den
Entwurf und Aufbau des Regelungssystems.
2.1 Referenzanwendung Inverses Pendel
2.1.1 Prinzip
Wer hat als Kind nicht auch schon versucht, einen Besenstiel auf der Handfla¨che zu
balancieren? Um den Stab aufrecht zu halten, musste dieser sta¨ndig beobachtet und die
Position der Hand entsprechend korrigiert werden. Was der Mensch schon relativ fru¨h
intuitiv beherrscht, ist fu¨r Maschinen oder Roboter hingegen eine große Herausforderung.
Schließlich muss dazu den vergleichsweise
”
unerfahrenen“ Computern bzw. Schaltkreisen




broom balancing“1 oder Inverses Pendel bekannte Stabilisierungsaufga-
be ist sowohl eines der bedeutendsten als auch anschaulichsten klassischen Probleme der
Regelungstechnik. Der mechanische Aufbau besteht dabei aus einem horizontal frei be-
weglichen Wagen auf einer Schiene, an dem drehbar ein Stab mit einem Freiheitsgrad
angebracht ist (Bild 2.1). Aufgabe der Regelung ist es, das Pendel durch eine geeignete
Ansteuerung des Schlittens in der aufrechten Position balanciert zu halten. Außerdem soll
die Wagenposition vorgegeben werden ko¨nnen. Da mit diesen Vorgaben ein nichtlineares,
instabiles und unteraktuiertes2 System im regelungstechnischen Sinne vorliegt, ist dies
eine u¨beraus anspruchsvolle Aufgabe.
Die Realisierung eines geeigneten Reglers kann mittels verschiedener Entwurfsstrategien
wie PI-Regler, Regler mit Polvorgabe, LQR-Regler, Fuzzy Systeme oder Neuronale Netze
erfolgen. Eine Gegenu¨berstellung mo¨glicher Regler erfolgt in Kapitel 6. Oft wird auch
das Aufschwingen des Pendels aus der Nulllage durch Bewegungen des Wagens realisiert.
Dafu¨r sind nichtlineare Herangehensweisen wie Energieansa¨tze erforderlich.
1 Balancieren eines Besenstiels
2 d. h. es liegen weniger Stelleingriffe als zu regelnde Gro¨ßen vor
13
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Bild 2.1: Skizze eines Inversen Pendels [Ami]
2.1.2 Anwendung und Bedeutung
Lehre Das Inverse Pendel ist von seiner theoretischen Modellierung und seinen Anfor-
derungen an eine Stabilisierung her gesehen also durchaus komplex, gleichzeitig aber von
seinem einfachen Aufbau und seiner Anschaulichkeit her kaum zu u¨bertreffen. Zwar ist es
ein nichtlineares System, kann aber ohne gro¨ßere Abweichungen fu¨r einen gewissen Aus-
lenkungsbereich als linear behandelt werden. Diese Eigenschaften machen Inverse Pendel
weltweit zu beliebten Lehr- und Praktikumsobjekten im Fachbereich der Regelungstech-
nik, so z. B. in der Schweiz [SB01], den USA [Lou], Deutschland [Bre99] und Pakistan
[Sul03].
Referenzanwendung Außerdem dient es in der Forschung als Benchmark-Anwendung3
zur Demonstration neuer Regelungsalgorithmen (siehe [CH95], [Wen00a] und [LM94]).
So wird in [GG01] beispielsweise u¨ber einen Versuch berichtet, der im Jahr 1987 zum
wissenschaftlichen Durchbruch der Fuzzy Logik in Japan fu¨hrte:
”
Auf der Jahreskonferenz der International Fuzzy System Association in Tokio fu¨hrte Ta-
keshi Yamakawa ein invertiertes Pendel als physikalisches System vor, welches mittels
Fuzzy Control eines linear verfahrbaren Pendelschlittens als Reaktion auf Pendelauslen-
kungen im Gleichgewicht gehalten wurde. Wa¨hrend der Vorfu¨hrung entfernte er Fuzzy-
Regeln aus dem verwendeten Steuerungsprogramm, und zur U¨berraschung aller Beobachter
konnte der Stab dennoch aufrecht gehalten werden.“
Praktische Anwendungen Das Problem des Inversen Pendels ist allerdings nicht nur
von rein akademischem Interesse. Derartige Regelungsaufgaben finden sich durchaus eben-
so in der Praxis. Im Folgenden werden einige Anwendungen genannt [HRS01].
• Balancieren einer Rakete bei der Fahrt von der Montagehalle zur Startrampe
• Stabilisierung der vertikalen Position eines Space Shuttles in den ersten Flugab-
schnitten
• Halten eines zweibeinigen Roboters in einer aufrechten Position - auch ein stillste-
hender Mensch kann so als ein inverses Pendel betrachtet werden
3 Etwas, dass als ein Standard genutzt wird, an dem andere Dinge gemessen oder beurteilt werden
ko¨nnen.
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• Dynamik eines Roboterarms fu¨r den Fall, dass der Kraftangriff unter dem Schwer-
punkt des Armes liegt und das System somit instabil ist
• Einachsige, selbststabilisierende Roller, z.B. SegwayTM Human Transporter (siehe
Bild 2.2, [Seg])
Bild 2.2: Segway HT - eine neue Art der Fortbewegung
Eine weitere dem Inversen Pendel a¨hnliche Stabilisierungsaufgabe findet sich in der so-
genannten Lastkranregelung. Dabei soll eine von einem Kran transportierte schwingende
Last durch lineare Bewegungen des Kranla¨ufers mo¨glichst schnell zum Stillstand gebracht




2.2 Aufbau des Regelsystems
Regelung Unter der Regelung eines Systems versteht man
einen Vorgang, bei dem eine Gro¨ße (Ist- oder Regelgro¨ße) fortlaufend erfasst und mit einer
anderen Gro¨ße (Soll- oder Fu¨hrungsgro¨ße) verglichen wird, wobei deren Differenzsignal
(Stellgro¨ße) den zu regelnden Prozess im Sinne einer Angleichung an die Fu¨hrungsgro¨ße
beeinflusst ([Gee04, S. 4] nach DIN 19226). Im Gegensatz zur Steuerung (open loop)
findet der gesamte Wirkungsablauf in einem geschlossenen Kreis (closed loop) statt; die
Ausgangsgro¨ßen wirken also auf die Eingangsgro¨ßen zuru¨ck.
Mehrgro¨ßensystem Liegen bei einer Regelung mehrere stark miteinander verkoppelte
Regel- und Stellgro¨ßen vor, die nicht mehr getrennt voneinander behandelt werden ko¨n-
nen, spricht man von einem Mehrgro¨ßensystem. Ein Beispiel dafu¨r ist das Inverse Pendel,
bei dem Wagenposition, Geschwindigkeit, Auslenkung, und Winkelgeschwindigkeit zu-
sammenha¨ngen und nicht unabha¨ngig voneinander auf vorgegebene Sollwerte gebracht
werden ko¨nnen. Ein solches System mit mehreren Regelgro¨ßen und einer Stellgro¨ße wird
in der englischsprachigen Literatur auch als MISO-System (multiple input, single output)
bezeichnet.
Um fu¨r die Regelstrecke bei Mehrgro¨ßensystem eine mo¨glichst kompakte Beschreibung
zu erhalten, werden die meist elektrischen Ein- und Ausgangsgro¨ßen zu den Vektoren
u(t) und y(t) zusammengefasst. Zusa¨tzlich werden fu¨r die Regelung derartig verkoppelter
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Systeme oft auch nicht messbare interne Zustandsgro¨ßen beno¨tigt, welche mit dem Vektor
x(t) beschrieben werden. Diese mu¨ssen aus den gemessenen Gro¨ßen mittels sogenannter
Beobachter oder Zustandsscha¨tzer rekonstruiert werden.
Der prinzipielle Aufbau der Regelung eines dynamischen Mehrgro¨ßensystems ist am Bei-































Bild 2.3: Mehrgro¨ßenregelung fu¨r ein Inverses Pendel
Damit der Prozess geregelt werden kann, muss er mit geeigneten Sensoren und Aktoren
(Antrieb) versehen werden. Das so instrumentierte mechanische Teilsystem wird Regel-
strecke genannt. Im Fall des Inversen Pendels besteht diese i. Allg. aus dem Pendelwagen
mit Linearfu¨hrung, dem Antrieb, sowie Sensoren fu¨r die Messung von Winkel und Positi-
on.
Das elektrische Teilsystem beinhaltet Komponenten zur Aufbereitung der Sensordaten
und zur Versta¨rkung des Stellsignals, den Zustandsscha¨tzer und den eigentlichen Regler.
Letzterer bewirkt eine Umsetzung des rekonstruierten Systemzustands in eine geeignete
Stellgro¨ße. Dies geschieht mittels eines speziellen Ru¨ckfu¨hrungsgesetzes und ist Gegen-
stand des Reglerentwurfes.
Sowohl der Entwurf des Reglers als auch des Zustandsscha¨tzers basiert auf einer mathe-
matischen Beschreibung der Regelstrecke. Dies soll im Folgenden betrachtet werden.
2.2.1 Modellierung
Mehrgro¨ßensysteme lassen sich im Zeitbereich mit Differentialgleichungen, dem Zustands-
raummodell oder als U¨bergangsfunktionsmatrix beschreiben. Ferner ist eine Beschreibung
im Frequenzbereich mittels der U¨bertragungsfunktionsmatrix mo¨glich, soll aber wegen
dem erho¨hten Rechenaufwand durch die zusa¨tzlich no¨tige Laplace-Transformation hier
nicht betrachtet werden.
Zustandsraum Da fu¨r die Analyse und Synthese von Regelsystemen heute fast aus-
schließlich digitale Rechenprogramme verwendet werden, hat die Darstellung des Systems
durch das Zustandsraummodell mittlerweile die gro¨ßte Bedeutung gewonnen. Dabei han-
delt es sich um in Matrizenschreibweise umgeformte Differentialgleichungen, auf die sich
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effiziente Algorithmen anwenden lassen [Sch95, S. 290ff]. Auf diesen Zustandsgleichun-
gen basiert auch der zu verwendente Kalman-Filter, was einen weiteren Grund fu¨r die
Verwendung gerade dieser Modellierung darstellt. Ein System von linearen Differential-
gleichungen 2. Ordnung la¨sst sich im Zustandsraum kompakt mit folgenden Vektordiffe-
rentialgleichungen 1. Ordnung beschreiben:
x˙(t) = Ax(t) +Bu(t) (2.1)
y(t) = Cx(t) +Dx(t). (2.2)
In diesem als Zustandsdarstellung bezeichneten Gleichungssystem sind
• x(t) der interne Zustandsvektor mit der Dimension n,
• u(t) der Eingangsvektor mit der Dimension m,
• y(t) der Ausgangsvektor mit der Dimension p,
• A die Systemmatrix mit der Dimension n× n,
• B die Eingangsmatrix mit der Dimension n×m,
• C die Ausgabematrix mit der Dimension p× n,
• D die Durchgangsmatrix mit der Dimension p×m.
Die Matrix D in (2.2) verbindet den Eingang u direkt und tra¨gheitslos mit dem Ausgang
y. Da dies in physikalischen Systemen nicht vorkommt, wird D oft gleich null gesetzt.
Anhand dieser mathematischen Modellierung ko¨nnen nun weitere regelungstechnisch be-
deutende Eigenschaften des Systems analysiert werden.
2.2.2 Stabilita¨t
Ziel der Regelung vieler Mehrgro¨ßensysteme, wie auch des Inversen Pendels, ist eine Stabi-
lisierung des Systemzustandes in einem bestimmten Punkt. Dafu¨r ist zuna¨chst ein na¨heres
Versta¨ndnis u¨ber den Begriff und die Definition der Stabilita¨t im Sinne der Regelungs-
technik notwendig. In Lehrbu¨chern zur Regelungstechnik (z. B. [Lun97, S. 49f], [Sch95, S.
114]) findet man hierzu:
Definition 2.1 Ein dynamisches System ist stabil, wenn seine transienten
Antworten bei beliebigen Anfangsbedingungen fu¨r t→∞ nach Null abklingen.
Fu¨r ein lineares zeitinvariantes System ist das genau dann der Fall, wenn alle
Pole des Systems einen negativen Realteil haben.
In der Zustandsdarstellung eines Systems bedeutet dies, dass alle Zustandsgro¨ßen x mit
der Zeit zu Null werden. Die Pole des Systems sind dabei identisch mit den Eigenwerten
λ der Systemmatrix A. Diese ergeben sich als Lo¨sungen des Eigenwertproblems (siehe
[Gee04, S. 310]):
det(λI−A) = 0 (2.3)
2.2. AUFBAU DES REGELSYSTEMS 18
Existieren also Eigenwerte mit positiven Realteil, ist das System instabil. Aufgabe einer
stabilen Zustandsregelung ist in diesem Fall die Verschiebung der Eigenwerte in die stabile
linke Ha¨lfte der komplexen Zahlenebene.
Voraussetzung ist dabei die Steuerbarkeit des Systems, die im Folgenden untersucht wer-
den soll.
2.2.3 Steuerbarkeit
Sowohl die Steuerbarkeit als auch die Beobachtbarkeit sind grundlegende Eigenschaften
dynamischer Systeme, welche die Lo¨sbarkeit von Regelungsaufgaben entscheidend beein-
flussen. Unter der Steuerbarkeit (englisch controllability) versteht man nach [Lun97, S.
49f] folgendes:
Definition 2.2 Ein System heißt vollsta¨ndig steuerbar, wenn es in endli-
cher Zeit von jedem beliebigen Anfangszustand x0 durch eine geeignet gewa¨hlte
Eingangsgro¨ße u in einen beliebig vorgegeben Endzustand x u¨berfu¨hrt werden
kann.
Die vollsta¨ndige Steuerbarkeit des Systems kann nach dem Steuerbarkeitskriterium von
Kalman gepru¨ft werden [Lun97, S. 51].
Steuerbarkeitskriterium von Kalman
Das System (A,B) mit n Zusta¨nden ist genau dann vollsta¨ndig steuerbar, wenn die
Steuerbarkeitsmatrix
SS = (B AB A
2B . . . An−1B) (2.4)
den Rang n hat.
Unter dem Rang einer Matrix versteht man dabei die Anzahl von linear unabha¨ngigen
Reihen oder Spalten.
2.2.4 Beobachtbarkeit
Die soeben abgeleitete Steuerbarkeit eines Systems impliziert, dass alle Zustandsgro¨ßen
bekannt sind und als Einga¨nge fu¨r einen Zustandsregler verwendet werden ko¨nnen. Bei
vielen technischen Systemen ist aber die Messung aller Zustandsgro¨ßen konstruktiv nicht
mo¨glich oder wirtschaftlich nicht vertretbar.
Nun kann man aber mehr u¨ber den Zustand eines Systems erfahren, wenn man die Sys-
tembewegungen nicht nur zu einem Zeitpunkt, sondern u¨ber ein bestimmtes Zeitintervall
beobachtet und aus dem Kurvenverlauf von y(t) mit Hilfe des mathematischen Modells
den aktuellen Systemzustand x(t) rekonstruiert. Wird das System durch eine Steuerung
u(t) beeinflusst, muss man diese kennen und in die Zustandsrekonstruktion einfließen
lassen. Der Begriff der Beobachtbarkeit (englisch observabillity) bezeichnet die Anwend-
barkeit dieser Zustandsscha¨tzung ([Lun97, S. 71f]).
Definition 2.3 Ein System heisst vollsta¨ndig beobachtbar, wenn der An-
fangszustand x0 aus dem u¨ber ein endliches Intervall bekannten Verlauf der
Eingangsgro¨ße u und der Ausgangsgro¨ße y bestimmt werden kann.
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Analog zur Steuerbarkeit la¨sst sich die Beobachtbarkeit eines Systems anhand des Beob-
achtbarkeitskriteriums von Kalman pru¨fen:
Beobachtbarkeitskriterium von Kalman










den Rang n hat ([Lun97, S. 51]).
2.3 Verfahren zum Reglerentwurf
Zur Stabilisierung des beschriebenen instabilen Systems mu¨ssen also ein geeignetes Ru¨ck-
fu¨hrungsgesetz und ein Verfahren zur Scha¨tzung beno¨tigter, aber nicht messbarer Zusta¨n-
de gefunden werden. In diesem Abschnitt soll jedoch vorerst angenommen werden, dass
alle internen Zusta¨nde x bekannt sind.
Bei einer Systembeschreibung im Zustandsraum mit den Gleichungen (2.1) und (2.2),
kann die Stellgro¨ße u(t) durch Zustandsru¨ckfu¨hrung bestimmt werden:
u(t) = −kT x(t) (2.6)










Bild 2.4: Signalflussplan der zustandsgeregelten Strecke
Die Aufgabe des Reglerentwurfs reduziert sich damit auf die Bestimmung eines geeigneten
Reglervektors
kT = (k1 k2 . . . kn). (2.7)
Dies kann mittels PI-Regler, Polvorgabe oder dem Optimalreglerentwurf erfolgen.
Nichtlineare Verfahren wie Fuzzy-Regler oder Neuronale Netze sind zwar prinzipiell auch
fu¨r die Regelung des Inversen Pendels anwendbar, jedoch ko¨nnen diese nicht von dem
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Prinzip der Zustandsru¨ckfu¨hrung in (2.6) abgeleitet werden. Fu¨r weitergehende Informa-
tionen dazu sei hier auf die Artikel [LM94] und [SKK03] verwiesen.
2.3.1 PI-Mehrgro¨ßenregler
Der Entwurf dieser Regler geschieht weitestgehend empirisch mit Hilfe von Experimenten
am Modell. Anhand von Einstellregeln ko¨nnen ohne vorherige Modellbildung Versta¨rkun-
gen fu¨r Proportional- und Integralteil der U¨bergangsfunktion gefunden werden. Der fu¨r
Eingro¨ßenregelungen oft notwendige Differentialteil (D-Anteil) ist bei Mehrgro¨ßenregelun-
gen mit Zustandsru¨ckfu¨hrung schon implizit enthalten. Vorteil dieser Entwurfsstrategie
ist die Festlegung der Reglerparameter durch bestimmte Einstellregeln, ohne dass vorher
eine aufwendige Modellbildung der Regelstrecke betrieben werden muss. Allerdings ist
dieses Verfahren an bestimmte Voraussetzungen gebunden:
• Regelstrecke muss stabil sein
• keine scharfen Forderungen an das dynamische U¨bergangsverhalten
• Mo¨glichkeit von Experimenten mit der Regelstrecke und dem geregelten System
Mit diesen Forderungen beschra¨nkt sich das Verfahren der PI-Mehrgro¨ßenregler auf ver-
gleichsweise einfache Regelungsaufgaben. Fu¨r komplexere Problemstellungen ko¨nnen die
beiden na¨chstgenannten Verfahren verwendet werden.
2.3.2 Polvorgabe
Wie bereits gezeigt wurde, ko¨nnen bei einem vollsta¨ndig steuerbaren System die Pole
durch einen Regler beliebig platziert werden. Ist das Ziel die Stabilisierung des Systems,
mu¨ssen alle Eigenwerte einen negativen Realteil haben. Das Problem der Polvorgabe
besteht nun in der Suche eines Ru¨ckfu¨hrungsvektors kT, so dass im geschlossenen Kreis
Eigenwerte erzeugt werden, welche die durch die Menge
p¯ = {p¯1, p¯2, . . . , p¯n} (2.8)
vorgegebenen Werte haben. Als Zielgebiet fu¨r die Platzierung wa¨hlt man den in Bild 2.5
angegebenen Bereich der linken komplexen Halbebene, der durch den gewu¨nschten Min-
deststabilita¨tsgrad, die Mindestda¨mpfung und die Unterdru¨ckung des Messrauschens be-
stimmt ist.
Die Koeffizienten des den gewa¨hlten Eigenwerten entsprechenden charakteristischen Po-
lynoms a¯i ko¨nnen aus der Gleichung
n∏
i=1
(λ− pi) = λn + a¯n−1λn−1 + · · ·+ a¯1λ+ a¯0 (2.9)
durch Koeffizientenvergleich abgelesen werden. Die Berechnung von kT erfolgt durch die
Ackermann-Formel4:
4 eine Herleitung der Ackermann-Formel aus der Reglernormalform findet sich in [Lun97, S. 198]






Bild 2.5: Gebiet fu¨r die Vorgabe der Eigenwerte
kT = s′R (a¯0I+ a¯1A+ · · ·+ a¯n−1An−1 +An), (2.10)
wobei
s′R = (0 0 . . . 0 1) S
−1
S (2.11)
die letzte Zeile der inversen Steuerbarkeitsmatrix SS ist.
Mit dem Verfahren der Polvorgabe sind viele verschiedene Regler mo¨glich, die zwar das
Kriterium der Stabilita¨t aufweisen, aber fu¨r das spezifische Regelungsproblem hinsicht-
lich Einschwingzeit und Wertebereich der Stellgro¨ße nicht unbedingt die optimale Lo¨sung
darstellen.
2.3.3 LQR-Entwurf
Das Ziel des Stabilisierungsproblems besteht grundsa¨tzlich darin, den Zustandsvektor x(t)
mo¨glichst nahe am Gleichgewichtszustand x = 0 zu halten, ohne dafu¨r unno¨tig große Ein-
gangssignale u(t) verwenden zu mu¨ssen [Gee04, S. 123]. Werden nun diese Anforderungen
an den Regelkreis durch ein Gu¨tefunktional ausgedru¨ckt, das den Verlauf der Stell- und
Zustandsgro¨ßen bewertet, kann die Reglermatrix als Lo¨sung eines Optimierungsproblems
gefunden werden [Lun97, S. 235]. Da dieses Funktional quadratisch und die Regelstrecke
linear ist, spricht man von linear-quadratischer Regelung (LQR). Aufgrund des zugrun-
deliegenden Optimierungsproblems wird ein so entworfener Regler auch als Optimalregler
bezeichnet.









mit den symmetrischen und positiv definiten5 Wichtungsmatrizen Qw und Rw angesetzt.
Die beiden Summanden bestimmen den Abstand der Zustandsgro¨ßen und der Stellgro¨ße
von null (entspricht Stabilita¨t), wobei durch die quadratischen Terme große Abweichungen
5 d. h. sa¨mtliche Eigenwerte der Matrix sind positiv [Lun97, S. 525]
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sta¨rker bewertet werden als kleine. Die Wichtungsmatrizen Qw und Rw werden dabei
nach Maßgabe des gewu¨nschten U¨bergangsverhaltens und der relativen Bedeutung der
Zustands- und Stellsignale gewa¨hlt.
Ziel des Entwurfes ist es, eine Funktion u(t) zu finden, fu¨r die das Gu¨tefunktional J
minimal wird. Soll sich diese Problemstellung als Zustandsru¨ckfu¨hrung nach (2.6) mittels
eines Reglervektors kT realisieren lassen, ist die Lo¨sung des Optimierungsproblems mit
kT = RW
−1BTP (2.13)
gegeben, wobei P die symmetrische, positiv definite Lo¨sung der algebraischen Matrix-
Riccati-Gleichung6
ATP+PA−PBRw−1BTP+Qw = 0 (2.14)
ist, fu¨r den Fall, dass die Regelstrecke asymptotisch stabil, vollsta¨ndig steuerbar oder
stabilisierbar ist (vgl. Abschnitt 5.4).
Mit (2.6) und (2.1) ist der mit dem Optimalregler geschlossene Regelkreis durch
x˙ = (A−BkT)x (2.15)
y = Cx (2.16)
gegeben. Ob ein so entworfener Optimalregler tatsa¨chlich die optimale Lo¨sung fu¨r das Pro-
blem liefert, ist von der Wahl der Wichtungsmatrizen abha¨ngig. Entspricht das Verhalten
des optimal geregelten Systems in der Simulation nicht den gegebenen Gu¨teanforderungen,
wird der Entwurf mit vera¨nderten Wichtungen wiederholt.
2.4 Verfahren zur Zustandsscha¨tzung
Im letzten Abschnitt wurde gezeigt, dass bei vollsta¨ndiger Steuerbarkeit des Systems
(A,B) die Pole des geregelten Systems durch Ru¨ckfu¨hrung des Zustandsvektors x(t) mit
einem geeigneten Reglervektor k an beliebiger Stelle platziert werden ko¨nnen. Voraus-
setzung dafu¨r ist die Verfu¨gbarkeit des gesamten Zustandsvektors, der aber nur teilwei-
se als Messergebnis y(t) vorliegt. Bei vollsta¨ndiger Beobachtbarkeit des Systems (siehe
Abschnitt 2.2.4) kann jedoch ein Scha¨tzwert xˆ fu¨r den Zustandsvektor x aus den vorlie-
genden Informationen (A,B,C,u,y) rekonstruiert werden. Dafu¨r eignen sich sowohl der
Luenberger-Beobachter als auch der Kalman-Filter, welche in diesem Abschnitt kurz
vorgestellt werden.
2.4.1 Luenberger-Beobachter
Der von Luenberger 1964 vorgeschlagene Beobachter beruht auf einer Parallelschal-
tung der Regelstrecke zu ihrem Modell. Bei gleichen Einga¨ngen und Anfangszusta¨nden
ergeben sich a¨hnliche Ausgangsgro¨ßen, welche freilich aufgrund von Sto¨rungen der Re-
gelstrecke, Messfehlern und Vereinfachungen des Modells zum Teil erheblich voneinander
6 ein Spezialfall der Riccati-Differentialgleichung, die in der Optimierungstheorie eine besondere Rolle
spielt
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abweichen ko¨nnen. Aus diesem Grund wird die Anordnung, wie in Bild 2.6 gezeigt, um




















Bild 2.6: Zustandsru¨ckfu¨hrung mit Lueneberger-Beobachter
A¨hnlich, wie bei einem Regelkreis die Abweichung der Regelgro¨ße vom Sollwert dazu ver-
wendet wird, eine Stellgro¨ße zu errechnen, wird hier die Abweichung des Modellausgangs
yˆ(t) vom gemessenen Streckenausgang y(t) genutzt, um den Zustand des Modells an den
der Regelstrecke anzugleichen. Da der Entwurf dieser Ru¨ckfu¨hrung auf den eines Reg-
lers zuru¨ckgefu¨hrt werden kann, ko¨nnen die bereits behandelten Entwurfsverfahren fu¨r
Zustandsru¨ckfu¨hrungen auch beim Beobachterentwurf zum Einsatz kommen. [Lun97, S.
284]
Dafu¨r wird die nicht sprungfa¨hige Regelstrecke aus Gleichung 2.1 um eine zusa¨tzliche
Eingangsgro¨ße uB erweitert
˙ˆx(t) = Axˆ(t) +Bu(t) + uB(t) (2.17)
yˆ(t) = Cxˆ(t), (2.18)
welche aus der ru¨ckgefu¨hrten Differenz
u(t)B = L(y(t)− yˆ(t)) (2.19)
zwischen dem Ausgangsvektor der Regelstrecke und des Modells besteht. Mit den Glei-
chungen (2.17) bis (2.19) erha¨lt man die Systemgleichung des Beobachters
˙ˆx(t) = Axˆ(t) +Bu(t) + LC(x(t)− xˆ(t)), (2.20)
in der die Wirkung der Ru¨ckfu¨hrung ersichtlich wird. Nur wenn xˆ 6= x gilt, also auch
die Ausgangsgro¨ßen voneinander abweichen, wird das Verhalten des Modells durch die
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Ru¨ckfu¨hrung beeinflusst. Dabei muss die Matrix L so gewa¨hlt werden, dass dadurch der
Beobachtungsfehler xˆ− x minimiert wird.
Es kann gezeigt werden [Lun97, S. 286], dass dies genau dann der Fall ist, wenn alle
Eigenwerte der Matrix (A− LC) einen negativen Realteil haben. Damit der Beobach-
tungsfehler schneller abklingt als das U¨bergangsverhalten des zu betrachtenden Systems,
mu¨ssen diese Pole weiter links platziert werden, als die der dominierenden Matrix A. Soll
mit dem Beobachter eine Zustandsru¨ckfu¨hrung kT nach Bild 2.6 realisiert werden, wa¨hlt
man die Beobachtereigenwerte links der Pole von (A−BkT). Dabei kann gema¨ß dem
Separationstheorem [Kra97, S. 52] derselbe Reglervektor kT verwendet werden wie bei der
Zustandsru¨ckfu¨hrung ohne Beobachter.
Bisher wurden Sto¨rungen wie Messrauschen und systematische Fehler vernachla¨ssigt, was
mo¨glich ist, solange der Signal-Rausch Abstand groß genug ist. Bei gro¨ßeren Sto¨rungen
werden jedoch die Aussagen des Beobachters unbrauchbar. In diesem Fall muss u¨ber ei-
ne geeignete Modellierung der Sto¨rungen nachgedacht werden. Es existieren verschiedene
Varianten von Beobachtern, die unter anderem auch bekannte deterministische Sto¨rgro¨ßen
beru¨cksichtigen ko¨nnen, soweit sich diese durch Anfangszusta¨nde des zu beobachtenden
Systems darstellen lassen. Allerdings versagen auch diese Art von Beobachtern bei signi-
fikanter Beeinflussung des Prozesses durch kontinuierliches stochastiches Rauschen.
2.4.2 Kalman-Filter
Wird die zu beobachtende Regelstrecke durch stochastische Sto¨rgro¨ßen beeinflusst, die
nicht mehr vernachla¨ssigt werden ko¨nnen, ist der Kalman-Filter das geeignete Werkzeug
zur Zustandspra¨diktion.
Dieser produziert einen Scha¨tzwert xˆ(t), dessen Mittel mit dem Systemzustand x(t) u¨ber-
einstimmt. Wie der Name schon vermuten la¨sst, handelt es sich bei dem Kalman-Filter
nicht in erster Linie um einen Beobachter, sondern vielmehr um ein mathematisches Mo-
dell, mit dem stochastische Sto¨rungen aus Prozessen
”
herausgefiltert“ werden ko¨nnen.
Aufgrund des stochastischen Sto¨ransatzes liegt dem Kalman-Filter ein anderes mathe-
matisches Problem als bei den fu¨r deterministische Sto¨rungen ausgelegten Beobachtern
zugrunde. Trotzdem ist die Grundidee fu¨r beide Verfahren dieselbe, so dass ein Kalman-
Filter sehr gut zur Zustandsscha¨tzung bei stochastisch gesto¨rten Systemen eingesetzt
werden kann. Im Folgenden wird auf einige fu¨r die Anwendung wichtigen Eigenschaf-
ten des Kalman-Filters eingegangen. Weitergehende Informationen ko¨nnen bei [Lun97]
und [Gee04] nachgelesen werden. Fu¨r anschauliche Einfu¨hrungen zum Kalman-Filter sei
auf [Wen00b] und [Sim01] verwiesen.
Auch beim Kalman-Filter wird ein lineares dynamisches System betrachtet, diesmal aber
mit den vektoriellen Sto¨rungen wk und vk:
xk+1 = Adxk +Bduk +wk (2.21)
yk = Cxk + vk. (2.22)
Dabei bezeichnet wk das Prozessrauschen, welches die internen Zusta¨nde beeinflusst und
vk das Messrauschen. Beide werden als weiße, gaußsche Rauschprozesse angenommen,
d. h. ihr Mittelwert soll gleich null und ihre Varianzen bekannt sein. Kalman-Filter werden
hauptsa¨chlich fu¨r zeitdiskrete Systeme angewandt, die durch einen Zeittakt ∆t bestimmt
werden. Im Folgenden wird der Term x(k ·∆t) durch die einfachere Schreibweise xk mit
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dem Laufindex k abgeku¨rzt. Die hier verwendeten Matrizen Ad und Bd bezeichnen die
entsprechenden fu¨r den Zeittakt ∆t diskretisierten Systemmatrizen.
Die Besonderheit des Kalman-Filters ist es, die fehlerbehaftete Messung mit den wahren
internen Zusta¨nden in Einklang zu bringen. Dies geschieht iterativ in zwei Phasen:
1. Pra¨diktion: der neue Zustand wird aus dem vorhergehenden vorausgesagt und eine
Zwischengro¨ße fu¨r die Fehlerkovarianzmatrix der Scha¨tzung wird aus der vorange-
gangenen abgeleitet:
xˆ′k+1 = Adxˆk +Bduk, (2.23)
P′k = AdPkAd
T +Qc. (2.24)
2. Korrektur: der vorausgesagte Zustand xˆ′(t) wird anhand der Messdaten korri-
giert, wobei die Verla¨sslichkeit der Messung mit der Kalman-Versta¨rkungsmatrix K
bewertet wird. Dieser Abgleich mit der Messung in (2.26)wird auch als Innovations-
prozess bezeichnet. Die oft auch Kalman-Faktor genannte Matrix K wird aus den









k+1 +Kk(yk −Cxˆ′k+1) (2.26)
Mit einer letzten Gleichung wird die Kovarianzmatrix des Scha¨tzfehlers aktualisiert.
Da die Zielsetzung des Kalman-Filters eine Minimierung dieses Scha¨tzfehlers ist,
erfolgt die Berechnung von Pk als Lo¨sung eines Optimierungsproblems. Dies ge-
schieht im Sinne einer optimalen Scha¨tzung a¨hnlich dem LQR-Entwurf (2.14) durch
die Lo¨sung einer Matrix-Riccati-Gleichung:
Pk+1 = (I−KkC)P′k(I−KC)T +KkRcKkT. (2.27)
In Gleichung (2.26) ist erkennbar, dass der Messung umso mehr Glauben geschenkt wird,
je gro¨ßer der Kalman-Faktor Kk ist. So wie beim Beobachter die Matrix L den Beobach-
tungsfehler minimiert, sorgt hier Kk fu¨r eine Minimierung des Scha¨tzfehlers. Allerdings
wird die Kalman-Versta¨rkungsmatrix nicht durch Polvorgabe, sondern mit dem Optimal-
reglerverfahren bestimmt. Anstelle der Wichtungsmatrizen aus dem Gu¨tefunktional des
Optimalreglers stehen jetzt die Matrizen Qc und Rc, welche die Streuung der Sto¨rung w
und v beschreiben.
Die Anwendung des Kalman-Filters geschieht durch fortlaufende Iteration der Gleichun-
gen (2.23) bis (2.27). Die in diesen Gleichungen enthalten Matrixoperationen sind mit den
heutigen Rechensystemen relativ leicht zu implementieren, so dass Kalman-Filter sehr gut
fu¨r Echtzeitanwendungen geeignet sind. Allerdings steigt der Rechenaufwand proportio-
nal zur dritten Potenz der Zustandsanzahl, so dass bei Regelungen mit vielen Zusta¨nden
oft mit der statischen Variante des Kalman-Filters (steady-state Kalman-Filter) gearbei-
tet wird. Dies ist mo¨glich, da Pk einem minimalen Wert zustrebt und sich gema¨ß Glei-
chung (2.25) auch der Kalman-Faktor stabilisiert. Diese Werte ko¨nnen dann im Vorhinein
berechnet und als Konstanten implementiert werden. Dadurch reduziert sich der Rechen-
aufwand auf einfache Matrix-Multiplikationen und -Additionen, wa¨hrend der Filter noch
immer gute Scha¨tzungen liefert.
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2.5 Sensorik
Zu einer Stabilisierung des Pendels mittels einer geeigneten Regelung und Zustands-
scha¨tzung sind Informationen u¨ber den Pendelwinkel und die Position des Wagens er-
forderlich. Im Folgenden werden einige Methoden zur Messung dieser Gro¨ßen vorgestellt,
die bei Inversen Pendeln in der Praxis Anwendung finden. In einigen Fa¨llen werden zu-




In den ha¨ufigsten Fa¨llen wird der Pendelwinkel mit einem Potentiometer und anschlie-
ßender A/D-Wandlung gemessen. Dabei wird der Winkel mit einem als Spannungsteiler
geschalteten vera¨nderlichen Widerstand in eine winkelproportionale Spannung umgesetzt,
die anschließend versta¨rkt und gegebenenfalls in eine digitale Gro¨ße gewandelt wird. Vor-
teil sind hier die hohe Auflo¨sung und die geringen Kosten, nachteilig ist dagegen die
Notwendigkeit eines zusa¨tzlichen A/D-Wandlers und einer Referenzspannungsquelle.
Bild 2.7: Gray-codiertes Encodersegment
Optischer Encoder
Eine weitere Mo¨glichkeit bietet der Einsatz eines rotatorischen optischen Encoders. Dabei
wird eine aus hellen und dunklen Segmenten codierte Scheibe optoelektronisch abgelesen.
Je nach Winkellage ergibt sich ein anderes Bitmuster an den Ausga¨ngen des Encoders. Um
Ablesefehler im U¨bergangsbereich zwischen zwei Werten zu vermeiden, wird die Scheibe
in der Regel gray-codiert7 (siehe Bild 2.7). Nachteile optischer Encoder sind der hohe
Preis und die im Vergleich zum Potentiometer geringe Auflo¨sung.
7 Im Gegensatz zur bina¨ren Codierung a¨ndert sich beim Gray-Code von einem Wert zum na¨chsten
immer nur ein Bit.
2.5. SENSORIK 27
Optischer Inkrementalgeber
Inkrementalgeber werden hauptsa¨chlich zur Drehzahlerfassung eingesetzt, ko¨nnen aber
auch fu¨r Winkelmessungen verwendet werden. Die Funktionsweise ist a¨hnlich eines opti-
schen Encoders, nur wird hier eine fein geschlitzte Scheibe eingesetzt, die keinen absoluten
Winkel codiert, sondern nur Inkremente. Zur Messung eines Winkels muss daher erst ein
Referenzpunkt gefunden werden, von dem alle anderen Winkel durch Za¨hlung der Inkre-
mente abgeleitet werden ko¨nnen. Da hierbei nur eine Fotodiode no¨tig ist, ko¨nnen ho¨here
Auflo¨sungen bis zu 4096 Inkrementen pro Umdrehung erreicht werden.
Hall Sensor
Als einzige aller gepru¨ften Realisierungen des Inversen Pendels erfolgt in [SKM97] die
Winkelmessung mit Hall-Sensoren, was aber sehr aufwendig und dazu relativ ungenau ist.
Dabei generiert ein Permanentmagnet im Fußpunkt des Pendels ein statisches Magnet-
feld. Diejenigen Feldlinien, welche die Sensoren schneiden, produzieren ein elektrisches
Signal, indem sie bewegte Ladungstra¨ger aufgrund der Lorentzkraft ablenken. Dieses
Pha¨nomen wird auch Hall-Effekt genannt. Durch eine differentielle Betrachtung von zwei
Hall-Sensoren kann ein winkelproportionales Signal konstruiert werden. Vorteil ist hier
eine kontaktlose und unsichtbare Winkelmessung, die eine Balance freistehender Pendel
erlaubt (Bild 2.8). Ein solcher Aufbau spiegelt deutlich die urspru¨ngliche Idee des Balan-
cierens eines Stabes auf der Handfla¨che wieder. Allerdings kann das Pendel bei gro¨ßeren
Beschleunigungen leicht aus der Nut fallen.
Bild 2.8: Winkelmessung mittels Hall-Sensoren
Kamera
Nutzt man eine Kamera und Bilderkennungsalgorithmen, kann a¨hnlich dem menschlichen
Auge der Pendelwinkel wie auch die Wagenposition optisch aufgenommen werden. Dabei
werden an Wagen und Pendel farbige Markierungen angebracht, deren Position mittels
bestimmter Tracking-Verfahren aus den Einzelbildern extrahiert werden kann. Diese Mo¨g-




Wird auf der Achse des Antriebsmotors eine codierte Scheibe befestigt, kann durch die
Wagenposition durch Messung des Winkels wie bereits aufgezeigt berechnet werden. Da-
bei ko¨nnen optische Encoder, Inkrementalgeber und Potentiometer eingesetzt werden.
Codelineal
Analog zum rotatorischen optischen Encoder bzw. Inkrementalgeber existieren lineare
Varianten. Die Wagenposition kann hierbei durch Auslesen von Bitmustern oder Za¨hlen
von Inkrementen auf einem durchscheinenden Lineal mit feinen Strichen ermittelt werden.
Inkrementza¨hlung bei Schrittmotoren
Werden zum Antrieb Linear- oder Schrittmotoren verwendet, kann auf einen Sensor ver-
zichtet und die Position des Wagens durch Aufsummierung der einzelnen Schritte berech-
net werden. Dies ist mo¨glich, da derartige Motoren in diskreten Schritten angesteuert
werden und diesen exakt und ohne Schlupf folgen. Allerdings ko¨nnen bei zu hoher Belas-
tung oder zu großen Beschleunigungen Schrittfehler auftreten, d. h. der Motor kann den
Steuerimpulsen nicht mehr folgen, die jedoch trotzdem mitgeza¨hlt werden.
Kamera
Parallel zum Pendelwinkel kann auch die Wagenposition unter Nutzung einer Kamera und
Bilderkennungsverfahren bestimmt werden.
2.6 Antrieb
Fu¨r den Antrieb eines Inversen Pendels werden in der Literatur fast ausschließlich Linear-
fu¨hrungen mit Gleichstrom-Motoren verwendet. In Einzelfa¨llen finden aber auch Linear-
und Servomotoren Anwendung.
Gleichstrommotor
Als klassischer Regelantrieb existieren Gleichstrommotoren in unterschiedlichsten Gro¨ßen
und Leistungsklassen. Allen gemeinsam ist ein Rotor, dessen Wicklungen vom Magnet-
feld des Stators durchdrungen und u¨ber Kohlebu¨rsten mit Gleichstrom gespeist werden.
Ein mechanischer Kommutator (Stromwender) sorgt dabei fu¨r die zur Rotation notwen-
dige Umkehr der Stromrichtung. Bei konstanter Last ist die Drehzahl proportional zur
Motorspannung, dabei kann die Drehrichtung durch Stromumkehr gea¨ndert werden. Bei
leistungsfa¨higeren Systemen wird ha¨ufig eine Stromregelung zur Kontrolle des Drehmo-
mentes genutzt. Vorteil ist eine gute Dynamik und ein ruhiger Lauf, eine genaue Positi-
onsbestimmung ist jedoch ohne eine Ru¨ckfu¨hrung mit Sensoren unmo¨glich.
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Servomotor
Um Gleichstrommotoren fu¨r Positionierungsaufgaben zu verwenden, ist ein geschlossener
Regelkreis mit Sensoren und zusa¨tzlicher Elektronik no¨tig. Derartig erweiterte Moto-
ren werden Servomotoren genannt. Sie bestehen in der Regel aus einem kleinen Gleich-
strommotor, einem Ru¨ckfu¨hrungsmechanismus (normalerweise ein Potentiometer oder In-
krementalgeber) und einem Regelschaltkreis, der den Motorstrom anhand von Soll- und
Istposition reguliert. Da sich Servomotoren meist nur innerhalb eines begrenzten Win-
kels steuern lassen, ist deren Einsatzbereich auf kleinere Stell- und Positionieraufgaben
begrenzt.
Schrittmotor
Schrittmotoren ko¨nnen den digitalen Impulsen der Ansteuerelektronik ohne weiteren Re-
gelaufwand exakt mit der Ausfu¨hrung einer definierten Drehbewegung folgen. Deshalb
werden Schrittmotoren normalerweise in offenen Steuerkreisen angewandt und sind die
kostengu¨nstigste Lo¨sung in vielen Positionierungsanwendungen.
Bei dieser Motorenart folgt ein magnetisierter Rotor einem sich drehenden Magnetfeld,
das durch impulsfo¨rmige Stro¨me in zwei Statorwicklungen erzeugt wird. Im Gegensatz
zum Synchronmotor dreht sich das Magnetfeld in diskreten Schritten mit beliebiger Ge-
schwindigkeit bis zu einer durch die Bauart bedingten Ho¨chstgeschwindigkeit. Grundlage
ist meist das Reluktanzprinzip, d. h. Rotor und Stator sind zahnradfo¨rmig ausgepra¨gt,
so dass sich bei einer Drehbewegung der wirksame magnetische Widerstand (Reluktanz)
a¨ndert. Die Kra¨fte des magnetischen Feldes sind dabei so gerichtet, dass sie den Anker in
Richtung des kleinsten magnetischen Widerstands zu drehen versuchen. Die Winkelauf-
lo¨sung ist prima¨r durch die Polzahl festgelegt, typische Werte sind 24, 48, 100, 200 und
400 Schritte pro ganzer Umdrehung bei Vollschrittbetrieb.
Elektrisch gesehen gibt es zwei Typen von Schrittmotoren: unipolare und bipolare Moto-
ren. Unipolare Typen besitzen Wicklungen mit Mittelabgriff, so dass die Stromrichtung
durch Umschalten zwischen den Wicklungen umgekehrt werden kann. Das kann mit einer
Reihe von Leistungsschaltern (Transistoren) geschehen. Im Vergleich dazu ist bei bipo-
laren Motoren ein ho¨herer Ansteuerungsaufwand no¨tig, weil diese nur eine Wicklung pro
Phase besitzen und deshalb die Stromrichtung extern umgekehrt werden muss (Bild 2.9).
Dazu ist ein sogenannter Vollbru¨ckenschaltkreis notwendig. Der wesentliche Vorteil der
bipolaren Bauform liegt in einem ho¨heren Drehmoment als ein unipolarer Schrittmotor
gleicher Gro¨ße.
Die Ansteuerung von Schrittmotoren kann in drei verschiedenen Betriebsarten erfolgen.
Diese unterscheiden sich in der Form des Stromverlaufs, der erzielbaren Schrittauflo¨sung
und der dazu notwendigen Steuerelektronik.
Vollschritt: Bei einem Schritt dreht sich der Anker zum na¨chsten Pol, dabei wird jeweils
nur eine Wicklung bestromt (one-phase-on). Die Schrittsequenz besteht aus vier sich
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Bild 2.9: Aufbau eines bipolaren Schrittmotors (vereinfacht)2 Aktoren 25
Abbildung 22: Vollschrittbetrieb: Der Anker dreht sich bei einem Schritt zum na¨chsten
Pol, im skizzierten Fall eines 4-Pol-Motors entspricht dies einer Rotation um 90 ◦. Im
rechten Teilbild der Verlauf der beiden Spulenstro¨me fu¨r eine volle Umdrehung (4 Schritte),
die Spulen 1 und 1’ bzw. 2 und 2’ sind jeweils geeignet in Serie geschaltet (⇒ Zwei-Phasen-
Motor).
Abbildung 23: Halbschrittbetrieb: Der Anker dreht sich bei einem Halbschritt um
einen halben Polabstand weiter (hier 45 ◦). Rechts der Stromverlauf (8 Halbschritte pro
voller Umdrehung).
Abbildung 24: Mikroschrittbetrieb: Der Anker dreht sich bei jedem Mikroschritt um
einen Bruchteil des Polabstands weiter (hier 1/9 =ˆ 10 ◦). Die Stromverla¨ufe na¨hern sich
Sinus- bzw. Cosinusfunktionen an. Mikroschrittbetrieb setzt voraus, daß der Schrittmotor
von seiner Bauform her dafu¨r geeignet ist.
Rechnersteuerung: Fu¨r die Ansteuerung von Schrittmotoren durch den Rechner bieten
sich drei Varianten an:
Intelligente Steuergera¨te erhalten vom Rechner eine Zielvorgabe (n Schritte vorwa¨rts)
und erledigen das dazu notwendige selbsta¨ndig.
Einfache Steuergera¨te erwarten vom Rechner Takt- und Richtungs-Impulse (meist TTL-
kompatibel) und generieren nur die zugeho¨rige Spulenstromabfolge. Jeder einzelne
Motorschritt muß vom Rechner veranlaßt werden.
D/A-Wandler mit Stromversta¨rkern ko¨nnen verwendet werden, um einen rechnergesteu-
erten Mikroschrittbetrieb zu realisieren.
ed : edactor.tex 3. Dezember 1999
Bild 2.10: Funktionsprinzip und Spulenstro¨me im Vollschrittmodus
Diese Betriebsart ird nach dem Ansteuerungsmuster auch Wave-Mode genannt.
Daneben existiert eine zweite Vollschritt-Betriebsart, bei der stets beide Wicklungen
bestromt werden (two-phase-on). Der Rotor positioniert sich dabei zwischen zwei
Polen. Mit diesem Modus ist ein ho¨heres Drehmoment erzielbar, allerdings steigt
auch der Stromverbrauch.
Halbschritt: Der Anker dreht sich bei Halbschritt um einen halben Polabstand wei-
ter, indem abwechselnd beide Wicklungen oder nur eine Wicklung bestromt wird.
Dadurch ergibt sich ein etwas verringertes Drehmoment gegenu¨ber dem Vollschritt-
Modus. Dieser Nachteil kann jedoch behoben werden, wenn der Strom um den
Faktor
√
2 erho¨ht wird, sobald nur eine Wicklung aktiviert ist (shaped mode). Das
aus acht Schritten bestehende Schrittmuster dazu ist in Bild A.2 dargestellt.
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Abbildung 22: Vollschrittbetrieb: Der Anker dreht sich bei einem Schritt zum na¨chsten
Pol, im skizzierten Fall eines 4-Pol-Motors entspricht dies einer Rotation um 90 ◦. Im
rechten Teilbild der Verlauf der beiden Spulenstro¨me fu¨r eine volle Umdrehung (4 Schritte),
die Spulen 1 und 1’ bzw. 2 und 2’ sind jeweils geeignet in Serie geschaltet (⇒ Zwei-Phasen-
Motor).
bbildung 23: Halbschrittbetrieb: er nker dreht sich bei einem Halbschritt u
einen halben Polabstand weiter (hier 45 ◦). Rechts der Stromverlauf (8 Halbschritte pro
voller Umdrehung).
Abbildung 24: Mikroschrittbetrieb: Der Anker dreht sich bei jedem Mikroschritt um
einen Bruchteil des Polabstands weiter (hier 1/9 =ˆ 10 ◦). Die Stromverla¨ufe na¨hern sich
Sinus- bzw. Cosinusfunktionen n. Mi roschrittbetrieb setzt vora s, daß de Schrittmotor
von seiner Bauform her dafu¨r geeignet ist.
Rechnersteuerung: Fu¨r die Ansteuerung von Schrittmotoren durch den Rechner bieten
sich drei Varianten an:
Intelligente Steuergera¨te erhalten vom Rechner eine Zielvorgabe (n Schritte vorwa¨rts)
und erledigen das dazu notwendige selbsta¨ndig.
Einfache Steuergera¨te erwarten vom Rechner Takt- und Richtungs-Impulse (meist TTL-
kompatibel) und generieren nur die zugeho¨rige Spulenstromabfolge. Jeder einzelne
Motorschritt muß vom Rechner veranlaßt werden.
D/A-Wandler mit Stromversta¨rkern ko¨nnen verwendet werden, um einen rechnergesteu-
erten Mikroschrittbetrieb zu realisieren.
ed : edactor.tex 3. Dezember 1999
Bild 2.11: Funktionsprinzip und Spulenstro¨me im Halbschrittmodus
Die Anste erung im Halbschrit -Modus erlaubt eine Verdopplung der Nominal-
schrittzahl und ist bei nur leicht verringertem Drehmoment hinsichtlich Schrittauf-
lo¨sung, Resonanzen und Stromverbrauch gu¨nstiger als der Vollschrittbetrieb.
Mikroschritt: Bei der dritten Ansteuerungsart wird der Stromverlauf in beiden Wick-
lungen einer stufenfo¨rmigen Sinus- bzw. Cosinusform angena¨hert. Diese Betriebsart
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erlaubt eine noch feinere Schrittauflo¨sung und weniger Resonanzen, erfordert aber
eine aufwendigere Ansteuerelektronik und zum optimalen Betrieb fu¨r Mikroschritt
ausgelegte Schrittmotoren.
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Abbildung 22: Vollschrittbetrieb: Der Anker dreht sich bei einem Schritt zum na¨chsten
Pol, im skizzierten Fall eines 4-Pol-Motors entspricht dies einer Rotation um 90 ◦. Im
rechten Teilbild der Verlauf der beiden Spulenstro¨me fu¨r eine volle Umdrehung (4 Schritte),
die Spulen 1 und 1’ bzw. 2 und 2’ sind jeweils geeignet in Serie geschaltet (⇒ Zwei-Phasen-
Motor).
Abbildung 23: Halbschrittbetrieb: Der Anker dreht sich bei einem Halbschritt um
einen halben Polabstand weiter (hier 45 ◦). Rechts der Stromverlauf (8 Halbschritte pro
voller Umdrehung).
Abbildung 24: Mikroschrittbetrieb: Der Anker dreht sich bei jedem Mikroschritt um
einen Bruchteil des Polabstands weiter (hier 1/9 =ˆ 10 ◦). Die Stromverla¨ufe na¨hern sich
Sinus- bzw. Cosinusfunktionen an. Mikroschrittbetrieb setzt voraus, daß der Schrittmotor
von seiner Bauform her dafu¨r geeignet ist.
Rechnersteuerung: Fu¨r die Ansteuerung von Schrittmotoren durch den Rechner bieten
sich drei Varianten an:
Intelligente Steuergera¨te erhalten vom Rechner eine Zielvorgabe (n Schritte vorwa¨rts)
und erledigen das dazu notwendige selbsta¨ndig.
Einfache Steuergera¨te erwarten vom Rechner Takt- und Richtungs-Impulse (meist TTL-
kompatibel) und generieren nur die zugeho¨rige Spulenstromabfolge. Jeder einzelne
Motorschritt muß vom Rechner veranlaßt werden.
D/A-Wandler mit Stromversta¨rkern ko¨nnen verwendet werden, um einen rechnergesteu-
erten Mikroschrittbetrieb zu realisieren.
ed : edactor.tex 3. Dezember 1999
Bild 2.12: Funktionsprinzip und Spulenstro¨me im Mikroschrittmodus
Bei einer dynamischen Ansteuerung von Schrittmotoren muss sichergestellt werden, dass
keine sprungfo¨rmigen A¨nderungen der Schrittfrequenz auftreten ko¨nnen. Ein Gleichstrom-
motor zeigt bei sprungfo¨rmigen Spannungsa¨nderungen ein Tiefpassv rhalten durch ver-
zo¨gertes Anlaufen bzw. Abbremsen, da das Tra¨gheitsmoment seines Ankers dem zur Mo-
torspannung proportionalen Drehmoment entgegenwirkt. Anders bei einem Schrittmotor,
dessen Drehzahl proportional der Schrittfreque z ist. Sein Anker folgt dem anliegen-
den Drehfeld unmittelbar ohne Schlupf, besitzt aber dennoch eine Masse und somit ein
Tra¨gheitsmoment. Aus dies m Grund bleibt de Motor bei zu schneller A¨nderung der
Schrittfrequenz oder zu großer Belastung stehen un es treten Schrittfehler auf. Die ma-
ximale Drehzahl des Mot rs kann deshalb nie aus dem Stillstand heraus erreicht werden,
sondern nur durch allma¨hliches Beschleunigen aus einer niedrigeren Schrittfrequenz. Die
maximale Anlauffrequenz (pullin pulserate) und die Maximalfrequenz (pullout pulserate)
sind von der Bauart des Schrittmotors und der Belastung in der Applikation a ha¨ngig.
Betriebsverhalte Operating characteri t cs
Infolge der endlichen Stromanstiegsgeschwindigkeit in den
Motorwicklungen (Induktivität der Spule) sowie der Gegen-
EMK des Rotors fällt das Drehmoment mit zunehmender
Schrittfrequenz ab. Die sich dabei ergebende Kurve zeigt den
Verlauf des Betriebsgrenzmomentes. Beim Betreiben des
Schrittmotors oberhalb des Betriebsgrenzmomentes fällt der
Rotor außer Tritt und der Schrittmotor bleibt stehen. 
Wegen der Massenträgheit des Läufers und externer Last-
trägheiten kann der Schrittmotor nur im Bereich der Anlauf-
grenzfrequenzkurve direkt ein- und ausgeschaltet werden.
Wird eine höhere Betriebsfrequenz angestrebt, muss der
Schrittmotor auf den Arbeitspunkt im Beschleunigungs-
bereich gefahren we den. Um ek hrt muss bei Positionierauf-
gaben der Schrittmotor auf die Ablauffrequenz abgebremst
werden. Das Drehmoment eines Schrittmotors ist proportio-
nal der Stärke des elektromagnetischen Feldes hervorgerufen
durch die Statorwicklungen.
Auslegungskriterien
Sucht man für einen stetig laufenden Antrieb einen Schrittmo-
tor, so wird man zunächst Drehmomentkurven vergleichen.
Für dynamische Bewegungen ist es jedoch notwendig, sämt-
liche Einzeldrehmomente wie Last-, Reibungs- und Beschleu-
nigungsmomente sowie eine Sicherheitsreserve zugrunde zu-
legen. Erforderliche Angaben zur richtigen Auslegung eines
Schrittmotorsystems sind neben der Baugröße, Schritt-
winkel, Ansteuerungsart und mechanischen Befestigung
auch Einschalt-Zykluszeiten, Temperaturverhalten und die
mechanische Lastträgheitsankopplung. 
Design criteria
If a stepping motor is required for a continuously running
drive, a comparison of torque curves is initially made.
However, for dynamic performance it is necessary to use all
the individual torques, such as load, friction and acceleration
torques together with a safety margin, as the basis.  Infor-
mation which is necessary for the correct design of a stepping
motor system includes the size, step angle, method of driving
and mechanical arrangement as well as duty cycle, tempera-
ture characteristics and the mechanical load inertia.
Owing to the finite rate of current rise in the motor windings
(inductance of the coil) and the back-E.M.F. of the rotor, the
torque decreases as the stepping frequency increases. The
resulting curve shows the variation in the maximum torque at
maximum slew stepping rate. When the stepping motor is
operated above the maximum torque at maximum slew step-
ping rate, the rotor falls out of step and the motor stops.
Owing to the mass inertia of the rotor and the external load
inertias, the motor can be switched on and off directly only in
the region of the start-up area of the curve. If a higher opera-
ting frequency is desired, the motor must be started in this
region and then accelerated to the desired speed.  Converse-
ly, wh n performing positio ing tasks, t e mot r must be gra-
dually slowed down to standstill. The torque of a stepping
motor is proportional to the strength of the electromagnetic
field generated by the stator windings.
Drehmoment - Schrittfrequenz - Diagramm
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Bild 2.13: Drehmoment-Schrittfrequenz Diagramm [Ste02]
Linearmotor
Translatorisch Bewegu gen in Maschinen und Gera¨ten werden meiste s durch die Um-
formung iner rotatorischen Bewegung u¨ber entsprechende Wandlungsgliede (Transmis-
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sionen, Spindeln, Getriebe usw.) erzeugt. Ein Linearmotor erzeugt die gewu¨nschte Be-
wegung direkt ohne Umwandlung und u¨bertra¨gt die Kraft auf einer großen Fla¨che ohne
Beru¨hrung, unabha¨ngig von der Haftreibung. Wie bei den rotierenden Motoren gibt es
auch bei den Linearmotoren viele verschiedene Varianten, von denen im Allgemeinen ein
rotatorisches Gegenstu¨ck existiert. Erwa¨hnt seien lineare Schrittmotoren, die eine große
Bedeutung fu¨r Positioniervorrichtungen besitzen.
Kapitel 3
Inverse Pendel im Vergleich
Aufgrund der bereits erwa¨hnten Bedeutung des Inversen Pendels existieren mannigfalti-
ge Varianten mit verschiedenen Ansa¨tzen und Ausfu¨hrungen. Im letzten Kapitel wurden
grundlegende Begriffe und Verfahren fu¨r die Stabilisierung des umgekehrten Pendels aufge-
zeigt. Im Folgenden sollen einige bereits implementierte Ausfu¨hrungen gegenu¨bergestellt
werden. Der Hauptaugenmerk der Recherche liegt dabei auf dem Entwurf der Regelung,
der Sensorik und den Eigenschaften des mechanischen Aufbaus. Zusa¨tzlich wird die jewei-
lige Implementierungsplatform des Reglers aufgefu¨hrt, die bei den untersuchten Arbeiten
ausnahmslos aus einem prozessorgesteuerten System besteht.
Bild 3.1: Labormodell Inverses Pendel der TU Graz [Bo¨h00]
3.1 Bauformen
Neben dem anfangs beschriebenen klassischen, linearen Inversen Pendel (IP) existieren
noch viele andere Bauformen, die auf dem gleichen Prinzip beruhen. Da man deren
Modellierung und Regelung in der Regel auf das klassische Prinzip zuru¨ckfu¨hren kann,
sollen auch diese mit aufgefu¨hrt werden.
lineares IP: Dies ist die ha¨ufigste Bauform und besteht aus einem linear beweglichen
Wagen, auf dem drehbar ein einachsiges Pendel mit einem Freiheitsgrad befestigt
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ist, siehe Bild 3.1. Realisierungsbeispiele dafu¨r sind [Mig96], [WDL95], [Bo¨h00] und
[Wen00a].
ra¨umliches IP: Diese Bauart ist a¨hnlich der ersten, nur kann der Fußpunkt des Pendels
zweidimensional auf einer Ebene bewegt werden und so ein Pendel mit zwei Frei-
heitsgraden stabilisieren. Die Bewegung des Fußpunktes kann beispielsweise mit
einem Planarantrieb [Bre99] oder einem Roboterarm ([SOH01], [SKM97]) erfolgen.
rotatorisches IP: Der Unterschied zur klassischen Bauform liegt hier darin, dass der
Fusspunkt des Pendels nicht linear, sondern kreisfo¨rmig bewegt wird. Damit ist der
Fahrweg praktisch unbegrenzt, dafu¨r wird aber das Pendelgelenk durch Fliehkra¨fte
zusa¨tzlich beansprucht. Das rotatorische Pendel wird nach seinem ersten Erbauer
auch als Furuta-Pendel bezeichnet (z. B. [A˚ke00]).
mehrachsige IP: Mit zunehmender Leistungsfa¨higkeit von Reglern ko¨nnen neben den
vorangegangenen einachsigen auch zwei- und mehrachsige Pendel realisiert werden.
Dabei handelt es sich meist um lineare Pendel, welche aus mindestens zwei mit
Gelenken verbundenen Sta¨ben bestehen.
doppelte IP: Eine weitere sehr kompliziert zu regelnde Bauform ist das doppelte Inverse
Pendel, bei dem zwei unterschiedlich lange Pendel an einem Fußpunkt befestigt sind
(z. B. linear [LR03] oder rotatorisch [Bor04]).
3.2 Realisierungsbeispiele
3.2.1 Inverses Pendel - Fertigstellung eines Versuchsaufbaues
und Programmierung einer Echtzeit-Regelung [Mig96]
Art der Arbeit,
Dimensionen
Laborversuch, als Diplomarbeit fertiggestellt, incl. Lastkranrege-
lung
Dimensionen Fahrweg 1m, Pendella¨nge 0,5m
Regler Zustandsregler, Entwurf mit Polvorgabe (Platzierung der Eigen-
werte)
Stellgro¨ße Kraft, realisiert durch Motorspannung, Modellierung des DC-
Motors als PT1-Glied
Sensoren Pra¨zisionspotentiometer (Winkel), Auflo¨sung 0,003 rad, mit Tief-
pass und OPV; optoelektronischer Inkrementalgeber (Wagenpo-
sition), Auflo¨sung 0,045mm
Abtastrate 10 ms
Realisierung Prozessrechner PC486DX33, PC-Lab Karte, Winlab Software
Tabelle 3.1: U¨bersicht u¨ber das IP von Migge
Modellierung In dieser Arbeit wird sowohl die Stabilisierung eines linearen Inversen
Pendels, als auch eine Da¨mpfung des Lastkran-Problems behandelt. Als Antrieb wird ein
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Gleichstrommotor mit Servoversta¨rker verwendet, dessen Verhalten als PT1-Glied1 mo-
delliert wird. Zusa¨tzlich werden durch den Einsatz des Servoversta¨rkers Ru¨ckwirkungen
der Last auf den Bewegungsablauf des Pendelwagens vernachla¨ssigt. Die nichtlineare Dif-
ferentialgleichung fu¨r die Pendelbewegung wird fu¨r sehr kleine Pendelwinkel linearisiert
und zusammen mit der Antriebsgleichung in Matrizenschreibweise im Zustandsraum dar-
gestellt. Als Zustandsgro¨ßen werden Wagenposition, Wagengeschwindigkeit, Pendelwinkel
und dessen Winkelgeschwindigkeit gewa¨hlt. A¨hnliche Zustandsdarstellungen wurden im
U¨brigen in der Regel auch von den anderen untersuchten Arbeiten verwendet.
Regelungsteil Unter Verwendung von Matlab-Funktionen werden die Zustandsmatri-
zen in die Regelungs-Normalform (RNF) u¨berfu¨hrt und anschließend die Eigenwerte des
Systems (identisch mit dessen Polen) berechnet. Mittels einer weiteren Funktion wird
anhand von vorgegebenen, stabilen Eigenwerten eine neue Systemmatrix in RNF ermit-
telt. Die Differenz aus alter und neuer Systemmatrix wird zuru¨cktransformiert und als
Zustandsregler umgesetzt. Die eigentliche Regelung erfolgt mit einer blockorientierten,
graphischen Software unter Windows mit einem PC und einer Datenerfassungskarte.
Aufbau Es liegt ein relativ großer Aufbau vor mit einer Verfahrla¨nge des Wagens von
etwa einem Meter und einer effektiven Pendella¨nge von etwa einem halben Meter. Da kein
homogenes Pendel vorliegt, sondern ein Aluminiumstab mit einem Massestu¨ck am Ende,
muss fu¨r die Modellierung die effektive Pendella¨nge vorliegen. Diese wird als Schwer-
punktabstand anhand von Auspendelversuchen ermittelt.
Sensorik Fu¨r die Bestimmung des Auslenkungswinkels wird ein Pra¨zisions-Leitplastik-
potentiometer verwendet. Dieses befindet sich mit einem RC-Glied (Tiefpass) zur Mess-
wertfilterung und einem Operationversta¨rker auf dem Pendelwagen. Der analoge Aufbau
ist relativ sto¨rempfindlich, weshalb eine Kapselung der Elektronik und eine galvanische
Trennung von Antrieb und Sensorik erfolgt. Zur Postitionsbestimmung des Wagens findet
ein optoelektonischer Inkrementalgeber und ein 24-bit Za¨hlerschaltkreis Anwendung.
3.2.2 Universita¨t Bremen, Schwerpunktlabor Regelungstechnik
- Laborversuch Pendel [Bre99]
Aufbau Hierbei handelt es sich um ein 2-achsiges Inverses Pendel, dessen Fußpunkt mit
einem Planarantrieb auf einer Ebene verschoben werden kann. Dafu¨r wird ein Positionier-
tisch mit zwei luftgelagerten Linearmotoren eingesetzt. Auch hier kann die Ru¨ckwirkung
des Wagens auf den Antrieb vernachla¨ssigt werden. Dies ist mo¨glich, da der Linearmotor
wie ein Schrittmotor nach dem Prinzip des permanenterregten Reluktanzmotors funktio-
niert. Dadurch kann er einem vorgegebenen Schrittmuster bis zu einer bestimmten Last
exakt folgen.
Regelungsteil Unter Verwendung von Matlab und Simulink wird eine Zustandsru¨ck-
fu¨hrung unter Vorgabe der Pole konstruiert. Die Regelung erfolgt mit Simulink und einer
Datenerfassungskarte.
1Proportionale Regelstrecke mit Verzo¨gerung - reagiert verzo¨gert auf sprungfo¨rmige Eingangsgro¨ßenver-
a¨nderungen
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Besonderheiten Praktikumsversuch, ra¨umliches IP mit 2 Linearmotoren
Dimensionen Fahrweg 0,6m×0,6m, Pendella¨nge 0,6m
Regler linearer Zustandsregler, Entwurf mit Polvorgabe, mit Simulink
realisiert
Stellgro¨ße Sollgeschwindigkeit, Modellierung des Linearmotorverhaltens
als PT1-Glied
Sensoren zwei Potentiometer (Winkel), zwei interne Schrittza¨hler (Wa-
genposition)
Abtastrate 10 ms
Realisierung DSP-Lab Karte, Maschinencode erzeugt mit Simulink,
Windows-Oberfla¨che (GUI)
Tabelle 3.2: U¨bersicht u¨ber das IP von Bremen
Modellierung Das System der ra¨umlichen Bewegung wird als zwei entkoppelte Pen-
delsysteme einer ebenen Bewegung modelliert. A¨hnlich der Arbeit von Migge wird das
Verhalten des Linearmotors aufgrund einer unterlagerten Geschwindigkeitsregelung als
PT1-Glied beschrieben. Die Systemgleichungen werden auch hier in ein linearisiertes Zu-
standsmodell umgesetzt.
Sensorik Die Winkellage des mit zwei Gelenken versehenen Pendels wird mit zwei Po-
tentiometern bestimmt. Zur Bestimmung der Wagenposition sind bei diesem Aufbau keine
zusa¨tzlichen Sensoren notwendig. Der Grund dafu¨r liegt in der diskreten Ansteuerung der
Linearmotoren, denn wie auch bei Schrittmotoren bewegen diese sich pro Schritt stets
mit den selben Weginkrementen. Summiert man diese u¨ber die Zeit auf, erha¨lt man die
Position des Schlittens.
3.2.3 Nichtlineare Regelung eines Inversen Pendels mit begrenz-
tem Fahrweg [WDL95]
Besonderheiten Nichtlineare Regelung anhand von Zyklen, implementierter Auf-
schwingalgorithmus
Dimensionen Pendella¨nge 28 cm, begrenzter Fahrweg (auf 19 cm)
Regler Nichtlinearer Regler, arbeitet in 5 Zyklen, rechnet mit Gravitati-
onsvektor
Stellgro¨ße stu¨ckweise konstante Beschleunigung
Sensoren Potentiometer (Winkel), Potentiometer (Wagenposition), Tacho-
meter (Wagengeschwindigkeit)
Abtastrate 10 ms
Realisierung PC 10Mhz, A/D-D/A-Karte
Tabelle 3.3: U¨bersicht u¨ber das IP von Wei
Modellierung Das System wird mit nichtlinearen Differentialgleichungen unter Ver-
nachla¨ssigung der Reibung modelliert und in eine nichtlineare Zustandsraumbeschreibung
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u¨berfu¨hrt. Die Vektorsumme von Wagen- und Fallbeschleunigung wird als effektiver Gra-
vitationsvektor des Pendels definiert.
Regelungsteil Die Strategie der Regelung geht von einer anna¨hernd konstanten Be-
schleunigung des Wagens in den verschiedenen Regelungszyklen aus. Dies entspricht einer
Steuerung des effektiven Gravitationsvektors. Dadurch kann die Bewegung des geregelten
Pendels von dem unangetrieben Verhalten abgeleitet werden. Die Balance des Pendels
erfolgt mit stu¨ckweise konstanter Beschleunigung in fu¨nf Zyklen, die anhand des System-
zustands wiederholt ausgefu¨hrt werden.
Aufschwingalgorithmus Zum Aufschwingen des Pendels aus der Ruhelage werden
zwei verschiedene Verfahren vorgestellt. Das erste erho¨ht die Energie des Pendels in be-
liebig kleinen Schritten und kann fu¨r feine Korrekturen im Schwingen und zum langsamen
Aufrichten des Pendels eingesetzt werden. Dabei ist der Verfahrweg konstant, der Wagen
wird bei Nulldurchgang des Pendels jeweils konstant beschleunigt. Mit der zweite Metho-
de kann die Pendelenergie um einen hohen Betrag innerhalb kurzer Zeit erho¨ht werden.
Hierbei wird die Beschleunigung variiert, wofu¨r ein starker Motor notwendig ist.
Sensorik Zur Messung von Wagenposition und Pendelwinkel werden jeweils Potentio-
meter eingesetzt. Eine Besonderheit ist die zusa¨tzliche Messung der Wagengeschwindig-
keit mit einem Tachometer. Die Winkelgeschwindigkeit wird aus dem Winkel mit dem
Verfahren einer endlichen Differenzenna¨hrung kombiniert mit einem Tiefpass-Filter abge-
scha¨tzt. Wesentlich fu¨r die Regelung ist hierbei lediglich das Vorzeichen und die Nullstelle
der Winkelgeschwindigkeit.
3.2.4 Sichere manuelle Regelung instabiler Systeme [A˚ke00]
Besonderheiten rotatorisches Furuta-Pendel mit manueller Steuerungsmo¨glich-
keit des Armes
Dimensionen Pendella¨nge 41 cm, La¨nge des Armes 24 cm
Regler Zustandsru¨ckfu¨hrung durch LQ-Optimalregler
Stellgro¨ße Kraft, realisiert durch Motorspannung
Sensoren Messung von sechs Signalen: Wagenposition und Geschwindig-
keit sowie Pendelwinkel und Winkelgeschwindigkeit jeweils in ho-
her (nur oberer Bereich) und niedriger Auflo¨sung (volle Umdre-
hung)
Abtastrate 10 ms
Plattform PC 450MHz mit Linux, Matlab/Simulink, I/O-Interface
Tabelle 3.4: U¨bersicht u¨ber das IP von A˚kesson
Modellierung Die Differentialgleichungen fu¨r die Dynamik des rotatorischen Pendels
werden mit der Lagrange-Theorie abgeleitet. Diese werden um den Arbeitspunkt fu¨r kleine
Winkel linearisiert und in den Zustandsraum u¨berfu¨hrt. Die Reibung in Arm und Motor
kann nicht vernachla¨ssigt werden und wird als Coulomb’sche Reibung mit Haftreibung in
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der Dimension Winkelgeschwindigkeit modelliert. Die Reibungsparameter wurden anhand
von Messungen abgescha¨tzt.
Regelungsteil Zum Entwurf des Ru¨ckfu¨hrungsvektors wird das Verfahren des im vori-
gen Kapitel beschriebenen LQ-Optimalreglers eingesetzt.
Aufschwingalgorithmus Zum Aufschwingen des Pendels aus der Ruhelage wird ein
nichtlineares Verfahren zur Minimierung der Pendelenergie angewandt. Dafu¨r sind Mess-
werte von θ und θ˙ no¨tig. Zwar werden beide Gro¨ßen gemessen, nur ist der Messwert
der Winkelgeschwindigkeit stark unstetig. Dieses Problem wird mit einem nichtlinearen
Beobachter behoben.
Sensorik Trotz der insgesamt sechs Sensoren zur Messung der vier Zustandsgro¨ßen
traten bei dieser Realisierung verschiedenste Probleme bei der Zustandsscha¨tzung auf,
die durch zusa¨tzliche analoge Filter behoben wurden.
3.2.5 Stabilisierung eines Inversen Pendels mit einem redundan-
ten Roboter [SOH01]
Besonderheiten ra¨umliches Pendel mit dreidimensionaler Bewegung des Fuß-
punktes durch Roboterarm
Dimensionen Pendella¨nge 50 cm
Regler Zustandsru¨ckfu¨hrung durch LQ-Optimalregler, Zustandspra¨dik-
tion durch Kalman-Filter
Stellgro¨ße Beschleunigung
Sensoren Winkel und Position des Endeffektors (verrauscht)
Abtastrate 6ms
Plattform Power PC (300Mhz), sieben-achsiger Leichtbauroboter
Tabelle 3.5: U¨bersicht u¨ber das IP von Ott, Schreiber und Hirzinger
Modellierung Ausgehend von den Lagrange-Gleichungen wurde die ra¨umliche Bewe-
gung des Pendels durch zwei entkoppelte ebene Bewegungen beschrieben und um den
Arbeitspunkt linearisiert. Das Zustandsraummodell besteht somit aus zwei eindimensio-
nalen Pendeln, die separat geregelt werden ko¨nnen. Als Stellgro¨ße wird das Beschleu-
nigungssignal gewa¨hlt, wobei angenommen wird, dass der Arm diesem exakt zu folgen
vermag.
Regelungsteil Zum Entwurf des Ru¨ckfu¨hrungsvektors wird auch hier das Verfahren
des LQ-Optimalreglers eingesetzt.
Aufrichten Die Startauslenkgung des Pendels wurde aus Sicherheitsgru¨nden mecha-
nisch auf 5◦ begrenzt, so dass nur ein geringer Regelungsaufwand zum Aufrichten des
Pendels no¨tig ist.
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Sensorik Winkel und Position des Endeffektors liegen als Messdaten vor, die Geschwin-
digkeiten mu¨ssen hierraus berechnet werden. Dafu¨r wird der Kalman-Filter als linearer
Beobachter eingesetzt, der zusa¨tzlich zu den beno¨tigten Geschwindigkeiten gefilterte Mess-
signale liefert.
3.3 Fazit der Recherche
Anhand von den Ergebnissen der Literaturrecherche und den bereits in Kapitel 2 vor-
gestellten Verfahren, soll eine an die Aufgabenstellung angepasste Konzeption fu¨r den
Aufbau und die Hardware-Regelung eines inverses Pendel erstellt werden.
mechanischer Aufbau: Viele der untersuchten Varianten sind als Labormodell oder Re-
ferenzobjekt konzipiert worden und besitzen demnach große Ausmaße (siehe Bild 3.1).
Denn je ku¨rzer ein Pendel ist, umso ho¨her ist seine Schwingfrequenz und umso
schneller muss auch die Regelung dessen funktionieren. Der mit der vorliegenden
Arbeit zu realisierende Demonstrator soll hingegen die Schnelligkeit der verwendeten
Hardwarealgorithmen betonen und in einen Schaukasten installiert werden. Beide
Argumente sprechen fu¨r eine kompakte Realisierung des Inversen Pendels. Aus
Verfu¨gbarkeits- und Zeitgru¨nden wurde sich fu¨r die Verwertung der Linearfu¨hrung
eines senkrecht aufgebauten Tintenstrahldruckers mit Schrittmotor und Zahnriemen
entschieden.
Antrieb: In der gepru¨ften Literatur wurden fast durchweg Gleichstrommotoren zum An-
trieb des Pendelwagens genutzt. Jedoch zeigt [Bre99], dass auch ein Antrieb mit
schrittgesteuerten Linearmotoren ohne Ru¨ckfu¨hrung mo¨glich ist. Fu¨r die Wiederver-
wendung des bereits in der Druckermechanik integrierten Schrittmotors spricht auch
die digitale, diskrete Natur der Ansteuerung. Da die Geschwindigkeit von Schrittmo-
toren proportional zur Schrittfrequenz ist, sind abgesehen von einer Leistungsstufe
keine weiteren analogen Schaltkreise no¨tig. Außerdem ko¨nnen die Schritte intern
mitgeza¨hlt werden, wodurch ein zusa¨tzlicher Positionssensor u¨berflu¨ssig wird.
Sensoren: Die Wagenposition wird bei Verwendung eines Schrittmotors einfach anhand
der geza¨hlten Schritte berechnet. Zur Initialisierung dient dabei eine bereits vorhan-
dene Gabellichtschranke, die beim Passieren der Nullposition einen Ru¨ckstellimpuls
fu¨r den Za¨hler liefert. Der Pendelwinkel soll wie bei den meisten Implentierungen
mit einem Potentiometer gemessen und anschließend mit einem A/D-Wandler in
einen digitalen Wert umgesetzt werden.
Zustandsscha¨tzung: Die nicht gemessenen Geschwindigkeitssignale sollen mit Hilfe des
Kalman-Filters aus den messbaren Gro¨ßen gescha¨tzt werden. Da das digitalisier-
te Winkelsignal voraussichtlich einen betra¨chtlichen Rauschanteil entha¨lt, wird der
fehlerminimierende Kalman-Filter dem sto¨ranfa¨lligeren Luenberger-Beobachter vor-
gezogen.
Regler: Der Kalman-Filter erfordert einelineares Zustandsraummodell der Regelstrecke,
deshalb ist hier eine als Zustandsru¨ckfu¨hrung ausgefu¨hrte Regelung naheliegend.
Fu¨r den Entwurf des Ru¨ckfu¨hrungsvektors ist das LQ-Optimalreglerverfahren das
gebra¨uchlichste und soll hier verwendet werden. Die gewu¨nschten Anforderungen
an das U¨bergangsverhalten des Systems werden durch die Wahl von Wichtungs-
faktoren eingestellt. Der Reglerentwurf kann vorab mit Hilfe von Software (z. B.
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Matlab) erfolgen, wobei der Vektor kT als Konstante implementiert werden kann.
Die Kombination von Optimalregler und Kalman-Filter ist auch unter dem Begriff
LQG-Regler bekannt (linear quadratic gaussian).
Stellgro¨ße: Die Mehrzahl der mit Gleichstrommotor funktionierenden Implementierun-
gen nutzen eine Stellgro¨ße umit der Dimension einer Kraft, die proportional zur Mo-
torspannung ist. Kann hingegen die Ru¨ckwirkung der Wagenmasse auf den Antrieb
vernachla¨ssigt werden, ist es mo¨glich, direkt die Geschwindigkeit oder die Beschleu-
nigung des Wagens als Stellgro¨ße zu wa¨hlen. Diese Bedingung ist bei Schrittmotoren
erfu¨llt. Vorteil ist dabei eine erhebliche Vereinfachung der Modellgleichungen. Fu¨r
die Wahl der Geschwindigkeit als Stellgro¨ße spricht die einfachere Umsetzbarkeit
in eine Schrittfrequenz und die Erkennung des Motorstillstands. Sollte dagegen
die Beschleunigung als Stellgro¨ße dienen, wa¨re eine Umrechnung in den Schritttakt
u¨ber Wurzelberechnung notwendig. Außerdem wa¨re der Stillstand des Motors allein
u¨ber die Gro¨ße der Beschleunigung nicht erkennbar. Aus diesen Gru¨nden wird die
Sollgeschwindigkeit des Wagens als Stellgro¨ße gewa¨hlt.
Aufschwingen aus der Ruhelage: Eine Aufgabe, die weniger mit dem hauptsa¨chli-
chen Stabilisierungsproblem als viel mehr der praktischen Umsetzung des Demons-
trators zu tun hat, ist das Aufschwingen des Pendels aus der Ruhelage. Gerade bei
einer festen Installation des Inversen Pendels in einem geschlossenen Glasschrank
stellt sich die Frage, wie das in der Ruhelage nichtinvertierte Pendel in die inverse,
also aufrechte Arbeitsposition gelangen soll. Unter Laborbedingungen wu¨rde ein
manuelles Aufrichten vor dem Start der Stabilisierungselektronik genu¨gen. Da aber
manuelle Nutzereingriffe in die Mechanik des Demonstrators nicht mehr mo¨glich
sein werden, muss u¨ber Alternativen nachgedacht werden. Eine Mo¨glichkeit wa¨re
eine mechanische, feste Begrenzung des Pendelwinkels auf nur wenige Grad. Eine
wesentlich anschaulichere und fu¨r die Demonstration weit wirkungsvollere Methode
besteht in dem sukzessiven Aufschwingen des Pendels durch periodische Energiezu-
fuhr. Dabei wird eine nichtlineare Strategie verwendet, die dem System kinetische
Energie u¨ber den Antrieb des Wagens zufu¨hrt. Diese Mo¨glichkeit soll gepru¨ft und
wenn mo¨glich umgesetzt werden. Die gro¨ßte Schwierigkeit dabei ist jedoch das Fan-




Bisher wurden verschiedene Methoden zur Realisierung eines Inversen Pendels gepru¨ft und
verglichen. Daraufhin wurde sich im letzten Abschnitt fu¨r einen LQ-Reglerentwurf mit
Zustandsscha¨tzung durch den Kalman-Filter entschieden. Als mechanischer Teil des De-
monstrators Inverses Pendels soll eine Drucker-Linearfu¨hrung mit Schrittmotor und einem
Potentiometer als Winkelsensor zum Einsatz kommen. Daraus ergibt sich die verfeinerte
















































Bild 4.1: schematischer Systemaufbau
Da der Reglerentwurf stark von der Modellbildung bzw. den konkreten Eigenschaften der
zu regelnden Strecke abha¨ngt, stand der Aufbau des mechanischen Teils vor dem des
elektrischen. Doch auch bei der Konzeption des Reglers lagen Restriktionen vor, die von
Anfang an zu beru¨cksichtigen waren.
Die einzelnen Teile des elektromechanischen Aufbaus wurden deshalb schon im Hinblick
auf die voraussichtliche Leistungsfa¨higkeit der zu realisierenden Regelung ausgewa¨hlt.






Das mechanische Grundgeru¨st des Inversen Pendels entstammt einem Apple-Tintenstrahl-
drucker. Dessen Geha¨use, Papierfu¨hrung und Elektronik wurden entfernt, so dass nur
noch der horizontal bewegliche Druckschlitten mit Zahnriemen und Schrittmotor beste-
hen blieb (Bild 4.2). Vorteilhaft fu¨r den Umbau zum Inversen Pendel sind das bereits
vorhandene mit dem Schlitten verbundene flexible Kabel und die Gabellichtschranke zur
Detektion der Nullposition des Schlittens. Diese Komponenten sind bereits aufeinander
abgestimmt und mu¨ssen nur noch mit Pendel, Winkelsensor und Elektronik erga¨nzt wer-
den. Der maximale Verfahrweg des Schlitten betra¨gt etwa 22 cm.
Bild 4.2: Aufbau des Inversen Pendels aus einem Drucker
Pendel
Als Pendel dient ein 20 cm langer Aluminiumstab mit 5mm Durchmesser. Dieser ist di-
rekt an der Achse des Potentiometers auf dem Druckerschlitten befestigt. Das Tra¨gheits-
moment des Pendels kann durch verschiedene Massestu¨cke variiert werden. Je schwerer
jedoch das Pendel ist, um so sta¨rker werden die Kugellager des Potentiometers und die
gesamte Antriebsmechanik beansprucht. Bei einem zu leichten Pendel fa¨llt wiederum die
Lagerreibung zu sehr ins Gewicht. Auch die La¨nge des Pendels kann nicht beliebig ge-
wa¨hlt werden. Denn je gro¨ßer der Abstand zwischen Achse und Schwerpunkt des Pendels
ist, um so la¨nger ist der no¨tige Verfahrweg zur Stabilisierung bei gleicher Anfangsauslen-
kung. Ein kurzer Schwerpunktsabstand erfordert andererseits eine hohe Beschleunigung
des Schlittens. Sowohl der Verfahrweg als auch die erzielbare Beschleunigung des Schritt-
motors sind aber gerade bei diesem vergleichsweise kompakten Aufbau sehr beschra¨nkt.
Die gewa¨hlte Pendella¨nge, die a¨hnlich den Beispielen in der Literatur etwa dem maximalen
Verfahrweg entspricht, stellt einen guten Kompromiss zu den genannten Einschra¨nkungen
dar.
4.2 Sensorik
Die Winkelmessung erfolgt mit einem Potentiometer. Dieses muss geeignet beschaltet
und das erhaltene Signal anschließend digitalisiert werden. Der Weg des Schlittens wird
4.2. SENSORIK 43
u¨ber Inkrementza¨hlung abgeleitet, zur Definition des Startpunktes wird das Signal der
Gabellichtschranke genutzt.
Potentiometer
Zur Messung des Pendelwinkels wird ein durchdrehbares und doppelt kugelgelagertes
Pra¨zisions-Potentiometer mit niedrigem Drehmoment verwendet. Dieses wurde freund-
licherweise von der Firma Novotechnik als Testmuster zur Verfu¨gung gestellt. Die an-
gegebene Genauigkeit betra¨gt 0.01◦, der messbare Winkel 352◦. Um die angegebene
Messgenauigkeit zu erreichen, wird das Potentiometer als Spannungsteiler mit einer Re-
ferenzspannungsquelle von 2,048V betrieben. Die winkelproportionale Schleiferspannung
wird dabei stromlos u¨ber einen Operationsversta¨rker abgenommen und versta¨rkt. Zur
Verminderung eingestreuter Sto¨rsignale sollte diese Beschaltung in unmittelbarer Na¨he
des Potentiometers platziert werden. Dazu wurde eine Miniaturleiterplatte mit beiden
Schaltkreise entworfen (Bild 4.3) und zusammen mit dem Potentiometer in der ehemali-
gen Farbpatrone befestigt. Diese wiederum ist abnehmbar am Druckerschlitten befestigt,
die elektrische Verbindung erfolgt dabei u¨ber Goldkontakte.
Bild 4.3: Leiterplatte fu¨r Potentiometer in der Farbpatrone
Nun kann aber der zur Regelung verwendete FPGA-Schaltkreis nur digitale Signale ver-
arbeiten. Das zum Winkel proportionale analoge Spannungssignal muss demzufolge erst
digitalisiert werden.
A/D-Wandler
Fu¨r die A/D-Wandlung des Winkelsignals wird eine bereits am Lehrstuhl vorhandene
Leiterplatte mit dem Schaltkreis LTC1279 verwendet. Dieser erzeugt ein 12-bit breites
Digitalsignal aus einem bipolaren (±2,5V) analogen Eingangssignal. Die dazu beno¨tigten
Spannungen von ±5V werden auf dem Board erzeugt und zusa¨tzlich zur Erzeugung der
Referenzspannung fu¨r das Potentiometer genutzt. Das A/D-Board kann modular mit dem
ebenfalls schon vorhandenen FPGA-Board gekoppelt werden.
Die Auflo¨sung des gemessenen, digitalisierten Winkels kann aus dem Messbereich des
Potentiometers θmax, dem Verha¨ltnis zwischen Referenzspannung Uref und Eingangsbe-
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Auf dem Druckerschlitten befindet sich bereits eine Gabellichtschranke, die zur Initialisie-
rung des Positionsza¨hlers eingesetzt werden kann. Diese besteht aus einer Infrarot-LED,
die eine benachbarte Fotodiode bestrahlt und damit deren elektrischen Widerstand herab-
setzt. Befindet sich der Pendelwagen am rechten Ende (Home-Position), wird der Strah-
lengang durch eine Blechkante unterbrochen, wodurch sich der Widerstand der Fotodiode
erho¨ht. Diese A¨nderung wird u¨ber eine a¨ußere Beschaltung mit einem Schalttransistor
versta¨rkt und steht dem FPGA als digitales Eingangssignal home zur Verfu¨gung. Die dafu¨r
no¨tige Schaltung wird auf der Leiterplatte fu¨r den Schrittmotortreiber untergebracht.
4.3 Antrieb
Der lineare Antrieb des Schlittens erfolgt u¨ber einen Zahnriemen und ein Zahnrad, das
direkt an der Achse des Schrittmotors befestigt ist. Fu¨r den Betrieb des Schrittmotors ist
eine Leistungsstufe zu realisieren.
Schrittmotor
Bei dem u¨bernommenen Schrittmotor handelt es sich um den bipolaren Typ M42SP-4N
mit einem Wicklungswiderstand von 34 Ω. Der Schrittwinkel betra¨gt 3,75◦, womit eine
Umdrehung aus 96 Vollschritten oder 192 Halbschritten besteht. Bei einem Zahnrad-
durchmesser von 1,27 cm entspricht einem Schlittenweg von 4 cm pro Umdrehung bzw.
einer Positioniergenauigkeit von rund 0,4mm pro Schritt. Bei Halbschrittbetrieb halbiert
sich die Wegauflo¨sung, so dass 1 cm Verfahrweg 48 Halbschritten entspricht. Die maxima-
le Schrittfrequenz fpullin fu¨r den Anlauf aus dem Stand und die Maximalfrequenz fpullout
wurden experimentell ermittelt und sind in Tabelle 4.1 dargestellt.
Geschwindigkeit f (Hz) Ts (ms) nclk (cps) n (U/min) v (m/s)
max. pullin 940 1,06 21 277 294 0,20
max. pullout 3 450 0,29 5 797 1 078 0,73
typisch 800 1,25 25 000 313 0,17
Tabelle 4.1: Geschwindigkeitsdaten des Schrittmotors
Daneben ist noch die jeweils zugeho¨rige Schrittdauer Ts, die Drehzahl n und die resultie-
rende Wagengeschwindigkeit v angegeben. Der Wert fu¨r die Schrittdauer ist zusa¨tzlich in
Vielfachen nclk eines Systemtaktes von 50 ns (fclk=20MHz) in clocks per step (cps) ange-
geben. Bei einer typischen Schrittfrequenz von 800Hz dauert beispielsweise ein einzelner
Schritt 25 000 Takte. U¨ber diesen Wert wird letztendlich Einfluss auf die Wagengeschwin-
digkeit genommen. Dabei ist zu beachten, dass die Taktanzahl nclk indirekt proportional
zur Geschwindigkeit v ist:












Zur Ansteuerung des Schrittmotors wird der Vollbru¨ckenschaltkreis L6204 genutzt, der
auch schon zuvor auf der Leiterplatte des Druckers dafu¨r zusta¨ndig war. Mit diesem
Schaltkreis kann durch vier Eingangssignale die Stromrichtung in jeder der beiden Wick-
lungen vorgegeben werden (siehe [Bal97]). Mit zwei weiteren Enable-Signalen kann der
Stromfluss in den entsprechenden Bru¨cken abgeschaltet werden. Fu¨r den Schaltkreis und
dessen notwendige a¨ußere Beschaltung wurde eine Schaltung entworfen. Diese wurde zu-
na¨chst auf einer Rasterleiterplatte aufgebaut (Bild 4.4), auf der auch der Schalttransistor
fu¨r die Gabellichtschranke untergebracht ist.
Bild 4.4: Erste Leiterplatte fu¨r den Schrittmotortreiber
Im Experiment traten beim Halbschrittbetrieb des Motors deutlich weniger Resonanzef-
fekte im unteren Frequenzbereich auf als bei Vollschrittmodus, außerdem verdoppelt sich
dadurch die Positioniergenauigkeit. Deshalb wurde der Halbschrittmodus hier vorgezogen.
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Bild 4.5: Steuersequenz fu¨r Halbschrittmodus
Strombegrenzung
Ohne Maßnahmen zur Strombegrenzung wird der Schrittmotor durch die Verlustleistung
in den Wicklungen sehr heiß und ist so nicht fu¨r den Dauerbetrieb geeignet. Außerdem
nimmt das Drehmoment des Motors bei hohen Geschwindigkeiten erheblich ab. Die Ur-
sache liegt darin, dass der Wicklungsstrom IL bei hohen Schrittfrequenzen bedingt durch
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die Windungsinduktivita¨t und die laufenden Richtungsa¨nderungen seinen Endwert nicht










Bild 4.6: Abnahme des maximalen Spulenstroms bei hohen Schrittfrequenzen
Eine Mo¨glichkeit, den Strom in den Wicklungen zu verringern, ist ein periodisches An-
und Auschalten der Bru¨cken mittels der Enable-Signale (Enable-Chopping). Bei geringen
Geschwindigkeiten liefert eine Pulsfrequenz von 100 kHz mit 75% Aktivierungszeit gute
Ergebnisse, verhindert eine zu große Hitzeentwicklung des Motors und reduziert zudem
noch merklich den Gera¨uschpegel. Diese Maßnahme entspricht durch die integrierende
Wirkung der Motorwicklungen prinzipiell dem Absenken der Versorgungsspannung. Hier-
bei sinkt jedoch auch der Anstieg des Spulenstroms (gru¨ne Kurve in Bild 4.7), weshalb
mit dieser Methode keine hohen Geschwindigkeiten erzielbar sind.
Eine bessere Mo¨glichkeit als eine derartige ru¨ckkopplungsfreie Steuerung des Spulenstroms
stellt eine geschaltete Stromregelung dar. Dazu wird der Strom der Ausgangsstufe u¨ber
Messwidersta¨nde in eine proportionale Spannung umgesetzt. Diese wird von einen zu-
sa¨tzlichen Schaltkreis sta¨ndig mit einer vorher eingestellten Referenzspannung verglichen.
Erreicht der Phasenstrom IL den gewu¨nschten Wert IC (Bild 4.7a), wird die Wicklung
durch einen Schalter von der Betriebsspannung getrennt und kurzgeschlossen. Damit wird
der Spulenstrom gehalten, nimmt aber aufgrund von inneren Wicklungsverlusten langsam
ab. Nach einer durch einen Oszillator bestimmten Zeit, wird die entsprechende Phase zu-
ru¨ck auf Betriebspannung geschaltet. Damit wird die Induktivita¨t wieder bestromt und
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Bild 4.7: konstanter Spulenstrom durch Phasenstromregelung
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Mit dieser getakteten Phasenstromregelung kann eine ho¨here Betriebspannung gewa¨hlt
werden, da der Strom nicht mehr unbegrenzt ansteigen kann. Daraus folgt ein steilerer
Anstieg der Stromkurve und somit ein hohes Drehmoment auch bei ho¨heren Geschwin-
digkeiten (Bild 4.7b). Diese Art der Phasenstromregelung liefert außerdem das beste Ver-
ha¨ltnis von verbrauchter elektrischer und erhaltener mechanischer Energie (siehe [Sax95]).
Eine solche Stromregelung kann mit dem Schaltkreis L6506 realisiert werden, der vor die
Leistungsstufe L6204 geschaltet wird. Weiterhin sind zwei Widersta¨nde fu¨r die Strom-
messung und einige Bauteile fu¨r die Einstellung von Oszillator und Referenzspannung
hinzuzufu¨gen. Dafu¨r wurde eine zweite Leiterplatte entworfen und aufgebaut (Bild 4.8).
Bild 4.8: Leiterplatte fu¨r den Schrittmotortreiber mit Phasenstromregelung
Mit einem Potentiometer auf der Leiterplatte kann die Referenzspannung und damit der
maximale Wicklungsstrom eingestellt werden. Weiterhin wurde die Mo¨glichkeit vorgese-
hen, die Referenzspannung mit einem zusa¨tzlichen Eingangssignal zwischen zwei Werten
umzuschalten. Damit kann eine Erho¨hung des Drehmoments im Halbschrittmodus oder
ein Verringern des Motorstroms und damit der Wa¨rmeentwicklung im Balance-Modus er-
zielt werden. Fu¨r hohe Geschwindigkeiten in der Aufschwingphase kann wieder auf einen
ho¨heren Wicklungsstrom umgeschaltet werden.
4.4 FPGA-Board
Als Zielarchitektur fu¨r die Regelung wird ein FPGA (Field programmable Gate Array) der
Firma XILINXTM benutzt. Diese SRAM-basierten Schaltkreise lassen sich im Vergleich
zu maskenprogrammierbaren ASICs vom Anwender leicht umkonfigurieren. Deshalb und
aufgrund ihrer universellen Schaltungsstruktur ko¨nnen sie an verschiedenste Aufgaben-
stellungen angepasst werden (siehe dazu [MH04, S. 17f und S. 65ff]).
Als Implementierungsplatform dient ein am Lehrstuhl entworfenes Board mit dem Schalt-
kreis XCV400E (Virtex-E 400). Dieser FPGA besitzt 10.800 frei konfigurierbare Logikzel-
len (4.800 Slices) und 160Kbit Speicher (Block-RAM) auf dem Chip. Damit stellt er viele
Ressourcen zur Verfu¨gung, so dass damit auch komplexere Algorithmen wie die Matri-
zenarithmetik des Kalman-Filters realisierbar sind. Zur Kommunikation mit den anderen
Komponenten besitzt die FPGA-Platine 64 I/O-Pins, die jeweils als Ein- oder Ausga¨nge
konfiguriert werden ko¨nnen. Deren Signal wird mit 3,3V Treiberschaltkreisen versta¨rkt.
Als Besonderheit besitzt das Board einen galvanisch getrennten Eingang, der mit logi-




Nachdem die Komponenten des zu regelnden Systems und deren physikalischen Eigen-
schaften bekannt sind, kann nun ein entsprechendes mathematisches Modell des Inversen
Pendels erstellt werden. Diese Modellierung ist Basis fu¨r den Reglerentwurf und die Si-
mulation des Systems.
5.1 Herleitung der Systemgleichungen
Das zu modellierende mechanische System besteht wie in Bild 5.1 gezeigt, aus einem
Wagen der Masse M und einem drehbar gelagerten Stab der Masse m und der La¨nge
l. Die Auslenkung des Pendelstabes von der vertikalen y-Achse wird mit dem Winkel θ










Bild 5.1: Modell des Pendels
Um die Bewegungsgleichungen des Inversen Pendels zu erhalten, wird das aus zwei dyna-
mischen Komponenten bestehende System durch Freischneiden am Drehpunkt des Stabes
in die Teilsysteme Wagen und Pendel zerlegt. Dabei stellen Fx und Fy die gemeinsamen
Koppelkra¨fte dar. Die Geschwindigkeit des Wagens wird als Zeitableitung x˙ des Weges x
angegeben, die Beschleunigung als Zeitableitung x¨ der Geschwindigkeit.
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Bild 5.2: Teilsystem Wagen
Teilsystem Wagen
Die Aufsummierung der horizontal amWagen wirkenden Kra¨fte ergibt folgende Gleichung:
Fx = U −Mx¨ (5.1)
Eine analoge Darstellung der vertikalen Kra¨fte ist in diesem Fall nicht notwendig, da














Bild 5.3: Teilsystem Pendel
Unter Beru¨cksichtigung von Tra¨gheit und Radialkraft des Stabes erha¨lt man laut [CTM]




mlθ¨ cos θ − 1
2
mlθ˙2 sin θ (5.2)
Zusammen mit Gleichung 5.1 ergibt sich hieraus die nichtlineare Differentialgleichung
zweiter Ordnung fu¨r die Bewegung des Wagens:
U = (M +m)x¨− 1
2
ml(θ¨ cos θ − θ˙2 sin θ) (5.3)
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Da der Pendelstab in Bild 5.3 aus einem homogenen Stab der La¨nge l besteht, befindet
sich der Masseschwerpunkt S in der Stabmitte l/2. Desweiteren soll die Reibung am Dreh-
punkt des Pendels nicht vernachla¨ssigt werden, sondern soll mit dem Reibungskoffizienten
µ in die Gleichung eingehen. Bei einer Drehung um den Punkt P wirken demnach durch




Fg sin θ +
l
2
FT cos θ − µθ˙ (5.4)
Das Tra¨gheitsmoment J bezieht sich hierbei auf die Drehung des Stabes um einen End-
punkt. Dieses la¨sst sich aus dem Tra¨gheitsmoment bezu¨glich der Achse durch den Schwer-
punkt eines Ko¨rpers nach dem Satz von Steiner
J = JS +ma
2 (5.5)
berechnen. Darin bezeichnet a den Abstand der beiden Drehachsen voneinander und
betra¨gt im vorliegenden Fall l/2. Mit dem bekannten Tra¨gheitsmoment eines mittig ge-





errechnet sich damit das gesuchte Moment des Pendelstabes zu







Setzt man dieses nun in Gleichung 5.4 ein, erha¨lt man eine weitere nichtlineare Differen-




(g sin θ − x¨ cos θ − 2µ
ml
θ˙) (5.8)
Hieraus ist die interessante Tatsache ersichtlich, dass das Schwingungsverhalten des hier
betrachteten Pendels bei Vernachla¨ssigung der Reibung (µ = 0) nur von der La¨nge, nicht
aber der Masse des Stabes beeinflusst wird.
Anhand von (5.4) kann nun gezeigt werden, dass die Betrachtung eines aus einer Punkt-
masse m bestehenden Pendels der La¨nge 2/3 · l gleichermaßen auf Gleichung 5.8 fu¨hrt.
Zur Vereinfachung der Schreibweise in den folgenden Rechnungen und der Portierbarkeit





eingefu¨hrt, wobei ls den Schwerpunktabstand und J das Tra¨gheitsmoment eines beliebigen




(g sin θ − x¨ cos θ − 4µ
3mle
θ˙) (5.10)
und kann mit le = 2/3 · l jederzeit wieder in Gleichung (5.8) fu¨r ein Pendel aus einem
homogenen Stab der La¨nge l u¨berfu¨hrt werden.
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5.2 Anpassung an den Schrittmotor
Erfolgt nun die Steuerung des Wagens nicht mittels einer Kraft U (z. B. Gleichstrommo-
tor), sondern direkt u¨ber die Kontrolle der Wagengeschwindigkeit x˙ (z. B. Schrittmotor),
kann angenommen werden, dass der Auslenkungswinkel des Stabes θ keinen Einfluss auf
die Position des Wagens x hat (siehe [Bre99]). Da der Wagen jedoch nach wie vor eine
Masse besitzt, kann er sprungfo¨rmigen A¨nderungen der Stellgro¨ße nicht unmittelbar fol-
gen. In diesem Fall entspricht die Dynamik des Wagens also nicht mehr (5.3), sondern
kann in guter Na¨herung durch ein PT1-Glied (Verzo¨gerungsglied 1.Ordnung) beschrie-
ben werden. Damit betra¨gt die U¨bergangsfunktion zwischen der als neue Stellgro¨ße u
vorgegebenen Geschwindigkeit und der tatsa¨chlichen Wagengeschwindigkeit x˙:
x˙ = uK(1− e− tτ ). (5.11)







Eliminiert man nun e−t/τ durch Kombination der letzten beiden Gleichungen, erha¨lt man








Das dynamische Verhalten des PT1-Gliedes wird dabei durch den Versta¨rkungsfaktor K
und die Zeitkonstante τ beschrieben. Es ist zu beachten, dass mit Gleichung (5.13) ein
verzo¨gertes Verhalten auf eine sprungfo¨rmige Stellgro¨ße beschrieben wird, die Stellgro¨ße
selbst aber unvera¨ndert bleibt. Zu schnelle A¨nderungen der Schrittfrequenz mu¨ssen also
von vornherein durch einen vorgeschalteten Integrator oder ein PT1-Glied unterbunden
werden.
5.3 Linearisiertes Modell im Zustandsraum
Die Differentialgleichung der Pendeldynamik (5.10) entha¨lt trigonometrische Anteile und
ist demnach nichtlinear. Um aber eine Systembetrachtung im Zustandsraum und anschlie-
ßend einen linearen Reglerentwurf durchfu¨hren zu ko¨nnen, muss die Gleichung linearisiert
werden. Dies ist mo¨glich, da die Stabilisierung des Pendels nur innerhalb eines kleinen
Winkels um die aufrechte Position erfolgen soll. Fu¨r kleine Auslenkungen (|θ|  pi/2) gilt
nach dem ersten Glied der Taylor-Approximation:
sin θ ≈ θ
cos θ ≈ 1 (5.14)
Es la¨sst sich zeigen, dass die Na¨hrungen (5.14) fu¨r Auslenkungen bis 10◦ nur mit kleinen
Linearisierungsfehlern behaftet sind [Bre99]. Damit la¨sst sich (5.10) durch folgende lineare























Um das bisher abgeleitete mathematische Modell des Inversen Pendels in den Zustands-
raum (siehe Abschnitt 2.2.1) zu u¨berfu¨hren, muss zuna¨chst ein Zustandsvektor x definiert















Das lineare System bestehend aus Antriebselement und Pendel wird durch die Differen-
tialgleichungen (5.13) und (5.16) beschrieben. Mit dem Zustandsvektor (5.17) ergibt



































Als Ausgangs- oder Messgro¨ßen werden die Wagenposition x und der Pendelwinkel θ
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5.4 Analyse der Modelleigenschaften
Das im vorigen Abschnitt entwickelte linearisierte Zustandsraummodell des Inversen Pen-
dels soll nun auf seine Stabilita¨t, Steuerbarkeit und Beobachtbarkeit untersucht werden.
Zur Erleichterung der folgenden Rechenschritte werden die Werte des realisierten Inversen
Pendels eingesetzt:
Fallbeschleunigung: g = 9.81 m/s2;
effektive La¨nge des Pendels: le = 2/3 · 0.2 m;
Masse des Pendelstabes: m = 0.005 kg
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Reibungskoeffizient des Pendels: µ = 0.001
Versta¨rkung des PT1-Gliedes: K = 1
Zeitkonstante des PT1-Gliedes: τ = 0.1 s
Der Reibungskoeffizient des Pendellagers wurden dabei durch Ausschwingversuche und
die Zeitkonstante τ anhand von Messungen am Versuchsaufbau abgescha¨tzt. Mit diesen
Werten erha¨lt man nach (5.18) und (5.19) die konkreten Zustandsmatrizen:
A =

0 1 0 0
0 −10 0 0
0 0 0 1









1 0 0 0
0 0 1 0
)
(5.20)
5.4.1 Stabilita¨t des Modells
Bei einer Regelung des Inversen Pendels wird eine Stabilisierung im aufrechten Zustand
angestrebt, der dem Arbeitspunkt des linearisierten Modells entspricht. In Abschnitt 2.2.2
wurde als Kriterium fu¨r die Stabilita¨t eines Systems ein negativer Realteil aller Eigenwerte
der Systemmatrix A gefordert.
Mit den Werten aus (5.20) ist dazu folgende Gleichung zu lo¨sen:
det

λ −1 0 0
0 λ+ 10 0 0
0 0 λ −1
0 −75 −73.5750 λ+ 15
 = 0. (5.21)





Da λ1 > 0 und λ3 = 0 ist, ist das System instabil, was bei einem auf den Kopf gestellten
Pendel durchaus der Erwartung entspricht. Bild 5.4 zeigt die Polstellenverteilung in der
komplexen Zahlenebene, wobei Werte in der rechten Halbebene auf instabiles und Werte
auf der imagina¨ren Achse auf grenzstabiles Verhalten hindeuten.
Die Sprungantwort des Systems ist in Bild 5.5 dargestellt, aus der klar die Instabilita¨t
von Position (oben) und Winkel (unten) des Pendels ersichtlich ist.














































Bild 5.5: Sprungantwort des ungeregelten Systems
5.4.2 Steuerbarkeit des Modells
Mit (2.4), n = 4 Zusta¨nden und den Werten aus (5.20) erha¨lt man fu¨r die Steuerbarkeits-
matrix des Systems (5.18):
SS =

0 10 −100 1000
10 −100 1000 −10000
0 −75 1875 −41143.125
−75 1875 −41143.125 830100
 (5.22)
Es kann gezeigt werden, dass diese Steuerbarkeitsmatrix den Rang 4 hat, also gleich der
Systemordnung n ist. Damit ist das vorliegende Zustandsraummodell des Inversen Pendels
zumindest im linearen Bereich vollsta¨ndig steuerbar.
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5.4.3 Beobachtbarkeit des Modells
Wie bei vielen Mehrgro¨ßensystemen sind auch bei dem Inversen Pendel sind nicht sa¨mtli-
che Zustandsgro¨ßen messbar. Wie in (5.19) gezeigt, liegen nur die Wagenposition und der
Stabwinkel als Messgro¨ßen vor, deren Ableitungen hingegen mu¨ssen durch
”
Beobachtung“
des Systems bestimmt werden.
Mit n = 4 Zusta¨nden und den Matrizen aus (5.20) erha¨lt man mit (2.5) eine (16,4)-
Beobachtbarkeitsmatrix, die wiederum einen Rang von 4 besitzt. Dies beweist, dass das
untersuchte linearisierte Pendelmodell auch vollsta¨ndig beobachtbar ist.
Kapitel 6
Reglerentwurf
Anhand des im vorigen Abschnitt abgeleiteten Zustandsraummodells des Inversen Pen-
dels soll nun die Regelung konzipiert werden. Die Zustandsru¨ckfu¨hrung soll dabei nach
dem LQ-Optimalreglerverfahren entworfen werden, wa¨hrend fu¨r die Zustandsvorhersage
der Kalman-Filter eingesetzt werden soll. Beide Komponenten mu¨ssen entsprechend der
Systemeigenschaften eingestellt und dimensioniert werden.
Das Blockschaltbild der zu realisierenden Regelung ergibt sich aufgrund der bisherigen




















Bild 6.1: Systemmodell der Regelung
6.1 Einstellung des LQ-Reglers
Fu¨r den Entwurf des LQ-Reglers sind laut Gleichung 2.12 die Wichtungsmatrizen Qw
(state-cost matrix) fu¨r die Bestrafung der Zustandsgro¨ßen x(t) und Rw (performance
index matrix) fu¨r die Bestrafung der Stellgro¨ße u notwendig. Da nur eine Regelgro¨ße
vorhanden ist, reduziert sich die Matrix Rw auf einen skalaren Wert, der den Regelauf-
wand bewertet. Im konkreten Fall wird damit eingestellt, welche Geschwindigkeiten als
Stellgro¨ße durch den Antrieb tatsa¨chlich realisierbar sind. Mit der Matrix Qw wird ange-
geben, welche Zusta¨nde die kritischsten sind und wie schnell eine Regelung dieser auf den
Nullwert erfolgen soll. Bei einer Stabilisierung des Pendels sollen x und θ Werte nahe null
erreichen (große Wichtungen), wa¨hrend sich um die Geschwindigkeiten x˙ und θ˙ weniger
gesorgt werden muss (kleinere Wichtungen).
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Fu¨r die im Experiment benutzten Matrizen wurden zuna¨chst die Werte aus [A˚ke00] u¨ber-
nommen, die bereits gute Resultate lieferten:
Qw =

100 0 0 0
0 1 0 0
0 0 11 0
0 0 0 0, 25
 , Rw = 80. (6.1)
Mit diesen Werten und den Zustandsmatrizen aus (5.20) kann der Ru¨ckfu¨hrungsvektor
kT mit Hilfe der Matlab-Funktion lqr aus der Control-System Toolbox bestimmt werden.
Diese Funktion lo¨st das in Abschnitt 2.3.3 angegebene Optimierungsproblem und gibt den
Ru¨ckfu¨rungsvektor kT fu¨r den LQR-Regler aus:
kT = (−1, 118 − 2, 416 − 5, 341 − 0, 540). (6.2)
6.2 Einstellung des Kalman-Filters
Neben den SystemmatrizenA,B,Cmu¨ssen fu¨r den Entwurf des Kalman-Filters die Kova-
rianzmatrizen Qc und Rc vorgegeben werden, welche die Streuung des Prozessrauschens
wk und des Messrauschens vk abscha¨tzen. Weiterhin sind noch Initialisierungswerte fu¨r
den Zustandsvektor x0 und dessen Kovarianzmatrix P0 notwendig.
Fu¨r die Modellierung des Messfehlers vk wurde angenommen, dass die Sto¨rungen von
Winkel und Position unabha¨ngig voneinander sind. In diesem Fall ist die Rc eine 2×2-
Diagonalmatrix mit den jeweiligen Varianzen in der Diagonale. Die Varianz s2θ des Winkels
kann anhand einer Reihe von n Messwerten θi nach (6.3) abgescha¨tzt werden. Dabei ist θ¯
der Mittelwert. Fu¨r n→∞ na¨hert sich die Streuung s der Standardabweichung σ, deren






(θi − θ¯). (6.3)
Mit n=20 Werten wurde ein Wert von rund sθ = 0.002 rad ermittelt. Ko¨nnen die Mes-
sungen wie bei der Wagenposition nur bestimmte diskrete Werte aller ∆x annehmen,





Mit der Wegdifferenz eines Halbschritts von 2, 08 · 10−4m erha¨lt man fu¨r die Varianz der
Wagenposition einen Wert von s2x = 5, 79 · 10−8m. Die Werte der Kovarianzmatrix des
Prozessrauschens Qc sind voneinander abha¨ngig und ko¨nnen von der gescha¨tzten Varianz
s2u der Regelgro¨ße u abgeleitet werden. Die betreffenden Abha¨ngigkeiten sind bereits mit
der Eingangsmatrix B gegeben, so dass sich Qc daraus berechnen la¨sst:




Der Wert fu¨r s2u ist abha¨ngig davon, wie genau die Regelgro¨ße u errechnet und vom mecha-
nischen System umgesetzt werden kann. Wird fu¨r die Umsetzung von Gleichung (4.2) ein
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Dividierer mit einer Genauigkeit von mindestens 7 bina¨ren Nachkommastellen eingesetzt,
betra¨gt die Abweichung der Geschwindigkeit ho¨chstens ∆u = 2−7m/s. Entsprechend
Gleichung (6.4) kann so mit einer Streuung der Geschwindigkeit von su = 0, 01m/s ge-
rechnet werden. Mit diesen Berechnungen ergeben sich folgende Kovarianzmatrizen:
Qc =

0 0 0 0
0 0.01 0 −0.0750
0 0 0 0
0 −0.0750 0 0.5625






Als Initialisierungswert fu¨r die Kovarianzmatrix der Scha¨tzung P0 wird die Matrix Qc
verwendet (siehe [Sim01]). Der Zustandsvektor x0 kann in der Regelung als Nullvektor
(Ruhezustand im Arbeitspunkt) initialisiert werden, fu¨r die Simulation empfiehlt es sich,
zumindest den Pendelwinkel auf eine geringe Anfangsauslenkung zu setzen.
Bevor man den Kalman-Filter auf das Zustandsraummodell des Inversen Pendels (5.18)
anwenden kann, muss man dieses zuna¨chst durch lineare Extrapolation diskretisieren.
Wird die Taktzeit ∆t dabei hinreichend kurz gewa¨hlt, kann von einem quasikontinuirlichen
System ausgegangen und die Systemmatrizen wie folgt diskretisiert werden:
xk+1 = (I+∆tA)xk + (∆tB)u. (6.7)
Die geklammerten Ausdru¨cke stellen die diskreten Systemmatrizen Ad und Bd dar. Die
Taktzeit ∆t ist von der tatsa¨chlichen Schnelligkeit des Regelsystems abha¨ngig. Fu¨r die
Simulation wurde zuna¨chst ein vorla¨ufiger Wert von ∆t = 2ms gewa¨hlt. Dies entspricht
einer etwas ho¨heren Abtastrate, als die der prozessorgesteuerten Realisierungen aus der
Literatur. Nachdem die Berechnungszeit der Hardware-Regelung bekannt war, konnte die
Abtastrate auf 50µs herabgesetzt werden.
Mit den abgeleiteten Werten lassen sich nun die Gleichungen des Kalman-Filters (2.23)
bis (2.27) berechnen.
6.3 Aufschwing- und Fangalgorithmus
Als eine wirkungsvolle Mo¨glichkeit zur U¨berfu¨hrung des Pendels in den Arbeitspunkt
wurde in Abschnitt 3.3 u¨ber das sukzessive Aufschwingen aus der Ruhelage gesprochen.
Vorteil dieser Methode ist eine anschauliche und beru¨hrungslose Invertierung des Pendels.
Die Herausforderung liegt hierbei vor allem im Fangen und Stabilisieren des Pendels,
sobald es den Scheitelpunkt erreicht hat. Diese Aufgabe wird sehr erschwert durch den
kurzen Verfahrweg und die begrenzte Geschwindigkeit des Wagens. Zur Lo¨sung dieses
Problems wird ein Algorithmus entwickelt und zuna¨chst an einem nichtlinearen Modell
des Inversen Pendels simulativ u¨berpru¨ft.
Eine Methode zur periodischen Energiezufuhr des Pendels wird in [WDL95] vorgestellt.
Die Intuition des sukzessiven Aufschwingens aus der Ruhelage ist mit dem Anschieben ei-
ner Schaukel vergleichbar. Die Schwingungsenergie der Schaukel wird durch einen Impuls
in Bewegungsrichtung erho¨ht, wenn die Schaukel durch den Ruhepunkt schwingt. Beim
Inversen Pendel kann nun die am Radius wirkende a¨ußere Kraft durch eine Bewegung des
Aufha¨ngungspunktes ersetzt werden. Denn wird der Wagen entgegen der Bewegungsrich-
tung des Pendels im Nulldurchgang beschleunigt, erho¨ht sich die Schwingungsenergie des
Pendels aufgrund seinen Tra¨gheitmoments. Fu¨hrt man die Beschleunigung des Wagens
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wiederholt aus, kann die Energie in beliebig kleinen Schritten erho¨ht werden. Dieser Al-
gorithmus wird in [WDL95] beschrieben, außerdem findet sich dort ein mathematischer
Beweis fu¨r die Richtigkeit der oben genannten Aussage.
1. Schritt: Ist das Pendel in Ruhelage im stabilen Punkt (θ = pi), beschleunige es mit
einer konstanten Beschleunigung a fu¨r eine kurze Zeit h.
2. Schritt: Gleich darauf beschleunige mit einer Beschleunigung von −a fu¨r dieselbe Zeit
h. Der Wagen ist damit in seine Ausgangsposition zuru¨ckgekehrt, das Pendel nicht,
da es durch diese Vor- und Zuru¨ckbewegung an Energie gewonnen hat.
3. Schritt: Nun warte, bis der Pendelwinkel θ zu pi zuru¨ckkehrt. Wegen der zusa¨tzlichen
Energie ist ω 6= 0.
4. Schritt: Jetzt fu¨hre Schritte 1-3 in entgegengesetzter Richtung aus.
Diese Schritte ko¨nnen solange wiederholt werden, bis das Pendel die gewu¨nschte Energie
besitzt bzw. nahe genug in die Na¨he des Arbeitspunktes geschwungen ist.
Um trotz der oben genannten ungu¨nstigen Randbedingungen ein Fangen des Pendels
zu ermo¨glichen, muss dessen kinetische Energie im Scheitelpunkt gegen null gehen, also
fast Stillstand erreichen. Das kann durch einen Algorithmus erreicht werden, der die
Energiezufuhr mit ho¨herem Aufschwingen des Pendels immer mehr drosselt. Dazu wird
die bisherige Maximalauslenkung gespeichert und abha¨ngig davon der Verfahrweg bzw. die
Zeit h bis auf einen Minimalwert verringert. Hat das Pendel dann eine gewisse Na¨he zum
Arbeitspunkt erreicht, wird eine Fangroutine ausgelo¨st. Dabei wird der Wagen unter den
Schwerpunkt des Pendels gefahren, so dass dessen Auslenkung zu null wird. Daraufhin
wird der Kalman-Filter mit den Werten des Winkels und der Wagenposition initialisiert
und die Regelung gestartet. Da so das Pendel kurz vor Beginn der Fangroutine fast still
steht, ist eine viel geringere Ausgleichbewegung des Wagens zur Stabilisierung no¨tig als
dies bei einem ungeregelten Aufschwingen der Fall wa¨re.
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6.4 Simulation
6.4.1 Matlab vs. VHDL-AMS
Zur Beurteilung der bisher entworfenen Regelung wurde das Verhalten des geschlossenen
Regelkreises simulativ u¨berpru¨ft. Dazu wurde vorwiegend Matlab (Matrix Laboratory)
verwendet. Dabei handelt es sich um eine matrizenbasierte High-Level-Programmier-
sprache mit einer sehr umfangreichen Funktionsbibliothek. Matlab wird sehr ha¨ufig fu¨r
Regelungsaufgaben und Simulationen verwendet, da hierfu¨r bereits spezielle Funktionen
integriert sind. So finden sich beispielsweise verschiedene Analysefunktionen zu der matri-
zenbasierten Zustandsraummodellierung neben Makros zur Einstellung des verwendeten
LQ-Reglers. Dies ist ein Grund, weshalb Matlab der VHDL-Erweiterung VHDL-AMS
vorgezogen wurde. Ein weiteres Argument dafu¨r ist die Verwendung von Matlab fu¨r die
schnelle Durchfu¨hrung verschiedener Matrizenberechnungen im Lauf der vorliegenden Ar-
beit. Daher war es naheliegend, auch fu¨r die Simulationen auf Matlab zuru¨ckzugreifen.
VHDL-AMS bietet hingegen den Vorteil, die Hardware-Beschreibung in VHDL zusammen
mit den nichtlinearen Differentialgleichungen des Pendelmodells verifizieren zu ko¨nnen.
Da die Hardware-Beschreibungssprache jedoch aus einem vo¨llig anderen Hintergrund her-
aus entwickelt wurde, fehlt es VHDL-AMS an abstrakteren Funktionen, was einer fru¨hen
Simulation des Entwurfs entgegensteht. Sowohl der Reglerentwurf als auch die Simula-
tion des realisierten Rechenablaufs konnte mit Matlab durchgefu¨hrt werden, so dass ein
spa¨terer Wechsel zu VHDL-AMS nicht mehr notwendig war.
6.4.2 Verhalten des LQ-Reglers
Nimmt man an, dass alle Zusta¨nde bekannt sind, so erha¨lt man mit dem in Abschnitt 6.1
eingestellten LQ-Regler das in Bild 6.2 dargestellte Systemverhalten bei einer Anfangs-
auslenkung von 0,1 rad (5,7◦).


















































Bild 6.2: Sprungantwort des geregelten Systems
Es ist erkennbar, dass sowohl der Winkel als auch die Wagenposition nach kurzer Zeit
wieder in die Nullposition zuru¨ckkehren.
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6.4.3 Verhalten der Regelung mit Kalman-Filter
Der in diesem Kapitel parametrisierte Kalman-Filter wird nun unter Matlab simuliert.
Dies geschieht an einem nichtlinearen Modell der Regelstrecke basierend auf den Gleichun-
gen (5.10) und (5.13), um die Realita¨t mo¨glichst genau abzubilden. Zu den Messgro¨ßen
y des Modells wird Mess- und Prozessrauschen wie vorher abgescha¨tzt hinzugefu¨gt. Fu¨r
den Winkelwert und die Stellgro¨ße wird gaussches Rauschen, fu¨r den Positionswert eine
Quantisierung auf einen Vollschritt verwendet. Die Stellgro¨ße u berechnet sich dabei nach
(2.6) als Skalarprodukt zwischen dem Reglervektor in (6.2) und dem vom Kalman-Filter
gescha¨tzten Zustandsvektor x. Der Kuvenverlauf der Simulation mit einem Anfangswinkel
von 10◦ ist in Bild 6.3 dargestellt.















































































Bild 6.3: geregeltes Systems mit Kalman-Filter
Die wahre Leistung des Kalman-Filters wird erst bei Vergro¨ßerung der Messwerte ersicht-
lich. So sieht man in Bild 6.4, dass trotz stark verrauschter bzw. gerasterter Messungen
die wahren Gro¨ßen nahezu identisch vorhergesagt werden. Selbst die nicht messbaren
Geschwindigkeiten v und ω werden so genau gescha¨tzt, dass Abweichungen erst in der
Vergro¨ßerung sichtbar sind.




































Bild 6.4: vergro¨ßerte Darstellung der gescha¨tzten Zustandsgro¨ßen
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6.4.4 Aufschwingen und Fangen
Auch der oben beschriebene Aufschwingalgorithmus wurde an dem nichtlinearen Pendel-
modell simuliert. In Bild 6.5 ist der Verlauf der einzelnen Zustandsgro¨ßen fu¨r das kontrol-
lierte Aufschwingen und Fangen abgebildet. Im ersten Bild ist gut erkennbar, dass sich der
Verfahrweg des Wagens aufgrund der ku¨rzer werdenden Beschleunigungsphasen mit zu-
nehmender Pendelauslenkung reduziert. Auf dem zweiten Bild der Simulation erreicht der
Pendelwinkel nach sieben Sekunden sein Minimum fast genau bei 0◦, dessen Zeitableitung
ω na¨hert sich dort folglich einer Nullstelle. Dort u¨berschreitet der Winkel einen festge-
legten Schwellwert und die Fangroutine mit Kalman-Filter und Regelung setzt ein. Die
Einschra¨nkungen des experimentellen Aufbaus sind auch in dieser Simulation eingehalten
worden. Das erste Diagramm zeigt deutlich, dass die maximale Wagengeschwindigkeit von
42 cm/s und der maximale Verfahrweg von ±10 cm zu keiner Zeit u¨berschritten wurden.

































































Bild 6.5: Simulation von Aufschwingen und Fangen des Pendels
Wird die Winkelgeschwindigkeit als Funktion des Winkels wie in Bild 6.6 dargestellt,
sieht man deutlich die allma¨hliche Anna¨herung an den Arbeitspunkt im Ursprung des
Koordinatensystems.
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Bild 6.6: Trajektorie des Aufschwingens
6.5 Konsequenzen fu¨r die Realisierung
Bei genauerer Betrachtung von Bild 6.3a erkennt man, dass durch das interne PT1-Glied
aus der sprungfo¨rmigen Sollgeschwindigkeit u eine verzo¨gerte und stetige Istgeschwindig-
keit xˆ2 abgeleitet wird. Eine direkte Verwendung von u als Stellgro¨ße ist nicht mo¨glich, da
der Schrittmotor jeder Ansteuerung ohne Beru¨cksichtigung seiner mechanischen Tra¨gheit
zu folgen versucht. Außerdem wa¨re dann die verzo¨gert vorhergesagte Scha¨tzung xˆ2 falsch.
Wird dagegen die gescha¨tzte Istgeschwindigkeit xˆ2 selbst als Stellgro¨ße fu¨r den Schritt-
motor benutzt, stimmt sowohl die Prognose als auch die Praxis. Denn dieser verzo¨gerten
Ansteuerung kann der Motor jetzt exakt folgen und die gescha¨tzte Geschwindigkeit ent-
spricht automatisch der tatsa¨chlichen. Da ein geschlossener Regelkreis vorliegt, ist es nicht
von Bedeutung, ob die fu¨r die Mechanik erforderliche Verzo¨gerung der Geschwindigkeit
vor oder nach der Berechnung der Stellgro¨ße erfolgt.






































Bild 6.7: Zeitverlauf der Kalman-Versta¨rkungsmatrix
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Eine weitere potentielle Vereinfachungsmo¨glichkeit bietet die Implementierung des in Ab-
schnitt 2.4.2 beschriebenen steady-state Kalman-Filters. Betrachtet man den Verlauf der
einzelnen Elemente der Kalman-Versta¨rkungsmatrix Kk in Bild 6.7, fa¨llt auf, dass deren
einzelne Elemente schon nach kurzer Zeit stabile Werte annehmen.
In der Simulation wurde nun diese konvergierte, statische Matrix Ks als Konstante einge-
setzt und in einem zweiten Simulationsdurchgang auf die sta¨ndige Berechnung von Pk und
Kk verzichtet. Das Ergebnis zeigte keine nennenswerten Abweichungen zur den Scha¨tz-
werten der dynamischen Variante.
Kapitel 7
Implementierung
Im vorigen Kapitel wurde eine Konzeption fu¨r die Regelung eines Inversen Pendels er-
stellt und erfolgreich in Matlab simuliert. Daraus ist nun eine geeignete Spezifikation fu¨r
eine Hardware-Realisierung zu erstellen und mit Hilfe einer funktionellen Beschreibung
umzusetzen. Das zu implementiernde System wird dazu in einzelne Funktionseinheiten
gegliedert, die in diesem Kapitel detailliert beschrieben werden. Anschließend werden
aufgetretene Probleme benannt und Maßnahmen zu deren Lo¨sung erla¨utert.
7.1 Besonderheiten des Hardware-Entwurfs
Sa¨mtliche der eingangs untersuchten Realisierungsformen der Regelung eines Inversen
Pendels basieren auf programmgesteuerten Lo¨sungen unter Nutzung von Prozessoren (PC,
DSP und Mikroprozessor). Zur Wahrnehmung der Regelungsaufgabe werden demzufolge
sequentielle Softwarealgorithmen (Programme) genutzt. Als Zielarchitektur fu¨r die vor-
liegende Arbeit soll aber kein Prozessor, sondern ein FPGA verwendet werden. Dabei
handelt es sich um einen sehr komplexen, vom Anwender frei konfigurierbaren Logik-
schaltkreis. Oft wird auch von einer Programmierbarkeit derartiger ASICs gesprochen,
was aber irrefu¨hrend ist, da hierbei kein Programm im Sinne sequentieller Softwarealgo-
rithmen vorliegt. Vielmehr funktionieren ASICs auf der Basis paralleler Logikfunktionen,
die auf eine spezifische Anwendung zugeschnitten sind.
Die anwendungsspezifische Verschaltung einzelner Logikzellen zu einem komplexen System
wird bei FPGAs Konfiguration genannt. Die dazu no¨tige Gatternetzliste auf Logik-Ebene
wird dabei softwaregestu¨tzt von so genannten Synthesetools aus einer geeigneten funk-
tionalen Beschreibung des Systems generiert. Diese soll in der vorliegenden Arbeit mit
der Hardwarebeschreibungssprache VHDL erstellt werden. Die Syntax von VHDL gleicht
einer Programmiersprache, im Gegensatz dazu aber ko¨nnen parallele Schaltungen ent-
worfen werden. Aus dieser Beschreibung ist je nach verwendetem Abstraktionsgrad eine
Simulation oder Synthese der Schaltung in eine Gatternetzliste mo¨glich, die anschließend
mittels Platzierungs- und Trassierungstools auf die Zielarchitektur zugeschnitten wird.
Die Schaltungsbeschreibung mit VHDL kann auf verschiedenen Entwurfsebenen durchge-
fu¨hrt werden (siehe [LWS94, S. 37 ff.]). Um jedoch eine synthetisierbare Lo¨sung zu erhal-
ten, wird die Regelung als digitales, synchrones System auf der Register-Transfer-Ebene
(RT-Ebene) beschrieben. Dabei werden die Eigenschaften der Schaltung durch Opera-
tionen und den Transfer der Daten zwischen den Registern spezifiziert. Dies geschieht
durch eine Partitionierung des Systems in einzelne Funktioneinheiten und die Definition
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von Daten- und Steuersignalen sowie deren zeitliche Abfolge.
Der Entwurf einer Hardwarelo¨sung fu¨r eine digitale Regelung des Inversen Pendels unter-
scheidet sich somit grundlegend von der Softwareprogrammierung der bisher realisierten
Prozessorlo¨sungen. Fu¨r eine umfassende Darstellung zum Thema ASIC-Entwurf sei auf
[MH04] verwiesen.
7.2 Systempartitionierung und Entwurfsstrategie
Am Beginn der Implementierung steht die Gliederung des Entwurfs in einzelne Funkti-
onseinheiten. Abha¨ngig von den Randbedingungen kann dies von einer ho¨heren Abstrak-
tionsebene her (Top-Down-Entwurf) oder aus der Analyse des Vorhandenen geschehen
(Bottom-Up-Entwurf). In der vorliegenden Arbeit steht jedoch eine abstrakte Spezifika-
tion neben einer Wiederverwendung fru¨her entworfener Komponenten (Kalman-Filter).
Aus diesen Grund wird der Meet-in-the-Middle- oder Jo-Jo-Entwurf praktiziert, der eine
Mischform aus den beiden genannten Entwurfsstrategien darstellt. Eine grobe Gliederung
















































































Bild 7.1: Partitionierung des FPGA-Entwurfs
Im Mittelpunkt steht ein zentraler Steuerungsautomat, der den Datenfluss zwischen den
externen Schnittstellen und den einzelnen Komponenten anhand von Zusta¨nden steuert.
Dazu werden in Abha¨ngigkeit der Eingangssignale und der Messgro¨ßen θ und x bestimm-
te Steuerflags generiert. Die schon vorhandene Komponente des Kalman-Filters fu¨r die
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Zustandsscha¨tzung musste erheblich modifiziert und mit einer Ein- und Ausgangskonver-
tierung sowie dem LQ-Regler erga¨nzt werden. Je nach Zustand des Steuerungsautomaten
wird entweder die konvertierte Stellgro¨ße ucnt aus dem LQ-Regler oder ein Signal aus der
Steuerung in einen Schritttakt umgesetzt. Die einzelnen Schritte werden in ein Ansteue-
rungsmuster fu¨r den Schrittmotortreiber umgesetzt und zur Bestimmung der Wagenposi-
tion geza¨hlt.
Um den Aufwand bei der Fehlersuche zu verringern und den Entwurf u¨bersichtlich zu
gestalten, wurden zuerst die grundlegenden Funktionen (z. B. die Schrittmotorsteuerung)
realisiert und getestet. Ein weiterer Grund dafu¨r war die dazu parallele Entwicklung der
externen Komponenten (Elektronik, Mechanik), die mit dem ASIC-Entwurf abgeglichen
werden musste. Dies beinhaltete die Inbetriebnahme und Abstimmung der Komponenten
im System. Nach erfolgreichem Test wurde die Komplexita¨t des Entwurfs sukzessive er-
ho¨ht. Fu¨r die funktionelle U¨berpru¨fung des Entwurfs wurden Simulationen durchgefu¨hrt.
Die dazu beno¨tigten Eingangsstimuli wurden durch Testbenches erzeugt.
7.3 Teilkomponenten
Die zentrale Steuerung und die Komponenten zur Schrittmotorsteuerung sind als se-
quentielle Prozesse und nebenla¨ufige Anweisungen (concurrend statements) im Top-Level
des Designs in der Datei invpend.vhd untergebracht. Die Entity dazu befindet sich in
invpend_e.vhd. Der Kalman-Filter ist mit Architecture und Entity in kalman.vhd be-
schrieben und im Top-Level als Komponente instanziiert. Die einzelnen Teilkomponenten
des Filters sind in verschiedenen Dateien untergebracht und werden weiter unten vorge-
stellt.
7.3.1 Schrittza¨hler und Ansteuerung
Als erste Komponente wurde die Ansteuerung des Schrittmotors realisiert. Dies war no¨tig
zum Test der Treiberplatine und zur Bestimmung des Zeitverhaltens des Motors, das be-
reits beim Entwurf der Regelung eingebracht werden musste. Wie schon in Abschnitt 4.3
beschrieben, wird die Geschwindigkeit des Motors u¨ber den Schritttakt beeinflusst. Dessen
Taktrate wird u¨ber einen Frequenzteiler als Vielfaches des Systemtaktes bestimmt. Da-
zu wird ein 19-bit-Za¨hler eingesetzt. Stimmt das geforderte Teilerverha¨ltnis stepwidth
(Schrittweite) mit dem Za¨hlerstand Swcount u¨berein, wird u¨ber das Signal movestepper
der na¨chste Schritt ausgelo¨st. Abha¨ngig von dem Drehrichtungssignal dirright wird dazu
der Schrittza¨hler Stepcount und der Positionsza¨hler Poscount entweder um eins erho¨ht
oder erniedrigt. U¨ber eine Lookup-Table (LUT) werden aus den acht Werten des 3-bit
Za¨hlers Stepcount das in Bild 4.5 dargestellte Halbschrittmuster fu¨r die Eingangssigna-
le Stepperout des Treiberschaltkreises erstellt. Bei einem Wert von Stepwidth=10 000
Takten ergibt sich z. B. eine Wagengeschwindigkeit von 42 cm/s. U¨ber den Signalvektor
Accel kann die Schrittweite bei jedem Schritt um einen bestimmten Wert vergro¨ßert oder
verkleinert werden, was einer Beschleunigung entspricht. Diese ist jedoch nicht linear, da
u¨ber die Schrittweite nur der Kehrwert der Geschwindigkeit variiert werden kann. Fu¨r
eine Realisierung des Aufschwing-Algorithmus ist eine solche Steuerung mit einer kurven-
fo¨rmigen jedoch ausreichend. Die Betriebsarten des Schrittmotors werden mit dem Signal
mode_n (Aufza¨hltyp) umgeschaltet, das die Werte FULL_M, HALF_M, WAVE_M und STOP_M
annehmen kann.
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7.3.2 Logik fu¨r Steuerflags
Vor einer na¨heren Erla¨uterung des Steuerungsautomaten (Control-FSM ) soll zuna¨chst die
Herkunft der Steuerflags gekla¨rt werden. Diese werden vom Stand des Positionsza¨hlers
Poscount, dem digitalisierten Pendelwinkel Angle, dem Signal der Gabellichtschranke
home und des Start-Tasters run abgeleitet.
Interpretation der Wagenposition
In Bild 7.2 sind die Zusammenha¨nge zwischen der Wagenposition und den Steuersignalen
verdeutlicht.
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Bild 7.2: Ableitung von Steuersignalen aus der Wagenposition
Um aus dem Wert des Positionsza¨hlers die tatsa¨chliche Position des Pendelwagens errech-
nen zu ko¨nnen, muss dieser vor Beginn des Balancierens initialisiert werden. Dazu wird
eine Initialisierungsfahrt durchgefu¨hrt (s. u.), die den Wagen inklusive Gabellichtschranke
definiert u¨ber die rechtseitig angebrachte Blechkante fu¨hrt und damit das Signal home
aktiviert. Mit den daraus abgeleiteten Signalen homereached und home2reached wird
der Positionsza¨hler auf einen Wert von 467 bzw. 309 Halbschritten gesetzt. Eine mittige
Position des Wagens entspricht damit einem Wert von Poscount=0.
Diese Kalibrierung wird nicht nur bei der Initialisierungsfahrt, sondern fortwa¨hrend durch-
gefu¨hrt. Dadurch wird ein Offset des Za¨hlers, welches durch eventuell aufgetretene Schritt-
fehler oder manuellen Eingriff entstanden sein kann, bei jedem Passieren der Home-
Position eliminiert. Dies ist wichtig, um schrittfehlerbedingte Kollisionen des Wagens
mit dem Rand zu vermeiden.
Interpretation des Pendelwinkels
Auch aus dem Winkel des Pendels werden Steuersignale abgeleitet, und auch dieser muss
zuvor kalibriert werden. Zwar liefert das Potentiometer [im Gegensatz zu den Inkremen-
ten der Schrittmotorsteuerung] absolute Winkelwerte, nur sind diese abha¨ngig von der
Einbaulage der Demonstrators, der Winkellage des Potentiometers und der Befestigung
des Pendels an der Potentiometerachse. Fu¨r die Balancierung wa¨re prinzipiell ein genau
mittiger Schleiferstand bei aufrechter Pendelposition wu¨nschenswert. Dies entspra¨che
einem Widerstand von 2,5 kΩ, einer Spannung von 0,0V und daraus folgend einem A/D-
gewandelten hexadezimalen Wert von 000h. Eine derartig Vorgabe ist jedoch praktisch
unmo¨glich, außerdem produziert schon allein der Vorversta¨rker des A/D-Wandlers eine
geringfu¨gige Offset-Spannung, die subtrahiert werden muss. Bei der genannten Einbau-
lage wa¨re ferner der isolierte Schleiferu¨bergang des Potentiometers zwischen 0 und 5 kΩ
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genau bei einem Winkel von θ = pi (Ruheposition), der jedoch fu¨r das Aufschwingen de-
tektiert werden soll. Es empfiehlt sich daher eine freie Positionierung des Potentiometers



















Bild 7.3: Ableitung von Steuersignalen aus dem Pendelwinkel
Die im Bild blau dargestellten Hexadezimalwerte entsprechen dem vom A/D-Wandler aus-
gegebenen absoluten Winkel AD_in in 12-bit Zweierkomplement-Darstellung. Zur Kom-
pensation des Offsets muss von diesem gemessenen Wert sta¨ndig der Wert des Pendels bei
Hochstand Up_pos subtrahiert werden. Nun ist jedoch die Genauigkeit des Nullwinkels
ausschlaggebend fu¨r eine erfolgreiche Balance des Pendels in der Mitte des Demonstrators.
Wird das Pendel manuell in der aufrechten Position gehalten, ist der Referenzwert durch
Zittern der Hand nur sehr ungenau bestimmbar. Das Pendel ko¨nnte auch per Hand so
ausbalanciert werden, dass es im Hochstand stehen bleibt. Das ist jedoch sehr mu¨hsam
und nur mit viel Ausdauer zu schaffen. Aus diesem Grund wird eine andere Methode
gewa¨hlt, bei der Up_pos aus dem Winkelwert bei Tiefstand Pi_pos errechnet wird.
Zur Kalibrierung der Winkelmessung wird dazu bei ruhig ha¨ngendem Pendel der Wert
von AD_in in dem Register Pi_pos gespeichert. Aus der Gro¨ße der Referenzspannung,
der Bitbreite des A/D-Wandlers und dem Winkelumfang des Potentiometers ergibt sich
∆PI=755h, was einer Winkeldifferenz von 180◦ bzw. pi entspricht. Diese Konstante wird
bei der Initialisierung einmalig zu Pi_pos addiert und in dem Register Up_pos gespei-
chert. Wa¨hrend der Messungen wird dieser Wert von dem absoluten Messwert AD_in
subtrahiert, wodurch man den relativen Winkel Angle erha¨lt. Daraus werden die Bild 7.3
skizzierten Schwellwertsignale abgeleitet, die bei der Automatensteuerung Verwendung
finden. Als Abtastrate fu¨r den A/D-Wandler wurde 20 kHz gewa¨hlt. Damit liegt aller
50µs ein neuer Wert von AD_in vor, zusa¨tzlich wird das Signal ad_ready fu¨r einen Takt
auf HIGH geschaltet.
7.3.3 Steuerungsautomat
Die einzelnen Modi des Inversen Pendels werden u¨ber einen zentralen Zustandsautomaten
gesteuert. Als Zustandssignal wird state_n verwendet, das im Sinne einer selbstkommen-





























PC  - PosCount
hm – home
rh – righthome
hr  – homereached
h2r – home2reached




Bild 7.4: Automatengraph der zentralen Steuerung
Bild 7.4 zeigt den Graph des Automaten und die Bedingungen zur Steuerung der Zustands-
u¨berga¨nge. Die wa¨hrend der einzelnen Zusta¨nde ausgefu¨hrten Aktionen sollen nachfolgend
kurz beschrieben werden. Auf das
”
Feintuning“ des Aufschwingvorgangs wird an spa¨terer
Stelle noch genauer eingegangen.
RST: In diesem Zustand startet der Automat nach einem Reset des FPGAs. Wenn
ad_ready=’1’, speichere die Ruheposition des Pendels in Pi_pos.
CALIB: Berechne Up_pos und warte auf Tastendruck (run).
INIT1: Fahre den Wagen um 2 cm nach links. Bleibt home=0, befindet sich der Wagen
links der Home-Zone, gehe zu INIT2. Wird dagegen home_reached detektiert, gehe
weiter zu INIT3.
INIT2: Bewege den Wagen nach rechts bis home2reached=’1’, wodurch der Positions-
za¨hler gesetzt wird.
INIT3: Fahre nach links, bis Home-Zone verlassen.
INIT4: Beschleunige auf Maximalgeschwindigkeit und bremse vor Erreichen der Null-
position ab. Wenn das Signal des Timers noch nicht abgelaufen ist, also demo=’1’
ist, starte Aufschwingen mit SWING1, ansonsten gehe zuru¨ck zu CALIB und warte
auf den na¨chsten Tastendruck.
SWING1: Fahre nach links und beschleunige auf 42 cm/s, bremse ab und halte bei ei-
ner Position von -swingdist. Der Wert dieses Registers wurde anfangs mit 220
Schritten (5, 6 cm) initialisiert. Dort warte, bis das Pendel zur senkrechten Position
zuru¨ckgeschwungen ist, also das Signal down=’1’ ist und gehe zu SWING2. Ist das
Pendel nahe dem Hochstand (catch=’1’), was hier noch sehr unwahrscheinlich ist,
gehe zu CATCH.
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SWING2: Fahre unter Beschleunigen und Abbremsen nach rechts bis swingdist. Warte
auch hier auf down=’1’ und gehe zu SWING3. Zur Dosierung der Aufschwingenergie
speichere den bis jetzt gro¨ßten Aufschwingwinkel (θ−pi) in dem Register Maxangle.
Ab einem Winkel von 90◦ verringere swingdist, je gro¨ßer Maxangle wird. Nahe
dem Scheitelpunkt (catch=’1’) gehe zu CATCH, bei Tiefstand weiter zu SWING3.
SWING3: Dieser Zustand ist richtungsma¨ßig invers zum vorhergehenden. Hierbei wird
nach links beschleunigt und ebenso bei down=’1’ zu SWING3 zuru¨ckgekehrt.
CATCH: Befindet sich das Pendel rechts der Mitte, fahre nach rechts, befindet es sich
links, fahre nach links. Hat das Pendel die Scheitelposition erreicht (up=’1’), setze
start_k auf high und gehe weiter zu KALMAN. Ist das Pendel hier wieder unter 90◦
gefallen, (fallen=’1’), gehe zu CENTER.
KALMAN: Nun ist der eigentliche Balance-Zustand erreicht. Setze das Richtungssignal
diright auf das negierte MSB der Stellgro¨ße U_cnt, fahre also bei negativer Ge-
schwindigkeit nach links. Nutze die restlichen Bits der in eine positive Schrittweite
konvertierten Stellgro¨ße fu¨r die Einstellung des Frequenzteilers stepwidth. Sinkt die
Schrittfrequenz unter einen bestimmten Wert oder wird der Rand erreicht, schalte
den Antrieb ab (STOP_M). Wird ein Pendelwinkel u¨ber 90◦ gemessen (fallen=’1’),
gehe zu CENTER.
CENTER: Fahre den Schlitten wieder in die Mitte. Gehe dazu abha¨ngig der Wagenposition
und der Positionsflags zu Zustand INIT2 oder INIT3.
7.3.4 Nutzung des Hardware-Moduls Kalman-Filter
Fu¨r die Implementierung des Kalman-Filters sollte eine schon fru¨her zur optischen Ob-
jekterkennung entwickelte Komponente genutzt werden (siehe [Kie02]). Dabei handelt es
ich um eine generische1 Umsetzung der Gleichungen des Kalman-Filters (2.23) bis (2.27).
Einstellbar ist auch eine sequentielle Berechnung mehrerer verschiedener Filter in einem
Iterationsschritt. Das Filter-Modul besteht im wesentlichen aus Teilkomponenten zur Ma-
trizenberechnung (Addition, Subtraktion, Multiplikation, Inversion und Transponierung),
sowie einem Speicherinterface und einer Software-Schnittstelle. Da die Komponente ur-
spru¨nglich fu¨r einen Einsatz auf einem PCI-Prototypenboard konzipiert war, erfolgt die
Ein- und Ausgabe der Daten u¨ber eine PCI-Schnittstelle. Unter Nutzung bestimmter
Protokolle wird daru¨ber mit u¨bergeordneten Software-Instanzen kommuniziert.
Die Ansteuerung der verschiedenen Komponenten zur Berechnung und Ausgabe der Scha¨tz-
werte ist in Form eines Automaten umgesetzt. Die Initialisierungswerte der statischen Fil-
termatrizen sowie die aktuellen Werte der dynamischen Matrizen werden in bestimmten
Speicherbereichen abgelegt. Zur Ausfu¨hrung einer bestimmten Matrizenoperation werden
der entsprechende Komponente die Startadressen und Dimensionen der Ein- und Aus-
gabematrizen u¨bergeben. Beginn und Ende der Operation wird u¨ber Handshake-Signale
gesteuert. Sa¨mtliche Berechnungen werden mit Festkommazahlen in einer einstellbaren
Genauigkeit durchgefu¨hrt. Die Geschwindigkeit einer kompletten Iteration ist direkt von
den Matrixdimensionen und der gewu¨nschten Rechengenauigkeit abha¨ngig. Alle Matri-
zenberechnungen erfolgen im Hinblick auf einen sparsamen Umgangs mit den Ressourcen
sequentiell.
1 d. h. u¨ber Parameter (sog. Generics) an verschiedenste Anforderungen anpassbar (hier z. B. Matrizen-
gro¨ßen)
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Das vorhandene Hardware-Modul musste zur Benutzung in der vorliegenden Arbeit an
einigen Stellen vera¨ndert und an die Anforderungen der Spezifikation angepasst werden.
Im folgenden Abschnitt sollen diese A¨nderungen genauer beschrieben werden. Die modi-























nicht benutzte, neu erstellte Komponenten
Bild 7.5: Aufbau der Kalman-Filter Komponente
7.4 Modifizierung des Kalman-Filters
Zur Anpassung der Komponente an die Regelung eines Inversen Pendels wurden ver-
schiedene Modifikationen vorgenommen. Zu Beginn musste das Modul u¨ber seine Gene-
rics geeignet eingestellt werden. Als na¨chstes war der Entwurf einer neuen Hardware-
Schnittstelle und eine syntheseseitige Initialisierung des Speichers notwendig. Weiterhin
wurde der LQ-Regler sowie die Umrechnung der Ein- und Ausgangssignale in den Re-
chenablauf integriert. Dazu musste das Modul durch einen skalaren Dividierer erga¨nzt
werden.
7.4.1 Parametrisierung
Zuerst wurde dazu die Gro¨ße der Ein- und Ausgangsvektoren definiert, woraus sich eine
maximale Matrizengro¨ße von 4×4 ergibt. Die Anzahl der benutzten Filter wurde auf eins
gesetzt und die Rechengenauigkeit eingestellt. Dazu musste ein Kompromiss zwischen
Anzahl der Nachkommastellen, Fla¨chenbedarf und Geschwindigkeit geschlossen werden.
Nach einer Exploration des Wertebereichs der durchzufu¨hrenden Rechnungen wurde fu¨r
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die Zahlendarstellung ein 30 bit-Zweierkomplement Festkommaformat mit 6 bina¨ren Vor-
kommastellen und 24 bit Nachkommaanteil gewa¨hlt. Der darstellbare Wertebereich ent-
spricht damit −32, 0 . . . (32, 0 − 2−24) mit einer Auflo¨sung von 6, 0 · 10−8. Diese Wahl
reflektiert das Verha¨ltnis der kleinen Messwerte zu den relativ großen Basiseinheiten Me-
ter, Sekunde und Bogenmaß. Zur u¨bersichtlicheren Darstellung der 30-bit Werte wird
im Folgenden die hexadezimale Schreibweise verwendet. Dabei fasst der erste Wert die
zwei ho¨chstwertigen Bitstellen statt sonst 4 bit zusammen. Der Wert -1 wird so z. B. mit
3F,00 00 00h dargestellt, wobei das Komma den Beginn des gebrochenen Anteils anzeigt.
7.4.2 Schnittstelle
Als Na¨chstes musste die Software-Schnittstelle durch eine Hardware-Schnittstelle ersetzt
werden. Diese Aufgabe war aufgrund von verschiedenen verschachtelten Protokoll-Instanzen
nicht trivial. Durch den Wegfall der Software-Anbindung konnte die Kommunikation
mit der u¨bergeordneten Instanz schließlich erheblich vereinfacht werden. Dazu wur-
de die urspu¨ngliche Teilkomponente pci_readwrite.vhd mit einer neuen Komponente
io_interface.vhd ersetzt, die das Schreiben der Messwerte in den Speicher und Le-
sen der Scha¨tzwerte aus dem Speicher steuert. Weitere Aufgaben sind der Start der
Zustandsscha¨tzung, die Deaktivierung beim Fallen des Pendels und die Reinitialisierung
nach dem Einfangen. Die Steuerung erfolgt auch hier mit einem Automaten, dessen Graph


















Bild 7.6: Automatengraph des I/O-Interface zum Kalman-Filter
Nach einem Reset wartet die Schnittstelle auf das Aktivierungsignal cs (Chip-Select)
und das Schreib-/Lesesignal mode vom Controller des Kalman-Filters. Kommt dazu noch
ein Impuls des Startsignals start_k von der u¨bergeordneten Zentralsteuerung, werden
im Zustand RESTART sowohl die ersten Messwerte als auch die Initialisierungswerte des
Zustandsvektors in den Speicher des Filters geschrieben. Danach schaltet der Automat
in den Wartezyklus IDLE. Sind die Berechnungen fu¨r eine Iteration des Kalman-Filters
abgeschlossen, wird die Interface-Komponente erneut durch cs selektiert. Jetzt ist mo-
de=’0’, was bedeutet, dass die Ergebnisse (Results) vom Speicher gelesen werden ko¨nnen.
Dies wird im Zustand READRES ausgefu¨hrt, der den berechneten Zustandsvektor und die
Stellgro¨ße sequentiell auf den Ausgangsbus Data ausgibt. Der Beginn des Datenstroms
wird durch einem High-Impuls von u_ready indiziert. Daraufhin speichert die zentrale
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Steuerung die berechneten Daten in entsprechenden Registern. Danach geht die Schnitt-
stelle wieder in den IDLE-Zustand, bis durch mode=’1’ wieder Empfangsbereitschaft des
Kalman-Filters signalisiert wird.
Fu¨r Testzwecke des Filters wurde ein Debug-Modus implementiert, der eine manuelle
Weiterschaltung zwischen den Iterationen durch ein alternierendes start_k-Signal er-
laubt. Dazu dienen die Zusta¨nde FINISH und DELAY. In letzterem Zustand wird nun
u¨berpru¨ft, ob das Pendel noch in der Balance ist. Falls nicht, gelangt der Automat u¨ber
das Signal fallen wieder in den Zustand RST, wo eine erneute Aktivierung des Filters
durch start_k abgewartet wird. Ist das Pendel jedoch noch im Scheitelpunkt, wird ein
neuer Winkelmesswert des A/D-Wandlers abgewartet. Dies wird durch start_k indiziert,
worauf in UPDATE-Zyklus gewechselt wird. Hier werden nur die beiden neuen Messwerte in
die entsprechenden Speicherzellen geschrieben. Danach schließt sich der Zyklus mit dem
Warten auf die Resultate im Zustand IDLE.
7.4.3 Rechenablauf
Nachdem die Schnittstelle des Kalman-Filters zum Top-Level des Designs realisiert wur-
de, kann der eigentliche Rechenablauf u¨berpru¨ft und an die Entwurfsvorgaben angeglichen
werden. Die Berechnungen der Filter-Gleichungen wurden dazu um die Skalarmultiplika-
tion des LQ-Reglers und Konvertierungen der Ein- und Ausgangsvektoren erga¨nzt. Dazu
wurde die Teilkomponente controller.vhd modifiziert, die den Automaten zur Steue-
rung des Rechenablaufs beeinhaltet.
Konvertierung der Eingangssignale
Bevor die Berechnungen durchgefu¨hrt werden ko¨nnen, mu¨ssen zuerst die gemessenen di-
gitalen Gro¨ßen Winkel und Position in das verwendete Festkommaformat umgerechnet
werden. Diese Konvertierung soll in die Berechnungen der Filter-Gleichungen integriert
werden, weil damit der ohnehin vorhandene Matrix-Multiplizierer genutzt werden kann.
Beide Werte ko¨nnen so in einem Rechenschritt u¨ber den Controller als Matrizenoperati-
on umgerechnet werden. Im folgenden sollen die entsprechenden Umrechnungsfaktoren
bestimmt werden.
Die Konvertierung der Wagenposition soll mit Bild 7.7 verdeutlicht werden. Der Positi-
onswert liegt zuna¨chst als Vielfaches eines Halbschritts von 1/48 cm vor und soll in die
Einheit Meter umgerechnet werden. Ein Zentimeter entspricht einem Za¨hlerstand von 48
oder 30h. Dieser Wert wird in den ersten 12 Nachkommastellen eines Festkomma-Registers
abgelegt. Zur Bestimmung des Umrechnungsfaktors wird die La¨nge eines Halbschritts um
24 Stellen nach rechts verschoben und im bina¨ren Format im gebrochenen Anteil eines
zweiten Registers gespeichert.
Beide Werte werden miteinander multipliziert, wobei das Ergebnis die doppelte Bitbreite
besitzt. Nach Wegstreichen der u¨berflu¨ssigen Stellen (siehe Bild) erha¨lt man den konver-
tierten 30 bit-Wert der Wagenposition mit 00,02 8F 5Ch, was einem Wert von 0, 01m mit
einer Genauigkeit von 2−24 entspricht.
Analog wird mit dem Pendelwinkel verfahren. Zur Bestimmung des Umrechnungsfaktors
wird die in Bogenmaß umgerechnete Winkelauflo¨sung aus Gleichung 4.1 verwendet. Damit
ergibt sich ein zweiter Faktor fθ von 1.669 · 10−3 rad/bit bzw. 06,D5 96 E9h. Die zur
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1 cm 1 Halbschritt:  2,08·10-4 m · 224 =
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Bild 7.7: Umrechnung der Position in das Festkommaformat









= (x/m θ/rad). (7.1)
Konvertierung der Stellgro¨ße
Neben der Konvertierung der Eingangssignale muss auch die Ausgangsgro¨ße umgerechnet
werden. Wie in Abschnitt 6.5 erwa¨hnt, soll hierfu¨r die gescha¨tzte Geschwindigkeit xˆ2
verwendet und in eine Taktanzahl stepwidth zur Einstellung der Schrittfrequenz umge-
rechnet werden. Nach Gleichung 4.2 ist dieser Wert indirekt proportional zur Wagenge-
schwindigkeit, weshalb zu dessen Berechung ein Dividierer eingesetzt werden muss. Dieser
wurde mit Hilfe des Xilinx Core-Generators parametrisiert und als Hardwaremakro in den
Entwurf eingefu¨gt. Fu¨r die Breite des konstanten Dividenden und den Quotienten wurden
jeweils 13 bit, fu¨r den Divisor und den Rest 12 bit gewa¨hlt. Der Verlauf der Konvertierung
ist am Beispiel einer gescha¨tzten Geschwindigkeit von −0, 2 m/s in Bild 7.8 verdeutlicht.
Ein negativer Geschwindigkeitswert bedeutet eine Bewegung des Wagens nach links, also
eine Linksdrehung des Schrittmotors. Das Vorzeichen-Bit (MSB im Zweierkomplement)
wird als Richtungssignal getrennt verarbeitet, wodurch der Dividierer nur fu¨r positive
Werte ausgelegt werden braucht.
Der gesuchte Wert fu¨r die Taktanzahl wird aus Quotient und Rest zusammengesetzt
und zuna¨chst als 30 bit-Wert im Matrizenspeicher abgelegt. Dort wird er spa¨ter als Si-
gnal U_out ausgelesen und der Schrittmotorsteuerung u¨bergeben. Im Beispiel wird eine
Schrittdauer von 20 830 Takten berechnet, was einer Schrittfrequenz von 960Hz entspricht.
7.4.4 Algorithmus des steady-state Kalman-Filters
Bei einer Simulation der Matrizenberechnung unter Modelsim wurde festgestellt, dass
die vorhandene generische Komponente zur Matrizeninversion falsche Ergebnisse liefert.
Zwar wurde das Modul Kalman-Filter schon erfolgreich eingesetzt, jedoch mit anderen
Matrizendimensionen. Wie sich herausstellte, war die Inverter-Komponente fu¨r den hier
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Stellgröße Geschwindigkeit:  -0,2 m/s = 3FCCCCCCDh      
DIV
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Dividend: 4166 s/m = 1046h
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Bild 7.8: Umrechnung der Geschwindigkeit in eine Taktanzahl
aufgetretenem Sonderfall der Inversion von 2×2-Matrizen nicht ausgelegt. Der zur Ma-
trizeninversion implementierte Gauß-Algorithmus ist fu¨r diese Matrizengro¨ße außerdem
schlichtweg u¨berdimensioniert. Fu¨r den Trivialfall der Inversion von 2×2-Matrizen kann
stattdessen die Cramersche Regel angewandt werden, wofu¨r lediglich zwei Multiplikatio-
nen und eine Addition ausgefu¨hrt werden mu¨ssen.
Vor dem Entwurf einer derart vereinfachten Matrizeninversion wurde sich jedoch ent-
schieden, zuna¨chst die steady-state Version des Kalman-Filters umzusetzen. Die statische
Kalman-Versta¨rkungsmatrix Ks ist dabei mit Matlab berechnet und als Konstante imple-
mentiert worden. Dadurch wurde der Algorithmus wesentlich vereinfacht, so dass auf die
Komponenten Matrizeninversion und -transponierung ga¨nzlich verzichtet werden konnte.
Da mit der reduzierten, statischen Version des Kalman-Filters bereits sehr gute Resultate
bei der Balance des Pendels erzielt werden konnten, eru¨brigte sich eine Umsetzung der
vollsta¨ndigen Filter-Gleichungen.
Der modifizierte Algorithmus des Controller-Automaten fu¨r eine Iteration des Filters mit
allen Konvertierungen und dem LQ-Regler ist in Tabelle 7.1 dargestellt.
In der Diagonalmatrix Fc stehen die Umrechnungsfaktoren aus Gleichung 7.1, xs und r
sind Zwischenergebnisse und uout ist die in eine Taktanzahl umgewandelte Stellgro¨ße. Es
ist zu beachten, dass es sich bei As um eine modifizierte Systemmatrix handelt, in der die
Reglergleichung in MUL7 schon impliziert ist (vgl. auch Gleichung 2.15):
As = A−BkT (7.2)
Damit ist die Berechnung im Zustand MUL7 fu¨r die Balance des Pendels nicht mehr no¨tig
und kann weggelassen werden. Denn wenn die gescha¨tzte Geschwindigkeit xˆ3 als Stellgro¨ße
verwendet wird, ist eine explizite Ausgabe von u nicht notwendig. Der LQ-Reglervektor
kT wird stattdessen durch (7.2) bereits in die Berechnung bei MUL3 eingeflochten.
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Zustand Operation Matrizengro¨ße
nur bei Neustart:
MUL1: x1 = x1 · Fc11 1×1 = 1×1 · 1×1
MUL1: x3 = x3 · Fc22 1×1 = 1×1 · 1×1
immer:
MUL3: xs = As · x 4×1 = 4×4 · 4×1
MUL4: r = C · xs 2×1 = 2×4 · 4×1
MUL5: y = Fc · y 2×1 = 2×2 · 2×1
SUB1: r = y − r 2×1 = 2×1− 2×1
MUL6: r = K · r 4×1 = 4×2 · 2×1
ADD1: xˆ = xs + r 4×1 = 4×1 + 4×1
MUL7: u = −kT · xˆ 1×1 = 1×4 · 4×1
DIV1: uout= 4166÷ xˆ3 1×1 = 1×1÷ 1×1
Tabelle 7.1: Berechnungsablauf des Kalman-Filter Controllers
7.4.5 Speicherbelegung
Der oben vorgestellte Algorithmus startet unter der Voraussetzung, dass alle beno¨tigten
Vektoren und Matrizen an ihrem entsprechenden Speicherplatz im Block-RAM bereit-
liegen. Dabei handelt es sich um einen im FPGA integrierten flu¨chtigen Speicher mit
konfigurierbarer Wortbreite, der im Gegensatz zum verteilten Speicher (distributed me-
mory) als Block vorliegt.
Um die Initialisierungssequenz zu vereinfachen, sollen die statischen Zustandsmatrizen
und Initialisierungswerte schon bei einem Reset des Schaltkreises als Startwerte im Spei-
cher bereitstehen. Dazu wird von der Mo¨glichkeit des Xilinx Core-Generators Gebrauch
gemacht, Speicherkomponenten mit vorgegebenen Initialisierungswerten zu generieren.
Die entsprechenden Daten werden dabei bereits vor der Synthese der Schaltung in eine
separate Datei (.coe-file) geschrieben. Diese wird in die generierte Netzliste des Speichers
und damit in die Konfigurationsdatei des FPGA integriert. Die vorgegebenen Werte wer-
den dadurch beim Anlegen der Betriebsspannung aus dem Konfigurations-PROM2 in den
Block-RAM geladen. Sollen diese Daten spa¨ter modifiziert werden (z. B. durch eine ge-
a¨nderte Pendella¨nge), ist keine komplette Neusynthese no¨tig, stattdessen muss nur die
Komponente des Block-RAMs neu u¨bersetzt und zum restlichen Design gelinkt werden.
Diese Angleichung wird wie der gesamte Synthesevorgang durch sog. Makefiles unterstu¨tzt.
Die Erstellung der coe-files mit den Werten der Systemmatrizen geschieht automatisch in
Matlab beim Durchfu¨hren der Simulation. Die Kenngro¨ßen des Systems wie z. B. Pen-
della¨nge, Reibung und Abtastrate ko¨nnen dazu in der Datei IPwritecoe.m angepasst
werden. Wird die Simulation gestartet, werden die erforderlichen Matrizen berechnet,
in das verwendete bina¨re Festkommaformat gewandelt und in einer .coe-Datei abge-
speichert. Dies beinhaltet auch den stabilisierten Endwert der dynamisch berechneten
Kalman-Versta¨rkungsmatrix Ks.
Die Gro¨ße des Block-RAMs wurde mit einer Breite von 30-bit und einer Tiefe von 64
Datenworten gewa¨hlt. Die Speicherbelegung ist in Bild 7.9 abgebildet.









































Bild 7.9: Aufteilung des Matrizenspeichers
7.5 Probleme
7.5.1 Aufschwing- und Fangalgorithmus
Wa¨hrend des Aufschwingvorgangs muss der Nulldurchgang des Pendels detektiert werden.
Dazu wurde der
”
tote Winkel“ des Potentiometers wie in Bild 7.3 dargestellt auf etwa
8Uhr gedreht. Wenn nun der Schleifer des Potentiometers dieses isolierte U¨bergangsge-
biet u¨berstreicht, besitzt der nachgeschaltete Operationsversta¨rker kurzzeitig einen offe-
nen Eingang. Fu¨r diesen Fall existiert kein definiertes Verhalten des OPV, die Folge ist
eine unkontrollierte Schwingung der Ausgangsspannung u¨ber den gesamten Bereich. Die
Versta¨rkerplatine des Potentiometers wurde urspru¨nglich fu¨r die Hauptaufgabe der Pen-
delstabilisierung konzipiert, wo eine Messung nahe des toten Winkels nicht vorgesehen
war. Fu¨r das Aufschwingen ist das oben genannte Verhalten jedoch sto¨rend, da zuweilen
auch Nulldurchga¨nge in der 8Uhr-Position detektiert wurden.
Noch verheerender wirkte sich diese Unstetigkeit bei dem spa¨ter implementierten geregel-
ten Aufschwingen aus. Hier wird jeweils der maximal erreichte Pendelwinkel gespeichert
und anhand dessen die Schwingenergie reguliert. Wird nun bereits in der 8Uhr-Position
der Scheitelpunkt detektiert, ist das sehr hinderlich.
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Als erste Maßnahme zur Lo¨sung dieses Problems wurde die Mittelabzapfung des Potentio-
meters u¨ber einen Widerstand von 1MΩ mit der positiven Betriebspannung verbunden.
Damit liegt auch im isolierten Bereich eine definierte Spannung am Eingang des OPV an,
wodurch das Aufschwingen unterblieb. Es blieb jedoch bedingt durch parasita¨re Kapa-
zita¨ten ein rampenfo¨rmiger U¨bergang von der negativen zur positiven Referenzspannung
bestehen.
Zur endgu¨ltigen Lo¨sung des Unstetigkeitsproblems wurde ein digitaler Filter in Form ei-
nes Automaten entworfen. Wird nun ein Winkel nahe der Unstetigkeitsstelle detektiert,
springt der Automat in einen Zustand, der ein Update des Winkels Angle_in verhindert.
Erst wenn ein bestimmter Winkel jenseits der Unstetigkeit erreicht ist, findet die Berech-
nung des relativen Winkels wieder statt. Zusa¨tzlich wurde ein Timer integriert, der die
Winkelberechnung nach Ablauf einer kurzen Zeit sicherstellt.
7.5.2 Feineinstellung des Fangalgorithmus
Wie schon in Abschnitt 6.3 erwa¨hnt, besteht die Herausforderung des Fangens bei der
vorliegenden Arbeit in einer genau dosierten Energiezufu¨hrung. Da der Kalman-Filter
aufgrund des linearisierten Modells nicht fu¨r die Scha¨tzung der Winkelgeschwindigkeit
wa¨hrend des Aufschwingens verwendet werden kann, musste eine empirische nichtlineare
Regelung fu¨r das Aufschwingen konzipiert werden.
Das Problem bei vielen Versuchen war, dass das Pendel fu¨r eine Stabilisierung entweder
zu weit vom Scheitelpunkt entfernt war oder ihn mit einer zu hohen Geschwindigkeit
erreichte. Der angestrebte Idealfall ist dagegen ein kurzzeitiger Stillstand des Pendels im
Umkehrpunkt kurz vor Erreichen des Scheitelpunktes.
Dazu erfolgte ein Feintuning, bei dem das Verku¨rzungsmaß des Verfahrwegs bei jedem
Ho¨herschwingen des Pendels ab 90◦ empirisch eingestellt wurde. Zusa¨tzlich wird die Ge-
schwindigkeit in zwei Stufen verringert. Damit konnte schließlich des gewu¨nschte Fang-
verhalten erreicht werden.
7.5.3 Drift des Nullwinkels
Da der Nullwinkel bei einem Reset aus dem Ruhewinkel berechnet wird, ko¨nnen bedingt
durch die Reibung geringe Abweichungen eine Korrektur des Referenzwertes Up_pos er-
forderlich machen. Dieser Wert wird zur Lo¨sung des Problems bei einem Druck des
Starttasters automatisch in die richtige Richtung korrigiert. Damit ergibt sich auch die
Mo¨glichkeit der Steuerung der Wagenposition von außen. So fa¨hrt der Wagen bei andau-
erndem Tastendruck von einem Ende des Verfahrwegs zum anderen, wa¨hrend das Pendel
weiterhin erfolgreich balanciert wird.
Im Laufe der Messungen wurde zuweilen außerdem eine Drift des Nullwinkels festgestellt.
Dadurch erfolgt die Balance des Pendels nicht mehr in der Mittelposition, so dass der
Wagen schließlich an den Rand gera¨t und das Pendel fa¨llt. Dieses Problem wurde mit
einer adaptiven Nachregelung des Referenzwertes gelo¨st. Dabei wird der Nullwinkel etwa
aller 10 Sekunden in die Richtung der Mitte korrigiert. Die Wagenposition verschiebt
sich dadurch jeweils um etwa zwei Zentimeter, so dass einer Drift durch Temperatur oder
sonstige Einflu¨sse erfolgreich entgegengewirkt wird.
Kapitel 8
Schluss
Abschließend sollen der Projektstand und die Ergebnisse zusammengefaßt sowie Perspek-
tiven fu¨r eine Erweiterung der Arbeit aufgezeigt werden.
8.1 Zusammenfassung
Mit der vorliegenden Arbeit wurde eine Hardware-Regelung fu¨r die Balance eines Inver-
sen Pendels konzipiert und prototypisch umgesetzt. Dazu wurden in einer ausfu¨hrlichen
Literatur- und Internetrecherche zuna¨chst verschiedene Mo¨glichkeiten zur Realisierung
der Regelung verglichen. Anhand der Ergebnisse wurde eine Konzeption unter Beru¨ck-
sichtigung der besonderen Anforderungen einer Hardware-Regelung erstellt. Ausgehend
davon wurde zuna¨chst das elektromechanische System des Demonstrators aus verschiede-
nen Komponenten aufgebaut und mathematisch modelliert. Unter Nutzung des lineari-
sierten Systemmodells wurde mit klassischen Methoden der linearen Regelungstechnik ein
Regler fu¨r die Balance des Pendels entworfen. Die Ru¨ckfu¨hrung wurde dabei mit einem
LQ-Regler, die Zustandsscha¨tzung und Fehlerkorrektur mit dem Kalman-Filter realisiert.
Mittels eines geregelten Aufschwing- und Fangalgorithmus wurde zusa¨tzlich ein autono-
mes Aufrichten des Pendels aus der Ruhelage ermo¨glicht. Dazu wurde ein nichtlineares
Verfahren zur Minimierung der kinetischen Energie im Scheitelpunkt des Pendels einge-
setzt.
Nach einer Simulation des geschlossenen Regelkreises und Optimierung der Parameter
wurde eine VHDL-Beschreibung der Regelung des Systems mit Hardwarealgorithmen
vorgenommen. Eine vorhandene Hardware-Komponente des Kalman-Filters wurde dabei
modifiziert und als reduzierte steady-state Variante an die Regelungsaufgabe angepasst.
Die Hardware-Regelung wurde auf einem FPGA-Prototypenboard implementiert und die
praktische Umsetzung des Inverses Pendels erfolgreich demonstriert.
8.2 Ergebnisse
Die Eignung von Hardware-Systemen zur Regelung instabiler nichtlinearer Systeme konnte
am Beispiel des Inversen Pendels nachgewiesen werden. Mit der realisierten Hardware-
Regelung kann das vergleichsweise kurze Pendel erfolgreich balanciert werden. Auch ma-
nuelle Sto¨reingriffe in die Pendelauslenkung ko¨nnen bis zum Erreichen der maximalen
Antriebsgeschwindigkeit ausgeglichen werden. Dabei wird sowohl der Pendelwinkel als
80
8.2. ERGEBNISSE 81
auch die Wagenposition wieder in die Nullstellung geregelt.
Mit der zusa¨tzlich realisierten Aufschwing-Regelung kann das Pendel von der Ruhelage
in die aufrechte Position geschwungen und im Scheitelpunkt gefangen werden. Aufgrund
von Sto¨rungen der Winkelmessung bei der hohen Geschwindigkeit des Pendels in der
Aufschwingphase wird die Fangroutine in einigen Fa¨llen vorzeitig ausgelo¨st. Tritt dies
auf, wird der Aufschwingversuch wiederholt.
Der Demonstrator wurde fu¨r eine Installation im Schaukasten des Lehrstuhls entwickelt
und ist in Bild 8.1 abgebildet. Er besteht aus den Leiterplatten fu¨r den A/D-Wandler,
dem FPGA-Prototypenboard und dem Schrittmotortreiber (von links), sowie der Linear-
fu¨hrung mit dem Pendel (unten). Abgesehen von einem Starttaster und dem Netzteil zur
Bereitstellung der Betriebsspannungen werden keine weiteren Komponenten beno¨tigt.
Bild 8.1: Der Demonstrator zur Hardware-Regelung eines Inversen Pendels
U¨ber den Taster wird die Demonstration mit dem Aufschwingvorgang gestartet. Wurde
das Pendel gefangen, kann die Mittelposition des Wagens wa¨hrend der Balance u¨ber eine
Korrektur des Nullwinkels per Tastendruck gesteuert werden. Nach Ablauf eines Timers
(ca. eine Minute) wird die Regelung unterbrochen und der Aufschwingvorgang kann erneut
gestartet werden.
Das Design der Hardware-Regelung belegt insgesamt 2 629 Slices des verwendeten FPGA
Virtex400E, der damit zu 54% ausgelastet ist. Die maximale Taktfrequenz wurde durch
den Router mit 35MHz angegeben. Damit wurde die per Constraint festgelegte Taktfre-
quenz des FPGA-Boards von 20MHz nicht unterschritten.
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8.3 Ausblick
Erho¨hung der Sicherheit: Bevor eine endgu¨ltige Installation des Demonstrators im
Schaukasten ohne die Mo¨glichkeit mechanischer Systemeingriffe erfolgen kann, soll-
ten einige zusa¨tzliche Sicherheitsmaßnahmen realisiert werden. So ko¨nnen Schritt-
fehler gerade bei dem Aufschwingvorgang nicht vollsta¨ndig ausgeschlossen werden.
Durch die Fliehkraft des rotierenden Pendels kann die Bewegung des Wagens zeit-
weise unterbrochen werden, wa¨hrend der Positionsza¨hler weiterhin inkrementiert
wird. Um hierbei eine harte Kollision mit der mechanischen Begrenzung zu ver-
meiden und damit einem erho¨hten Verschleiß von Schrittmotor und Zahnriemen
entgegenzuwirken, wird die Installation von Endabschaltern vorgeschlagen.
Besseres Aufschwingen: Die Anzahl der erfolgreichen Aufschwingvorga¨nge ko¨nnte be-
tra¨chtlich erho¨ht werden, wenn man die bereits erwa¨hnten Sto¨rspitzen des Win-
kelwertes eliminieren wu¨rde. Dazu kann ein Tiefpass-Filter in die Auswerteschal-
tung des Potentiometers integriert werden. Alternativ kann ein bereits vorbereiteter
Steckplatz in der Platine des A/D-Wandlers mit einem Filter-Schaltkreis bestu¨ckt
werden, der noch durch a¨ußere Widersta¨nde entsprechend dimensioniert werden
muss. Die zusa¨tzliche Verzo¨gerung der Winkelmessung kann in diesem Fall in die
Systemmodellierung integriert werden.
Lastkranregelung: Wird direkt nach dem Fallen des Pendels ein neuer Aufschwing-
vorgang gestartet wa¨hrend das Pendel noch ausschwingt, kann dieses in Rotation
versetzt werden, was die Wahrscheinlichkeit fu¨r das Auftreten von Schrittfehlern
stark erho¨ht. Behoben werden kann dieses durch die Realisierung der in Kapitel 2
erwa¨hnten Lastkranregelung. Dazu kann dasselbe Systemmodell wie fu¨r die Balance
verwendet werden, nur mit dem Unterschied umgekehrter Vorzeichen der Winkelgro¨-
ßen. Bei einem Fallen des Pendels kann die Regelung derart umgekehrt werden, so
dass das Ausschwingen des Pendels durch eine gegenla¨ufige Wagenbewegung stark
beschleunigt wird.
Optische Erfassung der Pendellage: Eine spa¨tere Erweiterung des Demonstrators mit
einer Bildverarbeitungs-Hardware wird durch den unkomplizierten Austausch der
Systemmatrizen mittels der verwendeten coe-files erleichtert. Dabei ko¨nnen mit ei-
ner Kamera die bereits vorhandenen farbigen Markierungen an Pendel und Wagen
aufgenommen und mit Verfahren der Bildverarbeitung detektiert werden. Vorteil
dieser optischen Erga¨nzung ist eine kontaktlose und somit verschleißfreie Messung
der Systemgro¨ßen Winkel und Position. Außerdem wird der Demonstrationseffekt
weiter erho¨ht. Dagegen steht eine geringe Genauigkeit der Messwerte und die Be-
dingung der freien Sicht der Kamera auf Wagen und Pendel. Dies wird aufgrund
der geringen Tiefe des Schaukastens nur schwer innerhalb dessen zu realisieren sein.
Auch mu¨ssen fu¨r die Algorithmen zur Bilderkennung ausreichend Ressourcen zur
Verfu¨gung stehen, so dass gegebenenfalls auf einen gro¨ßeren FPGA zuru¨ckgegriffen
werden muss.
Zur Messung des Pendelwinkels anhand von Kamerabildern muss zuna¨chst der
Schwerpunkt der Farbfla¨chen an End- und Fusspunkt des Pendels ermittelt werden.
Dazu kann der Camshift-Algorithmus eingesetzt werden, der die Klassifizierung an-
hand vorangegangener Messungen auf einen kleineren Bildausschnitt beschra¨nkt.
Zusa¨tzlich kann der vorhandene Kalman-Filter zur Vorhersage und Fehlerkorrektur
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der Werte eingesetzt werden. Denn dieser hat durchaus das Potential auch die gro¨-
ßeren Ungenauigkeiten einer optischen Messung zu korrigieren. Hier wird jedoch
voraussichtlich die vollsta¨ndige, dynamische Version des Kalman-Filters bessere Re-
sultate liefern als die momentan implementierte statische Variante. Zur Berechnung
eines Winkels mu¨ssen die Bildkoordinaten in ein Weltkoordinatensystem transfor-
miert werden. Da die Wagenposition weiterhin aus dem Wert des Positionsza¨hlers
ermittelt werden kann, muss diese nicht unbedingt aus den Bilddaten extrahiert
werden, sondern kann direkt als Zustandsgro¨ße und zur Berechnung des Winkelwer-
tes eingesetzt werden. Alternativ dazu ist mit den Za¨hlerwerten eine Korrektur der
optisch detektierten Fußkoordinaten des Pendels denkbar.
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Im Folgenden wird die Anpassung der Regelung bei einer A¨nderung der Systemeigenschaf-
ten beschrieben. Dies kann notwendig sein, sollten Teile des Demonstrators ausgewechselt
oder vera¨ndert werden. Kritische Werte sind hierbei die La¨nge des Pendels, der Reibung-
koeffizient des Lagers sowie die Maximalgeschwindigkeit und die Zeitkonstante des Motors.
Eine A¨nderung dieser Gro¨ßen muss zuna¨chst in Matlab an der Datei IPwritecoe.m vor-
genommen werden. Dabei kann sofort gepru¨ft werden, ob eine Regelung des Pendels mit
den neuen Werten erfolgreich ist. Wird die Simulation gestartet, werden automatisch
die erforderlichen Systemmatrizen berechnet, in das verwendete 30 bit Festkommaformat
gewandelt und in einer .coe-Datei abgespeichert. Dazu muss die Simulation vollsta¨ndig
ausgefu¨hrt werden, da der stabile Endwert der Kalman-Versta¨rkungsmatrix mit in die
Initialisierungsdatei geschrieben wird.
Die ausgegebene Datei muss nun als dpram.coe in das Projektverzeichnis kopiert wer-
den. Mit dem Befehl make coe wird die Netzliste der Komponente dpram.vhd vom
Core-Generators neu erstellt und in das Xact-Verzeichnis kopiert. Der gea¨nderte Ma-
trizenspeicher muss nun mit der bereits synthetisierten Regelung kombiniert und in einen
Bitstrom zur FPGA-Konfiguration umgesetzt werden. Dies geschieht mit dem Befehl
make xmake.
Mit der dadurch neu entstandenen Datei invpend.mcs kann der FPGA nun konfiguriert
werden. Ist die Maximalgeschwindigkeit oder die Zeitkonstante des Motors vera¨ndert wor-
den, mu¨ssen die entsprechenden Werte zusa¨tzlich im Top-Level des Designs invpend.vhd
angeglichen werden. Die Konstante minsteprate begrenzt dabei die Ho¨chstgeschwindig-
keit, der Wert von adsamplerate bestimmt die Abtastrate. Eine vollsta¨ndige Neusynthese
wird anschließend mit make chip gestartet.
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A.2 Datei- und Verzeichnisstruktur
Die Quellen der Matlab-Simulationen sowie der VHDL-Beschreibung des Projektes Inver-
ses Pendel befinden sich neben allen Ergebnissen auf einer CD, die der Arbeit beigefu¨gt



















Initialisierungsdateien für den Matrizenspeicher, werden in Matlab 
erzeugt und mit dem Core-Generator übersetzt
Core-Generator: Erzeugt parametrisierbare Hardware-Makros, für 
Multiplizierer, Dividierer und Matrizenspeicher verwendet
Konfigurationsverzeichnis für die Synthese
Matlab-Quellen für Simulation und Generierung der coe-files
Formatierungsdateien für Modelsim, Screenshots
VHDL-Quellen für die Hardware-Regelung
Synthesedaten
Shell-Scripte fur den Syntheselauf
VHDL-AMS Quellen (frühe Simulationen)
Arbeitsverzeichnis für die Simulation
Ausgabe der Xact-Tools, Konfigurationsdatei für den FPGA
Projektverzeichnis Inverses Pendel, beinhaltet alle Quellen und 
Ergebnisse
Powerpoint-Präsentationen zu den Diplomvorträgen
Enthält dieses Dokument (PDF, PS), die LaTeX-Quellen und alle 
Bilder
Enthält Videos des Inversen Pendels und Fotos des Demonstrators
Datenblätter der verwendeten Schaltkreise, Sensoren, Hardware-












































































Bild A.1: Simulation der Aufschwingregelung in Matlab
Bild A.2: Simulation der Zustandsscha¨tzung mit Modelsim
Selbsta¨ndigkeitserkla¨rung
Hiermit erkla¨re ich, dass ich die vorliegende Arbeit selbsta¨ndig verfasst und keine anderen
als die angegebenen Quellen und Hilfsmittel benutzt habe.
Chemnitz, am 1. Oktober 2004
Benjamin Berger
