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FRACTIONAL POWERS OF NON-NEGATIVE OPERATORS IN
BANACH SPACES VIA THE DIRICHLET-TO-NEUMANN
OPERATOR
JAN MEICHSNER AND CHRISTIAN SEIFERT
Abstract. We consider fractional powers of non-densely defined non-negative
operators in Banach spaces defined by means of the Balakrishnan operator.
Under mild assumptions on the operator we show that the fractional powers
can partially be obtained by a generalised Dirichlet-to-Neumann operator for
a Bessel-type differential equation.
1. Introduction
Fractional powers of linear operators in Banach spaces were studied since the
1950s [5, 12, 3] and a huge step was made when A. V. Balakrishnan [4] extended
the work from the negatives of generators of bounded semigroups to the wider class
of so called non-negative operators. In the context of Banach spaces these are
the linear operators having their spectrum contained in a sector with vertex 0 and
fulfilling an additional resolvent estimate.
In 1968 ideas on how to describe fractional powers of the Laplacian via extensions
appeared in the context of stochastic processes (see [11]) but in this work focus was
not on the fractional powers themselves.
The approach appeared again 40 years later in the context of PDEs in the cel-
ebrated work of Cafarelli and Silvestre [6] where the authors described fractional
powers of the Laplacian by means of taking traces of functions solving the PDE
(1)
∂2t u(t, x) +
1− 2α
t
∂tu(t, x) = −∆xu(t, x)
(
(t, x) ∈ (0,∞)×Rn
)
,
u(0, x) = f(x) (x ∈ Rn),
with α ∈ (0, 1) being the fractional power. One can calculate (−∆)α as
(2) cα ((−∆)
α
f) (x) = − lim
t→0+
t1−2α∂tu(t, x) (x ∈ R
n),
with a constant cα and a solution u of (1).
Formally one could interpret solutions to (1) as harmonic functions defined on
R
n×R2−2α. In this case the equation (1) is nothing but the usual Laplacian applied
to a function v of the special form
v : Rn ×R2−2α → R, v(x, y) = u (‖y‖ , x) ,
with a suitable function u : R × Rn → R. So it just depends on the norm of
the additional 2 − 2α coordinates. This is the reason why the technique is called
harmonic extension.
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The obvious question arises whether this works if one replaces −∆ in (1) by a
linear operator A acting in a Banach space X . In this scenario (1) becomes
u′′(t) +
1− 2α
t
u′(t) = Au(t)
(
t ∈ (0,∞)
)
,(3)
u(0) = x,(4)
i.e., a linear ODE in the Banach space X with initial datum x ∈ X . If the con-
sidered Banach space X is one-dimensional this is just another form of Bessel’s
differential equation and a functional calculus based on integral representations of
its solutions provides solutions to (3) as well (see [13, 7, 2]). The corresponding
integral representation of a solution for the case of A being a non-negative selfad-
joint second order elliptic differential operator in L2(Ω, µ), where Ω ⊆ R
n is open
and µ is a measure on Ω, is due to Stinga and Torrea [13]. There, they also estab-
lish uniqueness results on the solution u for the case of A having purely discrete
spectrum.
Given a solution u to (3), one can define analogously to (2)
(5) Tαx := − lim
t→0+
t1−2αu′(t)
(assuming the limit exists) and ask whether
(6) Tα = cαA
α
still holds.
In case α = 12 the limit (5) can be interpreted as a normal derivative of u
in the domain [0,∞). Hence, the so obtained operator T1/2 maps the Dirichlet
boundary condition (4) on the Neumann boundary condition (5) and is therefore
called Dirichlet-to-Neumann operator. The operator, defined as in (5), will turn
out to be closable. So we shall use the terminology Dirichlet-to-Neumann operator
for the closure Tα of Tα even for α 6=
1
2 .
In [2, 13] the authors considered the situation when X is a Hilbert space. In
[13] the equality in (6) was shown for L2-spaces as noted above for non-negative
selfadjoint A. Moreover, the constant cα was explicitly computed. On the other
hand, in [2] the authors made use of form techniques to study fractional powers. In
particular, they proved the well-posedness of the Dirichlet problem (3) for initial
data as in (4) and showed that the domain of the Dirichlet-to-Neumann operator
is a subspace of a complex interpolation space between X and a dense subspace V
of it which contains D(A). The considered operator A has bounded inverse and is
m-accretive, i.e., non-negative withM = 1, see Definition 2.1 for more details. Such
operators have bounded imaginary powers ([8, Corollary 7.1.8]). By [10, Theorem
11.5.4] the domains of the fractional powers of these operators coincide with the
complex interpolation spaces between D(A) and X for real powers α. The question
whether these interpolation spaces coincide with the domains of the Dirichlet-to-
Neumann operators was not completely clarified.
In [7] the more general situation of X being a Banach space, −A being the
generator of a β times integrated semigroup, and α ∈ C with 0 < Reα < 1 is
treated. Generators of integrated semigroups generalise the notion of semigroup
generators. Further the ODE (3) is discussed on an entire sector in C rather than
just on the half line (0,∞). There, (6) is proved for x ∈ D(A), so
Tαx = cαA
αx
(
x ∈ D(A)
)
.
What is missing though is a discussion of the uniqueness of the used extension, i.e,
the solution u used to define (5) as it was performed in [2, 13].
Note that in general we have D(A) ⊆ D (Aα). This is where our contribution will
come into play. Let A be a in general non-densely defined non-negative operator in a
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Banach space X such that −A generates a bounded semigroup in D(A). For α ∈ C
with 0 < Reα < 1 we define fractional powers Aα following [10] by an operator JαA
associated to A and α, its closure JαA which we will refer to as Balakrishnan operator
and a suitable extension of it. We define the Dirichlet-to-Neumann operator as
closure Tα of the operator Tα defined as suggested in (5). It will turn out that this
closure coincides up to a constant with the Balakrishan operator JαA. This is our
main result stated in Theorem 3.10.
The paper is organised as follows. In the next section we introduce the basic
notion of non-negative operators and define fractional powers. In Section 3 we
define the Dirichlet-to-Neumann operator and proof our main result. The paper
ends with a fourth part where we consider an example, namely a multiplication
operator in Cb.
At the end of this section let us quickly fix some notation. For the remainder of
the paper let X be a Banach space and α ∈ C with 0 < Reα < 1.
2. Non-negative operators and fractional powers
We denote by L(X) the set of all bounded linear operators from X to X and
ρ(A) :=
{
λ ∈ C | (λ −A) is injective and (λ−A)
−1
∈ L(X)
}
is the resolvent set of a linear operator A in X , while σ(A) := C \ ρ(A) denotes its
spectrum.
Definition 2.1 (non-negative operator). Let A a be linear operator in X . Then
A is called non-negative if (−∞, 0) ⊆ ρ (A) and
M := sup
λ>0
∥∥∥λ (λ+A)−1∥∥∥ <∞.
We would like to point out that we do not require 0 ∈ ρ(A). Non-negative
operators with this additional property are usually called positive. One can show
M ∈ [1,∞) ([10, Corollary 1.1.4]).
For z ∈ C \ (−∞, 0] we define arg z to be the unique number in the interval
(−pi, pi) such that z = |z| ei arg z.
Definition 2.2 (sectorial operator). Let A be a linear operator in X . Then A is
called sectorial if
∃θ ∈ [0, pi) : σ(A) ⊆ Sθ := {z ∈ C \ (−∞, 0] | |arg z| ≤ θ} ∪ {0}
and
∀φ ∈ (θ, pi) : M˜φ := sup
z∈C\Sφ
∥∥z(z −A)−1∥∥ <∞.
The minimum of all angles θ such that A is sectorial in the sense of the above
definition is called its angle of sectoriality and denoted by Θ.
By defnition sectoriality implies non-negativity. The converse holds true as well,
since Θ ≤ pi − arcsin
(
1
M
)
(see [10, Proposition 1.2.1]).
Let us now come to the Balakrishnan operator and the definition of the fractional
powers of A. Set
(7) C \ (−∞, 0] ∋ z 7→ zα := eα ln|z|+iα arg z .
Let A be a non-negative operator in X . For x ∈ D(A) we define
(8) JαAx :=
sin (αpi)
pi
∞∫
0
tα−1 (t+A)
−1
Axdt.
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The integral is convergent in the Bochner sense since
∞∫
0
∥∥∥tα−1 (A+ t)−1Ax∥∥∥ dt ≤ 1∫
0
tReα−1 (M + 1) ‖x‖ dt+
∞∫
1
tReα−1
M
t
‖Ax‖ dt
with M as in Defnition 2.1.
Remark 2.3. The definition of JαA can be extended to the more general case
Reα > 0 but in this paper we shall not be interested in this.
Remark 2.4. The basic idea behind this formula is the identity
(9) zα =
sin (αpi)
pi
∞∫
0
tα−1
z
t+ z
dt.
A possible proof for this identity uses a keyhole contour, several limit processes and
the fact that the function t 7→ tα−1 can be extended holomorphically. In contrast
to definition (7), in this situation the domain must be sliced along the positive real
axis, i.e., for the integrand arg z has to be determined in the interval (0, 2pi) in order
to get a holomorphic extension of t 7→ tα−1 inside the chosen contour. Nevertheless,
the expression zα is defined as in (7) with arg z being determined in (−pi, pi). In
order to make use this formula one interprets z as an operator acting on the Banach
space X = C and extends it by using more general operators; thus arriving at (8).
Using a keyhole contour also establishes the connection between fractional powers
defined by means of (8) and a holomorphic functional calculus, see Remark 2.10.
The linear operator JαA is bounded provided A is, it is injective if A is, and it is
closable ([10, Theorem 3.1.8]).
Definition 2.5 (Balakrishnan operator). Let A be a non-negative operator in X .
The closure JαA will be called Balakrishnan operator with power α and base A.
The Balakrishnan operator was introduced in [4] and it is almost the right can-
didate for the fractional power Aα. (A spectral mapping theorem for JαA does not
hold in general though, see [10, Theorem 5.3.1].) We now define fractional powers
of A with the help of JαA, see [10].
Definition 2.6 (fractional powers). Let A be a non-negative operator in X . We
define the fractional power Aα as
i) Aα := JαA for A ∈ L(X)
ii) Aα :=
(
JαA−1
)−1
for A being unbounded and 0 ∈ ρ(A)
iii) Aαx := lim
ε→0+
(A+ ε)
α
x for A being unbounded, 0 ∈ σ(A) and D (Aα)
given by{
x ∈ D(A) | ∃ ε0 > 0 ∀ 0 < ε < ε0 : x ∈ D
(
(A+ ε)
α )
, lim
ε→0+
(A+ ε)
α
x exists
}
.
This yields a well-defined closed linear operator which extends the Balakrishnan
operator.
Lemma 2.7. Let A be a non-negative operator in X and x ∈ X. Then
x ∈ D(A)⇔ lim
n→∞
n(n+A)−1x = x.
Proof. The direction ⇐ follows from the fact that (n(n+A)−1x)n is in D(A).
Conversely, consider first x ∈ D(A). Then∥∥x− n(n+A)−1x∥∥ = ∥∥∥(n+A)−1Ax∥∥∥ ≤ M ‖Ax‖
n
→ 0,
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so the statement it true for x ∈ D(A). Since the sequence
(
n(n+A)−1
)
n∈N
is
bounded in L(X) the convergence holds for x ∈ D(A) by the Banach–Steinhaus
Theorem. 
Remark 2.8. The above lemma can be generalised. Namely [10, Theorem 6.1.1],
we have D(A) = D (Aα) and for all x ∈ X
x ∈ D(A)⇔ lim
n→∞
(
n (n+A)
−1
)α
x = x.
For a linear operator A in X and a closed subspace D ⊆ X we denote by AD the
part of A in D, i.e., D (AD) := {x ∈ D(A) ∩D | Ax ∈ D} and ADx := Ax. The
next proposition clarifies the relationship between Aα and JαA.
Proposition 2.9. Let A be a non-negative operator in X, D := D(A). Then
i) JαA = (A
α)D,
ii) JαA = A
α if and only if D = X, that is if and only if A is densely defined,
iii) JαAD = J
α
A, and therefore (AD)
α =
(
Aα)D.
Proof. The proofs for i) and ii) can be found in [10, Corollary 5.1.12]. As for the
last part we first note that JαAD = J
α
A|D(AD). Hence J
α
AD
⊆ JαA. Conversely, for
x ∈ D
(
JαA
)
choose a sequence (xn) in D(A) such that xn → x and J
α
Axn → J
α
Ax.
For n ∈ N define yn := n (n+A)
−1
xn. Then (yn) in D
(
A2
)
⊆ D(AD), yn → x
and
JαADyn = n (n+A)
−1 JαAxn → J
α
Ax.
Therefore also JαA ⊆ J
α
AD
. The last assertion then follows from i) and ii). 
Remark 2.10. Besides their use of defining fractional powers as above sectorial
operatorsA can also be used to define linear operators g(A) for suitable holomorphic
functions g. The function f defined by f(z) := zα is such a function and one can
define f(A). By [10, Proposition 6.2.2] and [8, Propositions 3.1.1 and 3.1.12] one
has Aα = f(A).
Furthermore, sectorial operators are generators of analytic semigroups
(
e−tA
)
t≥0
in case Θ < pi2 , which are even strongly continuous if we consider
((
e−tA
)
D
)
(see
[9, Proposition 2.1.1 and 2.1.4] for details).
Let A be a non-negative operator in X . As mentioned in the introduction several
authors already established
cαA
αx = lim
t→0+
−t1−2αu′(t)
with a solution u of (3) with initial datum x ∈ D(A). Assuming that u′ is continuous
we have u′(t) ∈ D(A) for all t ∈ (0,∞) and therefore the best we can hope for is
cαJαAx = limt→0+
−t1−2αu′(t), u(0) = x ∈ D
(
JαA
)
,
since in general Aαx /∈ D(A).
3. Dirichlet-to-Neumann operator
Throughout this section A is assumed to be a non-negative operator in X , D :=
D(A), such that −AD generates a bounded C0-semigroup (T (t))t≥0 in D, and let
M := supt>0 ‖T (t)‖. Necessarily this means Θ ≤
pi
2 while Θ <
pi
2 is sufficient.
We consider the initial value problem
u′′(t) +
1− 2α
t
u′(t) = Au(t)
(
t ∈ (0,∞)
)
,
u(0) = x,
(10)
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with initial datum x ∈ D be given. A function u is considered to be a solution of
(10) if u ∈ Cb
(
[0,∞);D
)
∩ C2
(
(0,∞);D
)
such that u(t) ∈ D(A) for t > 0 and (10)
is satisfied.
Definition 3.1. For x ∈ D and t ∈ [0,∞) we define
(11) U(t)x :=
 1Γ(α)
(
t
2
)2α ∞∫
0
r−αe−
t2
4r T (r)x drr if t > 0,
x if t = 0.
This definition is originally due to [13] (for the L2-case), see also [7] for Banach
spaces and [2] for general Hilbert spaces. Note that we intend to emphasise the
interpretation of U as an operator-valued mapping as also performed in [2].
Let us show that U(·)x yields a solution of (10). Although this is contained in
[7, Theorem 2.1] (as well as [13, Theorem 1.1] for the L2-case), we will give full
proofs for the readers convenience.
Lemma 3.2. Let x ∈ D, u(·) := U(·)x. Then u ∈ Cb
(
[0,∞);D
)
∩C∞
(
(0,∞);D
)
.
Proof. Because of
∞∫
0
∥∥∥r−αe− t24r T (r)x∥∥∥ dr
r
≤M ‖x‖
∞∫
0
r−Reαe−
t2
4r
dr
r
<∞,
the mapping u is properly defined for t > 0. Substituting s := t
2
4r yields
u(t) =
1
Γ(α)
∞∫
0
sαe−sT
(
t2
4s
)
x
ds
s
.
Now the boundedness of the semigroup together with its strong continuity and the
dominated convergence theorem gives u ∈ Cb
(
[0,∞);D
)
. In particular, u(0) = x.
Observe that the integrand as well as the prefactor is smooth for t > 0. For every
such t one may choose appropriate compact intervals I with t ∈ I ⊂ (0,∞) and
applies again dominated convergence which shows the smoothness of u. 
Remark 3.3. By an analogous proof one also obtains U ∈ C∞
(
(0,∞);L(D)
)
.
We can now obtain a solution of (10) for good initial data.
Proposition 3.4. For x ∈ D(A) the function u(·) = U(·)x is a solution to problem
(10).
Proof. By linearity we can forget about constant prefactors. For t > 0 define
g(t) := t2α
∞∫
0
f(t, r) dr with f(t, r) := e−
t2
4r r−α−1T (r)x.
One calculates
g′(t) =
2α
t
g(t) + t2α
∞∫
0
(
−
t
2r
)
f(t, r) dr
and
g′′(t) = −
2α
t2
g(t) +
2α
t
g′(t) + t2α
∞∫
0
(
−
α
r
)
f(t, r) dr
+ t2α
∞∫
0
(
−1
2r
)
f(t, r) dr + t2α
∞∫
0
(
t2
4r2
)
f(t, r) dr.
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Thus, for t > 0 we obtain
g′′(t) +
1− 2α
t
g′(t) = t2α
∞∫
0
(
t2
4r2
−
α+ 1
r
)
f(t, r) dr
= t2α
∞∫
0
T (r)x
d
dr
(
e−
t2
4r r−α−1
)
dr
= t2α
∞∫
0
e−
t2
4r r−α−1AT (r)x dr
= Ag(t)
where we used integration by parts and afterwards Hille’s Theorem in the last two
steps. 
The last result extends to D = D(A) as was already noted in [7] for the case
D = X .
Proposition 3.5. For all x ∈ D a solution to problem (10) is given by u(·) = U(·)x.
Proof. Let x ∈ D be given. Take a sequence (xn) in D(A) with xn → x. For n ∈ N
define un := U(·)xn. For t ∈ [0,∞) one obtains
‖un(t)− u(t)‖ ≤
1
|Γ(α)|
∞∫
0
sReα−1e−sM ‖xn − x‖ ds =
M ‖xn − x‖Γ(Reα)
|Γ(α)|
.
So un → u uniformly on [0,∞). Furthermore, choose a compact interval [a, b]
contained in (0,∞). For t ∈ [a, b] this results in
‖u′n(t)− u
′(t)‖ ≤ C1M
∞∫
0
r−Reαe−
a2
4r2 ‖xn − x‖
dr
r
+ C2M
∞∫
0
r−Reα−1e−
a2
4r2 ‖xn − x‖
dr
r
with
C1 := max
t∈[a,b]
∣∣∣∣2αt2α−14αΓ(α)
∣∣∣∣ , C2 := maxt∈[a,b]
∣∣∣∣ t2α+122α+1Γ(α)
∣∣∣∣ .
So, u′n → u
′ uniformly on compact subsets K ⊆ (0,∞). Similarly one can conclude
for higher derivatives. By Proposition 3.4, all un fulfil the differential equation (10).
Therefore, for t ∈ (0,∞) we get
un(t)→ u(t) and Aun(t) = u
′′
n(t) +
1− 2α
t
u′n(t)→ u
′′(t) +
1− 2α
t
u′(t).
Since A is closed this yields u(t) ∈ D(A) and
Au(t) = u′′(t) +
1− 2α
t
u′(t). 
Remark 3.6. The authors conjecture that all bounded solutions u of (10) are of
the form u(·) = U(·)u(0) whenever −A generates a C0-semigroup in D.
This is known in the case α = 12 . Then the unique bounded solution is given by
(12) u(t) = e−tA
1
2 u(0) (t ≥ 0),
see [10, Theorem 6.3.2]. In this situation (e−tA
1
2 )t≥0 is a special case of a subor-
dinated semigroup, that is if −A generates a C0-semigroup (in D) all fractional
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powers −Aα do as well for α ∈ (0, 1) ([8, Example 3.4.6]). Even in the case −A is
not a generator of a semigroup the unique bounded solution is still given by (12).
For α ∈ (0, 12 ] the operators −A
α are generators of holomorphic semigroups [8,
Example 3.4.7].
In the Hilbert space case uniqueness results for solutions are also established in
[2, 13].
Let us now study the limit in (5). For initial data in D(A) this limit coincides up
to constant with the fractional power of A, which was also proved in [7, Theorem
2.1].
Proposition 3.7. Let x ∈ D (A). Define u(·) := U(·)x and set cα :=
Γ(1−α)
22α−1Γ(α) .
Then
lim
t→0+
−t1−2αu′(t) = cαJ
α
Ax = cαA
αx.
Proof. A calculation yields
−t1−2αu′(t) =
1
Γ(α)4α
(
−2α
∞∫
0
r−α−1e−
t2
4r T (r)x dr +
t2
2
∞∫
0
r−α−2e−
t2
4r T (r)x dr
)
.
As for the prefactors one observes
−2α
Γ(α)4α
=
Γ(1− α)
22α−1Γ(α)Γ(−α)
.
Using this and adding a zero we get
−t1−2αu′(t) = cα
 1
Γ(−α)
∞∫
0
r−α−1e−
t2
4r (T (r)x− x) dr
−
t2
4αΓ(−α)
∞∫
0
r−α−2e−
t2
4r T (r)x dr
+
1
Γ(−α)
∞∫
0
r−α−1e−
t2
4r x dr
 .
For x ∈ D(A) the first integral in the sum exists even for t = 0 and yields the
desired result
lim
t→0+
−t1−2αu′(t) = cα
1
Γ(−α)
∞∫
0
r−α−1 (T (r)x− x) dr = cαJ
α
Ax
by dominated convergence and [10, Proposition 3.2.1].
So we are left to prove that the sum of the last two integrals converges to 0 for
t→ 0+. Integration by parts gives
−
t2
4αΓ(−α)
∞∫
0
r−α−2e−
t2
4r T (r)x dr +
1
Γ(−α)
∞∫
0
r−α−1e−
t2
4r x dr
=
t2
4αΓ(−α)
∞∫
0
r−α−2e−
t2
4r
(
x− T (r)x
)
dr.
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Taking the norm of the last expression and using the estimate ‖T (r)x − x‖ ≤ ‖Ax‖ r
we obtain∥∥∥∥∥∥ t
2
4αΓ(−α)
∞∫
0
r−α−2e−
t2
4r
(
x− T (r)x
)
dr
∥∥∥∥∥∥ ≤ t
2−2Reα ‖Ax‖
41−Reα |α| |Γ(−α)|
∞∫
0
sReα−1e−s ds,
which tends to zero as t→ 0+. 
We define the operator Tα in X by
D (Tα) :=
{
x ∈ D
∣∣ lim
t→0+
−t1−2αU ′(t)x exists
}
,
Tαx := lim
t→0+
−t1−2αU ′(t)x.
Lemma 3.8. The operator Tα is closable.
Proof. The proof follows along the lines of proving closability of JαA, see [10, Theo-
rem 3.1.8]. The crucial ingredient is the fact that one has Aα(λ+A)−1 ∈ L(X) for
any λ > 0 ([10, Theorem 3.1.8]). So, let (xn) in D (Tα), xn → 0, Tαxn → y. Then,
for n ∈ N we have (λ+A)−1xn ∈ D(A) and by Proposition 3.7 we obtain
lim
t→0+
−t1−2αU ′(t)(λ +A)−1xn = cαJ
α
A(λ+A)
−1xn.
Thus
(λ+A)−1y = lim
n→∞
lim
t→0+
−t1−2α(λ +A)−1U ′(t)xn
= lim
n→∞
lim
t→0+
−t1−2αU ′(t)(λ +A)−1xn = lim
n→∞
cαJ
α
A(λ+A)
−1xn = 0.
Hence, y = 0. 
Lemma 3.8 gives rise to the following definition.
Definition 3.9. We call Tα the (generalised) Dirichlet-to-Neumann operator.
Theorem 3.10. We have cαJαA = Tα.
Proof. We already know cαJ
α
A = Tα
∣∣
D(A)
⊆ Tα. Hence, cαJαA ⊆ Tα follows.
For the other inclusion consider first x ∈ D(Tα) and λ > 0. Then
(λ+A)
−1
Tαx = lim
t→0+
−t1−2α(λ+A)−1U ′(t)x
= Tα (λ+A)
−1
x = cαJ
α
A (λ+A)
−1
x.
Now take x ∈ D
(
Tα
)
and a sequence (xn) in D(Tα) with xn → x such that
Tαxn → Tαx. Observe that we have (Tαxn) in D and apply Lemma 2.7 together
with the preliminary result which yields
lim
n→∞
n(n+A)−1Tαxn = Tαx = lim
n→∞
cαJ
α
A
(
n(n+A)−1xn
)
.
The sequence
(
n(n+A)−1xn
)
is contained in D(A) = D(JαA) and converges to x.
By the closability of JαA we get x ∈ D
(
JαA
)
and
Tαx = cαJαAx. 
Remark 3.11. (a) If α = 12 we have T1/2 = T1/2 by Remark 3.6, i.e. T1/2 is closed.
This follows from the fact that if x ∈ D
(
A
1
2
)
we have
lim
t→0+
−U ′(t)x = lim
t→0+
A
1
2 e−tA
1
2 x = A
1
2x.
Thus, x ∈ D
(
T1/2
)
and T1/2x = A
1
2x.
(b) We conjecture that Tα is always closed.
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Combining Theorem 3.10 with Proposition 2.9 we obtain the following.
Corollary 3.12. Let A be a non-negative operator in X, D := D(A). Let −AD
generate a bounded strongly continuous semigroup on D, α ∈ C with 0 < Reα < 1
and denote by Tα the associated Dirichlet-to-Neumann operator. Then we have
Tα = cαJαA ⊆ cαA
α and Tα = cαA
α if and only if A is densely defined.
4. Example
We shall demonstrate the above considerations at the rather easy example of a
multiplication operator on Cb(Ω) for some open set Ω ⊆ R
n.
Let f ∈ C(Ω) with R(f) ⊆ Sθ for some θ ∈
[
0, pi2
]
and define
D (A) := {g ∈ Cb(Ω) | fg ∈ Cb(Ω)}, Ag := fg.
The operator A is bounded if and only if f is bounded, it is closed and in general
not densely defined. It is non-negative and −A generates the semigroup (T (t))t≥0
given by
(T (t)g) (x) = e−tf(x)g(x)
(
x ∈ Ω, t ≥ 0, g ∈ Cb(Ω)
)
,
which is strongly continuous on D(A) and analytic for θ < pi2 . We claim
D (Aα) = {g ∈ Cb(Ω) | f
αg ∈ Cb(Ω)}.
So let g ∈ D (Aα). Then
(13) (Aαg) (x) = lim
ε→0+
((
Jα
(A+ε)−1
)−1
g
)
(x)
exists. One evaluates this expression using formula (9) and the equality
z−α = (zα)
−1
=
(
z−1
)α
=
sin (αpi)
pi
∞∫
0
t−α
z
t+ z
dt.
The result is
(Aαg) (x) = f(x)αg(x) (x ∈ Ω),
and thus fαg ∈ Cb(Ω).
Conversely we make use of formula (9) to estimate the term |(f(x) + ε)α − f(x)α|
for ε > 0 given. Denote
M := sup
x∈Rn, t>0
∣∣∣∣ tf(x) + t
∣∣∣∣
which is the non-negativity constant of A. Then
sup
x∈Rn, t>0
∣∣∣∣ f(x)f(x) + t
∣∣∣∣ = sup
x∈Rn, t>0
∣∣∣∣− tf(x) + t + 1
∣∣∣∣ ≤M + 1.
Now we can estimate
ε∫
0
tReα−1
∣∣∣∣ f(x) + εf(x) + ε+ t − f(x)f(x) + t
∣∣∣∣ dt ≤ 2(M + 1)εReαReα
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and
∞∫
ε
tReα−1
∣∣∣∣ f(x) + εf(x) + ε+ t − f(x)f(x) + t
∣∣∣∣ dt
≤
∞∫
ε
tReα
∣∣∣∣ ε(f(x) + ε+ t) (f(x) + t)
∣∣∣∣ dt
≤M2
εReα
1− Reα
.
Thus, there is a positive constant C such that
‖(f + ε)
α
− fα‖ ≤ CεReα.
In particular, (f + ε)
α
− fα ∈ Cb(Ω) and therefore also (f + ε)
α
g ∈ Cb(Ω) since
fαg ∈ Cb(Ω) by assumption. Furthermore (f + ε)
α
g → fαg which implies g ∈
D (Aα).
Remark 4.1. The presented proof resembles the abstract fact that (A+ ε)
α
−Aα
can be extended to a bounded operator in D, see also [10, Proposition 5.1.14].
Applying Proposition 2.9 we obtain D
(
JαA
)
= {g ∈ D(A)
∣∣ fαg ∈ D(A)}.
Furthermore, for g ∈ Cb(Ω), t > 0, x ∈ Ω we can evaluate the expression
(U(t)g) (x) from (11) explicitly using [1, 10.32.10], which results in
u(t, x) =
(
U(t)g
)
(x) =
1
Γ(α)
(
t
2
)2α ∞∫
0
r−αe−
t2
4r e−rf(x)g(x)
dr
r
=
2g(x)
Γ(α)
(
tf(x)
1
2
2
)α
Kα
(
tf(x)
1
2
)
with the modified Bessel function Kα (see [1, 10.25.2 and 10.27.4] for a definition).
By direct calculation one verifies now that
u(t, x) =
2g(x)
Γ(α)
( tf(x) 12
2
)α( pi
2 sin(αpi)
2αt−αf(x)−
α
2
Γ(1− α)
+O(tα)
)
→ g(x) (t→ 0+).
A second calculation based on the same ideas as before shows
∂tu(t, x)
t2α−1
=
f(x)
α
2 g(x)
Γ(α)2α−1
(
αpi
2 sin(αpi)
((t2f(x) 12 )−α
2−αΓ(1− α)
+
t1−2αf(x)
1−α
2
21−αΓ(2− α)
−
f(x)
α
2
2αΓ(1 + α)
)
+
pi
2 sin(αpi)
((t2f(x) 12 )−α
2−αΓ(−α)
+
t1−2αf(x)
1−α
2
21−αΓ(1− α)
−
f(x)
α
2
2αΓ(α)
)
+O
(
t2−2α
))
= f(x)
α
2 g(x)
(Γ(1 − α)
2α
)(
−
2f(x)
α
2
2αΓ(α)
+O
(
t2−2α
))
.
From this, and as expected, we derive
lim
t→0+
−t1−2α∂tu(t, x) = cαf(x)
αg(x).
The calculated limits are just pointwise limits though. In order to check uniform
convergence one would have to use properties of Kα different from its power series
representation.
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