The proper specification of boundary conditions at artificial boundaries for the simulation of time-dependent fluid flows has long been a matter of controversy. In this work we apply the general theory of asymptotic boundary conditions for dissipative waves, developed by the author in [8] , to the design of simple, accurate conditions at a downstream boundary for incompressible flows. For Reynolds numbers fax enough below the critical value for linear stability, a scaling is introduced which greatly simplifies the construction of the asymptotic conditions. Numerical experiments with the nonlinear dynamics of vortical disturbances to plane PoiseuiUe flow are presented which [Uustrate the accuracy of our approachl The consequences of directly applying the scalings to the equations are also considered. controversy.Their choiceis often madeon the basisof ad hoc reasoningand their effect on the solution not fully determined.
In [8] the author developsa generaltheory of asymptotic boundary conditions for linear, dissipative wave propagation problems. The basic approach is to numerically identify dominant wave groups and construct linear approximations to the dispersion relation which arevalid in the neighborhoodof the dominant waves.Theselead to simple, local boundary operators. Error estimatesfor the truncated problem are derived which establishconvergence as the size of the computationaldomain is increased.The goal of this work is to apply the generaltheory to the linearized, incompressibleNavier-Stokes equationsand to test it in fully nonlinearsimulations.
In Section2 weoutline the constructionof the asymptotic expansionsand boundary conditions for the linearizedNavier-Stokesequations. Simplified approximations to the full theory, valid for moderate to large Reynoldsnumbers,are also constructed. These lead to boundary conditions involving fixed constantsand a parametric dependenceon Reynoldsnumber. The simplifications are basedon a simple scaling argument. In Section 3 we carry out the numericalcomputation of the asymptotic boundary operators for the special caseof linearizations about plane Poiseuilleflow. Both the simplified and full theory are considered,the latter to validate the approximations leading to the former. Numerical experiments with the nonlinear dynamics of vortical disturbances are presented. Theseveri_ 
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Here C is an appropriate inversion contour.
By a standard steepest descent computation we formally obtain:
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where and s" satisfies: 
Substituting the asymptotic expansion of qt into (10) yields an approximation to (I)l.
The expansion itself may be interpreted as a description of wave packets moving at their group velocity, 1.., The formula for @t is then a superposition of wave groups generated at various times.
In contrast
with the usual problems in dispersive wave propagation, our generalized wave groups decay (or grow) exponentially as they propagate with a rate:
We exploit this property to restrict our attention to a small number of dominant wave groups. That is, we expect the signal far downstream to be dominated by wave groups for which _ut is maximized. Differentiating with respect to 7 and using (14) we find a necessary condition for a local maximum:
Let _t correspond to a global maximum of/Jl. The exact, nonlocal boundary condition satisfied by qt is given in transform space by:
We approximate it by replacing At by the linear part of its Taylor series at s'(_t). This leads to a local condition: (14) and (16).
• Choose from these a small subset, (._j, Ij), including the overall minimum decay rate as well as any other wave groups whose decay rate is close enough to the minimum.
• Use as the boundary condition at z = r: 
Here, #0 = max/zt(7). when we consider an expansion of the solution of (6-7) in powers of _-_-.1 (For laminar flows this is replaced by an expansion in h-!_). We take:
To leading order the eigenvalue problem becomes:
( )
We may now proceed to construct the asymptotic boundary conditons based on a numerical analysis of (24) with Assumption 1. We emphasize the advantages of this simplification:
• We needonly solve(24) oncefor _ = 0 and then computethe required derivatives, dii"
• The resulting boundary conditions depend algebraically on the Reynolds number.
Unfortunately, (24) with ._ = 0 is not self-adjoint, so it is difficult to obtain general results on its solutions.
An ideal result would guarantee the existence of solutions with real, positive group velocity. We note that a real group velocity is guaranteed for real eigenvalues.
It is tempting to rewrite the troublesome term, U _°.-_. 2 , as its symmetric part Oy plus a perturbation, but the unbounded 'perturbation' is too large for the direct application of the general theory (Kato [12] ). It is possible to derive some simple equations for the real and imaginary parts of A:
o /: approximations to the derivatives we have:
where
These are supplemented by the discrete wall conditions: These are shown in Figure  1 for Re = 100, c = A6(t -to), t = to + 3. The mesh points are taken to be the Chebyshev nodes:
The ijth component of the (N -1) x (N -1) differentiation matrix D1 is defined by:
* Let Pj(y) be the polynomial of degree N which is 1 at y = Yj+I and 0 at the other nodes.
• Let (D1), = Pj(Yi+,), i,j = 1,...,N -1.
The ijth component of the (N + 1) x (N + 1) differentiation matrix D2 is defined by:
• Let Pj(y) be the polynomial of degree :V which is 1 at y = yj and 0 at the other nodes.
• Let (D2);j = Pj'(y,), Z.j = I,....V + 1.
Take u: to be an (N + 1)-vector whose ith component approximates ,z!y,) and ul = .\u_. Let u3 be an (N -1)-vector whose ith componentapproximates ,\W(y,+l) and u4 the (N -1)-vector whose ith component approximates _P'(y,+I). Note we are explicitly imposing the boundary conditions that ¢ and its normal derivatives be zero at y = ±1.
A discrete approximation to the eigenvalue problem (6-7) is then given by:
Here the (N + 1) × (N -1) matrix T is given by: while the (N -1) x (N + 1) matrix W is given by: for Re = 4000 we find that the least damped mode with s" _ 0 has a decay rate more than one and a half times that of the least damped mode with s" = 0. For Re = 6000, on the other hand, there is an eigenvalue with positive real part for _(s) in an interval including (.25, .28). The dominant wave group is then described by'
,\ _-9.11 x 10 -4 -1.027i, with boundary and initial conditions: Here the asymptotic boundary operator B is given by: 
w(t+ st) = _2,1,(t+6t).
Here V_ is the discrete Laplacian and T (t) is given by:
(60)
For all our simulations we have taken s_ = .125. The wall boundary conditions on tb are also directly discretized and w at the wall is computed by (60). The asymptotic boundary condition (54) was replaced by a product of discrete boundary operators following Higdon [11] . A typical term,
is approximat, ed by:
where T,,_ =, ('+_) (64) "(=±_)" we obtain an uncoupled collection of tridiagonal systems for the ci's:
where the f,'s are computed from the right hand sides of the implicit time stepping formulas. Note that the boundary conditions at 0 and r are directly applied to c,.
A formal operation count for this method results in an estimate of 8N:M + o(N2M) operations per time step, which is the the same as for back substitution with a band solver (without pivoting). However, the preprocessing is likely to be cheaper for our method, at least when M is large enough compared with N (long channels).
Results
We first present results for Re = 400. We take N = 39 and consider r = 2, 4, 6.
(M = 40,80, 120.) For purposes of comparison, we also compute a solution with r = 15, which we will refer to as exact, and for r = 4 with Neumann boundary conditions, 0,2, _ 0..__= 0. The inflow perturbations are taken to be:
Here A is an adjustable amplitude parameter. ing questions to be studied are the appfication of these ideas to viscous, compressible flows, their use in the simulation of interesting unsteady flows and their generafization to problems in three dimensions. We note that the reduction of domain size allowed by the use of asymptotic boundary conditions is of increasing importance for three dimensional simulations.
In the three dimensional case the reduction in effort resulting from the use of the approximate eigenvalue problem or the direct use of the scalings would also be most keenly felt.
