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ABSTRACT 
We consider the linear complementarity problem of finding vectors w ER”, 
z E R n satisfying 
w-Mz=q, w > 0, z > 0, w%=o. 
We show that if the off diagonal elements of M are nonpositive, then the above 
problem is solved by applying the simplex method to the problem 
Minimize z,, 
subject to w - Mz - e,,z, = q, 
(zo, WJ) 2 0, 
where e,, is a column vector of 1’s. In fact the sequence of basic feasible solutions 
obtained by the simplex method and by Lemke’s algorithm are the same. We also 
obtain necessary and sufficient conditions for the problem to have solutions for all 9. 
1. INTRODUCTION 
1.1. The linear complementarity problem is the problem of finding 
vectors w E R *, z E R n satisfying 
w=Mz+q, w > 0, z > 0, 
w=z=o, 
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where M is a square matrix of order n, w and z are column vectors, 9 is a 
given column vector in R", w T is the transpose of w, and R" is the n 
dimensional real Euclidean space. 
1.2. We say that a square matrix of order n is an Z-matrix if mji < 0 for all 
if j. Here mii denotes the ijth element of M. Fiedler and Ptak have 
extensively studied the properties of Z-matrices [4]. 
1.3. The importance of solutions to (1) and (2) has been extensively 
discussed in the literature. See, for example, Cottle and Dantzig [2], Lemke 
[6], and Scarf [lo]. For Lemke’s algorithm to solve (1) and (2) see Lemke and 
Howson [7], Cottle and Dantzig [2], and B. C. Eaves [3]. This algorithm is 
based on pivot steps, and the initial solution is taken as 
w = 9 + e,z, > 0, z = 0, 
where e,, is a column vector of l’s and zo is an artificial variable. In general it 
is not possible to solve (1) and (2) or show that no solution to (1) and (2) 
exists by applying Lemke’s method. However, there are classes of matrices M 
for which Lemke’s algorithm is applicable. For a detailed discussion see C. 
B. Garcia [5]. 
1.4. R. Chandrasekaran [1] develops an algorithm based on principal 
transforms to solve Eqs. (1) and (2) for Z-matrices. He also shows that if M is 
a Z-matrix and if there is a solution to (l), then there is a solution to (1) and 
(2). In [9] Romesh Saigal shows that Lemke’s algorithm is applicable to 
Z-matrices. 
1.5. In this paper we show that if M is a Z-matrix, then by applying the 
simplex method to the problem 
Minimize z, 
subject to w - Mz - e,z, = 9, 
(WJJZ) 2 0, 
we either get a solution to (1) and (2) or show that no solutiion to (1) exists in 
at most n iterations. In addition we prove: 
(i) If M is an Z-matrix and (1) and (2) have a solution for some 9 <0 then 
(1) and (2) have unique solution for all 9. 
(ii) If M is a nondegenerate Z-matrix and if there is a unique solution to 
(1) and (2) for some 9 > 0 non-degenerate with respect to M then there is a 
unique solution to (1) and (2) for all 9. 
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2. PRELIMINARY 
2.1, Let it4 be a square matrix of order n, mii the ijth element of M, and 
MT the transpose of M. Let I denote the identity matrix and M.i the jth 
column of M. 
2.2. Let B be a matrix of order n X n whose columns are columns of (I, 
-M, -e,). B is said to be a basis matrix if the columns of B are linearly 
independent. B is said to be a near complementary basis matrix if: 
(i) The last column of B is - e,. 
(ii) If I.i is a column of B, then - M.i is not. 
(iii) If - M,j is a column of B, then Z.i is not. 
(iv) The columns of B are linearly independent. 
2.3. M is called a P-matrix if all the principal minors of M are positive; M 
is called a Q-matrix if the system (l), (2) has a solution for each 9. 
2.4. M is called a Z-matrix if and only if mii < 0 for all i # j. 
2.5. Following K. G. Murty [8] we define 
(i) L(9)cR2”= ((y)EA”“iw-Mz=y). L(9) is a subspace of R2n, as 
there are no nonnegative restrictions on w and z. 
(ii) M is a nondegenerate matrix if and only if all its principal de- 
terminants are nonzero. 
(iii) The column vector 9 is said to be nondegenerate with respect to M if 
and only if for all ( T) E L (9) at most n coordinates are zero. 
2.6. Lemke’s algorithm. For solving (1) and (2) the following algorithm 
based on pivot steps has been given by Lemke. The initial solution to (1) and 
(2) is taken as 
w=Mz+q+e,q,OO, 
z = 0, 
where .z, is an artificial variable which takes a large enough initial value so 
that w > 0. This is called the primary ray. 
Step 1: Decrease .z, so that one of the variables wi, i = 1, 2,. . . , n, say w,, 
is reduced to zero. We now have a basic feasible solution with z,, in place of 
zu, and with exactly one pair of complementary variables (w,,~,) being 
nonbasic. 
Step 2: At each iteration the complement of the variable which has been 
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removed in the previous iteration is to be increased. In the second iteration, 
for instance, the variable z, will be increased. 
Step 3: If the variable selected at step 2 to enter the basis can be 
arbitrarily increased, then the procedure terminates in a secondary ray. If a 
new basic feasible solution is obtained with zo = 0, we have solved for (1) and 
(2). If in the new basic feasible solution .q, > 0, we have obtained a new pair 
of nonbasic complementary variables (ws,zp). We repeat step 2. 
Lemke’s algorithm consists of the repeated application of steps 2 and 3. 
If nondegeneracy is assumed, the procedure terminates either in a secondary 
ray or in a solution to (1) and (2). If degenerate near-complementary 
solutions are generated, these can be resolved using the methods discussed 
by B. C. Eaves [3]. 
2.7. The problem in (3) can be solved by applying the simplex method. 
The initial basic feasible solution can be taken as in Lemke’s algorithm. The 
difference between these two methods essentially is in the choice of variable 
to enter the basis at each iteration. In general, therefore, the simplex method 
applied to (3) does not necessarily obtain a near-complementary basic 
feasible solution at each iteration, and therefore may not solve (1) and (2). In 
the next section we shall show that if M E 2 and if the simplex procedure 
obtains an optimal solution to (3) with za = 0, then this is a solution also to 
the system (l), (2). 
3. THE APPLICABILITY OF THE SIMPLEX METHOD 
3.1. In this section we shall assume without loss of generality that 
4, = mini< iGn qi. With this assumption Lemke’s algorithm when applied to 
(1) and (2) generates, before terminating, a sequence of near-complementary 
basic feasible solutions as defined in 2.2 if qn < 0. Before proving the main 
result of this section we prove the following theorem. 
3.2. THEOREM. Let ME Z and consider the system (l), (2). Let the 
system (1) have a solution, and let B be a near-complementary basis matrix 
generated by Lemke’s algorithm. Let x be the last row of B -‘. Then x < 0. 
Proof. In the proof we shall make use of the following result due to 
Romesh Saigal [9]: If B is a near-complementary basis matrix generated by 
Lemke’s algorithm for solving (1) and (2) when M E Z and (1) has a solution, 
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then B can be represented as 
I 
z D, -e, 
C= 0 D, -e2 
0 d -1 
where - D, is a P-matrix and C is obtained by rearranging the columns of B. 
Since the last column of B is also the last column of C, the elements of 
last row of B - ’ are also the elements of last row of C - ‘. It is therefore 
sufficient to show that y < 0, where y is the last row of C -I. 
Let K be the order of Z in the partition of C as above. C - ‘C = Z,, X n gives. 
yi =o ifi<K, (4) 
i yi=-1, (5) 
i=K+l 
f(-Q?)= Y"d, 
wheref=( yx+r,..., yn_ J. Note that d = ( - mcK + 1, . . . , - m,), where t is the 
index corresponding to the nonbasic complementary pair of variables (q, z,) 
and - mn is not a coordinate of d. Since M E Z, we have d > 0. 
Since - D, is a P-matrix we have 
y,>OwfbO (7) 
Therefore from (4), (5), and (7) we have 
y < 0. 
This completes the proof. W 
3.3. THEOREM. Let M E Z; the simplex method applied to solve (3) 
solves (1) and (2) or shows that (1) has no solution. If (1) has a solution, then 
the sequences of basic feasible solutions generated by the simplex method 
and Lemke’s algorithm are the same. 
Proof. If (I) does not have a solution, then the simplex method will find 
an optimal solution to (3) with x0 > 0, and will show that (1) does not have a 
solution. 
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Let (1) have solution. Notice that the simplex method and Lemke’s 
algorithm start with the same initial near-complementary solutions. 
Induction hypotheses: Let the first k 
corresponding to each wi is x (I?) < 0. The simplex 
multiplier corresponding 
X(-M.j)= 2 xi(-mij)* 
i=l 
If zi is basic, this is zero. If zi is nonbasic, since j # t, wj is basic and therefore 
xi=o* 
:. z Xi( -rn,J GO, 
i#i 
since each - mii > 0. Therefore the only possibly positive simplex multiplier 
corresponds to z,. 
xT(-iQ>o, 
since (1) has solution. 
. . z, is the variable selected to be introduced into the basis. (8) 
Lemke’s algorithm also selects z, to be increased. For, if not, zt must have 
been eliminated from the basis at the (k - l)th iteration. However, this is 
incompatible with (8) in view of the induction hypotheses. Therefore the 
(k + 1)th near-complementary solutions generated by these two methods are 
also the same. 
If z,, is reduced to zero or eliminated from the basis simplex method will 
find a solution to (1) and (2). 
The conclusions of the theorem follow. 
3.4. COROLLARY. Let (1) have a solution when the simp,Czx method is 
applied to (3); then a nonbasic wi never becomes a basic variable and a basic 
zi never leaves the basis. 
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Proof. Since for any near-complementary basis matrix B -l, the simplex 
multiplier x(Z.~) corresponding to wi is always negative, a nonbasic wi never 
becomes basic. Suppose a basic variable zj leaves the basis. Then Lemke’s 
algorithm selects wi to be increased in the next iteration. In view of Theorem 
3.3 this implies that the simplex method selects wi to be increased. But this, 
we have shown, is impossible. n 
3.5. Corollary. Problem (3) or the system (1) and (2) is solved in at most 
n iterations. 
Proof Lemke’s algorithm or simplex method replaces one after another 
of the variables wi by xi. A basic zj never becomes nonbasic. Also a nonbasic 
wi never enters the basis. Therefore the algorithm must terminate in at most 
n iterations. n 
3.6. REMARK. In view of Corollary 3.4, we need not use any nonde- 
generacy resolving mechanism for the convergence of the simplex method. 
Also Theorems 3.2 and 3.3 hold even if nondegeneracy assumptions are not 
made. 
3.7. REMARK. The following example shows that for M E 2 the simplex 
method terminates earlier than Lemke’s algorithm if (1) does not have a 
solution. Let 
At the end of the first iteration both the simplex method and Lemke’s 
algorithm result in the following tableau. 
Wl w3 4 Sol. Basic 
variables 
1 0 -1 -4 -3 1 0 4 Wl 
0 1 -1 -1 -7 1 0 5 WZ 
0 0 -1 -3 -4 -1 1 7 z, 
The variable to enter the basis under Lemke’s algorithm is zs, and the 
8 S. FL MOHAN 
algorithm does not terminate in a secondary ray at this stage. However, 
under the simplex pivot choice we already reach the conclusion that there is 
no feasible complementary solution. Lemke’s algorithm takes two more 
iterations before terminating in a secondary ray. 
Thus we have shown that for it4 E 2, if (1) has a solution, then Lemke’s 
algorithm and the simplex method generate the same sequence of basic 
feasible solutions and result in the solution. If (1) does not have a solution, 
then the simplex algorithm is superior in the sense that it never takes more 
iterations than the Lemke’s algorithm for termination, and in some cases 
terminates even earlier. 
The proof that simplex algorithm does not take more iterations than 
Lemke’s algorithm follows from the fact that for termination in a secondary 
ray the latter requires the condition B -’ (- MJ GO, whereas the former 
requires only the condition 
4. ON Z-MATRICES WHICH ARE Q-MATRICES 
4.1. THEOREM. Let M E Z. lf (1) has a solution for some q < 0, then M 
is a P-matrix. 
Proof, Since (1) has a solution, from Farkas’ lemma the system 
u G 0, -MTu<O, uTq>O 
has no solution. Since q < 0, any 0 Z u < 0 will satisfy u ‘q < 0. 
.‘. 3ufO such that -MTu<O. 
. Vu<0 . . ai suchthat (-MT(-u))i>O. 
* VO#u>O . . 3i such that (MTu)j>O. 
Therefore M is P, from a theorem in Fiedler and Ptak [4]. n 
4.2. REMARK. Thus for M E Z, every Q-matrix is also a P-matrix. 
4.3. THEOREM. Let M E Z and nondegenerate. Suppose for some q 2 0, 
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which is nondegenerate with respect to M, there is an unique solution to (1) 
and (2). Then M is a P-matrix. 
Proof. We shall make use of the following result due to K. G. Murthy 
PI. 
Zf M is nondegenerate, then the number of complementary feasible 
solutions has the same parity for all q E R * which are nondegenerate with 
respect to M. 
We can always find a q < 0 which is nondegenerate with respect to M. 
By the constant parity property, therefore, there is a q < 0 for which (1) and 
(2) have a solution. From Theorem 4.1, therefore, M is a P-matrix. n 
The author wishes to thank the referee for his critical comments, which 
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