We define a simple, explicit map sending a morphism f : M → N of pointwise finite dimensional persistence modules to a matching between the barcodes of M and N. Our main result is that, in a precise sense, the quality of this matching is tightly controlled by the lengths of the longest intervals in the barcodes of ker f and coker f .
INTRODUCTION

The Algebraic Stability Theorem
In 2005, Cohen-Steiner, Edelsbrunner, and Harer introduced a stability result for the persistent homology of R-valued functions [11] . The result has become a centerpiece of the theory of persistent homology and topological data analysis, and has been the basis for much subsequent theoretical work on persistence.
In 2009, Chazal, Cohen-Steiner, Glisse, Guibas, and Oudot showed that the stability result of [11] admits a purely algebraic generalization [5] . This generalization, known as the algebraic stability theorem, asserts that if there exists a δ-interleaving (a sort of "approximate isomorphism") between two persistence modules then there exists a δ-matching (approximate isomorphism) between their barcodes.
As observed in [5] , the algebraic stability theorem yields an extension of the original stability result of [11] to a larger class of functions. The algebraic stability theorem has also proven useful in a number of other ways in the theory of topological data analysis
The Isometry Theorem.
In fact, the converse to the algebraic stability theorem also holds: There exists a δ-interleaving between two persistence modules if and only if there exists a δ-matching between their barcodes. The algebraic stability theorem and its converse are together known as the isometry theorem. A slightly weaker formulation of the isometry theorem establishes a relationship between the interleaving distance (a pseudometric on persistence modules) and the bottleneck distance (a widely studied pseudometric on barcodes): It says that the interleaving distance between any two persistence modules is equal to the bottleneck distance between their barcodes.
Given the structure theorem for persistence modules [14] , the converse algebraic stability theorem admits a very simple, direct proof. The converse was first proven for pointwise finite dimensional persistence modules in [19] . Later proofs appeared, independently, in [9] (in a more general setting), and in [3] (for a special case). We give a proof in Appendix B, following [19] .
The isometry theorem is interesting in part because the definition of the interleaving distance extends to a variety of generalized persistence settings where the direct definition of the bottleneck distance does not. For example, interleaving distances can be defined on multidimensional persistence modules [19] and filtered topological spaces [5, 18] . The isometry theorem thus suggests one way to extend the definition of the bottleneck distance to these settings. Since much of the theory of topological data analysis is formulated in terms of the bottleneck distance [2, 7, 8, 10] , this opens the door to the adaptation of the theory to more general settings.
Interleaving distances on multidimensional persistence modules and filtered topological spaces satisfy universal properties, indicating that they are, in certain relative senses, the "right" generalizations of the bottleneck distance [18, 19] .
Earlier Proofs of the Algebraic Stability Theorem.
The original proof of the algebraic stability theorem is an algebraic adaptation of the stability argument for the persistent homology of functions given in [11] . Owing to its geometric origins, this argument has a distinctly geometric flavor. In particular, the argument employs an (algebraic) interpolation lemma for persistence modules inspired by an interpolation construction for functions appearing in [11] .
In 2012, Chazal, Glisse, de Silva, and Oudot [9] presented a reworking of the original proof of algebraic stability as part of an 80-page treatise on persistence modules, barcodes, and the isometry theorem. The reworked proof is similar on a high level to the original, but differs in the details. In particular, it makes use of a characterization of barcodes in terms of rectangle measures; these are functions from the set of rectangles in the plane to N ∪ {∞} which have properties analogous to those of a measure.
The original proof of [5] and the proof given in [9] are, to the best of our knowledge, the only proofs of the algebraic stability theorem in the literature. However, in unpublished work from 2011, Guillaume Troinowski and Daniel Müllner gave a third proof which, in contrast to the proofs of [5] and [9] , establishes the theorem as a corollary of a general fact about persistence modules.
First, in early 2011, Troianowski showed that if f : M → N is a morphism of persistence modules such that the length of each interval in the barcodes of ker f and coker f is at most then the bottleneck distance between M and N is at most 2 . Troianowski never made this result public, but he mentioned it to the second author of this paper. Troianowski's result implies that if the interleaving distance between M and N is at most δ then the bottleneck distance between the barcodes of M and N is at most 4δ. The result thus implies the algebraic stability theorem, up to a factor of 4.
As we were putting the finishing touches on the present paper, we learned that in a September 2011 manuscript never made public [20] , Müllner and Troianowski strengthened Troianowksi's result to show that under the same assumptions on ker f and coker f as above, the bottleneck distance between the barcode of M( 2 ) and the barcode of N is at most 2 ; here M( 2 ) denotes the shift of the persistence module M to the left by 2 . This stronger result implies the algebraic stability theorem. In turn, the results of the present paper, obtained independently of [20] , strengthen those of [20] .
The proof of Müllner and Troianowski's result is an adaptation of the original proof of the algebraic stability theorem, and closely follows the technical details of that proof. The three existing proofs of algebraic stability are thus rather similar to one another. In particular, each relies in an essential way on some version of the interpolation lemma.
The interpolation lemma is interesting and pretty in its own right, and variants of it have found applications apart from the proof of algebraic stability [15, 19] . However, reliance on the interpolation lemma makes the existing proofs of algebraic stability rather indirect: Given a pair of δ-interleaved persistence modules M and N, these proofs construct a δ-matching between the barcodes of M and N, but they do so in a somewhat roundabout way, requiring several technical lemmas, a compactness argument, and consideration of a sequence of interpolating barcodes.
Induced Matchings of Barcodes
It is natural to ask whether there exists a more direct proof of the algebraic stability theorem which associates to a δ-interleaving between two persistence modules a δ-matching between their barcodes in a simple, explicit way.
We present such a proof in this paper. To do so, we define a map B sending each morphism f : M → N of pointwise finite dimensional persistence modules to a matching B( f ) between the barcodes of M and N. B is not functorial in general, but is functorial on the subcategories of the category of persistence modules whose hom-sets contain only injective morphisms or only surjective morphisms. B( f ) is completely determined by the barcodes of M, N, and im f ; in fact B( f ) also completely determines these three barcodes.
The Induced Matching Theorem.
We establish the algebraic stability theorem as an immediate corollary of a general result about the behavior of B, which we call the induced matching theorem. The induced matching theorem tells us that the quality of the matching B( f ) is tightly controlled by the lengths of the longest intervals in the barcodes of ker f and coker f . Roughly, it says that 1. B( f ) matches intervals in the barcode of M to intervals in the barcode of N by moving both left and right endpoints of intervals in the barcode of M to the left.
2. If each interval in the barcode of ker f is of length at most then B( f ) moves right endpoints of intervals by at most . Dually, if each interval in the barcode of coker f is of length at most then B( f ) moves left endpoints of intervals by at most .
We give the precise statement of the theorem in Section 4.2. Our proof of the induced matching theorem uses none of the technical intermediates appearing in the earlier proofs of the algebraic stability theorem. Instead, our proof centers on an easy but apparently novel structure theorem for submodules and quotients of persistence modules. This structure theorem is in fact the specialization of the induced matching theorem to the cases ker f = 0 and coker f = 0.
Roughly, the structure theorem says that if K ⊆ M are pointwise finite dimensional persistence modules then the barcode of K is obtained from the barcode of M by moving left endpoints of intervals to the right, and the barcode of M/K is obtained from the barcode of M by moving right endpoints of intervals to the left.
A slightly weaker version of our structure theorem appears, independently, in the unpublished manuscript [20] , with a different proof. For the special case of finitely generated N-indexed persistence modules, the authors of [21] have also shared with us an independent unpublished proof of the part of the structure theorem for quotients, based on ideas in their paper.
PRELIMINARIES
This section presents the basic definitions and notation that we will use throughout the paper.
Persistence Modules and Barcodes
Persistence Modules.
For K a field, let Vect denote the category of vector spaces over K, and let vect ⊂ Vect denote the subcategory of finite dimensional vector spaces. Let R denote the real numbers, considered as a poset category. That is, hom R (s, t) consists of a single morphism for s ≤ t and is empty otherwise.
A persistence module is a diagram of K-vector spaces indexed by R, i.e., a functor R → Vect. The persistence modules form a category Vect R whose morphisms are natural transformations. Concretely, this means that a persistence module M assigns to each t ∈ R a vector space M t , and to each pair s ≤ t ∈ R a linear map ϕ M (s, t) : M s → M t in such a way that for all r ≤ s ≤ t ∈ R,
We call the maps ϕ M (s, t) transition maps. In this notation, a morphism f : M → N of persistence modules is exactly a collection of maps { f t : M t → N t } t∈R such that for all s ≤ t ∈ R the following diagram commutes:
We say f is an injection (surjection) if f t is an injection (surjection) for all t ∈ R. We say M is pointwise finite dimensional, or simply p.f.d., if dim(M t ) < ∞ for all t ∈ R. We let vect R denote the full subcategory of Vect R whose objects are p.f.d. persistence modules. Following [9] , we say a persistence module M is q-tame if rank(ϕ M (s, t)) < ∞ whenever s < t.
Interval Persistence Modules.
We say I ⊆ R is an interval if I is non-empty and r, t ∈ I implies s ∈ I whenever r ≤ s ≤ t. Let I R denote the set of all intervals in R. For I ∈ I R , define the interval persistence module C(I) by
otherwise.
Multisets.
Informally, a multiset is a collection where elements may repeat multiple times. For example, {x, x, y} is a multiset, where the element x appears with multiplicity 2 and the element y appears with multiplicity 1.
Formally, a multiset is a pair (S , m), where S is a set and m : S → N is a function. Here N denotes the positive integers. One sometimes also allows m to take values in a larger set of cardinals, but we will not do that here.
For a multiset S = (S , m) define the representation of S to be the set
We will generally work with multisets by way of their representations.
Barcodes.
We define a barcode to be the representation of a multiset of intervals in R. In the literature, barcodes are also often called persistence diagrams. Formally, then, the elements of a barcode are pairs (I, k), with I ∈ I R and k ∈ N. In what follows, we will denote an element (I, k) of a barcode simply as I, suppressing the index k, and call such an element an interval.
Using [1, Theorem 1] , the authors of [9] observe that in general, if M is a (not necessarily p.f.d.) persistence module such that
for some barcode B(M) then B(M) is uniquely determined. We say that M is interval-decomposable and call B(M) the barcode of M. 
The Category of Matchings
A matching from S to T (written as σ : S T ) is a bijection σ : S → T , for some S ⊆ S , T ⊆ T ; we denote S as coim σ and T as im σ. Equivalently, we may regard σ as a relation σ ⊆ S × T , where (s, t) ∈ σ if and only if s ∈ coim σ and σ(s) = t.
Given matchings σ : S T and τ : T U, we define the composition τ • σ : S U as
As noted in [17] , with this definition we obtain a category Mch whose objects are sets and whose morphisms are matchings. Given a matching σ : S T , there is a canonical matching S coim σ; this matching is the categorical coimage of σ in Mch. Similarly, the canonical matching im σ T is the categorical image of σ in Mch. This justifies our choice of notation for coim σ and im σ.
Decorated Endpoints and Intervals
Let D = {−, +}. Adopting a notational and terminological convention of [9] , we define the set E of (decorated) endpoints by E = R × D ∪ {−∞, ∞}. For t ∈ R, we will write the decorated endpoints (t, −) and (t, +) as t − and t + , respectively. We define a total order on D by taking − < +. The lexicographic total ordering on R × D then extends to a total ordering on E by taking −∞ to be the minimum element and taking ∞ to be the maximum element.
We define an addition operation (
There is a sensible bijection from the set {(b, d) ∈ E × E | b < d} to I R , the set of intervals in R, so that we may regard intervals as ordered pairs of decorated endpoints. This bijection is specified by the following table:
For example, for s < t ∈ R the bijection sends (s + , t − ) to the interval (s, t) and sends (s − , s + ) to the one-point interval [s, s]. We will always denote the interval specified by b < d as b, d to avoid confusion with the usual notation for open intervals. Note that
THE ISOMETRY THEOREM
In this section we give the precise statement of the isometry theorem.
Interleavings and the Interleaving Distance
Distances.
An extended pseudometric on a class X is a function d : X × X → [0, ∞] with the following three properties:
In this paper, by a distance we will mean an extended pseudometric.
Shift Functors.
For δ ∈ R, we define the shift functor ( · )(δ) : Vect R → Vect R as follows: For M a persistence module we let M(δ) be the persistence module such that for all t ∈ R we have M(δ) t = M t+δ , and for all
Transition Morphisms.
For M a persistence module and δ ≥ 0, let the δ-transition morphism ϕ M (δ) : M → M(δ) be the morphism whose restriction to M t is the linear map ϕ M (t, t + δ), for all t ∈ R.
Interleavings.
We say that two persistence modules M and N are δ-interleaved if there exist morphisms f : M → N(δ) and g : N → M(δ) such that
We refer to such f and g as δ-interleaving morphisms. The definition of δ-interleaving morphisms was introduced in [5] . The Interleaving Distance.
It is not hard to check that d I is a distance on persistence modules. In addition, if M, M , and N are persistence modules with M M then
, so d I descends to a distance on isomorphism classes of persistence modules.
δ-Matchings and the Bottleneck Distance
For D a barcode and ≥ 0, let D denote the set of intervals in D which contain a subinterval of the form [t, t + ] for some t ∈ R. Note that D 0 = D. Define a δ-matching between barcodes C and D to be a matching σ : C D such that
We define
The bottleneck distance d B is the most commonly considered distance on barcodes in the persistent homology literature. This is in part because d B is especially well behaved from a theoretical standpoint.
Remark 2.
As an aside, note that we can regard a barcode D as an object in Mch R , the category whose objects are functors R → Mch and whose morphisms are natural transformations: For each real number t we let D(t) be the subset of D consisting of intervals which contain t, and for each s ≤ t we define the matching
Viewing barcodes as objects of Mch
R in this way, it is possible to define interleavings and an interleaving distance on barcodes in essentially the same way in which we have defined interleavings and the interleaving distance on persistence modules. The reader may check that δ-interleavings of barcodes as thus defined correspond exactly to δ-matchings of barcodes. Thus, d B is equal to the interleaving distance on barcodes. The algebraic stability theorem (Theorem 4.5) is the "only if" half of the isometry theorem: It says that if pointwise finite persistence modules M and N are δ-interleaved then there exists a δ-matching between the barcodes of M and N.
The Isometry Theorem
We give a proof of the algebraic stability theorem as an immediate consequence of our induced matching theorem in Section 4.3. In Appendix B, we present a proof of the converse, following [19] .
Remark 3. Because of the structure theorem [14] and the induced matching theorem, which hold for p.f.d. persistence modules, the setting of p.f.d. persistence modules is a very convenient one in which to present the isometry theorem. However, it is also possible to state a version of the isometry theorem for q-tame persistence modules; [9, Theorem 4.11] presents a such a version. In Appendices A and B, we show that this version of the isometry theorem follows readily from the version of the isometry theorem for p.f.d. persistence modules.
INDUCED MATCHINGS OF BARCODES
In this section we define the map B sending each morphism f : M → N of pointwise finite dimensional persistence modules to a matching B( f ) : B(M) B(N). We then state the induced matching theorem and show how it implies the algebraic stability theorem.
Canonical Matchings of Enumerated Sets.
Define an enumerated set S to be a totally ordered set S such that there exists an order-preserving bijection S → N or S → {1, . . . , n}. We let S i denote the i th element of S . For S , T enumerated sets, define a matching m
We call m 
Subsets of Barcodes.
Suppose S = (S , m) is a multiset. A total order on S induces a canonical total order on Rep(S), which is obtained by restricting the lexicographic total order on S × N to Rep(S). 
Definition of Induced Matchings
We are now ready to define the map sending morphisms f to matchings of barcodes B( f ). We first define the map for injections and surjections.
Let j : M → N be an injection. We have
B(N). We define B( j) to be this matching.
Next, let q : M → N be a surjection. We have
so the family of canonical matchings {B(M) b, · B(N) b, · } indexed by endpoints b ∈ E assembles into a matching B(M) B(N). We define B(q) to be this matching.
Finally, consider an arbitrary morphism f : M → N of p.f.d. persistence modules. f factors (canonically) as a composition of morphisms
where q f is a surjection and j f is an injection. We define We now show that B as thus defined is not a functor. Consider persistence modules In Proposition 6.3 we show that B does restrict to a functor on the subcategories of vect R whose hom-sets contain only injections or only surjections.
The Induced Matching Theorem
We now state the induced matching theorem and our structure theorem for submodules and quotients of persistence modules.
For ≥ 0, we say a persistence module M is -trivial if the transition morphism ϕ M ( ) : M → M( ) is the zero morphism. 
We prove the induced matching theorem in Section 7. Note that the induced matching theorem implies in particular that if coker f and ker f are both -trivial then d B (M( 2 ), N) ≤ 2 . Taking either coker f to be 0-trivial or ker f to be 0-trivial, the induced matching theorem also specializes to the following: In fact, to prove induced matching theorem, we first prove Theorem 4.3; we give the proof in Section 6.
Algebraic Stability via Induced Matchings
We now show how the algebraic stability theorem for pointwise finite dimensional persistence modules follows from the induced matching theorem. Remark 5. For M and N δ-interleaved persistence modules, our proof of the algebraic stability theorem gives a construction of a δ-matching between B(M) and B(N) depending only on a single δ-interleaving morphism f : M → N(δ); to construct the δ-matching, one does not need an explicit choice of morphism g :
This is in contrast to the proof strategy via interpolation used in [5] and [9] : The construction of a matching given in those proofs depends in an essential way on an explicit choice of both f and g. 
INDUCED MATCHINGS AND DUALITY
In this section we study how B behaves with respect to dualization. Our main observation is that for f a morphism of p.f.d. persistence modules with dual f * , the matching B( f * ) is, up to indexing considerations, the reverse of the matching B( f ). This observation will be useful in the proof of the induced matching theorem. For more on duality in the context of persistence, see [4, 12, 16] .
Let R op denote the opposite category of R and let Neg : R → R op be the isomorphism of categories such that for all objects t ∈ R, Neg(t) = −t. Given any persistence module M, taking the dual of all vector spaces and all linear maps in M gives us a functor
If f : M → N is a morphism of persistence modules, we define 
Proof. The proof of (i) is straightforward; we leave the details to the reader. To prove (ii), note that if q is a surjection of persistence modules and j is an injection of persistence modules then q * is an injection of persistence modules and j * is a surjection of persistence modules. Thus
, where f = j f • q f is the factorization through im f . Now it is easy to check from the definitions that if f is an injection or a surjection then B( f ) * = B( f * ). Therefore we have
We thus have that B( f * ) = B( f ) * , as desired.
THE STRUCTURE OF PERSISTENCE SUBMODULES AND QUOTIENTS
The next proposition is a key step in our proof of the induced matching theorem. Moreover, Theorem 4.3, our structure theorem for submodules and quotients of persistence modules, is an immediate consequence of the result. (
To obtain Theorem 4.3 from Proposition 6.1, we take q : M M/K to be the quotient map and take j : K → M to be the inclusion. C(J).
Clearly, U ⊆ M and V ⊆ N. For J any interval and t ∈ R, we write t > J if t > s for all s ∈ J. Since M and N are p.f.d., there exists some t ∈ I such that t > J for all intervals
We claim that j t (U t ) ⊆ V t . To see this, note that by the choice of t,
For each s ∈ I such that s ≤ t, we have j t (im ϕ M (s, t)) ⊆ im ϕ N (s, t) by the commutativity of the following diagram:
Similarly N (t, r) . Thus j t (U t ) ⊆ V t as claimed. Since j t is an injection, we have dim(U t ) ≤ dim(V t ), and the lemma follows.
Proof of Proposition 6.1. Let j : M → N be an injection between p.f.d. persistence modules and let I = b, d ∈ B(M).
For S an enumerated set and R ⊆ S , say that R is a prefix of S if R = {y ∈ S | y ≤ y for some y ∈ R}.
If moreover T is a prefix of an enumerated set U and |R| ≤ |T |, it is easy to see that the canonical matching S U restricts to an injective function R → T .
By definition, the induced matching B( j) restricts to the canonical matching 
The Limited Functoriality of Induced Matchings
Though B is not in general a functor, it follows easily from our structure theorem for submodules and quotients that B restricts to a functor on two subcategories vect R (inj) and vect R (surj) of vect R . We take obj(vect R (inj)) = obj(vect R (surj)) = obj(vect R ). We take hom(vect R (inj)) to be the set of injections in hom(vect R ) and we take hom(vect R (surj)) to be the set of surjections. 
PROOF OF THE INDUCED MATCHING THEOREM
Using Propositions 6.1 and 6.3, we now prove the induced matching theorem.
For ≥ 0 and M a persistence module, define the submodule
Proof of Theorem 4.2. Let f : M → N be a morphism of p.f.d. persistence modules and suppose B(
Applying Proposition 6.1 (i) to j f and Proposition 6.1 (ii) to q f , we have It is easy to check that since coker f is -trivial, N ⊆ im f . Thus the map j factors as j = j f • j for the inclusion j : N → im f . By Proposition 6.3, we have B( j ) = B( j f ) • B( j), so the following diagram commutes:
By the commutativity of the left triangle, B(N) = im B( j ) ⊆ im B( j f ). By Proposition 6.1, we have that im B(q f ) = B(im f ) = coim B( j f ). From this and the commutativity of the right triangle, it follows that im B( j f ) = im B( f ), so
The inequality b − ≤ b follows from the commutativity of the left triangle as well. To see this, recall that 
In particular, B( f ) completely determines B(im f ).
Proof. Proposition 6.1 implies that the map B( f ) → B(im f ) which sends each matched pair (I, J) ∈ B( f ) to B(q f )(I) ∈ B(im f ) is a bijection. It thus suffices to check that if
As we already have seen in the proof of Theorem 4.2 (i), the first equality follows from Proposition 6.1. The second equality follows immediately from Theorem 4.2 (i). 
A.1 Undecorated Barcodes of q-Tame Persistence Modules
Recall from Section 2.1 that a persistence module M is q-tame if ϕ M (s, t) has finite rank whenever s < t. A q-tame persistence module does not necessarily decompose into interval summands [9, Section 4.5] , and thus our definition of barcode does not extend to q-tame persistence modules.
However, if we are willing to use a slightly coarser notion of barcode then we can define the barcode of a q-tame persistence module M by way of the interval summand decomposition of an approximation of M. We now explain this.
First, we make some easy technical observations. For M a persistence module and η ≥ 0, let M η be as defined at the beginning of Section 7.
Lemma A.1. Now following [9] , we define an undecorated barcode to be the representation of a multiset of pairs (s, t) ∈ [−∞, ∞] × [−∞, ∞] such that s < t. In this appendix, we will sometimes refer to barcodes as decorated barcodes, to emphasize the distinction between these and undecorated barcodes.
There is an obvious map u from the set of decorated barcodes to the set of undecorated barcodes which removes all intervals of the form [t, t] from a barcode and forgets the decorations of the endpoints of all other intervals in the barcode. For example,
If M is an interval-decomposable persistence module, we define the undecorated barcode U(M) of M to be the image of B(M) under u. Remark 8. [9] defines the undecorated barcode of an intervaldecomposable q-tame persistence module by first defining the decorated barcode of a q-tame persistence module M using the rectangle measure formalism introduced in that paper, and then taking the undecorated barcode of M to be the image of the decorated barcode of M under u; it follows from the results of [9] that the two definitions of the undecorated barcode of a q-tame persistence module are equivalent.
The Bottleneck Distance on Undecorated Barcodes.
A matching between decorated barcodes C and D induces a matching between u(C) and u(D). We define a δ-matching between two undecorated barcodes U and V to be a matching induced by a δ-matching between C and D for some barcodes C and D such that 
A.2 Algebraic Stability for q-Tame Persistence Modules
Using the algebraic stability theorem for p.f.d. persistence modules, we now give our alternative proof of [9, Theorem 4.20] .
Theorem A.5 (Algebraic Stability for q-tame modules [9] ). If M and N are q-tame and are (δ + )-interleaved for all > 0 then there is a δ-matching between U(M) and U(N). In particular, Since this is true for all , η > 0, we have that for all δ > δ there is a δ -matching between U(M) and U(N). We conclude that We note that the proof of Theorem A.6 is self-contained; in invoking this result and its proof, we are not implicitly invoking any other results of [9] .
