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Summary
When linear MIMO systems are under relay feedback control, there are 3 possible
modes of oscillations (Vasnani, 1994). These are referred to as Modes 1, 2 or 3.
In the first two modes, the limit cycles have only one dominant frequency in each
loop and therefore the SISO auto-tuning procedure extends easily to MIMO sys-
tems. But when Mode 3 occurs, complex switchings with more than one significant
frequency exist and the auto-tuning method fails.
This thesis examines the relay feedback control and auto-tuning of TITO sys-
tems which exhibit Mode 3 behaviours when all relays have identical amplitudes.
In particular, it is found that it is possible to alter its Mode 3 behaviour to that of
Mode 1 by adjusting the ratio of the relay amplitudes. A method is proposed to
preset the relay amplitude ratio so that Mode 1 oscillations can be ensured.
The procedure to determine the required ratio is based on the phenomenon of
forced oscillations in single loop systems. By viewing Mode 1 behaviour as a result
of forced oscillations in all but one loop, the conditions for Mode 1 are established.
This further leads to conditions on the relay amplitudes which, when satisfied,
ensures Mode 1 behaviour.
Although the idea of pre-setting the relay amplitudes to obtain Mode 1 be-
haviour is simplistic, the complexity comes about because of the difficulties in
ix
Summary x
analyzing the conditions for forced oscillations. This is also an area which has
received very little attention. In this thesis, a great deal of work is devoted to
deriving necessary and sufficient conditions for forced oscillations to take place in
single loop systems. This result is then used to derive the required relay ratios
in MIMO systems. Subsequently, a procedure is also proposed for designing con-
trollers for MIMO systems which originally exhibit Mode 3 behaviours with unity
relays.
In the analysis of the forced oscillations conditions in single loops, an obvious
and intuitive “super” condition which ensures steady state relay switching at one
fundamental frequency is first proposed. Based on this intuitive approach, together
with some necessary and sufficient conditions for the existence of periodic signals,
an alternate set of conditions is then derived. This alternate set of conditions
enables many interesting and detailed results on forced oscillations to be derived.
This includes the determination of the minimum amplitude of the external forcing
signal in order for forced oscillations to occur. This result is directly applied to
MIMO systems to set the appropriate relay amplitudes.
Another result from the analysis of the forced oscillation conditions shows that
in some cases where the external forcing signal has a relatively high frequency,
forced oscillations with a frequency equal to the external forcing signal may not
be obtainable easily. Instead, subharmonic oscillations with lower frequencies are
easily attainable.
Finally, based on the forced oscillation results, a controller design method is
proposed for two-input two-output (TITO) systems where the transfer function
matrix is assumed to be unknown. Although the method is expected to work
for general MIMO systems, it is not very practical because a number of relay
experiments are required before an appropriate set of relay amplitudes can be
Summary xi





Proportional-Integral-Derivative (PID) or Proportional-Integral (PI) controllers
have been widely used in the industry for more than fifty years because of their
simple structures and robustness to modelling errors. Their three tuning param-
eters should be determined appropriately based on the dynamics of the process.
However, they can be tedious to tune using the manual approach where some tests
or experiments have to be performed to obtain the necessary information for the
tuning.
The classical method of tuning PID controllers is that of the Ziegler-Nichols
approach, (Ziegler and Nichols, 1942). The Ziegler-Nichols rule is based on the
ultimate gain and ultimate frequency at which the closed loop process becomes
oscillatory. A˚stro¨m and Ha¨gglund(1984) proposed a method to determine the
approximate values of these ultimate quantities by introducing a relay feedback
procedure. The method is particularly appealing because it does not require much
apriori knowledge about the process and it is easy to control the amplitude of the
1
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resultant limit cycles by an appropriate choice of the relay amplitude. In addition,
it is a closed-loop method. The relay feedback autotuner has been included in a
number of commercial autotuners, (A˚stro¨m and Ha¨gglund, 1988) and (A˚stro¨m and
Wittenmark, 1989).
The PID relay auto-tuner of A˚stro¨m-Ha¨gglund is one of the simplest and most
robust auto-tuning techniques for process controllers and has been successfully ap-
plied to industry for more than 15 years. This method is attractive because it
generally ensures a stable closed-loop response for a typical industrial process. Re-
cently, many developments have been reported to extend its applications. It turns
out that more and accurate information on process dynamics can be obtained from
the same relay test with the help of new identification techniques, and it enables
PID controllers to be better tuned (Shen et al., 1996),(Boiko, 2002). Extensions are
also made to tune model-based advanced controllers and multivariable controllers
(Lee et al., 1995), (Menani and Koivo, 2001).
The focus on the relay auto-tuning method has, however, been largely on single
loop systems. These are single-input single-output (SISO) systems with only one
control loop. A natural progression is to extend the use of the relay auto-tuning
method to tune controllers in multi-input multi-output (MIMO) systems. Due
to the presence of interactions, the extension of the single-loop design procedure
to multivariable processes is not straightforward. Hence, to date, only a limited
class of multivariable systems can be tuned in this manner. This thesis aims to
extend this approach to a wider class of systems. The motivation for this stems
from the fact that there are many multi-loop systems in the industry that are
currently on PI/PID control (Deshpande, 1989). Manual tuning, if performed, on
these controllers is a time consuming task. It would therefore be useful to realize
the full potential of relay feedback in a wider class of plants.
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The following section gives a summary of some of the current MIMO tuning ap-
proaches using relay feedback. In Section 1.3, existing results on forced oscillations
are also reviewed.
1.2 MIMO Relay Auto-Tuning Techniques
In a multivariable system, the first consideration is the structure of the controller.
The simplest of this is the decentralized or diagonal structure in which the con-
troller in each loop is decoupled from one another. The relay auto-tuning approach
appears most suited to this type of controller structure because it is consistent with
the relay feedback system where the relays are also decoupled. If a full multivari-
able controller is considered, then the off-diagonal elements of the controller needs
to be carefully chosen to ensure closed loop stability (Maciejowski, 1989). While
the full controller structure provides more degrees of freedom for the controller de-
sign, it also introduces additional complexity in the overall tuning. Hence, in much
of the existing literature, the full controller structure is generally not proposed for
auto-tuning. In this thesis, only the decentralized controller design is considered
for multivariable systems with two-inputs and two-outputs.
As the relay feedback idea also has several interesting advantages in the auto-
tuning of multivariable controllers, in recent years, a number of papers have been
published on various aspects of extending this relay tuning to MIMO systems. This
includes a survey by Menani and Koivo(2001) on tuning MIMO PID controllers
where some principal tuning methods are enumerated. In general, there are three
possible ways to perform controller tuning using relay feedback.
(1) Independent single-relay feedback. This entails closing each loop on relay
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feedback one loop at a time while all others are kept open, (Menani and
Koivo, 1996a). The initial design treats each loop as a single loop decoupled
from the others. After the initial design has been obtained, the controller
parameters should be re-adjusted to ensure closed loop stability when all
loops are closed simultaneously.
(2) Sequential relay feedback. In this approach, one loop is first auto-tuned while
all others remain open. Next, another loop is chosen for auto-tuning with the
first designed loop closed while the rest remain open. This step is repeated
until all loops have been designed. In each step, all previously designed loops
are kept closed, (Loh et al., 1993), (Semino and Scali, 1998) and (Toh and
Rangaiah, 2002). For an m-by-m system, at least m relay experiments are
required to determine all controller settings. It is also highly dependent on
the sequence of tuning and some iterations may be required to arrive at a
reasonable design.
(3) Simultaneous relay feedback. This is the most convenient method but it can
also be the most complicated. It is based on closing all loops on relay feedback
simultaneously, (Loh and Vasnani, 1994a), (Zhuang and Atherton, 1994),
(Halevi et al., 1997),(Wang et al., 1997a), (Loh et al., 2000). If the relay
oscillations are simple (in some sense), then the design is straightforward
and efficient. In some cases, the design cannot proceed at all because of
the lack of useful information for tuning. The focus of this thesis is also on
systems for which a simple extension of the single loop relay tuning approach
breaks down. This shall be made clear later.
While using relay technique to tune controllers in MIMO systems, there are
several methods. A˚stro¨m and Ha¨gglund(1984) can be regarded as a nonlinear
implementation of the Ziegler-Nichols (1942) approach. Its extension in MIMO
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systems is based on the limit cycles in each loop. Menani and Koivo(1996a) also
use relay feedback (with adaptive hysteresis) to obtain the limit cycles. By varying
the relay parameters, different critical points can be determined. Then Maciejowski
rule (Maciejowski, 1989) is used to tune a multivariable PI controllers. Wang et
al.(1997a) also use relay feedback control to determine the critical point. Then
the information of the critical point and the original point are used to design
PI controllers for given phase margin and gain margin. Toh and Rangaiah(2002)
combines the autotuning procedure involving sequential loop closing and relay tests
with time-domain curve fitting via least squares to identify suitable transfer func-
tion models that account for interactions among the loops, using limited response
data. These methods have their advantages and disadvantages. In this thesis,
we focus on the straightforward way of the extension of A˚stro¨m and Ha¨gglund
method. As this method is the simplest one, based on resultant limit cycles of
relay feedback control, PI controllers can be easily designed.
As mentioned earlier, of the three auto-tuning approaches listed above, the
most efficient and challenging one is that of (3) above. Efficiency is clear and it is
challenging because there is at least one scenario when the design procedure breaks
down. This situation arises because when a multivariable system comes under
relay feedback control, there are 3 modes of oscillation patterns that are possible,
(Vasnani, 1994), (Loh and Vasnani, 1994a). These are referred to as Modes 1, 2
and 3 behaviours. In Mode 1, all loops oscillate with one fundamental frequency.
In Mode 2 systems, each loop oscillates at a distinctly different frequency, while for
Mode 3, the oscillations consist of multiple switches in each fundamental period and
contain several frequency components that are significant. The component that is
most suitable for design is unknown. More work has to be done in this respect to
extract the useful information that can lead to a successful design. Thus, in most
of the auto-tuning results, this mode is avoided.
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In this thesis, a method is proposed to preset the relay magnitude ratio of
MIMO systems to ensure Mode 1 oscillations. Then the method proposed by
A˚stro¨m and Ha¨gglund(1984) is used to design decentralized PI/PID controllers for
these systems. The main problem lies in the pre-setting of relays to achieve Mode
1 behaviour. Thus much of this thesis is devoted to solving this problem.
The first observation about Mode 1 systems is that all loops oscillate with the
same fundamental frequency. Viewing this in the context of forced oscillation,(Tsypkin,
1984), it implies that at least one loop is the forcing loop while all others are being
externally forced (via the interaction signals) to oscillate at this same frequency.
Thus when forced oscillations are successful in all the forced loops, Mode 1 be-
haviour is attained. In the following section, some background on forced oscillation
is provided.
1.3 Forced Oscillations in SISO Systems
The forced oscillation phenomenon was first discussed in Tsypkin(1984). Tsypkin
examined the phenomenon when a SISO relay feedback control system is subjected
to a periodic external signal, f(t+T ) = f(t). The periodic external action induces
one of three possible operational modes in the system.
• Beating mode
This mode is generated by a combination of the self-oscillations and the
external periodic signal and may not be a simple periodic signal (Tsypkin,
1984).
• Forced oscillation mode
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This phenomenon, observed earlier by Huyghens in mechanical systems such
as that of two clocks suspended on the same wall, has been studied and
used fairly extensively in radio engineering. Now it finds application also
in automatic control. When the magnitude of the external forcing signal
is sufficiently large, the system will oscillate at the external forcing period
damping out any self oscillations. This phenomenon is called the forced
oscillation mode.
• Subharmonic oscillation mode
This mode also suppresses the self-oscillations, with the final oscillations
having a frequency of 1/ν that of the external signal, where ν is an odd
positive integer, ν = 3, 5...
Even though forced oscillations have been observed in mechanical systems a long
time ago, very little analysis has been provided for its existence. It is a complicated
phenomenon because other phenomena such as non-uniqueness of solutions, sliding
motion and bifurcation are also possible. Only some necessary conditions for its
existence are provided in (Tsypkin, 1984) and (Atherton, 1975).
There is however a revival in interest in the existence of stable limit cycle
solutions in relay feedback systems which are not driven externally. The describ-
ing function method was first used to investigate the existence problem (Tsypkin,
1984). However, this only provided an approximate analysis. One of the more
recent works on oscillations and fast switches in relay systems can be found in
(A˚stro¨m, 1995) and (A˚stro¨m, 2000) where existence and stability issues are rigor-
ously addressed. In (A˚stro¨m, 1995) and (Varigonda and Georgious, 2001), exact
methods to determine the period of some limit cycles were reported. Stability
analysis has also been reported in (A˚stro¨m, 1995), (Johansson et al., 1997) and
(Johansson et al., 1999). These are mainly based on the linear approximation of
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the Poincare map. The local stability result ensures that any trajectory in a neigh-
borhood tends to the limit cycles as time tends to infinity. Global stability results
were explored in (Goncalves et al., 2000) which presents sufficient conditions in
terms of a set of linear matrix inequalities. Most of these results are applicable
only to autonomous systems and cannot be directly applied to externally driven
systems which are of interest in this thesis.
1.4 Scope of the thesis
The objective of this thesis is to address the issue of controller design for systems
which exhibit Mode 3 oscillations when placed under unity relay feedback control.
It is first observed that Mode 3 systems can be converted to Mode 1 by appropriate
settings of the relays. Since Mode 1 oscillations are viewed as a result of forced
oscillations, the conditions to achieve forced oscillations in single loop systems had
to be first explored. This led to an extensive investigation on the minimum ampli-
tude of the external forcing sinusoid required to achieve forced oscillations. In the
process, several new results on the conditions of the existence of forced and subhar-
monic oscillation modes were obtained. These results include the determination
of the minimal requirement on the external signal to achieve forced oscillations.
However these results were only applicable specifically to first and second order sys-
tems with dead time. More general extensions of this work is currently on-going.
Having understood the requirements for forced oscillations, it was then a fairly
simple and straightforward effort to apply the results to multi-loop systems. The
application involved pre-setting relay amplitudes to achieve the forced oscillations
that are required to obtain Mode 1 behaviour in the multivariable system. Once
this was achieved, decentralized controller design using PI/PID structures becomes
easy. Simulation studies were used to verify all the results. The controller design
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was also demonstrated on a laboratory scale coupled tank system.
The following general assumptions are made about the plants considered in this
thesis.
(1) The MIMO plants are PI/PID stablizable.
(2) The plants are open loop stable and with dead times. They are able to sus-
tain steady-state oscillations when placed under decentralized relay feedback
control.
(3) The input and output variables have already been paired appropriately us-
ing techniques such as the Relative Gain Array (Bristol, 1966). Hence any
transfer function matrix in this thesis is a reflection of this.
For simplicity, only PI controllers are used throughout the discussion. This is not
restrictive because over 90% of the industrial controllers are of the PI type due to
the problems caused by process noise (Deshpande, 1989). Furthermore, only the
Ziegler-Nichols tuning rule, (Ziegler and Nichols, 1942), is used to set the param-
eters of the PI controllers. The controllers are not optimal. The proposed method
only emphasizes the ease in which controllers may be designed automatically with
very little computation and knowledge of the plant’s transfer function.
1.5 Contributions
The thesis has investigated and contributed to the following areas.
(A) Modes of oscillations and their transitions
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The 3 possible modes of self oscillations in MIMO systems were re-visited.
This was first presented in (Vasnani, 1994). In particular, the conditions
for each of this mode were re-examined and it was observed that Mode 1
behaviour can be obtained if the relay amplitudes in each loop was adjusted
appropriately. In a TITO system where the self oscillation frequencies were
distinctly different, a lower and higher bound on the relay amplitudes can be
derived that will satisfy the necessary conditions for Mode 1 behaviour at the
lower or higher frequency. The conditions were also interpreted graphically
and found to be a general extension of the forced oscillation conditions in
single loop systems.
(B) Forced Oscillation Conditions in SISO Systems
The forced oscillation conditions were examined closely. A single condition
which captures the necessity and sufficiency requirements for forced oscilla-
tions was proposed. Several equivalent conditions were then proposed based
on this single condition. By analysing these, the minimum amplitude of the
external forcing sinusoid required for forced oscillations was derived. The
focus was on SISO systems with first order plus dead time (FOPDT) models.
For some frequency ranges, it was possible to derive this minimum amplitude
while for others, numerical methods have to be sought to obtain this. The
possibility of the existence of subharmonic oscillations were also explored. It
was found that in the lower frequency ranges, subharmonic oscillations was
not possible. In other ranges, the results show that subharmonic oscillations
beyond a certain unique ν was not possible. These results depend on the
relationship between the dead time of the system and the period of the ex-
ternal forcing signal. The results were also extended to plants with second
order plus dead time (SOPDT) models.
(C) Design of Decentralized Controllers for MIMO systems with Mode 3 be-
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haviour
Using the results in (B) above, a design methodoloy for decentralized PI
controllers for TITO systems was proposed. Relay settings in each loop was
pre-set so that it satisfies the forced oscillation conditions in each loop. When
a loop is a driven loop, the corresponding relay amplitude is set such that
forced oscillations can be achieved in that loop. On the other hand, when
the loop is the driving loop, then the relay is set such that forced oscillations
at other frequencies do not take place in this loop. In this way, these pre-set
relays should ensure that Mode 1 oscillations with a frequency close to the
self oscillation frequency of the driving loop is attainable. The settings of
the PI controllers then becomes straightforward. This design method was
applied to a laboratory scale coupled tank system.
1.6 Thesis Organization
The thesis is organized as follows. In Chapter 2, the oscillation conditions in
multivariable systems, especially in a TITO system, is discussed. It is shown
that it is possible to convert a Mode 3 to a Mode 1 system by adjusting the
relay amplitudes appropriately. A graphical interpretation of the results was also
presented.
In Chapter 3, necessary conditions for forced oscillations in single loop systems
are examined. These conditions coincide with those found in (Tsypkin, 1984). An
analysis of the conditions is presented and some minimum requirements on the
external forcing signal are shown.
Chapter 4 proposes a single super condition which completely captures the
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necessity and sufficiency requirements for forced oscillations. Several equivalent
conditions which are more useful for analysis are presented. The results are applied
to FOPDT systems. The existence of subharmonic oscillations are also explored.
The analysis is extended to SOPDT systems in Chapter 5.
In Chapter 6, a method is proposed to preset the relay amplitudes for TITO
systems to achieve Mode 1 oscillations. The method is applied to a laboratory
scale coupled tank system. Finally, conclusions and suggestions for further works
are drawn in Chapter 7.
Chapter 2
Oscillation Conditions in TITO
Systems
2.1 Introduction
The use of relay as an auto-tuning aid for PI or PID controllers in the single-input
single-output (SISO) loop was first highlighted in (A˚stro¨m and Ha¨gglund, 1988)
and has since been successfully used on many systems, (A˚stro¨m and Ha¨gglund,
1990). Relays in those applications are used mainly for the identification of points
on the process Nyquist curve, from which essential information for tuning these
controllers, is extracted. The limit cycle oscillations exhibited by certain classes
of SISO plants under relay feedback gives critical information about the plant
and thus enables the appropriate setting of PI controllers. Hence, a fundamental
problem associated with relays in feedback control systems is the determination
of limit cycle frequencies and their amplititudes. Such work has provided the
motivation for extending the use of relay auto-tuning to multi-input multi-output
(MIMO) plants.
13
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When the relay technique is extended to a MIMO system, the information
derived is more complicated than the SISO case.
Due to the coupling between loops in a multivariable system, different modes
of limit cycle oscillations are now possible. Each mode differs in frequency and
switching patterns in their steady state oscillations. There are altogether 3 possible
modes. In one of these modes, the design procedure may break down. In order to
understand this, the 3 possible modes are described in the following.
In the simplest case, referred to as Mode 1, all the relay outputs are square
waveforms of precisely one fundamental frequency but with possibly a relative
phase shift between one another. This mode can be expected to occur when the
coupling terms in the multivariable plant are strong. When a system exhibits
Mode 1 oscillations, design of the decentralized PI controller is straightforward.
The proportional gain is set much like the single loop case with the amplitude of
the oscillations in each loop determining the respective proportional gains. Since
only one frequency exists in the Mode 1 case, the setting of the integral time is the
same for all loops.
In Mode 2 systems, each relay output is unique and have different fundamental
frequencies in each loop. The individual loops thus behave like single loops, seem-
ingly not perturbed by the interaction signals. This mode is expected to occur
when the coupling terms in the multivariable plant are weak. The extreme situ-
ation is when the multivariable plant is entirely decoupled and thus behaves as a
collection of SISO loops each oscillating with its own distinct frequency. In this
case, the setting of both the proportional gain and the integral time are exactly
like the single loop case.
Mode 3 is the most general case, giving rise to complex oscillations in at least
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one of the the loops. In this case, the plant outputs exhibit oscillations which
still retain some form of periodicity but at the output of the relays, they take
the form of multiple switches within one period of the fundamental oscillation.
This mode arises when the interactions are moderate. The resulting signal at the
outputs of the relays are series of switches which do not have a fixed 50% duty
cycle at steady state. Hence this signal does not have a single dominant frequency
but instead can have several frequencies which are significant. The choice of the
relevant frequencies to set the PI parameters are thus unclear. In much of the
existing research work, this mode is avoided by re-adjusting the relay amplitudes




















Figure 2.1: Multi-loop relay configuration for a 2-by-2 plant.
This chapter re-examines a Mode 3 two-input two-output multivariable system
under multi-loop relay feedback control configured as in Figure 2.1. The idea
is to consider if it is possible to determine the relay settings such that Mode 1
behaviour can be attained without any iterations or trial and error. Based on
the work in (Loh and Vasnani, 1994b), the necessary conditions for the different
modes of oscillations are analysed. By changing the relay settings, it is possible to
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ensure that the necessary conditions for Mode 1 are satisfied even when the original
system with identical relays in both loops exhibited Mode 3 oscillations. This is
desirable because when Mode 1 exists, controller tuning becomes straightforward.
This is the main contribution of this chapter.
The chapter is organized as follows. For the sake of clarity and completeness,
the necessary conditions for Modes 1, 2 and 3 are re-visited in Section 2.2. Some
simulations are also shown to illustrate the 3 modes. In Section 2.3, the relay
settings necessary for altering the modes from 3 to 1 are derived. Two frequencies
where Mode 1 oscillations are possible are considered. The minimum and maximum
relay settings required for these two different frequencies are derived. In Section
2.4, some simulation studies are shown to demonstrate the accuracy of our results.
Finally, conclusions on the results obtained in this chapter are summarised in
Section 2.5.
2.2 Oscillation Conditions
As discussed earlier, there are three possible modes of oscillation when a multivari-
able system is placed under relay feedback control. In this section, the necessary
conditions which each mode satisfies will be re-examined. These conditions will be
used in Section 2.3 to derive the relay settings to satisfy the necessary conditions for
Mode 1. In order to analyse how transition in modes can take place, it is necessary
to re-examine the conditions which are satisfied in each mode. These conditions
were derived several years ago in Vasnani(1994). They will be re-produced here
for completeness as well as to facilitate this analysis.
The assumptions on the oscillations are as follows. Let the total number of
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switches at the relay output of the ith loop be si in one fundamental period,
T , (corresponding to a fundamental frequency of ω) of the oscillations. Let the
corresponding times where the switchings occur be t1, t2, . . ., tsi . For example, in
Mode 1 oscillations, the relay output in the ith loop has square waveforms with
50% duty cycle and period T , then si = 2. In the case of Mode 3 oscillations,
the output of the relay at the ith loop also exhibits a definite repetitive pattern of
switchings where each repetition has a period of T seconds. However, within each
repetition, there are si > 2 switches, unlike the Mode 1 case.
Specifically, for Mode 1 oscillations, in steady state, it is possible to re-calibrate
the time scale by choosing t′ = 0 to correspond to any arbitrary switch of the relay
in real time, at t = t1 say. Following this, we may consider the first switch to
take place at time t′ = T/2 corresponding to real time t = t1 + T/2 seconds.
The second switch thus occurs at time t′ = T or t = t2 = t1 + T seconds. For
Mode 3 oscillations, t′ = 0 may also be taken at any arbitrary switch point of the
relay, t = t1 say. However, the next switch does not occur at t1 + T/2 because
the switching patterns do not have a duty cycle of 50%. This re-calibration of the
time scale greatly simplifies the steady state analysis. From here onwards, the time
scale is based on this re-scaled time, and not on the absolute real times.
First, the conditions for Mode 3 oscillations will be presented since this is the
most general behaviour for which Mode 2 and Mode 1 are special cases. The
Fourier expansions of a general periodic switching waveform in the relay output of






where Cki are the Fourier coefficients associated with the ith relay output signal















(−1)p+1tp} − 1 (2.3)
where di is the relay amplitude of loop i.
Using only this signal as the ith input to the multivariable plant G(s), the
following result applies for Mode 3 oscillations.
Proposition 2.1. For an n-by-n system as shown in Figure 2.1, the following



















































 (−1)p < 0 (2.5)
for i=1, . . ., n and p=1, 2, . . ., si and Re(.) and Im(.) denote the real and
imaginary parts of a complex quantity. gij denotes the ij
th elements in the transfer
function matrix, G(s).
Proof. In order for the relay to switch at t = tp, the signal x(t), at the input of
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each relay must satisfy the following necessary conditions:
xi(t
−








assuming that the switch at t = t1 switches from positive to negative. The subse-
quent switch at t = t2 goes from negative to positive and the switchings continue
to alternate indefinitely. The set of switching conditions (2.6) and (2.7) are derived
from geometric conditions to ensure switching at time tp. If there are si switchings
in one fundamental period, there will be 2si conditions to satisfy to maintain the
oscillations.
Based on the relay outputs, the ith output of the plant, G(s), is given by:









while the interacting terms from loop j to loop i may be written as:








] ∀i, j (2.9)
where φj is the phase of the jth relay output with respect to the ith relay output.



















] ∀i, j (2.11)
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Substituting (2.8)-(2.12) into (2.6) and (2.7), we arrive at the conditions for Mode
3 oscillations as in (2.4) and (2.5).





Corollary 2.1. For an n-by-n system as shown in Figure 2.1, the following condi-
























jkφj ] < 0 (2.14)
where i = 1, . . . , n, ω is the fundamental frequency of the Mode 1 oscillation and
φj is the phase shift between the relay outputs of loop j and loop i.
Proof. Recall that Mode 1 oscillations are square waves with exactly 50% duty
cycles or two switches in each period. Thus, for Mode 1 oscillations, Fourier co-
efficients, Cki, of the relay outputs are equal to
2
jkpi
, with k = odd integers and
C0 = 0. Accordingly, the switching conditions, (2.6) and (2.7), reduce to only 2
switches where t1 = T/2, t2 = T seconds. Equations (2.13) and (2.14) are derived
after appropriate substitution into (2.4) and (2.5).
For two input two output systems (TITO), in the general case where the relay
magnitudes are d1 and d2 respectively for loops 1 and 2, the equivalent conditions
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Finally, for oscillations in Mode 2, conditions (2.13) and (2.14) will apply with
different fundamental frequencies, ωi, in loop i respectively. Hence, we have,
Corollary 2.2. For an n-by-n system as shown in Figure 2.1, the following condi-






























pi+φj)] < 0 (2.18)
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2.3 Transition between modes
In many auto-tuning studies for TITO systems, researchers have invariably as-
sumed that Mode 1 or 2 oscillations exists when d1 = d2 and their PI designs
proceed exactly like in single loop systems. This approach is simplistic but yet
yields satisfactory results. The problem arises when Modes 1 or 2 oscillations do
not occur with the chosen relay settings. Then at least one of the relay settings
will need to be manually altered to attain one of these modes. This is necessary,
for otherwise, standard controller design cannot proceed with relative ease.
Quite often, the setting of the relays to achieve Mode 1 or 2 behaviour is based
on trial and error. This is possible because, by examining the conditions in (2.15)-
(2.16) and (2.19)-(2.20), one can see that for a given plant, G(s), there are some
degrees of freedom in the ratio of d1 and d2 for the appropriate conditions to be
satisfied. While these conditions may not always be sufficient for the desired modes
to be attained with new settings of the relays, it is one step in the right direction
to effecting the change in the mode.
In an n-input n-output system, it is possible that all n loops have different
self-oscillation frequencies, ω1, ω2, . . . , ωn, when each loop is controlled by relay
feedback one at a time. Thus, it can be expected that for Mode 1 behaviour
to exist when all loops are closed on relay feedback simultaneously, the Mode 1
frequency is close to one of these self-oscillating frequencies. Thus, in a TITO
system, the frequency of the Mode 1 oscillations may be either approximately ω1
or ω2.
Intuitively, the mechanism for this mode is closely related to the concept of
forced oscillation occurring in one loop. For instance, when Mode 1 patterns have
a frequency close to ω1, then loop 2 also limit cycles at this frequency even though
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its own self oscillation frequency is ω2. Loop 2 is now forced to oscillate at the
frequency of loop 1 and loop 1 is considered the driving loop. This characteristic
is similar to the forced oscillation phenomenon in single loop systems studied in
(Tsypkin, 1984). This idea is extensively exploited in this thesis for TITO systems.
Based on this intuition, when deriving d1 settings to satisfy Mode 1 conditions,
two possible frequencies, ω1 and ω2 are considered. Again, intuitively, when the
ratio d1/d2 is sufficiently low, it is possible that loop 2 will drive loop 1. On the
other hand, when d1/d2 is sufficiently high, loop 1 will drive loop 2 instead. In the
former scenario, Mode 1 oscillations will have a frequency around ω2 while in the
latter, the frequency is approximately ω1.
We now examine the requirements of the relay settings to cause a change in
conditions from Mode 3 to 1. We assume that the self-oscillating frequencies, ω1
and ω2 are known and ω2 < ω1. ω1 and ω2 are independent of d1 and d2 respectively
since they are the self-oscillation frequencies when each loop is closed one at a time.
We further assume that d2 = 1. Based on this set of parameters, the conditions on
d1 such that (2.15)-(2.16) are satisfied will now be considered.















































where ω ≈ ω1 or ω2 is the desired frequency of the Mode 1 oscillation, φ is the
unknown phase difference between the relay outputs of loop 1 and loop 2.
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= X ′(ω) + Z ′(ω, φ) (2.28)
Hence, from (2.21) and (2.22), the necessary conditions for Mode 1 to occur
can further be re-written as :
Loop 1: Im[Y (ω, φ)] = 0 Re[Y (ω, φ)] < 0 (2.29)
Loop 2: Im[Y ′(ω, φ)] = 0 Re[Y ′(ω, φ)] < 0 (2.30)
Since φ is unknown and (2.29) and (2.30) involve an unknown φ, a conservative
analysis of these equations require φ to vary between 0 and 2pi for any frequency ω.
Thus, graphically, at each ω, when φ changes from 0 to 2pi, Y (ω, φ) and Y ′(ω, φ) are
closed plots around X(ω) and X ′(ω) respectively. Figure 2.2 shows a typical plot
of Y (ω, φ) and Y ′(ω, φ). X(ω) and X ′(ω) are the familiar Tsypkin loci in single
loop systems. The closed plots, Y (ω, φ) and Y ′(ω, φ) are due to the uncertainties
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in the Tsypkin loci in each loop due to the interactions.
In the absence of interaction when each loop is closed independently, the fol-
lowing conditions are also satisfied:
Loop 1: Im[X(ω1)] = 0 Re[X(ω1)] < 0 (2.31)
Loop 2: Im[X ′(ω2)] = 0 Re[X
′(ω2)] < 0 (2.32)
for any d1 and d2 since ω1 and ω2 are the self oscillation frequencies of loops 1 and
2 respectively.












Figure 2.2: Graphical illustration of Equation X(ω), X ′(ω), Y (ω, φ) and Y ′(ω, φ).
If the desired Mode 1 frequency is either ω1 or ω2, then (2.29) and (2.30) imply
that the plots of Y (ω, φ) and Y ′(ω, φ) should intersect the negative real axis around
ω = ω1 or ω = ω2. In the following, (2.29) and (2.30) are considered for these two
possible frequencies of Mode 1 oscillations.
Case 1 : ω = ω2
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In this case, we assume that loop 2 self oscillates and at the same time drives
loop 1. When loop 2 self-oscillates with a frequency of ω2, (2.32) is satisfied. As
Y ′(ω2, φ) is a closed plot around the point X
′(ω2), there must exists some φ which
satisfy the necessary condition in (2.30) for any d1 > 0. This is easily seen in Figure
2.3 which shows that (2.32) is satisfied and Y ′(ω2, φ) is a plot around X
′(ω2) with
X ′(ω2) as the “center”. Hence (2.30) is satisfied for any d1, noting that d1 only
changes the size of Y ′(ω2, φ).
In loop 1, since ω2 is not the self oscillation frequency, Im[X(ω2)] 6= 0. Again,
Y (ω2, φ) is a closed plot around X(ω2), indicated as point M2 in Figure 2.3. If d1
decreases, point M2 will move to the point M
′
2, which is closer to the negative axis
as | ImX(ω2)| decreases with d1. At the same time, Y (ω2, φ) also moves likewise
but the shape and size of Y (ω2, φ) remains unchanged. Thus the plot of Y (ω2, φ)
also moves closer to the negative axis along with the movement of M2 to M
′
2. If
d1 is sufficiently small, Y (ω2, φ) will intersect the negative real axis and for some
d1, there exists at least one φ which makes Im[Y (ω2, φ)] = 0 and Re[Y (ω2, φ)] < 0,
thus satisfying (2.29).
Since φ is unknown, we require that for some φ,
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With this, the necessary condition in (2.29) can be satisfied at a point such as
N2 in Figure 2.3. It is thus possible to achieve Mode 1 oscillation at a frequency
of ω2 by ensuring that d1 ≤ dl with d2 = 1. Next, we consider Mode 1 oscillations
at the higher frequency of ω1.












Figure 2.3: Graphical illustration of (2.29) and (2.30) when d1 changes from 1 to
0.7912.
Case 2: ω = ω1
At loop 1’s self-oscillating frequency of ω1, from (2.31),
Im[X(ω1)] = 0 and Re[X(ω1)] < 0.
Although X(ω1) is a function of d1, the above two conditions are satisfied for
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any value of d1 > 0. With Y (ω1, φ) being a closed plot around the point X(ω1),
therefore there must exists some φ which satisfies the necessary condition in (2.29)
for any d1.
For loop 2, once again, Y ′(ω1, φ) is a closed plot around X
′(ω1), indicated as
the point M1 in Figure 2.4. If d1 is increased, point M1 does not move because
X ′(ω1) is independent of d1. However, the closed plot, Y
′(ω1, φ), expands. If d1 is
sufficiently large, then it is possible to find some φ which makes Im[Y ′(ω1, φ)] = 0
and Re[Y ′(ω1, φ)] < 0.
Similar to Case 1, we require























The necessary condition (2.30) can then be satisfied at point such as N1 in Figure
2.4.
From the above analysis, we find that there exists at least two frequencies, ω1
and ω2, which satisfy all necessary conditions for Mode 1 oscillation. It is thus
possible to alter the Mode from 3 to 1 such that the frequency of the resultant
Mode 1 oscillation is approximately that of any of the self-oscillation frequencies
of each loop.
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In conclusion, if d2 = 1, there exist dl and dh, whereby
(1) if d1 < dl, it is possible for Mode 1 oscillations to occur at the lower frequency.
(2) if d1 > dh, it is possible for Mode 1 oscillations to occur at the higher fre-
quency.












Figure 2.4: Graphical illustration of (2.29) and (2.30) when d1 changes from 1 to
4.7367.
2.4 Simulation results
In this section, some simulations are given to illustrate the results above. The














G(s) exhibits mode 3 oscillations when d1 = d2 = 1, Figure 2.5 shows both loops
oscillating with complex Mode 3 oscillations. For this plant, ω1 = 0.7983, ω2 =
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0.4139 rad/sec.


















Figure 2.5: Outputs of relay feedback control when d1 = 1, d2 = 1.
As G(s) is known, dl and dh are calculated as dl = 0.7912, dh = 4.7367. By
setting d1 = 0.7912, (2.29) and (2.30) are illustrated graphically in Figure 2.3.
When d1 = 4.7367, (2.29) and (2.30) are illustrated graphically in Figure 2.4.


















Figure 2.6: Outputs of relay feedback control when d1 = dl, d2 = 1.
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Relay feedback control was performed with d1 = dl, d2 = 1 and the oscillation
patterns are shown in Figure 2.6. It can be seen that Mode 1 oscillation with
frequency 0.4139 rad/s has been successfully achieved.















Figure 2.7: Outputs of relay feedback control when d1 = dh, d2 = 1.
In Figure 2.7, when d1 = 4.7367, d2 = 1 the plant still oscillates with Mode
3 oscillation. The self oscillation frequency is seen in loop 1 but in loop 2, more
complex switchings, characteristic of the Mode 3 kind, have occurred. This shows
that the relay setting based on the necessary conditions are insufficient to cause
Mode 1 behaviour.
2.5 Conclusion
The analysis in this Chapter shows that it is possible to alter the mode of oscil-
lations in a TITO system by altering the ratio, d1/d2, of the relay settings. This
was shown to be achievable using the necessary conditions for the oscillations. The
results are however not sufficient. It was also shown that it is possible for Mode 1
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oscillations to occur at the self oscillation frequency of any loop by appropriately
altering this ratio. This is because by viewing Mode 1 oscillation as due to forced
oscillations, the relay setting in any loop can be set such that it either drives the
other loop or it itself is the driven loop. In this way, Mode 1 oscillations can be
achieved at the frequency of the driving loop. This opens up another avenue for
exploring how the relay amplitudes can be set in TITO systems to achieve the
desired Mode 1 oscillations. By analyzing the driven loop as an externally forced
loop where the external forcing signal comes from the interaction due to the driving
loop, it is possible to determine under what conditions the driven loop will com-
pletely undergo forced oscillations with the resulting frequency of the oscillations
being the same as the external forcing signal. In this way, when these conditions
are satisfied, the result will be the driving loop indeed imposing its oscillations on
the driven loop. Therefore, in the context of a TITO system, Mode 1 oscillations
with the frequency of the driving loop can be successfully achieved. In order to
study this, the forced oscillation conditions in a single loop system will be discussed
in the next chapter.
Chapter 3
Necessary Conditions for Forced
Oscillations in SISO Systems
3.1 Introduction
The behaviour of a multivariable system under multi-loop relay feedback was pre-
sented in Chapter 2. It was shown that 3 modes of oscillations are possible when
the plant is under unity relay feedback control. The necessary conditions for these
oscillation modes were also presented. By examining the conditions for Mode 1
and 3 oscillations, it was deduced that it may be possible for Mode 3 to be changed
to Mode 1 by specifying a different relay amplitude for some of the loops. In this
way, the minimum and maximum relay amplitudes required were derived based on
these necessary conditions. Specifically, for a TITO system with ω1 > ω2, it was
shown that a minimum relay ratio, d1/d2 ≥ dh, had to be imposed for Mode 1
oscillations to take place at a higher frequency while a maximum ratio, d1/d2 ≤ dl,
exists for oscillations at a lower frequency. Unfortunately, these results are not
always sufficient to guarantee Mode 1 behaviour. This is because these conditions
are derived by examining the geometric requirements of the signals assuming that
33
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Mode 1 behaviour has been enforced.
In this chapter, Mode 1 behaviour is re-examined from the point of view of
forced oscillations (Tsypkin, 1984). The phenomenon of forced oscillations occur
when all signals in the loop take on the same frequency as the external forcing
signal. Mode 1 behaviour can be viewed as a result of the forced oscillation phe-
nomenon in the following sense. When the Mode 1 frequency is approximately ωi,
then the ith loop is considered the driving loop while the other loops are being
driven by the signals from loop i. In this respect, loop j, j 6= i, undergoes forced
oscillation due to the external interacting signal from loop i. Hence, the condi-
tions under which a TITO system will exhibit Mode 1 behaviour can be derived
by analyzing the conditions for forced oscillations in single loop systems.
Thus, in this chapter, the forced oscillation conditions for a SISO system are
revisited. In the SISO case, the necessary conditions examined in Chapter 2 are
analysed in the context of a single loop system being driven by an external sinu-
soidal signal. The minimum magnitude of the sinusoidal forcing signal required to
achieve forced oscillation in the loop is derived. An additional necessary condition
is proposed in order to achieve a tighter bound on the required minimum. A nu-
merical solution is used to solve for the minimum amplitude of the external forcing
signal under the conditions of necessity.
The chapter is organized as follows. Section 3.2 reviews the geometric con-
ditions for forced oscillations to occur in single loop systems. Section 3.3 gives
an analysis of the necessary conditions alone. It derives the lower bound for the
amplitude of the external forcing signal which is necessary for forced oscillations
to take place. Section 3.4 examines a more complete set of conditions which lead
to the solution of the minimum criterion on the external signal. Based on this,
the range of frequencies for which forced oscillations can occur, given an external
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forcing signal, is completely derived for a class of plants.
3.2 Necessary Conditions for Forced Oscillations
The concept of forced oscillation has been proposed by (Tsypkin, 1984). Basically,
it involves an external periodic signal driving a SISO system in a manner as shown
in Figure 3.1. If the magnitude of the external signal is large enough, the periodic
external action imposes its frequency on the closed loop system, damping out the
self-oscillations occurring in it. In this case the system synchronizes itself auto-
matically with the frequency of the external action, undergoing forced oscillation
mode whose frequency is equal to that of the external action.
Consider a SISO system with the forcing signal input in Figure 3.1. g(s) is
assumed to be a general linear time invariant system for which stable limit cycles





Figure 3.1: SISO plant under forced oscillation.
conditions are derived by assuming that steady state oscillations at frequency ωf
has occurred. Thus, the re-scaling of the time index also applies for this chapter.
Under this condition, x(t) satisfies the geometric conditions as follows
x(t−p ) = 0 (3.1)
dx(t−p )
dt
(−1)p+1 < 0 ∀ tp = pip
ωf
p = 0, 1, 2, . . . (3.2)
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where x(t) is the input at the relay and tp are the switching instants of the re-
lay. These conditions enforce switching at instants tp but does not consider the
behaviour of the signal in between two switching instants.
From observations of the geometric conditions, it is clear that a third condition
is also necessary to ensure that no switching occurs in between a pair of switching
instants, tp and tp+1. From the principles of the relay, x(t) must satisfy
x(t) > 0 t ∈ [tp, tp+1)
x(t) < 0 t ∈ [tp+1, tp+2)
∀p (3.3)
assuming that at tp, the relay switches from −d to +d.
Conditions (3.3) thus ensures that x(t) does not change sign in between two
switch points of the relay. Thus, it prevents additional switching of the relay
between any two switching points, tp and tp+1.
In Figure 3.1, let the external forcing signal, f(t) be
f(t) = R sin(ωf t+ θ)
where ωf is the frequency of the forcing signal and θ is the phase shift between
u(t) and f(t). Under steady state forced oscillation conditions, with the re-scaling
of the absolute times, u(t) is a square wave of magnitude d and frequency, ωf . The
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With the re-scaled time, the switching instant tp is re-scaled to t = 0 and thus




































Under steady state forced oscillation conditions, (3.8) and (3.9) essentially reduce








jkωf t] +R sin(ωf t+ θ) < 0, t ∈ [0, pi
ωf
]. (3.10)
It is intuitive that conditions for forced oscillations have to depend on the mag-
nitude, R, of the forcing signal, f(t). R must be greater than some minimum
Rmin where Rmin is the least R which satisfies conditions (3.6), (3.7) and (3.10).
If R < Rmin, only self oscillation will take place. Rmin is expected to be related to
the linear system g(s) in some way.
3.3 Analysis of Conditions (3.6) and (3.7)
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It follows from (3.4) and (3.5) that A = C(0), and B = C˙(0)
ωf
. A is thus the output
value of g(s) at the instant of the relay switch (in this case taken to correspond to
when relay switches from −d to +d) while ωfB is the corresponding derivative at
that time instant.
Equations (3.6), (3.7) and (3.10) can further be re-written as:
R sin θ = −A (3.13)
R cos θ < −B (3.14)
C(t) +R sin(ωf t+ θ) < 0, t ∈ [0, pi
ωf
]. (3.15)
Before considering all three conditions, it is easier to first analyse (3.13) and (3.14)
alone because they do not involve t. Since A and B may be positive or negative,
these two cases will be analysed separately.




A2 +B2, then (3.13) and (3.14) result in
R cos θ = −
√
R2 − A2 < −B.
On the contrary, if R ≤ √A2 +B2, we have
R cos θ = −
√
R2 − A2 ≥ −B,
which does not satisfy (3.14).
Thus to satisfy equations (3.13) and (3.14) simultaneously, we obtain that when
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B > 0, Rmin >
√
A2 +B2.
B < 0 : Equation (3.14) implies cos θ may be negative or positive.
Suppose cos θ > 0. If R ≥ √A2 +B2, then R cos θ = √R2 − A2 ≥ |B| = −B,





A2 +B2, R cos θ =
√
R2 − A2 < −B, it is possible that (3.14) can be
satisfied. However, this condition implies that an upper bound exists on R which
cannot be possible because in the limit when R is large, f(t) becomes the driving
function for the closed loop system. Hence, we conclude that in this case, cos θ
cannot be positive.
Suppose next that cos θ < 0. Since B < 0, no matter how small R is, Equation
(3.14) is always satisfied. Thus, from (3.13) alone, then Rmin = |A| so that there
exists some R ≥ Rmin and θ for which (3.13) can be satisfied.
From the analysis thus far, we conclude that :
(1) a feasible θ exists in the 2nd or 3rd quadrant such that cos θ < 0.
(2) If B > 0, Rmin >
√
A2 +B2.
(3) If B < 0, Rmin = |A|.
Following the graphical illustration of the necessary conditions for Mode 1 os-














Y (ω, θ) = X(ω) +R cos θ + jR sin θ (3.17)
X(ω) is again the Tsypkin locus (Tsypkin, 1984) and A = Im[X(ωf )] and B =
Chapter 3. Necessary Conditions for Forced Oscillations in SISO Systems 40
Re[X(ωf )]. (A > 0, B > 0) corresponds to the first quadrant on the complex
plane. Likewise, (A > 0, B < 0), (A < 0, B < 0) and (A < 0, B > 0) refers
to the 2nd, 3rd and 4th quadrants respectively. The above analysis imply that
the minimum requirements for forced oscillations to take place differ depending
on where the frequency of interest lies on the Tsypkin locus with respect to the
complex plane.
In terms of Y (ω, θ), the two conditions in (3.13) and (3.14) become
Im[Y (ωf , θ)] = 0 (3.18)
Re[Y (ωf , θ)] < 0 (3.19)
where, for all θ ∈ [0, 2pi], Y (ωf , θ) maps out a circle of radius R centered at each
corresponding X(ωf ) on the complex plane. This is illustrated in Figure 3.2 for a





From Figure 3.2, in order to satisfy condition (3.19), the circle, Y (ωf , θ), should
intersect the negative real axis in at least one point. As B = Re[X(ωf )] can be
negative or positive, we conclude that:
When B = Re[X(ωf )] < 0, Rmin ≥ | Im[X(ωf )]| = |A|
When B = Re[X(ωf )] > 0, Rmin > |X(ωf )| =
√
A2 +B2.
This results imply that for higher frequencies corresponding to the right half
plane, the minimum amplitude required is higher than for those frequencies which
lie on the left half plane. The conclusions derived from graphical considerations
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Figure 3.2: Graph of x(ω) from ω = 0.6 : 0.2 : 3 rad/s.
are also consistent with those obtained analytically in the conclusions (2) and
(3) above. This is also the same result shown in (Tsypkin, 1984) except that in
(Tsypkin, 1984), the results were given only for B < 0.
Some simulations will now be shown to verify this analysis. The results are
demonstrated for the plant in (3.20) at various frequencies of forced oscillations.
These frequencies are chosen in all four quadrants of the complex plane. The Tsyp-
kin loci along with the minimum R for forced oscillations are plotted in Figure
3.3. The figure indicates the minimum amplitudes of the forcing signal required
to satisfy the two necessary conditions at four different frequencies. ωs denotes
the self-oscillation frequency of g(s) under unity relay feedback control. The four
frequencies investigated are ωf = 0.6, 1.4, 1.8 and 2.8 rad/s with their correspond-
ing Rmin = |A| = 0.14 and 0.19 respectively for the first two frequencies and
Rmin =
√
A2 +B2 = 0.18 and 0.1 respectively for the last two frequencies.
Figures 3.4 and 3.5 show the results of the closed loop relay system being driven
by an external forcing signal of frequency ωf = 1.8 and 2.8 rad/s respectively. The
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Figure 3.3: Plots of X(ω) and Y (ω, θ) for different frequencies.
corresponding amplitudes of the forcing signals are 0.18 and 0.1 respectively, these
quantities being derived from R =
√
A2 +B2. In these two cases, forced oscillation
did not take place as can be seen from these figures. The actual oscillations have
frequencies 0.6 and 0.93 rad/s instead of 1.8 rad/s and 2.8 rad/s. These simulations
indicate that Rmin indeed has to be larger than
√
A2 +B2.
In the case when B < 0, forced oscillations were easily obtained by setting
R = |A|. These can be seen in Figure 3.6. Figures 3.6(a) and (c) show oscillations
of frequencies 0.6 rad/s and 1.4 rad/s established by a forcing signal amplitude of
R = |A| = 0.14 and 0.19 respectively. Figures 3.6(b) and (d) show oscillations of
frequencies 1.8 rad/s and 2.8 rad/s respectively when R = 0.4 >
√
A2 +B2 was
used in both cases.
The above simulations clearly show that the use of the necessary conditions
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Figure 3.4: No forced oscillation with frequency 1.8 rad/s when R =
√
A2 +B2.







Figure 3.5: No forced oscillation with frequency 2.8 rad/s when R =
√
A2 +B2.
alone in setting the amplitude of the forcing signal do not guarantee that forced
oscillations will be successful. In the following section, (3.10) is used to obtain
better and more accurate bounds for Rmin.
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Figure 3.6: Forced oscillations with different frequencies of oscillations.
3.4 Analysis of (3.10)
In this section, the additional constraint in (3.15) is analysed to determine tighter
bounds on R. Recall that (3.15) is given by
C(t) +R sin(ωf t+ θ) = C(t) +R cos θ sin(ωf t) +R sin θ cos(ωf t)
< 0, t ∈ (0, pi
ωf
) (3.21)
Under forced oscillation conditions, C(t) is the response of the linear system
to a square wave signal of frequency ωf . Thus C(t) cannot be generalized, except
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for very specific classes of plants. Suppose that this class of plants has transfer





The differential equation governing the process output, C(t) is
TC˙ + C = Ku(t− L). (3.23)
As u(t) is a periodic signal with frequency ωf , the accurate expression of C(t)
may be written in terms of T , L and ωf . Two cases of ωf corresponding to (1)
L < Tf/2 or Tf > 2L and (2) Tf/2 < L < Tf or L < Tf < 2L will be analysed.
Higher intervals of ωf will not be considered in this chapter. Once again, all time
intervals are not absolute but taken to be from the instant of a relay switch from
-1 to 1, assuming d = 1.
3.4.1 Case of frequencies satisfying L <
Tf
2
• t ∈ (0, L)
Due to the time delay, L, the output of the process in this time segment is
a response to the relay output from t=-L to 0. Since t=0 was chosen to be
the point where relay output switches from -1 to 1, u(t− L) = −1 in (3.23).
Using initial condition, C(0) = A, and u(t− L) = −1 in (3.23), we get
C1(t) = (A+K)e
− t
T −K, t ∈ (0, L)
• t ∈ (L, Tf
2
)
In this interval, u(t − L) = 1. Substituting u(t − L) = 1 into (3.23), and









T +K, t ∈ (L, Tf
2
)
Making use of continuity, C1(L) = C2(L), we have








C1(t) = −K + (A+K)e− tT t ∈ (0, L)









C2(t) = K + (A+K)e
− t
T − 2Ke− t−LT t ∈ (L, Tf
2
)






















Under self oscillating conditions, it can be deduced from (3.13) that without
any external forcing signal, A = 0. Substituting into (3.24) we get Tf = Ts where
Ts = 2T ln(2e
L
T − 1) (3.28)
which gives the expression of the self-oscillating period in terms of the plant pa-
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It is clear that (a) A < 0 if Ts < Tf and (b) A > 0 if Ts > Tf where Ts is the
self-oscillating period of g(s).
The maximum value of C(t) can also be obtained as:







Cmax > |A| but Cmax = |A| only when L = Tf2 . These conditions only hold for
plants in (3.22).

























C(t) +R sin(ωf t+ θ) < 0 t ∈ (0, Tf
2
), (3.32)
which is still difficult to analyse analytically given the expression of C(t) in (3.31).
However, some results on the minimum R that satisfies (3.32) are still obtainable
numerically. This will be shown as follows.
In the following analysis, the range of ωf for which forced oscillation can take
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place with a minimum R = |A| will be considered. From (3.13), when R = |A|,
since θ has to be in the 2nd or 3rd quadrant,





f(t) = |A| sin(ωf t+ θ) = −A cos(ωf t).
(3.32) can then be re-written as
F ′(t) = C(t)− A cos(ωf t) < 0, t ∈ (0, Tf
2
) (3.33)



















T − A cos(ωf t) t ∈ (L, Tf2 ).
Notice that F ′(0) = F ′(
Tf
2
) = 0, which satisfies the switching criteria for the relay





















where γ = ln(2eL/T − 1) is only a function of L/T and 0 ≤ ωf t ≤ pi for t ∈ [0, Tf2 ].
In terms of these quantities, A in (3.24), which is a function of K, L/T and Tf
can now be re-written as
A = −K + 2Ke
L/T
eαγ + 1
A is now only a function of K, α and L/T .
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Likewise, re-writing F ′(t) in terms of t, K, α and L/T , we have
F (α, t;L/T,K)
4





e−αγωf t/pi − A cosωf t t ∈ (0, L)
K − 2KeL/T eαγ
eαγ+1
e−αγωf t/pi − A cosωf t t ∈ (L, Tf/2)
(3.34)
Condition (3.33) thus becomes
F (α, t;L/T,K) < 0 t ∈ (0, Tf
2
). (3.35)
We now seek to determine the range of values of α ∈ [αl, αh] for which R = |A|
satisfies (3.35) for a given L/T and K. This same range of α holds for all plants
in (3.22) with the same L/T ratio and K. (3.35) therefore provides a complete
characterization of α for all plants in (3.22). In fact the role of K is less important
here since K is a common factor in the equations in (3.34). Specifically, if (3.34)
holds for K = 1, then it also holds for K 6= 1 as long as K > 0. Thus if the
analysis is carried out for K = 1, then the results for the range of α values remain
unchanged if R = |A| is scaled appropriately when K 6= 1.
The results for two cases, corresponding to two ranges of frequencies determined
by (i) Tf > Ts and (ii) Tf < Ts, are considered.
Case (i) : Tf > Ts corresponding to α > 1 and A < 0 in (3.24) and B < 0 in
(3.27).
Differentiating F (α, t;L/T,K) with respect to t and dropping its dependence

























T + Aωf sin(ωf t) t ∈ (L, Tf2 ).
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Since A < 0 and L <
Tf
2
, for t ∈ (0, L), ωf t < pi, sin(ωf t) > 0. Thus
∂F
∂t
(α, t) < 0 for all t ∈ [0, L) and we get
F (α,L) < F (α, t) < F (α, 0) = 0
Thus (3.34) is satisfied for any t ∈ (0, L).
For t ∈ (L, Tf
2
), (3.35) may not be satisfied for all α > 1. However, the largest α,
denoted as αh, for which (3.35) can be satisfied may be determined by a numerical
search. The search involves finding the largest value of α for which
max
t∈(L,Tf/2)
F (α, t) = 0.
The search result then defines the range α ∈ (1, αh), for which R = |A| will
result in forced oscillations of frequencies in the corresponding range of ωf ∈
[ωs/αh, ωs]. The upper curve of Figure 3.7 shows αh for values of L/T from 0.1 to
10.
For the range of frequencies that are higher than ωs, we consider the second
case as follows.
Case (ii): Tf < Ts corresponding to α < 1 and A > 0 in (3.24) and B < 0 in (3.27).








) > F (α, t) > F (α,L). As F (α,
Tf
2
) = 0, F (α, t) < 0 or equivalently (3.35)
is satisfied in this time interval.
For t ∈ (0, L), the lowest α, αl, can be solved by once again searching for the
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Figure 3.7: Forced oscillations with different frequencies of oscillations.
lowest α = αl which satisfies
max
t∈(0,L)
F (α, t) = 0.
This then defines the lower limit for α ∈ [αl, 1] for which forced oscillations are
possible with R = |A| and this range corresponds to the frequency range of ωf ∈
[ωs, ωs/αl]. A plot of αl is shown in the lower curve in Figure 3.7 for different
values of L/T .
In conclusion, the results so far show that when R = |A|, forced oscillations
can be achieved for a range of α ∈ [αl, αh]. For plants with the same, L/T , this
interval of α is the same and independent of K but the actual frequencies of forced
oscillations are different because α = Tf/Ts. Some simulation results are now given
to illustrate this.
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, L/T = 0.51, Ts = 1.6922s.
For this plant, αl = 0.6236 and αh = 2.594. Hence the lowest possible period
of oscillation corresponding to αl will be Tf,l = 1.0553s and the largest period
of oscillation will be Tf,h = 4.3897s. The corresponding |A| is 0.2359 and 0.0662
respectively. With f(t) = |A| sin(ωf t±0.5pi), c(t) and u(t) are shown in Figure 3.8.
Figure 3.8(a) shows forced oscillation at the higher frequency while Figure 3.8(b)
shows oscillation at the lower frequency.


























Figure 3.8: SISO system under forced oscillation with period Tf = αlTs, αhTs.
Additional simulations results (not shown in this thesis) show that for all plants
in (3.22), forced oscillation can be achieved for α ∈ [αl, αh] with R = |A|.
In the next section, we consider the second case where
Tf
2
< L < Tf .
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3.4.2 Case of frequencies satisfying
Tf
2 < L < Tf
The computation of C(t), A and B follows the same way as the case for lower
frequencies satisfying L < Tf/2. Similar to Section 3.4.1, we get:
• t ∈ (0, L− Tf
2
), u(t− L) = 1.
Substituting C(0) = A and u(t− L) = 1 into (3.23), we get:
C1(t) = K + (A−K)e− tT
• t ∈ (L− Tf
2




) = −A and u(t− L) = −1 into equation (3.23), we get:





• t ∈ (L, Tf ), u(t− L) = 1.
Substituting C(Tf ) = A and u(t− L) = 1 into (3.23), we get:





As C1(L− Tf2 ) = C2(L−
Tf
2
) and C2(L) = C3(L), we get:
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For forced oscillations, the necessary condition in (3.32) remains the same.
The minimum R = Rmin for which an external forcing signal with frequency ωf
satisfies (3.32) can be determined numerically. However, it turns out that although
R satisfies (3.32), it was never sufficient to achieve forced oscillations in all our
simulations. This was a peculiar result which is not easily understandable at this
stage and can only be attributed to the fact that condition (3.32) is only necessary.
Nevertheless, a simulation result is given to illustrate this.




, L/T = 0.5.




< L < Tf , we require L < Tf < 2L = 60s. Thus, we choose
α = 0.4208 which results in Tf = 42s. By solving for the Rmin that satisfies (3.32)
for this Tf , we obtain Rmin = 2.1268.
Closed loop relay feedback in the configuration of Figure 3.1 with f(t) =
Rmin sinωf t was performed and the results are shown in Figure 3.9.















Figure 3.9: SISO system output with external signal input.
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It is clear from Figure 3.9 that forced oscillation was not successful as the period
of the output is 126.05s, which is approximately three times of Tf . In other words,
the resulting oscillations has a frequency which is 3 times lower than the external
signal.
This example shows that equations (3.13)-(3.15) do not lead to sufficiently tight
bounds for R to ensure forced oscillations for this case where the forcing frequency
is relatively higher than the previous case. Additional work has to be done to
obtain better bounds for R.
3.5 Conclusion
In this chapter, three necessary conditions were considered. Two of these which
were used in Chapter 2 were derived by Tsypkin in (Tsypkin, 1984) while an extra
condition was proposed to provide tighter bounds for the condition on R. Simu-
lations showed that, not surprisingly, these 3 conditions were not always sufficient
to ensure forced oscillation, especially for relatively higher frequencies of ωf corre-
sponding to B > 0. Two cases were discussed in detail.
Case 1: B < 0, for FOPDT system with L <
Tf
2
. In this case, the three
equations were used to solve for a tight bound on Rmin. By numerically solving
for the Rmin, it was found that this Rmin appears to be sufficient to enforce forced
oscillations for a wide class of FOPDT plants with different L/T . This was verified
by simulations. Furthermore, by making R = |A|, for a plant with fixed L/T , the
minimum and maximum forced oscillation frequency was also derived. This range
of frequency was parameterized by αl, αh and Ts.
Case 2: B > 0, for FOPDT system with L ∈ (Tf
2
, Tf ). Following the same
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analysis as in Case 1, tight bounds for R were difficult to obtain. The 3 necessary
equations generally did not lead to meaningful values of R which will ensure forced
oscillations in the simulations.
Chapter 4
Super Condition for Forced
Oscillations
4.1 Introduction
The necessary conditions for forced oscillations were presented in Chapter 3. In
that chapter, the analysis was based on steady state considerations assuming that
forced oscillations have already taken place. In that case, the relay output is a
periodic square wave with the frequency equal to the frequency of the external
signal. Based on this, the expression of C(t) was derived and all the analysis was
based on this expression. The results of Chapter 3 were somewhat deficient on two
counts. Firstly, it failed to conclusively give a tight bound for Rmin to ensure forced
oscillations in some cases due to the lack of sufficiency of these conditions. Secondly,
because the analysis was based strictly on periodic square waves of frequency equal
to that of the external signal, it failed to provide a complete analysis on other
oscillation patterns that may be possible. It merely considered the case where the
forced oscillation frequency corresponded exactly to the external forcing frequency.
57
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It is well known that, even in single loops, a periodic external action does not
only induce a single mode of operation but instead, there can be three possible
modes. (1) The first is called the beating mode, where forced oscillation at the
frequency of the external signal does not take place but instead a composite signal
is present. This signal contains both the self-oscillation frequency and the external
signal frequency and in general may not be periodic. (2) The second is the forced
oscillation mode where the frequency of oscillation is exactly equal to the external
forcing signal. (3) The third possibility is the existence of subharmonic forced
oscillation with the frequency equal to 1/ν ωf , where ν = 3, 5, ..., and ωf is the
frequency of the external forcing signal, (Tsypkin, 1984). This mode was seen in
Example 3.2, where the forcing signal has a period of 42s and the actual oscillation
has a period of 126s.
With all three possibilities in mind, the analysis presented in Chapter 3 is
insufficient to completely characterise the oscillation behaviour in an externally
driven single loop system. This is because the previous analysis relied heavily on
the expression of C(t) which was written for a scenario where forced oscillation of
the second mode has taken place. Hence C(t) was written strictly as the output
of the linear system when the input was assumed to be a square wave of frequency
ωf . The results in Chapter 3 did not allow for the possibility of the other two
modes.
In this chapter, an entirely new approach is taken to analyse the existence
of the 3 modes mentioned above. No assumptions on any mode are made at
the outset. The only assumption made is that some steady state limit cycling
takes place and there exists a sequence of relay switchings at unknown switching
times t1, t2, . . . , tk, . . .. tk is defined to be a switching time if the relay output is
discontinuous at tk. The response, C(t), of the linear system is then written in
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terms of this general relay output. C(t), therefore, completely characterises the
transient and steady state behaviour of the closed loop system. Based on C(t),
necessary and sufficient conditions for forced oscillations of the kind in (2) and
(3) are derived and the existence of subharmonic oscillations are also explored.
For example, it is shown that, for certain frequency ranges of the external signal,
subharmonic oscillations of frequency ωf/3 cannot exists. Simulation examples are
used to verify the analytical results.
The rest of this chapter is organized as follows. The transient process is analysed
in Section 4.2. A single super condition for forced oscillations in general systems
is given in Section 4.3. This super condition is analysed explicitly for first order
plus dead time (FOPDT) systems in Section 4.4. This is followed by Section 4.4.1
where the minimum amplitude, Rmin, of the external forcing signal is determined
to enforce forced oscillations. Simulation results to verify Rmin are given in Section
4.4.2. In Section 4.4.3, the existence of subharmonic oscillations in FOPDT systems
are explored. Section 4.5 considers the existence of subharmonic oscillations when
the external forcing signal has a higher frequency. Discussion and conclusions are
given in Section 4.6 .
4.2 Transient Processes in Relay Systems





Forcing signal )sin()( tRtf f = 
Figure 4.1: SISO plant under forced oscillation.
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The basic assumption is that the linear system, g(s), is capable of sustaining
stable limit cycles, with frequency, ωs, under relay feedback control without the
external forcing signal. g(s) is assumed to be of order m ≥ 1.
As discussed earlier, when the system in the configuration of Figure 4.1 is
driven by an external forcing signal, one of 3 possible modes of oscillation may
take place. No assumption on any single mode is made and hence the frequency
of the output waveform of the relay is not known. By assuming that the relay
switches at arbitrary times, tk, k = 1, 2, 3, . . ., the exact expression of the plant
output, C(t), is then written. Based on this expression, necessary and sufficient
conditions for forced oscillations can be written and analysed. Further conclusions
on the existence of subharmonic oscillations can also be made.
Denoting t1, t2, . . . , tk, . . ., as switching times, where a discontinuity at
the relay output occurs, u(t) is a sequence of rectangular pulses that changes
amplitudes when x(t) changes sign. Hence,
u(t) = sign (x(0+))[us(t)− 2us(t− t1) + . . .+ 2(−1)kus(t− tk) + . . .]








1 t ≥ tk
0 t < tk
The term sign (x(0+)) serves only to ensure that the first relay switch is of the
correct sign based on the initial condition of x(t). It is of little significance to the
overall analysis.
Denoting the unit step response of the plant as h(t), by the superposition
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principle, we obtain:
C(t) = sign x(0+)[h(t)− 2h(t− t1) + . . .+ 2(−1)kh(t− tk) + . . .]








sign x(0+)h(t) t ∈ (0, t1)
sign x(0+)[h(t)− 2h(t− t1)] t ∈ (t1, t2)
...
...
sign x(0+)[h(t) + 2
∑i
k=1(−1)kh(t− tk)] t ∈ (ti, ti+1)
(4.3)
Expressions (4.1) and (4.2) determine both the transient and steady state processes
in the system and they are only related to the switching times and the step response
of the plant. They apply generally to all linear systems where h(t) is known. C(t)
can be easily constructed based on h(t).
In the following section, a single super condition which is both necessary and
sufficient, is proposed. This super condition will be shown to be equivalent to a set
of necessary and sufficient conditions involving C(t). This set of conditions also
includes the necessary conditions presented in Chapter 3 for the lower frequency
corresponding to L < Tf/2. This helps to explain why the results of Chapter 3
appear to be sufficient for this range of frequencies. For higher frequencies, a more
complete analysis is provided in Section 4.5.
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4.3 Super Condition For Forced Oscillations
In this section, only forced oscillations with ν = 1 will be considered. Subharmonic
oscillations with ν > 1 will be deferred to Sections 4.4.3 and 4.5 where external
forcing signals with relatively higher frequencies are discussed. With this in mind,
a super condition for forced oscillations with ν = 1 is now proposed using the
general switching times tk, introduced in Section 4.2.
It is clear that for any external forcing signal with frequency ωf , steady state
forced oscillations with ν = 1 occur if and only if
ti0+1 = ti0 +
Tf
2
, for any i0 >> 1. (4.4)
Equation (4.4) implies that after some large ti0 , switching occurs regularly at in-
tervals of Tf/2 for any and every i0. This is equivalent to the occurence of steady
state switching with a frequency of ωf . As long as switching times satisfy (4.4),
the outputs of the relay, u(t), will be a square wave of frequency ωf . Condition
(4.4) alone is thus necessary and sufficient for forced oscillations to take place at
ωf . This super condition therefore completely captures the requirements for forced
oscillations.
In (4.4), however, no requirements on the amplitude of the forcing signal, R,
has been imposed explicitly. But, it can be expected that
ti0+1 = ti0 +
Tf
2
⇔ R ≥ Rmin.
In other words, if R is sufficiently large, then (4.4) should be satisfied to admit
forced oscillations at frequency ωf . Conversely, if (4.4) is satisfied for some mini-
mum R, then Rmin can be determined. The relationship between (4.4) and signal
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levels in the relay feedback system is proposed in Proposition 4.1. But first, a
lemma on periodic signal is stated in Lemma 4.1.
Lemma 4.1. A signal, x(t), is periodic with frequency ω0, if and only if
x˙(p)(t) = −x˙(p)(t+ T0/2) p = 0, 1, 2, . . . ∀ t (4.5)
where T0 is the period of x(t) and x˙
(p)(t) denotes the pth derivative of x(t) with
respect to t.
Proof. A signal is periodic with frequency ω0 if and only if x(t) = x(t+T0) for all t.
By expanding x(t) in its Fourier Series, it is easy to see that (4.5) is satisfied.
Proposition 4.1. For the configuration in Figure 4.1 where g(s) is of order m,
steady state forced oscillations with periodic signals of frequency ωf will occur if
and only if, for any i0 >> 1,




y˙(p)(ti0+1) = −y˙(p)(ti0) p = 0, 1, 2, . . . , (m− 1). (4.7)
These two conditions are equivalent to the following conditions for any i0 >> 1,
(a) y˙(p)(ti0+1) = −y˙(p)(ti0), p = 1, 2, . . . , (m− 1).
(b) y(ti0+1) = y(ti0) = 0.
(c) y(t)(−1)i0+1 < 0, t ∈ (ti0 , ti0 + Tf/2).
where y(t) = C(t) + R sinωf t and C(t) is the response of the linear system, g(s),
to the switching signal, u(t), at the output of the relay.
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Proof. Conditions (4.6) and (4.7) follows immediately from Lemma 4.1. We now
show that these two conditions are equivalent to conditions (a), (b) and (c). That
(4.7) overlaps (a) for p ≥ 1 is obvious. The switching condition (4.6) implies that
y(ti0+1) = y(ti0) = 0. Conversely, under this condition, two switches at ti0 and
ti0+1 will also occur. From (4.1), (4.6) further implies that if i0 odd,
u(ti0 +∆t) = 1 ∆t ∈ (0, Tf/2).
Due to the negative feedback at the input of the relay, it follows that
y(ti0 +∆t) < 0 ∆t ∈ (0, Tf/2).
Likewise, if i0 is even, from (4.1),
u(ti0 +∆t) = −1 ∆t ∈ (0, Tf/2)
y(ti0 +∆t) > 0 ∆t ∈ (0, Tf/2).
The above conditions are thus equivalent to condition (c) for any i0.
Remark 1 : Conditions (b) and (c) are essentially equivalent to (4.6) alone because
(b) ensures that ti0 and ti0+1 are valid switch points while (c) prevents additional
switching in the interval (ti0 , ti0+Tf/2). Hence switching takes place at the required
interval. Condition (a) ensures periodicity.
Remark 2 : Condition (4.7) is stricter than the requirement that
dy(t−i0+1)
dt
(−1)i0 < 0 for every i0 (4.8)
which was used in Chapters 2 and 3 because (4.8) only ensures switching at every
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instant, ti0 , but does not guarantee that the overall steady state switching sig-
nals are periodic. In order to ensure that switching occurs with exactly the same
waveforms in every period, the sign requirement of the first derivative alone is
insufficient. Hence (4.8) alone is an incomplete necessary condition to guarantee
periodicity in the steady state analysis. For periodicity, (4.7) is necessary. Together
with (4.6), periodic switching is ensured.
The conditions in Proposition 4.1 will now be used to determine the existence
of forced oscillations for two classes of systems in this thesis. These are first and
second order linear systems with time delays with zero initial conditions. The
outputs of the relays can be written generally using (4.1) while the response from
g(s) can be written as in (4.3).
Recall that u(t) is given by









0 t ∈ [0, L)
−h(t) t ∈ [L, t1 + L)
−h(t) + 2h(t− t1) t ∈ [t1 + L, t2 + L]
−h(t)− 2∑ik=1(−1)kh(t− tk) t ∈ [ti + L, ti+1 + L).
(4.10)
By assuming x(0) = 0, it is possible to write the switching times, tk, clearly with
respect to L. If non-zero initial conditions are allowed, the analysis is more com-
plicated because of the possibility of non-unique solutions. The exact expression
of C(t) also depends on the frequency range taken with respect to the delay L. For
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instance, when L < Tf/2, the switching times satisfy
ti−1 + L ≤ ti ≤ ti + L
and the relay outputs, u(t), is as shown in Figure 4.2 and the corresponding C(t)




≤ L ≤ (n+ 1)Tf
2
n = 1, 2 . . . , (4.11)
the switching times satisfy
ti−(n+1) + L ≤ ti ≤ ti−n + L. (4.12)




0 t ∈ [0, L)
−h(t) t ∈ [L, t1 + L)




(−1)kh(t− tk) t ∈ [ti−(n+1) + L, ti−n + L).
(4.13)
As an illustration, for n = 0 and n = 1, the switching waveforms of the relay are
shown in Figures 4.2 and 4.3 respectively. These switching waveforms determine
the exact expression of C(t) that will be used in the analysis later on. It further
affects the existence of the different subharmonic oscillations that are possible.
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ti ti+1 ti+2 ti+3 
ti+L 
ti+1+L ti−1+L ti+2+L 
Figure 4.2: Switching patterns for the case when n = 0 or Tf > 2L.








ti−1 ti−2 ti+1 
ti−3+L ti−2+L ti−1+L ti+L 
Figure 4.3: Switching patterns for the case when n = 1 or L ≤ Tf ≤ 2L.
4.4 Super Condition for FOPDT Systems when
n = 0
In this section, Proposition 4.1 is used to establish the complete switching charac-





where K is the static gain, T is the time constant and L is the time delay. This
class of plants undergoes stable limit cycling even in the absence of the external
forcing signal, f(t). The minimum magnitude, Rmin, of the external forcing signal
will also be derived.
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For L and Tf satisfying (4.11) with n = 0, and some i0 >> 1, i0 odd, we have
C(ti0) = −C0 − 2
i0−1∑
k=1
(−1)kh(ti0 − tk) ti0 ∈ [ti0−1 + L, ti0 + L) (4.15)
while for L and Tf satisfying (4.11) for general n, we have
C(ti0) = −C0 − 2
i0−n−1∑
k=1
(−1)kh(ti0 − tk) ti0 ∈ [ti0−n−1 + L, ti0−n + L) (4.16)
where C0 is the steady state value of h(t). Similar equations can also be written
for C(ti0+1) and C(ti0+2). The difference between (4.15) and (4.16) is in the index
of the summation which is due to the switching times satisfying different criterion
in (4.12) for different n. In Section 4.5, when higher frequencies satisfying n ≥ 1
in (4.11) are considered, (4.16) will be used in place of (4.15).
We now show that for the class of plants in (4.14) with L and Tf satisfying
(4.11) with n = 0, (4.6) and (4.7) in Proposition 4.1 need not be satisfied for all i0.
We show that if there exists one pair of switching times, ti0+1 and ti0 which satisfy
these conditions, then forced oscillations are indeed possible for the class of plants
in (4.14). In other cases where n > 0, the conditions of Proposition 4.1 have to be
satisfied for more than one pair of switching times. The simpler case of n = 0 is
shown in the following whereas the general case of n > 0 will be shown in Section
4.5.
Suppose it is assumed that two pairs of switches occur such that








where Tu is unknown. Then the switching condition, y(ti0) = y(ti0+1) = y(ti0+2) =
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0 implies that
C(ti0) +R sin(ωf ti0) = 0. (4.19)
C(ti0+1)−R sin(ωf ti0) = 0 (4.20)
C(ti0+2)−R sin(ωf (ti0 +
Tu
2
)) = 0 (4.21)






) + C0 = 0 (4.22)






(−1)kh(ti0 − tk) (4.23)
and
C(ti0) = −C0 − 2Z i0−1ti0 . (4.24)
Obtaining R sin(ωf ti0) from (4.24) and (4.19) and substituting into (4.21), we have




























+ 2Z i0−1ti0+2 + 2 cos(ωf
Tu
2














+R cosωf ti0 sin(ωf
Tu
2
) = 0. (4.25)
By assuming that there exists a pair of switching times that are Tf/2 apart while the
subsequent switching interval is Tu/2 later, we arrived at (4.25). If Tu = Tf , then
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we conclude that a single pair of switchings satisfying (4.6) and (4.7) is sufficient
to induce the next switch which has an identical interval as the last. All signals
following this should be periodic as well. This result for FOPDT system is now
shown in the following proposition.
Proposition 4.2. In the configuration of Figure 4.1, for a plant in (4.14) with
f(t) = R sinωf t, where R is sufficiently large, forced oscillations with frequency
ωf exists with steady state periodic switching of the relay at frequency ωf if there
exists two switch points, ti0+1 and ti0 which satisfies
ti0+1 = ti0 + Tf/2
for some i0 >> 1. Furthermore, C(t) = C(t+ Tf ) for all t > ti0 .
Proof. The step response of a FOPDT system of the form in (4.14) is given by
h(t) = K(1− e− (t−L)T )





0 t ∈ [0, L)
−K(1− e− t−LT ) t ∈ [L, t1 + L)
−K
[
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For i0 odd, Z
i0−1
ti0





































2T Zi0−1ti0 . (4.29)





























With (4.30)-(4.32), C(ti0), C(ti0+1) and C(ti0+2) becomes












since C0 = K for the plant in (4.14). In fact, C(ti0) = A in Chapter 3. Hence,
C(ti0), C(ti0+1) and C(ti0+2) are only dependent on the plant parameters as well
as the switching intervals, Tf and Tu.
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Substituting (4.30) and (4.32) into (4.25), we arrive at









+ R sin(ωfTu/2) cosωf ti0 = 0. (4.36)
Since (4.36) is satisfied for any arbitrarily large R and ti0 , we now show that
Tu = Tf . Suppose (4.36) is also satisfied for R
′ > R with the corresponding
switching instants occurring at ti′0 instead of ti0 . Substituting these into (4.36),
and subtracting we arrive at
sinωfTu/2(R cosωf ti0 −R′ cosωf ti′0) = 0. (4.37)
From (4.19), we have
sinωf ti0 = −
C(ti0)
R








mpi + sin−1 |C(ti0)|/R or kpi − sin−1 |C(ti0)|/R C(ti0) < 0
mpi − sin−1 C(ti0)/R or kpi + sin−1 C(ti0)/R C(ti0) > 0
where m is even and k is odd. The same applies to the (.’) quantities. As C(ti0)
is only dependent on the plant parameters as shown in (4.33), C(ti0) = C(ti′0). It
follows that, for any C(ti0),
R cosωf ti0 = ±
√
R′2 − C2(ti0)
R′ cosωf ti′0 = ±
√
R′2 − C2(ti0)
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SinceR′ > R, the term in square bracket is non zero, and it follows that sinωfTu/2 =
0 which shows that Tu = νTf where ν is any integer. We next show that only ν = 1
is possible. Substituting Tu = νTf into (4.36), we have











Since (4.38) only holds for ν = 1, we conclude that Tu = Tf .
This result proves that as long as there exists two switching instants that satisfy
(4.6), then subsequent switchings also satisfy (4.6). This establishes the steady
state switching at a frequency of ωf .
We next show that C(t) is indeed periodic by proving that C(t) = C(t + Tf )
for all t > ti0 . It follows from (4.26) that
C(ti0 +4t) = C(ti0+2 +4t) =


−K + 2K eL/T
1+e
Tf /2T
e−4t/T 4t ∈ [0, L]
K − 2K eL/T eTf /2T
1+e
Tf /2T
e−4t/T 4t ∈ [L, Tf/2]
(4.39)
since ti0+2 = ti0 + Tf .
Remarks : There are two assumptions made in the above proof. First is the
assumption that when a sinusoidal signal of magnitude R causes forced oscillations,
another signal of the same frequency but with a larger amplitude is also able to
cause forced oscillations. Secondly, it is assumed that these two external signals
will cause forced oscillations with unique solutions. Hence the assumption that
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C(ti0) = C(ti′0). This assumption is reasonable if the same initial conditions are
imposed in both cases.
While Proposition 4.2 gives the condition for forced oscillations when R is
sufficiently large, Corollary 4.1 gives a result for R = 0. This result is applicable
only with the assumption that stable limit cycles are achievable when f(t) = 0.
Corollary 4.1. In the configuration of Figure 4.1, if R = 0, then the steady state
switching conditions satisfy
Tf = 2T loge(2e
L/T − 1) = Ts
where Ts is the self oscillating period when no external forcing signal is present.
Proof. It can be derived from (4.19) with R = 0 that
Tf = 2T loge(2e
L/T − 1) = Ts
where Ts is the self oscillating period when no external forcing signal is present.
Remarks : The expression for Ts is also the same result derived in Chapter 3.
This result is not new and has been given previously in (Wang et al., 1997b).
The next section investigates the magnitude requirement on R in order for
forced oscillations at any given frequency ωf to take place. Conditions (a), (b) and
(c) in Proposition 4.1 will be used to derive the required R for which steady state
switching of frequency ωf can occur.
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4.4.1 Minimum R for Forced Oscillation
Proposition 4.2 assumes that R is sufficiently large to cause a pair of switches
satisfying




and it was shown that for FOPDT systems, this was sufficient to ensure the next
switch at the correct interval. By recursion, therefore, forced oscillations at fre-
quency ωf was proven. However, no explicit condition on R was proposed to enforce
this switching sequence.
For FOPDT systems, conditions (b) and (c) in Proposition 4.1 will now be
used to determine the minimum R that will cause a pair of switching instant that
satisfies (4.40). Conditions (b) and (c) are equivalent to
C(t) + f(t) = 0 t = ti0 and ti0+1 (4.41)
C(t) + f(t) < 0 t ∈ (ti0 , ti0 + Tf/2) (4.42)
assuming some i0 odd. Any R and ti0which satisfies (4.41) and (4.42) should
ensure that (4.40) is satisfied for the given R. We now present a more concise set
of conditions for forced oscillation to occur in the configuration of Figure 4.1 for
FOPDT systems.
Proposition 4.3. In the configuration of Figure 4.1, for a given plant in (4.14) and
a general f(t) given by f(t) = R sin(ωf t), the following conditions are necessary
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and sufficient to achieve forced oscillations at a frequency of ωf :
−K + 2K e
L/T
1 + eTf/2T




e−t/T +R sin(ωf t+ φ) < 0 t ∈ (L, Tf/2) (4.44)
where φ = sin−1(|C(ti0)|/R).
Proof. : We prove this by showing that (4.43) and (4.44) are equivalent to (4.41)
and (4.42). Equation (4.41) implies that
ωf ti0 = sin
−1(−C(ti0)/R) = φ. (4.45)




−K + 2K eL/T
1+e
Tf /2T
e−4t/T 4t ∈ [0, L]
K − 2K eL/T eTf /2T
1+e
Tf /2T
e−4t/T 4t ∈ [L, Tf/2]
(4.46)
according to (4.39). Substituting (4.46) into (4.42), we get
−K + 2K eL/T
1+e
Tf /2T
e−4t/T +R sin(ωf ti0 + ωf4t) < 0 4t ∈ (0, L)
K − 2K eL/T eTf /2T
1+e
Tf /2T
e−4t/T +R sin(ωf ti0 + ωf4t) < 0 4t ∈ (L, Tf/2)
(4.47)
which leads to (4.43) and (4.44) respectively after substituting (4.45). (4.47) is
equivalent to (4.42). It can also be verified, by substituting 4t = 0 and 4t = Tf/2
into (4.47), that the switching condition in (4.41) is automatically satisfied at both
ti0 and ti0+1. Hence (4.43) and (4.44) are equivalent to (4.41) and (4.42).
Remarks : From (4.45), it can be deduced that the minimum value of R must
be bounded from below by |C(ti0)| in order to guarantee the existence of switch
points, ti0 . This result is the same as that in Chapter 3 since C(ti0) = A.
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In order to achieve forced oscillations at any particular ωf , (4.43) and (4.44)
have to be solved to determine the requiredR. For any forcing signal with frequency
ωf , the minimum required amplitude, Rmin occurs when the minimum value of R
satisfies both (4.43) and (4.44). This search for Rmin can be carried out numerically.
Intuitively, any R > Rmin should also cause forced oscillations to take place at the
same frequency. Likewise, for any given R, a range of ωf can be found from (4.43)
and (4.44) for which forced oscillations can occur. Corollary 4.2 gives the equivalent
conditions for finding the range of ωf which are possible for the special case where
R = |C(ti0)|. Since the existence of switch points at ti0 is only guaranteed when
R ≥ |C(ti0)|, this also implies that R = |C(ti0)| = Rmin for each ωf that satisfies
Corollary 4.2.
Corollary 4.2. For R = |C(ti0)|, the range of ωf at which forced oscillations will
take place satisfies the following equation:




e−t/T − cosωf t
)
< 0 t ∈ (0, L)




e−t/T eTf/2T + cosωf t
)
< 0 t ∈ (L, Tf/2)
(4.48)
where Ts is the self oscillating period given in Corollary 4.1.
Proof. In (4.43) and (4.44), substitute for 2eL/T by using its relationship with Ts
in Corollary 4.1. Then the result follows by observing that in this case,
φ = ±pi/2 depending on the sign of C(ti0).
Remarks : By numerically solving for the range of Tf which satisfies (4.48) for
plants whose L/T varies between 0.1 and 10, the results are exactly the same as
Figure 3.7 in Chapter 3. Recall that this figure shows the range of α for which
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forced oscillation is possible for this set of plants when R = |C(ti0)| = |A|. This is
not surprising because the conditions in (4.48) are exactly the same as (3.35).
It has been shown by simulations that for some frequencies outside (αl, αh) ,
R = |C(ti0)| does not work. Hence the numerical solution for Rmin has to be sought
using (4.43) and (4.44) for such frequencies. Figure 4.4 shows the minimum value
of R required for forced oscillations to occur at different Tf = αTs for a plant with
L/T = 0.5. This plot was obtained by numerically solving for the minimum R
which satisfies (4.43) and (4.44) at different α. The plot of C(ti0) is also given on
the same figure to show that above a certain αh = αh0, R = |C(ti0)| cannot achieve
any forced oscillations. As expected, below αh0, Rmin coincides with |C(ti0)|. Rmin
also appears to be linear with respect to α for α > αh0.

















Figure 4.4: Minimum R required for a range of α.
4.4.2 Simulation Results
In this section, several simulation studies demonstrate the results in Propositions
4.2 and 4.3. In all cases, the plant was placed in the configuration of Figure 4.1
and the external forcing signal, f(t) was applied with different values of R. The
switching instants, ti, were tracked and the switching intervals, Tu/2, between
consecutive switches were recorded. The simulations were performed in Matlab
and Simulink.
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and f(t) = R sin 0.5pit
where R = |C(ti0)| = 0.6069 and Tf = 4 sec. It can be seen from Figure 4.5 that
at the 8th and 9th switching instants, the first switching interval of 2 sec occurred.
Subsequently, all switches were exactly 2 sec apart. Figure 4.6 shows the resulting
signals for C(t) and u(t). C(t) is represented by the solid line while u(t) is indicated
by the dashed line. u(t) is indeed switching at every 2 sec.








Figure 4.5: Switching intervals for plant in Example 4.1.










Figure 4.6: Forced oscillations for plant in Example 4.1.




and R = |C(ti0)| = 0.9022 with Tf = 8 sec. Figure 4.7 shows the switching
intervals. It can be observed that in this case, the switching never attains a steady
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switching interval of Tf/2 = 4 sec. As expected, forced oscillations did not take
place as confirmed by Figure 4.8. This is an example where R = |C(ti0)| is not
sufficient to cause forced oscillation to occur.











Figure 4.7: Switching intervals for plant in Example 4.2, R = |C(ti0)|.










Figure 4.8: Complex oscillations for plant in Example 4.2.
R is now increased to 1.2|C(ti0)|. It can be seen from Figure 4.9 that forced
oscillation is attained after the 3rd switching instant. This is shown in Figure 4.10.
4.4.3 Existence of Subharmonic Forced Oscillations When
n = 0
In this section, the existence of subharmonic oscillations in FOPDT systems are
investigated. As discussed in earlier sections, two other kinds of oscillations are
possible, apart from forced oscillations which occur at exactly the frequency of the
Chapter 4. Super Condition for Forced Oscillations 81










Figure 4.9: Switching intervals for plant in Example 4.2, R = 1.2|C(ti0)|.










Figure 4.10: Forced oscillations for plant in Example 4.2 when R = 1.2|c(ti0 |.
external forcing signal. One of the two corresponds to when the external signal has
no influence at all on the oscillations in the loop and the frequency that exists is the
self-oscillation frequency of the system when placed under relay feedback control.
The other possibility is the existence of subharmonic oscillations with frequencies
ωf/ν, ν = 3, 5, 7, ... despite the external signal having a frequency of ωf . This
possibility was also alluded to in the proof for Proposition 4.2 and is the focus of
discussion in this section.
The conditions that determine which subharmonic frequency is possible, if at
all, depends on the magnitude of R in (4.43) and (4.44) in Proposition 4.3 with Tf
replaced by νTf but with the external frequency, ωf , remaining the same. Recalling
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(4.43) and (4.44), and replacing Tf by νTf , we have
−K + 2K e
L/T
1 + eνTf/2T




e−t/T +R sin(ωf t+ φ) < 0 t ∈ (L, νTf/2) (4.50)
where φ = sin−1(−C(ti0)/R). For each ν, if a R = Rν which satisfies (4.49) and
(4.50) exists, then it implies that subharmonics are possible with the corresponding
Rν . It turns out that for FOPDT systems, when the external forcing frequency
satisfies L < Tf/2, subharmonics cannot exists. This is deduced by showing that
for any ν = 3, 5, . . ., there does not exists a Rν which satisfies (4.50) for some t.
We show that (4.50) is violated at t = Tf for ν ≥ 3.




e−t/T + R sin(ωf t+ φ)








= K − 2Ke
L/T eνTf/2T
1 + eνTf/2T




































2T ) > 0
which violates (4.50) at t = Tf . Hence subharmonic oscillations with ν ≥ 3 odd
are not possible for any R in this case. Thus we conclude that for frequencies
satisfying L < Tf/2, subharmonics cannot exists in FOPDT systems. This is also
consistent with simulations.
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In the next section, we consider if subharmonics are possible when the external
forcing signal has a higher frequency which satisfies nTf/2 ≤ L ≤ (n+ 1)Tf/2, for
n = 1, 2, . . ..
4.5 Oscillations with Frequencies Satisfying nTf/2 <
L ≤ (n + 1)Tf/2.
So far, the results have only focused on frequencies that satisfy L < Tf/2 or
equivalently for n = 0 in (4.11). The case for higher frequencies corresponding to
n = 1 deserves some attention and some interesting results will be shown in this
section. In particular, it will be shown that a single pair of correct switching is not
sufficient for forced oscillations to take place at the frequency of the external forcing
signal. It appears that forced oscillations at a higher frequency are more difficult
to achieve. On the other hand, however, subharmonic oscillations are possible and
easily attainable. This result will be extended to n > 1. We start by examining
n = 1.
Case n = 1 For n = 1, the switch times satisfy (4.12) which leads to (4.16) and
thus C(ti0) is given by
C(ti0) = −C0 − 2
i0−2∑
k=1
(−1)kh(ti0 − tk), ti0 ∈ [ti0−2 + L, ti0−1 + L)
when i0 >> 1. Following the same analysis as in the case of n = 0, we assume that
ti0+1 = ti0 +
Tf
2
ti0+2 = ti0+1 +
Tu
2
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where Tu is unknown. Then the switching times satisfy exactly the same equations
















(1 + e−Tf/2T − e−
ti0
−ti0−1
T ) +R sin(ωfTu/2) cos(ωf ti0)






T ] = 0 (4.51)
According to (4.51), Tu = Tf if, in addition to ti0+1 = ti0 + Tf/2, we also have
ti0 = ti0−1 + Tf/2. This implies that in order for any switching interval to be
Tf/2, at least two other preceding switching intervals must also be Tf/2. Without
assuming ti0 = ti0−1 + Tf/2, it is not possible to conclude that Tu = Tf . By
extension of this argument, it seems impossible to get two pairs of consecutive
switches that are each exactly Tf/2 apart. This, however, does not preclude the
situation where Tu slowly converges to Tf and once this happens, the two switching
conditions will be satisfied and forced oscillations finally takes place. This is a
most interesting result and our simulations substantiate this as illustrated in the
following.
In Figure 4.11, a plant with K = 10, T = 2 and L = 1 was driven with
f(t) = R sin(ωf t) where R = 4 and Tf = 1.4. If forced oscillations are achieved,
switching should take place at every 0.7 sec intervals. The figure on the right
is a closed up view of the switching intervals and it can be observed that two
consecutive switchings that are identically 0.7 sec apart are not attainable after
50 switchings. Extensions of the time scale shows that some convergence to the
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switching is taking place.

















Figure 4.11: Forced oscillation for a plant with L = 1 and Tf = 1.4.
Another example is given in Figure 4.12 where K = T = L = 1 and R = 0.9
for Tf = 1.2. Although a switch with Tf/2 = 0.6 occurred at the 2nd switch, the
switching intervals oscillated around 0.6 sec and the second consecutive switch at
0.6 sec was difficult to attain.
















Figure 4.12: Forced oscillation for another plant with L = 1 and Tf = 1.2.
To investigate whether subharmonics with ν > 1 is possible, we consider (4.49)
and (4.50). These conditions are applicable even though they were derived for the
case of n = 0 because for ν > 1, the oscillation frequency satisfies L < Tf < T
′
f/2
where T ′f = νTf which is similar to the case when n = 0.
First, we show that, in this case, ν = 5 is not possible by evaluating (4.50) at
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e−t/T + R sin(ωf t+ φ)





































T ) > 0 (4.52)
Since the inequality in (4.52) holds for ν ≥ 5, we thus conclude that subharmonics
with ν ≥ 5 is not possible. The only possible subharmonic occurs when ν = 3.
Note that (4.52) cannot be used to investigate ν = 3 because for ν = 3, (4.50)
must be evaluated at t = Tf and not at t = 2Tf . Evaluating (4.50) at t = Tf
does not give a conclusive result. Thus the only conclusion is that subharmonic
at ν = 3 is possible. To find the minimum R that will cause this subharmonic
oscillations, (4.49) and (4.50) can be numerically solved to arrive at the result,
much like the forced oscillation analysis for n = 0. This is once again verified by
simulation results.
Figure 4.13 shows the results of subharmonic oscillations with ν = 3 for the
plant in the last example where L = T = 1. The external forcing signal has a period
of Tf = 1.2 sec but the resulting oscillations had a period of T
′
f = 3Tf . Hence
subharmonic switching took place at intervals of 1.8 sec with an Rmin = 0.2288.
As can be observed from this figure, the switching intervals converged after only 8
switches. Only one switch was required to induce the next and every subsequent
switch at the correct switching interval. Hence subharmonic oscillations with ν = 3
was as easily attainable as the case of ν = 1 for n = 0.
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Figure 4.13: Subharmonic switching for plant with L = 1 and Tf = 1.2.
In summary, for n = 1 when the external forcing frequency satisfies Tf/2 ≤
L ≤ Tf , forced oscillations with ν = 1 was difficult to achieve. On the other hand,
subharmonics with ν = 3 were easily attainable and the derivation for minimum
R proceeds the same way as for n = 0. All higher harmonics with ν ≥ 5 were not
possible. We now proceed to generalize for n > 1.
Case n > 1 In this case, the forcing frequencies satisfy nTf/2 ≤ L ≤ (n+ 1)Tf/2.
The analysis follows the previous cases. To test for subharmonics where ν >




e−t/T + R sin(ωf t+ φ)






































2T ) > 0
Thus subharmonics of ν > (2n + 1) are not possible. For ν < (2n + 1), it is
expected that oscillations are difficult to achieve and more switching pairs that
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satisfy ti0+1 = ti0 + Tf/2 are needed. On the other hand, subharmonics at ν =
(2n+ 1) are easily attainable.
4.6 Discussion and Conclusions
In this chapter, both transient and steady state processes have been presented
for the relay feedback system which is also driven externally by a sinusoid. The
main assumption is that the linear system in the relay feedback system admits
stable limit cycle solutions under this feedback configuration with zero initial con-
ditions. Necessary and sufficient conditions for forced oscillations to take place at
the frequency of the external frequency were proposed.
For FOPDT plants, when the time delay is less than half of the forcing period
(L < Tf/2), these necessary and sufficient conditions were used to solve for the
minimum amplitude, Rmin, of the external forcing signal such that forced oscilla-
tions at the frequency of the external signal can be attained. In this case, it was
found that as long as one pair of correct switching occurs, then all other switches
follow with exactly the same switching interval. In this way, forced oscillations
at the fundamental frequency was enforced. Subsequently, it was also shown that
subharmonic oscillations with ν = 3, 5, . . . was not possible.
For the case where Tf/2 < L < Tf , it was shown that forced oscillations
at the frequency of the external signal was more difficult to achieve. This was
because two consecutive switches at Tf/2 were required before subsequent switches
at the correct switching interval can be induced. On the other hand, subharmonic
oscillations at a frequency of ω′f = ω/3 were much easier to obtain, with the Rmin
easily obtainable as in the previous case with L < Tf/2. It can also be deduced
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that subharmonic oscillations with ν = 5, 7, . . . are also impossible to obtain.
By extension of the results, it follows that for more general frequencies satisfying
nTf/2 ≤ L ≤ (n + 1)Tf/2, where n ≥ 2, forced oscillations at the frequency of
the external signal is also difficult to attain. However, subharmonic oscillations at
frequencies of ν = (2n+ 1) can be easily obtained while higher values of ν will be
impossible to achieve.
Chapter 5
Forced Oscillations in Second
Order SISO Systems
Chapter 4 presents the forced oscillation behaviours that are possible in relay
feedback systems involving FOPDT plants. This was achieved by a steady state
analysis of the plant’s response to general switching signals. Then by using the
super condition, all possible oscillation behaviours were analysed. The minimum
magnitude, Rmin of the external forcing signal to achieve forced oscillations may
also be numerically obtained.
In this chapter, such results are extended to second order plus dead time
(SOPDT) systems. The treatment is very similar. However, SOPDT, in contrast
to FOPDT, systems are more complex to analyse because, firstly, their solutions
are dependent on their first derivatives. Secondly, their solution expressions are
dependent on the pole locations of the system corresponding to the different damp-
ing conditions that are possible. These damping conditions refer to the three cases
where the damping ratios are ζ > 1 for overdamped systems, ζ = 1 for critically
damped systems and ζ < 1 for overdamped systems. The C(t) expressions for each
of these cases are rather different.
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Recall from Proposition 4.1 of Chapter 4 that the necessary and sufficient con-
ditions require that, for all i0,
y(ti0) = y(ti0+1) = 0 (5.1)
y˙(p)(ti0) = −y˙(p)(ti0+1) p = 1, 2, . . . , (m− 1) (5.2)
y(t)(−1)i0+1 < 0 t ∈ (ti0 , ti0 + Tf/2) (5.3)
where m = 2 for SOPDT systems. (5.1) and (5.3) are equivalent to both




y˙(p)(ti0) = −y˙(p)(ti0+1) p = 1, 2, . . . , (m− 1). (5.5)
In Section 5.1, the necessary and sufficient conditions for overdamped systems
are given. In Sections 5.2 and 5.3, similar analyses are carried out for critically
damped and underdamped systems, respectively. Finally, discussions and conclu-




initial conditions are zero.
5.1 Overdamped Systems




s2 + 2ξωns+ ω2n
e−Ls, ξ > 1.
For this class of plants, with the assumption of zero initial conditions, the step
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e−s2(t−L) − e−s1(t−L)] t ≥ L (5.7)
where s1 = ωn(ξ +
√
ξ2 − 1), s2 = ωn(ξ −
√
ξ2 − 1) are the pole magnitudes of
g(s).





0 t ∈ [0, L)
−h(t) t ∈ [L, t1 + L)
−h(t) + 2h(t− t1) t ∈ [t1 + L, t2 + L]
−h(t)− 2∑ik=1(−1)kh(t− tk) t ∈ [ti + L, ti+1 + L).
(5.8)
where ti, i = 1, 2, ... corresponds to the unknown switching times of u(t).
At t = ti0 , for some i0 >> 1, i0 odd, we have
C(ti0) = −C0 − 2
i0−1∑
k=1


















(−1)k [e−s1(ti0−tk−L) − e−s2(ti0−tk−L)]
since C0 = 1 for g(s).
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Suppose it is assumed that ti0+1 = ti0 +
Tf
2

































e−s1(Tf/2−L)(Z1 − 1)− e−s2(Tf/2−L)(Z2 − L)
]
(5.12)









The necessary switching condition, y(ti0) = y(ti0+1) = 0 implies that C(ti0+1) =
−C(ti0), which further leads to the relationship
es1L
s1
[e−s1Tf/2(Z1 − 1) + Z1] = e
s2L
s2
[e−s2Tf/2(Z2 − 1) + Z2] (5.15)
Since (5.15) contains two unknowns, Z1 and Z2, a second equation can be obtained
using the first derivative of C(t) as follows.
C˙(ti0+1) = −C˙(ti0) (5.16)
which leads to
es1L[e−s1Tf/2(Z1 − 1) + Z1] = es2L[e−s2Tf/2(Z2 − 1) + Z2]. (5.17)
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Assuming that ti0+2 = ti0+1+
Tu
2
where Tu is unknown, the switching condition,
(5.1), implies that


















































Following the analysis in Chapter 4, since (5.20) has to be satisfied for any
arbitrarily large R and ti0 , we conclude that Tu = Tf . This result proves that as
long as there exists two switching instants that satisfy (5.4), the subsequent switch-
ings also satisfies (5.4). We, next, establish the steady state periodic waveform by
proving that C(t) = C(t+ Tf ) for all t > ti0 . It follows from (5.8) that





























4t ∈ [L, Tf/2]
(5.21)
since ti0+2 = ti0 + Tf .
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The self-oscillating period can be obtained numerically by solving for Tf in the












As in FOPDT systems, Rmin can be obtained by finding the mininum R which
satisfies the following inequality








Example 5.1. The plant and the external forcing signal, f(t), are given by
g(s) =
4
s2 + 6s+ 4
e−s, ξ = 1.5
f(t) = R sin(ωf t).
At a frequency corresponding to Tf = 8 sec, from (5.22), we get: Rmin = |C(ti0)| =
0.7739. Using this Rmin in the simulation shown in Figure 5.1, at the 10th and 11th
switching instants, the first switching interval of 4 sec occurred. Subsequently, all
switches were exactly 4 sec apart. Figure 5.2 shows the resulting signals for C(t)
and u(t). u(t) is indeed switching at every 4 sec.
Example 5.2. For the same plant in Example 5.1, at a frequency corresponding
to Tf = 10 sec, from (5.22), we get: Rmin = 0.9421. Firstly, R = |C(ti0)| = 0.8921
is used. It can be seen from Figure 5.3 and 5.4 that forced oscillation did not occur.
On the other hand, when the simulation is repeated using R = Rmin = 0.9421,
Figure 5.5 shows that at the 5th and 6th switching instants, the first switching
interval of 5 sec occurred followed by subsequent switches which were exactly 5 sec
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Figure 5.1: Switching intervals for plant in Example 5.1.










Figure 5.2: Forced oscillations for plant in Example 5.1.
apart. Figure 5.6 shows the resulting signals for C(t) and u(t). This verifies that
the Rmin derived from our equations is indeed accurate.









Figure 5.3: Switching intervals for plant in Example 5.2, R = |Cti0 |.
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Figure 5.4: Forced oscillations for plant in Example 5.2, R = |Cti0 |.









Figure 5.5: Switching intervals for plant in Example 5.2, R = |Rmin|.
5.2 Critically Damped Systems











0 t ∈ (0, L]





0 t ∈ (0, L]
ω2n(t− L)e−ωn(t−L) t ≥ L
(5.24)
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Figure 5.6: Forced oscillations for plant in Example 5.2, R = |Rmin|.
For L < Tf/2, and some i0 >> 1, i0 odd, we have
C(ti0) = −C0 − 2
i0−1∑
k=1
(−1)kh(ti0 − tk) ti0 ∈ [ti0−1 + L, ti0 + L)
= −1 + 2
i0−1∑
k=1




(−1)ke−ωn(ti0−tk−L)(ti0 − tk − L) (5.26)
Suppose ti0+1 = ti0 +
Tf
2
, then according to (5.25) and (5.26), we get:
C(ti0) = −1 + 2eωnL[(1− ωnL)Z + ωnZt] (5.27)









− L)](Z − 1) + ωnZt
}
(5.28)




















(−1)k(ti0 − tk)e−ωn(ti0−tk). (5.32)
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For proper switching requirement, we need C(ti0) = −C(ti0+1) and C˙(ti0) =











Once again, assuming that ti0+2 = ti0+1+
Tu
2
where Tu is unknown, the switching
conditions implies that








































Using the same arguments as in Chapter 4, we conclude that Tu = Tf . This
result proves that as long as there exists two switching instants that satisfy (5.4),
the subsequent switchings also satisfy (5.4). We next establish the steady state
periodic waveforms by proving that C(t) = C(t+Tf ) for all t > ti0 . It follows from
(5.8) that



























4t ∈ [L, Tf/2]
(5.36)
since ti0+2 = ti0 + Tf .
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The Rmin for the forced oscillation can be solved by




where φ = sin−1
−C(ti0)
R


















e−s and f(t) = R sin(ωf t).
Choose Tf = 10 second, the corresponding C(ti0) and Rmin can be computed by
(5.37), |C(ti0)| = 0.9940, R = Rmin = 1.1640. It can be seen from Figure 5.7 that
at the 4th and 5th switching instants, the first switching interval of 5 sec occurred.
Subsequently, all switches were exactly 5 sec apart. Figure 5.8 shows the resulting
signals for C(t) and u(t). u(t) is indeed switching at every 5 sec.









Figure 5.7: Switching intervals for plant in Example 5.3, R = Rmin.
5.3 Underdamped Systems




s2 + 2ξωns+ ω2n
e−Ls
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Figure 5.8: Forced oscillations for plant in Example 5.3, R = Rmin.
where L is the time delay, 0 < ξ < 1. For this class of plants, the step response




0 t ∈ (0, L]
1− e−ξωn(t−L)√
1−ξ2





0 t ∈ (0, L]
ωn√
1−ξ2
e−ξωn(t−L) sin[ωd(t− L)] t ≥ L
(5.39)
where ωd = ωn
√





For L < Tf/2, and some i0 >> 1, i0 odd, we have
C(ti0) = −C0 − 2
i0−1∑
k=1
(−1)kh(ti0 − tk) ti0 ∈ [ti0−1 + L, ti0 + L) (5.40)










(−1)ke−ξωn(ti0−tk−L) sin[ωd(ti0 − tk − L)] (5.42)
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Suppose ti0+1 = ti0 +
Tf
2
, according to (5.8), we get:
C(ti0) = −1 +
2eξωnL√
1− ξ2 [Zs cos(β − ωdL) + Zc sin(β − ωdL)] (5.43)







Zs cos[β + ωd(
Tf
2















1− ξ2 [Zs cosωd(
Tf
2











(−1)ke−ξωn(ti0−tk) cos[ωd(ti0 − tk)]. (5.48)
For proper switching requirement, we need C(ti0) = −C(ti0+1) and C˙(ti0) =




























Once again, assuming that ti0+2 = ti0+1+
Tu
2
where Tu is unknown, the switching
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conditions implies that









) cos(ωf ti0) = 0 (5.51)
C(ti0+2) is given by:















































− L) + β]− sin[ωd(Tu
2







− L) + β]
}
(5.52)









Substituting (5.49) and (5.50) into (5.51), and after some transformation, we
can also shown that Tu = Tf . Accordingly, we have





− L) + β] + sin[β − ωdL]}
= C(ti0)
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With further simplification, we obtain






























Substituting (5.53) into (5.37), the Rmin of the underdamped system can be
solved by




where φ = sin−1
−C(ti0)
R
and C(ti0) = −1 +MeξωnL sin(β + tan−1 ZsZc − ωdL).









Figure 5.9: Switching intervals for plant in Example 5.4, R = Rmin.
Example 5.4. The plant and the external forcing signal f(t) are given by
g(s) =
4
s2 + 2s+ 4
e−s, ξ = 0.5
f(t) = R sin(ωf t)
Choose Tf = 10sec, based on (5.54), |C(ti0)| = 0.9578, R = Rmin = 1.5778. It
can be seen from Figure 5.9 that at the 7th and 8th switching instants, the first
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switching interval of 5 sec occurred. Subsequently, all switches were exactly 5 sec
apart. Figure 5.10 shows the resulting signals for C(t) and u(t). u(t) is indeed
switching at every 5 sec.










Figure 5.10: Forced oscillations for plant in Example 5.4, R = Rmin.
5.4 Discussion and Conclusion
In this chapter, following the analysis of FOPDT systems proposed in Chapter 4,
we have successfully extended some of the results to SOPDT systems. Three types
of SOPDT systems were analysed separately and simulation results were given for
all cases. The exact expressions of C(t) when forced oscillation occurs are also
given. Based on these results, the minimum R for forced oscillation can be solved
numerically. Furthermore, the self-oscillation period of SOPDT systems can also
be solved using C(ti0) = 0.
The results for SOPDT systems were only given for the case of external fre-
quencies satisfying L < Tf/2. Results for higher frequencies were not presented
because of the tedious nature of the solutions. We expect that the conclusions on
subharmonic oscillations in the SOPDT systems to be the same as for FOPDT
ones.
Chapter 6
PI Controller Design for MIMO
Systems
6.1 Introduction
Despite the development of advanced process control strategies, PI/PID control
is still the most commonly used control technique in the process industries. The
main reason is that PI/PID controllers are often effective and easy to implement
and maintain by plant personnel. Due to their popularity, a significant amount
of work has been done to develop and design tuning methods for these PI/PID
controllers.
A number of design methods have been developed for SISO PI/PID control
system (Cominos and Munro, 2002). The Ziegler-Nichols (ZN) tuning method
(A˚stro¨m and Ha¨gglund, 1988) is well known and often forms the basis for tuning
procedures used by control system vendors. In the ZN approach, simple formulas
for PI/PID controller settings are expressed in terms of the ultimate gain, Ku, and
ultimate period, Tu, of the process. This information can be obtained from relay
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auto-tuning.
The tuning of decentralized PI/PID controllers for multiple-input multiple-
output (MIMO) systems is a much more complicated problem due to loop interac-
tions. In recent years, a number of papers have been published on various aspects
of extending relay tuning to MIMO systems. (Menani and Koivo, 2001) has given
a survey on tuning MIMO PID controllers where some principal tuning methods
are enumerated. These methods can be generally categorised into 3 types based on
how relay feedback is used. One category assumes no interaction, hence each loop
is tuned independently. Another category of tuning methods involve closing the
loops sequentially as each loop is designed using relay feedback, (Loh et al., 1993),
(Shen and Yu, 1994), (Menani and Koivo, 1996b). Yet another category of meth-
ods involves relay feedback where all loops are closed simultaneously, (Zhuang and
Atherton, 1994), (Halevi et al., 1997). For the second category, at least m single
loop relay feedback experiments are required and the tuning sequence is very im-
portant for the convergence of the controller design. In general, the loops have to
be tuned based on a descending order of the speed of each loop. For the latter
category of methods, only one relay feedback experiment is needed if all the loops
oscillate with the same fundamental frequency or has Mode 1 behaviour. In this
chapter, a method will be proposed to preset the ratio of the relay magnitudes
in MIMO systems to ensure the existence of Mode 1 oscillations. Once this is
achieved, multi-loop controller tuning is straightforward.
The behaviour of a multivariable system under multi-loop relay feedback has
been presented in Chapter 2. It is shown that there are three possible modes of
oscillations when the plant is under unity relay feedback control. The modes of
oscillation generally depends on the coupling strength amongst the loops. Other
researchers, (Palmor et al., 1993) and (Zhuang and Atherton, 1994), have used
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multi-loop relay feedback to design PI/PID controllers by assuming that only Mode
1 oscillations will occur. In Chapter 2, it was shown that by adjusting the relay
magnitudes of each loop, it is possible to convert Mode 3, complex oscillations to
Mode 1 behaviour. Necessary conditions were considered and an upper bound for
fast Mode 1 and a lower bound for slower Mode 1 were given. It was however not
always sufficient to guarantee Mode 1 oscillations.
In this chapter, a method for setting the relay amplitudes such that Mode 1
oscillations can occur in a relay controlled MIMO systems is proposed. In situa-
tions where complex Mode 3 oscillations are observed, the tuning rules for PI/PID
controllers usually fail to be applicable and quite often, the designer has to change
the relay amplitudes by trial and error in order to proceed with the design. Our
method examines the conditions for Mode 1 oscillation in MIMO systems, espe-
cially in TITO systems, and proposes a procedure to set relay amplitudes to enforce
Mode 1 behaviour where otherwise complex oscillations occur. When Mode 1 os-
cillations are established, the design rules are the same as in the single loop case.
Our assumption is that the unknown plant exhibits self oscillation properties un-
der relay control. The conditions for Mode 1 are based on the conditions of forced
oscillations derived in Chapter 4.
The rest of this chapter is organized as follows. The relay auto-tuning of single
loop system is reviewed in Section 6.2. The extension of relay auto-tuning to
multivariable systems is discussed in Section 6.3. The proposed design method
is given in Section 6.4. Some simplifications of the proposed method are given
in Section 6.5. In Section 6.6, the proposed method is applied to a coupled tank
system which is a pilot 2-by-2 system. Conclusions are given in Section 6.7.




Figure 6.1: Relay tuning for SISO system
6.2 Review of Single Loop Relay Auto-Tuning
Relay auto-tuning was first used in single loop systems. Using the well-known
Ziegler-Nichols(ZN) method (Ziegler and Nichols, 1942), the PI/PID controller
can be designed after the ultimate gain (kc) and ultimate period (tc) have been
obtained. Relay feedback was used to obtain tc and kc.
In the relay tuning of a SISO system, the process under relay feedback is set
up as in Figure 6.1. Here, for simplicity an ideal relay is shown without any
loss of generality, though in practice a relay with hysteresis is used (A˚stro¨m and
Ha¨gglund, 1988) to mitigate the problems of noise.
The period of the resulting oscillations is the ultimate period, tc. The describing
function (Cook, 1986) approximation is used to calculate an equivalent gain for the
relay which corresponds to the ultimate gain, kc. Suppose d is the relay magnitude,
and a is the amplitude of the first harmonic response at the input of the relay,
assuming all higher harmonics have been effectively attenuated, then the relay is





This gain is also the ultimate gain, kc, of the process.
With this ultimate gain and period, the Ziegler Nichols tuning rules, (Ziegler
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and Nichols, 1942), shown in Table 6.1, can be applied to these quantities to set
the parameters for PI/PID control.
Table 6.1: Ziegler-Nichols Frequency Response Method
Controller KP TI TD
P (0.5 ∼ √0.5)kc
PI (0.45 ∼ √0.45)kc 0.8tc
PID (0.6 ∼ √0.6)kc 0.5tc 0.12tc
where K, TI , TD are the corresponding proportional gain, integral time and
derivative time respectively, of the PID controller given by




6.3 Extension of Relay Auto-Tuning to MIMO
Systems
As relay auto-tuning is an effective tool for setting the parameters of a PI/PID
controller in a SISO system, many researchers have tried to extend it into MIMO
systems with limited success. A straightforward extension of this tool naturally
leads to a decentralized controller. Hence in this thesis, only the decentralized PI
controllers are considered in the design.
When applying the ZN method in MIMO systems, the rules used are exactly
those proposed by Ziegler-Nichols(ZN) (Ziegler and Nichols, 1942). The main
problem is in deciding the ultimate gain and ultimate period of the MIMO system
which is non-unique for a given system. After a set of suitable ultimate gain and
ultimate period of the MIMO system has been decided, the ZN method can be
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used in a straightforward manner. Referring to Table 6.1, the proportional and
integral terms in each loop are set as follows:
KPj = 0.45kcj TIj = 0.8tcj (6.1)
where kcj and tcj are the ultimate gain and ultimate period in loop j. When
relay feedback is used, these quantities can be deduced from the relay oscillations,
provided no complex oscillations or Mode 3 patterns are observed. When Mode 3
exists, the determination of the ultimate quantities are non-trivial. Since a multi-
loop relay feedback system can display one of three modes of oscillation, the design
approach for each mode will be discussed separately for clarity.
Designing PI controllers for Mode 1 systems
In this mode, all the relay outputs are square waves with the same fundamental
period. The choice of ultimate period and ultimate gain matrix is therefore obvious.
Essentially, the loop which is oscillating near its own ultimate frequency will have
the ’right’ setting according to the Ziegler-Nichols rules. All other loops will have
the same integral setting. From bandwidth considerations, it is quite likely that the
ultimate frequencies of all other loops are higher than the driving frequency and
hence the setting of equal integral parameter, only results in some conservatism in
all loops except the driving loop. Hence, stability is generally not compromised.
The PI controllers are designed as:
KPj = 0.45kcj =
1.8
piaj
, TIj = 0.8tc
where aj is the amplitude of the output of loop j (j = 1, ...,m), tc is the period of
the Mode 1 oscillations.
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Designing PI controllers for Mode 2 systems
This is generally the case where interactions are small and each loop is oscil-
lating with a frequency which is approximately equal to the ultimate frequency of
its main loop. In this situation, the design proceeds as though they are in fact
isolated loops and each loop has a distinct integral reset time, TI and a distinct
proportional gain, kP . This strategy is almost equivalent to a design based on m
separate SISO systems since the Mode 2 oscillation results are approximately that
of the single loop relay feedback results.
Designing PI controllers for Mode 3 systems
In this mode, moderate interactions have caused complex periodic oscillations
to be observed in one or more loops. By performing a frequency analysis on the
relay oscillations, it is possible to obtain a set of frequencies. Please refer to Figure
6.2. In this case, although in loop 2, the fundamental wave is dominant, it failed
to force loop 1, whose output still consists of complex subharmonic waves. It is
difficult to decide which ultimate period will result in a satisfactory design. It is
also difficult to determine the ultimate gain matrix since the outputs are generally
not even approximately sinusoidal.
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FFT of output 2
Figure 6.2: FFT of Mode 3 oscillation.
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One approach that has been taken to overcome this problem is to manipulate
the relay amplitude ratio to achieve a Mode 1 system. By adjusting the relay
magnitude ratio, finally Mode 1 oscillation will be obtained. Please refer to Figure
6.3, in which, the unique fundamental wave is dominant in each loop.
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FFT of output 2
Figure 6.3: FFT of Mode 1 oscillation.
In much of the current literature, no mention has been made about how this
should be done and most studies are based on the trial and error approach to set
the necessary relay amplitude ratio. This thesis tries to address this problem and
some results have been proposed in Chapter 2 for this. In the following section,
another method is proposed based on the results obtained from the forced oscilla-
tion analysis in the previous chapters.
6.4 Proposed Design Method
In examining Mode 1 behaviour, it was found that when the plant exhibits Mode
1 oscillation, there is a dominant loop which has approximately the same ultimate
period as the period of the Mode 1 oscillations. This loop is then labelled as the
forcing loop or driving loop. This dominant loop is also treated as a self-oscillating
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loop, while it works as the external forcing signal to the rest of the (m− 1) loops.
The overall effect is that these (m−1) loops also oscillate at the dominant frequency
even though they have their own self-oscillating frequencies. They are thus referred
to as forced loops. These (m − 1) loops can thus be treated as (m − 1) separate
SISO relay feedback systems with external forcing signals in the configuration of
Figure 6.4. If the interactions from the dominant loop to the (m − 1) loops are
sufficiently large, (refer to the analysis in Chapters 3-5), these loops will oscillate
at the frequency of the dominant loop. As all loops oscillate at the same frequency,
Mode 1 oscillation is established. Theoretically, there is a maximum of m possible






Figure 6.4: Single loop under forced oscillation.
For a given MIMO system, as shown in Figure 6.5, suppose each loop has a self-
oscillation frequency, ωi, i = 1, ...,m. Based on the analysis in Chapters 3-5, the
minimum magnitude, <ij, of the forcing signal to force loop j at a frequency equal
to the self-oscillating frequency of loop i, i 6= j, i, j = 1, ...,m can be obtained. It
should be noted that from the results of the previous chapters, <ij is obtained under
the assumption of unity relay feedback control. For loop j, if relay magnitude is
dj, the magnitude of the external forcing signal should be scaled accordingly as
dj<ij for forced oscillation to take place.
Suppose that the dominant or forcing loop is loop i where its relay amplitude,
di, has been set as 1. Then the interaction from loop i to loop j works as the
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external forcing signal to loop j, j = 1, ..,m, j 6= i. To ensure Mode 1 oscillation,
the following inequality must be satisfied:
dj<ij ≤ aji|ωi , j = 1, ...,m, j 6= i (6.2)
where aji|ωi is the magnitude of the fundamental component of the interaction
from loop i to loop j when loop i is self-oscillating at the frequency, ωi. As the
interaction is not an ideal sinusoidal signal, for conservative consideration, the
fundamental component of the interaction is used as the external forcing signal.
Inequality (6.2) ensures that forced oscillation with frequency ωi is possible in
all (m− 1) loops. However, for Mode 1 to be successful in all loops, we must also
ensure that the interaction from the (m − 1) loops to the dominant loop do not
destroy the self-oscillations in the dominant loop. As each loop has a different
self-oscillation frequency, when loop j self-oscillates, the interaction from loop j to
loop i should also be less than <ji . Otherwise, loop i may also be forced by loop j.
In order to ensure this, we also require that, for every j,
djrij|ωj < <ji , j = 1, ...,m, j 6= i (6.3)
where <ji represents the minimum magnitude of the external forcing signal for loop
i to oscillate at the self-oscillation frequency of loop j, ωj. rij|ωj is the magnitude
of the interaction from loop j to loop i when loop j is self-oscillating under unity
relay feedback control. This is also equal to the magnitude of the interacting signal
from loop j to loop i when all loops are opened except j where dj = 1.
In summary, to obtain Mode 1 oscillation with ω ≈ ωi, the relay magnitude of
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) j = 1, 2, ...,m. j 6= i (6.4)
Setting relay magnitudes of all loops using (6.4) and performing relay feedback
simultaneously, Mode 1 oscillation with ω ≈ ωi will be obtained. The PI/PID
controller can then proceed using the ZN method.
It should be noted that no attempt is made here to obtain controllers that are
optimal, in whatever sense. Hence the ZN tuning rules are used exactly as they are.
The proposed strategy is a simple method of obtaining a set of multi-loop PI/PID
controllers which gives a reasonable performance without requiring too much prior
knowledge about the plant.
In the following section, the steps for pre-setting the relay magnitude of a 2-by-
2 system (TITO) system is explained in details. For MIMO systems with m > 2,
the method can be extended.
Design Steps for TITO systems
The block diagram of a TITO system under relay feedback is shown in Figure
6.5. In order to simplify the problem, assume that in each two-input two-output
plant, loop 2 always has a slower self-oscillation frequency than loop 1. This
assumption does not effect the generality of the analysis. We also assume that
Mode 3 patterns are observed when both relay amplitudes are set as one. Hence
relay amplitudes have to be re-chosen to obtain Mode 1 oscillations instead. Finally,
in order for the results of the previous chapters to be valid, we assume that the
individual loops in the TITO system can be approximated by FOPDT transfer

























, i, j = 1, 2.
In order to obtain all the parameters to set the relay amplitudes according
to (6.4), a number of relay experiments are required. These are discussed in the
following.
Experiment I: Independent relay feedback
This set of experiments is required to obtain ω1, r21|ω1 , ω2, r12|ω2 . Thus two
independent relay feedback experiments have to be performed by setting d1 =
1, d2 = 0 and then setting d1 = 0, d2 = 1.
If the faster Mode 1 oscillations is assumed, then as Figure 6.5 shows, r21|ω1 can
be treated as the external forcing signal for loop 2. Similarly, if the slower Mode 1
is assumed, then the external forcing signal to loop 1 is r12|ω2 .
Experiment II: Input square wave to G11 and G22
According to the analysis in Chapters 3-5, the minimum magnitude to force
loop 1 is related to the parameters A and B, defined by equations (3.11) and
(3.12). In order to determine these parameters satisfactorily under the assumption
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that the actual transfer function of the loops are unknown, two experiments have
to be carried out.
When a SISO system comes under forced oscillations, as shown in Figure 6.4,
u(t) is a square wave with frequency corresponding to the forced oscillation fre-
quency. C(t) is the output of g(s), and as defined in Chapters 3 and 4, A = C(ti0),
where ti0 is the i0-th switch point of the relay and the assumption is that i0 is odd.
This also corresponds to a switch in u(t) from negative to positive at t = ti0 . Thus,
A can be located as the corresponding C(t) value at the positive switching edge
of the relay. B = C˙(ti0)/ωf can be determined approximately by the derivative
at the corresponding edge. Without performing the forced oscillation experiment,
C(t) can be obtained by driving the two main loops independently (without loop
closure) with an appropriate square wave. The resulting signals allow A and B
to be determined. Figure 6.6 shows a typical graphical illustration when one loop
is driven by a square wave. This figure shows u(t), C(t) as well as C˙(t). A is
the intersection between C(t) and u(t) at the positive switching edge of the relay.























Figure 6.6: Practical method to decide the values of A and B.
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In order to obtain A1, B1 for loop 1 when forced by self oscillating frequency,
ω2, of loop 2 (or A2, B2 for loop 2 when forced by loop 1), square waves of ω2
and ω1 are used to drive G11 and G22 separately, as Figure 6.7 shows. When the
output reaches a steady state, C(t) is recorded and A1, B1, A2, B2 are obtained
using the procedure outlined above.
According to the analysis of Chapter 3-5, the minimum forcing signal amplitude
may correspond to A1 and A2. Thus, <21 = A1, <12 = A2. Otherwise, Proposition
4.3 should be used to analytically obtain <21 and <12 based on some estimate of








Figure 6.7: Practical method to obtain A1, A2.
Recalling (6.4), to obtain the desired relay magnitudes for faster or slower Mode
1, the magnitudes of the fundamental components should also be known apriori.
In the following part, we will propose a practical method to obtain the magnitude
of the fundamental component of the relay output, C(t).










As G(s) = Ke
−Ls
1+Ts
, the magnitude, a0, of its fundamental component at frequency
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(6.5)



























where C(L) can be obtained from the square wave experiments, K is the static
gain of the plant and assume to be known apriori.
Using (6.6), a12|ω2 can be obtained by driving loop 1 with a square wave of
frequency of ω2 while a21|ω1 may be obtained by driving loop 2 with a square wave
of frequency ω1. Then the desired relay magnitudes for a faster or slower Mode 1
can be computed according to (6.4), only the static gains of G12, G21 are required
to be known.
Experiment III: Simultaneous relay feedback
After the relay magnitudes are chosen, a final experiment is required for setting
the parameters of the PI/PID controllers. This requires the relay experiment to
be done simultaneously with the computed d1 and d2. The amplitudes of the
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outputs of each loop, a1 and a2, and the fundamental frequency of the Mode 1















In conclusion, the proposed method for designing PI controllers for a given
TITO system has been given. According to the proposed method, the relay ampli-
tudes are preset to ensure Mode 1 behaviour, and then PI controllers are designed
based on the parameters of the Mode 1 oscillations. In the proposed method, only
the DC gains of the interaction parts are needed.















Experiments I and II are performed to obtain the self-oscillating periods of
each loop, Ts1, Ts2, corresponding C(ti0) of each loop, A1, A2, and maximum of
the corresponding interaction, r12|ω2 , r21|ω1 . a12|ω2 and a21 are computed using
(6.6). All parameters are enumerated in Table 6.2. Two designs corresponding to
a slower and faster Mode 1 behaviours are investigated.
Table 6.2: Parameters of Example 1.
Ts1 Ts2 A1 A2 r12|ω2 a12|ω2 r21|ω1 a21|ω1
7.5718 10.9630 -0.7184 1.3706 2.4528 1.9925 1.1348 0.9234
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Case 1: Slower Mode 1, ωr ≈ ωs2
In this case, loop 1 is the forced loop. According to (6.4), as loop 2 is the
forcing loop, d2 = 1. As L11/T11 = 2/16.77 = 0.1198, according to Figure 3.7,
<21 = |A1| = 0.7184, where <21 is the minimum magnitude of the external forcing
signal to force loop 1 oscillate with frequency ωf = ω2. Similarly, we obtain
that <12 = |A2| = 1.3706. From (6.4), d1 = 1.2078. With d1 = 1.2078, d2 = 1,
simultaneous relay feedback control in this TITO system is performed. The system
outputs are plotted in Figure 6.8(a) where the frequency of the resulting Mode 1
oscillation is Tr = 13.22s ≈ Ts2. As Mode 1 oscillation is obtained, then PI
controllers can be designed using (6.7). The relevant parameters are enumerated
in Table 6.3 and the performances of the controllers are plotted in Figure 6.9(a).
They are indeed satisfactory although a little slow.






output of loop 1, d1 = 1.2087








output of loop 2, d2=1
time (s)
(a)






output of loop 1, d1 = 1






output of loop 2, d2 = 0.2929
(b)
Figure 6.8: Two kinds of Mode 1 oscillations.
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Table 6.3: Parameters of slower Mode 1 and designed PI controllers of Example 1.
Loop i di Tr ai KPi TIi
1 1.2087 13.22 3.4305 0.1793 10.576
2 1 13.22 5.6125 0.0907 10.576
Case 2: Faster Mode 1, ωr ≈ ωs1
In this case, loop 2 is the forced loop, thus, d1 = 1. As L22/T22 = 0.2083, L11/T11 =
0.1198, according to Figure 3.7, <12 = |A2| = 1.3706, <21 = |A1| = 0.7184. Sim-
ilar to Case 1, d2 is calculated using (6.4) and d2 = 0.2929. Next, simultaneous
feedback control is performed with d1 = 1, d2 = 0.2929. System outputs are plot-
ted in Figure 6.8(b), which confirms that the faster Mode 1 behaviour has indeed
occurred. Using the ZN method, PI controller parameters are easily obtained as
shown in Table 6.4. Controllers performances are shown in Figure 6.9(b).
Table 6.4: Parameters of faster Mode 1 and designed PI controllers of Example 1.
Loop i di Tr ai KPi TIi
1 1 7.28 1.8524 0.3093 0.0531
2 0.2929 7.28 1.1499 0.1459 0.0251
From the simulation results, we conclude that the PI controllers designed based
on a slower Mode 1 behaviour give better performance, although tuning the con-
trollers based on the slower frequency results in a more sluggish response. This
is not unexpected since the design tends to be more conservative when the slower
frequency is used.
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PI controller performance of of loop 1






PI controller performance of loop 2
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Figure 6.9: Control performance of PI controllers designed based
on two kinds of Mode 1 behaviour.
6.5 Simplified Design Method
The method in Section 6.4, although works, is very tedious in term of all the
parameters that have to be pre-determined. In this section, a simplified method is
proposed based on some observation.
Firstly, in (6.4), we consider 2 inequalities, (6.3) and (6.2). If we choose the







, where j = 1, 2, ...,m. The reason is that for the slowest
loop, i, <ji is much larger then the corresponding C(ti0) and rij|ωj is relatively





, j = 1, 2, ...,m. j 6= i (6.8)
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Secondly, in Section 6.4, the DC gain of the interaction parts, from the forcing
loop to the forced loop, need to be known to obtain the magnitude of fundamental
component of the interaction, aji|ωi . In the following part, an approximate method
will be given to compute aji|ωi without known any info of the plant.
Examining the loop outputs in Figure 6.4, we find that the outputs are close to
triangular waves. If approximated in this way, the magnitude of the fundamental
component, aji|ωi , can be computed as follows.






(t+ T ) t ∈ [−T,−T/2)
2c
T
t t ∈ [−T/2, T/2)
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(t− T ) t ∈ [T/2, T ]
(6.9)
where T is the period and c is the maximum magnitude of the triangular wave.
































It is easy to obtain that a0 = 0, a1 = 0, b1 =
8c
pi2
. Hence the magnitude of
the fundamental component of the triangular wave is 8c
pi2
. Thus the ratio of this
fundamental magnitude to the actual magnitude of the triangular wave is 8
pi2
. As
the maximum of the interaction part rji|ωi can be obtained easily by Experiment
I, then the magnitude of the fundamental component can be computed by aji|ωi =
8
pi2
rji|ωi without the knowledge of the DC gain of Gji(s).
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Finally, recalling from Figure 3.7, for most SISO systems when L < Tf/2,
Rmin = |A| is sufficient for forced oscillations to occur. Since, in the design, the
slowest loop, loop i say, is chosen as the forcing loop, we have Tsi > Tsj where Tsi is
the self oscillating period of loop i. The rest of the (m−1) loops come under forced
oscillations with period Tf = Tsi. According to Corollary 4.1, the self-oscillation
period of loop j is
Tsj = 2Tjj ln(2e
Ljj
Tjj − 1).
It is easy to prove that Tsj > 2Ljj as
ln(2e
Ljj






Thus Tsi > Tsj > 2Ljj. In other words, for each of the (m − 1) forced loop,
Ljj < Tf/2. Hence, <ij = |Aj| may be used, where |Aj| can be obtained by
Experiment II.





|Aj| , j = 1, ...,m, j 6= i
di = 1 (6.10)
where rji and Aj can be obtained from Experiment II.
The next example shows the design for a 3-input 3-output system using the
simplified method. This system is assumed to have FOPDT transfer functions
with parameters Kij, Tij and Lij which denote the static gain, time constant and
delay, respectively, in the ijth element of G(s). Each loop is assumed to have self
oscillation frequencies, ωsj. In this case, there are 3 possible Mode 1 frequencies.
As previous simulations show that the slowest Mode 1 leads to better PI control
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performance, the slowest frequency will be chosen in this design.
























Separate relay feedback experiments are carried out in all 3 loops. The self-
oscillation periods of each loop are 18.16, 11.4 and 7.7 sec separately. As loop 1 is
the slowest loop, it is chosen as the forcing loop.
Table 6.5: Tuning results of Example 6.2.
di ai kci =
4di
piai
tci = Tr KPi = 0.45kci TIi = 0.8Tr
1 24.3411 0.0523 17.83 0.0235 14.264
1.1058 12.2879 0.1146 17.83 0.0516 14.264
-0.5362 7.4971 -0.0911 17.83 -0.0410 14.264
Setting d1 = 1, d2 = d3 = 0, a relay feedback experiment is carried out. The
results give r21|ω1 = 6.8802, r31|ω1 = 8.3098. The corresponding Rmin of loop 2
and loop 3 forced by loop 1 are <12 = |A2| = 5.0485 and <13 = |A3| = 12.5738
respectively. According to (6.10), the relay magnitudes of loop 2 and loop 3 are
set as 1.1058 and 0.5362. Simultaneous relay feedback control is then performed
with these settings and the plots are shown in Figure 6.10. As can be seen, Mode
1 oscillation has a period of Tr = 17.83 sec. The PI controllers were then designed
using the ZN method. The corresponding PI controller parameters are summarized
in Table 6.5 where ai is the output of loop i when Mode 1 oscillation happens,
kci, tci are the corresponding ultimate gain and ultimate period of loop i, Kpi, TIi
are the corresponding proportional gain and integral time constant of loop i. The
controller performances are plotted in Figure 6.11.
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Figure 6.10: Mode 1 oscillation in the 3-by-3 system.
























Figure 6.11: Controller performances in the 3-by-3 system.
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Comparison with the sequential relay auto-tuning method
Sequential loop closing (Mayne, 1979) is a design technique for multivariable
systems that retains the single loop tuning structure and is described as follows.
The first controller is designed based on one sub-process while the other sub-
processes remain open. The next controllers are designed with all designed loop
closed and the rest remain open. Repeat similar steps until all loops have been
designed.
For example 6.2, loop 3 is the fastest loop, followed by loop 2 and the loop 1.
Hence we close loop sequentially in the 3,2,1 order. The design steps are described
as follows:
Step 1: Loop 3 is tuned with loop 1 and 2 open.
Step 2: Loop 2 is tuned with loop 1 controlled by the PI controller designed in
Step 1 and loop 3 open.
Step 3: Loop 1 is tuned with loop 2 and 3 controlled by designed PI controllers.
Step 4: Loop 3 is re-tuned with loop 1 and 2 controlled by designed PI con-
trollers. The parameters obtained were similar to those in step 1. Hence, tuning
was terminated.
The corresponding parameters are listed in Table 6.6. The performance are
plotted in Figure 6.12.
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Figure 6.12: Controller performances in the 3-by-3 system.
(—— proposed method; · · · · sequential auto-tuning method )
Table 6.6: Parameters of Example 6.2 using sequential auto-tuning methods.
Step Loop i ai kci =
4
piai
tci = Tr KPi = 0.45kci TIi = 0.8Tr
1 3 8.6031 0.1480 7.7 -0.0666 6.16
2 2 8.7143 0.1461 11.53 0.0657 9.224
3 1 24.8752 0.0512 18.01 0.0230 14.408
4 3 8.5914 0.1482 7.68 -0.0667 6.14
Discussion
For the sequential auto-tuning method, the closing sequence is very important.
In example 6.2, if loop 1 (the slowest loop) was closed first, in the next step, stable
oscillations cannot be obtained and the method failed. To ensure the stability
and convergence of the PI controller parameters, the fastest loop should be tuned
first. Hence m separate relay feedback experiments need to be done to find the
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fastest loop. This is then followed by (m − 1) experiments to tune the controller
sequentially. In all, at least (2m− 1) experiments are required.
For the proposed method, m separate relay feedback control need to be done to
find the slowest loop, after that, only 1 experiment follows. The proposed method
only need m + 1 experiments. For multivariable systems m > 2, the proposed
method spend less time than the sequential auto-tuning method.
Furthermore, in Figure 6.12, the proposed method, designed based on the slow-
est loop data, is more conservative. Hence, the result are more likely to be suc-
cessful.
This demonstrates that the simplified conditions are simple but effective. In
the following section, we will apply the proposed method on a real TITO systems.
6.6 Auto-Tuning of a Control System for a Cou-
pled Tank
The KRi Coupled-Tank Control Apparatus PP-100 is a low-cost pilot plant de-
signed for laboratory teaching of both introductory and advanced control systems
theory in electrical, mechanical, and chemical engineering course. The equipment
consists of two small perspex tower-type tanks mounted above a reservoir which
functions as storage for the water, see Figure 6.13 and 6.14. Water is pumped
into the top of each tank by two independent pumps. The level of the water in
each tank may be visually read on the attached scale at the front of the tanks.
Each tank is fitted with an outlet, at the side near the base, and this outlet is
connected by a plastic hose with a return through the reservoir lid. The amount
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of water which returns to the reservoir is approximately proportional to the level
of the water in the tank since the plastic water-return tube at the base of the tank
functions as a pseudo-linear hydraulic resistance. If needed, this resistance may
be increased by the use of a screw-type clamp. The front and back view of this










Figure 6.14: Back view of coupled-tank control apparatus PP-100
The level of the water in each tank may also be monitored by a capacitive-
type probe which, in conjunction with electronic circuits in the box at the rear of
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the unit, provides an output signal proportional to the water level. For normal
operation, this DC signal voltage is in the range 0 to +5 volts, for which, the zero
level represents the rest point of the water when the water level in the tank is
low (approximately 20mm), and the full state being when the water level begins to
overflow down the rear plastic stand-pipes, this occurring at approximately 300mm.
This apparatus can be used in at least two ways, either as two SISO plants, or
as one multivariable plant (2×2). In this chapter, the apparatus is used as a TITO
system to examine the feasibility of the PI design method discussed in Section 6.4.
The two inputs are the voltage of the two pumps which are in the range of 0 to
+10 V and which pumps water into their respective tanks. The two outputs are





By fixing the baﬄe position and the degree of tightness of the two screw-type
clamp, the plant is fixed and can be assumed to be time invariant.





















procedure for controller tuning are as follows.
Perform relay feedback for each tank
Following the method mentioned in Section 6.4, relay feedback control is carried
out for each tank to determine the self-oscillation frequency of each tank. To
reduce the sensitivity of the system to noise, a relay with hysteresis is used with
Chapter 6. PI Controller Design for MIMO Systems 134
the hysteresis width set at ε = 0.1.
It should be mentioned that care must be taken to operate the coupled tank
in the linear region of the tank’s open loop dynamics. Experiments show that the
linear part of tanks 1 and 2 correspond to the input voltage range (2.5, 4)v and
(3, 6)v respectively.
The single loop relay feedback experiment in tank 1 and tank 2 were carried out
with the pump input set at 3±0.5V and 4±0.5V respectively. The self-oscillation
signals of tank 1 and tank 2 are plotted in Figure 6.15. From this, it was obtained
that the self-oscillation period of the two tanks are Ts1 = 10.5s, Ts2 = 20.5s
respectively. As tank 2 has slower self-oscillating frequency, it is chosen as the
forcing loop. The magnitude of the interaction signal into tank 1 is r12 = 1.65%.






relay output of tank 1 (v)






relay output of tank 2 (v)
time (s)
Figure 6.15: The relay output of each tank when relay feedback is performed
independently.
Experiment to determine relay amplitudes for Mode 1
This experiment is to determine the relay amplitudes that will result in a Mode
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1 oscillations corresponding to the slower frequency of tank 2 which is at 0.3065
rad/s. Tank 1 is first operated at steady state corresponding to an input voltage
of 3V. Subsequently, a square wave signal of magnitude 3 ± 0.5 V at a frequency
of 0.3065 rad/s was used to drive the pump input in tank 1. The output of tank
1 is plotted in Figure 6.16, showing the signal oscillating around 16.25% with the
magnitude of 1.9%. At steady state, when the square wave changes from low to
high, the output of tank 1 gives the A value. In this case, A1 = −1.85%.






Sqyare wave,  T=20.5s











Figure 6.16: The output of tank 1 when under forced oscillation.
Experiment where both loops are under relay feedback





= 0.72, d2 = 1. Since the linear range of the
coupled tank is constrained, we choose d1 = 0.5, d2 = 0.7, preserving the ratio of
d1
d2
= 0.73. Simultaneous relay feedback control was then carried out using these
relay settings.
Figures 6.17 and 6.18 show that Mode 1 has occurred with a period of T1 = T2 =
15.16s. The output magnitude of tank 1 is a1 = 1.7% and the output magnitude
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relay output of tank 1, (v)








output of tank1, (%)
Figure 6.17: The output of tank 1 when do relay feedback simultaneously.






relay output of tank 1, (v)








output of tank2, (%)
Figure 6.18: The output of tank 2 when do relay feedback simultaneously.
Ti = 0.8T and we have
PI controller 1: 0.17(1 + 1
12.88s
);
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PI controller 2: 0.31(1 + 1
12.88s
).
The closed loop control performance are shown in Figure 6.19, where ui, yi is
the control signal and output respectively, of loop i, i = 1, 2. The rise times of
loop 1 and loop 2 are 15 second and 16 second respectively. It is faster than the
open loop response, whose rise time is around 75 second.










































Figure 6.19: the performance of the designed PI controllers of the coupled tank.
6.7 Discussion
In this chapter, a method to preset the relay magnitudes to ensure Mode 1 oscil-
lation was proposed. Based on this method, the ZN method is now extended to
MIMO systems which exhibited complex oscillations under unity relay feedback
control. This was not possible in the past without a systematic way to determine
the relay amplitudes to achieve the Mode 1 behaviour. Thus PI controllers can
now be designed for such MIMO systems. Simulation and experiments are given
to illustrate the performance.
Chapter 7
Findings and Further Works
7.1 Main Findings
The relay feedback idea has interesting advantages in the auto-tuning of multi-
loop controllers. First of all, the method requires little knowledge of the system.
Secondly, unlike other multivariable controller design method, the relay feedback
auto-tuning method is easy to understand and computationally less demanding.
By using the proposed method, a suitable ratio of the relay amplitudes can be
obtained which guarantees that the Z-N method for designing PI/PID controllers
can be used in a wider class of TITO plants. Briefly, the results obtained are
summarized as follows.
(A) Oscillation Conditions in TITO Multivariable Systems
When a TITO system comes under unity relay feedback control, there are
3 possible modes of oscillation. The auto-tuning approach for controller
tuning can be applied straightforwardly to systems which exhibit Modes 1
and 2 behaviour. However, for systems with Mode 3 behaviour, the tuning
procedure breaks down because of the lack of a consistent strategy to select
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an appropriate ultimate frequency to set the controller parameters. This is an
area that has received relatively very little attention. This thesis re-examines
a Mode 3 TITO system and considers the possibility of altering its mode to
one of either 1 or 2 so that design can proceed using current known methods.
Based on the work in (Loh and Vasnani, 1994b), the necessary conditions for
the different modes of oscillations are analysed. In particular, how a Mode
3 system may be altered to a Mode 1 system is addressed. A proposal was
given in which, if the relay amplitude satisfies some lower or upper limits,
Mode 1 oscillations with either the lower or upper frequency can be achieved.
(B) Forced Oscillation Conditions in SISO Systems
Multivariable systems with Mode 1 behaviour can also be viewed as a sys-
tem in which all its loops, except one, are forced to oscillate at a particular
frequency. By investigating the conditions under which this will happen, it
is possible to set the relay amplitudes such that forced oscillations can take
place in all the loops except the driving loop. This led to the development
of the necessary and sufficient conditions for forced oscillations to occur in
single loop systems.
The analysis for forced oscillation conditions in single loop systems assumes
that an external sinusoidal signal drives the relay feedback control system as
in Figure 3.1. By assuming a general switching signal at the output of a relay,
a general expression for the plant output can also be written. By observing
that forced oscillations occur if and only if the relay switches steadily at in-
tervals of Tf/2, a single super condition can be written. However, this single
switching condition is not very useful for analysis because it does not place
explicit conditions on the signals in order to satisfy this super condition. By
imposing some periodicity conditions along with this super condition, neces-
sary and sufficient conditions for forced oscillations was proposed. Based on
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this set of conditions, it was possible to also analyse the existence of subhar-
monic oscillations for different frequencies of the external forcing signal.
The necessary and sufficient conditions for forced oscillations in SISO systems
were applied to FOPDT and SOPDT systems. For FOPDT systems, the min-
imum amplitude required for forced oscillations was considered and derived.
It was found that for some frequency ranges corresponding to [ωs/αh, ωs/αl]
where ωs is the self-oscillating frequency of the loop, this minimum ampli-
tude corresponded to |C(ti0)| while in other ranges, no explicit formula for
the minimum can be found. The minimum amplitude in such cases can be
determined numerically using the necessary and sufficient conditions. It was
also found that when the minimum amplitude corresponded to |C(ti0)|, all
FOPDT plants with the same L/T ratio has the same αl and αh. In other
words, all FOPDT plants with the same L/T ratio can be made to oscillate
at a frequency, ωf , which is parameterized by ωs/α where α is bounded by
the same αl and αh for the corresponding L/T ratio.
When external forcing signals have frequencies satisfying L < Tf/2, it was
found that subharmonic oscillations cannot occur. When higher frequencies
satisfying nTf/2 < L < (n+1)Tf/2 were considered, the conclusion was that
subharmonic oscillations with frequencies ωf/ν was possible for ν ≤ (2n+1).
On the other hand, oscillations corresponding to ν > (2n+ 1) was shown to
be not possible.
Finally, in this part of the work, the analysis was extended to SOPDT sys-
tems. The necessary and sufficient conditions were applied and results similar
to FOPDT systems were obtained. In all cases, simulation studies were per-
formed to verify the analysis.
(C) Design of PI/PID controllers for MIMO systems
The conditions for forced oscillations in single loops were utilized to determine
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the relay settings to achieve Mode 1 oscillations in multi-loop systems. By
ensuring that each loop, except the forcing loop, exhibits forced oscillations,
all loops can be made to oscillate with the same frequency, thus enforcing
Mode 1 behaviour. This was achieved by ensuring that the level of interaction
entering the driven loop is higher than the required minimum for forced
oscillation to take place. At the same time, the interaction entering the
driving loop was made smaller than the minimum so that forced oscillations
at other frequencies cannot take place in this loop. All interaction levels
can be manipulated by adjusting the relay amplitudes and in this way, the
amplitude ratios were carefully selected to enforce Mode 1 behaviour. Once
this was achieved, PI/PID controller design can proceed using the Ziegler-
Nichols tuning method. It was also shown via simulation studies that if the
slowest Mode 1 frequency is chosen, then the closed loop performance is quite
satisfactory. The performance is better than the case when higher Mode 1
frequencies are used in the design.
The proposed method was also shown to be extendable to multivariable sys-
tems with more than two inputs and two outputs. However, the procedure
is much more tedious, requiring many relay experiments to obtain all the
information required for tuning. A simplified design approach which requires
less known parameters was proposed. This was applied to a 3-input 3-output
system as well as implemented on a laboratory scale coupled tank system.
7.2 Further Works
There are several ways in which the work in this thesis can be extended and further
investigated. Some of them are enumerated as follows.
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(1) While the relay tuning method can now be extended to a wider class of TITO
systems, its design procedure is still very involved in terms of the parameters
that are required before the relay amplitudes can be appropriately set. In
particular, the minimum forced oscillation requirements must be known in
all but one of the loops and these values are not straightforward to obtain in
general. Thus this design method is still not the most convenient for use by
control practitioners. A better method needs to be sort in order for it to be
widely applicable.
(2) Despite the drawbacks of the relay auto-tuning method, it is still the most
convenient and is easy to implement when the design procedure does work.
In particular, for systems for which Modes 1 and 2 are easily obtainable,
the design is straightforward. For Mode 3 systems, it is perhaps better to
continue the search for a one-off relay method which is able to determine an
appropriate frequency for controller tuning. More investigations can be car-
ried out to study the relationship between the frequency components present
in the Mode 3 oscillations and controller design which utilizes the informa-
tion from such oscillations. For example, the gains of the system at each
frequency can be determined and henceforth, the Nyquist curve around the
critical point can be mapped. Controllers can then be constructed with this
knowledge.
(3) In this thesis, the most interesting and challenging part is the analysis of
the forced oscillation conditions in single loop systems which are driven by
external forcing sinusoids. There are several issues that are unanswered and
the results are not the most general at this point.
• The necessary and sufficient conditions should be extendable to general
systems with state space descriptions so that a complete analysis can be
carried out in the state space. Arbitrary initial conditions of the states
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can then be captured and a more complete analysis can be carried out
to determine all possible behaviours in such a closed loop relay system.
• When the frequency of the external signal is relatively high, it appears
that more than one correct switching pair is required to ensure that all
subsequent switchings are also correct. However, from simulations, it
can be observed that there exists a stable converging mechanism that
enables the switching intervals to slowly converge to the correct switch-
ing, thereby satisfying the switching criteria. This result seems to imply
that there exists a dynamic mapping between the period of the external
signal and the resulting switching intervals in such a way that a “dy-
namic response” between the two can be derived which can determine
the existence of forced oscillations. This is a most interesting observa-
tion that deserves immediate attention.
• There are also several unanswered fundamental questions regarding the
existence of any kind of oscillations when the relay feedback system
does not self-oscillate in the absence of the external signal. The the-
sis only examines the case when the relay feedback system is capable
of self-oscillating in the absence of the external signal and thus when
driven externally, three oscillation modes are possible. These 3 modes
correspond to the self-oscillation mode, the forced oscillation mode or
the subharmonic mode. When the system itself does not self-oscillate,
then does it imply that it will always be forced to synchronize with the
external signal?
• There has been some work in the current literature about the existence
of fast switches as well as the existence and stability of limit cycles in
relay feedback systems. Their analysis appears much more rigorous and
complete. Some investigations should be carried out in the future to see
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how this work fits into their framework of analysis.
Bibliography
A˚stro¨m, K. J. (1995). Oscillations in systems with relay feedback. Adaptive Control,
Filtering, and Signal Processing 74, 1–25.
A˚stro¨m, K. J. (2000). Limitations on control system performance. European Jour-
nal of Control 6(1), 2–20.
A˚stro¨m, K. J. and B. Wittenmark (1989). Adaptive Control. Addison-Wesley, Read-
ing, MA.
A˚stro¨m, K. J. and T. Ha¨gglund (1984). Automatic tuning of simple regulators with
specification on phrase and gain margins. Automatica 20, 645–651.
A˚stro¨m, K. J. and T. Ha¨gglund (1988). Automatic Tuning of PID Controllers.
Instrument Society of America.
A˚stro¨m, K. J. and T. Ha¨gglund (1990). Practical experiences of adaptive tech-
niques. In proceedings of American Control Conference pp. 1599–1606.
Atherton, D. (1975). Nonlinear Control Engineering. Van Nostrand Reinhold Com-
pany.
Boiko, I. (2002). Asymmetric limit cycles and transfer properties of relay servo
systems with integrating plants. Proceedings of the 41st IEEE, Conference on
Decision and Control 4, 3932–3936.
145
Bibliography 146
Bristol, E. H. (1966). On a new measure of interaction for multivariable process
control. IEEE Transactions on Automatic Control AC-11, 133–134.
Cominos, P. and N. Munro (2002). Pid controllers: recent tuning methods and
design to specification. Control Theory and Applications, IEE Proceedings
149(1), 46 –53.
Cook, P. A. (1986). Non-linear Dynamical Systems. Prentice Hall, London, U.K.
Deshpande, P. B. (1989). Multivariable Process Control. Research Triangle Park,
N.C. : Instrument Society of America.
Goncalves, J. M., Megretski A. and Dahleh M. A. (2000). Global stability of relay
feedback systems. Preceedings of the American Control Conference pp. 220–
224.
Halevi, Y., Z. J. Palmor and T. Efrati (1997). Automatic tuning of decentralized
pid controllers for mimo processes. Process Control 7, 119–128.
Johansson, K. H., A. Barabanov and K. J. A˚stro¨m (1997). Limit cycles with chat-
tering in relay feedback systems. Proceeding 36th IEEE Conference on Deci-
sion and Control, San Diego, USA pp. 3220–3225.
Johansson, K. H., A. Rantzer and K. J. A˚stro¨m (1999). Fast switches in relay
feedback systems. Automatica 35, 539–552.
Lee, T. H., Q. G. Wang and K. K. Tan (1995). Knowledge-based process identifi-
cation using relay feedback. Journal of Process Control 4(6), 387–397.
Loh, A. P. and U. V. Vasnani (1994a). Describing function matrix for multivariable
systems and its use in multi-loop pi design. Process Control 4, 115–120.
Bibliography 147
Loh, A. P. and U. V. Vasnani (1994b). Necessary conditions for limit cycles in
multi-loop relay systems. IEE Processings D: Control Theory and Applications
141, 163–168.
Loh, A. P., C. C. Hang, C. K. Quek and U. V. Vasnani (1993). An approach to
multivariable control system design using relay-autotuning. Industrial Engi-
neering and Chemistry Research 32, 1102–1107.
Loh, A. P., J. Fu and W. W. Tan (2000). Controller design for tito system with
mode 3 osicllations. IEE Control Conference Proceedings.
Maciejowski, J. M. (1989). Multivariable Feedback Control. Addison-Wesley Pub-
lishing Company.
Mayne, D. Q. (1979). Sequential design of linear multivariable systems. IEE Proc
D: Control Theory and Application 126, 559 –563.
Menani, S. and H.N. Koivo (1996a). Automatic tuning of multivariable controllers
with adaptive relay feedback. Decision and Control, 1996., Proceedings of the
35th IEEE Conference 4, 4695 –4700.
Menani, S. and H.N. Koivo (1996b). Automatic tuning of phase-lead and phase-
lag compensators for multivariable systems. Proceedings of the International
ICSC Symposium on Intelligent Industrial Automation and Soft Computing.
Menani, S. and H.N. Koivo (2001). A comparitive study of recent relay auto-tuning
methods for multivariable systems. Systems Science 32, 443–466.
Palmor, Z. J., Y. Halevi and N. Krasney (1993). Automatic tuning of decentralized
pid controllers for tito processes. in Proceedings of IFAC 12th Triennial World
Congress 4, 73–76.
Semino, D. and C. Scali (1998). Improved identification and autotuning of pi con-
trollers for mimo processes by relay techniques.. Process Control 8(2), 219–227.
Bibliography 148
Shen, S. H. and C. C. Yu (1994). Use of relay-feedback test for automatic tuning
of multivariable systems. AIChE Journal 40(4), 627–646.
Shen, S. H., H. D. Yu and C. C. Yu (1996). Using of saturation-relay feedback for
autotune identification.. Chem. Eng. Sci. 51, 1187.
Toh, W. K. and G. P. Rangaiah (2002). A methodology for autotuning of multi-
variable systems. Ind. Eng. Chem. Res. 41, 4605–4615.
Tsypkin, Y. Z. (1984). Relay Control Systems. Cambridge University Press.
Varigonda, S. and T. T. Georgious (2001). Dynamics of relay relaxation oscillators.
IEEE Transactions on Automatic Control 46(1), 65–77.
Vasnani, V. U. (1994). Towards Relay Feedback Auto-tuning of Multi-loop Sys-
tems. PhD thesis. National University of Singapore.
Wang, Qing-Guo, Biao Zhou, Tong-Heng Lee and Qiang Bi (1997a). Auto-tuning
of multivariable pid controllers from decentralized relay feedback. Automatica
33(3), 319–330.
Wang, Qing-Guo, C. C. Hang and Biao Zhou (1997b). Low-order modeling from
relay feedback. Ind. Eng. Chem. Res. 36, 375–381.
Zhuang, M. and D. P. Atherton (1994). Pid controller design for a tito system. IEE
Proceeding D: Control Theory and Applications 141, 111–120.
Ziegler, J. G. and N. B. Nichols (1942). Optimum settings for automatic controllers.
Transactions ASME 64, 759–768.
Author’s Publications
Ai Poh Loh, Jun Fu and Woei Wan Tan (2000). “Controller Design For TITO
Systems with Mode 3 Oscillations. ” In: UKACC International Conference
Control 2000, Cambridge, UK.
Ai Poh Loh, Jun Fu and Woei Wan Tan (2002). “Forced Oscillation Conditions in
Single Loop Systems.” In: the 4th Asian Control Conference 2002 , Singapore
Ai Poh Loh and Jun Fu (2002). “Forced Oscillations in First Order Systems.” To
be appeared in: European Control Conference 2003, Cambridge, UK.
Ai Poh Loh and Jun Fu (2002). “Forced Oscillations in First Order Systems: Ap-
plication in TITO systems.” Submitted to: International Journal of Systems
Science.
149
