Abstract-This paper discusses challenges and opportunities for thermal management of information and communications technologies equipment, with a particular focus on telecommunications equipment. This paper identifies the key drivers for network traffic growth and how these increasing traffic demands are driving innovations in telecommunications, requiring the development of new and novel thermal management technologies to meet the product performance and reliability requirements. Application areas discussed include photonics, wireless networking, extreme heat density applications, and liquid cooling, with spatial scales ranging from individual transistors up to data center and telecom central offices. A perspective on the anticipated technology trends, key technical challenges, and opportunities for innovation and impact is also presented.
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Digital 
I. INTRODUCTION
T HE creation, transport, and storage of digital information is continuing to grow at rates of 40% to 50% per year [1] , with the main drivers including video, mobile broadband, and machine-to-machine communication (Internet of Things, cloud computing, etc.). Table I presents the compound annual growth rates for various types of network traffic from several sources [2]- [5] , as summarized by Winzer [6] . Table I illustrates robust growth across all network types, from shorter distance local and access networks to longer distance metro and core networks, as well as for communications within and between data centers. This supports the notion of a highly interconnected network of machines and people who are exchanging ever-increasing quantities of information in the form of distributed computing, sensor networks, and cloudbased services.
The substantial growth rates observed in Table I are both a sign of and an enabler for the continued evolution of the "Internet" and its digital impact on-and as some might imply, transformation of-society. For example, Weldon [7, Ch. 1] and Case [8] discuss the notion of a continually evolving Internet and postulate that we are on the verge of a new era of the Internet, with the first two having been the information and communication revolution (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) and the cloud and mobile revolution (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) , with the third era poised to "incorporate everything into the Internet" [7] , which will lead to the disruption of many industrial sectors. One of the key attributes of such a Future X network includes the notion of a highly dynamic and reconfigurable network that creates a sense of seemingly infinite capacity [7] .
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The ability to satisfy growing traffic demands and thereby allow the continued evolution of the Internet will require novel innovations in networking hardware and software for all network traffic types described above. However, as pointed out in [7] with respect to propagation of electromagnetic signals over air, optical fiber, and copper wire, current technologies are within a factor of 2 of theoretical limits with respect to spectrum usage (Hz) and spectral efficiency (b/s/Hz), and the remaining dimension left to exploit is spatial parallelism. This has profound implications with respect to hardware design, as, although algorithmic efficiencies and Moore's law type speedups will undoubtedly play a continued and substantial role, novel architectures for integrating such "parallel" systems capable of meeting future network demands will be paramount, subject to additional constraints on cost, energy usage, and footprint/volume. From a thermal management perspective, this will, in general, translate into higher device densities and thus higher thermal densities, which is not a new trend for thermal management and electronics cooling. Exceptions do exist and include laser integration in a spatially parallel optical transport system, as detailed in Section II-B, and massive MIMO wireless systems, where the use of low-cost and lowpower components and a moderately large antenna array can improve spectral and transmitted energy efficiencies by orders of magnitude relative to a single-antenna system [9] - [11] .
The general trend, however, is that the ability to realize device densification will become a critical enabler for future network capacity. Since many of the densification challenges directly relate to the dissipation of heat to maintain adequate device performance and reliability, the continued development of new and novel thermal management technologies will be absolutely critical and will be important at all scales, from the transistor level up to the data center and telecom central office scale.
Prior work examining thermal management challenges for data centers and central offices includes the first and second workshops on Thermal Management in Telecommunication Systems and Data Centers [12] , [13] , providing a perspective from academia and a broad range of industries. NSF supported Industry/University Cooperative Research Centers addressing these challenges include Purdue's Cooling Technologies Research Center and the ES2 Center comprising SUNY Binghamton, Villanova, Georgia Institute of Technology, and the University of Texas at Arlington.
In the remainder of this paper, we discuss a number of technologies important for the continued evolution of network capacity, ranging from the transistor level to the data center and central office level, with a focus on telecommunicationsspecific technologies. We also provide a perspective on anticipated technology trends, key technical challenges, and opportunities for innovation and impact.
II. APPLICATION AREAS
In the following, we present examples of thermal management challenges in application areas ranging in scale from the transistor and device up to the shelf and data center/telecom central office level.
A. Photonic Integration
Photonic integration has been a significant driver of bandwidth growth for applications ranging from data center optical interconnects to transponders for metro, long-haul, and submarine networks. Although the focus of this paper is on thermal management, it is important to note that the design space for optoelectronic devices is quite large, due to the wide range of component technologies coupled with different approaches toward integration, with two extremes being monolithic integration [14] , [15] and hybrid integration [16] - [19] . This means that there are often many ways to construct a functioning device via different technology approaches, which is evident in commercial products. Examples presented in the following are thus meant to illustrate what the author feels are common thermal challenges that will be shared across these different approaches, and not an endorsement of a particular approach toward photonic integration. Fig. 1 shows TOSA and ROSA modules for a 10 × 10.7-GB/s photonic integrated circuit constructed via hybrid integration of InP-based laser and avalanche photodiode arrays [16] . The thermal challenges are primarily with the TOSA and include the following.
1) Subambient cooling of the laser array to maintain desired laser output power efficiency and ensure longterm reliability. 2) Fine-scale temperature tuning of the individual lasers by local heating elements to maintain wavelength stability with respect to the ITU transmission grid. 3) Thermal crosstalk effects between nearby lasers and heating elements. 4) Package-to-ambient thermal resistance minimization subject to form factor and air flowrate constraints. Fig. 2 shows temperature contours for a detailed model of the TOSA and ROSA (outline only shown) in the overall modulelevel package, including details on the InP laser array (see the top right of Fig. 2 ), TOSA with integrated TEC (see the top left of Fig. 2 ) and packaged TOSA and ROSA with attached air-cooled heat sink (see the bottom center of Fig. 2) .
One of the thermal inefficiencies in the above design is the use of local resistive heaters to control the wavelength of the lasers, which provide undesired heat that must be dissipated by the TEC at the interface between the TOSA and the package. The thermal resistance from the laser array to ambient must also be designed to not be too low; otherwise, large quantities of heat are required to achieved the desired level of thermal tuning, which adds undesired thermal load to the TEC.
The majority of laser cooling applications currently rely on macro-TECs due to their inherently larger module-level ZT values relative to micro-TECs (1 versus 0.6-0.7) and proportionately larger T max values [20] , [21] , with microTECs primarily used for high heat flux applications such as energy harvesting [22] - [27] . Examples of commercially developed micro-TECs include modules made by Micropelt, which uses a sputtering approach for material deposition [27] , and Nextreme [a spin-off from Research Triangle Institute (RTI) in 2004 and acquired by Laird in 2013], which uses a metal-organic chemical vapor deposition process for material deposition [25] , [26] .
Enright et al. [28] propose an alternative approach using the direct integration of micro-TECs onto individual ridge lasers within a laser array. The potential benefits of this approach include: 1) providing both subambient cooling and temperature tuning by the micro-TECs, thereby eliminating the local heaters, and 2) minimization of the thermal resistance from the integrated micro-TEC and laser array to ambient, as there is no longer a need to balance this thermal resistance to achieve suitable tuning with modest heater powers. Although the concept proposed by Enright et al. [28] is promising in principle, there are a number of technical challenges that must be overcome for realization. First, low-temperature electrodeposition processes for the thermoelectric materials must be used to preserve the InP laser structure. Such electrodeposition techniques currently yield material ZT values of order 0.25 to 0.4 [29] for the doped n-and p-type Bi 2 Te 3 materials and would have expected module-level ZT values that would be significantly lower due to parasitic effects. This is in contrast to module-level ZT values of order 1 for the macro-TEC currently used in such TOSAs. This indicates that such an approach will require substantial material innovations in electrodeposited Bi 2 Te 3 thin films to achieve reasonable subambient cooling capability ( T max ) and cooling efficiency. Second, although electrodeposition is a common "back-end" silicon processing operation, commercial electrodeposition processes for thermoelectric materials are still in development. Hence, it is not known if the cost, performance (optical and thermal), and reliability characteristics for such an integrated approach will be advantageous relative to the macro-TEC plus local heater approach. An intermediate approach utilizing stateof-the-art micro-TECs, which have been shown to possess material and module-level ZT values of 1.4 and 0.6 [20] , [21] , respectively, incorporated into a hybrid integration framework may be a more realizable alternative, at least in the near term. For example, RTI recently announced a highly integrated TEC process [21] that appears to have a number of appealing features with respect to performance, cost, and manufacturability that would be necessary for hybrid integration.
B. Spatial Division Multiplexing
Current high-capacity optical transport systems make use of five physical dimensions (see Fig. 3 ) to encode information, namely, time, frequency, phase, format, and space [6] . Research and commercial efforts have been immensely successful at developing technologies to fully exploit four of the five physical dimensions (time, frequency, phase, and format) so that data transmission rates have pushed the spectral efficiency for WDM systems to within a factor of 2× of fundamental limits (nonlinear Shannon limit [30] ) for research laboratory experiments and a factor of 5× and 3×, respectively, for commercial long-haul and metro systems [6] . Although extension to additional transmission bands, such as the L-band and S-band, provides some additional room for capacity improvement, it is clear that the ability to continue scaling optical transport networks to meet the growing traffic demands shown in Table I is limited using only four of the five physical dimensions described above. The remaining physical dimension left to exploit is thus space, in particular SDM. Approaches for implementing SDM in optical fiber include fiber ribbons, multicore optical fiber, and few-mode optical fibers (see Fig. 3 ).
Winzer [31] contrasts a transponder architecture for a spectral superchannel with that of a spatial division multiplexed superchannel (see Fig. 4 ). One notes that for an L subcarrier spectral superchannel, L individual lasers outputting power P are required. This is due to WDM requirements for a fully tunable transponder, where sufficient laser power budget is required due to the performance and cost limitations of the multiplexing technology, which is necessary for power combining the L spectral wavelengths. In contrast, for a spatial superchannel with L paths, only a single laser outputting power P is required as there is no necessity to power combine, as in the spectral superchannel case. The implications of the SDM architecture on laser thermal management are substantial, as they imply the following: 1) lower total laser power dissipated to an underlying TEC; 2) reduction or elimination of laser thermal crosstalk;
3) opportunities to reduce or eliminate the continuous use of resistive heaters for wavelength tuning; 4) lower required TEC power for an equivalent level of cooling, which has substantial implications on the package-level thermal solution. Although the laser thermal management becomes easier with an SDM superchannel, the requirements for continued traffic growth rate imply that SDM architectures like those shown in Fig. 4 will need to be implemented on a highly integrated scale in order to maintain historical trends of exponentially decreasing system cost and energy usage per bit [32] ; in contrast, deploying individual optical transport systems in parallel, which is the most basic form of SDM, keeps system cost and energy usage per bit constant. Moore's law type efficiencies and overhead reductions and efficiencies in the electronics due to the parallel nature of the architecture, like the SDM laser example illustrated above, will surely help to reduce the increase in heat dissipation rates. However, from the thermal management perspective, the underlying issue relates to component densification, particularly the DSP engines, which are high-power and low-cost, that drive the digital processing algorithms within a transponder. This implies that realization of SDM technologies will require overcoming substantial thermal management challenges due to the need to reduce costs via component integration and hence represents an active area for innovation as commercial SDM systems are developed.
C. Wireless Technologies
A number of material systems offer substantial promise for increased performance and greater device integration of wireless technologies, including GaN-on-silicon carbide, GaN-ondiamond, and silicon germanium (SiGe). GaN is particularly appealing as it offers significant advantages with respect to high-frequency and high-power operation relative to traditional technologies such as silicon LDMOS technology [33] , with the use of higher thermal conductivity substrates offering even greater potential for high power operation. For example, GaN-on-silicon carbide offers an expected factor of 3× enhancement in local transistor densities relative to GaN-onsilicon due to the substantially larger thermal conductivity of silicon carbide relative to silicon, while GaN-on-diamond offers a further 3× transistor densification factor relative to GaN-on-silicon carbide. Deposition of a diamond coating or heat spreading layer onto GaN HEMTs for RF MMIC applications also appears to offer substantial benefits with respect to heat spreading due to the close proximity of the material to the device active region [34] , [35] . For example, Tadjer et al. [34] investigated nanocrystalline diamond films deposited above a thin SiO 2 passivation layer in AlGaN/GaN HEMTs on Si substrates and showed that the thermal resistance of the device was 3.7 times lower than that of a device using traditional passivation layers. Challenges for this approach relate to developing cost-effective fabrication processes that allow high thermal conductivity and thin-film diamond deposition without damaging the Schottky gate within the HEMT [34] - [38] . SiGe technology offers the potential to develop RFIC technology that can integrate a large number of analog functions into a single integrated circuit, thereby realizing significant reductions in the overall size of a physical system, with concomitant savings in cost and power.
In the following, we present die-level simulation results for SiGe devices on a silicon die in a flip-chipped configuration. For such a device, the majority of the heat transfer is through an array of thermal bumps located between the silicon die and the lead frame providing signal and ground connections to the devices on the die. The thermal modeling methodology for this type of configuration is as follows.
1) First, a detailed thermal bump model is constructed to obtain an estimate of the bump thermal resistance, including spreading resistance into the silicon die. 2) Second, a die-level thermal model is constructed where heat transfer to the thermal bumps is approximated with a heat transfer coefficient at the interface of the silicon die and the thermal bumps, assuming a fixed lead frame temperature.
Such an approximation introduces a few percentage numerical errors into the calculations, which is acceptable for the given level of uncertainty for other quantities in the model. This approach greatly simplifies the complexity of the calculations, as there can be several hundred thermal bumps for a typical silicon die, which would be computationally prohibitive to resolve in full 3-D detail. The most stressed devices on the die are then modeled in sufficient fine-scale detail to estimate their impact on the local silicon die temperature for use in experimentally validated device-level thermal models, while devices away from the most stressed devices are modeled as spread heat sources to simplify the computational complexity. The bump-and die-level thermal models are implemented in numerical simulation tools such as ANSYS IcePak. 3) Third, the computed local silicon die temperature near the most stressed devices is used as input to experimentally validated transistor-level thermal models accounting for self-heating, thermal crosstalk, and nonlinear thermal conductivity effects to estimate the junction temperature for the most stressed devices [39] , [40] . Fig. 5 shows temperature contours for a die-level simulation of a prototype RFIC implemented in SiGe on a silicon die in a flip-chipped configuration. Details on the components are not presented due to proprietary and confidentiality reasons.
The temperature values are representative of the background silicon die temperature that the SiGe HBTs experience for the flip-chipped die configuration and provide crucial information for estimating HBT junction temperatures based on more detailed transistor-level thermal models. Fig. 6 shows thermal contour plots for an amplifier consisting of an array of SiGe HBTs on a silicon die. The purpose of this simulation is to estimate thermal crosstalk effects on the most stressed HBT (see the dashed rectangle of Fig. 6) in the array and then use this information to estimate its junction temperature based on more detailed transistor-level thermal models. The die-level simulations coupled with more detailed transistorlevel thermal models account for global (packaging) and Thermal contour plots of a prototype RFIC implemented in SiGe technology on a silicon die. The die lateral dimensions are 4.1 mm (width) × 3.3 mm (height) with a total power dissipation of approximately 5 W. Fig. 6 . Thermal contour plots for an array of SiGe HBTs on a silicon die. The purpose of this simulation is to estimate thermal crosstalk effects on the most stressed HBT (dashed rectangle) in the array, and then use this information to estimate its junction temperature based on more detailed transistor-level thermal models.
local (thermal crosstalk and nonlinear self-heating) effects and thus allow more accurate junction temperature estimates than experimental correlations based on individual HBT transistor thermal resistance values, although such measurements are still essential for providing an accurate baseline.
One of the key enablers of such a technology is the involvement of multiple supply chain partners, where a range of companies bring expertise in the design, fabrication, packaging, and testing/validation to realize a commercial product. Obtaining fundamental understanding of how device design, fabrication, and packaging affect reliability and performance requires substantial information flow across such a horizontally integrated supply chain. As GaN and SiGe technologies continue to evolve and expand into the commercial space, with the expected increase in device and package-level heat densities, instantiating a feedback loop into the product development process and overall product life cycle is viewed to be essential for developing high-performance and reliable products. The use of TCAD tools, which have the goal of seamlessly integrating process and device simulation, may be one framework in which a substantive portion of the feedback loop can be instantiated. Another challenge relates to the density increase, where, as an example, the form factor of the aforementioned prototype RFIC device has shrunk by over two orders of magnitude relative to its analog counterpart, leading to a proportional (100×) increase in die-level heat density that makes package-level thermal management more challenging.
D. Extreme Heat Density Applications
DARPA, under the leadership of Dr. Avram Bar-Cohen, has funded two programs (ICECool Fundamentals and ICECool Applications) focused on the development of twophase cooling technology for extreme heat densities to enable 3-D stacked chip architectures and high-power GaN HEMT devices [41] - [61] . Such technologies can help realize, for example, the "sugar cube" computer chip, proposed by Dr. Bruno Michel at IBM Zurich [62] , which has potential to get back onto Moore's law for single-core processor speed, which effectively plateaued in 2006 due to thermal issues, and thus could lead to a revolutionary increase in computing capabilities. ICECool Fundamentals teams focused on twophase flow boiling and evaporation and included the following approaches: manifold microchannel heat sinks (teams led by the University of Maryland [56] and Purdue University [48] ), a laser micromachined diamond heat spreader with an integrated porous copper wicking layer (team led by Stanford University [49] ), Piranha pin fins (team led by Rensselaer Polytechnic Institute [57] ), a microgap region for hot spot cooling integrated with micropin fins for addressing large background heat fluxes (team led by Georgia Institute of Technology [50] , [58] - [61] ), a pin fin array consisting of thru silicon vias with a radial hierarchical microchannel structure fed from a central fluid distribution manifold (team led by IBM [53] ), and a nanoporous membrane-based evaporation (team led by MIT [45] ). ICECool Applications teams focused on single-phase cooling using water and water/glycol mixtures (teams led by Raytheon [41] , [42] , Northrop-Grumman [41] , [43] , and Lockheed-Martin [47] ) and flow boiling (IBM [53] ).
To provide an illustrative example of the challenges of and opportunities for such a highly integrated two-phase cooling approach, we present high-level details on the MIT-led ICECool Fundamentals program. Fig. 7 shows a membranebased evaporative cooler device developed by MIT, along with experimentally measured heat transfer coefficients for various working fluids as a function of heat flux [45] . The measured heat transfer coefficient values for pentane and R245fa are greater than 33 W/cm 2 · K, the level required for meeting a program-specified metric of T < 30 K metric, although this occurs at lower heat fluxes where it is believed that the meniscus fully wets the membrane surface at the top of the pores. Fig. 8 shows numerically predicted temperature and heat flux contours for a thermofluidic model of a membrane-based evaporator attached to a multifinger GaN HEMT device, where the peak junction temperature is predicted to be 46°C lower than the baseline technology of an integrated single-phase microchannel cooler [44] . The MIT team overcame a number of fabrication and characterization challenges to realize working prototypes of the concept, with characterization challenges primarily related to clogging of the pores in the nanoporous membrane. The main difference between the approach taken by the MIT team and other ICECool efforts relates to the focus on membrane-based evaporation, in contrast to flow boiling or single-phase heat transfer, which allowed theoretical and experimental investigations of fundamental two-phase heat and mass transfer processes due to the well-defined location of the liquid/gas interface. However, the focus on evaporationbased heat transfer places the device operating envelope into a two-phase regime associated with 100% vapor quality, which makes the device sensitive to even minute quantities (<ppm) of nonvolatile impurities, which can lead to rapid membrane clogging due to the submicrometer-scale membrane pore size, thinness of the membrane, and high heat and mass fluxes at the membrane. This is in contrast to flow boiling (with less than 100% vapor quality) and single-phase cooling, where the presence of a liquid phase throughout the device aids in the solubilization of any nonvolatile components. The use of larger scale heat transfer features, such as microchannels and micropin fins examined in other ICECool efforts, makes these devices much less sensitive to clogging. The membranebased approach also does not readily allow enhancement of the area for two-phase heat transfer, as is common with microchannel-and pin-fin-based approaches, which can be of significant benefit both from the heat transfer and pressure drop perspectives. In terms of overall thermal performance, the membrane-based approach yielded thermal resistance values at lower heat fluxes (<500 W/cm 2 ) comparable to a number of the aforementioned two-phase flow boiling approaches, but was not able to realize as high background heat fluxes [48] , [49] , [56] , [57] due to membrane clogging issues and the lower saturation pressures that the system was operated under [44] , [45] .
The [41] , [42] . A team led by Northrop-Grumman used impinging water jets to cool a GaN-on-silicon carbide HEMT device coupled to diamond microchannels enabling the background and hot-spot fluxes of 1 and 30 kW/cm 2 , respectively [41] , [43] . A team led by Lockheed-Martin used impinging jets of a 40% propylene glycol / 60% water mixture to cool a GaN-on-silicon carbide HEMT device and showed a 4.2-dB gain in output efficiency, 8.2-dB gain in output power, and a 3× reduction in device thermal resistance [47] . These aforementioned GaN-focused efforts have significant potential for near-term commercial and defense applications, which may be in part due to well-developed GaN-on-silicon carbide and GaN-on-diamond base technologies and maintaining a 2-D chip architecture. The 3-D stacked-chip computing architecture appears to be a very challenging application with a much longer time horizon for commercial realization. This is due to the inherent challenges associated with 3-D integration coupled with the incorporation of two-phase cooling technology within the 3-D stack.
As a comparative example, Dr. Bryan Black, Senior Fellow at AMD, shared development details on the latest AMD Radeon R9 Fury graphics cards during his keynote talk at ITherm 2016. The key breakthrough was the integration of vertically stacked high-bandwidth memory that is connected to the CPU/GPU processor via an interposer [63] . The entire effort took nine years from the concept to commercial product, with the internals of the assembly relying on conduction cooling and package-level heat rejection to air-or liquidcooled heat sinks. This suggests that a more modest highperformance computing goal might be to develop a 3-D chip stack, which is conduction-cooled through the individual layers and rejects heat to a two-phase cooling solution (2-D) at the backside of the stack. Such an approach was investigated by Marcinichen and Thome [64] , who showed that for a 5 × 5-mm 2 chip comprising a six-layer chip stack with 100-W/cm 2 (microprocessors) and 50-W/cm 2 (memories) devices, a maximum junction temperature of 71.2°C was achieved with R134a with a saturation temperature of 30°C. The base GaN-on-silicon carbide and GaN-on-diamond technology can benefit wireless telecommunications networks even with current air-cooling approaches, as the substantially decreased device-level thermal resistance provides additional thermal margin in the thermal resistance stack from junction to ambient, assuming a constant power configuration. GaNon-diamond technology also has potential to mitigate carrier trapping effects seen in other GaN material systems [65] , which represents a significant challenge for designing emission masks, particularly for the U.S. market, which has stringent FCC requirements on out-of-band power. Higher power liquidcooled devices may be best suited for applications in base stations, which would be better equipped to support the liquid cooling infrastructure and would help to overcome substantial losses present in transmission cables connecting the base station to a tower top antenna.
Finally, one challenging effect that needs to be addressed in any two-phase system relates to the dramatically higher flow resistance of the fluid vapor relative to the liquid. This results in a positive feedback mechanism that can lead to instability and local dryout in any system of heat sources supplied by a parallel fluid distribution network [66] - [68] . As an illustrative example, Fig. 9 shows the boundary between stable operation and dryout for two microchannel cold plates connected in parallel and supplied with R134a via a refrigerant pump. Mitigating this and other types of flow instabilities, such as the Ledinegg instability, which can occur in pumped systems [69] , will be critical in developing two-phase cooling technologies for extreme heat density applications, particularly for 3-D chip stack architectures, where it is expected that the heat distribution within such an architecture will be both spatially and temporally varying [70] , [71] .
E. Refrigerant-Based Cooling Technologies
In this section, we briefly review several "room-level" refrigerant-based cooling technologies. The purpose of this is to provide high-level background on the technology and its immediate and substantial benefits, as well as illustrate how such "infrastructure" is crucial for future component-level liquid cooling innovations that can lead to increased equipment densification, decrease the amount of energy required for cooling, and reduce acoustic noise. The focus on refrigerantbased cooling technology is due to restrictions on the use of Fig. 10 . Schematic of the Nokia Modular Cooling Solution [78] . A pumping unit (left) supplies the refrigerant to overhead piping, which distributes the liquid refrigerant to cooling modules located at the air exhaust (hot aisle) side of equipment racks (right). The cooling modules (see Fig. 11 ) consist of an air-to-refrigerant heat exchanger (coil) located within a mounting frame that contains a plenum for directing air flow and two axial fans that supply supplemental air moving capacity to direct the rack exhaust air through the coil.
water in telecommunications central offices due to exemptions from fire suppression systems that are a result of very stringent NEBS standards for fire protection [72] .
One particular instantiation of "room-level" refrigerantbased cooling technology is so-called "close-coupled cooling," where air-to-liquid heat exchangers are placed in close proximity to, or within, an equipment rack. Examples of close-coupled cooling includes in-row, in-rack, above rack, and rear-door heat exchangers; commercial suppliers of such technology include Emerson Network Power, APC, HewlettPackard, IBM [73] - [76] , Lenovo, and Thermal Form and Function. The Alliance for Telecommunications Industry Solutions (ATIS) recently developed ANSI Standard ATIS-0600031.2014 for infrastructure necessary for distributed (pumped) refrigerant cooling [77] , suggesting telecom industry interest in the room-level refrigerant-based cooling technology for central office applications.
In Figs 10 and 11, we show one such instantiation of this technology, namely, the Nokia Modular Cooling Solution (developed by Bell Labs CTO in collaboration with the Services Business Division within the former Alcatel-Lucent), which is a pumped-refrigerant-based technology that cools the hot exhaust air exiting an equipment rack by placing air-torefrigerant heat exchangers (coils) at the exhaust side of the rack prior to entering into the hot aisle [78] . Case studies and product implementations have shown in excess of 90% energy savings relative to conventional CRAC unit implementations, with the simultaneous benefit of allowing tripling typical rack heat densities compared to a purely air-based approach.
One additional benefit of the Nokia Modular Cooling Solution is that it can be retrofit onto live operating IT equipment without interruption of service (see Fig. 11 ), thus allowing application of the cooling technology to the large existing installed base of data centers and central offices. The substantial energy savings and increased real estate utilization also result in payback periods that can be less than two years, which makes for an appealing business case. This ability Fig. 11 . Left: photograph of Nokia Modular Cooling Solution [78] cooling modules mounted on the rear of an equipment frame. Right: photograph of key components of the cooling module, namely, evaporator coil and supplemental fan assembly. The ability of cooling module components (fan assembly and evaporator coil) to rotate away from the equipment via a hinge in the cooling module frame, which allows access to the IT equipment within the rack without any interruption to the IT equipment or the pumped-refrigerant cooling loop, and the modularity of the approach, which allows application to a broad range of equipment and does not require a custom-built equipment rack, are also shown.
to retrofit the technology is a compelling feature for any thermal management solution and helps to lower the barrier for productization and commercialization.
F. Challenges for Component-Level Liquid Cooling
In this section, we discuss the challenges and opportunities for the use of component-level liquid cooling in telecommunications equipment. The focus is primarily on extreme density telecommunications equipment such as optical transport and routing products, where it is anticipated that such a liquid cooling technology would have the most significant benefit in enabling increased equipment functionality. We first present a detailed discussion of the challenges associated with the widespread implementation of component-level liquid cooling, particularly for Central Office environments-these challenges are related to the criteria listed in Table II . An approach currently being worked on within Bell Labs to address these key challenges is then presented.
Criterion 1 in Table II indicates that at least as of the writing of this paper, air-based cooling technologies are viewed as being able to meet the growing needs of telecommunications networks. However, this may in fact be more perception than reality, as equipment designers and vendors have additional options, such as the following.
1) Reducing the maximum allowed ambient operating temperature, which results in much greater sensible cooling capability due to the greater allowed temperature rise of the air. 2) Derating the performance of the equipment at elevated operating temperatures, which effectively reduces the amount of heat required to be dissipated. 3) Releasing equipment that is noncompliant with respect to NEBS and ETSI acoustic noise constraints, thereby allowing the use of powerful and noisy fans and blowers that provide greater air flow rates and hence more sensible cooling. 4) Expanding the volume of the equipment to lower and/or maintain the equipment heat density. As an example of one these trends, Fig. 12 shows the normalized volumetric heat dissipation density for several extreme density telecommunications products from various equipment vendors for optical transport and routing. One observes that although these products exhibit nearly a factor of ten variation in total volume and total heat dissipation, their normalized heat dissipation densities vary by only +/−11% around the average value of 33.6 kW/m 3 . This consistency across vendors, product types, and product volumes strongly suggests that current air-based cooling technologies are pushing fundamental heat dissipation limits.
Criterion 2 precludes the use of water as a working fluid within equipment racks in Central Offices in North America. This is in contrast to data centers and high-performance computing applications, which are not subject to this restriction and where water-based component-level cooling technologies have been and continue to be in widespread use [79] , with IBM pushing the rack-level water cooling envelope with its 575 and 775 supercomputers [80] - [82] , and a number of commercial companies (CoolIT, Asetek) providing water-based cooling solutions for the data center space. One could argue that a telecommunications equipment provider could develop non-water-and water-based cooling technologies, respectively, for commercial use inside and outside of North America. However, there are substantial financial costs associated with developing and maintaining two separate families of products, which is a significant barrier to this approach. The preferred path would thus be to use a more "electronics friendly" working fluid such as a refrigerant or dielectric liquid. Finally, although the IBM 775 supercomputer deserves special mention as it represents a significant advance in computing capability per equipment footprint compared to earlier technology such as the IBM 575 and ASCI Purple, and has a rack-level heat dissipation, under aggressive workloads, that would peak at an impressive 180 kW [80] , the associated volumetric heat density of the system is approximately 46.6 kW/m 3 , which represents only 26% and 40% enhancements, respectively, relative to the maximum and average heat dissipation densities for the extreme density communications equipment shown in Fig. 12 , where we again note that these products are all exclusively air cooled.
Criterion 3 results in a strong reluctance to have a system with pumps and make/break fluid connectors, as they are inherently mechanical in nature and prone to a range of different failure mechanisms that are not well understood by telecom equipment vendors and operators, who have significantly greater experience with fans and blowers and understand how to design in redundancy and hot swap these components in the event of a failure. Criterion 4 indicates that a componentlevel liquid cooling solution needs to carefully consider the interface between the targeted electronic component and the liquid cooling solution-current air-based cooling approaches are basically immersion cooling in a "bath of air," so that the interface to any heat sink attached to a component essentially comes for free by design. This means that one can remove a circuit pack card from an equipment shelf without much consideration for the interface with the cooling medium. Many approaches used in data centers and high-performance computing applications facilitate such hot swappability and plug-andplay capability using make/break fluid connectors that allow disconnection of the liquid-cooling loop instantiated within a circuit board or server blade from rack-level liquid cooling infrastructure, which is a concern relative to Criterion 3. The make/break fluid connectors are also typically installed on the face plate of the server blade or circuit pack and can conflict with the requirements associated with the placement of optical modules (SFP, CFP, etc.) that facilitate client-and line-side data transport, which are crucial for maximizing product functionality in telecom transport and routing products. A related concern relates to data ingress/egress into the communications shelf, where the presence of fluid connectors and hoses/piping on and near the face plate can substantially conflicts with shelflevel optical fiber management. Finally, Criterion 5 reflects the fact that many, and possibly the majority, of telecom operators do not have data center scale facilities, and hence may have a central office environment that does not possess infrastructure such as close-coupled pumped-refrigerant-based cooling. Hence, the telecom equipment provider is faced again with the decision of having to develop two distinct product families, respectively, for customers with and without roomlevel liquid-cooling infrastructure.
G. Hybrid Cooling Technology for Shelf-Level Equipment
In this section, we present high-level details on a hybrid cooling technology that attempts to address many of the key criteria discussed above; this approach is part of a collaborative effort with the Heat and Mass Transfer Laboratory (LTCM) directed by Prof. John Thome at the École Polytechnique Fédérale de Lausanne. The nomenclature hybrid cooling refers to the use of both air cooling and liquid cooling for removing component heat. A schematic of the approach is illustrated in Fig. 13 , where a common two-phase liquid-cooled evaporator is located at the rear of an equipment shelf, in the space between the electrical backplane and circuit pack cards that are inserted into the shelf. Heat from targeted higher-power circuit pack components is dissipated to the common evaporator via highly conductive heat transfer elements comprising heat pipes and/or vapor chambers, which reject heat to the common evaporator via a make/break thermal/mechanical connection at the location TIM2 (see the top view of Fig. 13) . A facilitiesdependent implementation of the concept is shown in the lefthalf of the side view of Fig. 13 , where the refrigerant is supplied to the common evaporator via a room-level refrigerant pump, while a facilities-independent implementation is shown in the right-half of the side view of the figure, where refrigerant is supplied to the common evaporator via a shelflevel thermosyphon loop that rejects heat to room air by an air-cooled condenser located at the top of the equipment shelf; application of such technology has been studied by a number of researchers for data center server applications [83] - [88] . Note that for both implementations, a fan tray located below the circuit pack cards is the primary source of cooling air for components not thermally connected to the common evaporator. Additionally, the make/break thermal/mechanical connection at the location TIM2 is enabled by recent advances in thermal interface materials from suppliers such as Compelma, Fujipoly, HALA, and Polymatech, who make use of a polymer matrix loaded with ceramic filler particles and/or carbon fibers and achieve thermal conductivities in excess of 10 W/mK and thermal resistivity values of <0.5 cm 2 C/W for moderate applied pressures of 10 to 20 psi.
The thermosyphon-based approach also has a number of efficiencies related to the use of the air-cooled condenser compared to the conventional approach of driving a large quantity of air through the equipment shelf.
1) Reduced shelf and condenser pressure drop due to splitting of the air flow between the shelf and condenser, which has dramatic effects on fan power and fan noise due to their nonlinear dependence on air flow rate. 2) A comparatively low condenser air-side pressure drop due to the primarily front-to-back air flow, which is in contrast to the shelf, where between 50% and 75% of the pressure drop is due to non-heat-sinking components such as filters, plenums for redirecting air flow, and card cages. 3) Enhanced air-side heat transfer due to the use of louvered or corrugated fins and the isothermal nature of the two-phase flow heat transfer medium. Fig. 14 shows photographs of an early version of the thermosyphon-based prototype built in Bell Labs for the concept illustrated schematically in Fig. 13 . The common evaporator consists of 18 separate microchannel finned zones that each targets cooling of components on 18 separate circuit pack cards. Each zone is fed liquid refrigerant (R134a) from a common inlet plenum with two separate inlet ports located at the left and right of the common evaporator, with the liquid/vapor mixture leaving each zone into a common outlet plenum and then out an exit port located at the top-center of the evaporator. An air-cooled condenser and fan assembly is located at the top of the equipment rack, with the riser and downcomer piping located, respectively, on the left and right sides of the equipment rack.
Some of the key technical challenges associated with the operation of such a passively driven two-phase flow system include: robust operation of spatially and temporally varying heat loads; operation across a broad range of ambient temperature conditions representative of NEBS environmental conditions (−5 to 55°C), mitigation of refrigerant flow maldistribution within the 18-zone evaporator due to the positive feedback exhibited in two-phase flow systems, start-up and operation at low heat loads, maximizing critical heat flux for robust operation, and control of inlet subcooling, to name a few. Thermal and fluidic optimization of individual components, in the context of the overall system, is also necessary for pushing the performance envelope for the technology. As an example, experimental results have demonstrated the ability to provide in excess of 100 W of cooling per slot and greater than Fig. 13 . Schematics illustrating two-phase refrigerant-based hybrid-cooling technology for shelf-level equipment, where a common evaporator (cold plate) is placed at the rear of the equipment shelf between the electrical backplane and circuit pack cards. Top view: schematic illustrating transport of heat from active component (shaded in red) to common evaporator (shaded in blue) via a highly conductive heat transfer element that interfaces with the component and common evaporator through thermal interface materials TIM1 and TIM2, respectively. Side view: schematic illustrating infrastructure-dependent (pumped refrigerant loop) and infrastructure-independent (air-cooled thermosyphon) configurations of the technology.
1.8 kW total, with less than a 10°C temperature differential between the evaporator surface and ambient, while having a coefficient of performance (= heat dissipated/fan power) greater than 10. Fig. 15 shows a CAD rendering of how such a cooling system would look when integrated into a telecom equipment shelf, both at the chassis level and the circuit-pack level. Experimental investigations of the board-level heat transfer technology show that the overall hybrid cooling approach is capable of dissipating in excess of 150 W per slot with current state-of-the-art heat spreaders and thermal interface materials, which represents an effective doubling of the slot heat density relative to the baseline technology.
The thermosyphon prototype shown in Fig. 14 makes use of a single independent fluidic circuit consisting of one riser and one downcomer connecting the evaporator and condenser. Fig. 16 shows CAD renderings of a telecom equipment shelf with hybrid cooling implemented with two and four independent thermosyphon fluidic circuits. The advantage of having multiple independent fluidic circuits is that since the Photographs of a two-phase refrigerant-based thermosyphon prototype for shelf-level equipment, showing the 18-zone common evaporator, heater block assembly, condenser and fan assembly, and riser and downcomer piping. Fig. 15 . Left: CAD rendering of a telecom equipment shelf with integrated hybrid cooling consisting of a common evaporator located at the rear of the equipment shelf in front of the electrical backplane and condenser and fan assembly located at the top of the equipment shelf. Right: CAD rendering of a circuit pack card with a highly conductive heat transfer element attached to a targeted circuit pack card component. refrigerant flow within each circuit is limited by the buoyancy forces arising due to the density difference between the riser and downcomer, which is proportional to the height of the thermosyphon, multiple fluidic circuits increase the net mass flow rate to the common evaporator. Hence, the overall system acts as if it were a single-circuit thermosyphon with a larger effective height that is expected to be proportional to the number of circuits. This is one approach to help allow scaling of the technology to higher heat loads. Fig. 17 shows anticipated trends in volumetric heat dissipation density with respect to conventional air cooling technology and hybrid cooling. Experimental results indicate that such technology is close to realizing a factor of 2× increase in shelf heat density. Achieving a factor of 3× appears fluidically Fig. 16 . CAD renderings of a telecom equipment shelf with integrated hybrid cooling implemented as two independent thermosyphon fluidic circuits (left) and four independent thermosyphon fluidic circuits (right). possible from a refrigerant mass flow rate perspective through the use of multiple independent thermosyphon fluidic circuits, as illustrated in Fig. 16 . This 3× enhancement may be achievable in the near term by a combination of more stringent requirements at the board level, such as shorter transport distances for heat spreaders and tighter mechanical tolerances that facilitate thinner thermal interfaces, coupled with continued innovations in heat spreader technology and thermal interface materials. Achieving a 10× enhancement based on the above air-cooled thermosyphon approach would require disruptive innovations in air-side heat transfer, two-phase boiling heat transfer, heat spreaders, and thermal interface materials, and would present technical challenges of the scale addressed in the DARPA MACE, DARPA ICECool, DARPA TGP, and DARPA NTI programs, respectively. The long-term goal of a 10× enhancement is likely more realizable if liquid cooling infrastructure is incorporated at the room level, or possibly local to the shelf, which provides an efficient dissipation medium to ambient, along with a fundamental re-engineering of the interface between the component and the two-phase cooling medium.
Although the 2× and 3× enhancements are clearly not as ambitious as the 10× goal, they can provide a near-term competitive advantage to a telecom equipment provider by enabling greater product heat density. Since heat density is proportional to equipment density, this translates approximately into a 2× to 3× increase in product functionality, which is a compelling market differentiator, particularly given the results shown in Fig. 12 , which show a near constant volumetric heat dissipation density across multiple extreme density telecommunications products and vendors. Furthermore, implementing a 2× to 3× enhancement allows one to make a disruptive change in the underlying thermal management technology, moving away from purely air cooling toward a hybrid air-and liquid-cooling-based approach. Realizing this initial technology disruption may thus be as important as achieving a long-term 10× goal. Furthermore, these near-term and long-term goals may in fact be complementary, whereby knowledge gained from realizing the 3× goal may be pivotal in achieving the long-term 10× goal, with the added benefit of potentially capturing greater market share in the near term due to the initial 2× to 3× technology disruption.
III. CONCLUSION
This paper provides information on the thermal management challenges for telecommunications equipment, with the primary driver being the sustained and consistent growth of network traffic across the various types of communications networks, ranging from shorter distance local and access networks to longer distance metro and core networks, as well as for communications within and between data centers. This traffic growth is due to video, mobile broadband, and machine-to-machine communication (Internet of Things, cloud computing, etc.), with a perspective that the next stage of evolution of the Internet will be toward a highly dynamic and reconfigurable network that creates a sense of seemingly infinite capacity [7] . The observation that the transport of electromagnetic fields over air, optical fiber, and copper wire are within a factor of 2 of theoretical capacity limits [7] means that further increases in data transport rates will require exploitation of spatial parallelism. There will thus be a need for hardware architectures instantiating this paradigm, which will lead to increasing equipment densities and require innovations in thermal management to ensure performance and reliability.
The application areas discussed in this paper show the importance of thermal management across scales ranging from the transistor and device up to the shelf and data center/telecom central office level. Photonic integration is one area in optical transport where thermal management is expected to play a key role. Laser thermal management continues to be an important enabler of optical system performance, with as-yet-to-be-determined benefits and tradeoffs for approaches to subambient cooling and temperature tuning of lasers using either macro-TECs or micro-TECs within a hybrid integration framework. In the optical transport domain, SDM results in parallel efficiencies that reduce the number of lasers required in an SDM superchannel relative to a WDM superchannel, which simplifies laser thermal management, while the necessity for transponder densification to realize cost and energy efficiency savings is anticipated to result in greater heat densities for the electronics (DSPs) driving an SDM superchannel.
Device densification in wireless networks is being driven by SiGe and GaN (GaN-on-silicon, GaN-on-silicon carbide, and GaN-on-diamond) technologies. The prototype SiGe RF integrated circuit example presented in this paper demonstrates the dramatic potential densification (>100×) relative to the conventional analog approach as well as the importance of coupling die-and package-level thermal models with detailed transistor-level models to accurately predict device junction temperatures. Since such a technology development typically involves multiple supply chain partners, each bringing particular expertise in design, fabrication, packaging and testing/ validation, seamless information flow, and a robust feedback loop are essential for fully realizing the benefits of these technologies in a reliable time-and cost-efficient manner.
Thermal management of extreme heat densities using two-phase cooling, as envisioned by the DARPA ICECool programs and IBM's "sugarcube" chip [62] , offers tremendous potential benefits for computing and RF applications. The GaN HEMT devices are anticipated to be commercially realized before a 3-D chip stack with integrated two-phase cooling, due to the maturity of GaN-on-silicon carbide and GaN-ondiamond technologies coupled with the fact that tremendous benefit can be achieved even with 2-D GaN HEMT devices. This is in contrast to a 3-D chip stack for computing, where the integration of 3-D electronics with a 3-D twophase cooling solution raises the complexity and development costs dramatically-an approach targeting integration of 3-D electronics that are conduction cooled within the chip stack and dissipating heat to a 2-D two-phase cooling system at the base of the stack may be a reasonable intermediate approach [64] .
Room-level close-coupled cooling solutions in data centers and telecom central offices offer tremendous potential to dramatically improve the energy efficiency of cooling and the density of rack-level equipment, which translates directly into OPEX and CAPEX savings. Such technologies also have reasonable payback periods and if appropriately designed can be retrofit on live equipment without service interruption, which is a tremendous benefit for addressing existing installations. Such room-level infrastructure also provides a necessary framework for dissipating heat from componentlevel liquid cooling solutions implemented within high heat density equipment racks, with the IBM 775 supercomputer being one such example [80] .
In contrast to data centers, such rack-level liquid cooling solutions are not prevalent in telecom central offices, which is likely a consequence of factors related to reliability and the continued ability to design telecommunications equipment using air-cooling alone, though the latter may in fact be more perception than reality, as evidenced by volumetric heat density data provided in the paper. The drafting of an ATIS standard related to infrastructure for refrigerant-based closecoupled cooling suggests there is recent telecom industry interest in refrigerant-based liquid cooling technology, though it is not clear if and to what extent such a technology is being implemented by telecom operators. A shelf-level refrigerant-based hybrid (air-and liquid-) cooling solution is also presented, which possesses attributes addressing a number of reliability and performance concerns important in a telecom environment, e.g., no pumps and no connectors, which maintains circuit pack hot-swappability infrastructure independent, and which appears to have potential for 2× to 3× increases in shelf-level heat density.
In summary, thermal management of telecommunications equipment is critically important for realizing continued increases in network traffic growth, with the consistent theme being increasing device densities across scales ranging from individual transistors up to central offices and megascale data centers. Development of innovative solutions to address such a diverse and interesting range of challenging thermal problems will continue to require a multidisciplinary approach, incorporating contributions from a range of scientific and engineering fields, thus making thermal management a very technically broad and collaborative discipline.
