Preface  by Gesù, Vito Di & Tagliaferri, Roberto
Available online at www.sciencedirect.comInternational Journal of Approximate Reasoning
47 (2008) 1–3
www.elsevier.com/locate/ijarPrefaceIntroduction to the special issue
Bioinformatics aims to solve biological problems by using techniques from mathematics, statistics, com-
puter science, and machine learning. Information theoretic methods to model, analyze, and interpret biolog-
ical information are at the centre of current eﬀorts. This also in consideration of the high pace at which new
technologies are developed for collecting genomic and proteomic data. Recent advances in learning methods,
feature selection, and information visualization indicate new solutions for their analysis. Moreover, bioinfor-
matics provides opportunities for developing novel strategies of analysis. This special issue intends to provide
an updated view of current advances in
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F.-M. Schleif, T. Villmann, B. Hammer in their paper entitled ‘‘Prototype based Fuzzy Classiﬁcation in
Clinical Proteomics’’ present a new tool for studying relevant masses in Proteomic proﬁling based on mass
spectrometry. Fuzzy Soft Nearest Prototype Classiﬁcation and Fuzzy Labelled Neural GAS algorithms for
the construction of nearest prototype classiﬁers are deeply illustrated and compared in the context of clinical
proteomic studies.
In the paper ‘‘Machine learning-based receiver operating characteristic (ROC) curves for crisp and fuzzy
classiﬁcation of DNA microarrays in cancer research’’ by Leif E. Peterson, Matthew A. Coleman, Receiver
operating characteristic (ROC) curves were generated to obtain classiﬁcation area under the curve (AUC)
as a function of features standardization, fuzziﬁcation, and sample size from nine large sets of cancer-related
DNA microarrays. Fourteen diﬀerent classiﬁers were used and a total of 2, 123, 530 classiﬁcation runs to ﬁnd
out the best behaviour of the models were made.
In ‘‘Protein secondary structure prediction using distance based classiﬁers’’ by Ashish Ghosh and
Bijnan Parai, the secondary structure prediction task were mapped into a three-class problem of pattern0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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2 Preface / Internat. J. Approx. Reason. 47 (2008) 1–3classiﬁcation, where the classes were helix, sheet and coil. The secondary structure prediction problem was
approached by using three distance based classiﬁers (minimum distance, K-nearest neighbour and fuzzy
K-nearest neighbour) and with the only information about the proteins given by the primary structure
(sequence of amino acids) itself.
Michele Ceccarelli and Antonio Maratea in their paper ‘‘Improving Fuzzy Clustering of Biological Data by
Metric Learning with Side Information’’ introduced Semi Supervised methods as a guide in the learning pro-
cess in presence of unlabeled data. Speciﬁcally, they used a Metric Learning approach as a way to improve the
classical fuzzy c-means clustering through a two steps procedure: ﬁrst a series of metrics (one for each cluster)
that satisfy a randomly generated set of constraints were learnt based on the data; then a generalized version
of the fuzzy-c means (with the metrics computed in the previous step) was executed.
In ‘‘Integrating gene expression proﬁling and clinical data’’ Silvano Paoli, Giuseppe Jurman, Davide Alba-
nese, Stefano Merler, Cesare Furlanello proposed a combination of machine learning techniques to integrate
predictive proﬁling from gene expression with clinical and epidemiological data. Starting from BioDCV, a
complete software setup for predictive classiﬁcation and feature ranking without selection bias, they applied
semi-supervised proﬁling for detecting outliers and deriving informative subtypes of patients. During the pro-
ﬁling process, sample-tracking curves were extracted, and clustered according allowing also the identiﬁcation
of outlier cases, whose removal was shown to improve predictive accuracy and stability of derived gene
proﬁles.
Francesco Napolitano, Giancarlo Raiconi, Roberto Tagliaferri, Angelo Ciaramella, Antonino Staiano and
Gennaro Miele in their paper ‘‘Clustering and Visualization Approaches for Human Cell Cycle Gene Expres-
sion Data Analysis’’ introduced a comprehensive multi-step machine learning data mining and data visuali-
zation tool based on three diﬀerent steps and applied to the analysis and identiﬁcation of genes periodically
expressed in a human cancer cell line (HeLa) using cDNA microarrays. The ﬁrst step was a pre-processing
based on a Robust Principal Component Analysis Neural Network for feature extraction of unevenly sampled
data; the second was a Probabilistic Principal Surfaces approach combined with an agglomerative procedure
based on Fisher’s and Negentropy information for clustering and labelling purposes, while the third one was a
multi-dimensional scaling approach for a two-dimensional data visualization of the clustered and labelled
data.
In‘‘Active Learning for Microarray Data ’’Dimitrios Vogiatzis, Nicolas Tsapatsoulis present a model
based on Active learning (AL), a way to deal with data when labelled data can be scarce or expensive to
obtain. They proposed an AL method based on a metric of classiﬁcation conﬁdence computed on a feature
subset of the original feature space which pertains especially to the large number of dimensions (i.e. exam-
ined genes) of microarray experiments. For this purpose the authors proposed a combination of a variance
based feature selection and genetic algorithms compared against linear and non-linear principal component
analysis.
Francesca Ruﬃno, Marco Muselli, Giorgio Valentini in their paper entitled ‘‘Gene expression modelling
through positive Boolean functions’’ developed an artiﬁcial model for the generation of biologically plausible
gene expression data, thus allowing to know in advance theset of relevant genes and the functional classes in-
volved in the problem.For this aim they proposed a mathematical model, based on positive Boolean func-
tions,for the generation of synthetic gene expression data. Despite its simplicity,the model was suﬃciently
rich to take account of the speciﬁc peculiarities of geneexpression, including the biological variability, viewed
as a sort of random source.
Since the recent developments of whole genome sequencing technology give rise to need of similarity mea-
sures able to capture the rearrangements involving large segments contained in the sequences, Sabrina Man-
taci, Antonio Restivo, Marinella Sciortino in ‘‘Distance measures for biological sequences: some recent
approaches’’ illustrated diﬀerent methods recently introduced for the alignment-free comparison of biological
sequences. Goal of the paper was both to highlight the peculiarities of each of such approaches by focusing on
its advantages and disadvantages and to ﬁnd the common features of all these diﬀerent methods.
Papers were selected from CI-BIO 2005 and CIBB 2005 workshops and accepted after another peer review-
ing step.
We wish to thank all scientists that contributed to accomplish the special issue in bioinformatics, the
reviewers and the International Neural Networks Society (INNS) Special Interest Group (SIG) on Bioinfor-
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