SIDNEY M. HARMON rank of an associated subgroup Hi c H(F).
Section 3 considers the Schottky covering surface F£ of a closed orientable surface. We denote the boundary of the conf ormal equivalent of Fs in the plane by E s . There is obtained here a criterion for the vanishing of the linear measure of E s .
We will refer to functions defined on a Riemann surface by an abbreviated notation as follows: Green's functions by G, nonconstant analytic functions with finite Dirichlet integral by AD and non-constant analytic bounded functions by AB. We denote the class of Riemann surfaces on which there does not exist any G, AD and AB functions respectively by O G , O AD and O AB . If W is an open (non-compact) Riemann surface we are led to the problem of studying it from the following comparative viewpoint (Sario [13] ). Suppose that P is a property of all closed (compact) Riemann surfaces, determine open Riemann surfaces which possess the same property. Recently Mori [8] established a connection between homology covering surfaces and the classes O β9 O AD and O AB .
Section 4 applies the results of the previous three sections to the classification of Riemann surfaces. It considers regular covering surfaces of a closed Riemann surface F of genus p. We refer to the covering surface of F which corresponds to N c c T(F) as the commutator covering surface F*. It is shown that the results obtained in [8] for homology covering surfaces F£ with respect to O AD , O G and O AB may be applied to any regular covering surface Ft which is weaker than F*. In the case of O AB this yields for F* a criterion in terms of the generators of quotient groups of T(F) and H (F) . A generalization of Painleve's problem for an open Riemann surface is proved, and there is also obtained a criterion based on vanishing linear measure of a plane point set which determines that a Schottky covering surface is in O AB . A surface F* is a smooth covering surface of a base surface F if there exists a mapping / : F* -> F such that for every p* e F* a neighborhood F* of p* is mapped topologically onto a neighborhood V of p = f(p*) e F. F* is a regular covering surface of F if it is smooth and if every arc γ on F can be continued along γ from any point over the initial point of γ.
[2] (The term "unramified and unbounded" also appears in the literature instead of the term "regular" used here.) 1.2. FUNDAMENTAL GROUP. The results in this subsection are needed for the later treatment and may be found or are implied in the literature; and the development closely parallels that of Ahlfors and Sario [2] . The following result is well-known. LEMMA 1. Let {7} be the homotopic classes of those curves from 0 on F which have a closed continuation {γ*} from 0* € F*. Then D = {γ} is a subgroup of the fundamental group T(F) with origin at 0.
Let the notation (F*,f) and F represent a regular covering surface F* of F with topological mapping /: F* -* F and homotopic classes originating at 0* where /(0*) = 0. We will identify (F^/i) and (F*,f 2 ) if there exists a topological mapping φ : F* -+ F* such that f λ = f 2° Φ and φ(0*) = 0*. It is clear that this identification is defined by means of an equivalence relation.
The proofs of the following proposition and of the subsequent Lemmas 2 through 4 may be obtained from reference [2] or [9] . PROPOSITION 
The mapping φ in the identification of(F*,f) and {F*, / 2 ) with Φ(0*) -0* is uniquely determined.
With the foregoing identification, we obtain LEMMA 2. There exists a one to one correspondence between identified pairs (F*,f) 
and the subgroups D of T(F). Two pairs can be represented by means of the same (F*,f) if and only if the corresponding subgroups are conjugate.

LEMMA 3. The fundamental group T{F*) of (F*,f) is isomorphic with the corresponding subgroup D of T(F).
If {F*,f) covers F* and {F*,f^ covers F, then it is clear that (F 2 *,/i°/) covers F where f x o/(0 2 *) = 0. If two pairs (F 2 *,f 2 ) and {F*,fd cover F, we say that the former is stronger than the latter if and only if there exists an / such that (F 2 *,f) covers F* and/ 2 = f x°f . This relation is clearly transitive.
Let A and D 2 be the subgroups of T(F) which correspond respectively to (-Fi*,/i) and (F 2 *,f 2 ), then we have LEMMA 
The pair (F*,f 2 ) is stronger than (F*,f) if and only
if A c A. 1.3 . COMPLETE LATTICE THEOREM. By means of Lemmas 2 and 4, we obtain an ordering of the regular covering surfaces according to relative strength which is isomorphic with the ordering of the corresponding subgroups of T(F) by inclusion.
Let {D a } with a in the index set A be a finite or infinite subset of Proof. The system of subgroups {D a } of T(F) with a e A is partially ordered by inclusion. Also the union of any number of subgroups {D a .} for a i e A is a subgroup Uα 4 e J9 α| which is the least upper bound for {-D α .} Similarly, the intersection of any number of subgroups {D a .} is a subgroup \J aieA D a . which is the greatest lower bound for {D a .}. Consequently the system of subgroups {D a } is a complete lattice. Because of the isomorphy obtained from Lemmas 2 and 4, the corresponding regular covering surfaces form a complete lattice.
It can be shown that any complete lattice has a zero and a universal element. The weakest covering surface of F corresponds to T(F) and is F itself or (F*, e) , where e is the identity; the strongest covering surface corresponds to the unit element of T(F) and is the universal covering surface of F.
RELATIONS BETWEEN FUNDAMENTAL AND HOMOLOGY GROUPS.
The commutator subgroup of T(F) will be denoted by N c . The covering surface F* which corresponds to N c will be referred to as the commutator covering surface. (Uberlagerungsflache der Integralflunktionen, Weyl [17]) LEMMA 5. (Nevanlinna [9; [61] [62] [63] 
) There exists a homomorphism from the elements of T(F) onto the elements of H(F) for which the kernel is the commutator subgroup.
If θ is a homomorphism from T to H with kernel K, the fundamental theorem for group homomorphisms yields the isomorphism TjK = H. A second fundamental theorem for group homomorphisms may be stated in the following form (Kurosh [6] (ii)
Proof. To prove the first part, we use the homomorphism of Lemma 5 θ : T(F) -* H(F) with kernal N c . Part (i) of the theorem is then an immediate consequence of Lemma 6 (i) .
To obtain the isomorphism (ii) we note that N c is normal in N t and that the restricted homomorphism θ :, N t -*H t is onto. We apply the fundamental theorem for group homomorphisms which yields the required isomorphism.
If in Theorem 2 we set N t = T(F), we obtain T(F)IN C = H(F) as a special case. an( i P* have the same projection. The totality of cover transformations on F* clearly form a group. We will denote this group by Γ(F*).
In the sequel, unless otherwise indicated, D or D t will refer to the subgroup of T(F) which corresponds to the covering surface F* or Ft respectively, according to the specifications of Lemma 2. We note that Γ(F*) and the normalizer of D are unaffected by the choice of 0 and 0*. LEMMA 7. [9; 83] (ii) Γ^DJD.
Proof. We use the homomorphism φ of Lemma 7 with kernel D» Part (i) of the theorem is then an immediate consequence of Lemma 6 (i) . To obtain the isomorphism (ii), we note that D is the kernel of φ and D is normal in M and, therefore, normal 
By hypothesis, the left member of the isomorphism is Abelian; consequently T(F)jN i is Abelian. Because of the commutativity of T{F)jNi and the normality of N if we obtain for α, b e T(F) 9 
We conclude, by Lemma 4, that Ft is weaker than F*.
The last statement of the theorem is an immediate consequence of Lemma 4.
2.3.
ISOMORPHISM AND CORRESPONDENCE THEOREM.
THEOREM 5. Let {F* t } be the set of all homology covering surfaces of F under the identification of Lemma 2, and let {N hi } be the set of all corresponding subgroups of T(F) under the isomorphy of Lemma 3; such that T(JF Λ *) = N hi . Let {H t } be the set of all subgroups of H(F) under the correspondence indicated in Theorem 2, such that NJN e = H t . Then (i) Γ(F£) = H(F)IH t ~ T{F)IN ht = [T(F)/N C ]I(NJN C ).
(ii) There exists a one-to-one correspondence between the identified sets {FM} and the sets {N hί } and {Hi}.
Proof. To derive the first and second isomorphisms of (i), we note that because of the commutativity of the homology groups, H t is normal in H(F). We consider the composite mapping φ o θ,
This mapping is composed of the homomorphism θ of Lemma 5 and the natural homomorphism φ; consequently the composition is a homomorphism. The kernel of φ o θ consists of all a e T(F) such that ίζα/ = Ή % . We note that by Theorem 4, N M ZD N C ) hence Theorem 2 (i) is applicable. From the specifications in Theorem 2 (i) for Θ:N M -+H if we find that the kernel of φ o θ is precisely N M . The fundamental theorem of group homomorphism, together with the special case (2), now yield
To derive the third isomorphism of (i), we note that N M and N c are normal in T(F). Hence an application of the fundamental theorem for group homomorphisms yields the result.
For the proof of (ii), we note that by Theorem 4, any homology covering surface F*i satisfies N M D N c . Hence Theorem 2 is applicable. We apply Theorem 2 (i) to obtain a one-to-one correspondence between {N M } and {H"J. The one-to-one correspondence obtained is carried through {N M } to {ί 7^} , under the postulated identification, by means of Lemma 2. This completes the proof of the theorem.
COMPLETE AND MODULAR LATTICE THEOREM.
A lattice is called modular (Dedekind structure) if it satisfies the following weak form of the distributive law:
LEMMA 8. (Kurosh [7] ). The lattice of normal subgroups of any group is modular. 
RANK OF THE GROUP OF COVER TRANSFORMATIONS.
We consider the rank of the group of cover transformations for homology covering surfaces for which the base surface F is closed. In this case, T(F) and H(F) are finitely generated. We have 145] Because the homology group of a closed surface is finitely generated, it always has a finite rank.
The following lemma is fundamental in the theory of Abelian groups. 
In either case, τ[Γ(F*i)] assumes all integral values in the indicated ranges.
Proof. We note that the rank of a free Abelian group is equal to the number of its generators, that the rank of an Abelian group in which all elements have finite order is zero, and that the rank of an Abelian group equals the sum of the ranks of the factors in the direct product decomposition of the group. Consequently, it follows from Lemma 9, that 
For each integer n such that 0 ^ n ^ r[H(F)], there exists a subgroup H t which is generated by n linearly independent elements; therefore r(Hi) = n. We conclude that if F is orientable, (i) The totality of domains of {h} form a covering of F.
(ii) The images of every nonnull common domain of h t and h 5 e {h} are directly conformally equivalent in the complex plane through the composite homeomorphism h t o hj 1 . We denote the domain of h t e {h} by A t . If p e Δ if then z = h^p) is uniquely determined. Because of condition (ii), the conformally invariant properties of F are independent of the choice of Λ 4 e {h}. Consequently in considering such properties we may regard z in the complex plane as a local variable instead of p e F. In this paper we shall be concerned exclusively with conformally invariant properties of F; therefore we will resort to the local variable notation z whenever it is convenient. DEFINITION [15] ). The group G can be shown to be denumerably infinite and is properly discontinuous up to a set of discrete points E s , called the singular set of the Schottky group. The transforms of R o converge for p > 1 to a nondenumerable discrete set of points E s which is the boundary of the conformal image of F£ in the plane.
A set has zero linear measure if it can be covered by a sequence of disks {Kf} with radii {rj such that Σ r i is arbitrarily small. We will denote the linear measure of the singular set of the Schottky group by m(E s ).
We consider a configuration of the bounding circles {Q o } corresponding to a Schottky group G, in order to obtain a criterion for the vanishing of m(E s ).
Let the 2p> circles {Q o } be paired in such a manner that a set of p hyperbolic or loxodromic linear transformations S lf , S p operate on the extended complex plane and yield
with the exterior of each Q t mapped into the interior of Q . 
S(z) = (az + b)l(cz + d) .
Then the circle
which is the complete locus of points in the neighborhood of which length and area are unaltered in magnitude by S is called the isometric circle of S.
LEMMA 11. Let the linear transformations S have I as its isometric circle, and let S(I) = /'. Then S" 1 has Γ as its isometric circle.
Proof. By definition S carries / into a circle T without alteration of lengths in the neighborhood of any point of I. Consequently S" 1 carries Γ -S(I) back to /without alteration of lengths. By the uniqueness of /', we conclude that /' is the isometric circle of S~\ LEMMA 
(Ford [4]). Let I and Γ be the isometric circles of S and S" 1 respectively and let L be the perpendicular bisector of the line joining the centers of I and V. If S is a hyperbolic, elliptic or parabolic linear transformation, S is equivalent to the composition of an inversion in I followed by a reflection in the line L; if S is loxodromic, there is in addition a rotation about the center of V through the angle -2arg(α + d).
THEOREM 8. Let S be a linear transformation. Suppose that S and S' 1 have the isometric circles I and Γ respectively. Then for every n (i) The circles S~n(I) and S n (Γ) are equal in magnitude and Sn (I)czI, S n (Γ)aΓ. (ii) S~n(I) is the isometric circle of S 2n+1 . (iii) The radii of the circles S~n(I) and S n (Γ) are each equal to
1/1 c I, where c is the coefficient in the general expression for a linear transformation corresponding to S 2n+1 .
Proof. Because S and S" 1 have the respective isometric circles / and /', we conclude from Lemma 11 that S(I) = /'. Let L be the perpendicular bisector of the line joining the centers of I and /'. We first consider the case where S is nonloxodromic. Then by Lemma 12, S~n(I) is obtained by successive compositions of an inversion in /' followed by a reflection in L, and S n (I') is obtained by successive compositions of an inversion in / followed by a reflection in L. We note that for all linear transformations the size of the circle is influenced only by the inversion. The circles S~k(I) and S k (I') are symmetrical with respect to L for all k < n. Because of the symmetry of the inversion with respect to the equal circles Γ and /, we conclude that S~n(I) and S n (I') are equal. Further, from the geometrical interpretation of S n and S~n as expressed by Lemma 12,  
it follows that S~n(I) c I and S n (I') c Γ. If S is loxodromic, there is in addition, in the foregoing compositions a rotation. For S~k(I) and k < n the required rotation is -2k arg [ -(a + d)] = -2kπ -2k arg (a + d) about the center of 7, and for S k (Γ) the required rotation is -2&arg (a+d) about the center of/'. The circles S~k(I) and S k (Γ)
are therefore symmetrical with respect to the intersection of L and the line joining the centers of Γ and I. This symmetry yields equal circles in the successive inversions with respect to the circles Γ and /. We conclude again that S~n(I) and S n (I) are equal and that S~w(/)c/and S n (Γ)aΓ. This completes the proof of part (i). To prove part (ii) we consider S 2n+1 o S~n(I). The first n operations by S transform S~n(I) to /. The inversions associated with these transformation are all in I and are of the type S~{ n~j) (I) inverts to S n ' J -\I f ) 9 where j = 0,1, , n -1. The n + 1st operation transforms / to V and involves the identity inversion, i.e., I inverts to /. The last n operations by S transform V to S n (Γ). The inversions associated with these transformations are all in / and are of the type S n "" J " 1 (J') inverts to S~{ n~3) (I) . The latter n inversions are thus inverses of the aforementioned n inversions. Hence the resulting inversions associated with S 2n+1 preserve infinitesimal lengths on S~n(I). The reflection and rotation components of S 2n+1 clearly preserve infinitesimal lengths. Therefore S~n(I) is the isometric circle of S 2n+ \ Part (iii) of the theorem is a consequence of the fact that an isometric circle may be written in the form \z + d\c\ = l/|c|.
We collect here some results on the inversion of one circle into another circle which will be needed subsequently. In the sequel, the circles Q λ and Q 2 are always disjoint. If a circle Q x is inverted into a circle Q 2 , we will designate the image circle by Q 12 and a corresponding subscript notation will be used for the radii r and centers q of the respective circles.
Let Q x and Q 2 be given by Qi: I z -q λ I = n , Q 2 : I z -q 2 | = r 2 .
We denote by Z the line which passes through the centers of Q l9 Q 2 and we take the points α, β e Qi Π i. Suppose that Q x is inverted into Q 2 with α, /3 transforming into a u β t respectively. Then
We denote the distance between q ± and q 2 by e and obtain (11) Proof. To prove (i) we note that because Q x and Q 2 are disjoint, e > r x . The result then follows from equation (11) .
For the proof of (ii), we denote the line passing through q 1 and q 2 by I. It is sufficient to consider the case in which the center q v lies on I and one of the two points in Q λ Π I is fixed during the enlargement of Q λ . We use the first equation in (11) to find the total derivative with respect to r v .
We obtain the result that if Q v is inverted into Q 2 , άr V2 ldr v > 0; and if Q 2 is inverted into Q v , dr 2V \dr v > 0. Because r v is steadily nondecreasing, we conclude that r V2 > r 12 and r 21 , > r 21 .
The first part of (iii) follows from elementary geometrical considerations of inversions. The second part of (iii) is obtained by differentiating, in equation (12) Proof. Because of equations (3) and (6) in subsection 3.3 and because Q t and Q if are equal for all i, Q t and Q t , are the isometric circles of the hyperbolic or loxodromic linear transformations S t and S^1 respectively. Consequently, an arbitrary element of the group generated by {S o } is by Lemma 12 equivalent to a succession of compositions. Each of these compositions is an inversion in one of the circles {Q 0 } AB followed by a reflection in the perpendicular bisector of the line joining the center of this circle to the center of its paired circle and a rotation about the center of some Q t . We note that in the compositions, the size of the image circles is influenced only by the inversions.
Let Q λ and Q[ with centers at q x and q[ respectively be that pair of circles in {Q 0 } AB which has the minimum distance e between their centers, and let S 1 be the corresponding generator. We may take q λ at the origin and q[ to be positive and real. Thus (13) Q 1 : I z I = 1 Qί:\z-qi\ = With this choice, we find from equation (6) that a + d is real and I a + d I > 2; hence S λ is hyperbolic. By hypothesis, the distance between q 1 and q[ is smallest for the circles Q 1 and Q[ in comparison with any other two circles in {Q o }^; also, all of the circles in {Q Q } AB are equal. Consequently, we conclude from Lemma 13 (i) that the circle S^Ql) c Q[ has the maximal radius for all circles of the first generation. We denote by q Sχ the center of Si(QJ). By noting that S x is hyperbolic, it follows from Lemma 13 (iii) together with simple geometrical considerations that the distance between q Sl and q 1 is minimal in comparison with the distance between the center of any other circles S^Qj) c Q[ of the first generation and the center of any circle in {Q 0 } AB exterior to Q . Consequently, if we apply Lemma 13 (i) again, we find that SftQl) c Q[ has the maximal radius for all circles of the second generation.
Another application of Lemma 13 (iii) shows that the distance between q s 2 and q λ is minimal in comparison with the distance between the center of any other circle S λ o S^Qj) c Q[ of the second generation and the center of any circle in {Q 0 } ΛB exterior to Q[. Similarly we obtain a corresponding result for the wth generation. We conclude by induction that the circle SΓ(Qί) c Q[ has the maximal radius for all circles of the nϊh generation for all n.
Let r n denote the radius of Sf(Q[) c Q[. We note that S λ and Sr 1 have the isometric circles Q x and Q[ respectively. Consequently Theorem 8 (iii) is applicable and we obtain where c refers to the coefficient of the linear transformation corresponding to Sί w+1 . By utilizing this equation and equations (9), (13), (6), (7) and (8) Proof. By definition the boundary of the conformal equivalent of Fs in the plane is the singular set of G. The conclusion then follows immediately from Theorem "9.
4 Classification of Riemann Surfaces* 4.1. EXHAUSTIONS AND HARMONIC MODULI. An arc is analytic if it is the conformal image of a closed interval in the complex plane.
By virtue of the countability of a Riemann surface there always exists on such a surface an exhaustion which may be described as follows. (ii) The boundary β n of W n consists of a finite number of closed disjoint piecewise analytic curves.
(iii) Each complement W n -W n _ λ consists of a finite number of disjoint noncompact regions.
(IV) \Jn^W n = W.
For every n (n -0, 1, •), the complement W n -W n -i consists of a finite number k(n) of disjoint subregions E nί (i = l,2, •• ,/c(^) ) of finite genus. The boundary of E ni consists of two or more closed disjoint piece wise analytic curves which are subsets of β n _ λ and β n . We denote the intersections of the boundary of E ni with β n _ λ and β n , by β ni and β'm respectively. There exists on E ni a unique harmonic function u ni which is continuous on the closure of E ni , vanishes on β ni and is constantly equal to unity on β' ni . The function u nl is called the harmonic measure of β' nt with respect to E ni .
If E ni is planar and β ni and β' nt each consist of one component, then E ni is doubly connected. In this case, the function U = e Uni+ίu *ni maps E ni conformally onto an annulus, where ul t represents the conjugate harmonic function of u ni .
Let E ni (i = 1, 2, , k(n) < oo, n = 0,1, •) be a collection of doubly-connected subregions of the open Riemann surface W, which may be represented as annuli and which satisfy the following conditions:
(i) Each annulus E ni is bounded by two closed, disjoint and piecewise analytic curves β ni and β' nt .
(ii) Any two of the annuli have no points in common.
(iii) The complementary set of \JίL n ιE ni with respect to W has precisely one compact component W n .
(iv) W n is bounded by the k(n) curves and contains the annuli E nli with n' < n.
We define the harmonic modulus μ ni of E ni as μ nt = 2π 4.2. GENERAL CONCEPT. The classification problem will be studied from the viewpoint of Sario [13] which classifies open Riemann surfaces according to their possession or nonpossession of a given property P shared by all closed Riemann surfaces. If W has the property P, we say that W has a removable boundary with respect to P. Thus the behavior of the open surface with respect to P is the same as if it were closed, that is, had no boundary. We will consider three properties shared by all closed Riemann surfaces, namely, they possess no G, AD or AB functions.
4.3. THE CLASS 0 G . The Green's function g(z, ξ) of a relatively compact Jordan region R is defined as the unique harmonic function on R which possesses the singularity -\og\z -ξ\ at a point ξ e R and which vanishes continuously on the boundary β of R.
In 
is either harmonic or constantly equal to oo.
We consider an open Riemann surface W and an exhaustion of the type described in subsection 4.1. If W n is one of the compact elements of the sequence {W n } in the exhaustion, its Green's function g n (z, ξ) has the usual interpretation. By the maximum principle g n (z, ξ) is a monotone increasing sequence of harmonic functions on W. Consequently by Harnack's principle, the sequence has a limiting function g(z, ξ) on W which is either harmonic with the exclusion of the pole -\og\z -ξ\ or else is identically infinite. In the first case we define g(z, ξ) to be Green's function for W with a pole at ζ. It can be shown that if the Green's function g exists it is the smallest positive harmonic function with the singularity -\og\z -ζ\. Also it satisfies the equality inf g = 0. If a harmonic function with the same singularity as g tends to 0 as z approaches the boundary of W, then it is identical with g. We conclude that the Green's function is independent of the exhaustion. LEMMA 15. Mori [8] . 
Proof. To prove (i) we note that by Theorem 4, Ft is a homology covering surface. The conclusion then follows from Lemma 15 and Theorem 5 (i) .
To prove (ii), we note that Ft is a homology covering surface and F is orientable. Consequently, Theorem 7 for the orientable case is applicable. We obtain Conversely, we suppose that F* satisfies (ii). Then
Hence, (i) and (ii) are equivalent.
THE CLASS 0^. If f(z)
is an analytic function on a Riemann surface W, the Euclidean area of the image W is given by the Dirichlet integral where z = x + ίy is the local variable. It follows that the existence on W of an AD function implies the existence of a conformal equivalent of W with finite Euclidean area. For simply-connected regions, the possibility of conformal equivalence with a finite or infinite disk is precisely the classical type problem. Hence the classification according to ®AD is a generalization to arbitrary Riemann surfaces of this classical problem. LEMMA 4.5. THE CLASS 0^. If we consider an AB function f(z) defined in a region W, of the extended complex plane, which is complementary to a finite set of isolated points {pj, it is well known from the classical theory that the singularities {p^ can be removed by appropriately defining f(z) at the points p t . Painleve [10] generalized this concept by investigating the analytic continuation of AB functions across arbitrary point set boundaries of regions in the extended complex plane. This is the classical Painleve's problem.
The connection of the classification according to 0 AB with Painleve's problem is shown by the following lemma.
LEMMA 17. [10] , [1] . Proof. Suppose that W e 0 AB . Let F(z) e AB be defined in G Q . By the compactness of E we can enclose the points of E in a finite number of piecewise analytic closed curves {CJ. We apply Cauchy's integral formula to the region contained in G but exterior to {CJ. Then we can write f(z)=Λ(z)+A(z),
where f x (z) is analytic in G, and f 2 (z) is analytic in the region exterior to {Q. We have for / 2 (z), where M is the supremum of f(z), I is a finite length and p > 0. Con-
Conversely, we suppose that the analytical continuation across E is possible for every AB function defined in G o . If f(z) is an AB function on W, then the analytic continuation of f(z) across E is an AB function in the extended plane. Therefore/(#) must reduce to a constant. Hence we conclude that W e 0 AB .
The lemma just proved shows that Painleve's problem is the special case of the classification according to 0 AB , where the surface is restricted to plane regions.
The following lemma is implicit in the works of Painleve [10] Proof. By the corollary to Theorem 9, the boundary of the conformal equivalent of Fs in the plane has zero linear measure. We note that Fs is an open Riemann surface of zero genus. The conclusion then follows from the corollary to Theorem 12.
We consider an open Riemann surface W on which the domains of the homeomorphism h t e {h} are denoted by Δ t . Let X(z) be a continuous and positive (except for isolated points) function on each domain Δ i of W. If two domains Δ 3 and Δ k overlap, let λ(z) satisfy the covariance relation at corresponding points Zj and z k in Δj Π Δ k . We further require that all points in W have an infinite distance from the ideal boundary of W. We say that the differential ds = X(z) I dz I defines a conformal metric on ΫF, if it satisfies all the conditions just indicated.
Suppose that a conformal metric is defined on W. We fix a point 0 in W and let D p be the domain formed by those points whose distance from 0 is less than p, where 0 < p < oo. For p < oo, we assume that the domains are compact and that they generate W as p -* oo. Each domain 
