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In this paper we consider subtrisps of (Πn)/S1 × Sn−1, that we obtain by forbidding
certain block sizes, and determine their homotopy type, as well as bases of their
cohomology. Our arguments make use of trisp closure maps, which were introduced by
Kozlov. A similar result, where (Πn)/Sn is considered, has already been solved by Kozlov.
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1. Introduction
Let n > k  2 and let Πn denote the poset consisting of all partitions of [n] := {1, . . . ,n} ordered by reﬁnement, such
that the ﬁner partition is the smaller partition. Let Πn,k denote the poset obtained from Πn by removing both the smallest
and greatest element, which are {{1}, . . . , {n}} and {[n]}, respectively, and all partitions where some block has more than 1
and less than k elements. We consider Πn,k as a category, which is acyclic, and deﬁne (Πn,k) to the nerve of the acyclic
category Πn,k , which is a regular trisp, see [7, Chapter 10]. Since Πn,k is a geometric lattice, (Πn,k) is shellable, hence
homotopy equivalent to a wedge of spheres, see [1].
The symmetric group Sn operates on (Πn,k) in a natural way. We consider quotients (Πn,k)/G , where G ⊂ Sn is a
subgroup. The following theorem is the ﬁrst result concerning the topology of such a quotient, where G is a non-trivial
subgroup of Sn .
Theorem 1.1. (Kozlov [6]) Let n > k 2, then (Πn,k)/Sn is collapsible.
In this paper we study the case, where G is the Young subgroup S1 × Sn−1 := {σ ∈ Sn | σ(1) = 1}. We will use the
following result, which gives an answer for the special case k = 2, in the proof of our main result which is stated in
Proposition 3.4.
Theorem 1.2. (Donau [2]) Let n 3, then the topological space (Πn,2)/S1 × Sn−1 is homotopy equivalent to a sphere of dimension
n − 3.
A more general version of Theorem 1.2, where arbitrary subgroups of S1 × Sn−1 are considered, can be found in [2].
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R. Donau / Topology and its Applications 159 (2012) 2052–2057 2053Fig. 1. A simplex of (Π6,3)/S1 × S5. One number is distinguished on each level.
2. Closure maps on regular trisps and Discrete Morse Theory
The deﬁnitions of regular trisps, acyclic matchings and foundations of Discrete Morse Theory can be found in [3,5,7].
Theorem 2.1. Let  be a regular trisp and let M be an acyclic matching on the poset F() \ {0ˆ}. If the critical simplices form a
subcomplex c of , then  collapses onto c .
The proof of Theorem 2.1 as well as further facts on Discrete Morse Theory can be found in [7, Chapter 11].
For a trisp  we denote the face poset by F() and by V () we denote the set of vertices of . For a simplex σ ∈ ,
V (σ ) denotes the set of vertices of σ .
Let  be a regular trisp whose set of vertices is divided into two disjoint parts B ∪ R . We call the vertices of B the
blue vertices and the vertices of R the red vertices. Let R be the subtrisp of  that contains all simplices σ ∈F(R) with
V (σ ) ⊂ R . For σ ∈F() \F(R) let m(σ ) denote the smallest blue vertex of σ .
Deﬁnition 2.2. A map ϕ : B → R is called a closure map if for any σ ∈ F() \F(R) either m(σ ) ∈ V (σ ) or m(σ ) can be
uniquely inserted into σ , i.e. there exists a unique simplex τ ∈ F() with m(σ ) ∈ V (τ ) and σ is a subsimplex of τ with
dimτ = dimσ + 1.
Theorem 2.3. (Kozlov [5]) Let  be a regular trisp whose set of vertices is divided into two disjoint parts B ∪ R. Assume we have
a closure map ϕ : B → R, then there exists an acyclic matching on F() such that a simplex σ ∈ F() is critical if and only if
σ ∈F(R). In particular  collapses onto its subtrisp R .
Remark 2.4. If a trisp  collapses onto a subtrisp ′ , then  is homotopy equivalent to ′ . If ′ consists of one vertex, we
call  collapsible.
3. The main result
Let n 3 and 2 k < n be a ﬁxed natural numbers throughout this section.
The simplices of (Πn,k)/S1 × Sn−1 are represented by sequences of partitions, where the partitions reﬁne each other.
Such a sequence can be considered as a leveled forest, where each level corresponds to a partition. Each node on a particular
level corresponds to a block of the corresponding partition in the sequence. Now we modify such a forest as follows. We
replace each node, which is a subset of [n], by its cardinality and put a mark onto the number if this subset contains 1.
It is easy to see that the simplices of (Πn,k)/S1 × Sn−1 can be indexed with such forests. The vertices can be indexed
with number partitions, which we may write as v0 ⊕ v1 + · · · + vr , of n that distinguish the ﬁrst number, i.e. ⊕ is non-
commutative. The number on the left side of ⊕, that is v0, corresponds to the block that contains 1. We call this number
the number on the left side. All other numbers are on the right side. The boundary operators are obtained by deleting entire
levels from forests and reconnecting vertices transitively through the deleted levels. See Fig. 1.
Let n,k denote the subtrisp of (Πn,k)/S1 × Sn−1 where all vertices are indexed with number partitions of the type
v0 ⊕ kc + 1n−v0−ck := v0 ⊕ k + · · · + k︸ ︷︷ ︸
c times
+ 1+ · · · + 1︸ ︷︷ ︸
n−v0−ck times
with v0 ≡ 0,1 mod k.
Lemma 3.1. The trisp (Πn,k)/S1 × Sn−1 is homotopy equivalent to n,k.
Some parts of the argument are similar to the proof of Corollary 2.3 in [5].
Proof. We call the vertices of n,k the red vertices of (Πn,k)/S1 × Sn−1. Let R denote the set of the red vertices and B
the set of all other vertices of  that are blue. We deﬁne a closure map ϕ : B → R as follows. Let b = b0 ⊕ b1 + · · · + br ∈ B
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be a blue vertex. We reﬁne the blocks of b as follows. b0 remains unchanged for b0 ≡ 0,1 mod k. If we have b0 ≡ a mod k
with a = 2, . . . ,k− 1, we replace the block b0 by the blocks (b0 −a+ 1)⊕ 1a−1. For i 	= 0, each bi is replaced as follows. We
write bi as a sum of k’s and 1’s such that we maximize the number of k’s.
We have to show that ϕ is a closure map. Let σ be a simplex with smallest blue vertex m(σ ) = m0 ⊕ m1 + · · · + mr
and assume ϕ(m(σ )) is not a vertex of σ . We have to construct a forest τ such that ϕ(m(σ )) is a vertex of τ and σ can
be obtained from τ by deleting a level, in our case this is the vertex ϕ(m(σ )). If m(σ ) is the smallest vertex of σ , then
clearly ϕ(m(σ )) can be appended uniquely below m(σ ). Assume we have red vertices r1, . . . , rt ∈ V (σ ) that are smaller than
m(σ ), where rt is the greatest vertex with this property. We start with the subsimplex of σ that we obtain by deleting the
vertices r1, . . . , rt . Then, as we have seen above, ϕ(m(σ )) can be appended below m(σ ). Now we append rt below ϕ(m(σ ))
as follows. First we consider the number m0 on the left side of m(σ ). If we have b0 ≡ a mod k with a = 2, . . . ,k − 1,
then this number has exactly a − 1 children which are 1’s on the right side of ϕ(m(σ )). If we look at σ we see that this
number has at least a − 1 children which are 1’s on the right side of rt . We let a − 1 of these 1’s in r become children
of the corresponding 1’s in ϕ(m(σ )) and the other 1’s become children of the number on the left side of ϕ(m(σ )). For
b0 ≡ 0,1 mod k, the number m0 has exactly one child. We let the children of m0 become the children of the number on
the left side of ϕ(m(σ )). Now we let mi be a number on the right side of m(σ ). In rt , this number is reﬁned into k’s and
1’s but we do not necessarily have maximized the number of k’s. These numbers become children of the corresponding
number in ϕ(m(σ )) where the number of k’s is maximized. At the end we append the remaining children r1, . . . , rt−1 in
the same way as in σ . The uniqueness can be easily veriﬁed. Now we can apply Theorem 2.3 and Remark 2.4. 
Lemma 3.2. The trisp n,2 is homotopy equivalent to a sphere of dimension n − 3.
Proof. Apply Lemma 3.1 and Theorem 1.2. See Fig. 2. 
Now assume n ≡ 0,1 mod k. Each vertex of n,k can be written as
(ak + b) ⊕ kc + 1n−ak−b−ck
with b ∈ {0,1}, a,b, c ∈ Z, a,b, c  0, a + b > 0, a + c > 0, ak + b + ck  n and ak + b < n such that (a,b, c) is unique. The
two last inequalities can be rewritten as 0 < a + c  nk − bk and a < nk − bk . Now we would like to eliminate bk from these
inequalities. For n ≡ 0 mod k we have
a + c  n
k
− b
k
⇔ a + c  n
k
− b
a <
n
k
− b
k
⇔ a < n
k
and for n ≡ 1 mod k we have
a + c  n
k
− b
k
⇔ a + c  n − 1
k
a <
n
k
− b
k
⇔ a < n − 1
k
+ 1− b
Hence in the case n ≡ 0 mod k the set of tuples (a,b, c) only depends on nk and in the case n ≡ 1 mod k this set only
depends on n−1k . In particular the number of vertices of n,k only depends on these numbers.
Lemma 3.3. Let ni  3 and 2 ki < ni for i = 1,2. Assume ni ≡ 0 mod ki or ni ≡ 1 mod ki , and assume n1k1 =
n2
k2
or n1−1k1 =
n2−1
k2
,
respectively. Then the trisps n1,k1 and n2,k2 are isomorphic, in particular homotopy equivalent.
Proof. We obtain the canonical bijection
ϕ : V (n1,k1) → V (n2,k2)
(ak1 + b) ⊕ kc + 1n1−ak1−b−ck1 → (ak2 + b) ⊕ kc + 1n2−ak2−b−ck21 2
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We also obtain a bijection between F(n1,k1 ) and F(n2,k2 ) as follows. Let σ ∈F(n1,k1 ) be a simplex, which is a forest.
First, we remove all 1’s from the tree which are blocks on the right side. Second, on the right side we replace each k1 by k2,
on the left side we replace ak1 +b by ak2 +b. The last step is: We add 1’s to each level such that the sum over all numbers
is n2 and such that they become children of those blocks which do not have enough children. The last step is well deﬁned.
It is easy to see that ϕ is a trisp isomorphism. See Fig. 3. 
Proposition 3.4. Let n 3 and 2 k < n, then the topological space (Πn,k)/S1 × Sn−1 is
1. collapsible for n 	≡ 0,1 mod k,
2. homotopy equivalent to a sphere of dimension 2nk − 3 for n ≡ 0 mod k,
3. homotopy equivalent to a sphere of dimension 2(n−1)k − 2 for n ≡ 1 mod k.
Proof. Since (Πn,k)/S1 × Sn−1 is homotopy equivalent to n,k by Lemma 3.1, we may consider n,k .
Assume we have n ≡ 2, . . . ,k − 1 mod k. Let v = v0 ⊕ kc + 1n−v0−ck be a vertex of n,k , then we have v0 ≡ 0,1 mod k.
This implies n − v0 ≡ 1, . . . ,k − 1 mod k, in particular n − v0 − ck 	≡ 0 mod k. Hence each vertex has a 1 on the right side
and (n − 1) ⊕ 1 can be uniquely inserted into each simplex of n,k . We deﬁne a closure map where (n − 1) ⊕ 1 is the only
red vertex and apply Theorem 2.3.
In the case n ≡ 0 mod k we set n2 := 2nk , then n,k is isomorphic to n2,2 by Lemma 3.3, since nk = n22 . In the case
n ≡ 1 mod k we set n2 := 2(n−1)k + 1, then n,k is isomorphic to n2,2 by Lemma 3.3, since n−1k = n2−12 . Lemma 3.2
completes the proof. 
4. A basis of the cohomology
Let n  3, 2  k < n and n ≡ 0,1 mod k. Then  := (Πn,k)/S1 × Sn−1 is homotopy equivalent to a sphere of some
dimension l by Proposition 3.4. We clearly have
Hi() ∼=
⎧⎨
⎩
Z for i = 0
Z for i = l
0 else
Hi() denotes the ith cohomology of  with coeﬃcients in Z. Now we wish to give an element that generates the top coho-
mology group Hl(). Let (C∗, ∂∗) denote the chain complex of the trisp  with coeﬃcients in Z, see [7, Chapter 3]. Then for
each i > 0, ∂i : Ci → Ci−1 is deﬁned as follows. Let τ be a simplex of dimension i, then we have ∂i(τ ) =∑i+1i=1(−1)i+1Bi(τ ).
Here Bi(τ ) denotes that subsimplex of τ , that is obtained by removing the vertex on the ith level. A detailed description of
Bi can be found in [7].
We consider the cochain complex of  at the lth position, see [4, Section 3.1]:
· · · hom(Cl+1,Z) hom(Cl,Z)∂∗ hom(Cl−1,Z)∂∗∗ · · ·
We give is a short description of ∂∗ . Let τ be simplex of dimension l + 1.
(
∂∗ f
)
(τ ) =
l+2∑
i=1
(−1)i+1 f (Bi(τ ))
Hl() is deﬁned as Hl() := ker∂∗/ im ∂∗∗ .
We deﬁne the following subsets of V () which are pairwise disjoint.
Sn,k :=
{
ak ⊕ 1n−ak
∣∣∣ 1 a < n
k
}
T an,k :=
{
(ak + b) ⊕ 1n−ak−b ∣∣ b = 1, . . . ,k − 1} for 1 a < n − 1k
2056 R. Donau / Topology and its Applications 159 (2012) 2052–2057We deﬁne a homomorphism ρn,k ∈ hom(Cl,Z) as follows. Cl is generated by the simplices of dimension l. Let τ ∈ Cl be
a simplex of dimension l. We set ρn,k(τ ) = 1 if Sn,k ⊂ V (τ ) and T an,k ∩ V (τ ) 	= ∅ for all 1  a < n−1k . We set ρn,k(τ ) = 0
otherwise.
Lemma 4.1. The homomorphism ρn,k is a cocycle, i.e. ∂∗ρn,k = 0.
Proof. Let τ ∈ Cl+1 be a simplex of dimension l+ 1. Assume Sn,k is not contained in V (τ ) or T an,k ∩ V (τ ) is empty for some
1 a < n−1k , then this also holds for each subsimplex of τ , hence (∂∗ρn,k)(τ ) = 0.
Now assume Sn,k ⊂ V (τ ) and T an,k ∩V (τ ) 	= ∅ for all 1 a < n−1k . Notice that τ has l+2 vertices. We have |T an,k ∩V (τ )|
2 for all 1  a < n−1k and |T an,k ∩ V (τ )| = 2 for at most one a by the following calculation. First we consider the case
n ≡ 0 mod k. Then we have l = 2nk − 3 and |Sn,k| = nk − 1.
2n
k
− 2 = n
k
− 1+ n
k
− 1 |Sn,k| +
n
k −1∑
a=1
∣∣T an,k ∩ V (τ )∣∣ l + 2 = 2nk − 1
In the case n ≡ 1 mod k we have l = 2(n−1)k − 2 and |Sn,k| = n−1k .
2(n − 1)
k
− 1 = n − 1
k
+ n − 1
k
− 1 |Sn,k| +
n−1
k −1∑
a=1
∣∣T an,k ∩ V (τ )∣∣ l + 2 = 2(n − 1)k
Now it is easy to see that (∂∗ρn,k)(τ ) = 0. 
Lemma 4.2. Let n  3, then there exists an acyclic matching on the poset F((Πn,2)/S1 × Sn−1), where the set of critical simplices
consists of one critical simplex of dimension 0 and the unique simplex σn of dimension n − 3 which has the vertices v0 ⊕ 1n−v0 with
v0 = 2, . . . ,n − 1.
This proof may be considered as a simpliﬁed version of the proof of Proposition 4.2 in [2]. Lemma 4.2 implies Theo-
rem 1.2 by the Main Theorem of Discrete Morse Theory.1
Proof. For n = 3 we have the critical simplices 2 ⊕ 1 and 1 ⊕ 2 if we do not match anything. Now we assume n > 3 and
proceed by induction.
We deﬁne an order-preserving map:
ϕ :F((Πn,2)/S1 × Sn−1)→ [0,1]
τ →
{
1 if 2⊕ 1n−2 ∈ V (τ )
0 else
By Lemma 3.2 in [2] we already have an acyclic matching on ϕ−1(0) with one critical simplex which has dimension 0. The
next step is to ﬁnd an acyclic matching on ϕ−1(1) and apply the Patchwork Theorem, see [7, Chapter 11].
We deﬁne a map ψ : F((Πn−1,2)/S1 × Sn−2) → ϕ−1(1) \ {2 ⊕ 1n−2}, which increases the number on the left side by
1 on each level and appends the vertex 2 ⊕ 1n−2 at the bottom of the forest. The map ψ is an isomorphism between
posets, see Lemma 4.1 in [2], and ψ induces an acyclic matching on ϕ−1(1) where the set of critical simplices consists of
one simplex α of dimension 1, the simplex that has only the vertex 2⊕ 1n−2 and the unique simplex σn with the vertices
v0 ⊕ 1n−v0 with v0 = 2, . . . ,n by induction hypothesis. Finally we match 2⊕ 1n−2 with α. 
It is clear that Hn−3((Πn,2)/S1× Sn−1) is generated by an element that is represented by a function Cn−3((Πn,2)/S1×
Sn−1) → Z that maps the simplex σn to 1 and any other simplex of dimension n − 3 to 0. Furthermore, since σn is also a
simplex of n,2, Hn−3(n,2) is generated by the class of a function δσn : Cn−3(n,2) → Z that maps σn to 1 and any other
simplex to 0.
Via the map in the proof of Lemma 3.3 we obtain the unique simplex σn,k of dimension l with the vertices v0 ⊕ 1n−v0
with v0 = 2, . . . ,n− 1 and v0 ≡ 0,1 mod k, such that {[δσn,k ]} is a basis of the free group Hl(n,k). [δσn,k ] denotes the class
of δσn,k .
Proposition 4.3. The set {[ρn,k]} is a basis of the free group Hl((Πn,k)/S1 × Sn−1).
1 See [7, Chapter 11].
R. Donau / Topology and its Applications 159 (2012) 2052–2057 2057Proof. By Lemma 4.1, ρn,k is a cocycle. The homomorphism ρn,k is not a coboundary by the following argument: Assume
there exists g ∈ Cl−1 with ρn,k = ∂∗g . If we restrict ρn,k to n,k , this implies σnk = ∂∗ g˜ , where g˜ is the restriction of g to
n,k . It remains to show that ρn,k is a generator. Assume there exists f ∈ hom(Cl,Z) such that [ρn,k] = k[ f ] with k > 1.
Again we restrict to n,k and obtain [σn,k] = k[ f˜ ]. By the discussion above this is a contradiction. 
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