This paper presents a novel deployment of a recent mathematical paradigm for predicting the thermo-acoustic instability (TAI) of a Rijke tube in the relevant parametric space. This benchmark problem in combustion science has been studied for over 1½ centuries with phenomenal achievements both in theoretical and practical fronts. The new paradigm is called the Cluster Treatment of Characteristic Roots (CTCR), which is originally developed to assess the asymptotic stability of Linear Time Invariant (LTI) Time-delayed Systems (TDS). A notorious subcategory within LTI-TDS is called "Neutral TDS", which matches the characteristics of the linearized dynamics of thermo-acoustic instability. The CTCR is shown to reveal a non-conservative and exhaustive linear stability map of the Rijke tube within the space of its geometric and operational parameters. We present a review of this paradigm as well as several case studies to demonstrate its capabilities and some encouraging comparison with the earlier literature. This paper is a concept document and it is prepared with the intent of providing a breeding ground for studies beyond its present coverage.
INTRODUCTION
A cornerstone problem in combustion is the "Thermoacoustic Instability" (TAI), which is also known as "Rayleigh Instability". Recent years have seen an ever-increasing intensity of scientific contributions on the problem from various angles [1] , [2] , [3] , [4] , [5] , [6] , [7] . The complexity of the subject dynamics emanates from intriguingly intertwined acoustic and thermal events in an enclosure (i.e., the combustor). As hypothesized by Rayleigh [8] , regionally confined unsteady heat release drives a series of acoustic waves inside the enclave of the combustor, which in turn, influence their source (the heat release) with a delay. In other words, the pressure at the heating zone is affected by its acoustical ancestors after some delays. This mechanism is the "main regenerative phenomenon behind TAI". Such a regenerative feedback mechanism may ultimately cause some sustained pressure fluctuations in the combustion chamber. A point of importance here is that this regeneration property (time-delay effect) is an inherent feature of the overall dynamics and it is not induced by an exogenous dynamic enforcement. The unsteady heat release (which is externally provided), on the other hand, acts like an amplifier on this regenerative effect.
Advanced combustors of modern era entail many operational novelties, such as diffusion flames, bluff-body incorporation, added turbulence for mixing purposes and so on; which may help avert the occurrence of TAI. The complexity brought by these technologies, however, makes an exact analytical modeling almost impossible. It is therefore understandable that the prediction of TAI for these advanced settings is mostly confined to some empirical and experimental framework. Tests are conducted after the construction of a combustor when unfortunately remedial design options are few and costly [9] .
Many researchers focus on simpler thermoacoustic devices to have a better understanding of the TAI phenomenon. Different analytical tools are deployed for the stability analysis [1] , [2] , [10] , [11] . For instance, the effect of "non-normal" behavior on thermoacoustic interactions and its stability repercussions are considered in [12] . To study further on this concept, "non-modal" analysis tools are explored in [4] , [13] . From a nonlinear systems perspective, some researchers also investigate bifurcation characteristics of TAI and make relevant stability assertions for the system [12] , [14] , [15] . These pathways (e.g., [14] , [15] ) have two key commonalities.
(i) The acoustical modes, which bring the infinite-dimensional characteristics to the problem, are handled using Galerkin expansion. That introduces a modal confinement due to the limited number of modes selected in the expansion. (ii) The only pure time delay in the dynamics appears due to modified King's Law (eq. (3.3) in [16] ) at the heat release transfer function.
As explained below, both of these critical aspects are handled completely differently in this study.
Another group of researchers proceed to linearize the governing physics of TAI and study the stability of the system under certain assumptions [17] . In [2] , [18] TAI physics is reduced to a simpler form, where the underlying dynamics is linear time-invariant (LTI) and it involves multiple independent time delays. The resulting time-delayed system (TDS) is of "neutral" type, which is a mathematical feature that increases the complexity even further (explained later). This paper deploys a new mathematical paradigm on this class of systems for a parametric display of thermoacoustic instability boundaries.
The TAI phenomenon is observed in electrically heated thermoacoustic chambers as well as in those which utilize a flame [6] , [19] , [20] . Therefore it is safe to claim that, although the complex dynamics and the shape of the flame are critical for TAI, they are not the primary underpinnings [4] , [21] .
In this paper we follow the modelling steps of [2] , [18] and utilize the ensuing linearized dynamics. The crucial acoustic regenerative characteristic in this model is represented by two independent delays (which happen to be the acoustic travel periods). Leaving these delays in the models, the infinite-dimensionality of the problem is preserved. No modal preferences, selections or truncations are predicated for the analysis. This advantage, however, comes with a cost: one needs to examine a linear dynamics with multiple time delays from the stability perspective. The key contribution of this investigation comes at this point via a recent mathematical paradigm. It is called the Cluster Treatment of Characteristic Roots (CTCR), which is a unique concept that can declare the stability boundaries of such systems. It can determine these boundaries nonconservatively and exhaustively. In other words, the stability regions produced by CTCR are complete and precise. The method represents "necessary and sufficient" conditions for stability. Furthermore, this is accomplished without constraining any particular set of modes which may potentially carry the unstable behavior. The treatment remains truly in the "infinite dimensional systems" domain. Authors expect that, this interplay between the "combustion instability" and the recent discoveries in the "mathematics of time-delayed systems" will open a broad range of future research directions.
Admittedly, a thorough theoretical treatment of acoustic-flame coupling is unrealistic [22] at the present for advanced combustors, due to numerous intriguing features that invite complex phenomena as mentioned earlier. As an important progress however, we follow the existing and accepted research focus, restricting the investigation to a simple case of a Rijke tube [3] , [18] , [23] with the assumptions that the flow is laminar, one dimensional and the dynamics is governed by the unsteady heat release.
Once again, it has been shown that these simplifications result in yet another complexity [2] , [10] , namely the complete declaration of stability of an LTI system with multiple rationally-independent delays. In this study, CTCR paradigm is used to challenge this complexity and stability of the Rijke tube is analyzed under variance of some system parameters.
The text consists of the following segments: Section 2 contains the review of modeling the TAI dynamics with some simplifying assumptions. In Section 3 we describe the pillars of the CTCR paradigm. Section 4 is devoted to the adoption of CTCR to examine the TAI problem and example case studies. Here we focus on the sensitivity of the stability outlook with respect to several system parameters and also provide comparison with relevant literature. In Section 5, we provide some conclusions and suggestions for further research.
PROBLEM DESCRIPTION: A REVIEW OF SIMPLIFIED TAI DYNAMICS
In this section a quick overview of earlier investigations on TAI is presented [10] , [17] , [18] . We wish to start with a critical premise for clarity: Any causal nonlinear functional relationship can be linearized around some operating point that poses an equilibrium. Furthermore for systems which are represented by such dynamics, the occurrence of instability (departing from an equilibrium) is always initiated via two mechanisms: a) Small perturbations (which do not disrupt the linearizability assumption of "small excursions") yield a linear progression, and the stability (or instability) assessment can be done in the realm of linear systems theory. b) Large perturbations(which impart large initial excursions from the equilibrium that destroy linearizability assumptions) enforce a nonlinear progression. Although the linearized systems may be stable, nonlinear counterparts which are created by the large disturbances may drive the system unstable. These excursions continue to grow, and a phenomenon known as "triggering" in the combustion community sets in [13] . For such nonlinear evolutions,very limited tools exist to assess the stability.
The treatment in this paper is limited to class (a). We review several segments of the modeling effort before creating a unifying form of the TAI dynamics. These segments are sequenced as follows.
Control volume at the heating zone
This dynamic modeling effort is inspired by several earlier investigations [2] , [17] , [18] . For one-dimensional modeling of TAI dynamics in Rijke tube some simplifying assumptions are made first: The airflow, being induced by natural buoyancy, is considered to be laminar and uniform across the tube's cross-section. The heat release zone is assumed to be planar, as it is relatively small when compared to the length of the tube. Taking a control volume sandwiched between cross-sections and in Figure 1 , the underpinning physical first principles of the thermo-fluidic event can be stated as:
Continuity
(1)
Conservation of momentum (2)
Conservation of energy (3) where ρ 1 , ρ 2 are the specific masses at the two cross-sections, u 1 , u 2 are the air speeds, c p is the isobaric specific heat capacity, p 1 , p 2 are the pressures and T 1 , T 2 are the absolute temperatures. A represents the cross-sectional area of the heating zone and Q is the thermal power injection (i.e., heat release) within the control volume. In addition to these equations, the following relations are used considering air as an ideal gas: (4) where c v is the constant volume specific heat, R s is the specific gas constant of air and γ is the heat capacity ratio. We denote the components of the key variables as
where "-" notation depicts the nominal (mean) quantity, as "∼" is used for the fluctuating (variational) quantities. Using the representations in (5) along with algebraic manipulations among equations (1) to (4), one obtains two nonlinear equations in terms of the right-hand side parameters in (5) . Eliminating nominal equilibrium terms (i.e., ) and neglecting higher order terms of fluctuating components (i.e., ), linearized momentum and energy equations are derived as follows. 
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Figure 1:
Rijke tube representation and the traveling pressure waves therein.
(7)
Acoustics of the Rijke tube
There exists a strong acoustic regeneration feature that is moderated by the thermofluidic events in a Rijke tube [8] . An equilibrium is set between the steady heat release Q and the corresponding steady outcome in the tube. Disturbance of this equilibrium via an impulse such as a burst-up heat, results in the following events: (i) a local pressure and velocity perturbations appear, (ii) these pressure perturbations acoustically travel to both ends of the tube and reflect back to their starting point, (iii) these high speed acoustic waves, in turn, influence the local velocities and pressures. This effect ultimately imposes a fluctuation in heat release, which is also called "unsteady heat release" in the literature [4] , [5] , [11] , [18] , [21] . The key feature in this thermo-acoustic interconnection is "pressure fluctuations", which is the common component in both dynamics. That is, the thermally manipulated pressure fluctuations with acoustic round-trip from the tube's ends affect the airflow at the heating zone, which brings us to the sound pressure propagation and its acoustic evolution in the tube. Therefore the pressure acts as the regenerative intermediary between the thermal and acoustic evolution. This statement is experimentally validated, for instance in [24] ; where some acoustic dampers are used at the tube ends interrupting the return of the acoustic pressure. This prevents the pressure fluctuations from acting as regenerative features.
The pressure fluctuations can be expressed as planar waves propagating both downstream and upstream relative to the mean flow as [18] (8) (9) where c is the wave speed and x, t represent the position (see Figure 1 ) and time, respectively. Here f, g, h and j are functions satisfying the boundary and initial conditions. f and g represent the propagation in upstream side, while h and j are for the downstream side (see Figure 1 ). The wave speed, depending on the traveling direction, is c = c -± u -("−" for upstream, "+" for downstream) (10) 
where cis the average speed of sound in the particular operating conditions. For the Rijke tube functioning with an airflow induced by natural buoyancy, a meaningful assumption is c ->> u -(i.e., low Mach number). Therefore ucan be omitted in eq. (10). This leads to the substitution of c -1 , c -2 in place of c for upstream and downstream sections of the tube, respectively. These terms c -1 and c -2 are taken as constants throughout the relevant sections. If the heat addition does not result in a dramatic temperature variance from upstream to downstream segments of the tube, these speeds may even be taken as equal. Using relationships in eq. (4) the velocity perturbations in the upstream side can be expressed as (11) Next, using the isentropic condition , the density variations in the upstream side become (12) The flow variables in the downstream side can be obtained similarly. For the open ended Rijke tube, one can write the boundary conditions as (13) where R u , R d are the acoustic pressure reflection coefficients at the upstream and downstream ends respectively and both are positive numbers smaller than 1. x u and x d are upstream and downstream distances from the heater to the ends of the tube, as previously shown in Figure 1 .
Thermo-acoustic coupling
Expressions for the variational parameters at both sides of the tube can then be substituted into the linearized equations (6), (7) along with the boundary conditions in eq. (13) to obtain the combined representation of thermoacoustic coupling in Laplace domain and in terms of the selected state variables g and h. (14) where X, Y are constant matrices and are given as follows.
are Laplace transforms and (17) are the round-trip travel times of acoustic waves in the upstream and downstream sections of the tube, respectively. Eq. (14) can be rewritten as follows.
where R = diag (R u e -τ u s , R d e -τ d s ). This equation displays the causal relationship between the input Q and the outputs G and H.
Complete TAI model
It is known in literature (e.g., [17] ) that the unsteady heat release Q is causally influenced by velocity fluctuations at the heating zone. The formation and the exact nature of this relation is still an active research topic today. The unsteady heat release, indeed, is part of the solution and thus it is not known a priori [22] . Therefore, this relationship is typically predicted empirically in common practice, although for some simple geometric constructs there are analytical representations [20] . We denote this connection by a transfer function as depicted in Figure 2 as 
In order to express the heat release fluctuations in terms of one of the state variables we iterate on the Ũ 1 (s) term as follows. Transforming eq. (11) into Laplace domain and using acoustic boundary conditions in eq. (13) results in the velocity fluctuations Ũ 1 (s) as (20) We observe in (19) a second regeneration mechanism within TAI (i.e., thermal regenerative effect). It declares the heat release fluctuations as an indigenous variable (not exogenous), which is affected by the velocity variations.
Eq. (21) denotes a transfer function between the upstream pressure fluctuation and the unsteady heat release. With equations (14) and (21), the complete TAI model in linearized form can be expressed as follows: where M(s) is the self-evident 2×2 matrix. The Laplace domain expression (22) represents delayed differential equations (DDE) with two rationally independent delays (τ u , τ d ). The construction of the stability map of this class of systems in the parametric space of (τ u , τ d ) ∈¬ 2+ is the key novelty of this paper which is covered next. This knowledge is crucial, as it pertains to the prediction of the onset of instability based on the design parameters (τ u , τ d ). In other words, it answers the question of what geometric and operational parameters in the Rijke tube will cause TAI or conversely it reveals those conditions which render stable thermoacoustic coupling.
OCCURRENCE OF TAI AND INCORPORATION OF CTCR PARADIGM
Linearized TAI dynamics as given in eq. (22) depicts an undisturbed DDE. The stability of this class of dynamics is notorious in the Linear Systems Theory literature [25] . It has to do with the roots of the characteristic equation (23) which involves transcendental terms such as e -τ u s , e -τ d s , e -(τ u +τ d )s . This class of expressions is known as "quasi-polynomial". The characteristic equations possess infinitely many roots, all of which have to lie in the left half of the complex plane as the necessary and sufficient condition for stability. An apparent challenge is finding a practicable methodology to make this assessment in the space of the key design parameters, such as (τ u , τ d ). The crucial mathematical question to answer is: when all else is fixed, which compositions of delays (τ u , τ d ) can render stability?
The systems and mathematics literature has strong evidence of an increasing research activity on such DDE's [25] , [26] , [27] , [28] . One can find a large accumulation of theoretical development on TDS, but not many practicable mathematical tools to ascertain the stability question of (23) in the space of the key parameters. Recently, a new paradigm for this class of systems has emerged from the research group of the authors to assist this endeavor, which is called the Cluster Treatment of Characteristic Roots [29] , [30] . This method provides an intriguing output, which is an exhaustive and non-conservative declaration of the stability regions of (23) in the parametric domain of the delays (τ u , τ d ).
This conceptual development is executed here on a rudimentary thermoacoustic device, a Rijke tube. Next we describe the basics of the CTCR paradigm. Then we display some case studies, with some cross-referencing against the existing investigations in the literature.
The CTCR paradigm
Regardless of the nature of the transfer function φ(s), the characteristic equation (23) represents a very small but important subclass of TDS, called the "Neutral TDS" (NTDS) [28] , [29] , [30] , [31] . The neutrality attribute comes from the fact that the highest degree s term (which means the highest order time derivative operation in Laplace domain) appears together with a transcendental multiplier, e −τs . This property implies that the highest order derivative terms in TAI dynamics contain time delays themselves. Neutral systems offer some challenging and surprising mathematical features. For instance, it is notoriously known that NTDS can exhibit discontinuities in its root loci for infinitesimal variations in the delays [29] , [30] . Such characteristics can gravely influence the stability posture of the systems. As TAI dynamics is a neutral TDS, we will present the highlights of the CTCR paradigm particularly relevant to this class. For readers interested in the broader background of this recent paradigm, we suggest articles [29] , [30] which treat NTDS cases with single delay only and others [32] , [33] on retarded systems with multiple delays. In order not to divert the mainstay of the discussions far into the mathematics, we will review only the highlights of CTCR next, again pertaining specifically the neutral class dynamics. The NTDS characteristic equation (23) can be expanded in its most generic form in the state-space as (24) where x(t) ∈¬ n is the generalized state vector with appropriate dimension n which is the order of the denominator of φ(s), τ = (τ u , τ d ) ∈¬ 2+ are the delays, A, B, C, D, F, G, H are the constant matrices of compatible dimensions. The objective is to analyze the stability robustness of this dynamics with respect to the uncertain (but constant) time delays in the semi-infinite first quadrant of (τ u , τ d ) ∈¬ 2+ parameter space.
The characteristic equation of the system (24) is a quasi-polynomial: (25) Assuming that all the involved matrices are constant, the stability of this system reduces to finding (τ u , τ d ) regions where all the characteristic roots of (25) 
We will give a series of key theorems from the NTDS literature leaving the proofs to the above mentioned references. The first theorem forms a precondition for the second. Theorem 1. A necessary condition for the stability of (24) is that the following discrete delay operator has to be stable for all (τ u , τ d ) ∈¬ 2+ : (26) This theorem is also known as "the strong stability (or delay-stabilizability) condition" in literature [25] , [27] , [29] . It implies that the spectrum of (26), i.e., the infinitely many zeros of the discrete operator 
must lie in C − . Theorem 2. The necessary and sufficient condition for the dynamics in (24) to be stable is that its infinitely many zeros, i.e., the spectrum of (25) , lie in C − . It can be shown that this condition predicates Theorem 1 [25] , [27] , [29] , [31] .
A unique practical procedure to resolve the relevant stability map assuring both Theorems 1 and 2 resides in the CTCR paradigm. It is obvious that there is no need to perform the steps of CTCR, if the conditions in Theorem 1 are not fulfilled. If they are fulfilled, however, some compositions of delays (τ u , τ d ) may render stability or the system maybe delay-independent unstable.
For a fixed set of delays, the Nyquist stability criterion is utilized [2] , [3] as an alternative method to CTCR. It has some strong shortfalls, however, as we display later in this text over a case study.
It is known that for a linear dynamics to switch the stability posture, the characteristic roots should cross the imaginary axis, say at ωi. Thus, for a complete stability analysis, one needs to detect exhaustively all the potential imaginary root crossing points for all combinations of delays (τ u , τ d ). Let us denote the complete set of such crossing frequencies with Ω, and the corresponding root set with S Ω
We use 〈τ,ω〉 notation to indicate this causality relation between τ and ω (i.e., τ yields ω). It is trivial to observe from (25) that an imaginary root s = ωi with 〈τ, ω〉 correspondence will be repeated infinitely many times for the mesh points with equidistant grid size, 2π/ω, as (29) These trajectories continuously partition the τ domain into encapsulated regions in which the number of unstable roots, NU, remains fixed. Consequently, any stability reversal can only occur at the boundaries of these regions.
The above argument brings us to a complicated problem of determining exhaustively the boundaries of these infinitely many regions. Interestingly, however, there is a discipline in this chaotic looking picture owing to two intriguing propositions.
Proposition I. It is proven in Refs. [32] , [33] that there is only a manageably small number of curves in τ space called the "kernel curves" (30) where 〈t, ω〉 correspondence creates the complete set of Ω. Notice that for all ω∈Ω values, √ 0 (τ u , τ d ) represents the loci of the corresponding smallest τ u and τ d
2 , 2 , 0,1,..., 0,1,...
combinations. All remaining curves are created from this set, √ 0 (τ u , τ d ), utilizing the point-wise translation property (29) for j, k > 0. Obviously, all of these curves possess the identical set of imaginary roots, S Ω . They are called the "offspring hypercurves", and denoted by √ jk (τ u , τ d ) where j and k identify the j th and k th generation offspring in τ u and τ d , respectively as per (29) . Consequently, the complete set of kernel and offspring curves becomes √(τ u , τ d ):
Any kernel point on the trajectories of √ 0 (τ u , τ d ) defined by j = k = 0 imposes its ω signature identically onto its offspring ( j > 0 and k > 0). Thus, Ω remains invariant from kernel curves to offspring curves. The kernel and the offspring curves constitute the complete (and exhaustive) distribution of (τ u , τ d ) points where the characteristic equation CE (s, τ u , τ d ) has root sets containing at least one pair of imaginary roots. And more interestingly, there exists no point in (τ u , τ d ) ∈¬ 2+ space which renders imaginary characteristic roots, outside the loci set √(τ u , τ d ).
Proposition II. A critical property is the directional root tendency along τ u or τ d axes at the crossing points of s = ωi. It is defined by (32) RT has a very interesting feature: At s ∈S Ω as τ u (or τ d ) increases at a point on a kernel curve and its corresponding offspring, the root tendency , (or ), remains unchanged so long as the other delay τ d (or τ u ) is kept fixed. This, so called, the "root tendency invariance" property has been recently recognized in mathematics literature [32] , [33] . This feature, in essence, declares the stabilizing (or destabilizing) transitions along the regional boundaries defined by √(τ u , τ d ).
Using the two properties above, one can establish the stability robustness picture of the system against delay uncertainties by performing the following steps of the CTCR algorithm: 1.
Determine exhaustively the kernel and offspring curves, √(τ u , τ d ).
2.
Start from non-delayed system, τ = 0, evaluate NU(0), which is a trivial task.
3.
Following line segments in τ ∈¬ 2+ , which are parallel to the coordinate axes τ u and τ d , connect the origin (τ = 0) to a point of interest τ 0 .
4.
As this path crosses the kernel and offspring curves, increase NU by +2 (or -2) for the RT = +1 (or -1), according to the D-subdivision method [34] .
5.
Exhaustively identify the regions in (τ u , τ d ) space with NU = 0 as "stable" and the others (NU > 0) as "unstable".
Step (1) is the crucial operation from which CTCR departs. Among many possible methodologies [35] , [36] we deploy in this document, a procedure called Spectral Delay Space (SDS) approach [37] . 
Spectral delay space (SDS)
A recent procedure is described in this segment for determining the kernel (and offspring) hypercurves originating from a thesis work [37] . The procedure is developed on a new domain called the Spectral Delay Space, SDS. SDS is defined by the new coordinates v u = τ u ω and v d = τ d ω for every point (τ u , τ d ) ∈¬ 2+ which are on the kernel or the offspring hypercurves. One should pay attention to the fact that this is a conditional mapping: if a delay set (τ u , τ d ) ∈¬ 2+ creates an imaginary characteristic root ωi, then (τ u ω, τ d ω) forms a point in the SDS. On the contrary, (τ u , τ d ) points that do not generate an imaginary root have no representation in the SDS. The main advantage of this new space is that the representation of the kernel hypercurve in the SDS, which is denoted by √ 0 SDS and called the building hypercurves, are confined into a square of edge length 2π, per definition in (30) .
In order to obtain the stability charts in (τ u , τ d ) delay space, one needs to exhaustively determine the sets of delay compositions which are defined in (30) , with the corresponding imaginary roots, s = ωi. To achieve this, we perform the following mathematical procedure which evaluates the building hypercurves directly in SDS. First, in equation (25), the exponential terms are replaced by: (33) and then the sine and cosine functions are expressed in terms of the half-angle tangent function: (34) Equation (25) can now be rewritten as a polynomial in ωi with complex coefficients c j parameterized in z u and z d : (35) where m is the highest power of the s terms (note again that simple s term represents time derivative in Laplace domain) which implies:
In order for the polynomials (36) and (37) of ω with parametric coefficients to have a common root, a well-known Sylvester's resultant matrix, ought to be singular [38] . That is,
which constitutes a closed form description of the kernel curves in the SDS (v u , v d ). This description is exhaustive, i.e., the kernel curve set is complete. To graphically obtain these hypercurves where imaginary characteristic roots are generated, parameter v u , is scanned in the range of [0, 2π], and the corresponding v d values are calculated again in [0, 2π] which satisfy (39) . Notice that every point (v u , v d ) on these curves brings an imaginary characteristic root at ± ωi which can be evaluated from (36) or (37), noting that they share the same imaginary roots. One should keep in mind that both points (τ u ,τ d ,ω) and (τ u ,τ d ,−ω) are involved in SDS. Back transforming from the (v u , v d ) domain of SDS using the inverse transformation of (33) and (34) with the pointwise knowledge of the frequency ω, one generates the kernel and offspring hypercurves in the domain of delay space (τ u ,τ d ).
The root tendency invariance property follows, resulting in the complete and exact stability outlook of the system in the space of the rationally-independent delays (τ u ,τ d ), and this representation is a major contribution of this work. Such a stability outlook enables one to search for the stable operating conditions for a simple thermoacoustic device. Although transition from Rijke tube to combustors in industrial turbines is a challenging process, if succeeded, the proposed methodology may provide a tool for combustor design procedures, alleviating both the number of design iterations and cost over-runs.
EXAMPLE CASE STUDIES
This section presents a case study to demonstrate the proposed methodology. A suitable representation for heat release dynamics in eq. (19) is adopted from the literature [20] and respective stability charts are constructed. Variations of this stability chart with respect to certain design and operational parameters are also studied.
The choice of heat release dynamics φ(s) is discussed first. An explicit expression for this dynamics arguably remains elusive to the science in the present day. A crisp 
description of φ(s) and its substitution in eq. (22) and eq. (23), however, allow the implementation of the CTCR paradigm. A delayed amplification operator, so called n-τ model, has been widely used for this purpose [1] , [39] . However, the interaction index (n) and the time delay (τ) in this form are selected for a particular mode, which confines the treatment to a specific mode only, as noted by Fleifil et al. [40] also. Therefore for φ(s) we adopt a frequency-blind form which is also broadly used by many researchers [20] , as a first order transfer function (40) where "a" is a constant proportional to the mean heat release, along with a time constant of "b" which acts as a pseudo-delay. This implies that the effect of the velocity fluctuations on the unsteady heat release is frequency dependent. Investigations which consider this form of heat release dynamics [20] , [39] , [40] , [41] , [42] point that many factors such as the geometry of the flame (or electrical heating element), the mean heat release Q and mean flow rate u -1 influence the parameters a and b. Gelbert et al. [20] provide explicit analytical relationships between these parameters and the physical specifications of the Rijke tube with an electrical resistance heater.
As an important side note, the applicability of the proposed CTCR methodology is not restricted to this type of a transfer function. Any causal transfer function, regardless of its order or complexity, can be used in this method of stability assessment. φ(s) may even contain time delays of its own, as it is the case in the broadly-used n-τ model.
In the next step we substitute φ(s) in eq. (40) into (23) , the general form of the characteristic equation of the system is then obtained as It is obvious in equation (41) that the highest order s term (representing d/dt in Laplace domain) contains e −τ u s , e −τ d s and e −(τ u +τ d )s factors, inviting "neutral" characteristics to the dynamics.
Since our investigation of thermo-acoustic instabilities mainly revolves around a Rijke tube structure, further simplifying assumptions are taken into account. In a typical Rijke tube, airflow occurring due to natural buoyancy is limited to considerably low speeds, which means that Mach numbers in both upstream and downstream sections are negligibly small [3] , [14] , [20] . Moreover, the speed of sound is assumed to be uniform along the tube, as it has been shown in earlier literature [17] , [43] , to have very little influence on the stability. With these observations and assumptions, the constant matrices X and Y in (15) and (16) are further simplified to (42) Note that the CTCR procedure remains applicable in more general cases, even when these assumptions are not valid. The remaining ambient and acoustical parameters are presented in Table 1 . For the heat release dynamics in eq. (40), the parameters are taken as a = 133.25 and b = 0.0004 following suggestions from [20] and [41] . Substituting these parameters in (41) one obtains the characteristic equation as follows (43) Notice again how the highest order of s term has a transcendental factor. Following Theorem 1, the stability of the discrete delay operator is checked first, (44) which implies that all the infinitely many roots of eq. (44) have Re (s) < 0. Therefore it represents a stable operator and the necessary strong stability condition is satisfied.
Next, to reveal the stable operating regions completely, CTCR paradigm is implemented following Theorem 2. The kernel is obtained using the Spectral Delay Space concept. The offspring hypercurves are generated using eq. (29). These curves separate the parametric space into distinct regions. Then, using the Root Tendency invariance property of Proposition II, number of unstable roots (NU) is determined for all the regions. The offspring creation (i.e., 2π/ω shifting of the kernel) and NU calculation (i.e., RT effect on NU) are depicted on a couple of sample points along the τ u axis in Figure 3 International journal of spray and combustion dynamics · Volume . 7 · Number . 1 . 2015 55 
m/s A Time-delay Perspective implementation of the CTCR methodology. The resulting final stability map corresponding to the system with characteristics given on Table 1 is presented in Figure 4 . We wish to elaborate on a few critical observations regarding this figure. * There is only one kernel oval (red in Figures 3 and 4) and that is the extent of Proposition I (i.e., manageably small number of kernel hypercurves). Each point (τ u , τ d ) on this closed curve creates an imaginary pair of roots and the corresponding frequencies vary in a continuum between two bounds ω∈[1068 rad/s, 6588 rad/s] as shown in Figure 5 . This set corresponds to Ω in eq. (28). Since there is only one oval representing the kernel, the set is bounded by ω∈[ω min , ω max ]. * The set Ω describes all potential stability switching frequencies (TAI transition points) that can exist for the Rijke tube. This description is complete, meaning there cannot be any other "resonant" frequency for this Rijke tube setting regardless of its length and the location of the heater. We use the mathematical attribute "exhaustive" for this feature. * Other (τ u , τ d ) compositions on offspring curves are all created by a pointwise shift (blue curves in Figures 3 and 4 ) as per eq. (29) and we repeat (τ u + j 2π/ω, τ d + k 2π/ω), j = 1, 2, …, k = 1, 2, … . There is no (τ u , τ d ) selection, other than these points on the kernel and the offspring, for which TAI transition can occur. Figure 5 shows Notice the critical point that the identical frequency set is repeated on the kernel and the offspring. * The frequency set Ω remains unchanged from the kernel to offspring. This is very critical for TAI from different angles. a) Regardless of (x u , x d ) (therefore the tube length L) selection of the Rijke tube, keeping all the operating conditions the same, the only resonance (i.e., TAI transition) frequencies are in the same set Ω. b) Since ω∈[ω min , ω max ] varies in a continuum, there is no attribute to acoustic modes. This is the strongest novelty CTCR offers in which there is no modal decomposition or modal preference to study stability. The paradigm treats the infinite-dimensionality of the system (i.e. infinitely many modes) in its entirety. In essence, following this treatment the TAI problem reduces to determining the kernel hypersurfaces exhaustively, which is manageable. Authors wish to recognize the fact that the problem presented here is reached after substantial simplifications from the full blown Rijke tube dynamics. Nevertheless, the critical "characteristics of the dynamics" remain intact in the reduced system model, as we see apparent agreement with the experimental data in literature. We also believe that the strengths of CTCR paradigm will assist the future investigations on combustion instabilities.
In Figure 4 the stable operating regions are shown in shade. It is clear that the heating zone being at the mid-point of the tube renders stability (τ u = τ d ). The same figure also declares that the heating zone being close to the end points of the tube would also invite stable operating conditions. Obviously, when the heater is in the lower half (i.e., τ u /τ d <1) the system is prone to instability much more readily than otherwise (i.e. τ u /τ d >1). These features have also been observed in experiments (compare Figs. 2.9 and 2.11 on pages 35 and 39 in [19] ) and other relevant literature (Figure 4 on page 323 in [39] , Figure 10 on page 344 in [14] ). Just to validate these findings we provide simulated time traces for the two different operating points (A and B) as the inset of Figure 4 , one stable and the other one unstable. This feature suggests a design procedure for the robust selection of the heat release location.
Another important feature of this analysis is that Figure 4 is exhaustive. Instead of focusing on marginal stability of any single mode of the system (as it is commonly practiced in earlier literature), the stability map in that figure displays unstable regions corresponding to all possible modes of the system. Although not noted on Figure 3 to avoid overcrowding, there are some unstable regions in which NU > 2, meaning that multiple modes of the Rijke tube are excited concurrently. For instance, NU = 4 at point C, meaning that two different modes of the Rijke tube are simultaneously contributing to instability at this operating point. Therefore there are two pairs of right-half-plane roots. These unstable modes grow in amplitude and force the transition into a limit cycle posture as we have already discussed.
The corresponding frequency variation ω∈[ω min , ω max ] is shown in Figure 5 , over the kernel hypercurve (red oval in Figure 4 ). Once again, this oval entails all possible resonance frequencies for the particular Rijke tube with a given heat release transfer function φ(s), keeping the heater location and tube length as independent variables. This set of frequencies repeat identically over each offspring, which means regardless of the tube length and the heater position, this TAI dynamics will exhibit the same set of Ω, so long as the other system parameters are kept fixed. Special attention should be paid to these frequencies belonging to the transition locations between stable and unstable modes (i.e., marginally stable operating points).
Nyquist method vs. CTCR comparison
A traditional alternative method to assess asymptotic stability of a system represented by (43) is the Nyquist stability criterion. This method has been adopted in some earlier studies [2] , [3] , [44] . A sample utilization of Nyquist stability criterion on the example set-up is also presented here for comparison, and to display the advantages of the CTCR procedure.
The standard Nyquist form of eq. (43) is (45) Figure 6 depicts Nyquist plots of G(s) in (45) with (τ u , τ d ) values from points A and B on Figure 4 . The clock-wise encirclements around point (−1+ 0i) are counted for determining the number of right-hand poles. The plots in Figure 6 were obtained by Im(G( i)) Im(G( i)) Im(G( i)) Im(G( i))
Re(G( i))
Re(G( i)) sweeping s = ωi, ω∈ (−•, •) part of the Nyquist path (in fact, from -6 ×10 3 rad s -1 to 6 ×10 3 rad s -1 ). When the limiting s→•i is evaluated for (45) one obtains (46) It is apparent that after sufficiently large values of ω, the Nyquist plot will converge to a circle of radius 4.8 centered at (−6 + 0i) and will stop encircling point (−1+ 0i). Similarly, as s is swept on the semicircular arc with infinite radius (known as Nyquist contour -see p. 575 of [45] ) to cover the complex right-half plane, the real part of s will force the exponential term in (46) to disappear and the Nyquist plot will rapidly converge to point -6, resulting in no further encirclements of (−1+ 0i). A simple takeaway from this observation is that, the potential encirclements around point (−1+ 0i) can only happen within the finite frequency range. Two example Nyquist plots are shown in Figure 6 . Point A of Figure 4 creates no encirclement while B results in 2 (unstable with two roots on the right half plane). Detecting the total number of encirclements is a complex and obscure task.
In light of the above, we list several shortfalls of the Nyquist method in comparison with the CTCR procedure:
(i) The Nyquist method is a point-wise stability detection tool. That is, it states the nature of system stability for a single given operating point (τ u , τ d ), as it is the case for points A and B in Figure 6 . It takes an insurmountable computational effort to create a parametric stability map of CTCR such as in Figure 4 . (ii) The frequency ω is swept in a large interval to create Figure 6 . The upper bound of ω to determine the correct number of encirclements can be large, which adds to the computational load. Consequently the nature of encirclements remains uncertain, at best. For some cases, no guarantee can be given that encirclements around point (−1+ 0i) will not take place at larger frequencies than the selected sweeping range. In fact, this is a formidable feature inherent to "neutral" class TDS only.
CTCR procedure, on the other hand, presents an alternative for a complete range of parametric domain and without these shortfalls. There is no need to fix the operating point (τ u , τ d ), indeed CTCR is designed for problems where they are completely free. An analytical expression arises for the stability transition points where Proposition I declares manageably small number of kernel hypercurves to appear. Computationally and analytically the stability analysis receives a major advantage.
Stability under parametric variations
We study the stability from another angle in this subsection. The parametric variations only in the heat-release transfer function, will undoubtedly affect the stability of the system. The variation of stability charts for different values of a and b in eq. (40) are presented in Figures 7-10 just to give examples on the benefits of CTCR.
The value of a, which is commonly found to be proportional to the mean heat release, Q - [20] , [40] , [42] has a considerable influence on the stability. As shown in Figure 7 , increasing a results in an enlarged size of unstable region. This simply indicates that injecting more heat makes the system prone to TAI. In order to better display the effects of varying a on the kernel hypercurve, we present overlaid results in Figure 8 . The apparent enlargement in the unstable region with the increase in input power was also reported in the earlier literature, e.g., Figure 3 on page 323 in [39] . Along a similar path, an increase in the time constant b, which is claimed to be dependent on the heater geometry [20] , [41] , [42] , results in a larger stable region, as observed in Figure 9 . The practical implication of this trend is that electrical heaters with smaller wire diameter are more likely to induce instability, because their respective time constants are smaller. Figure 10 is obtained for a Rijke tube with a fixed length, L = 35.6 cm. As we move the heater location x u , the required level of heat release amplification a, in order to introduce marginal stability is shown. Three interesting observations on this figure are worth discussing: (i) A Rijke tube at a given length L can show no more than two resonance frequencies in the investigated region of parameters x u and a. The figure displays all the resonance occurrences exhaustively (according to CTCR's Proposition I). There are single frequency (such as point F) or dual frequency (at point D) resonances. (ii) These resonance frequencies are again close to modal frequencies of the tube's acoustic behavior but not exactly the same. The intuitive interpretation to this is that TAI in the Rijke tube is strongly governed by the acoustical event, but they are also manipulated by the unsteady heat release at the heating zone. (iii) A notable similarity exists between the trends of stability boundaries of Figure  10 in this document and Figure 10 on page 344 in [14] . In that article, the authors have obtained the stability boundaries in the domain of nondimensional heater power (K) vs. the location of the heater (x f ), similar to our case. Considering that both groups approach the problem in completely different ways, such a correspondence between two figures is very encouraging.
The characteristic root locations of the system at the points D, E and F are displayed in Figure 11 using a numerical algorithm called Quasi-Polynomial mapping Based Root finder (QPmR) [46] . QPmR is an approximate root-finding routine that declares as many characteristic roots of the quasi polynomial in Eq. (41) as desired, with a selected level of precision. Especially the proximity of unstable frequencies (for E) and those resonance frequencies of D and E is eye catching.
CONCLUSIONS
This paper considers the complex dynamics of thermo-acoustic instability within the operation of a classical Rijke tube. It revisits the derivation of a thermo-acoustic model departing from the first principles, and arriving at a variational form of the dynamics (i.e. linearized governing equations). This process evolves into a representative characteristic equation involving multiple rationally-independent time delays. Moreover, this dynamics is characterized to be in an important subclass known as "neutral time-delayed systems", which is known for its notorious features in mathematics and systems literature. The main contribution of the paper appears at the stability resolution of this class of systems. In order to achieve this, a new mathematical paradigm, called the Cluster Treatment of Characteristic Roots, is utilized here. This mathematical tool reveals exact and exhaustive stability charts in the parameter space of a Rijke tube in a computationally efficient manner. As the end product, it declares the possible positions of the heating zone in tubes of varying lengths to avoid TAI, also for some variations of other parameters in the heat release dynamics. A set of such parametric variations are studied. The respective stability pictures are compared with the earlier findings in literature which are obtained either experimentally or numerically. Very encouraging concurrence is reported over these comparisons.
A Rijke tube provides a primitive and simplistic thermo-acoustic environment and a crude conceptualization of modern industrial combustors. Considering this huge gap, this study is intended simply to provide a breeding ground for further research to investigate whether the new methodology can be adopted as a design tool for realistic combustion chambers. We also envisage developments in the venue of designing a feedback controller to stabilize the existing systems operating under TAI. It is within our scope of ongoing research. Figure 11 : Characteristic root distribution for different operating conditions in Figure 10 . Point D exhibits concurrent resonance at two frequencies: 3159 rad/s, 6292 rad/s. Point E has two sets of conjugate right-hand side roots: 6.3 ± 3164 i, 7 ± 6295 i. Point F is resonant at 3158 rad/s.
