Abstract. In this paper we explore the geometric space parametrized by (tree level) Wilson loops in SYM N = 4. We show that, this space can be seen as a vector bundle over a totally non-negative subspace of the Grassmannian, W k,cn . Furthermore, we explicitly show that this bundle is non-orientable in the majority of the cases, and conjecture that it is non-orientable in the remaining situation. Using the combinatorics of the Deodhar decomposition of the Grassmannian, we identify subspaces Σ(W ) ⊂ W k,n for which the restricted bundle lies outside the positive Grassmannian. Finally, while probing the combinatorics of the Deodhar decomposition, we give a diagrammatic algorithm for reading equations determining each Deodhar component as a semialgebraic set.
In this paper, we are interested in understanding the geometry represented by Wilson loop diagrams, which may be thought of as Feynman diagrams for SYM N=4 theory in twistor space [1, 9] . In recent years, there has been an active program to understand the scattering amplitudes of this theory geometrically [6, 15, 2, 13] . Namely, in [6] , the authors show that the on shell amplitudes of this theory correspond to the volume of a geometric space called an Amplituhedron. In [13] , the authors attempt to relate the geometry of the entire amplitude to the Amplituhedron. This paper concerns itself with some of the difficulties encountered in the latter attempt. In particular, we find that the space define by the tree level Feynman diagrams for SYM N=4 theory is non-orientable in many, if not all cases. This finding is consistent with the issues raised in [13] and [14] .
We wish to emphasize that, while non-orientable spaces do not have a natural volume form, we do not believe that our findings in this paper pose a threat to the program of geometrically understanding the Wilson loop amplitudes. It is quite possible that the integrals associated to Wilson loop diagrams, [1] , correspond to something far more subtle, such as characteristic classes of the prescribed geometric object, and that the Amplituhedron is only a special case of this phenomenon.
Much of this current work is based off of [2] , where the authors show that each Wilsoan loop diagram with k propagators and n vertices defines a subspace of the positive Grassmanian, Gr R,≥0 (k, n), defined by points in Gr R (k, n) whose Pluücker coordinates are all non-negative. In [5] , the authors show that the subspace defined by each Wilson loop diagram is 3k dimensional. In [4] , the authors explicitly list all such subspaces defined by Wilson loop diagrams with 2 propagators and 6 vertices, as well as how they share boundaries with each other. The literature on the positive part of the Wilson loop diagram, while not complete, is coherent and clear.
However, the geometry of Wilson loop diagrams is not restricted to the positive Grassmannian. In [22] , the authors associate to each Wilson loop diagram the span of a family of k vectors in R n+1 that need not represent an element of Gr R,≥0 (k, n+1). Each of the k vectors in this family is parametrized by 4 independent coefficients. That is, each Wilson loop diagram defines a 4k parameter subspace of Gr R (k, n + 1) that is not in general contained in Gr R,≥0 (k, n + 1). The subspace of Gr R,≥0 (k, n) defined by each Wilson loop diagram in [2] comes from a projection of each of these k vectors onto R n . The physical quantity associated to the Wilson loop diagrams, the (tree level) scattering amplitude, is given by a sum of integrals, one for each Wilson loop diagram. One may view each integral as a volume form on the subspace of Gr R,≥0 (k, n) defined by the Wilson loop diagram [13] . While each such integral is well defined, there are inconsistencies and problems when geometrically interpreting the sum of these integrals to get scattering amplitude [14] . In this paper, we show that these problems and inconsistencies arise because the 4k dimensional subspace The length of a permutation v, denoted ℓ(v), is the minimum number of letters needed to write any expression of v. An expression is reduced if ℓ v (i+1) = ℓ v (i) + 1 for each i. That is, the length of each permutation strictly increases as each subsequent letter in the word is included. All reduced expressions for a permutation contain the same number of factors. Equivalently, the length is the number of pairs i < j such that v(i) > v(j). A subword u of v is distinguished if whenever ℓ(u (i) v i+1 ) < ℓ(u (i) ), one also has u i+1 = v i+1 , (i.e. u i+1 = ε). A subexpression u of v is positive if additionally ℓ u (i+1) ≥ ℓ u (i) for all i. In other words, a subword is positive if it is both distinguished and reduced (when ignoring the letters ε appearing in u). The word v defines a permutation v ∈ S 4 , it is written v = 3214 = v(1)v(2)v(3)v(4). It is a reduced word of length 3. The permutation can be represented by another reduced word v ′ = s 2 s 1 s 2 . We may write u = ε as a subword of v in two ways, u 1 = εεε and u 2 = s 1 εs 1 , where both are distinguished, but only u 1 is also reduced (i.e. positive). Similarly, we may write w = s 1 as a subword of v in two ways, w 1 = εεs 1 and w 1 = s 1 εε, both of which are reduced, but only w 2 is also distinguished (i.e. positive).
Lemma 1.2 (Lemma 3.5 in [21]). Let u ≤ v be permutations and v be a reduced expression for v. Then, there is a unique positive subexpression for u in v.
The Young subgroup S k × S n−k ⊂ S n acts on a permutation v(1)v(2) . . . v(n) by letting S k act on v(1)v(2) . . . v(k) and letting S n−k act on v(k + 1) . . . v(n). Any coset in the quotient S n /(S k × S n−k ) has a unique representative of the form i 1 i 2 . . . i k j 1 j 2 . . . j n−k where i 1 < i 2 < · · · < i k and j 1 < j 2 < · · · < j n−k . These permutations have one descent in the k th position. Such permutations are called Grassmannian. Cosets in S n /(S k × S n−k ) are in bijection with subsets in [n] k , which index Schubert cells of Gr R (k, n). There is a family of partial orders i (≺ i ) on
[n] k called shifted (strict) Gale orderings. Namely, let < i be the linear order on [n], i < i i + 1 < i n < i 1 . . . < i i − 1. Let I = {i 1 , i 2 , . . . , i k } and J = {j 1 , j 2 , . . . , j k } with i 1 < i 2 < · · · < i k and j 1 < j 2 < · · · < j k . Then Grassmannian permutations with a descent in the k th position are also in bijection with Ferrers shapes. These are collections of boxes obtained by taking a lattice path from the Northeast to Southwest corner of a (n − k) × k rectangle, then taking all boxes Northwest of this lattice path. We label the steps of the lattice path from 1 to n starting at the Northeast corner. The lattice path associated to the Grassmann permutation i 1 i 2 . . . i k j 1 j 2 . . . j n−k takes vertical steps i 1 , i 2 , . . . , i k and horizontal steps j 1 , j 2 , . . . , j n−k . We label a Ferrers shape by λ.
For any given box b in a Ferrers shape, write b = (i, j), where b is in the row with vertical step i and the column with horizontal step j. Furthermore, let b in be the set of boxes weakly to the right and weakly below b aside from b itself. Beware that this convention differs from that usually found in the literature, where b ∈ b in . We find that some cumbersome notation and awkward expressions can be avoided by declaring
1.2.
Le and Go-diagrams . We are now ready to define Le and Go-diagrams.
Given a Ferrers shape, λ, write the associated Grassmannian permutation v λ = i 1 . . . i k j 1 . . . , j n−k , where i m = v(m), j r = v(r + k). Associate to a Ferrers shape an expression v by filling in the boxes of a Ferrers shape as follows:
(1) Fill the top left (Northwest most) box with s n−k . Le-diagrams index positroid strata in Gr R (k, n). When these are intersected with Gr R,≥0 (k, n), it gives a cell complex structure to Gr R,≥0 (k, n). The positroid cells correspond to matroids, and are in one to one correspondence with the positroid strata. The positroid strata are also in bijection with several other combinatorial objects including Grassmann necklaces. An algorithm to pass from a Le-diagram to a Grassmann Necklace is given in [25] . Given a Grassmann necklace I = {I 1 , . . . , I n }, the associated positroid cell is the semialgebraic subset of Gr R,≥0 (k, n) given by
Here m indicates the m th shifted Gale order. There are several ways to relate the positroid cell decompostion on Gr R,≥0 (k, n) to a stratification on Gr R (k, n). Here we have adopted the convention established in [16] , that the same Grassmann Necklace is associated to a positroid strata given by the semialgebraic subset of Gr R (k, n)
No constraints are placed on the remaining Plücker coordinates.
We now study •/ • /+ diagrams, a specific subset of which correspond to distinguished subexpressions. As with the •/+ diagrams, let v be the word associated to the shape λ. Given a subword u, the boxes of the Ferrers diagram containing transpositions used in u are filled with •'s and •'s and boxes containing transpositions not used in u are filled with +'s. A box is filled with a • if the transposition labelling the box is used in u and its multiplication decreases the length of the word. 
D prescribes constrains on the Plücker coordinates as follows:
by the constraints:
for each b ∈ D, and, if the Ferrers shape of D is λ, the constraints ∆ I λ = 0, and
Note that a reduced distinguished subword is positive. So, a Go-diagram with no •'s is a Le-diagram. This observation is reflected geometrically. The Deodhar decomposition also refines the Richardson stratification of the Grassmannian. While the details of Richardson strata, the intersection of Schubert cells with opposite Schubert cells, is not necessary for this paper, we will make use of the following consequence of this fact. 
1.3. Network parametrizations . This section introduces a parametrization of Deodhar components defined in [27] and give a means of reading off the sets I b from Definition 1.4 via a graphical algorithm.
• Placing a boundary vertex along each edge of D's southeast border.
• Placing an internal vertex for each + or • in the diagram. We call these vertices +-vertices and •-vertices.
• From each internal vertex, drawing an edge right to the nearest +-vertex or boundary vertex.
• From each internal vertex, drawing an edge down to the nearest +-vertex or boundary vertex.
• Directing all edges left and down.
The vertical steps of D's boundary become sources in the Go-network and the horizontal steps become sinks. Example 1.9. The following is an example of a Go-diagram and its associated Go-network. The •-vertices have been drawn at a larger size to distinguish them. The only collection of paths from sources {1, 2, 3} to {1, 2, 3} is the empty collection of paths, so ∆ 123 = 1. From {1, 2, 3} to {2, 3, 6}, we need a path from 1 to 6. There are two such paths: the one along the top and left of the network has weight 2 and the one throught the middle of the network has weight 0. So, ∆ 236 = 2. To {3, 4, 5}, there is one collection of vertex disjoint paths: a path from 1 to 4 of weight 1 and a path from 2 to 5 of weight −1. These paths have one edge crossing, introducing a factor of −1. So, ∆ 345 = 1. There is no collection of vertex disjoint paths to {4, 5, 6}, so ∆ 456 = 0. Continuing in this way, one may compute: Proof. If there is not a flow to S, the sum (3) is empty, so ∆ S vanishes uniformly on D. If there is a flow to S, choosing all of the edge weights to be algebraically independent yields a point in D where ∆ S = 0.
We will make reference to the following special case of this corollary. k , the corresponding Plücker coordinate, ∆ S (p), of p will not, in general, depend on the entire network. For instance, if i 1 ∈ S, then i 1 will not be involved in any flow determining ∆ S (p). That is, the value of ∆ S (p) will not depend on the top row of the network. Similarly, if j n / ∈ S, the value of ∆ S (p) will not depend on the leftmost column of the network. This generalizes to the following observation. Proof. Let D be a Go-diagram whose Ferrers shape has vertical steps i 1 < · · · < i k and horizontal steps j 1 < · · · < j n−k . Let b = (i ℓ , j m ) be a box in the Go-diagram D, and let D ′ be the diagram described in the theorem statement. Let J b ∈
Corollary 1.16. Let D be a Go-diagram whose Ferrers shape has vertical steps
I = {i 1 , . . . , i k } and hori- zontal steps J = {j 1 , . . . , j n−k } with i 1 < · · · < i k and j 1 < · · · < j n−k . Let p lie
in the Deodhar component indexed by D let its associated weighted Go-network be N (D)(p). For S ∈
[n] k is the maximal set in the 1 ordering such that there is a collection of vertex disjoint paths flowing from the source nodes to
is the maximal set in 1 such that ∆ S does not vanish uniformly on D, subject to the constraints
We show that
Let E be the diagram obtained by changing the filling of b to a white stone in D ′ . Note that E is still a Go-diagram. Let E be the Deodhar component determined by E. The Go-network of E has no nodes in the rows i 1 , i 2 , . . . , i ℓ or the columns j n , j n−1 , . . . , j m . So, Theorem 1.12 implies that ∆ S vanishes on E if {i 1 , i 2 , . . . , i ℓ } S or S ∩ {j n , j n−1 , . . . , j m } = ∅. Let V ⊆ Gr(k, n) be the variety defined by
Geometry of Wilson Loop Diagrams
Having discussed the Deodhar decomposition of Gr R (k, n), we apply this information to understand the geometric structure of Wilson loop diagrams. In Section 2.1, we introduce the combinatorics of Wilson loop diagrams. We do not, in the paper, discuss the integrals associated to Wilson loop diagrams or their physical significance. We are only interested in the geometric subspaces they parametrize. For the physical significance of these diagrams, see, for instance, [22, 1, 13, 9] .
In [4] , the authors introduced a subspace W k,n ⊂ Gr R,≥0 (k, n) that is parameterized by the Wilson loop diagrams with n vertices and k propagators. In Section 2.2, we identify a subspace Ω n+1 ⊂ Gr R (k, n + 1) such that π : Ω n+1 → Gr R,≥0 (k, n) is a vector bundle. We show that the restriction of this bundle to a positroid cell is a union of Deodhar components in Gr R (k, n + 1). In Section 2.3, we restrict this bundle to W k,n and show that this is exactly the subset of Gr R (k, n + 1) obtained by incorporating the gauge vector into the geometry of Wilson loop diagrams. In Section 2.4, we discuss the boundary structure of the cell decomposition of W k,n , and introduce two families of Wilson loop diagrams that exhibit a curious geometric pattern [12] . In Section 2.5, we use these families of Wilson loop diagrams to show that the subspace
, defined by the introduction of the gauge vector, is not orientable.
Wilson Loop diagrams .
In this section, we turn to the geometry of Wilson loop diagrams. As combinatorial objects, we present these as the following data:
. We denote it W = (P, n).
Graphically, we denote this by a convex polygon, with vertices labeled by the elements of [n], respecting the cyclic ordering. For each p = (i p , j p ) ∈ P, draw an internal wavy line between the edges of the polygon defined by the vertices {i p , i p + 1} and {j p , j p + 1}. The set P is called the set of propagators. We use the convention that
(
1) The support of a set of propagators is the collection of vertices that define the endpoints of the edges the propagators land on. For
Geometrically, Wilson loop diagrams parametrize subspaces of Gr R (k, n). Define a matrix of indeterminates associated to each Wilson loop diagram as follows. 
Here, the entries c p,q are real variables.
The variables c p,q are taken to be algebraically independent variables. We interpret C(W ) to parametrize set of points in Gr R,≥0 (k, n) defined by setting ∆ I = 0 whenever associated minor of C(W ) vanishes (when ∆ I (C(W )) = 0) and positive otherwise (when ∆ I (C(W )) = 0). The minor ∆ I (C(W )) is taken in the ring R[c p,q ]. Equivalently, C(W ) parametrizes the set of points Gr R,≥0 (k, n) which are row spans of full rank matrices obtained by evaluating the entries c p,q of C(W ) at real numbers.
There are two clarifying remarks to be made here. First, since the intersection of positroid strata and Gr R,≥0 (k, n) defines a matroid, the space parametrized by C(W ) is defined by all the minors of C(W ), not just the 0 minors. Second, there are different conventions for the entries of Gr R,≥0 (k, n) such that C(W ) parametrizes the subspace of Gr R (k, n) that are given as row spans of full rank matrices obtained by evaluating the entries c p,q of C(W ) at positive real numbers. However, this representative is visually more complicated, so we do not use it here.
Definition 2.4. We define an augmented matrix, C * (W ) by adjoining a column to C(W ).
We interpret C * (W ) as a matrix parametrizing the set of points in Gr R (k, n+1) determined by setting ∆ I = 0 if and only if the associated minor of C * (W ) is 0, ∆ I (C * (W )) = 0. Otherwise, if n + 1 ∈ I, the associated minor is positive. If n + 1 ∈ I, we place no restriction on the value of the corresponding Plücker coordinate. So, C * (W ) is defined by the same set of equations defining C(W ) viewed as equations on Gr R (k, n+ 1) rather than Gr R,≥0 (k, n).
We are interested in a particular class of Wilson loop diagrams called admissible Wilson loop diagrams.
Definition 2.5. A Wilson loop diagram W = (P, n) is admissible if the following hold:
The first condition ensures that there are at least 4 more vertices than propagators. The second ensures that each subset of propagators is supported on at least 3 more vertices than the set of propagators. In particular, a propagator cannot start and end on the same edge, or on an adjacent edge. Nor can two propagators start and end on the same edges. The last condition ensures that there are no crossing propagators.
In [2] , the authors show that if W is an admissible Wilson loop diagram, then C(W ) defines a matroid that is also a positroid. In other words, the space parametrized by C(W ) intersects Gr R,≥0 (k, n). Furthermore, this intersection is a positroid cell, which we call Σ(W ).
Physically, the admissible Wilson loop diagrams define (tree level) particle interaction in SYM N=4 theory. For W = (P, [n]), the cyclically ordered set [n] corresponds to the external particles associated to an interaction. The set P corresponds to the M HV propagators of the interaction. Each particle is represented as a section of a |P|-vector bundle over twistor space, projected onto a real subspace by a process called bosonization [6] . In other words, each vertex is labeled by a vector, Z i ∈ R 4+|P| . Let Z be the matrix whose i th row is the vector Z i . The Z i labeling the vertices of W satisfy Z ∈ M R,+ (n, |P| + 4), the space of n × (|P| + 4) matrices with nonnegative minors. Let Z * ∈ R 4+|P| be a gauge vector and indicate by Z * the matrix whose i th row is Z i , if i ≤ n, and the n + 1 sh row is Z * . We place no restrictions on the positivity of Z * . Given an appropriate choice of gauge vector, Z * , one may associate an integral to the space parametrized by C * (W ), called I(W )(Z * ) [1, 9] . This integral is the equivalent of a Feynman integral of the interaction indicated by W .
Given a choice of Z * , each integral I(W )(Z * ) defines a volume on the space parametrized by the product of matrices C * (W ) · Z * . One of the goals of the Wilson loop approach to SYM N=4 theory is to write the sum of all I(W ), for a given number of propagators and external particles, as a volume of some geometric space. This is to parallel the story of the Ampltihedron [6] . However, in this section, we show that the union of the spaces parametrized by the C * (W ) as a subspace of Gr R (|P|, n + 1) is often not an orientable space, and thus cannot have a well defined volume. This is an alternate approach to this problem is provided by [14] , who does this explicitly by working directly with the I(W )(Z * ).
2.2. Fibers of the "Delete a Column" Map . In order to understand the relation between C * (W ) and C(W ), we begin by understanding what happens to a point in Gr R (k, n) when, when representated as the row span of an (n + 1) × k matrix, the last column is removed. This section proves some general facts about this map. Section 2.3 applies these findings to understand the geometry of C * (W ).
Choosing an ordered basis, b 1 , . . . , b n+1 of R n+1 , points in Gr R (k, n + 1) may be represented by (n + 1) × k matrices. Let π : R n+1 → R n be the map which projects out the n + 1 rst coordinate. This extends to a map of Grassmannians,
This section describes the fibers of π over various subsets of Gr R (k, n).
, and σ I the Schubert cell defined by this set. Let Ω n+1 ⊂ Gr R (k, n + 1) be the subset of Gr R (k, n + 1) defined by
Then Ω n+1 is a k-dimensional vector bundle over Gr(k, n).
Proof. Let π be the projection map from R n+1 → R n as above.
By construction, there are no points in Ω n+1 such that removing the last column in any matrix representation of it will drop the rank of the matrix. Therefore, π is well defined on Ω n+1 , and surjective onto the image, Gr R (k, n).
To see that π is continuous, recall that the usual topology on Gr R (k, n) is the quotient topology on M rk k k×n , the set of real k ×n matrices of rank k, under the the quotient map, q, defined by the GL(k) action. Here M rk k k×n is endowed with the subspace topology from M k×n . Therefore, and neighborhood,
The fiber of π over any point is isomorphic to R k . To see that π is locally trivializable, consider the standard manifold structure on Gr R (k, n).
That is, U J is the set of all points in Gr R (k, n) such that the J th Plücker coordinate is nonzero. These open sets U J form an atlas on Gr R (k, n) when paired with the map φ J . Given any matrix representation of x, M x , let ∆ J (M x ) be the k × k minor of M x defined by J. Then φ J (x) is defined as the image of (
under the map that removes the identity matrix in the columns indicated by J. One can create a similar atlas for Gr R (k, n + 1) to R k(n+1−k) . In fact, for the sets J common to both Gr R (k, n + 1) and Gr R (k, n), i.e. precisely those that do not contain n + 1, this shows that the open set U J in Gr R (k, n + 1) is homeomorphic to a trivial real k vector bundle over the U J in Gr R (k, n).
Next, we examine the structure of Ω n+1 . Next we study the Deodhar decomposition of Ω n+1 , and the boundary structure therein. 
Corollary 1.13 implies that equality occurs if and only if the new column contains no •'s.
There is a unique filling of the new column which does not use any •'s, which is produced by the following procedure:
• Let b = (i, n + 1) be a box in the new column of D such that for all j < i, the box (j, n + 1) is filled with a • or +.
• Fill b with a +.
• If this violates the distinguished property, change this to a •.
• Repeat with b = (i + 1, n).
In Remark 7.11 in [27] , Talaska and Williams give the following algorithm for constructing a weighted Gonetwork from a point in a Grassmannian. Given V ∈ Gr(k, n), one may use this algorithm to determine which Deodhar component any point V ′ in the fiber π −1 (V ) lies in.
• For each box b in the new column starting from the bottom, if ℓ(u b in s b ) < ℓ(u b in ) fill b with a • then proceed to the next box up. The following is the boundary poset of Go-diagrams labelling Deodhar components in the fiber π −1 (D).
While we cannot restrict Ω n+1 → Gr R (k, n) to a bundle that can be embedded into Gr R,≥0 (k, n+1). However, we may define a restriction of the map π to a map of non-negative Grassmannians.
Deleting a column does not effect the positivity of any minors which do not involve the deleted column. However, in this restriction, there is no longer a bundle structure since the fibers of π ≥0 over different points are no longer equidimensional.
Example 2.12. Consider the point
The fiber of π over V is
A point in this fiber is positive if and only if g 1 ≤ 0 and g 2 = 0. So, π −1 ≥0 (V ) is only 1-dimensional. On the other hand, the point
has a two dimensional fiber
Let Σ ⊂ Gr R,≥0 (k, n) be a positroid cell. We may understand the set π Gr ≥0 (k, n) . Then, 2.3. The bundle structure of C * (W ) . Let W = (P, n) be a Wilson loop diagram, with |P| = k.
In [2] , the authors show that the Wilson loop diagrams define matroids (realized by the matrices C(W )). Furthermore, if a Wilson loop diagram is admissible, then this matroid is a positroid. Let Σ(W ) be the subspace of Gr R,≥0 (k, n) parametrized by the Wilson loop. In [5] , the authors provide an algorithm to read a Grassmann necklace from a Wilson loop diagram, and [3] gives an algorithm for reading off a Le-diagram from a Grassmann Necklace. In [5] , the authors show that Σ(W ) is a 3k dimensional space.
In the small case of Gr R,≥0 (2, 6), [4] describes the geometry and topology of W 2, 6 . In this section we consider the subspace π −1 (W k,n ) of Gr R (k, n + 1) collectively parametrized by C * (W ).
Lemma 2.14. Given an admissible Wilson loop diagram and the map π as in (2.2) the matrix C * (W ) parametrizes π −1 (Σ(W )).
Proof. By Definition 2.3, if x ∈ Σ(W ), then x can be represented by a matrix M x formed by evaluating the entries of C(W ) at appropriate points so that its Plücker coordinates are all non-negative. Then, π −1 (x) consists of all points in Gr R (k, n + 1) that can be expressed as M x with an extra column appended. These points are all in the space parametrized by C * (W ).
Using the results of the previous section, we may break π −1 (Σ(W )) into a disjoint union of Deodhar components.
Proof. From Corollary 1.13, the dimension of a Go-diagram is computed by counting its number of +'s and •'s. In [5] , the authors show that Σ(W ) is a 3k-dimensional subspace of Gr R,≥0 (k, n). In Proposition 2.8, we see that π −1 (Σ(W )) has an unique top dimensional cell, the Go-diagram for which is formed by adding k +'s and •'s to the Go-diagram for Σ(W ). Therefore, the total dimension is 4k.
Furthermore, Theorem 2.7 describes the Deodhar components that constitute π −1 (Σ(W )), and Theorem 2.10 describes how these components glue together.
However, when studying the geometry of the space spanned by all matrices of the form C(W ), one is interested in studying the space W k,n , as defined in equation (6) . Similarly, to understand the full geometry of the C * (W ) matrices, one must consider π −1 (W k,n ).
From the definitions, one writes
However, as little is know about the boundary cells of Σ(W ) without resorting to explicit calculation, this representation is not the most enlightening. It is useful therefore to note that the closure of the cells commutes with the pre-image of the projection map.
Proof. First note that, for any positroid cell Σ ⊂ Gr R,≥0 (k, n),
For a positroid cell Σ, let I Σ be the associated Grassmann necklace. Then, Σ is the subset of Gr R (k, n) defined by
for all x ∈ Σ. Then, the closure (Σ) is defined by closing these inequalities as follows:
for all x ∈ Σ.
Then, π −1 (Σ) is the subset of Gr R (k, n+1) defined by the inequalities (8) with no new constraints introduced on Plücker coordinates ∆ I when n + 1 ∈ I. Similarly, π −1 (Σ) is the subset of Gr R (k, n + 1) defined by the inequalities (7) . Taking the closure gives
As a corollary of Proposition 2.6, the C * (W ) parametrize a vector bundle over the subspace of Gr R,≥0 (k, n) parametrized by the C(W ).
Corollary 2.17. The space π −1 (W k,n ) has the structure of a real k-vector bundle over W k,n .
Finally, we note that while Σ(W ) is a subset of the positive Grassmannian, π −1 (W k,n ) is not. In other words, the matrices C * (W ) do not, in general, define positroids, illustrated the following example. can never intersect Gr R,≥0 (2, 6). For instance, if ∆ 17 > 0 holds, the variable a must be positive. Similarly, if ∆ 37 > 0 holds, this forces f to be negative. However, this creates a negative minor, ∆ 13 = af < 0.
This phenomenon can be understood by Theorem 2.13 which gives a condition for when the preimage of of a cell Σ ⊂ Gr R,≥0 (k, n) under π does not intersect the positive Grassmannian in its full dimension. Namely, we have the following statement: 
Proof. If D(W ) has a + square directly above a square with a white stone, by Theorem 2.13, the dimension of π 
The associated Le-diagram is
For details on this calculation, see [4] . In column 6, there is a + square above a • square. Furthermore, we see that the top dimensional Deodhar component of π
Since this diagram has a •, the associated Deodhar component does not intersect Gr R,≥0 (k, n + 1). Furthermore, one may check explicitly that for all values of a, b, c, d, e, f, g and h such that C(W ) ∈ Gr R,≥0 (k, n), the matrix
represents a point in the Deodhar component represented by D * (W ).
2.4.
Boundaries . For the remainder of this paper, we show that the subspace of Gr R (k, n+1) parametrized by the C * (W ), is not orientable. To do this, we show that π −1 (W k,n ), is not an orientable bundle over W k,n .
First however, we introduce an interesting family of Wilson loop diagrams introduced to us by Paul Heslop, [12] . In [4] , the authors provide a graphic device for determining which Wilson Loop diagrams share codimension 1 boundaries in Gr R,≥0 (2, 6). and the propagator p = (1, 5) . By replacing p with ∂ 2 p and ∂ 1 p respectively, we obtain examples of both types of boundary diagrams: On the other hand, the in the following diagram, for p = (1, 5) the boundary ∂ p,5 (W ′ ) is not permitted as its two propagators are supported on only 4 vertices.
Since the support of a propagator determines which entries of C(W ) are nonzero, we define the matrix associated to these propagator moves as setting minors of C(W ) to 0. This is either a 1 × 1 or a 2 × 2 minor, written ∆ p,v (W ): Using this notation, we can write
We call C(∂ p,v (W )) a boundary matrix of C(W ). We may now define when two diagrams share a codimension one boundary. 
then the corresponding cells Σ(W ) and Σ(W ′ ) share a codimension 1 boundary in Gr R,≥0 (k, n).
This statement is shown explicitly in the case of two propagators and six vertices in [4] . However, this statement remains conjectured in the general case. It is worth noting that not every codimension 1 boundary of Σ(W ) can be obtained via these boundary diagram. Nor do these boundary diagrams capture every instance of when two cells Σ(W ) and Σ(W ′ ) share a codimension 1 boundary in Gr R,≥0 (k, n). These caveats aside, however, the boundary diagrams provide a good visual aide in understanding the orientability of W * ,+ k,n . We define a family of Wilson loop diagrams that share codimension one boundaries with each other by Conjecture 2.24. 
We say that W has a valid clockwise move if there is some p ∈ P such that moving p clockwise to p ′ results in an admissible W ′ . In particular, if W has a propagator with a valid clockwise move, let v ∈ V p be the vertex in the support of p that is not in the support of p ′ . Similarly, let v ′ ∈ V p ′ be the vertex in the support of p ′ that is not in the support of p. Then, by construction
That is, by Conjecture 2.24, the cells Σ(W ) and Σ(W ′ ) share a codimension 1 boundary.
We use these valid clockwise moves to rotate two families of Wilson loop diagrams to an isomorphic diagram with the order of the propagators changed.
Definition 2.26. Define
to be a set of propagators. Define W series = (P series , n > 2k) to be a Wilson loop diagram defined by a propagator set of this form. Define
to be a set of propagators. Define W parallel = (P parallel , n) and W series = (P series , n) to be Wilson loop diagrams defined by propagator sets of this form.
Note that in W series and W parallel , we introduce an ordering to the propagators not present before. Proof. Given a propagator p = (i, j), label its two ends, (p, i) and (p, j). In this manner, we may distinguish valid clockwise propagators moves made on the edge (i, i + 1) of the Wilson loop diagram from those made on the edge (j, j + 1).
First, order the ends of the propagators as follows
To see the set of moves necessary to transform W s to W ′ s , start with the first end of a propagator in the order given in (9) that has a a valid clockwise move. Move this end as many steps as possible via valid clockwise moves. This is possible since n > 2k. Then proceed to the next propagator with a valid clockwise move in the ordering (9) move this as far as possible via valid clockwise moves, or until it reaches its destination (p r,jr = p r+1,jr+1 or p r,ir = p r+1,ir+1 ). Continue this algorithm (cycling though ordering (9) when one reaches the end) always choosing the first propagator end that has a valid clockwise move or that hasn't reached its destination.
For W p , if either p 1,i1 or p 1,j1 is the first propagator end with a valid clockwise move, move it as far a possible, or until it reaches its destination (p 1,j1 = p k,i k or p 1,i1 = p k,j k ). If not, move the first propagator end with a valid clockwise move once. The existence of such a move is guaranteed by the fact that n ≥ k + 4. Repeat this process until both ends of p 1 are in position. Once p r has been moved to the position originally occupied by p k−r+1 (when p r,jr = p k−r+1,i k−r+1 or p r,ir = p k−r+1,j k−r+1 ), then do not move the endpoints of p r further. If either p r+1,ir+1 or p r+1,jr+1 is the first propagator end with a valid clockwise move, move it as far a possible, or until it reaches its destination. Otherwise, move the first propagator end with a valid clockwise move that has not reached its destination once. Repeat this process until both ends of p r+1 are in position.
Note that this reordering of propagators within the diagram has no effect on Σ(W ). The existence of this process, does, however, have an effect on the space π −1 (Σ(W ), parametrized by C * (W ) as we show below.
2.5. The orientation of the bundle . In this section, we show that π −1 (W k,n ) is not orientable for certain k and n.
We define a set of open sets on W k,n that we use in the proof of non-orientability. We are now ready to prove that π −1 (W k,n ) is not orientable for certain k and n.
Theorem 2.29. The bundle π −1 (W k,n ) is not orientable in the following two situations:
Proof. It is sufficient to show that there exists some pair of charts (U W1,W2 , φ J ) and (
cannot be reduced to Gl + (n). By definition, the index set J is contained in [n] k . That is, n+1 is not in any J defining a chart. Since Corollary 2.17 says
is a sub-bundle of Ω n+1 → Gr R (k, n), we see from Proposition 2.6 that
for some gauge matrix t J,J ′ ∈ Gl(k). It is sufficient to show that there exists some transition map for which t J,J ′ ∈ Gl + (k). Since φ J is defined on matrix representations of points in Gr R (k, n), we work with matrix representations. For x ∈ π −1 (Σ(W p )) we write C * (W p (x)) with the rows ordered according to the ordering prescribed in Definition 2.26. For x ∈ π −1 (Σ(W s )) we write C * (W s (x)) with similarly ordered rows. Moving from a point in π −1 Σ(W l ) to a point in π −1 Σ(W l+1 ) the clockwise move of a propagators p m is represented by a change in the positioning of the non-zero entries in only the m th rows of C * (W l )(x) and C * (W l+1 )(x). Moreover, only the first n entries of the m th row potentially change. The last column of C * (W l )(x) is uneffected by moving the propagator.
By Conjecture 2.24, W l and W l+1 share a boundary. Write the chart in this case as (U W l ,W l+1 , φ J l ). In the trivialization over U W l ,W l+1 , we may write C * (W l )(x) as (C(W l )(x), v(x)). For l = r − 1, the G-structure on Since C(W l )C(W l−1 ) ∈ Gr R,≥0 (k, n), ∆ J l−1 (C * (W l )) and ∆ J l (C * (W l )) both have positive determinants.
It remains to consider when l = r. Consider H(W s ), which is only defined when n > 2k. When l = r, we are at the last step of Lemma 2.27 when W r = W 1 with the propagators cyclically shifted by one. In terms of the matrices, this means that the rows of C(W 1 ) and C(W r ) are related by a permutation matrix, σ ∈ S k that cyclically shifts the rows of C(W ). In this case, the G-structure on U Wr−1,Wr ∩ U W1,W2 is given by ∆ J1 (C(W 1 )(x)) −1 σ∆ Jr−1 (C(W r )(x)). This has positive determinant if and only if det(σ) > 0. In other words, if and only if k is even. This proves the first point.
The second point comes from the family H(W p ). When r = l, the diagrams W r = W 1 are equal, but with the propagators order inverted. Again, this implies that C(W 1 ) and C(W r ) are related by a permutation matrix, σ ∈ S k that inverts the order of the rows of C(W ). In this case, the G-structure on U Wr−1,Wr ∩ U W1,W2 is given by ∆ J1 (C * (W r )) −1 σ∆ Jr−1 (C * (W r )). This has positive determinant if and only if det(σ) > 0. In otherwords, if and only if ⌊ k 2 ⌋ is odd.
Below is an example from π −1 (W 2,6 ), where W parallel = W series .
Example 2.30. In this example, we explicitly write the diagrams in H(W series ) for k = 2 and n = 6. In what follows, the symbol • takes entries in 0 or 1, as in the definition of C * (W ). Furthermore, variables are written with signs incorporated to force all Plücker coordinates to be positive. The boundaries between all cells defined by Wilson loop diagrams are documented in [4] . From there, we may directly see that the Σ(W i ) indicated by the diagrams below each share a codimension one boundary with Σ(W i+1 ). For the open set U W6,W7 , J 6 = {1, 3}. In this case, the transition matrix on the fibers is given by Notice that this has negative determinant.
We conclude with the remark that Theorem 2.29, inspired by conversations with Paul Heslop [12] , shows that π −1 (W) is not orientable in approximately 3 out of 4 pairs (k, n) with n ≥ k + 4. The authors are confident that with a better understanding of the boundary structures between positroid cells defined by Wilson Loop diagrams, one may show that all such bundles are non-orientable.
Finally, while volume forms are not well defined on non-orientable manifolds, the authors do not believe that the nonorientability of the space poses a threat to the program of geometrically understanding the Wilson loop amplitudes geometrically. Rather, we hope that this makes the problem more subtle and interesting. It is possible that the integrals associated to the diagrams correspond to some sort of characteristic class of the manifold, and that the volumes associated to the Amplituhedron may be seen as a special case of this more general result.
