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CHAPTER I. INTRODUCTION 
Most modern large computer systems have been implemented using the 
virtual-memory concept. These virtual-memory systems are feasible be­
cause the reference behavior exhibited by processes in execution makes it 
possible to have only a small subset of the total code of the process in 
main memory at any point of execution. Though the cost of main memory is 
rapidly decreasing, virtual-memory systems will continue to be used for 
a number of reasons. One reason is that larger applications, requiring 
larger amounts of memory, do appear as the cost of memory decreases. Ex­
amples of such applications are large data base systems and interactive 
systems supporting a large number of terminals. Another reason is the 
economics of memory hierarchies. The unit cost of fast main memory is 
significantly higher than that of slower bulk store. It is reasonable 
to expect that this cost structure will continue to exist, providing the 
same economic reason for virtual-memory systems in the future as in the 
past. 
Processes executing in a virtual-memory environment exhibit behavior 
which is measured by such items as references to memory, I/O requests, and 
stood in order to build more efficient systems. Research has been and 
will be identifying successively more precise models of real systems. In 
this section, four areas of research dealing with this exploration of the 
virtual-memory environment are discussed. These four areas are; system 
models, page replacement policies, reference string models, and program 
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restructuring. The memory referencing characteristic of processes will 
be shown to be a common aspect of these areas. 
This dissertation is directed to the development of economical and 
practical methods of measuring the structural properties of reference 
strings. In this chapter, reference strings will be shown to be an impor­
tant element in a virtual-memory environment and the development of a new 
method of reference string measurement will be motivated. 
Literature Review 
The first of the four areas where reference strings are important is 
in the modeling of system behavior. System behavior is not directly pre­
dictable when a system is being designed or an existing system is being 
changed, because of the complexity of modern computing systems. The most 
accurate predictor of behavior is the actual implementation of the system, 
but this is costly in time, money, and inconvenience to the existing 
users. Therefore, system models have been developed to test and compare 
design alternatives and to predict system changes. The system model may 
be conceived as a black box with inputs and outputs as shown in Figure 
1.1. The input parameters consist of workload and system parameters. 
Examples of workload parameters are page fault rate, memory demand, and 
process arrival times. System parameters, such as channel paths and cen­
tral processor execution speed, define the components and structure of 
the system. The outputs of the box are the system performance measure­
ments, such as device utilizations, response time, and throughput. 
There are three different types of system models : analytic, 
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page fault rate -> -> device utilization 
memory demand -> 
SYSTEM 
-> => response time 
MODEL 
process arrival rate 
cpu execution speed —> -> throughput 
Figure 1.1, System model as a black box 
simulation, and hybrid. Analytic system models use mathematical equations 
and known properties of the system to derive predictions of unknown prop­
erties. These models have been used and validated to establish their 
practicality (Kleinrock, 1975; Coffman and Denning, 1973; Buzen, 1977; 
and Keller, 1976). Analytical models are simple and inexpensive to use. 
However, for some complex systems no tractable analytical model is known 
and a simulation model may be used instead. Simulation models which are 
usually implemented as a program are capable of including more detail 
than analytical models and are less dependent on rigid assumption than 
analytical models. In a simulation model a behavior sequence is generated 
by the processing of the workload and system parameters. Performance 
characteristics are measured from this behavior sequence. Simulation 
models have alsc been validated (Teorey, 1975; Sherman and Browne, 1973). 
A hybrid model uses a combined analytical and simulation approach (Reiser, 
1976). In this instance, the analytical approach may be applied to cer­
tain fundamental subsystems of the model and then the behavior of the re­
maining, reduced model is simulated. 
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Important elements in system modeling are the workload parameters. 
The primary workload parameters, such as page fault rate and memory de­
mand, may be derived from analysis of a reference string. Therefore, 
the system model is largely driven by inputs that are based on the refer­
encing behavior of programs. The memory referencing behavior of programs 
is also important in the second major area of research described in this 
survey: Memory management policies. 
Memory management is the key to the functioning and efficiency of a 
virtual-memory system. In a virtual-memory system a program is parti­
tioned into segments of contiguous addresses. Not all of these segments 
are necessarily in main memory at one instant. Only those segments which 
are currently being referenced need be in main memory. These active seg­
ments, called the resident set, comprise the locality of the program at 
any one time. A reference to a nonresident segment is a segment fault or 
a page fault. The goal of the memory management policy is to keep the 
locality set in main memory in order to reduce the number of page faults. 
Page replacement strategies have been developed with this goal in mind. 
The page replacement strategy determines which pages should be in the 
resident set. The strategies that have been most successful in modern 
systems are automatic demand strategies. Automatic replacement strate­
gies are those where the replacement decision is entirely a system func­
tion. By contrast, nonautomatic replacement strategies, such as overlays, 
are implemented in the code of the user. Demand strategies replace pages 
of the resident set only at page fault instances. As shown in Figure 
1.2, there are two types of automatic, demand replacement strategies: 
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1) fixed-space strategies, and 2) variable-space strategies. Fixed-space 
policies have a constant sized resident set, while variable-sized poli­
cies allow the number of allocated pages to vary. Optimum (OPT), least-
recently-used (LRU), last-in first-out (LIFO), and first-in first-out 
(FIFO) are examples of fixed-space policies. Variable-space policies in­
clude variable minimum replacement (VMIN), global LRU, working set (WS), 
and page fault frequency (PFF). 
page replacement strategies 
/ 
fixed-space variable-space 
OPT LRU LIFO FIFO VMIN GLOBAL WS PFF 
LRU 
Figure 1.2. Classification of replacement strategies 
The first of the fixed-space policies is the OPT replacement algo­
rithm (Belady and Palermo, 1974). The page replacement decisions deter­
mined by the OPT algorithm result in the minimum number of page faults. 
According to the OPT algorithm, the page replaced at each page fault time 
is that page in the current resident set which has the largest forward 
distance. The forward distance of a page is the number of references 
(i.e., virtual time) until the next reference is made to that page. The 
OPT algorithm, though the least costly in terms of page faults, is not 
used as a page replacement strategy because such lookahead is impractical. 
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However, the OPT algorithm can be used as a benchmark against which the 
number of page faults generated by other practical, though suboptimal, 
algorithms may be compared. 
The success of a replacement algorithm is determined by how accu­
rately it anticipates future references. Nonlookahead algorithms use past 
references to predict these future references. This is possible because 
of the principle of locality (Denning and Schwartz, 1972). The three non­
lookahead algorithms which are presented are LIFO, FIFO, and LRU. 
The LIFO policy estimates future references by replacing the page 
which has been fetched most recently. This method does poorly in some 
instances, such as when the instructions of a loop are divided between 
two pages and all of the allocatable page frames are full. 
FIFO replaces the page which has been in memory the longest period 
of time. It is simple to implement, since the pages are placed in a 
queue as they arrive in main memory. However, the FIFO strategy exhibits 
an anomalous behavior due to the fact that the resident set with a smaller 
memory allocation is not necessarily a subset of the resident set with a 
larger allocation (Belady, et al., 1969). 
The LRU algorithm replaces the page which has not been referenced 
for the longest period of time. One way to implement this strategy is 
with a stack. The top M elements in the stack, where M is the size of 
the memory allocation, contain the set of pages that are in main memory. 
The ordering of the pages in the stack is such that the top element is 
the most recently referenced page, the second element is the second most 
recently referenced page, and so on. The bottom of the stack contains 
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the page which has not been referenced for the longest period of time. 
The stack ordering will change anytime a reference is made to any 
page other than to the page at the top of the stack. The following algo­
rithm is used to maintain the least recently used ordering. 
LRU replacement algorithm. 
A. If the referenced page is in the current stack, 
1) the referenced page is brought to the top of the stack, 
2) every page above the point where the referenced page was 
located is lowered in the stack one position, 
3) every page below the point where the referenced page was 
found stays in its previous position. See Figure 1.3a. 
B. If the referenced page is not in the current stack, 
1) all the pages are lowered in the stack by one position, and 
2) the referenced page, the one that caused the page fault, is 
put at the top of the stack. See Figure 1.3b. 
a) Reference to page D. 
before 
top — 
after 
1. A D 
2. C A 
3. D C 
4. B B 
5. F F 
b) Reference to page G. 
before 
top -> 1. 
2 .  
3. 
4. 
5. 
after 
Figure 1.3. LRU stack configuration 
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Notice, if there were M-1 page frames allocated instead of M, that 
the contents of the stack would still be the same. This inclusion prop­
erty allows one to determine which pages would be in memory with different 
page allocations by looking at only one stack. This inclusion property 
of the LRU algorithm further classifies the LRU strategy as a stack algo­
rithm. The LIFO algorithm is also a stack algorithm, but the earlier 
mentioned anomalous behavior of the FIFO algorithm requires that it be 
classified as a nonstack algorithm. Of the practical fixed-space replace­
ment algorithms, LRU in general has the least number of page faults for 
a typical reference string. Therefore the LRU replacement strategy is 
the most widely used fixed-spaced policy. 
Programs in execution do not always have a fixed-size locality set. 
During different periods of execution, the true locality set may be more 
or less than the fixed amount of the allocated resident set size. There­
fore, the variable space agorithms have been developed which allow a pro­
gram to have resident sets of different sizes at different points of its 
execution. 
An optimal variable-space policy is VMN. With the VMIN policy a 
cost is associated with keeping a page in memory and a cost is associated 
with a page fault. The VMIN policy minimizes the total cost. 
By extending the fixed-space LRU strategy to the entire contents of 
memory in a multiprogramming system, a variable-space policy is created. 
All of the resident set pages of all of the programs are put in one LRU 
stack. As each program references its own pages, they are moved to the 
top of the stack possibly causing the pages of other programs to be 
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removed from memory. Strategies of this type, which allows one program 
to indirectly cause a reduction in the memory allocation of another pro­
gram, are susceptible to thrashing when too many programs are active at 
once. 
Another variable-space policy is the working set policy which main­
tains an estimate of the current locality in main memory at all times. 
The size of the working set for each program is not affected by the other 
active programs as is the case .in the global LRU strategy. The locality 
is estimated by the working set, which is the set of distinct pages that 
have been referenced in the last T references. T is the parameter sup­
plied to the working set policy and is commonly referred to as the window 
size. The resident set at any one instance, then, is the set of pages 
in the window where the window borders the current reference and the ref­
erence made T references ago. The resident set is also defined as the 
set of all pages which have a backward distance less than or equal to T. 
The pure working set policy is a loose demand paging strategy, since 
pages may leave the working set at nonpage fault instances by not being 
referenced for T references. 
The PFF policy developed by Chu and Opderbeck (1972, 1976a, 1976b) 
seeks to maintain the page fault rate below a given parameter F. At 
each page fault, the time since the last page fault is calculated. If 
this time interval is less than 1/F then the page that caused the fault 
is added to the resident set increasing the memory allocation by one 
page. On the other hand, if the time interval exceeds 1/F then all the 
pages in the resident set which have not been referenced since the last 
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page fault are removed and the allocation is decreased by that number. 
The PFF algorithm is a demand paging algorithm, since pages are removed 
from the resident set only at page fault times. An extention to this 
algorithm includes a second parameter, Tmax. When the time between page 
faults exceeds this new parameter, the executing program is interrupted 
and all the pages which have not been referenced since the last page 
fault or interrupt are removed. This additional parameter is needed in 
case all of the pages are in the resident set, but only a few of them are 
being referenced. This extention also places the algorithm in the loose 
demand paging algorithm category. 
Not all of the page replacement algorithms have been presented in 
this brief survey. The policies discussed include the most widely used 
policies, naturally LRU and WS. It is important to realize that the page 
replacement strategies are driven by the referencing behavior of the task 
executing on the system. This dependence on the reference string is the 
factor linking the areas of research being reviewed. The next major 
area to be discussed is reference string generative models. 
The synthetic reference strings produced by generative models are 
derived from the input parameters of the model and a random number genera­
tor. The details of how this generation takes place will be described 
in later chapters, where some of the different models are implemented. 
The generative models can be classified into two types, micro models, 
and macro models, depending on the ability of the model to reproduce the 
micro-behavior or macro-behavior of real reference strings. The distinc­
tion between these two types can be seen by examining the behavior of a 
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typical compiler. The compiler has different phases of execution, such 
as lexical analysis, syntactical analysis, and semantic code generation. 
The amount of execution time in each of these phases may be different. 
The working set during each phase will consist of different pages and may 
also have different working set sizes. During execution, the act of the 
compiler switching from one phase to the next is a phase transition. 
Macro-behavior is defined by these phase transitions where the working 
set changes in elements and size. Micro-behavior is the behavior within 
one of these phases. Generative models are classified according to the 
level of behavior they model: Micro models simulate only the behavior 
of a single phase of execution, while macro models simulate phase transi­
tions. Macro models generally include a micro model to generate refer­
ences once the locality set and holding time of the phase has been deter­
mined. The behavior models discussed in this thesis are classified by 
types in Figure 1.4. 
reference string 
behavior models 
micro models macro models 
weak strong 
LRU IRM PFF VSLM DENNING GRAHAM 
and KAHN 
Figure 1.4. Classification of behavior models 
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The first micro model to be discussed is the independent reference 
model, IRM (Coffman and Denning, 1973). In this model successive refer­
ences are generated independently of each other and according to a set 
of fixed probabilities. A uniform distributed random number generator 
determines a random number which defines which page is referenced. Suc­
cessive references are defined by generating more random numbers. The 
IRM is a micro model, since there is no phase transition. Because of the 
independence of consecutive page references, the IRM does not realisti­
cally simulate the locality property of real programs (Spirn, 1977). 
The ability of the LRU generative model to approximate the true be­
havior of real programs has been experimentally verified (Spim and 
Denning, 1972; Turner and Strecker, 1975). The generation is a two-step 
process where, first, a distance string is generated by a random number 
generator and, second, the distance string when applied to a given ini­
tialized stack, defines the reference string. 
Macro models will be described in two categories, weak and strong 
macro models depending on what restrictions are placed on modeling phase 
transition. Weak macro models include the page fault frequency (PFF) 
generative model, the very simple locality model (VSLM), and the Shedler 
and Tung model (ST) . (The reason why these models are classified as weak 
macro models will be given as each of them is described.) The Denning 
and Kahn (DK) model and the Graham (G) model are classified as strong 
macro models. 
The Very Simple Locality Model (VSLM) models programs that have a 
preferred locality set size. The VSLM model was validated by Spirn and 
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Denning (1972). There are three parameters to the VSLM; 1) X, the prob­
ability of a page fault, 2) LSS, the locality set size, and 3) N, the 
number of pages in the complete program. All LSS pages in the locality 
set have equal probability of being referenced. The model generates ref­
erences by selecting a random number which is used to determine if the 
reference is a page fault. If the random number is less than or equal 
to then no page fault occurs, and a page in the current locality set 
is randomly chosen as the reference. If the random number is greater 
than X, then a page fault occurs. A page is chosen at random from those 
pages currently not in the locality set. This page is the page to be put 
in the reference string and is therefore, placed in the locality set. 
Since the locality set size is fixed, one page is removed from the set. 
The removed page is the least recently used page of the locality set. 
This process of generating a random number and processing it to determine 
a reference is repeated until the whole reference string is generated. 
The VSLM is a weak macro model for several reasons. First, the expected 
holding time of a locality is constant (1/À). Second, the size of the 
locality set is constant. Last, adjacent locality sets differ by exactly 
one page. 
The PFF page replacement strategy can be used as a generative model 
by having the PFF policy control a micro model. The micro model such as 
the LRU micro model, generates the references. When a page fault occurs 
(the stack depth of the referenced page is greater than the current allo­
cation), the time interval since the last page fault is calculated. As 
in the PFF replacement algorithm, if the time interval is less than or 
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equal to 1/F, where F is the page fault rate parameter, then the page is 
added to the locality set. If the interval is greater than 1/F, then 
the page is put in the locality set and those pages which have not been 
accessed since the last page fault are removed from the locality set. 
This model has not been validated. The PFF generative model is classi­
fied as a weak macro model since 1) it does not allow locality set size 
to increase by more than one page, and 2) adjacent locality sets have most 
of their pages in common. 
The Shedler and Tung generative model uses an underlying LRU policy 
(Shedler and Tung, 1972). When a page fault occurs, several pages are 
brought into the locality set at one time replacing other pages before 
the continuation of the modeling. Several new pages are brought into the 
resident set in order to model the phase transition behavior. The concept 
behind this policy is that a low stack depth reference spurs a high prob­
ability of more low depth references (i.e., a phase transition). Because 
this model limits some of the transition possibilities of a strong macro 
model and the size of the resident set is also constant, the Shedler and 
Tung model is classified as a weak macro model. 
Strong macro models can be represented by semi-Markov models. A 
semi-Markov model (Figure 1.5) has three important characteristics. The 
first of these is the set of states. The second attribute is the holding 
time distribution which defines the time spent in each state. And the 
third characteristic is a transition matrix which determines the probabil­
ities of transition from each state to the next state. 
There are two types of states in the strong macro models. The 
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S - set of states 
h (t) - holding-time distribution 
T(S^,Sj) - transition matrix 
Figure 1.5. Semi-Markov model 
first type is locality based where the locality set is the state. The 
second type is policy based where the locality set size is the state. 
The Denning and Kahn model is a locality based model; the states are 
locality sets. The size of each of the locality sets may vary and the 
locality sets may be completely disjoint. In order to limit the number 
of parameters needed in the model, both the transition matrix and the 
holding time distribution were simplified. The transition matrix was 
changed to a set of equilibrium probabilities of being in each locality 
set. The holding time distribution was limited to one, state-independent, 
mean holding time. The reference string is generated by selecting a 
locality set from the states according to the equilibrium probabilities. 
Then for h(t), where h is a function that defines the time in a state. 
16 
t references are generated from the locality set with a micro model. 
Denning and Kahn used three simple micro models 1) cyclic, 2) sawtooth, 
and 3) random. The cyclic micro model repeatively transverses the list 
of pages in the locality set, selecting as the nth reference of the state 
as the module (n, size of locality set)th page (e.g., 123412341234 . . .). 
The sawtooth micro model "saws" up and down the list of pages in the 
locality set (e.g., 1234432112344321 . . .). The random micro model 
selects uniformly random pages from the locality set as its references. 
A fourth micro model, the LRU micro model, was also used by Denning and 
Kahn, but because of the added cost and the fact that the choice of micro 
models seemed to have little effect on the lifetime curve, this micro 
model was used only in a few experiments. This model was validated by 
Denning and Kahn (1975). 
The Graham model is a policy based model; the states are locality 
set sizes. The operation of Graham's models is similar to the Denning 
and Kahn model. The configuration of the model at an instance is the 
three tuple (RS, i, rh) where RS is the resident set, i is the state, 
and rh is the residual holding time. The configuration of the model at 
the next reference is defined by the following decision. If the value 
of rh is zero, then a new state, i', is entered with probability M(i, i'), 
a new resident set is selected, and a new residual holding time is chosen 
by H(i', x). Notice that the holding times are state dependent. On the 
other hand, if the value of rh is greater than zero, then rh is decre­
mented by one and the micro model selects a reference from RS. This 
model has been validated in Graham's thesis (1976). 
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The generative models have been developed because of the high cost 
of capturing a reference string. The generative model also allows spe­
cific behavioral characteristics to be input in the generated strings. 
The use of these models has been a less expensive method in studying 
reference string structure and developing page replacement strategies 
and testing how structural characteristics effect these page replacement 
strategies. The last major area of research that deals with memory ref­
erencing behavior is program restructuring. 
Restructuring of programs is the process of mapping the virtual 
addresses of a program's address space into pages in order to lower the 
page fault rate. The user benefits from restructuring by having a faster 
execution and, hence, a less costly program. 
There are two methods of restructuring a program: 1) static re­
structuring (Ramamoorthy, 1966; Lowe, 1970; Hatfield and Gerald, 1971; 
Baer and Caughey, 1972; and Ver Hoeft, 1971), and 2) dynamic restructur­
ing (Ferrari, 1974; Johnson, 1975; and Baer and Sager, 1976). Static re­
structuring is done at compile time. The basis of static restructuring 
is to map the portions of a program that are likely to be the most fre­
quently executed, such as the instructions in the body of a loop, in the 
same page. These portions of the program are referred to as basic blocks. 
In the static method, the program is structurally segmented into basic 
blocks by graph theory methods. 
With the other method, dynamic restructuring, the segments of ad­
dresses are mapped into pages according to the sequence of references 
in the reference string. The following example will show how dynamic 
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restructuring can improve performance. 
As an example of dynamic restructuring, consider a program which con­
sists of five segments labeled A, B, C, D, and E. The physical size of 
the segments permits them to be placed in pages in different combinations. 
Assume that, without restructuring, the compiler and loader has placed 
the segments in sequential order as shown in Figure 1.6a. Segments 
a) chronological 
frame 1 
frame 2 
frame 3 
b) restructured 
frame 1 
frame 2 
frame 3 
Figure 1.6. Placement of segments in pages 
A, B, D, and E are all one half a page in size, and segment C is one 
full page in size. The memory allocation in this example is a fixed size 
of two pages. The replacement strategy is the least recently used. The 
reference string of the program is as follows; 
CCCBBBDDBBCCCDDBAAACCEECCCCAAAEEC 
where each letter is a reference to that particular segment. This refer­
ence string with the page structure shown in Figure 1.6a will have thir­
teen page faults. Dynamic restructuring algorithms, such as the nearest 
neighbor graph methods (Johnson, 1975), use the reference string informa­
tion to change the page structure such that segments A and E and segments 
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B and D are together as shown in Figure 1.6b. With this page structure, 
the same reference string that caused thirteen page faults, now only has 
three faults. This example has shown how the restructuring of the seg­
ments of a program improves the execution performance by decreasing the 
number of page faults. 
Dynamic restructuring methods are costly to use, because the refer­
ence string must be obtained, but for programs that are run frequently, 
the performance improvement offsets this cost. Some dynamic methods 
change the page structure during the execution of the program (Baer and 
Sager, 1976). These methods are especially important for data dependent 
programs where the referencing of pages is highly dependent on the input 
data. 
Static restructuring improves the performance of the restructured 
program, but these compile time decisions are only estimates of the true 
referencing behavior. Dynamic restructuring methods, though more expen­
sive, use the real referencing behavior to restructure the program. 
Therefore, the dynamic method can produce a more improved restructuring 
than the static approach. 
The four areas of research, system models, page replacement policies, 
generative models, and program restructuring, have been briefly reviewed 
in order to show the importance of the memory referencing behavior in 
virtual-memory environments. Different types of measurements of the 
memory referencing behavior, such as page fault rates and memory demand, 
are input to the system models and reference string generative models. 
Also, measurements of the memory referencing behavior are used to compare 
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page replacement strategies, and the reference behavior can be used for 
restructuring. Therefore, it is important that these memory referencing 
measurements are accurate and not excessively expensive to calculate. 
Statement of the Research and Motivation 
The goal of this research is to develop and test different reference 
string sampling methods which will preserve the structural characteris­
tics of the original complete string in the sampled string. 
The sampling methods define which portions of a complete string are 
monitored and which portions are skipped. These methods are described 
in Chapter II. The structural characteristics of the reference string 
that will be examined are page fault rates, working set measurements, and 
lifetime curves. A development and testing model which is used to organ­
ize this research will also be described in the next chapter. 
The underlying principle of the current method of reference string 
collection is that every reference a process makes to memory is captured. 
The methods of recording every reference to memory can be categorized 
into two types: hardware tracing and software tracing. Two methods of 
hardware tracing and three methods of software tracing will now be ex­
amined . 
It is assumed in this thesis that hardware tracing involves a second 
processor which traces the first processor. As shown in Figure 1.7, the 
second processor has a hardware tap to the address bus of the first 
processor. This first processor is then measured as shown in Figure 1.7. 
When a word (instruction or operand) is needed by the first processor, 
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the memory address of the word is sent out on the address bus. The sec­
ond processor then reads this address via its bus tap and either stores 
the address for later processing or processes the address immediately 
in real time with the traced processor. 
proces- bus 
M 
E 
M 
0 
R 
Y 
#2 
monitor 
proces­
sor 
< > 
tap 
Figure 1.7. Hardware monitor tap 
To guarantee that the storage or processing of the address is com­
pleted before the next memory request is sent out on the bus by the first 
processor, one of two methods is used. The first method is to have the 
second processor complete the monitoring process before the next request 
arrives. If the reference string addresses are being saved, the storage 
device used to hold the reference string must be fast as well as large. 
On the other hand, if the address is being processed in real time, the 
second processor must also be fast in order to process the address be­
fore the next memory request. These speed and space requirements can be 
quantified with the following example. Assume the first processor in­
struction execution time is determined by its memory cycle time. For 
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ease of computation, it is assumed that the memory is a one-microsecond 
memory. This would mean that the second processor would have to complete 
the processing of each address in one microsecond. The processing of each 
address by the second processor involves the execution of several instruc­
tions. Assuming fifty instructions to process one address, the second 
processor would then have to be fifty times as fast as the first proces­
sor in order to accept the next address request. Furthermore, one million 
references would be generated during one second of execution, and placed 
on the storage device. This is equivalent to a transfer rate of 32,000,000 
baud with a 21 bit address (word) size. This example has shown that the 
storage capacity requirement and the cycle time requirement of the stor­
age device as well as the processing requirement of the tracing processor 
are sufficient reasons to render this first method economically and tech­
nologically infeasible. Therefore, this method will be eliminated from 
further consideration. 
The second method to guarantee completion of the processing of the 
address requested is to have a hardware lock on the first processor. 
This lock is controlled by the second processor and prevents the first 
processor from continuing until the lock is removed. The lock is "on" 
while the address is being processed by the second processor and is not 
turned "off" until the second processor is ready to accept another ad­
dress. This method was used by Al-Sayed (1978) in the collection of ref­
erence strings with two identical processors. With this second method 
of using the lock, the execution time of the process on the first proces­
sor includes the idle time during the lock. This overhead is typically 
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one or two orders of magnitude longer than the untraced execution time. 
The second basic type of tracing, software tracing, can also be ac­
complished by several methods. One method is by emulation. The traced 
process is interpreted by a software emulation of the hardware. The soft­
ware emulator processes the references of the process being traced during 
the interpretation of each instruction. This method requires a compli­
cated piece of software. The overhead with this method is typically 
three orders of magnitude longer than the process running without soft­
ware emulation. 
The second method of software tracing is frequency counting. With 
frequency counting, no reference string is captured. Incremental counters 
are inserted into the software at strategic places, such as after condi­
tionals and in loops. When the software is executed, the counters are 
incremented each time that these paths are executed. The count informa­
tion is used to determine the frequency or probability of executing the 
different sections of code. The probability information produced by the 
frequency count tracing method lacks some of the specific information 
that a reference string captures. An example of the missing information 
shown by a procedure with a global data reference is that the reference 
string would capture the reference to the page where the data is refer­
enced, but the frequency count probabilities do not indicate the data 
page referenced. Another problem is that the frequency probabilities do 
not contain the sequencing of references as does the reference string. 
A third method of software tracing can be termed process switching. 
In this method, after the execution of each instruction of the traced 
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process, the processor is switched to a routine which will process the 
addresses associated with the instruction. Th?. switching can r e done by 
a hardware interrupt which calls an interrupt service routine. In the 
interrupt service routine the state of the interrupted process is saved. 
Using this state information, the address of the last instruction exe­
cuted by the interrupted process is retrieved. With this instruction, 
the addresses of any operands can be determined. These addresses are 
processed and the state of the interrupted process is restored allowing 
another instruction of the traced process to be executed. 
Examination of the current tracing methods showed that a large over­
head is involved in the tracing process. This overhead is a problem in 
tracing both virtual-time and real-time tasks. Virtual-time tasks are 
those whose results or output are independent of the speed of execution. 
Real-time tasks are dependent on the speed of execution and the behavior 
of the task and can be altered by changing the execution speed. The trac­
ing overhead has been shown to be in two areas, delayed time in execution 
and large storage requirement for reference strings. Note that these two 
overhead properties of tracing are in conflict with each other. The ref­
erences of the trace can be saved for later processing to decrease the 
amount of processing while the task is being traced. But, on the other 
hand, measurements can be calculated during the tracing so that the ref­
erence string does not have to be stored. For real-time tasks the high 
overhead adds another problem. The overhead of complete collection of 
the reference string alters the behavior of time-critical systems. Time-
critical systems are defined to be systems where the real-time between 
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events is important and cannot be significantly altered without disturb­
ing the normal functioning of the system. This alteration of behavior 
will be shown by three examples. 
The first example of a time-critical system is an operating system. 
During the software tracing process the operating system is slowed down. 
For example, if the slow down factor is one thousand, then for each in­
struction that is executed in the operating system, one thousand instruc­
tions are executed for the tracing. This effectively makes the traced 
processor a thousand times slower than it is without the tracing. However, 
the peripheral devices still operate at their normal speeds. When look­
ing at the tracing from the operating system's viewpoint, the peripheral 
devices seem to be operating a thousand times faster than normal. This 
means that I/O buffering and spooling will be different. The input buf­
fers will all be filled and the output buffers will all be emptied more 
rapidly than normal. The clock interrupts will appear to come faster and 
different processes will have less instructions executed during a time 
slice in a multiprogramming environment. Overall the operating system 
that is being traced behaves differently than when it is not being traced, 
because the slowdown has significantly altered the timing between the 
processor and peripheral devices. 
A similar problem exists with real-time process control. These sys­
tems cannot be slowed down by a large overhead factor and still function. 
With real-time process control, a physical process maintains a certain 
rate. This physical process rate requires the control process to maintain 
a certain response rate. During tracing, the overhead of the reference 
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string collection prevents the control process from maintaining this re­
sponse rate. This slower response rate effects the timing of the con­
trolling decisions which changes the behavior of the system. 
The third example of how complete tracing alters the behavior of 
time-critical systems is an interactive system. A user at a terminal is 
used to a certain response time. When the system is traced, the overhead 
would make the response time substantially longer. Depending on the ir­
ritation or attention span of the user, the user may make more errors in 
typing commands and deciding what to do. Therefore, the interactive 
system's behavior is also changed, since its input is now different. 
The current methods of reference string collection have been shown 
to have high overhead. This high overhead has led to two problems. The 
first is high cost in time delay and storage requirements, and the second 
is behavioral changes in time-critical systems. The solution to these 
problems, presented in this thesis, is to develop a valid sampling tech­
nique. By valid, it is inferred that the structural attributes of the 
original reference string are preserved through the sampling process. 
Both the time-delay overhead and the storage overhead are lowered by the 
sampling technique, since there are fewer references to process and 
store. 
An additional advantage of the sampling method presented in this 
thesis is that it works for both hardware and software tracing methods. 
The second processor in the hardware tracing method could use the skip 
time to process or store the references collected during the monitoring 
period. With the software tracing method, the sampling method cuts the 
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overhead of the tracing. 
Summarizing this section of the chapter, a short description of the 
research was given. Some terms were briefly defined. The current method 
of reference string collection which processes every reference was de­
scribed for both software and hardware methods. The problem of high 
overhead and alteration of the behavior of time-critical systems which 
results from tracing them was shown. The solution of developing valid 
sampling methods with reduced overhead was presented. In the last short 
section of this chapter, the general outline of this thesis will be pre­
sented. 
Outline of Thesis 
In Chapter II, the four-part development and testing method is pre­
sented. Included is the description of the sampling method, the struc­
tural measurements algorithm used to make these measurements, and valida­
tion of the measurements. 
Chapter III is the first of four chapters that present the progres­
sive results of the development and testing. In each of these four chap­
ters a reference string source is described. The operation and valida­
tion of the source, and the results of the development and testing are 
shown. Chapter III describes the work done with micro models. The micro 
model which has been implemented and tested in this chapter is the least 
recently used generative model. Weak macro models are the category 
tested in Chapter IV. Using the very simple locality model. Chapter V 
describes the work with the Denning-Kahn model which is a strong macro 
28 
model. Real reference strings are used in Chapter VI. 
Chapter VII consists of a short summary of the conclusions of this 
research. The continuation and direction of future research in devel­
oping reference string sampling methods is also discussed. 
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CHAPTER II, DEVELOPMENT AND TESTING METHOD 
The method for developing and testing different sampling methods is 
shown in Figure 2.1. In the first part of this method, a complete ref­
erence string is obtained from a set of reference strings. This reference 
string is input to the second part of the method where it is sampled by 
the sampling methods. In the third part of the method, measurements of 
the structural properties of both the sampled and the original complete 
reference strings are made. Comparisons of these measurements are then 
made that determine which structural attributes are preserved by the sam­
pling method. The next four sections of this chapter will describe in 
detail the four parts of the development and testing method. 
Part 1; Reference Strings 
There are two sources of complete reference strings for the develop­
ment and testing method. One source is collection of three behavior 
models which use a random number generator to generate synthetic reference 
strings from a set of model parameters. The behavior models used in this 
thesis are the least recently used generative model which is described 
in Chapter III, the very simple locality model described in Chapter IV, 
and the Denning-Kahn model described in Chapter V. The other source of 
reference strings is real reference strings acquired from tracing virtual-
time processes with the hardware trace method. Five real reference strings 
from different processes are used in testing the sampling methods in 
Chapter VI. 
SAMPLING 
SN 
SAMPLING 
SI 
MEASUREMENT 
COMPARISONS 
MEASUREMENT 
MEASUREMENT 
REFERENCE STRINGS 
1) synthetic 
2) real 
Figure 2.1, Development and testing method 
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Part 2; Sampling Methods 
The general function of the sampling method can be easily described 
as a block box. Going in one side of the box is a complete string. Some 
of the references of this complete string are channeled out the other 
side of the box forming the sampled reference string. The rest of the 
references (addresses) which enter the input side, but do not come out 
to the output side are dropped out the bottom of the box. These are the 
skipped references. There is another side of the block box where param­
eters to sampling method are input. 
The two parameters of the sampling method define consecutive por­
tions of a complete reference string. Each portion, called an interval, 
is the same size. The size of the interval is determined by the sum of 
the two parameters of the sampling method. This is shown in Figure 2.2. 
First Interval 
^1' ^ 2 P1+P2 
Second Interval 
P1+P2+I •2x(p^+p2) 
Figure 2.2. Sampling intervals 
Each interval is divided into two parts by the parameters. The first 
part is the monitored part and the second part is the skipped part. The 
first parameter, then, is the number of references to monitor (i.e., put 
in the sampled string) from the first part of each interval. This param­
eter will be referred to as K. The second parameter determines the num­
ber of references dropped through the bottom of the box. This parameter. 
32 
referred to as the S parameter, is the number of references skipped in 
the second part of the interval. Figure 2.3 shows this division of the 
interval by the parameters. The sampling rate is the percentage of 
First Interval 
r. . . . r 
I Pi 
< > 
K 
r . . . . r , 
Pi+P, 
'l'r2 
Second Interval 
<-
K 
'ZxCp^+Pg) 
<- -> 
Figure 2.3. Parts of sampling intervals 
of references monitored over the length of the total string. For this 
method the sampling rate is K / (K + S) * 100%. 
The implementation of the sampling method was verified experiment­
ally. First, with K set to some number N and S set to zero the complete 
string is returned as the output of the sampling method. Second, a 
counter in the sampling method that counts the number of references 
placed in the sampled string agrees with the number defined by multi­
plying the sampling rate by the length of the complete string. And, 
third, a visual inspection of the complete string and the sampled string 
showed that the first few sampling intervals are correct. 
As stated before, the objective of this research is to achieve the 
lowest overhead by sampling the fewest number of references. Therefore, 
the experiments performed need to check three effects. The first effect 
involves holding the K parameter constant and varying the skip parameter. 
The second effect holds the sampling rate constant while varying both the 
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K and the S parameters. The third effect checks the validity of the 
results of the first two effects on different original strings generated 
with different parameters to the generative model. Since there is an 
infinite number of different parameters that can be used in each effect, 
careful selection of the number of experiments to be performed is required. 
The actual experimental parameters that are used in each of the following 
chapters were chosen to be a set of (K,S) pairs for sampling rates of 
two, five, ten, and twenty percent sampling rates. These sampling rates 
were selected for two reasons. First, preliminary results indicated 
that these sampling rates showed promise. Second, for software sampling 
these rates conform to Rose's guideline that five to ten percent overhead 
will not significantly disturb the behavior of an operating system (Rose, 
1978). Note that there is no direct comparison stated between the sam­
pling rate and the overhead introduced to the system by the sampling 
method. Depending on the implementation of the tracing method and the 
system to be measured, the same sampling rate may cause different amounts 
of overhead. With the two and five percent sampling rates, it should 
be possible to achieve an overhead in the five to ten percent range. 
The parameters of the sampling method described above do not vary 
with the time during a given sampling. Other methods using random vari­
able parameters and time-varying parameters, will not be used since pre­
liminary work showed unsatisfactory results for a random sampling tech­
nique and dynamic techniques will be left for future work. 
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Part 3: Structural Measurements 
In the third part of the development and testing method, measure­
ments are taken of some of the structural properties of reference strings. 
A variety of different measurements is commonly found in the literature 
including: page fault rate, lifetime function, working set curve, stack 
depth distribution, MIN distance, bounded locality intervals, and space-
time product. Two sets of these measurements are used in the testing 
method. 
The first set, dealing with fixed-space policies, is based on the 
stack depth distribution. The stack depth distribution is the ordered 
set of probabilities of referencing a given stack depth. For example, 
in the stack depth distribution of .5, .2, .2, and .1, there is a fifty 
percent chance that the next page referenced in the reference string is 
to stack depth one. Since the stack is reordered by the LRU policy after 
every reference in the reference string, the .5 probability signifies 
that half the references are to the page just referenced. The page fault 
rates for different fixed sizes of memory allocation are determined by 
the stack depth distribution. The page fault rate is defined as the dif­
ference between one and the cumulative stack depth distribution at the 
depth of the memory allocation. In the previous example, a one-page allo­
cation has a .5 page fault rate, and a two-page allocation has a 1 - (.5 
+ .2) - .3 page fault rate. Therefore, the information in the stack depth 
distribution allows the calculation of fixed-space page fault rates for 
all memory allocations. The inverse of the page fault rate is the mean 
length of time between page faults. This mean length of time, calculated 
35 
across different memory allocations, is called the lifetime function. An 
example of a typical lifetime function is presented in Figure 2.4. The 
execution interval, or expected virtual time between page faults, is 
plotted against the memory allocation. The plotted line is convex for the 
smaller memory allocations showing the added benefit of greater alloca­
tion. As the memory allocation increase, an inflection point is reached 
where addition allocation does not increase the time between page faults 
as rapidly. The portion of the curve after the inflection point is con­
cave in shape and is referred to as the tail. The stack depth distribu­
tion, then, can be used to produce the page fault rate and lifetime func­
tion measurements. A Fortran implementation of the LRU stack depth meas­
urement algorithm is given in Appendix A. 
The second set, variable-space measurements, is based on the work­
ing set policy. Both the page fault rate and the working set sizes are 
calculated for specific window sizes. A modified version of the Denning, 
one-pass algorithm to measure the working set curve is used (Spirn, 1977). 
The working set curve is a plot of the working set size against the 
window size. A working set curve with the typical concave shape appears 
in Figure 2.5 where w(T) is the working set size at window size T. The 
working set at time t is formally described as W(t,T) where t is the time 
of the current reference and T is the length of the window. W(t,T) is 
the set of all of the distinct pages in [r(t-T+l), . . . r(t)] where r(x) 
is the name of the page referenced at virtual-time x. Virtual-time in­
crements with each reference. Since for all x less than or equal to zero, 
r(x) is the null page, the working set at t equal to zero is null (W(0,T) 
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Figure 2.4, Typical lifetime curve 
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Figure 2.5. Typical working set curve 
= null). The size of the working set, W(t,T), is denoted by w(t,T). 
The mean working set size for a complete reference string of length k 
with window size T is w(T) and is calculated by averaging the summation 
of the working set sizes for all t [w(T) = 1/k * Z^_^w(t,T)]. The work 
ing set at time t can be easily computed by using the backward dis­
tance information. The backward distance of a page is the virtual-time 
(i.e., number of references) since the previous reference to that page. 
The page fault rate for window size T is the total number of backward 
distances that exceed T divided by the length of the reference string. 
The working set size at time t is the total number of distinct pages 
at time t that have been referenced since time t - T + 1. This can be 
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calculated at time t by counting all of the pages whose time of last ref­
erence is greater than t-T (i.e., the backward distance is less than or 
equal to T). 
Denning's algorithm uses the backward distance information in cal­
culating the working set measurements. In this algorithm, a linear array 
equal in size to the total number of pages is used to hold the time of 
last reference to each page. Another array is used to count the number 
of backward distances of each length. The backward distance counts are 
made during the processing of the reference string in one pass. The back­
ward distance for the current reference is calculated by subtracting 
the time of its previous reference from the current time. The first ref­
erence to each page in a reference string is considered to have a backward 
distance of infinity. The last element of the backward distance count 
array is reserved for all backward distances greater than or equal to the 
index of the last element, including the infinity references. Once the 
backward distance is calculated, the element in the backward distance 
count array whose index is equal to the backward distance is incremented. 
Before the next reference is processed, the page time of the last refer­
ence for the current page is set to the current time. After completion 
of the processing of the string, some adjustments are calculated to cor­
rect end effects. Each element in the backward distance array then holds 
the count for the number of backward distances equal to the elements 
index, except for the last element which also includes the count for all 
distances greater than its index. The backward distance counts are inde­
pendent of the page names and specify an interval of time, the backward 
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distance, between consecutive references to pages. The probability of 
an execution interval of length i, g(i), may be calculated by dividing 
the backward distance count for interval of length i by the total number 
of references in the reference string. From Figure 2.6, it can be seen 
that the page fault rate for window size T can be calculated from the 
backward distance information. For any window size T, the current refer-
Window T 
'j- ^(i-T) ^(i-T+1) i current page 
Backward distance 
less than T 
Backward distance greater than T 
Figure 2.6. Page fault rate as a function of backward distances 
ence causes a page fault if the previous reference to that page is outside 
the window. In Figure 2.6, references r(i), r(j), and r(j') are all ref­
erences to the same page. The current reference is r(i) which defines 
the window as covering references r(i-T+l) through r(i). If the last 
reference to page r(i) is r(j) where (i-T+1) is less than or equal to j 
which is less than i, then page r(i) is already in the working set and no 
page fault occurs. On the other hand, if the last reference to page r(i) 
is r(j') where j' is less than (i-T+1) which is less than i, then page 
r(i) is not in the current working set and a page fault occurs. From the 
above statements and the definition of backward distance, for any window 
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size T, a page fault exists at reference i if the backward distance of 
page referenced at time i is greater than or equal to T (j <= i-T implies 
i-j >= T). 
The backward distance probabilities can be used to calculate the 
page fault rates at different window sizes. Since there are no pages in 
the working set with T equal to zero, the page fault rate is one. The 
page fault rate with window size T greater than one is one minus the sum­
mation of the probabilities of a backward distance less than or equal 
to T (f(T) = 1 - sT_,g(i). 
i— 1 
The average working set size may also be calculated with the back­
ward distance information. The working set size at time t with T equal 
to one is one (w(t,l) = 1), since the current page referenced is the 
only page in the working set. The working set size at time t with T 
equal to two will either be one or two depending on whether or not the 
previous page referenced is the same page as the current page refer­
enced. The average working set size with T equal to two can be calcu­
lated by the backward distance probabilities. To determine w(2), the 
probability that the page referenced has a backward distance greater 
than one is added to the working set size at T equal to one [w(2) = 
<ata _ 
w(l) + Z^_2g(i)J. Since the sum of g(i) for all i is equal to one, w(2) 
= w(l) + (1 - g(l)]. It can be shown that w(3) = w(2) + (1 - (g(l) + 
g(2))) by similar reasoning. In general, w(i) = w(i-l) + f where f = 
1 - Z^_^B(k). The Denning algorithm, then, calculates the page fault 
rate and working set size for all consecutive window sizes of T where 
the larges T is the size of the backward distance count array. 
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Since practical window sizes are commonly on the order of 10,000 to 
100,000, the backward distance array would be 10,000 to 100,000 elements. 
This large storage requirement is expensive especially when only the 
measurements for a few relatively large window sizes are of interest. In 
order to cut this expense, the Denning algorithm has been modified to cal­
culate the measurements for different ranges of T (Spirn, 1977). In 
this modfied algorithm, the size of the backward distance array is deter­
mined by dividing the largest window size requested by the size of the 
range. For example, if the largest T needed is 100,000 and the range size 
is 1000, then the size of the backward distance array is 100 and the page 
fault rates and working set sizes are calculated for T values of 1000, 
2000, . . . 99,000, and 100,000. Now that the Denning algorithm has been 
reviewed, the terminology and principles used in the review will be used 
to show further modifications necessary when measuring a sample string. 
The working set algorithm described above needs to be modified to 
correct for the effects introduced in the measurements by sampling. The 
following concepts are important in this discussion. First, the working 
set size is the number of distinct pages found within a window. And 
second, the assumption of the sampling method is that the sampled portion 
of the complete string contains all of the distinct pages in the complete 
string. This assumption can be seen in Figure 2.7b where the K segments 
are the portions of the complete string that are placed in the sampled 
string. If the window size of T was applied to the sampled string as 
shown by the dashed line in Figure 2.7c, pages that are outside of the 
T '  
a) Window T without sampling on complete string 
b) Window T with expression of sampling on complete string 
c) Window T ' with sampled string 
Figure 2.7. Effect of sampling on window size 
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window in the complete string would now be included inside the window 
in the sampled string. Because of this, and the given assumption of the 
sampling method, a window size corresponding to T in the complete string 
is t' in the sampled string, t' is smaller than T and is determined by 
the sampling rate. It is easy to perceive that if the sampling rate, K / 
(K + S), was fifty percent, then T' would be fifty percent of T. In gen­
eral, the corresponding window size T' is equal to the sampling rate times 
T (T' = sr X T). Therefore, T' is the window size in the measurement 
of the sampled string that is used to determine the working set size for 
a window of size T in the complete string. Furthermore, since the sam­
pling assumption specifies that all distinct pages are found in the 
sampled string, then the page fault rate with window size T' is still 
too high compared to the page fault rate at T in the complete string. 
This further high page fault rate effect can be explained by Figures 
2.7b and c. The key to the understanding is that the page fault rate in 
the complete string is calculated by counting the number of new pages 
entering the window and dividing this count by the total length of the 
string. The sampling assumption implies that the count of new pages 
entering the window of size T' is the same as the count entering the win­
dow of size T. The difference is that the sampled string does not have 
the S portion of the complete string to dilute the page fault rate. 
Therefore, the page fault rate at T' can be corrected by multiplying it 
by the sampling rate. This corrects the difference in the divisors of 
the new page counts shown previously. When presenting the measurements 
results in the following chapters, these sampling effect corrections 
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will already be made. 
The validation of the measurement algorithm was done by an empiri­
cal process. The LRU stack depth distribution measurement is validated 
along with the LRU generative model. In this case the stack depth dis­
tribution which is used as the parameter to the generative model, is re­
turned with little error by the measurement of the synthetic string. The 
working set measurements are validated by implementing the measurements 
by three methods. The first method counts the number of distinct pages in 
the working set after each reference for one specified window size. The 
second method is the Denning algorithm previously discussed. The third 
method was the modified Denning algorithm presented in Spirn's book 
(1977). These last two algorithms calculate the measurements at several 
values of T. The modified Denning algorithm is the one used in measur­
ing of the page fault rates and working set sizes in the following chap­
ters. The Fortran implementation of this algorithm is in Appendix B. 
Part 4: Comparisons 
Once the measurements of the structural properties have been calcu­
lated, they may be compared to see which of the properties are preserved 
through the sampling. The comparisons between the original complete 
string and the sampled string are absolute and relative error measure­
ments . 
Absolute error is the difference between the two corresponding meas­
urements of the complete string and the sampled string. For example, the 
absolute error at depth i of the stack depth distribution is the 
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difference between the sampled strings measured stack depth probability 
at depth i. The maximum absolute error is the largest magnitude abso­
lute error between all of the corresponding depths of a stack depth dis­
tribution. The average absolute error is calculated as the average of 
the sum of the absolute errors of two stack depth distributions. 
Relative error is the percentage difference between two measurements. 
Using the same stack depth distribution example, the relative error of 
a stack depth is the absolute error of that depth divided by the actual 
stack depth probability of the complete string and then multiplied by 
one hundred percent. 
These two error measurements are applied to the structural property 
measurements as shown in Figure 2.8. The ordering of the measurements 
of Figure 2.8 shows the organization of the testing of the sampling meth­
ods in the following chapters of the four sources of reference strings. 
The maximum absolute error measurement of the stack depth distribution 
is bounded, since the sum of the distribution is equal to one. Therefore, 
the maximum absolute error will quantify the largest error that can be 
expected. This measurement of absolute error is used, since it is a 
single number which quantifies the comparison. This single number is ad­
vantageous when comparing the effect of several sets of parameters. But 
the absolute error measurement can be misleading depending on the values 
of the stack depth probabilities and number of stack depths. Therefore, 
the relative error is used for further comparison of measurements. 
The relative error rate that is considered as acceptable in this 
thesis is ten percent. The results in the following chapters are based 
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Fixed-space measurements 
A. LRU stack depth distribution 
1. Maximum absolute error 
2. Average absolute error 
B. Page fault rate 
1. Relative error 
C. Lifetime curve 
1. Relative error 
Variable-space measurements 
A. Page fault rate 
1. Relative error 
B. Working set size 
1. Relative error 
Figure 2.8. Organization and type of measurement in sampling 
method measurement comparison 
on this ten percent error rate. The following example of an analytical 
model that predicts page thrashing will show how a ten percent error 
rate in the page fault rate parameter effects the output of the model. 
This analytical model is developed by Spirn (1977). The model 
shown in Figure 2.9 predicts thrashing behavior by looking at the proces­
sors utilization measurement. The queues to the central processor and 
the external memory device are first-come-first-serve queues. A process 
waits its turn in the process queue and executes until a page fault is 
generated. At this point, the task is sent to the external memory device 
I. 
II. 
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Figure 2.9. Analytical model to predict thrashing 
queue and the next process in the central processor queue is given the 
central processor. A task in the external memory device queue also waits 
its turn to be processed. When it reaches the process queue, a page 
fetch is initiated and upon completion of the fetch, the task is routed 
back to the central processor queue. The number of tasks in the system 
is fixed at k. Given certain service time assumptions, the equation for 
the central processor utilization is: 
Where U is the utilization, X is the external memory device's processing 
time, M is the number of page frames in main memory, and a and b are two 
constants from Belady's (1966) lifetime function. This equation is de­
veloped in the previous reference. 
Using the utilization equation, thrashing may be predicted by varying 
U = 1 - 1 - Xa(M/k)^ 
1 - [Xa(M/k)^](k+l) 
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k, the degree of multiprogramming. A graph of U, the processor utiliza­
tion, versus k, the multiprogramming degree, is presented in Figure 
2.10. Also in this figure, are two other plots where the page fault rate 
is altered plus and minus ten percent. These plots show that the ten 
percent error rate in the page fault rate parameter still predicts the 
degree of multiprogramming where thrashing starts. 
In summation of this chapter, the four parts of the developing and 
testing model have been described. In the first part, the sources of the 
complete reference strings used in the next four chapters were outlined. 
The description of the sampling method and the intuition behind the selec­
tion of actual parameters were given in the second part. The measurement 
algorithms were discussed in the third part of the method. The types 
of comparisons and the quantity of acceptable error was presented in this 
the fourth section. 
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Figure 2.10. Effect of ten percent error on thrashing 
predictions 
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CHAPTER III. MICRO MODEL RESULTS 
The LRU generative model is the source of the reference strings in 
this chapter. The first section describes the operation of the LRU gen­
erative model. The second section discusses srane of the implementation 
aspects of generative models. In the third and last section the experi­
ments and results are presented. 
Operation of the LRU Generative Model 
The LRU micro model uses a random number generator to produce a syn­
thetic page-reference string from an input stack depth distribution. A 
page-reference string consists of the sequence of pages named by each 
reference to memory as opposed to the virtual word or byte address. The 
page reference is more important than the word address because the vir­
tual memory is organized and managed on a page basis. The generation of 
the synthetic page-reference strings is a two-step process. The first 
step is the creation of a stack distance string from the stack depth dis­
tribution. Then, in the second step, the reference string is derived 
from the stack distance string and an initial stack configuration. This 
operation is described in more detail by the following example. 
For this example, the stack depth distribution is .5, .2, .1, .1, 
and .1. Therefore, the number of pages, N, is five. Observe that in 
this example half of the page references are references to the page just 
previously referenced. The corresponding cumulation distribution function 
is .5, .7, .8, .9, and 1.0 as shown in Figure 3.1. 
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Figure 3.1. Cumulative form of the stack depth distribution 
A random number generator, producing random numbers uniformly dis­
tributed over the interval zero to one, is used to select the stack dis­
tance of each reference. This stack distance is the index (or distance 
in) the stack at which the reference is made and, therefore, the sequence 
of stack depths generated by applying the random numbers to the cumula­
tive stack depth distribution is called the distance string. Again, ob­
serve, assuming uniform random numbers, that half the random numbers are 
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less than .5. Hence, half the stack distances are of distance one. A 
sequence of random numbers and the corresponding distance string for the 
cumulation distribution function given above is: 
random numbers .10 .32 .64 .47 .93 .39 .01 .77 
distance string 11214113 
This completes the first step, the generation of the stack distance 
string. 
The second step in generating the page-reference string consists of 
translating the distance string into a reference string. This transla­
tion is simple once an initial stack configuration is defined. Assume 
the following initial stack of page names: 
1 A 
2 B 
3 C 
4 D 
5 E 
Notice that the actual page name is not important, the important concept 
is that references to the same page are known. For example, if in the 
given initial stack configuration page C was named X instead, all the 
pertinent memory referencing behavior remains unchanged since each access 
to page C in the reference string is now replaced by a use of page X. 
Denote S, D, and r as the vectors representing, respectively, the stack 
of page names, the distance string and the reference string, then, the 
reference at time i is the page at the depth in the stack equal to the 
stack distance at time i [r(i) = S(D(i))]. The pages in the stack are 
reordered after each page reference as determined by the LRU replacement 
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algorithm (Chapter I, Section 2). In the continuing example, the refer­
ence string is: 
distance string 1 1 2 1 4 1 1 3 
reference string A A B B D D D A 
stack after A A B B D D D A 
each reference B B A A B B B D 
C C C C A A A B 
D D D D C C C C 
E E E E E E E E 
The translation of the distance string to the reference string can be 
reversed. The conversion back and forth between the two representations 
can be done to within a renaming of the pages. 
This completes the discussion of how the LRU model operates. The 
next section presents some of the implementation aspects of generative 
models. 
Generative Model Implementation: Validity and Effects 
As stated before, the LRU generative model produces reference 
strings exhibiting the structural property defined by its input param­
eter: The input stack depth distribution. An implementation of the LRU 
generative model can be validated by comparing the input distribution 
with the measurement of the stack depth distribution of the generated 
reference string. These two distributions should agree closely in a 
validated implementation. 
This section will look at the effects of changing some of the soft­
ware methods in the implementation of the generative model. However, the 
comments on this section apply to all generation models which are based 
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on a random number generator. The LRU generative model is used as the 
example in checking these effects. The effects that are discussed are; 
1) use of different random number generators, 2) use of different pro­
gramming languages, and 3) use of different seed values for the random 
number generator. 
The effect of the random number generator is the most noticeable 
of the three items. In the selection of the random number generator, the 
ease of use, cost of use, the uniformity of distribution and cycle life 
of the random numbers were the determining factors. Four different ran­
dom number generators were considered: 1) the PL/C generator, RAND, 
2) the Fortran library random number generator, RANDU, 3) another Fortran 
generator that has an extremely long cycle time which is referred to as 
RANDOM, and 4) a generator in the ISU math library, GGUB. As shown in 
Figure 3.2, RANDU and GGUB are better generators than the RAND and RANDOM 
generators in the span of the reference strings generated, since RANDU 
and GGUB are more accurate in returning the input stack depth distribu­
tion. GGUB is chosen over RANDU since, in one call to GGUB, a whole array 
of random numbers are generated and the extra storage required for the 
array is less costly than the multiple subroutine calls to RANDU. 
The LRU generator was implemented in two languages. The first lan­
guage, PL/C was tried because its control structures lend themselves to 
a structured implementation of the LRU model. This implementation was 
abandoned, after the GGUB random number generator was selected. The sec­
ond language, FORTRAN, was chosen and will be used for the rest of this 
research for two reasons : 1) FORTRAN programs can call the selected 
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Input (actual) BAND RANDOM RANDU GGUB 
1. .410460 .4083 .4041 .4079 .4096 
2. .398497 .4035 .4056 .3994 .3972 
3. .078842 .0783 .0727 .0799 .0796 
4. .065996 .0625 .0646 .0661 .0660 
5. .016778 .0165 .0190 .0173 .0181 
6. .010070 .0106 .0100 .0101 .0100 
7. .006547 .0061 .0068 .0061 .0065 
8. o004866 .0043 .0069 .0046 .0045 
9. .003692 .0041 .0051 .0037 .0037 
10. .004078 .0043 .0038 .0038 .0040 
11. .000218 .0002 .0001 .0002 .0002 
Figure 3.2. Effect of different random number generators on 
stack depth distribution 
random number generator, and 2) FORTRAN programs are less expensive to 
use than PL/C programs (i.e., less costly compilation and less runtime 
overhead). A disadvantage of the FORTRAN selection is that FORTRAN does 
not have structured control features. This deficiency makes the programs 
readability more difficult. 
The use of different seed values for the random number generator, 
produces only minor difference in the reference strings generated. Fig­
ure 3.3 shows the measured stack depth distribution for three reference 
strings generated by different random number generator initial seed 
values. 
In summary of this section, the reference string generator has been 
empirically validated. This validation was done by comparing the values 
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Input (actual) Seed 32767 
Seed 
1268435457 
Seed 
7654321 
1. .410146 .40956 .40751 .40771 
2. .398497 .39719 .39961 .40096 
3. .078842 .07964 .07967 .07874 
4. .065996 .06605 .06660 .06530 
5. .016778 .01815 .01698 .01702 
6. .010070 .01004 .00957 .01007 
7. .006547 .00656 .00639 .00676 
8. .004866 .00450 .00518 .00501 
9. .003692 .00377 .00381 .00368 
10. .004078 .00400 .00405 .00416 
11. .000218 .00024 .00028 .00024 
Figure 3.3. Effect of different random number generator seed values 
on stack depth distribution 
of the input parameter to the corresponding measured values of the gen­
erated string. It has been shown that the effect of different seed val­
ues for a random number generator is negligible and that as long as the 
random number generator produces uniformly distributed random numbers, 
no effects are found by using different generators. 
LRU Experiments and Results 
Three stack depth distributions are used with the LRU micro model. 
These distributions appear in Figure 3.4 and are referred to as LOOSE, 
MODERATE, and TIGHT. These names are attached as an intuitive descrip­
tion of the type of distribution they characterize. The LOOSE distribu­
tion is not from a real reference string. This "made up" distribution 
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LOOSE MODERATE TIGHT 
1. .139702 1. .409652 1. .656594 
2. .129634 2. .398292 2. .176440 
3. .120230 3. .079748 3. .031818 
4. .110210 4. .066358 4. .063308 
5. .100284 5. .016908 5. .063788 
6. .089800 6. .009760 6. .002776 
7. .079770 7. .006390 7. .000360 
8. .069956 8. .004868 8. .001756 
9. .060714 9. .003570 9. .002598 
10. .050204 10. .003982 10. .000098 
11. .009170 11. .000220 11. .000070 
12. .007950 12. .000030 12. .000022 
13. .006984 13. .000042 13. .000028 
14. .005738 14. .000018 14. .000036 
15. .004892 15. .000034 15. .000020 
16. .003996 16. .000026 16. .000014 
17. .002962 17. .000014 17. .000014 
18. .002914 18. .000018 18. .000016 
19. .001932 19. .000016 19. .000026 
20. .001984 20. .000004 20. .000026 
21. .000932 21. .000006 21. .000022 
22. .000006 
23. .000048 
24. .000068 
Figure 3.4. LOOSE, MODERATE, TIGHT stack depth distribution 
of the complete strings 
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demonstrates little locality as can be seen by the large depth required 
to attain at least ninety percent of the references. This distribution, 
though not realistic, is included in the experiments to show any anoma­
lous behavior. The MODERATE distribution is obtained from the measure­
ment of a real reference string (Turner and Strecker, 1975). This dis­
tribution exhibits a strong locality and is very close to being as tight 
as the TIGHT distribution. The TIGHT distribution is also obtained from 
a real reference string (Al-Sayed, 1978). This distribution reaches the 
ninety percent referencing level at depth four. 
Reference strings are generated using each of the distributions men­
tioned above. Most of the complete reference strings in this chapter are 
500000 or 100000 references long. A three-part naming convention that 
is used throughout the thesis to identify the different reference strings 
used in each experiment is as follows: MODEL.TYPE.LENGTH. The MODEL in 
this chapter is always the LRU model. The TYPE refers to the input param­
eters of the model. For the LRU model this is the stack depth distribu­
tion type such as LOOSE, MODERATE, or TIGHT. The third identifying part 
of the naming convention is the length of the original complete string. 
The experiments performed with the LRU synthetic strings deal with 
three topics: 1) selection of valid K and S parameters for the sampling 
method, 2) effect of different distributions on the validity of the sam­
pling method, and 3) effect of different lengths of reference strings. 
For each of these three topics, the experiments performed, the measure­
ments taken, the comparisons made, and the conclusions derived will be 
presented. 
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In the first set of experiments, the stack depth distribution, the 
page fault rate curve, and the lifetime function measurements will be 
shown for a range of sampling parameters. In these experiments, the 
stack depth distribution is held constant at the MODERATE distribution. 
Using the previously described naming convention, the reference string 
used for most of this part is referred to as LRU.MODERATE.500000. 
The first results presented are the maximum absolute errors that 
occur between any two corresponding stack depth distributions as described 
in Chapter II, Section 4. Figure 3.5 shows the maximum absolute error 
over the four sampling rates, 2%, 5%, 10%, and 20%, with the sampling 
parameters varied for each rate. These measurements were obtained from 
the stack depth distribution of the LRU.MODERATE.500000 reference string 
and using this distribution as the actual distribution when comparing 
the complete and sampled strings. For each rate, eleven sampled strings 
were made by setting the K parameter to a specific value, [l, 5, 10, 20, 
50, 75, 100, 125, 150, 175, 200], which defines the skip parameter, S, 
since the sampling rate is given [sr = K/(K + S) implies S = (K/sr) - K]. 
These forty-four (4 x 11) sampled strings were each compared to the 
actual string. The graph shows the plot of each of the four sampling 
rates, where each plot consists of the eleven connected points of maxi­
mum absolute error versus the K parameter value. As can be seen, the 
maximum difference between any two corresponding stack depths' probabil­
ity of reference is not greatly affected by the sampling rate. The max­
imum error rapidly decreases with K values from one to 75 after which 
the error levels off for each sampling rate. A K value of 75 or larger 
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K 
Figure 3.5. Maximum absolute error for 20%, 10%, 5% and 2% 
sampling rates 
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is needed to achieve a .01 or less maximum absolute error. The plots are 
fairly smooth with no obvious anomalous behavior. 
The second comparison deals with the average absolute error. A 
graph similar to the previous one is compiled in Figure 3.6 which shows 
the average error, instead of the maximum error, for each of the eleven 
sampled strings for each of the four sampling rates. As with the maximum 
absolute error, sampling rates do not have much effect on the average 
error between corresponding stack depths at K values greater than 75. 
There is a noticeable difference at lower K values; the 2%, 5%, 10%, and 
20% sampling rates are respectively better in measuring the average error 
at these lower K values. 
Considerable care must be exercised in interpreting these compari­
sons since either absolute or relative error by itself may be misleading. 
For example, the maximum error usually occurs in one of the top few 
depths of a distribution simply because a distribution with normal local­
ity, has relatively larger probability of reference at top stack depths 
and fairly low probability (orders of magnitude smaller) at lower depths. 
This implies that the maximum absolute error does not indicate whether 
the sampling method has accurately reproduced the lower depths. On the 
other hand, the average absolute error measurement is largely dependent 
on the number of pages referenced in the reference string. For example, 
two distributions, one having N depths (N different pages referenced) 
and the other having 2 x N depths, both having the same stack depth prob­
abilities for the first N - 1 depths would have different average abso­
lute errors. The absolute error measurements, then, give a single 
LRU.MODERATE.500000 
a) 20% sampling rate 
b) 10% sampling rate 
c) 5% sampling rate 
d) 2% sampling rate 
Figure 3.6. Average absolute error 
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scalar value which can be used to compare sample string's measurements 
of different sampling parameters and different original complete strings. 
But this single value measurement does not show a complete comparison. 
The difference between the upper and lower levels of the stack depth 
distribution will be taken up again later in this chapter. Further com­
parison can be shown by calculating relative errors in the stack depth 
distribution and page fault rate measurements. 
The next set of experiments in selecting the K and S parameters shows 
the effect of the parameters on the page fault rate curve measurements. 
A graph containing the plots of several reference strings' page fault 
rate curves is used to show the results. The page fault rate curve is 
the plot of memory size versus page fault rate at that memory size. The 
next two graphs contain measurements of strings that have a constant sam­
pling rate. The first graph is at 20% and the second is at 2%. Plots 
for a specific set of K values are made in each graph. The plot of mem­
ory versus page fault rate is the connected set of points of the page 
fault rate at each consecutive memory allocation. Figure 3.7 shows the 
20% sampling rate graph. Three sampled strings with K values of 1, 20, 
and 200 along with the complete string page fault rate curves are plotted. 
The sampled string with the K value equal to 200 most closely approxi­
mates the actual reference string. Again, a regular pattern of continu­
ously degraded accuracy exists as the K value decreases. Figure 3.8 
shows the two percent sampling rate graph. In this graph the effect of 
the K value is more prominent, but is again consistently better in approx­
imating the actual reference string's page fault rate curve as K 
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20 
a) 100% 
b) K=1 Skip=4 
c) K=20 Skip=80 
d) K=200 Skip=800 
15 
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Page fault rate 
Figure 3.7. Page fault rate of LRU.MODERATE.500000 
at 20% sampling rate 
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15 -, 
a) 100% 
b) K=1 Skip=49 
c) K=20 Skip=980 
d) K=200 Skip=9800 
Page fault rate 
Figure 3.8. Page fault rate of LRU.MODERATE.500000 at 2% 
sampling rate 
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increases. These two graphs, Figure 3.7 and Figure 3.8, show that with 
a constant sampling rate the best approximation of the true page fault 
rate curve is the string sampled with the largest permissible K value. 
Though not presented, the same consistent behavior occurred with the ten 
and five percent rates. The first two sets of experiments have shown 
that a large K value is the best to use for sampled string measurements. 
In this next experiment, K will be set to a specific relatively 
large value and the effect of the sampling rates will be determined. The 
same page fault rate curve graph used in the previous set of experiments 
is used again in this set. Figure 3.9 shows the page fault rate curves 
for 2%, 5%, 10%, and 20% sampling rates with the K value set at 100. The 
actual page fault rate curve of the original string is also plotted on 
the graph. There is no appreciable difference between the different sam­
pling rates at page fault rates greater than five percent. This graph 
shows that the K parameter is more important than the skip factor or the 
sampling rate. The next graph, Figure 3.10, is an enlargement of the 
page fault interval of .00 to .10 of the previous graph. In this en­
larged graph, there is a more pronounced effect of the sampling rates at 
the lower page fault rates. Figure 3.11 is the same type of graph only 
with K constant at the value of 200. This graph shows again that the 
sampled strings' measurements are increasingly more accurate as the sam­
pling rate increases at these low page fault rates. 
Presenting this information in a discrete form. Figure 3.12 is a 
table of memory sizes needed to achieve specified page fault rates. The 
memory allocations which achieve 85%, 90%, 95%, 99%, 99.5% and 99.9% 
a) Actual page fault rate curve 
b) 27o, 57o, 10%, and 20%, K=100 
sampled strings' page fault 
rate curves 
15 
Page fault rate 
Figure 3.9. Page fault rate curves of 2%, 5%, 10%, and 20% sampled strings at K=100 of 
LRU.MODERATE.500000 
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a) 100% 
b) 2% K=100 Skip = 4900 
c) 5% K=100 Skip = 1900 
d) 10% K=100 Skip = 900 
) 20% K=100 Skip = 400 
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Figure 3.10. 
Page fault rate 
Enlarged page fault curves of 2%, 5%, 10%, and 20% 
sampled strings at K=100 of LRU.MODERATE•500000 
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a) 2% K=200 
b) 5% K=200 
c) 10% K=200 
d) 20% K=200 
e) 100% K=200 
4-
. 02  .04 .06 
Page fault rate 
.08 .10 
Figure 3.11. Enlarged page fault curves of 2%, 5%, 10%, and 20% 
sampled strings at K=100 of LRU.MODERATE.500000 
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85% 90% 95% 99% 99.5% 99.9% 
Complete 100% 3 4 4 8 9 10 
Sampling 
rate K S 
20% 1 4 5 6 8 10 10 13 
10 40 4 6 8 10 10 13 
75 300 3 4 6 10 10 13 
100 400 3 4 5 10 10 13 
200 800 3 4 5 9 10 13 
10% 1 9 7 8 9 10 11 17 
10 90 5 7 9 10 11 17 
75 675 3 4 6 10 11 17 
100 900 3 4 6 10 11 17 
200 1800 3 4 5 10 11 17 
5% 1 19 8 9 10 11 12 21 
10 190 6 7 9 11 12 21 
75 1425 3 4 6 11 12 20 
100 1900 3 4 6 10 12 21 
200 3800 3 4 5 10 12 21 
2% 1 49 9 10 10 13 17 > 22 
10 490 6 8 10 13 17 > 22 
75 3675 3 4 6 13 17 > 22 
100 4900 3 4 6 13 17 > 22 
200 9800 3 4 5 12 16 > 22 
Figure 3.12. Memory allocation predictions of sampled strings 
page fault rates for the complete string is shown across the top of the 
table, predicted memory allocations are shown for sampled strings with 
various parameters. The table shows that at low page fault rates, the 
largest K values are the best parameter to use in predicting memory size. 
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Also hit ratios, the opposite of page fault rates, greater than 99% can 
be predicted only with high sampling rates. In the range of K values used, 
a 20% sampling rate is required to predict memory sizes at page fault 
rates lower than 1%. 
The measurements presented in the last set of experiments showed 
that the sampling method tended to be poor at predicting the memory size 
needed to achieve small page fault rates. An inherent attribute of the 
sampling method that was previously noted in Chapter II, Section 3 will 
be used to show why these poor predictions have occurred. This attribute 
of the sampling method is explained by an example and the effect is shown 
in the resulting measured stack depth distribution. 
The stack depth distribution of a sampled string may be divided into 
three pieces. The upper portion of the distribution has the same propor­
tion of references as in the complete string. The second piece of the 
stack depth distribution is a "transformation" to the third part. The 
third part has the same absolute number of references as are in the com­
plete string at the lower depths. This is illustrated by an example in 
which a reference string is presented as a stack distance string. When 
combining the sampling and LRU measuring processes, the references en­
countered after a skipped portion of the complete string will be to those 
pages referenced during the skip. In Figure 3.13 the stack distance 
string of the complete string during both monitoring periods of the sam­
pling process have no stack distances greater than three. During the 
skipped portion, there are some references to depths greater than three. 
These deeper stack distances are counted on the first reference to that 
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Page references 
Distance 
K : 
AABABACCBACC 
11222313331 
<—K— • • • 
EFDDFF. . . 
123121. . . 
Figure 3.13. Stack distances of a complete string during sampling 
page in the sampling interval. Intuition indicates that if the referenc­
ing lifetime, the amount of time that a page stays active, is short in 
comparison to the length of the skip, that these short lifetime pages 
•would be missed. Therefore, for a given sampling rate, the shortest 
skip factor should be the best parameter in predicting the lower part of 
the stack depth distribution. 
This is shown empirically to be true in Figure 3.14. The stack depth 
distribution of the complete string and the actual counts of references 
to the individual stack depths are shown along with the actual count 
columns for the sampled strings with K = 1, S = 4 and K = 200, S = 800. 
The actual number of references to depths 15 through 22 are predicted by 
the sampled string with the parameters K = 1 and S = 4 and depths 12, 13, 
and 14 are all off by only one reference. At the highest depths of the 
distribution the K = 200 sampled string does the best in predicting the 
stack depth probabilities as shown in the first two sets of experiments. 
These three parts will be referred to as the PROPORTIONAL, TRANSITIONAL, 
and, ACTUAL portions a method of determining the measurements from the 
two sampled strings will be called the COMBINATIONAL method. The 
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Complete string 20% K=1 S=4 20% K=200 S=800 
Stack 
depth 
Correct 
number Distribution Number 
Distribution 
X 20% Number Distribution 
1 204826 .409650 31421 .062842 40936 .40936 
2 199146 .398292 21525 .043050 39403 .39403 
3 39874 .079748 16001 .032002 7740 .07740 
4 33179 .066358 11642 .023284 6239 .06239 
5 8454 .016908 6576 .013152 1707 .01707 
6 4880 .009760 4073 .008146 1000 .01000 
7 3195 .006390 2811 .005622 783 .00783 
8 2434 .004868 2135 .004270 631 .00631 
9 1785 .003570 1767 .003534 595 .00595 
10 1991 .003982 1778 .003556 617 .00617 
11 110 .000220 144 .000288 209 .00209 
12 15 .000030 16 .000032 30 .00030 
13 21 .000042 20 .000040 20 .00020 
14 9 .000018 10 .000020 8 .00008 
15 17 .000034 17 .000034 18 .00018 
16 13 .000026 13 .000026 12 .00012 
17 7 .000014 7 .000014 8 .00008 
18 9 .000018 9 .000018 9 .00009 
19 8 .000016 8 .000016 8 .00008 
20 2 .000004 2 .000004 2 .00002 
21 3 .000006 3 .000006 3 .00003 
Figure 3.14. Effect of sampling method 
breakpoints in the sampled strings' distribution are between depths six 
and seven for the PROPORTIONAL-TRANSITIONAL boundary and between depths 
11 and 12 for the TRANSITIONAL-ACTUAL number boundary. For the TRANSI­
TIONAL part of the distribution, a method of determining which sampling 
parameters to use could be developed, but this detailed work will be 
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slated for future research if this property is found in the sampling of 
real reference strings. A partially intuitive method for determining 
the boundary depths of the three parts of a sampled distribution using 
only the sampled strings' measurements is shown in Figure 3.15. This 
20% 20% 20% 10% 10% 10% 
Complete K=1 K=100 K=200 K=1 K=100 K=200 
1 409534 63183 81221 81539 25141 40525 40626 
2 398901 42760 77987 79000 19026 39108 39702 
3 79187 31784 15401 15473 15212 7700 7770 
4 66057 23225 11999 12501 11299 5924 6135 
5 16911 13063 3442 3467 7996 1683 1675 
6 9893 8209 3378 2053 5990 1085 1020 
7 6418 5690 1931 1570 4625 930 793 
8 4971 4365 1783 1329 3701 862 612 
9 3622 3556 1661 1225 3266 813 605 
10 4019 3605 1561 1144 3139 689 485 
11 213 281 437 395 323 356 258 
12 29 30 53 61 33 75 75 
13 45 46 43 44 48 51 43 
14 20 21 26 19 21 25 30 
15 33 33 32 37 32 28 31 
16 32 32 28 26 33 29 24 
17 17 17 18 18 17 16 17 
18 20 20 21 20 20 23 22 
19 19 19 19 20 19 19 20 
20 16 16 16 16 16 16 15 
21 9 9 10 9 9 9 8 
22 12 12 11 12 12 12 12 
Figure 3,15. Stack depth reference counts of LRU.MODERATE.1000000 
and sampled strings 
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figure was compiled from a longer original complete string as noted by 
the name LRU, MODERATE.1000000. The table shows the depth counts for K 
values of 100, and 200 for both the 10% and 20% sampling rates. The end 
of the PROPORTIONAL portion of the distribution is determined by looking 
for the point where the K = 100 and K = 200 distributions are "relatively 
far apart". In the table this can be seen at depth 6 or 7; the relative 
difference at depth 5 is ABS (3442 - 3467) / (3442 + 3467)/2) = 25 / 
3454 = .72%, at depth 6 is 225 / 2165 = 10.39%, and at depth 7 is 361 / 
1750 = 20.63%. The lower boundary (TRANSITIONAL-ACTUAL) may be found by 
comparing the values of all three (K = 1, K = 100, and K - 200) sampled 
strings. The first large difference proceeding up the stack depth dis­
tribution is at depth 12 where for the K = 1 string the reference count 
is 30, for K = 100 there are 53 references, and for K = 200 there are 
61 references which is twice the number as the K = 1 count. To convert 
the count in the lower stack depth to the correct stack depth probabil­
ity, the count is divided by the original complete string's length in­
stead of the sampled string's length to determine the stack depth prob­
ability. As mentioned before, no method has been developed for computing 
the TRANSITIONAL portion probabilities. In general, experimentation has 
shown that the actual probabilities are most closely approximated with 
K = 1, treating the counts the same as the ACTUAL portion of the stack 
depth distribution. 
Using this new COMBINATIONAL method of combined distribution meas­
urement, the relative error was computed for the stack depth distribu­
tion as shown in Figure 3.16. The largest relative errors occur in the 
76 
ACTUAL COMBINATIONAL Difference Relative 
error (%) 
1 .409650 1 .409360 .000290 .07 
2 .398292 .394030 .004262 1.07 
3 .079748 o 
H 
.077400 .002348 2.94 
4 .066358 g 
PM 
.062390 ,003968 5.98 
5 .016908 
i 
.017070 ,000162 .96 
6 .009760 
' 
.010000 .000240 2.46 
7 .006390 i .005622 .000768 12.02 
8 .004868 .004270 .000598 12,28 
9 .003570 H H 
H 
.003534 ,000036 1,01 
10 .003982 g 
1 
.003656 .000326 8.19 
11 .000220 .000188 .000032 14,55 
12 ,000030 / .000032 ,000002 6.67 
13 .000042 .000040 .000002 4.76 
14 .000018 ,000020 .000002 11,11 
15 .000034 ,000034 .000000 .00 
16 .000026 h ; 
r. 
.000026 .000000 .00 
17 .000014 g .000014 .000000 .00 
18 .000018 < G .000018 .000000 .00 
19 ,000016 .000016 .000000 ,00 
20 .000004 .000004 .000000 ,00 
21 .000006 \ .000006 .000000 ,00 
Figure 3.16. Relative error of stack depth distribution measure­
ment using COMBINATIONAL method on LRU,MODERATE,500000 
TRANSITIONAL period. These large errors could possibly be lowered if the 
more sophisticated method of handling the TRANSITIONAL period is devel­
oped. Figures 3.17 and 3.18 show the lifetime function of the actual and 
sampled strings. In Figure 3.17, the two lifetime curves, the actual from 
the complete string and the sampled from the COMBINATIONAL approach of 
measuring LRU,MODERATE,1000000 at the 20% sampling rate, are plotted. 
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Figure 3.17. Lifetime curves of LRU.MODERATE.1000000 and the 
COMBINATIONAL method of measuring the sample 
string at 20% sampling rate 
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Estimated from Relative 
ACTUAL COMBINATION Difference error (%) 
1 1.69 1.69 .00 .3 
2 5.08 5.22 .14 2.8 
3 8.36 8.90 .54 6.1 
4 17.50 21,58 4.09 18.9 
5 25.13 34.00 8.89 26.1 
6 33.86 51,23 17.38 33.9 
7 74.58 76.30 1.72 2.2 
8 129.50 123.00 6.50 5.3 
9 240.00 222.00 18.00 8,1 
10 1792.00 2053.00 260.00 12.7 
11 3610.00 3649.00 39.00 1.0 
12 4048.00 4081.00 33.00 ,8 
13 4975.00 5000.00 25.00 .5 
14 5555.00 5555.00 .00 .0 
15 6802.00 6802.00 .00 .0 
16 8695.00 8695.00 .00 ,0 
17 10204.00 10204.00 ,00 ,0 
18 12820.00 12820,00 .00 .0 
19 16949.00 16949.00 .00 .0 
20 23255.00 23255.00 .00 .0 
21 29411.00 29411.00 .00 .0 
Average = 5.4% 
Figure 3.18. Relative errors of lifetime function of 
LRU,MODERATE,1000000 and sampled string at 
20% sampling rate 
There is no major difference between the two lifetime curves. Figure 
3.18 shows the absolute difference and relative errors between the actual 
and estimated lifetime values at each memory allocation. The relative 
error values, besides giving an objective value of error, show in more 
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detail the differences between the two measurements than the plot of the 
lifetime curves. As previously mentioned, the lifetimes are calculated 
from the page fault rates which in turn, are calculated from the stack 
depth distribution. The reason that both forms of measurements are pre­
sented is that the lifetime curve is a cumulative measurement and the 
stack depth distribution is not. This difference in measurement allows 
the error to either accumulate or average out over the cumulative measure­
ment. The lifetimes are calculated from both ends of the memory alloca­
tions, since the end point values of the page fault rate are known and 
the most valid measurements of the stack depth distribution are in the 
PROPORTIONAL and ACTUAL portions. 
In summary of this selection, there is no anomalous behavior with 
the absolute error measurements as the sampling parameters vary. The 
large K values are best in predicting the page fault rates and, because 
of the sampling method characteristic, a COMBINATIONAL method can accu­
rately predict the stack depth distribution, page fault rate, and life­
time function. 
The second aspect to be examined is the effect of different stack 
depth distributions. The question to be answered is whether the conclu­
sions made for the MODERATE distribution hold for other distributions. 
The three comparisons that are made in this part are: 1) the maximum ab­
solute error of different distributions, 2) the accuracy of the page fault 
rate curves, and 3) the ability to predict the memory allocation required 
to achieve a specified page fault rate. 
The first comparison, maximum absolute errors, is presented in graphs 
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similar to those used in the previous sections. In this case, though, 
the plots for the three different distributions with a fixed sampling 
rate are on one graph. There are three graphs in Figure 3.19; a) the 
20% plots, b) the 10% plots, and c) the 2% plots. All three graphs 
show that the maximum absolute error is not dependent on the stack depth 
distribution. Note that even though the first depth probabilities of 
the LOOSE, MODERATE, and TIGHT distributions are approximately .14, ,39, 
and .65 respectively, the maximum errors quickly converge to the same 
value. Specifically, in Figure 3.19a, the maximum errors converge at K 
values lower than 50. The different maximum errors at the lower K val­
ues is understandable because of the differences in the maximum probabil­
ity of the different distributions and the fact that large K values are 
needed to accurately measure the first portion of the distribution. In 
Figure 3.19b, the ten percent sampling rate behaves similar to the 20% 
rate for the different distributions. In the 2% sampling rate, Figure 
3.19c, the maximum errors do not converge as closely until a K value of 
125 is reached. In summary, the maximum absolute error does not seem to 
be dependent on the distribution when the K values are greater than 50. 
The maximum error value to which the different distributions converge to 
is approximately .01. 
The accuracy of the page fault rate measurements for different dis­
tributions is the next set of results to be presented. Figure 3.20 shows 
the relative error for the page fault rates for each memory allocation 
size for the COMBINATIONAL approach of measurement of the sampled string 
with a 20% sampling rate for LRU.LOOSE.500000, LRU.MODERATE.500000, and 
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MODERATE 20% 
TIGHT 20% 
LOOSE 20% 
.10 
.05 
150 200 100 
Figure 3.19a. Maximum absolute errors of LRU.LOOSE.500000, LRU.MODERATE. 
500000, and LRU.TIGHT.500000 at 20% sampling rate 
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1) MODERATE 10% 
2) TIGHT 10% 
3) LOOSE 10% 
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Figure 3.19b. Maximum absolute errors of LRU.LOOSE.500000, LRU.MODERATE. 
500000, and LRU.TIGHT.500000 at 10% sampling rate 
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Figure 3.19c. Maximum absolute error of LRU.LOOSE.500000, LRU.MODERATE. 
500000, and LRU.TIGHT.500000 at 2% sampling rate 
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LRU.LOOSE 
Estimated 
page fault 
rate 
.861910 
.732420 
.612310 
.505020 
.407410 
.319150 
.241730 
.175000 
.118760 
.073950 
.063930 
.054330 
.020688 
.016206 
.013326 
.010124 
.008294 
.004864 
.002858 
.001040 
.000021 
.500000 LRU.MODERATE.500000 
Relative Estimated Relative 
error page fault error 
rate 
1 .590640 
2 .196610 
3 .119210 
4 .056820 
5 .039750 
6 .029750 
.19 
.24 
.30 
.96 
1.87 
2.90 
4,93 
9.09 
19.11 
49.39 
58.50 
67.79 
18.53 
17.56 
9.47 
5.56 
6.03 
.33 
1.99 
11.58 
.00 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
.011870 
.007600 
.004066 
.000410 
.000222 
.000190 
.000150 
.000130 
.000096 
.000070 
.000056 
.000048 
.000032 
.000028 
.000022 
.05 
2.30 
6.14 
23.60 
36.80 
54.30 
7.90 
4.90 
8.10 
6.80  
.90 
.00 
1.35 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
LRU.TIGHT 
Estimated 
page fault 
rate 
.346460 
.170170 
.138950 
.078390 
.021680 
.005250 
.004890 
.003134 
.000538 
.000440 
.000370 
.000348 
.000320 
.000284 
.000264 
.000250 
.000236 
.000220 
.000194 
.000168 
.000146 
.000140 
.000092 
.000024 
500000 
Relative 
error 
.89 
1.92 
2 .81  
9.12 
35.34 
17.45 
8.60 
15.60 
1.46 
.45 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
.00 
Figure 3.20. Relative error for the three different distribution 
sampled strings at 20% sampling rate with COMBINA­
TIONAL method of measurement 
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LRU.TIGHT.500000 respectively. The boundaries between the PROPORTIONAL, 
TRANSITIONAL, and ACTUAL sections are marked by lines in the tables. 
Notice that the LOOSE measurements do not have a third section, ACTUAL 
section, in the page fault rate list. This could be because of the rela­
tively higher probabiliites of reference for the lowest stack depths of 
the strings compared to the MODERATE and TIGHT strings. All of the page 
fault rate relative errors increase as the depth number increases from 
1 to the end of the PROPORTIONAL section. This shows that the error 
accumulates as the memory allocation increases. This is explained by the 
slightly smaller number of references to each of the top depths when 
the first reference to a page in a new sampling interval increments the 
lower depth counts instead of the top depth counts as shown in the example 
earlier in this section. During the TRANSITIONAL part, the relative 
errors are smaller than those at the end of the PROPORTIONAL part, but 
there is no general trend. In the last portion, the ACTUAL section, the 
relative error is zero except for a few memory sizes where the error is 
less than two percent. 
The next table shows the actual and predicted values from the 
COMBINATIONAL measurements of memory allocation required to obtain a 
certain page fault rate across different distributions. In Figure 
3.21, the allocation necessary for the hit ratios at the top of each 
column for the complete and sampled strings for each distribution are 
shown. For example, the amount of memory required to have a 99% hit ratio 
for both the LRU.LOOSE.500000 complete and sampled strings is 17 pages. 
This application of the page fault rates shows that there is little 
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Hit ratios 
85% 90% 95% 99% 99.5% 99.9% 
LRU.LOOSE.500000 
Complete string 
(Actual) 
9 9 10 17 18 20 
Sampled string 
(Estimated) 
9 9 13 17 18 21 
LRU.MODERATE.500000 
Complete string 
(Actual) 
3 4 4 8 9 10 
Sampled string 
(Estimated) 
3 4 5 8 9 10 
LRU.TIGHT.500000 
Complete string 
(Actual) 
3 4 5 5 7 9 
Sampled string 
(Estimated) 
3 4 5 6 8 9 
Figure 3.21. Memory size predictions to achieve different 
hit ratios 
error in the measurement predictions. 
In summary of the effect of different stack depth distributions, 
the following conclusions have been made: 1) The maximum absolute error 
is independent of the different distributions. 2) The accuracy of the 
stack depth distribution and page fault rate measurements is dependent 
on the three sections of the sampled string's stack depth distribution. 
3) The prediction of the memory allocation required to attain a specified 
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page fault rate is very accurate. 
The last set of results for the fixed space measurements of the LRU 
generative model determines the effect of the length of the reference 
string on the accuracy of the measurements. The first result shows the 
absolute error for two strings of different length. The second result 
pertains to the effect of the length of the reference string on the struc­
ture of the distribution for the complete, synthetic reference string. 
The maximum absolute error at the ten percent sampling rate for a 
range of K values is shown in Figure 3.22. The two curves represent the 
sampling of the LRU.MODERATE.100000 and LRU.MODERATE,500000 reference 
strings. As can be seen, there is no appreciable difference between the 
reference strings with length 100000 and 500000. The maximum absolute 
error, as stated before, occurs in the upper portion of the distribution, 
therefore, the length of the string does not affect the measurement of 
the upper stack depths. 
The effect of the length of the reference string on the lower depths 
is much more prominent. In fact, a different problem other than the abil­
ity of the sampling method to make accurate measurements is of concern 
with different lengthed reference strings. This problem is that the com­
plete reference string might not exhibit the structural property of the 
input parameter, if the reference string is not long enough. This is 
shown in Figure 3.23 where the LRU.MODERATE.100000 string does not con­
tain references to all the stacks' depths shown in the input distribution 
while the LRU.MODERATE.500000 is closer to the input distribution. The 
figure also shows the stack depth distribution from the measured sample 
88 
.15 
LRU,MODERATE.500000 
LRU,MODERATE.100000 
.10 
.05 
ÏÔÏÏ zoa 
K 
Figure 3.22. Effect of reference string length on maximum absolute 
error measurement 
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Input 
distribution 
Complete strings K = 200 10% sampling rate 
100000 500000 100000 500000 
1 .410146 .409930 .409652 .407700 .408000 
2 .398497 .399330 .398292 .398700 .396780 
3 .078842 .079960 .079748 .078400 .076680 
4 .065996 .065320 .066358 .061000 .061540 
5 .016778 .016850 .016908 .015700 .016460 
6 .010070 .009690 .009760 .009500 .009900 
7 .006547 .006110 .006390 .006800 .007860 
8 .004866 ,004770 .004868 .006200 .006380 
9 .003692 .003520 .003570 .005800 .005760 
10 .004078 .004080 .003982 .005800 ,005020 
11 .000218 .000170 .002200 .001600 .002860 
12 .000038 .000030 .000030 .000600 .000600 
13 .000046 .000020 .000042 .000100 .000420 
14 .000022 .000010 .000018 .000100 .000260 
15 .000032 .000010 .000034 .000100 .000220 
16 .000024 .000000 .000026 .000000 .000220 
17 .000020 .000010 .000014 .000100 .000160 
18 .000016 .000000 .000018 .000000 .000200 
19 .000020 .000000 .000016 .000000 .000140 
20 .000026 .000000 .000004 .000000 .000040 
21 .000012 .000000 ,000006 .000000 .000060 
Figure 3.23. Effect of length of reference string on stack 
depth distribution 
strings. The result is that the measurement of the sampled strings from 
the 100000 length string closely approximates the measurement of the 
100000 length complete string; the measurement of the sampled string of 
the 500000 length string closely approximates the 500000 length complete 
string; but the 100000 length ccsnplete string is not an accurate 
90 
approximation to the input measurement while the 500000 length string is 
accurate. The conclusion is that the sampling methods measure whatever 
structure exists in the complete string from which the sampled string 
is derived. However, it is necessary to have a sufficiently long 
period of sampling in order for the "complete" string to exhibit the 
true structure of the measured task or system. 
This concludes the fixed-space results. A terse list of the conclu­
sions are presented at the end of the chapter after the variable-space 
measurements are presented. 
The variable-space measurements, based on the working set policy, 
are the working set size and the page fault rate for various window sizes. 
The results of the experiments using the variable-space measurements are 
presented in four parts: 1) selection of the K and S parameter values, 
2) effect of different sampling rates on measurements, 3) effect of dif­
ferent stack depth distributions, and 4) effect of different lengths of 
strings. In each of these four parts the results for both the working 
set size and page fault rate measurements will be in the form of relative 
errors. 
In the first part, selection of the sampling parameters, the experi­
ments is performed on LRU.MODERATE.100000 using a 10% rate. The other 
three sampling rates were also measured and the conclusions presented be­
low are confirmed by these measurements. Since these preliminary experi­
ment results indicated that small K values performed best, the K values 
selected for this experiment are 1, 2, 3, 4, 5, 10, 20, 50. 
Figure 3.24 is a table showing the working set sizes and relative 
Actual K = 1 3 = 9 M II S = 45 K = 50 S = 450 
T w(T) W(T') Relative 
error (%) W(T') 
Relative 
error (%) W(T') 
Relative 
error (%") 
200 7.6661 6.5530 14.52 5.8689 23.44 4.2946 43.98 
400 9.0082 8.3597 7.20 7.7881 13.54 5.7316 36.37 
1000 10.0823 10.0892 .07 9.7267 3.53 8.1819 18.85 
2000 10.4308 10.3907 .38 10.3595 .68 9.6758 7.24 
4000 10.8923 10.8564 .33 10.8326 .55 10.5261 3.36 
6000 11.2729 11.2421 .27 11.2176 .49 10.9699 2.69 
8000 11.6098 11.5819 .24 11.5606 .42 11.3375 2.35 
10000 11.9049 11.8828 .19 11.8581 .39 11.6396 2.23 
12000 12.1296 12.1111 .15 12.0838 .38 11.8850 2.02 
14000 12.3027 12.2846 .14 12.2600 .35 12.0703 1.89 
16000 12.4496 12.4319 .14 12.4068 .34 12.2305 1.76 
18000 12.5896 12.5719 .14 12.5468 .34 12.3706 1.74 
20000 12.7297 12.7119 .14 12.6868 .34 12.5107 1.72 
Figure 3,24. Effect of K value on working set size measurement on LRU.MODERATE.100000 
at 10% sampling rate 
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error for various T values with the complete string and the K=l, K=5, and 
K=50 sampled strings. The K=1 string has less relative error for every 
window size than the K=5 string. The same relationship exists between 
the K=5 and K=50 strings. The relative error decreases with all three 
sampled strings as T increases. The relative error for the K=1 sampled 
string for T values greater than and equal to 1000 is less than .4%. This 
accuracy in the working set size is to the tenth of a page frame. The 
conclusion derived from this experiment is that for all window sizes the 
K parameter that performs best is K=l. This conclusion is reasonable 
since 1) the best measuring of the actual working set size from a sampled 
string would result when the sampled string included all the different 
pages that are in the actual string for each window, and 2) because of 
locality, the number of different pages observed in a sample of consecu­
tive references decreases as K increases; thus, at a specified sampling 
rate the best way to include all the different pages in each window in 
the sampled string is with a K value of one. This can be shown with 
the following example. 
A typical distance string and respective reference string from an 
LRU generator with an initial stack consisting of B C D E A is: 
distance string —511121121131121112411212511121 
reference string -AAAABBBAAACCCAAAACDDDCCDEEEEDD 
Even though the two strings do not seem to be structurally different, 
notice that the page in the reference string slowly changes. For a 20% 
sampling rate, the two parameter value extremes over this reference 
string sample are K=1 and K=6. The sampled strings in each case are as 
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follows : 
K=1 — A^ BBBAAAÇCCAAMCDDDCCDEEEEDD 
K=6 -- AAAABBBAAACCCAAAACDDDCCDEEEEDD 
This example has shown why the K=1 parameter choice is better than a 
larger K value when consecutive references are likely to be to the pre­
vious page. 
An explanation of the result that as T increases the relative error 
decreases is that in the larger windows more samples occur. Therefore, 
there is a higher probability of sampling all the unique pages in a win­
dow. This agrees with the low relative error found at the larger window 
sizes with the K=50 string. In this case the 50 reference sample should 
capture all the high depth references at each sample, and then multiple 
samples in each window give an accurate account of the actual reference 
string. 
In summary of this experiment, the K=1 sampling parameter performs 
best, but the other low K values also perform well at large window sizes 
and may be used depending on the convenience of the sampling method im­
plementation. 
The page fault rate measurements for the same experiment are not 
quite as well-behaved as the working set measurements. Figure 3.25, which 
is similar to the previous working set size table in Figure 3.24, shows 
the page fault rate results. For T values greater than 4000 the relative 
error is generally .0% for all K values. For smaller T values (T < 4000), 
the error is fairly large and it increases from T=200 to T=1000. The 
conclusion reached from these results is that the K=1 parameter value 
Actual K = 1 S = 9 K = 5 S = 45 K = 50 S = 450 
T f(T) f(T') Relative 
error (%) f(T') 
Relative 
error (%) f(T') 
Relative 
error (%) 
200 .01011 .01390 37.49 .01419 40.36 .00910 9.99 
400 .00448 .00616 37.50 .00690 54.02 .00617 37.72 
1000 .00074 .00108 45.95 ,00149 101.33 .00203 174.32 
2000 .00036 .00037 2.77 .00040 11.10 .00093 158.33 
4000 .00032 .00033 3.12 .00033 3.12 .00039 21.87 
6000 .00032 .00032 .00 .00032 .00 .00033 3.12 
8000 .00029 .00029 .00 .00029 .00 .00030 3.44 
10000 .00028 .00028 .00 .00028 .00 .00028 .01 
12000 .00026 .00026 .00 .00026 .00 .00027 3.84 
14000 .00024 .00024 .00 .00024 .00 .00024 .00 
16000 .00024 .00024 .00 .00024 .00 .00024 .00 
18000 .00024 .00024 .00 .00024 .00 .00024 .00 
20000 .00024 .00024 .00 .00024 .00 .00024 .00 
Figure 3.25. Effect of K value on page fault rate measurement on LRU.MODERATE.100000 
at 10% sampling rate 
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is slightly better than the other larger K values. 
Possible explanations of the high error rate at the low T values 
are 1) that the page fault rate is changing too rapidly to measure it 
accurately, 2) the page fault rate is too large causing the locality set 
to change too rapidly to be accurately sampled, and 3) the page fault 
rate is hard to measure at small window sizes because there are too few 
samples in each window. Because of the fixed-space nature of the LRU 
generated strings and the uniform distribution of the low stack depth dis­
tances, these three explanations will not be tested under the LRU model. 
In the next chapter the generative model allows more explicit control of 
the parameters needed to explore the above explanations. 
Before proceeding to the second variable-space measurement experi­
ment, examining the effect of different sampling rates, it is important 
to note that for the practical window sizes the results seen above have 
been very good. Furthermore, the results indicate that smaller sampling 
rate could be used for larger window sizes with the LRU generated strings. 
These two conclusions must be understood with the caution that the LRU 
strings exhibit only micro-behavior. 
The second experiment is performed with the same distribution as 
with the first experiment. The working set and page fault rate measure­
ment relative errors were compiled for the K=1 sampled strings with the 
2%, 5%, 10%, and 20% sampling rates. Figure 3.26 shows the relative 
error for the working set size measurements for the previously used window 
sizes from 200 to 20000. 
Actual 2% K = 1 S = 49 5% K = 1 S = 19 10% K = 1 S = 9 20% K = 1 8 = 4 
T w(T) W(T') Relative 
error (%) W(T') 
Relative 
error (%) W(T') 
Relative 
error (%) W(T') 
Relative 
error (%) 
200 7.6661 3.2255 57.9 5.3152 30.7 6.5530 14.5 7.2036 6.0 
400 9.0082 5.2805 41.3 7.4704 17.1 8.3597 7.2 8.7477 2.3 
1000 10.0823 8.3755 16.9 9.5646 5.1 10.0893 .1 10.0159 .7 
2000 10.4307 10.0070 4.1 10.3292 1.0 10.3907 .4 10.4116 .2 
4000 10.8927 10.7220 1.6 10.8114 .7 10.8564 .3 10.8767 .1 
6000 11.2729 11.1090 1.4 11.1984 .7 10.2421 .3 11.2592 .1 
8000 11.6098 11.4595 1.3 11.5390 .6 11.5819 .2 11.5981 .1 
10000 11.9049 11.7655 1.3 11.8427 .5 11,8828 .2 11.8968 .1 
12000 12.1296 11.9990 1.1 12.0714 .5 12.1111 12.1219 .1 
14000 12.3027 12.1835 1.0 12.2318 .6 12.2846 12.2957 .1 
16000 12.4496 12.3305 1.0 12.3922 .5 12.4319 12.4427 .1 
18000 12.5896 12.4705 .9 12.5322 .4 12.5719 12.5827 .0 
20000 12.7296 12.6105 .9 12.6722 .4 12.7119 12.7227 .0 
Figure 3.26. Effect of sampling rate on working set size measurements of LRU.MODERATE.100000 
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The results are 1) the higher the sampling rate for any specific 
window size, the lower the error, 2) for any sampling rate the larger the 
window size, the smaller the relative error, 3) for all sampling rates, 
at T values greater than or equal to 2000, there is acceptable error, and 
4) for small sampling rates (2% and 5%) and small window sizes the rela­
tive error is large. 
The first result is logical since, as the sampling rate increases, 
the accuracy should increase because there is more of the actual string 
upon which to estimate the measurement. The second result can be ex­
plained by the fact that there are more samples in a window as the window 
size increases which again is attributed to the increased number of 
samples per window. The third result follows logically from the same 
reason as the second result: There are more samples per window at the 
larger window sizes. The fourth result is also attributed to the number 
of references in each window to estimate the measurement. In this case 
the sampled strings window size T' (see Chapter II, Section 3) has too 
few references to estimate the true working set size of the complete 
string. For example, at T=200 and the 2% sampling rate, T' = 200 x .02 = 
4, but the working set size for T=200 in the complete string is 7.6661 
(which is larger than the largest working set size that a window of size 
4 can attain). In summary of this fourth result, a ratio based on the 
number of chances (references) there are in the T' window to predict the 
working set size of T in the complete string is T x sr / w(T) where sr 
is the sampling rate and w(T) is the working set size in the complete 
string with window size T. This ratio was calculated for various window 
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sizes and sampling rates. It was generally found that a ratio of approx­
imately 5:1 was necessary to achieve acceptable accuracy. 
In conclusion of this experiment, all sampling rates have valid work­
ing set measurements at large T and the number of references in the 
sampled strings window, T , has to be large enough to estimate the cor­
rect working set size. 
Figure 3.27 shows the relative errors for the same experiment as 
Figure 3.26 only for the page fault rates instead of the working set 
sizes. Again, for T values greater than or equal to 4000, the relative 
error is negligible for all sampling rates. At small T values in the 
range from 200 to 2000, there is considerable loss of accuracy as the 
sampling rate varies from 20% to 2%. As mentioned in the results of the 
first variable-space experiment, the reason for the anomalous behavior 
at the small window sizes is not known. The conclusion made at this 
point is that for large window sizes, all the sampling rates perform well 
and the results indicate that smaller sampling rates could be used. 
The third experiment checks the effect of different distributions 
on the ability of the sampling method to predict the variable-space meas­
urements. Figure 3.28 shows the actual working set sizes and the rela­
tive errors for both the 10% and 20% error rates for the LOOSE, MODERATE, 
and TIGHT distributions across the previously used window sizes. This 
table indicates that all the different distributions behave similarly. 
The accuracy in the low window sizes increases going from the LOOSE to 
the MODERATE to the TIGHT distribution strings. This is reasonable, 
since with tighter distributions, the working set size is smaller at 
Actual 2% K = 1 S = 49 5% K = 1 S = 19 10% K = 1 S = 9 20% K = 1 S = 4 
T f(T) f(T') Relative error (%) f(T') 
Relative 
error (%) f(T') 
Relative 
error (%) f(T') 
Relative 
error (%) 
200 .01011 .01317 30.26 .0156 54.30 .01390 37.49 .01169 15.63 
400 .00448 .00897 100.22 .00776 73.21 .00616 37.50 ,00519 15.85 
1000 .00074 .00324 337.8 .00186 151.35 .00105 45.95 .00091 22.97 
2000 .00036 .00094 161.11 .00066 83.3 .00037 2.77 .00037 2.77 
4000 .00032 .00033 3.12 .00033 3.12 .00033 3.12 ,00033 3.12 
6000 .00032 .00032 .00 .00032 .00 .00032 .00 ,00032 .00 
8000 .00029 .00029 .00 .00029 .00 .00029 .00 .00029 .00 
10000 .00028 .00028 .00 .00028 .00 .00028 .00 ,00028 .00 
12000 .00026 .00026 .00 .00026 .00 .00026 o
 
o
 
.00026 .00 
14000 .00024 .00024 .00 .00025 4.00 .00024 .00 ,00024 .00 
16000 .00024 .00024 .00 .00024 .00 .00024 .00 ,00024 .00 
18000 .00024 .00024 .00 .00024 .00 .00024 .00 ,00024 .00 
20000 .00024 .00024 .00 .00024 .00 .00024 .00 .00024 .00 
Figure 3.27. Effect of sampling rate on page fault rate measurements of LRU.MODERATE.100000 
T 
LRU.LOOSE.100000 LRU.MODERATE.100000 LRU.TIGHT.100000 
Actual w(T) 10% 20% Actual w(T) 10% 20% Actual w(T) 10% 20% 
200 14.6920 29.66 13.11 7.66611 14.52 6.03 6.1005 8.14 3.27 
400 16.9758 16.54 6.43 9.00824 9.20 2.89 7.0970 5.60 2.43 
1000 19.5237 5.03 1.71 10.08234 .07 . 66 8.7393 2.47 1.05 
2000 20.4885 1.16 .25 10.43077 .38 .18 9.4908 .86 .52 
4000 20.7842 .33 .06 10.89336 .33 .44 10.2275 .41 .22 
6000 20.8818 .29 .04 11.2729 .27 .12 10.8283 .34 .20 
8000 20.9337 .27 .04 11.6098 .24 .10 11.3989 .33 .19 
10000 20.9503 .25 .03 11.9049 .19 .07 11.9096 .29 .17 
12000 20.9503 .25 .03 12.1296 .15 .06 12.3698 .27 .17 
14000 20.9503 .25 .03 12.3027 .14 .06 12.7906 .26 .16 
16000 20.9503 .25 .03 12.4496 .14 .06 13.1973 .24 .13 
18000 20.9503 .25 .03 12.5896 .14 .05 13.5513 .23 .14 
20000 20.9503 .25 .03 12.7296 .14 .05 13.8749 .22 .13 
Figure 3.28. Effect of different stack depth distributions on working set size 
measurements 
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small T (the previously defined ratio value will increase as the working 
set size of the complete string decreases). Generally, across all three 
distributions, the relative error is less than 1% for window sizes 
greater than or equal to 1000 for both the 10% and 20% sampling rates. 
The conclusion of this experiment is that there is not much effect of dif­
ferent distributions, except at small window sizes where the tighter dis­
tribution results in smaller error. 
The corresponding page fault rate comparison for the different dis­
tributions is shown in Figure 3.29. For T values greater than or equal 
to 4000, the relative error increases as the distributions change from 
TIGHT to MODERATE to LOOSE. This may indicate that rapidly changing page 
fault rates occurring at small window size changes are not easily meas­
ured by the sampling method. Again, further explanation will not be in­
vestigated until this effect is found to be a trend in the results of 
the following chapters. The conclusion based on this measurement is 
that at large window sizes, the distribution has no effect on the page 
fault rate measurement error. 
The fourth experiment checks the effect of the length of the string 
on the validity of the variable-space measurements. Figures 3.30 and 
3.31 are, respectively, the results of the working set size and the page 
fault rate measurements for different length strings. The working set 
measurements show a larger working set size at the larger window sizes 
for the longer string, but the relative errors are the same for both the 
100000 and 500000 length strings. The page fault rates of the two strings 
also show similar relative errors for corresponding t values. Therefore, 
T 
200 
400 
1000 
2000 
4000 
6000 
8000 
10000 
12000 
14000 
16000 
18000 
20000 
LRU.LOOSE.100000 LRU.MODERATE.100000 LRU.TIGHT.100000 
Actual f(T) 10% 20% Actual f(T) 10% 20% Actual f(T) 10% 20% 
.01668 68.04 41.13 .01011 37.41 15.63 .00568 27.64 4.58 
.00810 68.89 31.97 .00448 37.60 15.85 .00443 7.90 4.52 
.00224 73.21 29.02 .00074 45.95 22.97 .00157 15.28 3.18 
.00055 58.18 20.00 .00036 2.77 2.77 .00052 7.69 5.77 
.00028 3.57 3.57 .00032 3.12 3.12 .00044 2.27 2.27 
.00025 .00 .00 .00032 .00 .00 .00041 .00 .00 
.00023 .00 .00 .00029 .00 .00 .00041 .00 .00 
.00021 .00 .00 .00026 .00 .00 .00038 .00 .00 
.00021 .00 .00 .00024 .00 .00 .00037 .00 .00 
.00021 .00 .00 .00024 .00 .00 .00037 .00 .00 
.00021 .00 .00 .00024 .00 .00 .00035 .00 .00 
.00021 .00 .00 .00024 .00 .00 .00034 .00 .00 
.00021 .00 .00 .00024 .00 .00 .00033 .00 .00 
3.29. Effect of different stack depth distributions on page fault rate measurements 
T 
20 
40 
60 
80 
100 
1000 
2000 
4000 
6000 
8000 
10000 
12000 
14000 
16000 
18000 
20000 
was d 
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Actual Actual 20% K = L S = 4 20% K = 50 S = 450 
100000 
w(T) 
500000 
w(T) 
100000 
Relative 
error (%) 
500000 
Relative 
error (%) 
100000 
Relative 
error (%) 
500000 
Relative 
error (%) 
3.9* 3.9® 32.66 32.84 43.47 43.45 
4.8 4.8 20.78 20.92 39.16 39.89 
5.4 5.4 15.35 15.63 36.12 35.69 
5.9 5.9 12.51 12.75 33.94 33.48 
6.3 6.3 10.65 10.86 32.38 31.81 
10.08 10.13 .66 .63 6.37 5.86 
10.43 10.56 .18 .22 1.67 1.68 
10.89 11.14 .14 .17 1.31 1.15 
11.27 11.63 .12 .15 1.22 1.03 
11.60 12.06 .10 ,14 .95 .95 
11.90 12.45 .07 .12 .89 .91 
12.12 12.79 .06 .12 .78 .83 
12.30 13.10 .06 .11 .73 .82 
12.44 13.40 .06 .11 .74 .81 
12.58 13.68 .05 .11 .73 .82 
12.72 13.94 .05 .10 .72 .81 
Table was compiled from multiple computer listings where precision 
3.30. Effect of reference string length on working set 
size measurements for LRU.MODERATE.100000 and 
LRU.MODERATE.500000 
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Actual Actual 20% K - 1 S = 4 20% K = 5 - S = 450 
100000 500000 100000 500000 100000 500000 
T f(T) f(T) Relative Relative Relative Relative 
error (%) error (%) error (%) error (%) 
20 .064* .065* 34.30 33.36 18.97 17.94 
40 .035 .035 38.20 37.14 11.08 9.82 
60 .026 .026 27.60 26.24 8.45 6.68 
80 .021 .021 20.68 21.17 7.24 5.92 
100 .018 .018 17.87 18.54 6.21 5.23 
1000 .00074 .000710 22.97 23.09 140.54 29.20 
2000 .00036 .000356 2.77 1.11 33.33 1.90 
4000 .00032 .000282 3.12 1.40 3.12 1.51 
6000 .00032 .000256 .00 .02 .00 .85 
8000 .00029 .000730 .00 .02 3.44 .92 
10000 .00028 .000208 .00 .03 .00 1.07 
12000 .00026 .000186 .00 .03 .00 2.22 
14000 .00024 .000178 .00 .03 .00 1.15 
16000 .00024 .000168 .00 .03 .00 .03 
18000 .00024 .000164 .00 .03 ,00 2.47 
20000 .00024 .000154 .00 .03 .00 1.33 
T^able was compiled from multiple computer listings where precision 
was different. 
Figure 3.31. Effect of reference string length on page fault 
rate measurements for LRU.MODERATE.100000 and 
LRU.MODERATE.500000 
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because the results showed the same relative error is produced by both 
length strings and because the cost of the variable-space measurements 
for the different window sizes is directly related to the length of the 
string being measured, the results based on the 100000 length string used 
throughout this chapter are valid. 
In conclusion of the variable-space measurements, though the prac­
tical notion of making variable-space measurements of LRU generated 
strings was not established, the measurements were accurate at all window 
sizes except for the very small windows where the small size of the 
sampled strings' window size (i.e., t' = T x sr) is not large enough to 
probablistically contain a complete sample of the different pages in the 
actual window of the complete string. 
LRU Conclusions Reviewed 
Fixed-space measurements 
1. The maximum absolute error between any two corresponding depths 
of a stack depth distribution rapidly reaches a "limiting" 
value of .01 when K increases from 1 to approximately 75 inde­
pendent of the distribution used to generate the reference 
string. 
2. The stack depth distribution and page fault rate curve distribu­
tion measured from sampled strings consist of three parts, 
PROPORTIONAL, TRANSITIONAL, and ACTUAL. The PROPORTIONAL part 
measurements are best estimated by large K values. The ACTUAL 
part measurements are best estimated for any sampling rate with 
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K set equal to one. 
3. The type of locality that a distribution defines may affect the 
boundaries of the three parts of the sampled strings measure­
ments . 
4. The length of the reference string has no effect on the ability 
of the sampling method to measure the stack depth distribution, 
but the LRU generator requires a long string to be generated in 
order to insert the full structure of the stack depth distribu­
tion into the synthetic string. 
Variable-space measurements 
1. The working set sizes and page fault rates are best measured 
with K=l, but other larger K values do not affect the accuracy 
of the measurement greatly. 
2. There is a limit on the small end of the window size that can be 
used for measurements by the sampling method. This is explained 
by the sampling method's corresponding window of T' which is 
equal to T times the sampling rate. 
3. The different sampling rates and different distributions have 
minimal effects at large T values on the measurability of the 
sampling string. 
4. The length of the complete string affects the actual working set 
measurements, but not the accuracy of the sampling method. 
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CHAPTER IV. WEAK MACRO MODEL RESULTS 
As noted in the last chapter, the LRU generator lacks the ability 
to generate certain types of strings. In this chapter the VSLM weak 
macro model will be used to introduce macro-behavior in the reference 
string structure. The conclusions of this chapter will indicate which 
of the LRU results continue to hold on more structurally realistic refer­
ence strings. The organization of this chapter is similar to the previous 
chapter. In the first section the operation of the VSLM model will be 
described. The experiments and results of testing the VLSM generated 
strings will be presented in the second section. The last section will 
be a review of the conclusions based on the weak macro model. 
The VSLM Model 
The Very Simple Locality Model has three input parameters. The first 
is X, the page fault rate. The second is LSS, the size of the locality 
set. The last parameter is n, the size of the set N which is the set of 
all the different pages in the model. The locality set, L, is a subset 
of N. There are N - LSS pages which are not in the locality set. These 
nonlocality pages form the pool of pages from which one is selected at 
random to be the referenced page when the model changes the contents of 
the locality set. 
The model operates as follows. The locality set is initialized to 
be the first LSS pages in N. The pool is formed from the rest of the 
pages, N - L. A uniformly distributed random number is generated and is 
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compared to X. This comparison determines if the current reference will 
be a page fault (i.e., if this random number is less than X then a change 
in the locality set occurs). The two cases, a nonpage fault reference or 
a page fault reference are processed as follows. In the nonpage fault 
case, a page is selected at random from L by the use of another uniformly 
distributed random number. This selected page, then, is the currently 
referenced page and is added to the reference string. No changes are 
made in the configuration of the model with this nonpage fault case. In 
the other case where a page fault occurs, a page is selected at random 
from the nonlocality pool, N - L, to be the reference. This page is then 
added to the reference string as the current reference. The model con­
figuration is changed by selecting again a page at random from L which 
is removed from L and put in the pool, The currently referenced page is 
then added to L as it is now part of the locality set. More references 
are generated by repeating the above process. 
The implementation of the VSLM model was considered correct for two 
reasons. First, in the generation of the synthetic string, a counter of 
the number of page fault cases and an echoing of the input parameters 
was printed at the conclusion of the generation of the synthetic string. 
Since page fault cases are determined by the values of uniformly distrib­
uted random numbers, the number of page fault cases should differ only 
slightly from the expected value. For example, with X equal to .01 and 
a reference string length of 100000, the expected number of faults is 
1000 and the actual number of faults generated in the string was 998. 
The second reason why the implementation was considered correct 
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deals with measurements taken on the resultant synthetic string from the 
VSLM generator. These measurements confirmed that the intended structural 
properties had been inserted in the synthetic string. For example, the 
working set size measurements of the generated string agree with the ex­
pected working set size of the input parameters (i.e., with \ = .001, LSS 
= 8, and N = 40 as the values of the input parameters and with T equal 
to 6000, there should have been 6 page faults, so the working set size 
should be 8 + 6 = 14). The measured working set size for this case is 
13.2759 which is consistent with a correct model implementation since 
there is a chance that a page removed from the L set into the pool could 
be selected as the referenced page in one of the next faults. 
The LRU stack depth distribution of a VSLM generated strings dis­
plays the difference between the method that the VSLM model changes pages 
in the locality set and the LRU measurement algorithm's treatment of page 
faults' generated string. When the VSLM model changes the contents of 
the locality set, the page selected for replacement by the VSLM random 
method is usually not the least-recently-used page. Therefore, instead 
of the stack depth distribution expected from the parameter values with 
(1 - \) X 100% of the references evenly divided to the top LSS depths of 
the distribution, some of the references "spill over" into the next few 
depths greater than LSS. For example, with LSS = 4 and the set L equal 
to (M, B, D, R) the LRU stack at time j could be from top to bottom 
M, B, D, R . . . implying that M is the page referenced at time j (r(j) 
= M). If reference j + 1 was a page fault reference is the VSLM genera­
tion of the string, then one of the pages of L would be replaced by the 
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new page from the pool. If the page replaced is one of the top LSS - 1 
pages, such as M, then L is P, B, D, R, but the stack is PMBDR. When 
page R which is still in L, is referenced next, then depth LSS + 1 will 
be referenced in the LRU stack which is outside the locality set. This 
difference in the selection of the page to be replaced between the random 
method of VSLM and the LRU method of measurement, accounts for the "spill 
over" of references into the next few stack depths greater than LSS. 
The MODEL.PARAMETERS.LENGTH naming convention in this chapter is 
VSLM.X-LSS/N.LENGTH. The values of X used in this chapter are .02, .01, 
and ,001. The size of the locality set, LSS, is one of 4, 8, 10, or 20, 
while N can be 30, 40, or 1000. Not all of the strings possible from 
the different combinations of these parameters were generated. The spe­
cific reference strings for each of the experiments are defined by their 
name. The length of the strings is 100000 references except for the X 
= .001 where the length was increased to 500000 so that more page faults 
would occur. 
Weak Macro Model Results 
The VSLM results are presented in two parts, the fixed-space LRU 
based, and the variable-space working set based measurements. The results 
of the VSLM model will show which of the results of the LRU model experi­
ments remain valid and can be anticipated in the macro model and real ref­
erence strings. 
The LRU-based measurements are presented in two parts: 1) selection 
of sampling method parameters, and 2) effect of VSLM model parameters 
I l l  
on the measurements. In the selection of the sampling method parameters, 
the maximum absolute error, the stack depth distribution and the page 
fault measurements will be used. 
The first results show the maximum absolute error for any depth in 
the stack depth distribution as defined in earlier chapters. The results 
found in the LRU model are also found with the VSLM strings. The maximum 
error decreases as K increases. The lower limit varies slightly from one 
string to another but is generally less than .01 at K values of 200. 
Figure 4.1 is a table of maximum error values for different strings. For 
all but the last VSLM string, the maximum error for the four sampling 
rates, 20%, 10%, 5%, and 2%, for K values of 1, 50, 100, and 200 are 
listed. 
The three strings with the LSS/N parameters constant at 8/40 and X 
values varying from .02, .01, and .001 show the effect of the page fault 
rate parameter on the maximum errors. Specifically, VSLM.02-8/40.100000 
has maximum absolute values from approximately .032 at K = 1 to approxi­
mately .007 at K = 200 for the 20% sampling rate. The VSLM.01-8/40. 
100000 string's error varies from .026 to .008 and the VSLM.001-8/40. 
100000 varies from .0044 to .0028 for the same respective K values and 
20% sampling rate. At the 2% sampling rate this range is more prominent 
with ranges of .09 to .009, ,08 to .010 and .020 to .012 for the .02, 
.01 and .001 strings respectively. The lower maximum absolute errors at 
the .001 page fault rate is reasonable, since, with less page faults 
there are less pages that can be referenced from the low stack depths 
and therefore, more samples in which the locality set is constant. 
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Rate K S .01-4/40® .01-8/40® .01-10/30® .02-8/40® .001-20/1000 
20% 1 4 .02829 .02606 .02399 .03164 .00490 
50 100 .02103 ,02171 .02109 .02439 .00478 
100 400 .01828 .01306 .01609 .01444 .00523 
200 800 .00888 .00726 .01039 .00671 .00347 
10% 1 9 .06018 .04291 .03519 .04924 .00936 
50 450 .03288 .02801 .03049 .02934 .00860 
100 900 .01928 .01511 .01949 .01526 .00774 
200 1800 .00638 .00951 .01060 .00876 .00522 
5% 1 19 .09958 .05851 .05059 .06864 .01448 
50 950 .03678 .03431 .03853 .03164 .01492 
100 1900 .01598 .01641 .01879 .01676 .01188 
2% 
200 
1 
50 
100 
200 
3800 
49 
2450 
4900 
9800 
.00718 
.14978 
.03328 
.03428 
.00591 
.00921 
.08011 
.03811 
.02301 
.01051 
.01299 
.06529 
.03729 
.03529 
.01629 
.00771 
.09044 
.03544 
.02083 
.00926 
.00696 
Not 
measured 
Not 
measured 
Not 
measured 
Not 
measured 
^Model parameter portion of synthetic reference string name (i.e., 
VSLM. PARAMETER.100000). 
\sLM. 001-20/1000.500000. 
Figure 4.1. Maximum absolute errors for sampled strings of the VSLM 
weak-macro model generator 
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The effect of the LSS/N parameters on the maximum error can be 
seen by comparing the VSLM.01-4/40.100000, VSLM.01-8/40,100000, and 
VSLM.01-10/30.100000 string measurements. In the comparison, the effect 
is less prominent than the \ effect. Of course, the maximum errors at 
K=1 are different, since, at LSS=4 the first four depths should have prob­
ability of .25 compared to at LSS=10 where the first depth should have 
probability of .10. From the maximum errors at K=200, the LSS values 
of 4, 8, and 10 respectively increase. This indicates that the smaller 
locality sets are easier to measure which is reasonable, since, there 
are fewer pages being referenced in the locality set. 
The maximum absolute error measurements of the VSLM generation 
string are supportive of the results of the LRU model strings. The trends 
being established with these two models are: 1) as the sampling parameter 
K increases the maximum error decreases and 2) the maximum error at K= 
200 for all the strings from both the generative models at all sampling 
ratio is approximately .01 and varies from .0028 to .016. 
The next experiment in the selection of the sampling parameters will 
show which parameters most accurately measure the LRU stack depth dis­
tribution. From the results of the LRU model, a COMBINATIONAL method of 
measuring the stack depth distribution was established that divided dis­
tribution into three sections. The same COMBINATIONAL method can be ap­
plied to the VSLM strings. The PROPORTIONAL section of the distribution 
is best measured by K=200 and the ACTUAL section is best measured by K=l. 
In the VSLM strings, the TRANSITIONAL period is very small. The reason 
for the small TRANSITIONAL section is the abrupt change in probability 
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after the LSS depth of the distribution. This small TRANSITIONAL section 
supports the idea that the sectional boundaries are determined by the mag­
nitude of the stack depth probability. In the VSLM strings that have the 
larger locality set size and larger page fault rate, there is a larger 
"spill over" of references into the stack depths immediately below the 
LSS position. This "spill over" forms the TRANSITIONAL section in the 
VSLM strings. Though no method was developed in the COMBINATIONAL method 
of measuring the TRANSITIONAL section, in the VSLM case, it is best to 
treat this section as the PROPORTIONAL section is treated instead of as 
the ACTUAL section as was the case in the LRU generated strings. 
Figure 4.2 is a table of a typical VSLM string showing the computa­
tion of the stack depth distribution by the COMBINATIONAL method and also 
the relative error of each depth using the COMBINATIONAL measured stack 
depth distribution. The PROPORTIONAL section has small relative errors. 
The ACTUAL section's larger relative errors can be explained for two 
reasons. First, since there are only a few references at each depth in 
the ACTUAL section, the relative error is large when the actual number 
of references to that depth is off by only a few references. For example, 
at depth 18, the estimate differs from the actual by only one reference 
but has a 4.35% relative error and depth 23 which differs by three refer­
ences has a relative error of 13.64%. The second reason is that the ran­
domness of the section of the page to be replaced, which is not consis­
tent with the LRU reordering of pages, may vary the depth of the refer­
ence page by one or two at the low depths. Therefore, consecutive depths 
are over or underestimated. The large relative error at these lower 
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Actual K=1 S=4 X 20% K=200 S=800 Difference Keiacive 
error (%) 
1 .24732 .04801 .24730 .00002 .00 
2 .24566 .04878 .24265 .00301 1.23 
3 .24442 .04514 .23935 .00507 2.07 
4 .23878 .04190 .22990 .00888 3.72 
5 .01341 .00605 .01440 .00099 7.38 
6 .00075 .00076 .00105 .00001 1.33 
7 .00030 .00038 .00100 .00008 26.67 
8 .00027 .00023 .00030 .00004 14.81 
9 .00039 .00031 .00075 .00008 20.51 
10 .00035 .00025 .00080 .00010 28.57 
11 .00028 .00025 .00070 .00003 10.71 
12 .00018 .00022 .00055 .00004 22.22 
13 .00021 .00020 .00085 .00001 4.76 
14 .00024 .00021 .00035 .00003 12.50 
15 .00025 .00028 .00085 .00003 12.00 
16 .00031 .00029 .00095 .00002 6.45 
17 .00026 .00029 .00095 .00003 11.54 
18 .00023 .00022 .00075 .00001 4.35 
19 .00034 .00027 .00060 .00007 20.59 
20 .00029 .00041 .00070 .00012 41.38 
21 .00034 .00025 .00065 .00009 26.47 
22 .00023 .00023 .00070 .00000 .00 
23 .00022 .00025 .00075 .00003 13.64 
24 .00038 .00034 .00070 .00004 10.53 
25 .00035 .00034 .00050 .00001 2.86 
26 .00035 .00034 .00060 .00001 2.86 
27 .00030 .00027 .00050 .00003 10.00 
28 .00019 .00019 .00070 .00000 .00 
29 .00026 .00025 .00075 .00001 3.45 
30 .00034 .00031 .00065 .00003 8.82 
31 .00034 .00035 .00105 .00001 2.94 
32 .00022 .00024 .00065 .00002 9.09 
33 .00029 .00031 .00075 .00002 6.90 
34 .00024 .00020 .00055 .00004 16.67 
35 .00021 .00022 .00095 .00001 4.76 
36 .00025 .00023 .00045 .00002 8.00 
37 .00019 .00019 .00055 .00000 .00 
38 .00023 .00023 .00045 .00000 .00 
39 .00025 .00022 .00070 .00003 12.00 
40 .00018 .00019 .00065 .00001 5.56 
Figure 4.2. COMBINATIONAL method of measuring 
VSLM.01-4/40 at 20% sampling rate 
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stack depths, then should average out in a cumulative distribution meas­
urement such as the page fault rate or lifetime function. (This prospect 
is examined after the next experiment.) 
The next table shows the results of the effect of the sampling rate 
on relative error of the stack depth distribution. The table was compiled 
from the measurements of the complete string named VSLM.01-8/40.100000. 
These results are typical of the other complete VSLM strings. In Figure 
4.3, the lines in the four columns indicate the boundaries between the 
PROPORTIONAL, TRANSITIONAL, and ACTUAL sections. There is not much dif­
ference in the error between the different sampling rates with PROPORTIONAL 
section. This small difference can be explained by the fact that all the 
K=200 samples in the VSLM strings are basically alike (i.e., they all 
reference the top LSS=8 pages at random for approximately 198 of the 200 
references). The TRANSITIONAL sections as well as the ACTUAL section 
have larger errors as the sampling rate decreases. This can be explained 
as in the LRU model results. The probability of a page being referenced 
and then dropping down the stack "out of sight" increases as the length 
of the skip increases. 
The effect of the sampling rate on the stack depth distribution of 
the sampled VSLM strings is only noticeable in the TRANSITIONAL and 
ACTUAL sections. The reason why the PROPORTIONAL section does not de­
grade in accuracy as the sampling rate decreases is that with a sample 
size of 200 the stack structure is consistent. 
The last result for the fixed-space measurement of the VSLM model 
uses the page fault rate distribution. As mentioned earlier, although 
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Actual 
.12244 
.12426 
.12256 
.12073 
.12235 
.12001 
.11925 
.11611 
.19970 
.00245 
.00051 
.00034 
.00045 
.00039 
.00032 
.00028 
.00026 
.00030 
.00033 
.00034 
.00036 
.00027 
.00025 
.00028 
.00035 
.00033 
.00031 
.00035 
.00025 
.00030 
.00030 
.00034 
.00038 
.00027 
.00026 
.00031 
.00031 
.00031 
.00024 
.00018 
20% sampling 10% sampling 5% sampling 2% sampling 
rate rate rate rate 
Relative Relative Relative Relative 
error (%) error (%) error (%) error (%) 
1.44 .95 1.44 .46 
1.57 2.06 4.55 .61 
3.48 2.42 .20 3.31 
.89 2.59 4.75 1.85 
4.66 2.66 1.68 1.10 
6.05 7.92 7.67 8.76 
3.82 2.05 1.05 .21 
2.72 5.18 4.75 .96 
5.66 11.87 29.89 42.41 
19.18 55.10 42.86 79.59 
41.18 45.10 39.22 60.78 
29.40 47.06 17.65 14.71 
8.89 33.33 28.89 35.56 
10.26 17.95 20.51 30.77 
9.38 25.00 6.25 34.38 
50.00 10.71 21.43 3.57 
34.62 34.62 3.85 11.54 
6.66 10.00 10.00 40.00 
18.18 9.09 9.09 32.26 
5.88 8.82 17.65 26.47 
8.33 25.00 16.67 47.22 
29.63 7.41 29.63 14.81 
4.00 12.00 12.00 16.00 
21.43 3.57 42.86 46.47 
8.57 31.43 25.71 57.14 
3.03 9.09 15.15 63.64 
37.04 3.74 32.26 22.58 
10.71 25.00 31.43 48.57 
.00 16.00 .00 32.00 
.00 20.00 10.00 36.67 
6.45 13.33 6.66 6.67 
12.50 11.76 44.12 52.94 
15.15 34.21 28.95 31.58 
.00 7.41 25.93 25.93 
2.86 .00 19.23 30.77 
2.78 2.78 32.26 58.06 
5.41 8.11 38.71 61.29 
36.84 31.58 22.58 35.48 
2.56 2.56 12.50 25.00 
2.50 2.50 .00 33.33 
Figure 4.3. Effect of sampling rate on COMBINATIONAL method of 
measuring VSLM.01-8/40.100000 at 20% sampling rate 
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the page fault rates are determined by the stack depth distribution, the 
page fault rates are a cumulative measurement. In Figure 4.4, the rela­
tive error between the estimated and actual page fault rates at each 
memroy allocation is shown for the VSLM.01-8/40.100000 string measured 
at a 20% sampling rate. As indicated earlier, the cumulative page fault 
rate measurement in the lower part of the stack (depth LSS + 1 through 
depth N) adjusts for the VSLM's random replaced page policy. 
The second part of the fixed-space measurements examines the effect 
of the VSLM parameters. The effect of different model parameters on the 
maximum absolute error measurements has been discussed. 
The effect of the LSS/N parameters is examined by looking at the 
relative errors of the different strings with \ held constant at .01. 
Two of these strings, VSLM.01-4/40.100000 and VSLM.01-8/40.100000, are 
presented in Figures 4.2 and 4.3 respectively. The third string, 
VSLM.01-10/30.100000 is similar to the other two strings. The relative 
errors in the PROPORTIONAL sections of all three strings' measurement are 
almost the same. In the ACTUAL sections, the errors are similar in the 
4/40 and 8/40 strings, but a generally smaller error can be seen in the 
10/30 string. This generally small error is due to the fact that the 
10/30 string has a smaller pool of nonlocality pages than has the 4/40 
and 8/40 strings. Since X is held constant, there are a larger number 
of references to each of the elements in the 10/30 pool. 
The effect of the X parameter was determined by examining the meas­
urements of the VSLM.02-8/40.100000, VSLM.01-8/40.100000 and 
VSLM.001-8/40.100000 strings. Since the effects were minimal, the data 
119 
Actual Estimated Difference Relative 
error (%) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
.87756 
.75330 
.63074 
.51000 
.38766 
.26765 
.14840 
.03229 
.01232 
.00987 
.00936 
.00902 
.00857 
.00818 
.00786 
.00758 
.00732 
.00702 
.00669 
.00635 
.00599 
.00572 
.00547 
.00519 
.00484 
.00451 
.00420 
.00385 
.00360 
.00330 
.00300 
.00266 
.00228 
.00201 
.00175 
.00144 
.00113 
.00082 
.00058 
.00040 
.87860 
.75630 
.63800 
.51835 
.40170 
.28895 
.17425 
.01822 
.01176 
.00980 
.00908 
.00864 
.00823 
.00780 
.00745 
.00731 
.00696 
.00664 
.00637 
.00601 
.00568 
.00533 
.00519 
.00497 
.00459 
.00427 
.00406 
.00368 
.00343 
.00313 
.00285 
.00247 
.00214 
.00187 
.00162 
.00132 
.00099 
.00082 
.00057 
.00040 
.00104 
.00300 
.00726 
.00835 
.01404 
.02130 
.02585 
.01407 
.00056 
.00007 
.00028 
.00038 
.00034 
.00038 
.00041 
.00047 
.00036 
.00038 
.00032 
.00034 
.00031 
.00039 
.00028 
.00022 
.00025 
.00021 
.00014 
.00017 
.00017 
.00017 
.00015 
.00019 
.00014 
.00014 
.00013 
.00012 
.00014 
.00000 
.00001 
.00000 
.12 
.39 
1.15 
1.64 
3.62 
7.96 
17.42 
43.57 
4.55 
.71 
2.99 
4.21 
3.97 
4.65 
5.25 
6.20 
4.92 
5.41 
4.78 
5.35 
5.18 
6 .82  
5.12 
4.24 
5.17 
4.66 
3.33 
4.42 
4.72 
5.15 
5.00 
7.14 
6.14 
6.97 
7.43 
8.33 
12.39 
.00 
1.72 
.00 
Figure 4.4. Relative error in the page fault rate measurements 
of VSLM.01-8/40.100000 by the COMBINATIONAL method 
at 20% sampling rate 
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illustrating these effects are not presented. The most noticeable effect 
was the lengthening of the TRANSITIONAL section with the larger X values. 
This can be explained by the previously mentioned "spill over" references 
that occur in the TRANSITIONAL section. As the page fault rate increases 
there is a greater likelihood of these references (i.e., there is more 
chance that another page fault occurs before the previous "spilling" 
page is referenced, thus lowering it in the stack another depth). An­
other slightly noticeable effect of the variability of the \ parameter is 
that as X decreases the PROPORTIONAL section becomes easier to measure 
(i.e., the accuracy is better). This is explained again by the smaller 
number of faults as X decreases in the K=200 sample for each of the three 
strings. Using K=200 the average number of faults per sample for the X 
values .02, .01, and .001 are 4, 2, and .2. In summary, the effects of 
the VSLM model parameters are minimal, and the same pattern of relative 
errors was seen in all the VSLM strings. 
This concludes the fixed-space LRU-based measurements. There are 
several similarities between the VSLM and micro model results. The first 
similarity is that the maximum error measurement decreases as K in­
creases. Another is that the stack depth distribution measured from 
sampled strings can be split in three sections. The first section is 
best measured with large K values (with a constant sampling rate). The 
last section is best measured with K=1 (for a constant rate). A method 
to measure the middle section has not yet been determined. The bound­
aries between these sections seem to be related to the magnitude of the 
stack depth probability. Effects of varying the model parameters were 
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minimal. These properties will be checked in the next chapter to see if 
they continue to be valid. 
The variable-space working set based measurements of the VSLM sample 
strings will be presented in the same manner as for the LRU model sampled 
strings. The effect of the K parameter, effect of the sampling rate, 
and effect of the model parameters for both the working set size and page 
fault rates will be shown. 
As before, the K value that gives the best accuracy is that value 
which allows the most complete sampling of the different pages found in 
the window. Figure 4.5 is the relative error for the working set sizes 
using the VSLM.01-8/40.100000 string sampled at 20% and 10%. This table 
of relative errors indicates that of the lower K values (K=l, K=5, and 
K=10), there is a slight improvement in accuracy as K increases. This 
improvement decreases again at K=50 and is more noticeable at lower sam­
pling rates. The reason for the slight improvement in the lower K val­
ues as K increases can be explained by the VSLM method of selecting con­
secutive references in the locality set at random. This random selection 
has no dependence on the previous reference as does the LRU method. 
Therefore, the sampling parameter value of K=1 should still be found to 
be the best in real reference strings that will display the sequential 
execution of instruction (locality of reference) effect. 
The page fault rate measurements also show the same effect as Fig­
ure 4.6. In the table the page fault rate error at T=200 improves as K 
increases. This is reasonable since, with the random replacement and 
selection of pages, all windows should look structurally alike. At the 
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T w(T) 
20% 
K=1 
(%) 
20% 
K=5 
(%) 
20% 
K^IO 
(%) 
20% 
K=20 
(%) 
20% 
K=50 
(%) 
10% 
K=1 
(%) 
10% 
K=50 
(%) 
200 9.9449 6.57 6.47 5.77 6.83 7.46 17.22 18.58 
400 11.7929 5.29 5.31 5.06 5.77 7.35 12.37 15.75 
1000 16.5914 3.93 3.92 4.07 5.12 7.28 9.53 15.57 
2000 22.7642 3.00 2.84 3.00 4.34 6.89 7.44 14.52 
4000 30.4309 2.05 1.82 2.01 3.22 5.70 5.08 11.63 
6000 34.2790 1.50 1.23 1.50 2.45 4.30 3.50 8.70 
8000 36.2890 1.26 .81 1.01 1.73 3.15 2.50 6.12 
10000 37.3493 .93 .46 .68 1.19 2.15 1.73 4.28 
12000 37.9196 .66 .25 .48 .86 1.41 1.17 2.98 
14000 38.2021 .44 .13 .39 .68 .99 .88 2.18 
16000 38.3922 .36 .08 .38 .61 .82 .79 1.86 
18000 38.5281 .28 .04 .32 .50 .68 .71 1.62 
20000 38.6106 .26 .04 .30 .42 .56 .68 1.40 
Figure 4.5. Effect of the K sampling parameter on the working 
set size measurements of VSLM.01-8/40.100000 
larger window sizes, the effects of the different K parameter follow the 
pattern of the working set measurements for the micro model. In general, 
the K=1 parameter will be used as the best predictor of the page fault 
rates. 
The effect of different sampling rates on the working set measurement 
can be seen in Figure 4.7 for the VSLM.01-4/10.100000 string. For each 
sampling rate, there is a general increase in accuracy as the window size 
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T f(T) 
20% 
K=1 
(%) 
20% 
K=5 
(%) 
20% 
K=10 
(%) 
20% 
K=20 
(%) 
20% 
K=50 
(%) 
10% 
K=1 
(%) 
10% 
K=5 
(%) 
200 .00971 9.27 8.14 7.00 5.25 .00 53.86 39.75 
400 .00896 .11 .22 .89 2.57 8.59 .45 14.29 
1000 .00743 .94 .54 1.08 3.10 6.06 3.23 12.52 
2000 .00551 .73 .18 .54 2.72 5.08 1.63 8.17 
4000 .00303 .99 .99 .99 .99 2.31 4.29 5.28 
6000 .00178 1.69 2.25 2.81 4.50 7.87 8.43 18.54 
8000 .00110 1.82 5.46 6.37 9.09 13.64 8.18 32.73 
10000 .00081 7.41 6.18 7.41 11.11 18.52 14.82 32.10 
12000 .00061 6.56 4.92 3.28 6.56 18.04 13.12 31.13 
14000 .00051 3.93 1.97 .00 1.96 5.89 3.93 18.00 
16000 .00047 4.26 2.13 2.13 4.26 6.39 4.26 10.64 
18000 .00046 2.18 .01 2.18 4.35 6.53 2.18 10.87 
20000 .00043 2.33 .01 2.33 4.65 6.98 2.33 9.31 
Figure 4.6. Effect of the K sampling parameter on the page 
fault rate measurements of VSLM.01-8/40.100000 
increases. Also at any window size there is a decrease in accuracy as 
the sampling rate decreases. In general, the error seems to be dependent 
upon the ratio of T times the sampling rate divided by the actual work­
ing set size as referred in the previous chapter. 
For example, the ratio for T=1000 at the 2% sampling rate, where the 
relative error is 32.25% is 1000 x .02/12.775 = 1.56. From previous 
estimates, a ratio value of 5 is needed to achieve an accurate 
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T w(T) 
20% 
K=1 
(%) 
10% 
K=1 
(%) 
5% 
K=1 
(%) 
2% 
K=1 
(%) 
200 5.9563 5.24 11.58 Not measured Not measured 
400 7.8223 4.48 10.14 19.66 Not measured 
1000 12.755 3.14 7.94 15.96 32.25 
2000 19.4127 2.16 6.07 12.68 26.86 
4000 27.8532 1.21 4.07 9.51 20.82 
6000 32.2753 .73 2.56 6.95 20.82 
8000 34.7268 .51 1.63 5.28 13.51 
10000 36.1507 .48 1.26 4.20 9.21 
12000 36.9971 .42 .87 3.06 6.80 
14000 37.5184 .36 .65 2.59 5.14 
16000 37.8486 .35 .57 1.63 2.95 
18000 38.0465 .29 .50 1.39 2.72 
20000 38.1817 .22 .42 .98 1.94 
Figure 4.7. Effect of sampling rate on the working set size 
measurements of VSLM.01-4/40.100000 
measurement. The first T value where the error falls below 10% relative 
error for the 2% string is T=10000. At this point the value of the ratio 
is 5.53. This ratio is the reason why the relative errors for the T=200 
and T=400 window sizes at the small sampling rates were not measured. 
This ratio seems to be an approximation of the level of accuracy that can 
be expected from the working set measurement and will be referred to as 
RATIO in future references to this concept. 
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Figure 4.8 shows the accuracy of the page fault rates measurements 
with different sampling rates. From the table it can be seen that the 
20% and 10% measurements are within the 10% accuracy limit, but the 5% 
and 2% measurements are not within the limit. The explanation for this 
is not exactly known, but could deal with a concept similar to the RATIO 
concept for the working set sizes. (Note that the page fault rate 
is approximately the derivative of the working set size and both those 
measurements are calculated from the same backward distance information.) 
The effect of the VSLM model parameters on the working-set based 
measurements is again minimal. For the working set measururements there 
is basically no difference between two relative errors of the three strings 
with X = .01 and LSS/N equal to 4/40, 8/40 and 10/30. The major differ­
ence for these three strings is at T=200 where the errors are 5.24%, 
6.57% and 7.30% respectively for parameters of 4/40, 8/40 and 10/30. 
This difference of slightly over 1% can be explained by the size of the 
working sets which increase as LSS increases (i.e., the RATIO decreases 
as LSS decreases). Holding the LSS/N parameters constant at 8/40 and 
varying \ at .02, .01, and .001, there is a noticeable improvement in the 
accuracy as the page fault rate decreases. This result follows because 
of the smaller number of page faults that occur. 
An experiment with parameters, \ = .1 and LSS/N - 20/1000 proved to 
further justify the RATIO theory. In this case, the RATIO was affected 
by the size of the working set at T. For example, the working set size 
at 1000 was 114.63, at 10000 was 641.83, and at 20000 was 861.69. It is 
not until T is greater than 20000 at the 20% ratio, that the RATIO 
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20% 10% 5% 2% 
K=1 K=1 K=1 K=1 
T f(T) (%) (%) (%) (%) 
200 .00974 2.77 4.31 
400 .00905 2.10 5.19 10.61 
1000 .00775 .52 3.74 8.52 19.61 
2000 .00590 .17 1.70 5.42 12.54 
4000 .00337 .30 1.19 2.97 2.67 
6000 .00199 2.01 8.54 11.06 20.60 
8000 .00130 .77 4.61 11.54 29.23 
10000 .00097 o
 
o
 
3.09 14.43 35.05 
12000 .00073 1.37 5.48 23.28 43.84 
14000 .00060 .00 1.66 23.30 36.67 
16000 .00052 1.92 3.84 13.46 40.38 
18000 .00049 2.04 2.04 6.12 30.61 
20000 .00045 2.22 2.22 11.11 26.66 
Figure 4.8. Effect of sampling rate on the page fault rate 
measurements of VSLM.01-4/40.100000 
achieves the value of approximately 5 (20000 x .20/861.69 = 4.64). At 
the T=20000 working set size measurement the relative error is 10.61%. 
(The relative error steadily decreases from 40% down to this 10% figure 
from T=200 to T=20000.) An experiment with X = .001 and the same 
20/1000, LSS/N, parameter shows relative errors less than 1% for T=1000. 
This is attributed to the smaller number of page faults and, hence, the 
smaller working set size (w(20000) = 38.9). 
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The effect of the VSLM parameter on the page fault rate measurements 
is minimal. Holding the page fault rate, X, at .01 and varying LSS/N 
frcm 4/40 to 8/40 to 10/30 showed no major differences in the relative 
error of the page fault rate measurement, except at the K=200 case. In 
this instance, the relative errors increase as LSS increases. This is 
reasonable since, at these small window sizes, the RATIO decreases as 
the working set size (which is directly related to LSS at small T) in­
creases . 
The effect of varying \ while holding LSS/N constant at 8/40 is also 
negligible on the page fault rate measurements. The only behavior pat­
tern seen in this case is a slight increase in accuracy as X decreases. 
This follows from the earlier explanation that fewer page faults occur 
in this case . 
VSLM Results Reviewed 
Fixed-space measurement 
1. The effect of the K value on the accuracy as the working set size 
and page fault rate measurements is minimal at K values less 
than 20 mainly because the independence of consecutive references 
generated in the random selection of references in the VSLM 
locality set. 
2. When examining the effect of the sampling rate, the RATIO 
((Txsr)/w(T)) was found to be directly related to the accuracy 
of the measurement. A value of the RATIO of approximately 5 
or greater is required to make accurate measurements of the 
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sampled strings. 
3. The effect of varying the VSLM input parameters is minimal on 
the accuracy of the working set measurements. The major influ­
ences of the accuracy are the RATIO values and page fault 
rate. 
129 
CHAPTER V. MACRO MODEL RESULTS 
The reference strings generated by the model in this chapter are the 
last of the synthetic strings to be tested before the sampling method is 
applied to real reference strings. The reference strings are generated 
by the Denning and Kahn (1975) macro model and exhibit the most sophisti­
cated and complete structure of the synthetic strings. Tables and graphs 
similar to previous ones will be used to display the macro model results. 
Denning and Kahn Model 
The Denning and Kahn (DK) macro model was earler described as a semi-
Markov model (Chapter I, Section 1). The three main parts of a semi-
Markov model are the states, the transition matrix, and the holding time 
distribution. In the implementation of the DK model there are several 
parameters that determine the characteristics of each of these parts. The 
generation of a DK synthetic string has two main steps. The first step 
defines the state and transition matrix of the semi-Markov model. The 
second step repetively uses these definitions, the holding time distribu­
tion, and the micro model to generate the synthetic string. 
In the first step, five parameters are used to define the locality 
sets (states) and the equilibrium probabilities of being in each locality 
set (a simplification of the transition matrix). These parameters are 
1) the number of localities to be used in the model, 2) the mean size of 
the localities, 3) the type of distribution used to determine each local­
ity set size, 4) the mean overlap (intersection) of pages between locality 
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sets, and 5) the type of the equilibrium probability distribution of be­
ing in each state. 
The number of localities used in the generation of the strings for 
testing the sampling method in this chapter is held constant at five 
localities. The mean size of each locality is also held constant at 15 
pages. There are two types of relationships used to define the number 
of pages in each locality set: uniform and sloped linear. (Note that 
the original presentation of this macro model did not include the uniform 
relationship (Denning and Kahn, 1975).) With the uniform relationship 
the size of each locality set is equal to the mean, M. To determine the 
size of each locality set with the sloped linear relationship the local­
ity sets are placed on the X axis of a XY graph. A line is drawn from 
the origin to the point defined as (N,2XM) where N is the number of lo­
cality sets. The size of each locality set is the corresponding height 
on the y axis of the midpoint of each locality set on the X axis. This 
is shown for N=5 and mean M in Figure 5.1. The overlap of pages in adja­
cent locality sets is set to zero, meaning that any two locality sets are 
mutually disjoint. The page names are defined as integer numbers start­
ing at 1 as the first page in the first locality set through NxM as the 
last page in the last locality set. At this point in the first step the 
locality sets and their contents have been defined. 
The fifth parameter used in the first step defines the type of dis­
tribution for the equilibrium probabilities of being in each locality 
set. Two types of distributions were implemented: uniform and normal. 
The uniform distribution defines equal probabilities for each of the N 
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2XM 
•H 
Locality sets 
Figure 5.1. Definition of locality set size by the sloped 
linear relationship 
locality sets. The normal distribution defines different probabilities 
of being in each of the N locality sets. The general method of how these 
different probabilities are determined is illustrated in the following 
step-by-step example. This example can be followed in Figure 5.2. which 
has N, the number of localities, equal to 5. First, the N localities 
are marked on the X axis of a XY graph. Second, the normal distribution 
curve within standard deviation equal to the value of the sixth model 
parameter and with mean N/2 is placed on the same graph. Third, the prob­
ability of being in locality M is defined as the portion of the area 
under the normal curve from X=M-1 to X=M (The proportion of area is rel­
ative to the total area under the curve from X=0 to X=N.). When the 
equilibrium probabilities of being in each locality are defined, the 
first step is completed. 
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Mean 
Figure 5.2. Definition of locality probabilities of the DK 
model by the normal distribution for N=5 
The second step in the generation of the DK strings is a repetitive 
process of selecting both a locality and holding time for that locality. 
The micro model is then used to generate the number of references deter­
mined by the holding time. The locality set is selected by applying a 
uniformly distributed random number to the cumulation distribution of 
the equilibrium probabilities of being in each locality set. (This is 
similar to the LRU generation process.) A holding time, HT, which is the 
virtual time (i.e., number of references) of being in the state is de­
fined by the state independent mean and the holding time distribution 
type. Two methods of determining the holding time were implemented. One 
method is a uniformly distributed random selection of HT on the interval 
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of zero to two times the mean holding time. The other method uses an 
exponential distribution with mean, MHT. With this method uniformly 
distributed random number on the interval of 0 to 1 defines the holding 
time by mapping this random number to the X axis. An example of the 
mapping of .35 is shown in Figure 5.3. 
Y 
-MHTxX 
.35 
-> X 
Holding time 
Figure 5.3. Example of exponential type determination of the 
holding time in the DK model 
After the holding time is determined, the micro model then generates 
HT references from the selected locality set. Three micro models were 
implemented in the DK model: 1) sawtooth, 2) cyclic, and 3) LRU. The 
sawtooth and cyclic micro models were described in Chapter 1, Section 1. 
The LRU micro model is the same one used in Chapter III. The stack 
depth distribution parameter of the LRU model is required with this third 
micro model. In this case only one distribution with 2xM depths is 
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used for all localities. Since the size of the locality sets may vary 
(e.g., sloped linear relationship), only the necessary top elements of 
the stack depth distribution are used. This subset of the total stack 
depth distribution is normalized such that the sum of the probabilities 
is one. After the micro model completes the generation of the KE refer­
ences the process of selecting the locality set, holding time, and refer­
ences is repeated until the synthetic string reaches the requested length. 
With the large number of parameters in the DK model, there are a 
very large number of possible parameter combinations which could be used 
to generate DK reference strings. By limiting some of the model param­
eters, this large number of reference strings was reduced to a few dif­
ferent strings. After generating a few of the different combinations, 
most of the model parameters were held constant. For the locality set 
definition, these constant parameters include the number of locality sets 
which is 5, the mean number of pages in a locality set which is 15, and 
the type of distribution used to determine the number of pages in each 
locality which is the sloped linear. These constants define the follow­
ing locality sets: 
Locality Size Pages 
The equilibrium probabilities were determined by a uniform distribu­
tion which defined a 20% probability of being in each of the five 
set 
1 
2 
3 
4 
5 
3 
9 
15 
21 
27 
[1,2,3] 
[4, . . .12] 
[13, 27] 
[28,  
[49, 
48] 
75] 
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different locality sets. 
The mean holding time is one of three values: 4000, 8000, or 20000. 
The holding time distribution type is held constant at the exponential 
distribution. When the sawtooth and cyclic micro models showed unrealis­
tic behaviors, their use was discontinued and the LRU model was the only 
micro model used. Three different stack depth distributions, similar to 
the LOOSE, MODERATE, and TIGHT distributions of the LRU micro model of 
Chapter III, were used with the LRU micro model. Therefore, the mean 
holding time and LRU micro model stack depth distributions are the only 
two parameters varied in the following results (experiments varying the 
other parameters did not show any significant differences). The naming 
convention used for the DK generated reference strings then is DK. 
STACKDISTRIBUTION-MEANHOLDINGTIME.500000 where the STACKDISTRIBUTION can 
be LOOSE, MODERATE, or TIGHT and the MEANHOLDINGTIME can be M4, M8, or 
M20 for holding times of 4000, 8000 and 20000 respectively. 
Macro Model Experiments and Results 
The experiments performed on the DK synthetic strings are similar 
to the experiments in the previous two chapters. The same organization 
as in the previous chapters will also be followed. First, the sampling 
parameter effects will be presented and, second, the effects of the gen­
erative model parameters will be shown. As before, both fixed-space LRU 
based and variable-spaced working set based measurements are used to meas­
ure the complete and sampled strings. 
The first experiment with the fixed-space measurements is the 
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maximum absolute error measurements of the sampled strings. As shown 
in Figure 5,4, the same behavior is found in the DK strings as was found 
in the LRU and VSLM models. For any sampling rate the maximum absolute 
error decreases as K increases. This indicates that the top portion of 
the stack depth distribution (the top portion contains the depth with 
the maximum error) is best measured with a large K value as is the case 
with the VSLM and LRU models. The maximum absolute error of the DK sam­
pled strings converges to approximately .01 as was the case in the VSLM 
and LRU models. For a specific K value the maximum absolute error de­
creases as the sampling rate increases. This is reasonable since, with 
the higher sampling rate, there are fewer references skipped between 
samples in the complete string. With this smaller number of skipped ref­
erences there is less chance to reference the deeper depths of the stack 
during the skip. As explained by an example in Chapter III, the first 
reference to a page in a new sample which was referenced at a deep depth 
in the skipped part of the sampled string will be to that deep depth. 
From Figure 5.4, the effects of varying the DK model parameters can 
also be seen. The three strings with the MODERATE micro model stack depth 
distribution and mean holding times of 4000, 8000, and 20000 show the 
effect of the mean holding time. As can be seen, the mean holding time 
has no effect on the maximum error of the small K value (K=l) sampled 
strings. As K increases some slight variance in the maximum errors 
exists. This small variance does not have a patterned relationship with 
the mean holding time. Figure 5.4 also shows the effect of fixing the 
mean holding time at 8000 and allowing the stack depth distribution of 
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MODERATE MODERATE MODERATE LOOSE TIGHT 
Rate K S -M4a -M8® -M20® -M83 -MSB 
20% 1 4 .073204 .071734 .071912 .026306 .290512 
50 100 .009856 .011252 .011424 .009276 .010616 
100 400 .005878 .005774 .005958 .004366 .006836 
200 800 .0032124 .003164 .002772 .002426 .004186 
10% 1 9 .093334 .096044 .100442 .036662 .344102 
50 450 .010158 .012764 .012558 .008710 .012906 
100 900 .005214 .006384 .005718 .004388 .007076 
200 1800 .003254 .004142 .002924 .003536 .004114 
5% 1 19 .122414 .123804 .128162 .044336 .385802 
50 950 .010998 .014404 .014338 .009068 .013936 
100 1900 .007374 .007762 .007698 .006186 .008194 
200 3800 .005166 .004482 .006575 .005156 .004586 
2% 1 49 .151034 .161764 .162382 .055182 .424847 
50 2450 .012790 .018022 .012886 .014170 .014706 
100 4900 .010746 .012832 .009216 .010236 .011774 
200 9800 .009854 .011722 .004516 .009502 .010274 
^Model parameter portion of synthetic reference string name (i.e., 
DK. PARAMETER.500000). 
Figure 5.4. Maximum absolute errors for sampled strings of the 
Denning-Kahn macro model generator 
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the micro model to vary. When the LRU micro model stack depth distribu­
tion is one of LOOSE, MODERATE, or TIGHT, no major difference is found 
in the maximum errors for large K values. At K=l, there is a difference 
between maximum errors of the three strings. As explained in other simi­
lar situations, the reason for this is the difference between the maximum 
stack depth probability of each of the three strings. For the LOOSE, 
MODERATE, and TIGHT strings the maximum probability is .155, .260 and 
.614 respectively. 
The second fixed-space DK model result deals with the stack depth 
distribution measurement. Consistent with the earlier results it is again 
found that the stack depth distribution is best measured by a COMBINA­
TIONAL method. Figure 5.3 shows the relative errors of each depth of the 
stack depth distribution of DK.MODERATE-M8.500000 measured by the COMBI­
NATIONAL approach at the 20% sampling rate. 
The boundaries between the PROPORTIONAL, TRANSITIONAL, and ACTUAL 
sections are marked by lines. The PROPORTIONAL section is measured to 
within the 10% error accuracy standard except at the last depth. (The 
boundary line was determined by the relative difference in depth refer­
ence counts of the K=l, K=100, and K=200 sampled strings as was done in 
Chapter III.) The TRANSITIONAL section (depth 15 through 25) is measured 
by the K=200 string as was done in the VSLM sampled strings. Notice that 
in some depths of the TRANSITIONAL section, such as 15 through 18, the 
K=1 estimate of the stack depth probability is more accurate than the 
K=200 estimate. This phenomenon is not fully understood, but may be re­
lated to the sizes of the locality sets used in the generation of the 
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ACTUAL K=1 S=4 
X 20% 
K=200 8=800 Difference Relative 
error (%) 
1 .264964 .038646 .264010 .000954 .36 
2 .219582 .031664 .218610 .000972 .44 
3 .175364 .026338 .172200 .003164 1.80 
4 .114432 .016238 .111430 .003002 2.62 
5 .076122 .012910 .074150 .001972 2.59 
6 .047408 .010464 .045350 .002058 4.34 
7 .014256 .008480 .014730 .000474 3.32 
8 .013292 .007588 .013030 .000262 1.97 
9 .012280 .006776 .012470 .000190 1.54 
10 .009672 .005172 .008990 .000682 7.05 
11 .008248 .004606 .008300 .000052 .63 
12 .007514 .004142 .007540 .000026 .35 
13 .006370 .003788 .006520 .000150 2.35 
14 .005088 .003316 .006150 .001062 20.87 
15 .004074 .003028 .005880 .001806 44.33 
16 .001728 .001570 .002530 .000802 46.41 
17 .001046 .001620 .002530 .001484 141.87 
18 .000646 .001792 .002610 .001964 304.02 
19 .003330 .0001800 .002500 .000830 24.92 
20 .003018 .0001890 .002600 .000418 13.85 
21 .002738 .0001516 .002350 .000388 14.17 
22 .001740 .0001038 .001670 .000070 4.02 
23 .001478 .0001012 .001770 .000292 19.76 
24 .001396 .000936 .001470 .000074 5.30 
25 .001188 ,000836 .001450 .000262 22.05 
26 .000902 .000762 .001550 .000140 15.52 
27 .000752 .000726 .001430 .000026 3.46 
28 .000018 .000012 .000030 .000006 33.33 
29 .000016 .000016 .000050 .000000 .00 
30 .000024 .000024 .000120 .000000 .00 
31 .000012 .000008 .000010 .000004 33.33 
32 .000008 .000012 .000050 .000004 50.00 
33 .000018 .000006 .000050 .000012 66.67 
34 .000024 .000014 .000030 .000010 41.67 
35 .000022 .000030 .000110 .000008 36.36 
36 .000032 .000046 .000050 .000014 43.75 
37 .000022 .000014 .000080 .000008 36.36 
Figure 5.5. Stack depth distribution measurement of DK. 
MODERATE-M8.500000 by the COMBINATIONAL method 
at 20% sampling rate 
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ACTUAL K=1 S=4 
X 20% 
K=200 S=800 Difference Relative 
error (%) 
38 .000018 .000022 .000110 .000004 22.22 
39 .000038 .000016 .000090 .000022 57.89 
40 .000022 .000022 .000060 .000000 .00 
41 .000032 .000024 .000090 .000008 25.00 
42 .000022 .000030 ,000070 .000008 36.36 
43 .000026 .000022 .000130 .000004 15.38 
44 .000024 .000018 .000110 .000006 25.00 
45 .000020 .000026 .000120 .000006 30.00 
46 .000006 .000012 .000050 .000006 100.00 
47 .000008 .000014 .000090 .000006 75.00 
48 .000016 .000018 .000060 .000002 12.50 
49 .000010 .000008 .000050 .000002 20.00 
50 .000008 .000008 .000070 .000000 .00 
51 .000012 .000004 .000060 .000008 66.67 
52 .000004 .000008 .000150 .000004 100.00 
53 .000016 .000030 .000110 .000015 93.75 
54 .000032 .000026 .000110 .000006 18.75 
55 .000010 .000022 .000060 .000012 120.00 
56 .000020 .000006 .000090 .000014 70.00 
57 .000026 .000024 .000120 .000002 7.69 
58 .000026 .000010 .000140 .000016 61.53 
59 .000032 .000038 .000160 .000006 18.75 
60 .000036 .000038 .000210 .000002 5.56 
61 .000020 .000024 .000120 .000004 20.00 
62 .000044 .000042 .000170 .000002 4.55 
63 .000036 .000058 .000130 .000024 66.67 
64 .000036 .000034 .000140 .000002 5.56 
65 .000054 .000040 .000180 .000014 25.93 
66 .000034 .000042 .000200 .000008 23.53 
67 .000012 .000018 .000040 .000006 50.00 
68 .000022 .000026 .000090 .000004 18.18 
69 .000024 .000016 .000170 .000008 33.33 
70 .000032 .000026 .000090 .000006 18.75 
71 .000024 .000032 .000170 .000008 33.33 
72 .000020 .000034 .000160 .000014 70.00 
73 .000060 .000042 .000270 .000018 30.00 
74 .000066 .000052 .000250 .000004 6.06 
75 .000076 .000082 .000360 .000006 7.89 
Figure 5.5 (Continued) 
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synthetic string. This relation is indicated by the upper and lower 
boundaries of the TRANSITIONAL section and the depth in the TRANSITIONAL 
section where the best estimate of the probability changes to the K=1 
measurement. These depths are between 14 and 15, between 18 and 19 and 
between 25 and 26, where the size of the third, fourth and fifth locality 
set is 15, 21, and 27, respectively. Therefore, this anomalous behavior 
is the region of the stack depth distribution where the macro model con­
sists of a composition of the several distributions of the individual 
localities. 
The variability and large magnitude of the relative errors in the 
ACTUAL section is due to the different order of referencing the pages of 
a new locality at its beginning and the order of these references in the 
first sample of the new interval. These large errors should decrease in 
the cumulation page fault rate measurement. The next experiment examines 
this page fault rate measurement. 
Figure 5.6 shows the relative error of the page fault rate measure­
ment using the stack depth distribution measured by the COMBINATIONAL 
method from Figure 5.5. The relative errors in the ACTUAL section are 
less variable and less in magnitude with the typical error of 1.5%. In 
the PROPORTIONAL section the relative error increases as the depth in­
creases. As explained in Chapter III, this error results from the under­
estimation of each of the stack depth probabilities. Such under-estima-
tion stems from the loss of the reference counts at the top stack depths, 
which occurs in the cases where a page referenced at a deep depth during 
the skipped portion of the complete reference string appears in the 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
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ACTUAL Estimated Difference Relative 
error (%) 
.735036 .729663 .005373 .73 
.515454 .511053 .004401 .85 
.340090 .338853 .001237 .36 
.225658 .227423 .001765 .78 
.149536 .153273 .003737 2.50 
.102128 .107923 .005795 5.67 
.087872 .093193 .005321 6.05 
.074580 .080163 .005583 7.49 
.062300 .067693 .005393 8.66 
.052628 .058703 .006075 11.54 
.044380 .050403 .006023 13,57 
.036866 .042863 .005997 16.27 
.030496 .036343 .004785 19.17 
.025408 .030193 .004785 18.83 
.021334 .024313 .002979 13.96 
.019606 .021783 .002177 11.10 
.018558 .019253 .000695 3.75 
.017912 .016642 .001270 7.09 
.014582 .014142 .000440 3.02 
.011564 .011542 .000022 ,19 
.008826 .009182 .000360 4.15 
.007086 .007522 .000436 6,15 
.005608 .005752 .000144 2.57 
.004212 .004282 ,000070 1.66 
.003024 .002832 .000192 6.35 
.002122 .002070 .000052 2.45 
.001370 .001344 .000026 1,90 
.001352 .001332 .000020 1,48 
.001336 .001316 .000020 1.50 
.001312 .001292 ,000020 1.52 
.001300 .001284 .000016 1.23 
.001292 .001272 .000020 1.55 
.001274 .001276 .000008 .63 
.001250 ,001252 .000002 .16 
.001228 .001222 .000006 .49 
.001196 .001176 .000020 1.67 
Figure 5.6. Page fault rate measurement of DK. 
MODERATE-M8,500000 at 20% sampling 
rate 
\ 
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ACTUAL Estimated Difference Relative 
error (%) 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
.001174 
.001156 
.001118 
.001096 
.001064 
.001042 
.001016 
.000992 
.000972 
.000966 
.000958 
.000942 
.000932 
.000924 
.000912 
.000908 
.000892 
.000860 
.000850 
.000830 
.000804 
.000778 
.000746 
.000710 
.000690 
.000646 
.000610 
.000574 
.000520 
.000486 
.000474 
.000452 
.000428 
.000396 
.000372 
.000352 
.000292 
.000226 
.000150 
.001162 
.001140 
.001124 
.001102 
.001078 
.001048 
.001026 
.001008 
.000982 
.000970 
.000956 
.000938 
.000950 
.000922 
.000918 
.000910 
.000880 
.000854 
.000832 
.000828 
.000804 
.000796 
.000756 
.000718 
.000694 
.000652 
.000594 
.000560 
.000520 
.000478 
.000460 
.000434 
.000418 
.000392 
.000360 
.000326 
.000284 
.000232 
.000150 
.000012 
.000016 
.000006 
.000006 
.000014 
.000006 
.000010 
.000016 
.000010 
.000004 
.000002 
.000004 
.000002 
.000002 
.000006 
.000002 
.000012 
.000016 
.000018 
.000002 
.000000 
.000018 
.000010 
.000008 
.000004 
.000006 
.000016 
.000014 
.000000 
.000008 
.000014 
.000018 
,000010 
.000004 
.000012 
.000026 
.000008 
.000006 
.000000 
1.02 
1.38 
.54 
.55 
1.32 
.58 
.98 
1.61  
1.03 
.41 
.21 
.42 
.21 
.21 
.66 
. 22  
1.34 
1.86 
2.18 
.24 
.00 
2.31 
1.34 
1.13 
.58 
.93 
2 . 6 2  
2.44 
.00 
1.64 
2.95 
3.98 
2.33 
1.01 
3.22 
7.39 
2.74 
2.65 
.00 
Figure 5.6 (Continued) 
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sampled portion. The first appearance of this page in the sample has the 
affect of incrementing the deep depth reference counter even though the 
reference in the complete string has a small stack distance. 
A different method of calculating the page fault rate distribution 
has been used in Figure 5.6. This method computes the page fault rates 
from the bottom to the top of the stack depth distribution (i.e., the 
page fault rates are calculated starting at the largest memory size allo­
cation and adding the stack depth probability of memory size N to the 
page fault rate of memory size N to determine the page fault rate of mem­
ory size N-1). Two related reasons for measuring the page fault rate by 
this method are 1) the absolute error in the stack depth probability in­
creases from the bottom depths to the top depths and 2) the page fault 
rate increases from the larger to the smaller memory allocations. There­
fore, by using the "bottom up" method described above the absolute and 
relative errors in the cumulative page fault rate measurement will be as 
small as possible for each memory allocation. The cumulative form of the 
page fault rate measurement will be used in examining the effects of the 
sampling rate and the effects of the DK model parameters. 
The effect of the sampling rate on the accuracy of the page fault 
rate measurements can be seen in Figure 5.7. This figure plots the rela­
tive errors of the page fault rate measurement at each memory allocation 
for the four sampling rates. The page fault rates were calculated from 
the "bottom up" method described above. With only a few exceptions, the 
20%, 10% and 5% sampling rates all have acceptable errors (10% or less) 
for all of the memory size allocations. The accuracy of the 2% sampling 
40 
Memory allocation 
Figure 5.7. Relative errors of fixed-space page fault rate measurement of DK.MODERATE-M8, 
500000 for different sampling rates 
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rate varies markedly from the other three sampling rates in the PROPOR­
TIONAL and early part of the TRANSITIONAL sections. This difference in 
accuracy was investigated and found to be directly related to the skip 
sampling parameter. With all four rates this top portion of the page 
fault rate distribution is calculated from the K=200 sampling parameter. 
The corresponding skip parameter for K=200 for the 20%, 10%, 5% and 2% 
sampling rates are 800, 1800, 3800 and 9800. The complete string used 
in examining the effect of the sampling rate has a mean holding time of 
8000. With the 2% sampling rate, the skip factor is larger than this 
mean holding time indicating that whole localities may be skipped (i.e., 
the sampled string has no evidence of the referencing of the pages of 
the skipped locality). Further examination of the DK.MODERATE-M4.500000 
and DK.MODERATE-M20.500000 sampled strings showed that the measurement 
accuracy of a string with mean holding time of 20000 at the 2% sampling 
rate was acceptable and that the accuracy of the measurement of the 
string with mean holding time of 4000 at the 5% rate was unacceptable. 
This relationship between the skip factor, mean holding time and accuracy 
can be seen in Figure 5.8. From this table it can be seen that an aver­
age of at least two K=200 samples for each locality set is required to 
have acceptable accuracy in the page fault rate measurement. 
This concludes the fixed-space results of the DK model strings. 
The conclusions from these results are reviewed at the end of this chap­
ter. 
The variable-space working set based measurements are presented in 
the same manner as in previous chapters. The selection of the KS 
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Mean holding time 
Sampling rate Skip factor 4000 8000 20000 
20% 200 Acceptable Acceptable Acceptable 
10% 1800 Acceptable Acceptable Acceptable 
5% 3800 Unacceptable Acceptable Acceptable 
2% 9800 Unacceptable Unacceptable Acceptable 
Figure 5.8. Relationship of skip factor and mean holding time 
with accuracy of page fault rate measurement 
parameters and the effects of the DK model parameters are examined. In 
the selection of the KS parameters the effect of different K values and 
the effect of different sampling rates for both the working set size and 
page fault rate measurements are presented. Two effects of the model 
parameters are examined: 1) the effect of the mean holding time and 2) 
the effect of the LRU micro model distribution. 
The effect of the K parameter on the accuracy of the working set 
size is shown in Figure 5.9. As seen in the VSLM and LRU generated 
strings, the K=1 parameter is the single best sampling parameter to use 
for all T values. As the sampling rate decreases, the accuracy of the 
K=1 parameter is more noticeable. The accuracy of the measurements is 
acceptable at all T for the K=1 strings except where the value of the 
RATIO [(T X St)/ w(T)] is less than 5. 
The corresponding page fault rate measurements appear in Figure 
5.10. This table also shows the slight preference for the K=1 sampling 
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20% 20% 20% 10% 10% 
K=1 S=4 K=5 S=20 K=50 S=200 K=1 S=9 K=50 S=450 
T w(T) (%) (%) (%) (%) (%) 
200 11.8167 15.13 17.92 34.06 30.42 50.77 
400 13.9988 8.51 10.45 25.40 19.37 43.92 
1000 15.8385 2.22 3.02 11.04 6.41 26.86 
2000 17.2161 1.15 1.45 4.79 2.79 14.42 
4000 19.5922 1.00 1.29 3.60 2.29 8.56 
6000 21.8197 .96 1.24 3.45 2.15 7.37 
8000 24.0001 .96 1.24 3.44 2.10 6.99 
10000 25.9599 .86 1.20 3.20 1.89 6.40 
12000 27.7922 .83 1.15 3.05 1.84 5.98 
14000 27.6061 .80 1.12 2,99 1.81 5.76 
16000 31.4020 .78 1.11 2.95 1.78 5.60 
18000 33.1952 .76 1.09 2.90 1.75 5.42 
20000 34.9140 .73 1.06 2.84 1.69 5.20 
Figure 5.9. Effect of the K sampling parameter on the working 
set size measurement of DK.MODERATE-M8.500000 
20% 20% 20% 10% 10% 
K=1 S=4 K=5 S=20 K='50 S=200 K=1 S=9 K=50 8=450 
T f(T) (%) (%) (%) (%) 
200 .017682 17.96 18.57 2.76 22.08 29.84 
400 .006496 43.66 49.38 59.24 71.71 35.59 
1000 .001778 28.46 36.22 109.22 80.54 161.42 
2000 .001280 3.59 3.28 27.81 10.31 81.25 
4000 .001224 .00 .16 1.47 .33 6.86 
6000 .001156 .87 1.21 3.46 1.73 3.12 
8000 .001152 .87 1.22 3.99 1.74 5.04 
10000 .001034 .19 .58 .77 .97 .00 
12000 .001032 .39 .78 2.33 1.36 2.91 
14000 .001032 .39 .78 2.71 1.36 4.07 
16000 .001032 .39 .78 2.71 1.36 4.07 
18000 .001008 .00 .20 1.39 .20 1.79 
20000 .000962 .83 1.04 .42 .62 .62 
Figure 5.10. Effect of the K sampling parameter on the page 
fault rate measurement of DK,MODERATE-M8.500000 
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parameter. The reason for the large and anomalous relative errors at 
the lower T values is not known. The relative error of the page fault 
rate measurement for T greater than or equal to 2000 is accurate. 
The effect on the sampling rate of the working set size measurement 
is shown in Figure 5.11. These data, and the data presented later in 
Figure 5.13, show a definite relationship between the RATIO and the accu­
racy of the working set size measurement. A RATIO value of 5 (or more) 
is required to have 10% (or less) relative error. 
Figure 5.12 presents the corresponding page fault rate measurements. 
The relative errors behave the same way as with previous generative mod­
els. Specifically, two significant relationships are: 1) the accuracy 
degrades as the sampling rate decreases and 2) the accuracy generally is 
poor with small T but quickly reaches a limiting and small relative 
error. 
This concludes the effects of the sampling parameters on the vari­
able-space measurements. The conclusions based on the DK model strings 
agree with the VSLM and LRU generated strings. The main conclusions are 
1) the K^ l sampling parameter produces the best accuracy in measuring 
both the working set sizes and page fault rates 2) the accuracy of the 
working set size measurement is generally acceptable with the four sam­
pling rates and is directly related to the value of the RATIO of t' to 
the actual working set size, and 3) the page fault rate measurements are 
accurate for large T but have an anomalous behavior foe the smaller T 
values. 
The last of the DK model results deal with the effects of the DK 
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20% 10% 5% 2% 
K=1 S=4 K=1 S=9 K=1 S=19 K=1 S=49 
T w(T) (%) (%) (%) (%) 
200 11.8167 15.13 (3.4)* 30.42 Not measured Not measured 
400 13.9988 8.51 (5.7) 19.37 (2.8) 35.86 Not measured 
1000 15.8385 2.22 6.41 (6.3) 16.65 (3.2) 39.12 
2000 17.2161 1.15 2.79 6.89 (5.8) 22.38 
4000 19.5922 1.00 2.29 4.57 12.68 (4.0) 
6000 21.8197 .96 2.15 4.14 —10.33-(5.5>-
8000 24.0001 .96 2.10 3.97 9.55 (6.6) 
10000 25.9599 .86 1.89 3.57 8.63 
12000 27.7922 .83 1.84 3.40 8.01 
14000 29.6061 .80 1.81 3.33 7.62 
16000 31.4020 .78 1.78 3.22 7.38 
18000 33.1952 .76 1.75 3.22 7.17 
20000 34.9140 .73 1.69 3.03 6.88 
T^he numbers in parentheses are the RATIO values which are explained 
in the text. 
Figure 5.11. Effect of the sampling rate on the working set 
size measurement of DK.MODERATE-M8.500000 
20% 10% 5% 2% 
K=1 S=4 K=1 S=9 K=1 S=19 K=1 S=49 
T f(T) (%) (%) (%) (%) 
200 .017682 17.96 22.08 Not measured Not measured 
400 .006496 43.66 71.71 96.88 Not measured 
1000 .001778 28.46 80.54 167.43 204.27 
2000 .001280 3.59 10.31 42.19 112.50 
4000 .001224 .00 .33 .33 20.91 
6000 .001156 .87 1.73 1.38 .35 
8000 .001152 .87 1.74 3.13 5.38 
10000 .001034 .19 .97 .38 .58 
12000 .001032 .39 1.36 2.33 3.10 
14000 .001032 .39 1.36 2.13 12,79 
16000 .001032 .39 1.36 2.52 5.04 
18000 .001008 .00 .20 1.79 2.78 
20000 .000962 .83 .62 .21 1.04 
Figure 5.12. Effect of sampling rate on the page fault rate 
measurement of DK,MODERATE-M8.500000 
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model parameters on the variable-space measurements. As with the fixed-
space measurements, the two parameters that are varied are the mean hold­
ing time and the stack depth distribution of the LRU micro model. 
Figure 5.13 shows the effect of varying the mean holding time on the 
working set size measurement at the 10% sampling rate. The numbers in 
the parentheses show the values of the RATIO. It can be seen that an 
accuracy of 10% or less error is obtained only in those cases where the 
value of RATIO is at least 5. The conclusion based on this table is that 
the accuracy depends upon the value of the RATIO, which increases as the 
mean holding time increases since the working set size decreases. There­
fore, the ability of the sampling method to produce accurate working set 
size measurements varies directly with the mean holding time (i.e., bet­
ter accuracy is obtained as the mean holding time increases). 
The effect of the holding time on the page fault rate measurement 
accuracy is shown in Figure 5.14 for the 10% sampling rate. The accuracy 
is acceptable for all three sampled strings at T greater than or equal 
to 4000. The anomalous behavior in the smaller T values becomes more 
prevalent as the mean holding time increases. This suggests that this 
behavior is related to the rate of change of the page fault rate as T 
increases. 
The effect of the LRU micro model distribution on the ability of the 
sampling method to measure the working set size is shown in Figure 5.15 
for the 10% sampling rate. This table shows the same effects that have 
been seen previously. The accuracy is not affected by the LRU micro 
model distribution other than the fact that the TIGHT distribution has 
DK.MODERATE-M4.500000 DK.M0DERATE-M8.500000 DK.MODERATE-M20.500000 
T w(T) 
Relative 
error (%) w(T) 
Relative 
error (%) w(T) 
Relative 
error (%) 
200 11.9773 30.26 11.8167 30.42 15.3834 35.08 
400 14.2966 19.38 (2.8)* 13.9988 19.37 (2.6) 18.7154 22.42 (2.1) 
1000 16.9329 8.26 (5.9) 15.8385 6.41 (6.3) 20.92141 6.41 (4.8) 
2000 19.8521 5.29 17.2161 2.79 21.8184 1.63 
4000 24.8977 4.14 19.5922 2.29 23.0046 .99 
6000 29.5119 3.51 21.8197 2.15 24.1686 .94 
8000 33.8004 3.13 24.0001 2.10 25.3325 .90 
10000 37.8235 2.86 25.9599 1.89 26.4964 .86 
12000 41.1715 2.47 27.7922 1.84 27.5995 
CO 
14000 44.2121 2.32 29.6061 1.81 28.6795 .75 
16000 46.8159 2.20 31.4020 1.78 29.7595 .72 
18000 49.2167 2.16 33.1952 1.75 30.8395 .70 
20000 51.3949 2.09 34.9140 1.69 31.9195 .68 
V^alue of RATIO. 
Figure 5.13. Effect of mean holding time on 
10% sampling rate 
the working set size measurement at the 
T_ 
200 
400 
1000 
2000 
4000 
6000 
8000 
10000 
12000 
14000 
16000 
18000 
20000 
DK.MODERATE-M4.500000 DK.MODERATE-MS.500000 DK.MODERATE-
Relative 
error (%) isn. 
Relative 
error (%) f(T) 
23.37 
56.38 
31.37 
2.99 
1.22 
.18 
.85 
1.24 
1.29 
.27 
1.36 
.81 
.70 
.017682 
.006496 
.001778 
.001280 
.001224 
.001156 
.001157 
.001034 
.001032 
.001032 
.001032 
.001008 
.000962 
22.08 
71.71 
80.54 
10.31 
.33 
1.73 
1.74 
.97 
1.36 
1.36 
1.36 
.20 
. 62  
.027082 
.009438 
.001536 
.000716 
.000654 
.000654 
.000654 
.000654 
.000612 
.000612 
.000612 
.000613 
.000612 
Eect of mean holding time on the page fault rate measurement 
lo sampling rate 
T_ 
200 
400 
1000 
2000 
4000 
6000 
8000 
10000 
12000 
14000 
16000 
18000 
20000 
a. 
DK.LOOSE-M8.500000 DK.MODERATE-M8.500000 DK.TIGHT-
Relative 
error (%) w(T) 
Relative 
error w(T) 
30.96 (1.4)' 
17.25 (2.5) 
6.69 (5.4) 
3.50 
2.37 
2.21 
2.21 
2.23 
2.16 
2.14 
2.14 
2.15 
2.10 
11.8167 
13.9788 
15.8385 
17.2161 
19.5922 
21.8192 
24.001 
25.9599 
27.7922 
29.6061 
31.4020 
33.1952 
34.9140 
30.42 (1.7) 
19.37 (2.6) 
6.41 (6.3) 
2.79 
2.29 
2.15 
2.10 
1.89 
1.84 
1.81 
1.78 
1.75 
1.69 
7.4876 
9.4019 
12.4016 
15.3988 
19.3269 
22.2582 
24.6842 
26.9251 
29.0794 
31.1173 
33.0356 
34.8660 
36.6075 
ct of the LRU micro model's 
size measurement at the 10% 
stack depth distribution on 
sampling rate 
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a smaller working set size for small T which is easier to measure be­
cause of the higher RATIO value implied by the smaller working set. 
The last table of this chapter. Figure 5.16, shows the effect of 
the LRU stack depth distribution on the accuracy of the page fault rate 
measurement at a 10% sampling rate. The results indicate that the TIGHT 
distribution is measured more accurately at the lower T values. The accu­
racy at the larger T values (T=4000) is acceptable for all three strings 
as has been found in all of the previous DK model strings. 
This concludes the effects of the DK model parameters. The results 
have been consistent with the VSLM and LRU conclusions. This is the last 
chapter which uses synthetic reference strings to test the sampling 
method. In Chapter VI the validity of these conclusions will be assessed 
with real reference strings. 
Macro Model Results Reviewed 
Fixed-space measurements 
1) The maximum absolute error measurements of the DK model sampled 
strings support the conclusions made from the VSLM and LRU 
models. The maximum error decreases as K increases and con­
verges to approximately .01. The DK model parameters have 
little effect on the maximum error. 
2) The stack depth distribution of a DK model sampled string dis­
plays the three sections found with the VSLM and LRU model 
strings. The COMBINATIONAL method is the best means to measure 
the distribution. The TRANSITIONAL section is better 
DK, LOOSE-M8.500000 DK. MODERATE-M8.500000 DK. TIGHT. M8.500000 
T f(T) Relative 
error (%) f(T) 
Relative 
error (%) f (T) 
Relative 
error (%) 
200 .013188 96.18 .017682 22.08 .012814 12.81 
400 .006378 89.84 .006496 71.71 .007414 14.41 
1000 .002538 46.57 .001778 80.54 .003776 6.46 
2000 .001678 11.32 .001280 10.31 .002502 2.40 
4000 .001356 1.47 .001224 .33 .001704 .58 
6000 .001232 .65 .001156 1.73 .001364 1.61 
8000 .001232 2.60 .001152 1.74 .001218 .17 
10000 .001232 2.60 .001034 .97 .001178 .51 
12000 .001172 2.39 .001032 1.36 .001134 .71 
14000 .001132 2.65 .001032 1.36 .001086 .74 
16000 .001090 2.39 .001032 1.36 .001056 .57 
18000 .001056 1.14 .001008 .20 .001012 .40 
20000 .001024 1.76 .000962 .62 .000984 1.02 
Figure 5.16. Effect of the LRU micro model's stack depth distribution on the page fault 
rate measurement at the 10% sampling rate 
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approximated by the K=200 value of the sampling parameter than 
by the K=1 value. 
3) The page fault rate measurement "smooths" some of the references 
"missed by a few depths" such that the relative error in the 
ACTUAL section is acceptable. The accuracy of this page fault 
rate measurement is dependent on the relationship of the mean 
holding time to the skip parameter. An average of two large K 
samples are required in each locality for accurate measurement. 
Variable-space measurements 
1) The K=1 value of the sampling parameter is the most accurate in 
measuring both the working set size and page fault rate for any 
sampling rate. 
2) The accuracy of the working set size is predictable by the value 
of the RATIO (T x SR)/w(T). A RATIO value of approximately 5 
or more gives acceptable accuracy. 
3) The page fault rate measurements have large relative error at 
smaller T (T < 4000) but the errors quickly diminish to approx­
imately 17o for T values greater than or equal to 4000. 
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CHAPTER VI. REAL REFERENCE STRING RESULTS 
Real reference strings will be used in this chapter to test the 
ability of the sampling method to make accurate measurements. The re­
sults from testing the sampling method on the synthetic strings of the 
LRU, VSLM, and DK generative models will be assessed on real reference 
strings. 
The Real Reference Strings 
The real reference strings used in this chapter were collected from 
the execution of different processes on an INTEL 8080 micro computer by 
the two processor, hardware tracing method described in Chapter II. A 
more detailed description of this collection is presented in Al-Sayed's 
paper (1978). 
The reference strings that are used in the analysis of the sampling 
method are from five programs: two BASIC programs, an editor, an assem­
bler, and a game program called LIFE. The reference strings from these 
programs will be referenced to as REAL.BASIC,210000, REAL.BASIC-PLOT. 
280000, REAL.EDIT.310000, REAL.ASSEMBLER.230000 and REAL.LIFE.320000. 
Notice that these reference strings have different lengths. 
The program from which REAL.BASIC.210000 was collected from fits in 
a small one-half K of memory and simulates a small calculator. REAL. 
BASIC-PLOT.280000 was collected from a plotting program that accepts data 
from a disk file and produces a plot on the system console. This trace 
data was collected starting immediately after the plot data was acquired 
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from the disk file. The third reference string, REAL,EDIT.310000, was 
collected from a string-oriented text editor. The trace involved exer­
cising some commands (i.e., list, move pointer, and search for string) 
on a text in the editor text buffer. The REAL.ASSEMBLER.230000 reference 
string was acquired by tracing a relocating assembler. This trace con­
sists of the object code generation phase of the assembler and does not 
have any of the output portion in the reference string. The last refer­
ence string.REAL,LIFE.320000, was collected from a game program called 
LIFE. This program involves the execution of many loops and nonsequen­
tial references to a large, two-dimensional array. 
There are two limitations of the real reference strings described 
above. First, in order to save space, software implemented for the 8080 
is in assembly language and does not have the full locality-of-reference 
influence that high level language programs exhibit (Al-Sayed, 1978). 
Second, the length of the reference strings was limited by economic rea­
sons and would trace approximately only 1.2 to 1.6 seconds of real-time 
execution if the 8080 was not being traced and was running at full 
speed. 
The last important characteristic of these five real reference 
strings is that these traces include data references as well as instruc­
tion fetches. Note that the previous synthetic reference strings had no 
explicit separation of data and instruction references in the parameters 
that drive the generative models. 
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Real Reference String Results 
Following the same organization used in the previous chapters, the 
measurements obtained by sampling the real reference strings will be 
presented in two parts. In the first part, dealing with the fixed-space 
measurements, the results are presented in terms of the maximum absolute 
error, the stack depth distributions measurement, the page fault rate 
measurement, and the effect of the sampling rate. The second part, in­
volving the variable-space working set based measurements, includes the 
effect of the K sampling parameter, the effect of the sampling rate, and 
the effects of the different strings. 
The first of the fixed-space measurements is the maximum absolute 
errors between any two corresponding stack depth distribution probabili­
ties. Figure 6.1 shows the maximum errors for the five real reference 
strings sampled at four sampling rates each with four K sampling param­
eter values. As found in the synthetic strings, the maximum error for 
any sampling rate decreases as K increases. Also, for any specific K 
value, the maximum error decreases as the sampling rate increases. A 
third recurring result is that the maximum absolute error of the real 
reference strings rapidly levels off to approximately .01 or less at K 
= 200. All of these results agree with the results found in the previous 
three chapters using synthetic reference strings. These results indi­
cate that the top portion of the stack depth distribution, where the 
maximum error occurs, is best measured by a large K value. In the next 
experiment, this indication is found to be true. 
The stack depth distribution measurement of the real reference 
s 
4 
200 
400 
800 
9 
450 
900 
1800 
19 
950 
1900 
3800 
49 
2450 
4900 
9800 
Ma: 
REAL.ASSEMBLER. 
230000 
REAL.BASIC-
PLOT. 280000 
REAL.BASIC. 
210000 
REAL.EDIT. 
310000 
.139496 
.010365 
.004261 
.003374 
.217584 
.009157 
.004809 
.005548 
.343017 
.010417 
.007809 
.005979 
.423452 
.014243 
.008157 
.010113 
.203682 
.013754 
.006771 
.007057 
.310718 
.015896 
.022039 
.005539 
.388896 
.030111 
.029682 
.005968 
.446861 
.014539 
.012218 
.003132 
1 absolute error measurements of 
înt sampling parameters 
.173786 
.007119 
.009333 
.006048 
,254881 
.011405 
.009167 
.009167 
.352595 
.014500 
.015071 
.010957 
.297548 
.007219 
.008500 
.008738 
the sample real 
.085632 
.009590 
.005794 
.005510 
.42865 
.009510 
.005381 
.007348 
.260123 
.011671 
.008897 
.007662 
.316574 
.013858 
.006736 
.013832 
reference sti 
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strings by the COMBINATIONAL method is illustrated in Figure 6.2. This 
figure contains the table of actual stack depth distribution of the 
complete reference string, REAL.ASSEMBLER.230000, the sampled string 
estimate of the ACTUAL section using K=1 and a 20% sampling rate (the K=1 
column has been multiplied by 20% as done before), the sampled string 
estimate using K==200 at 20%, the difference between the actual and the 
COMBINATIONAL estimate (the COMBINATIONAL estimate consists of the K=200 
for the PROPORTIONAL and TRANSITIONAL sections and the K=1 estimate for 
the ACTUAL section as indicated by the boundaries marked by the two 
lines in the figure) and the relative error between the actual and the 
COMBINATIONAL measurements. The accuracy of the PROPORTIONAL section 
is acceptable except for a few depths in the middle. The larger error 
in these depths occurs wherever the stack depth distribution probability 
of the complete string decreases and then increases in magnitude (i.e., 
depth 4, 5 and 6 where the probabilities of reference are .021709, 
.005978 and .012817 respectively). These probability fluctuations are 
not accurately measured by the sampling method. The errors in the 
TRANSITIONAL and ACTUAL sections vary from .0% to over 100.00%. These 
errors can be "smoothed" by the cumulative page fault rate measurement 
as shown in Figure 6.3. As can be seen, the page fault rate measurement 
smooths the error at depths 4, 5, and 6 where the stack depth probabili­
ties fluctuate. The error in the lower two sections is also smoothed. 
The accuracy of the page fault rate measurement of the real strings is 
not as good at some depths as with the synthetic strings. The PROPOR­
TIONAL section does have acceptable accuracy and follows the behavior 
163 
20% 20% Relative 
ACTUAL K=1 S=4 K=200 S=800 Difference error (%) 
1 .671278 .106357 .670674 .000604 .09 
2 .225548 .033765 .222174 .003374 2.92 
3 .034865 .019622 .036630 .001765 5.06 
4 .021709 .009081 .023413 .001704 7.85 
5 .005978 .010608 .007978 .002000 33,46 
6 .013817 .0055174 .011130 .001687 13.16 
7 .008609 .0031956 .007500 .001109 12.88 
8 .003404 .0013174 .003587 .000183 5.38 
9 .002226 .001178 .002065 .000161 7.23 
10 .001348 .000765 .001391 .000043 3.19 
11 ,000700 ,002526 .000870 .000170 24.29 
12 .001730 ,002104 .001130 .000600 34.68 
13 .001174 .001570 .001087 .000087 7.41 
14 .005543 ,000974 .005006 .000543 9.80 
15 .001422 .000169 .001391 .000030 2.11 
16 .000174 .000061 .000196 .000022 12.64 
17 .000104 .000069 .000087 .000017 16.35 
18 .000083 .000069 .000174 .000091 109.64 
19 .000122 .000065 .000109 ,000013 10.66 
20 .000057 .000035 .000109 .000022 38.60 
21 .000052 .000035 .000196 .000017 32.70 
22 .000035 .000017 .000196 .000018 51.43 
23 .000039 .000022 .000239 .000017 43.60 
24 .000009 .000022 .000109 .000013 144.44 
25 .000026 .000030 .000087 .000004 15.38 
26 .000030 .000017 .000130 .000013 43.33 
27 .000009 .000004 .000087 .000005 44.44 
28 .000009 .000030 .000022 .000021 233.33 
29 .000061 .000039 .000109 .000022 36.07 
30 .000009 .000039 .000109 .000030 333.33 
31 .000039 .000091 .000043 .000052 133.33 
32 .000070 .000030 .000022 .000040 57.14 
33 .000039 .000026 .000065 .000013 33.33 
34 .000017 .000035 .000109 .000018 105.88 
35 .000096 .000009 .000087 .000087 90.63 
36 .000043 .000022 .000087 .000021 48.84 
37 .000013 .000013 .000022 .000000 .00 
38 .000004 .000000 .000087 .000004 100.00 
39 .000013 .000017 .000022 .000004 30.77 
40 ,000013 .000026 .000043 .000013 100.00 
Figure 6.2. Stack depth distribution measurement of 
REAL.ASSEMBLER.230000 by the COMBINATIONAL 
method 
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ACTUAL 
20% 
K-1 S=4 
20% 
K=200 S=800 Difference 
Relative 
error (%) 
41 .000009 .000035 .000000 .000026 288.89 
42 .000017 .000017 .000109 .000000 .00 
43 .000065 .000021 .000022 .000044 67.69 
44 .000017 .000013 .000000 .000004 23.52 
45 .000004 .000004 .000000 .000000 .00 
46 .000000 .000000 .000000 .000000 .00 
47 .000009 .000004 .000000 .000005 55.56 
48 .000000 .000000 .000000 .000000 .00 
49 .000017 .000000 .000000 .000017 100.00 
50 .000009 .000009 .000000 .000000 .00 
51 .000000 .000000 .000000 .000000 .00 
52 .000009 .000004 .000000 .000005 44.44 
53 .000009 .000000 .000000 .000009 100.00 
54 .000009 .000013 .000000 .000004 44.44 
55 .000013 .000000 .000000 .000013 100.00 
56 .000000 .000000 .000000 .000000 .00 
57 .000000 .000004 .000000 .000004 Infinite 
58 .000004 .000000 .000000 .000004 100.00 
59 .000000 .000000 .000000 .000000 .00 
60 .000000 .000000 .000000 .000000 .00 
61 .000000 .000000 .000000 .000000 .00 
62 .000000 .000000 .000000 .000000 .00 
63 .000000 .000000 .000000 .000000 .00 
64 .000000 .000000 .000000 .000000 .00 
65 .000000 .000004 .000000 .000004 Infinite 
66 .000004 .000000 .000000 .000004 100.00 
Figure 6.2. (Continued) 
found in the synthetic strings. For the ACTUAL section, the relative 
error generally increases as the memory allocation decreases. This beha­
vior is different than that found with the synthetic strings. In addi­
tion, other differences were found between the variable-space measure­
ments of the real and synthetic strings (which will be reported later). 
An investigation for the reason behind these differences was undertaken. 
From a visual inspection of a real reference string, aided by 
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CTUAL Estimated Difference Relative 
error (%) 
328722 .326892 .001830 .56 
103174 .104718 .001344 1.50 
068309 .068088 .000221 .32 
046600 .044675 .001925 4.13 
040622 .036697 .003925 9.66 
027804 .025567 .002237 8.04 
019196 .018067 .001129 5.88 
015791 .014480 .001311 8.30 
013565 .012415 .001150 8.48 
012217 .011024 .001193 9.77 
011517 .010154 .001363 11.83 
009787 .009024 .000763 7.80 
008613 .007937 .000676 7.85 
003070 .002931 .000139 4.53 
001648 .001540 .000109 6.55 
001474 .001344 .000130 8.82 
001370 .001257 .000113 8.25 
001287 .001083 .000204 15.85 
001165 .000974 .000191 16.39 
001109 .000939 .000170 15.33 
001057 .000904 .000153 14.47 
001022 .000887 .000135 13.21 
000983 .000865 .000118 12.00 
000974 .000843 .000131 13.45 
000948 .000813 .000135 14.24 
000917 .000796 .000121 13.20 
000909 .000792 .000117 12.87 
000900 .000762 .000138 15.33 
000839 .000723 .000116 13.83 
000830 .000686 .000146 17.59 
000791 .000593 .000198 25.03 
000722 .000563 .000159 22.02 
000683 .000537 .000146 21.38 
000665 .000502 .000163 24.51 
000570 .000493 .000077 13.51 
000526 .000471 .000055 10.46 
000513 .000458 .000055 10.72 
000509 .000458 .000051 10.02 
000496 .000441 .000055 11.09 
000483 .000415 .000068 14.08 
Figure 6.3. Page fault rate measurement of REAL. 
ASSEMBLER.230000 by the COMBINATIONAL 
method 
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ACTUAL Estimated Difference Relative 
error (%) 
41 .000474 .000380 .000094 19.83 
42 .000457 .000363 .000094 20.58 
43 .000391 .000342 .000049 12.53 
44 .000374 .000329 .000045 12.03 
45 .000370 .000325 .000045 12.16 
46 .000370 .000325 .000045 12.16 
47 .000361 .000321 .000040 11.08 
48 .000361 .000321 .000040 11.08 
49 .000344 .000321 .000023 6.69 
50 .000335 .000312 .000023 6.87 
51 .000335 .000312 .000023 6.87 
52 .000326 .000308 .000018 5.52 
53 .000317 .000308 .000009 2.84 
54 .000309 .000295 .000014 4.53 
55 .000296 .000295 .000001 .34 
56 .000296 .000295 .000001 .34 
57 .000296 .000291 .000005 1.69 
58 .000291 .000291 .000000 .00 
59 .000291 .000291 .000000 .00 
60 .000291 .000291 .000000 .00 
61 .000291 .000291 .000000 .00 
62 .000291 .000291 .000000 .00 
63 .000291 .000291 .000000 .00 
64 .000291 .000291 .000000 .00 
65 .000291 .000287 .000004 1.37 
66 .000287 .000287 .000000 .00 
Figure 6.3 (Continued) 
frequency count information of page references, it was found that two 
types of referencing behavior exist in the real reference strings. The 
first type is normal locality-of-reference where once a page is refer­
enced, frequent references occur to that page for a period of time. 
This type of referencing is due to the sequential storage of instruc­
tions and to other locality instigators such as looping and will be re­
ferred to as a LOCALITY type reference. The second type of referencing 
behavior found in the real strings was a nonlocality reference. In 
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this case, when a page was first referenced, no further references to 
this page were found in the next part of the reference string. This type 
of referencing is probably due to data referencing and will be referred 
to as a SINGLE type reference. A real reference string, then, consists 
of an intermixing of these LOCALITY and SINGLE type referencing behaviors. 
The LOCALITY type references are generally captured by the sampling 
method, since, there are several chances to sample this page. As ex­
plained in Chapter III, this causes the bottom part of the stack depth 
distribution of the sampled string to have the actual number of refer­
ences to each depth that are in the complete string. The SINGLE type 
references are not generally captured by the sampling method, but should 
be captured in a proportion equal to the sampling rate. This proportional 
type referencing is best measured by a large K value and does not need 
to be adjusted as does the LOCALITY type references in the ACTUAL sec­
tion. 
An investigation into the accuracy of measuring the whole stack 
depth distribution by the K=200 sampled string (i.e., by the proportional 
method) proved to be inclusive. The problem with the measurement of the 
bottom part of the stack depth distribution is that the reference string 
consists of both the LOCALITY and SINGLE type references which means 
that neither the proportional nor the actual type methods of measurement 
are correct. 
The analysis of the real reference strings indicates that the syn­
thetic generators are unable to exhibit the SINGLE type referencing be­
havior. This does not necessarily mean that the synthetic generators are 
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invalid. It is also possible the SINGLE type referencing found in the 
8080 reference strings could be atypical of other real reference strings. 
Additional research is needed to resolve this question. 
In summation of the fixed-space results, most of the conclusions 
found in this synthetic strings proved to be true with the real refer­
ence strings. The maximum absolute error measurements continued to show 
that the maximum error decreases as K increases and reaches a value of 
approximately ,01 or less at K=200, The stack depth distribution and 
page fault rate distribution consists of the same three parts, but are 
not as well-defined. The PROPORTIONAL section is best measured by the 
K=200 parameter value as well as the TRANSITIONAL section. The ACTUAL 
section of the sampled real strings is not as accurately measured as the 
sampled synthetic strings because of the SINGLE type of referencing be­
havior described above. 
The first experiment of the working set based measurements is the 
effect of the K sampling parameter on working set size. From Figure 6.4, 
it can be seen that K=1 parameter value is better than the larger K val­
ues for both the 20% and 10% sampling rates. This conclusion that K=1 
is the best sampling parameter value to use for any specific sampling 
reference strings is consistent with the results from the synthetic ref­
erence strings. The explanation for this conclusion is that, because of 
the locality-of-reference property of program execution, the utility of 
consecutive references decreases as K increases (i.e., the working set 
size measurement is dependent upon the appearance of each page in each 
window of the sampled string. Therefore, since consecutive references 
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T w(T) 
20% 
K=1 S=4 
(%) 
20% 
K-5 S=20 
(%) 
20% 
K=50 S=200 
(%) 
10% 
K=1 S=9 
(%) 
10% 
K=50 S=450 
(%) 
200 8.2570 20.40 27.22 42.82 32.74 58.34 
400 10.0669 15.80 23.56 39.39 27.13 55.01 
1000 11.5163 13.19 15.36 25.53 18.90 41.90 
2000 12.8869 9.87 11.64 17.23 15.03 29.69 
4000 14.9778 6.92 9.65 13.79 12.49 23.13 
6000 16.6294 6.82 8.60 14.26 11.28 22.46 
8000 17.9074 6.85 7.87 14.41 10.70 22.41 
10000 19.0003 6.82 7.41 14.58 10.87 22.57 
12000 20.0015 6.83 7.15 14.81 11.09 22.86 
14000 20.9928 6.92 7.05 15.07 11.40 23.33 
16000 21.9724 6.96 6.94 15.34 11.63 23.75 
18000 22.9098 6.91 6.82 15.48 11.76 24.02 
20000 23.7986 6.90 6.78 15.56 11.86 24.14 
Figure 6.4. Effect of K sampling parameter on working set 
size measurement of REAL .ASSEMBLER.230000 
tend to be to the same pages, it is better to sample more often with 
smaller sampling intervals). 
Figure 6.5 is the corresponding page fault rate measurement. The 
selection of the best K parameter is not as evident as with the working 
set size. In this case the K=1 and K=5 parameters at the 20% sampling 
rate are both better estimators of the page fault rate than the K=50 
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T f(T) 
20% 
K=1 S=4 
(%) 
20% 
K=5 8=20 
(%) 
20% 
K=50 S=200 
(%) 
10% 
K=1 5=9 
(%) 
10% 
K=50 S=4 
(%) 
200 .013844 14.64 8.64 29.43 7.95 47.80 
400 .004439 8.91 17.63 25.17 29.28 1.67 
1000 .001578 25.89 36.08 92.55 38.78 94.55 
2000 .001296 13.75 4.02 24.49 5.70 41.94 
4000 .000957 5.90 .91 6.82 .46 3.19 
6000 .000765 7.96 .01 17.62 3.98 19.89 
8000 .000609 7.87 1.42 16.44 4.29 24.29 
10000 .000574 6.83 .01 18.95 14.40 28.75 
12000 .000539 9,69 4.04 20.17 17.75 31.46 
14000 .000539 9.69 4.85 20.98 17.75 32.26 
16000 .000513 5.94 1.70 18.65 13.57 29.67 
18000 .000504 7.77 4.32 18.97 15.53 28.46 
20000 .000487 8.05 5.37 17.87 15.19 26.79 
Figure 6.5. Effect of K sampling parameter on page fault 
rate measurement of REAL.ASSEMBLER.230000 
parameter. However, neither one of the K=1 or K=5 parameters is consis­
tently better than the other in terms of the relative error. As the 
sampling rate is lowered, the K=1 value of the sampling parameter pro­
duces the more accurate measurements. Therefore, the K=1 value will be 
chosen as the best overall K parameter value. (Again, other small K 
values may be used for convenience depending upon implementation of 
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sampling method.) 
The next experiment examines the effect of the sampling rate on the 
accuracy of the measurements. Figure 6.6 is the table of relative work­
ing set size errors for different window sizes at the four sampling rates 
using the REAL.ASSEMBLER.230000 reference string. The error is basically 
constant at all the window sizes except for at the smaller windows for 
each sampling rate. This constant error for each rate increases as the 
sampling rate decreases. In contrast to the macro model results, the 
RATIO value of 5 does not seem to predict the point where the accuracy 
of the measurement is acceptable. 
There are several factors which help to explain the results observed 
above. First, the larger errors at small window sizes are due to the 
lower RATIO value at these windows. Small RATIO values were previously 
seen to produce error in the synthetic strings (i.e., the ratio of the 
T' window size to the working set size does not allow a high enough prob­
ability to reference all of the different pages in the working set). 
Second, the apparent reason why the relative errors converge to a con­
stant (larger than zero) is that the SINGLE type references, which occur 
randomly throughout the complete string, occur randomly throughout the 
sampled string. The sampled string contains only a fraction of the 
SINGLE references which occur in the complete string. This fraction is 
equal to the sampling rate. Therefore, beyond a certain point, increas­
ing the window size only maintains the same proportion of the missed 
SINGLE references to the window size. This results in a constant error 
in the working set size measurement. (Note that, though only implied so 
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w(T) 
20% 
Relative 
error 
10% 
Relative 
error (%) 
5% 
Relative 
error (%) 
2% 
Relative 
error (%) 
200 8.2570 
400 10.0669 
1000 11.5163 
2000 12.8869 
4000 14.9778 
6000 16.6294 
8000 17.9074 
10000 19.0003 
12000 20.0015 
14000 20.9928 
16000 21.9724 
18000 22.9098 
20000 23.7986 
20.40 
15.80 
13.19 
9.87 
6.92 
6 .82  
6.85 
6 .82  
6.83 
6.92 
6.96 
6.91 
6.90 
32.74 
27.13 
18.90 
15.03 
12.49 
11.28 
10.70 
10.87 
11.09 
11.40 
11.63 
11.76 
11.86 
Not 
measured 
39.55 
29.47 
27.15 
18.94 
17.26 
16.23 
15.74 
15.39 
15.22 
15.04 
15.12 
15.02 
Not 
measured 
Not 
measured 
46.95 
38.37 
31.69 
29.11 
27.79 
26.73 
25.98 
25.45 
25.07 
24.67 
24.34 
Figure 6.6. Effect of sampling rate on working set size measure­
ments of REAL.ASSEMBLER.230000 
far, the working set size measurements are always underestimated by this 
constant relative error factor in the sampled real strings.) Third, the 
increase of the constant relative error as the sampling rate decreases 
(i.e., the relative errors are 7%, 11%, 15%, and 25% for sampling rates 
of 20%, 10%, 5% and 2% respectively) is due to two factors. One factor 
is simply the lower accuracy of a lower sampling rate. The second 
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related factor is the high probability of missing the SINGLE type refer­
ences at the lower rate. 
Figure 6.7 shows the effect of the sampling rate on the page fault 
rate measurement. This figure contains a table of relative errors for 
the four sampling rates at a range of window sizes for the REAL.ASSEMBLER. 
230000 string. This table shows anomalous behavior across the different 
sampling rates. The cause of this anomalous behavior is not known, but 
may be related to the SINGLE type referencing. 
The last set of variable-space measurements shows the accuracy of the 
working set size and page fault rate measurements for all five of the 
real reference strings sampled at the 20% rate. Figure 6.8 shows the 
working set sizes and the respective relative errors in their measurement 
by the sampling method. For all five of the strings the accuracy of the 
measurement is acceptable for window sizes greater than or equal to 4000. 
The level of accuracy that is reached is different for all five of the 
strings. There is no relationship between this level and the working set 
size (i.e., the MTIO value does not work). The only explanation for 
these different levels is the SINGLE type referencing behavior described 
before. Figure 6.9 shows the accuracy of the page fault rate measurements 
for the five real strings at the 20% sampling rate. At T values greater 
than or equal to 6000 the accuracy is acceptable for four out of the five 
real strings. The reason for the poor accuracy with REAL.BASIC-PLOT. 
280000 is, again, not known. 
The variable-space measurements of the real references strings have 
been less accurately measured than was the case with the synthetic strings. 
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T f(T) 
20% 
Relative 
error (%) 
10% 
Relative 
error (%) 
5% 
Relative 
error (%) 
2% 
Relative 
error (%) 
200 
400 
.013844 
.004439 
14.64 
8.91 
7.95 
29.28 
Not 
measured 
24.78 
Not 
measured 
Not 
measured 
1000 .001578 25.89 38.78 71.74 52.72 
2000 .001296 13.75 5.70 8.02 17.28 
4000 .000957 5.90 .46 4.10 2.82 
6000 .000765 7.96 3.98 1.96 8.50 
8000 .000609 7.81 4.29 7.15 9.69 
10000 .000574 6.83 14.40 11.15 12,89 
12000 .000539 9.69 17.75 10.49 14.66 
14000 .000539 9.69 17.75 11.87 18.37 
16000 .000513 5.94 13.57 9.33 16.18 
18000 .000504 7.77 15.53 12.70 16.67 
20000 .000487 8.05 15.19 15.19 17.87 
Figure 6.7. Effect of sampling rate on page fault rate measure­
ment of REAL.ASSEMBLER.230000 
This difference may be caused by many factors, including: the inability 
of the reference string generators to generate realistic reference string 
structure, the short length of the real reference strings, and the sim­
plicity of the sampling method. 
T 
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4000 
6000 
8000 
10000 
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18000 
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230000 
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error 
w(T) w(T) 
REAL.LIFE. 
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Relative 
error 
w(T) 
REAL.BASIC. 
210000 
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error 
REAL.BASIC-PLOT 
280000 
Relative 
error 
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REAL.EDIT. 
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error 
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9.87 
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6.92 
6.96 
6.91 
6.90 
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9.3380 
9.4943 
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1.49 
1.44 
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1.52 
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1.59 
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21.1716 
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29.9019 
25.3918 
25.8171 
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26.4851 
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18.98 
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7.86 
7.42 
6.75 
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5.66 
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16.9071 
27.8680 
36.1979 
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11.75 
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7.54 
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7.36 
7.14 
6.91 
6.3391 
8.1838 
9.7721 
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11.3871 
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14.5463 
15.2858 
16.0209 
16.7498 
17.4785 
20.68 
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18.63 
13.34 
5.44 
4.10 
3.64 
3.59 
3.63 
3.64 
3.63 
3.64 
3.67 
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Figure 6.8. Working set size measurements of the real reference 
strings at 20% sampling rate and K=1 
T 
200 
400 
1000 
2000 
4000 
6000 
8000 
10000 
12000 
14000 
16000 
18000 
20000 
REAL.ASSEMBLER. 
230000 
Relative 
error 
£(T) 
REAL.LIFE, 
320000 
Relative 
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Real Reference String Results Reviewed 
Fixed-space measurements 
1) The maximum absolute error measurements of the real reference 
strings support the conclusion made from the synthetic refer­
ence strings. The maximum absolute error decreases as K in­
creases and converges to .01 or less. 
2) The PROPORTIONAL section of stack depth distribution and page 
fault rate distribution is measured with acceptable error. The 
TRANSITIONAL and ACTUAL sections are not as accurately measured 
with the real reference strings with the synthetic strings due 
to the SINGLE references. 
Variable-space results 
1) The K=1 is the single most accurate sampling parameter value for 
all of the sampling rates for both the working set size and page 
fault rate measurements. 
2) The accuracy of the working set size converges to a limit which 
is affected by the number of SINGLE type references in the com­
plete string. A 20% sampling rate is required to achieve 
acceptable accuracy. 
3) The accuracy of the page fault measurement is inconsistent 
across different real reference strings. No explanation for this 
anomalous behavior is known. 
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CHAPTER VII, FUTURE WORK 
In reviewing this research, the values of sampling parameters and 
the range of accuracy in measuring the structural properties of reference 
strings have been summarized at the end of each of the last four chapters. 
The results obtained from applying the simple sampling method to real 
reference strings, though not as accurate as the synthetic reference 
string results, showed promise for measuring structural properties with 
only a sample of the complete reference string. Two aspects of synthetic 
reference strings were discovered. First, though denied by Denning 
and Kahn in their use of the macro model (1975), the micro behavior is 
an important factor in the macro model. Using different micro models 
was found to have significant effects on the accuracy of the sampling 
method in preserving the page fault rate and working set based measure­
ments. Second, reference string generators do not insert the single ref­
erence type of behavior in the synthetic reference strings. This single 
reference behavior, which was found in the real reference strings, con­
sists of a single reference to a page which is not referenced in the 
following part of the reference string. 
Four areas of future work with this research are described below. 
1) The first area is testing the sampling method on more reference 
strings. This includes both synthetic and real reference strings. For ex­
ample of synthetic string testing, a new macro model reference string could 
be generated which includes the "single" type references. This could be 
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done by, first, generating a macro model synthetic string, and then in­
serting occasional single references randomly throughout the string. 
Other real reference strings that could be tested including virtual-time 
traces from sources other than a micro computer and also reference strings 
from real-time systems. These synthetic and real reference strings also 
need to be longer. 
2) The second area of future research is the development of more 
sophisticated sampling methods. Two possible extensions include: 1) 
more sophisticated means of sampling the complete string and 2) new meth­
ods of measuring the sampled string. More sophisticated sampling methods 
include methods with time-variant parameters which could be either de­
pendent or independent of the current pages being sampled. Methods of 
measuring the sampled string, such as the COMBINATIONAL method developed 
in this dissertation research, are dependent on the sampling method. 
3) The third area of future work is the implementation of a sampling 
method on an actual system. With this research, not only the testing of 
the sampling method, but also the effects of the sampling rate versus 
the overhead could be examined. 
4) The fourth area of future research involves using the sampling 
method on different applications. This means that not only will the 
sampling methods allow time-critical systems to be measured, but will 
make other applications cost effective, such as using the sampled string 
measurements in synamic restructuring. 
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APPENDIX A. FORTRAN IMPLEMENTATION OF LRU STACK DEPTH DISTRIBUTION 
MEASUREMENT 
//STEPl EXEC FORT GCG,REGION.GO=180K,TIME.G)=(6,0) 
//FORT.SYSIN DD * 
INTEGER REF STR (10000) 
REAL PROB(10000),PREFGD(lOOl) 
READ(5,7) NUMREF,NUMPAG 
7 FORMAT(18,14) 
CALL LRU(REFSTR,NUMREF,NUMPAG,PROB) 
NUMONE = NUMREF + 1 
CALL SLRU(REFSTR,NUMREF,NUMPAG,PREFGD,NUMONE,PROB) 
STOP 
END 
SUBROUTINE LRU(REFSTR,NUMREF,NPAGES,PEFAD) 
INTEGER NUMREF,NPAGES,NPLUS,I,JJ,ELE,K 
INTEGER REFSTR(IOOOO),REFAD(1000),STACK(lOOl) 
REAL PREFGD(1000),PEFAD(1000) 
C 
DO 105 1=1,NPAGES 
REFAD(I) = 0 
105 STACK(I) = 0 
REFAD(NPAGES+1) = 0 
K= 0 
LOOP = NUMREF/10000 
DO 150 1= 1,10000 
ELE = REFSTR(I) 
C SEARCH STACK FOR PAGE 
STACK(K+1) = ELE 
JJ = 0 
110 JJ = JJ + 1 
IF(STACK(JJ).NE.ELE) GOTO 110 
C 
UPDATE REFAD ARRAY 
IF(JJ.GT.K) GOTO 115 
REFAD(JJ) = REFAD(JJ) + 1 
GOTO 120 
115 K = K + 1 
REFAD(NPAGES+1) = REFAD(NPAGES+1) +1 
C UPDATE STACK 
120 IF(JJ.LE.l) GOTO 150 
125 STAGK(JJ) = STACK(JJ-l) 
JJ = JJ - 1 
IF (JJ.GT.l) GOTO 125 
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APPENDIX A (Continued) 
150 STACK (1) = ELE 
C 
C CALCULATE COST 
PSUM =0. 
1 = NPAGES 
155 PSUM = PSUM + REFAD(I+1) 
PREFGD(I) = PSUM/NUMREF 
1  =  1 - 1  
IF(l.GT.O) GOTO 155 
C 
DO 168 1=1,NPAGES 
168 PEFAD(I) = FLOAT(REFAD(I)))/FLOAT(NUMREF) 
WRITE96,91) NUMREF,NPAGES 
91 FORMAT('l'///' ',24X,'LRU STACK DEPTH MEASUREMENT ALGORITHM'/20X, 
1' NUMBER OF REFERENCES IS ',17,' NUMBER OF PAGES IS ',I3,/// 
2' MEMORY SIZE PER REF', 
3' NUMREF PER REF AT > DEPTH'//) 
WRIT E(6,92)((I,PEFAD(I),REFAD(I),PREFGD(I)),1=1, 
INPAGES) 
92 FORMAT((' ',5X,I3,9X,F7.6,5X,I7,7X,F9.7/)) 
C 
RETURN 
END 
SUBROUTINE SLRU(REFSTG,NUMREF,NPAGES,PREFGD,NPLUS,PROB) 
INTEGER NUMREF,NPAGES,NPLUS,I,JJ,ELE,K 
INTEGER REFSTG(IOOOO),REFAD(111),STAGK(1000) 
REAL PSUM,PREFGD(1001),PROB(1001),PEFAD(1001).DIFF(lOOl) 
INTEGER SAMP,SKIP 
INTEGER RERIND 
INTEGER RANDOM 
REAL MAXDIF,TEMP,TOT 
INTEGER NTRIAL ,LENREF 
C 
READ(5,21) NUMP 
21 FORMAT(12) 
LOOP = NUMREF/10000 
DO 191 111=1,NUMP 
DO 190 II = 1,57 
READ(5,23) ITYPE,SAMP,LENGTH,SKIP,RERIND 
23 FORMAT(II,18,217,II) 
IF(RERIND.EQ.l) REWIND 8 
INIT = 1 
IF ( RERIND.EQ.l) ELE = NEXTRE(INIT.LENGTH,SKIP,LOOP,REFSTG) 
INIT = 0 
NTRIAL = 1 
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NPRINT = LENGTH * 10 
DO 105 I=1,NPAGES 
REFAD(I) = 0 
105 STACK(I) = 0 
REFAD(NPAGES+1) = 0 
NNNREF = 0 
NNTRY-(100000/(LENGTH+SKIP))*LENGTH 
K = 0 
107 IF(ITYPE.EQ.l) ELE = NEXTRE(INIT,LENGTH,SKIP,LOOP,REFSIG) 
IF ( ELE.LT.O) GOTO 151 
NNNREF = NNNREF + 1 
C SEARCH STACK FOR PAGE 
STACK(K+1) = ELE 
JJ = 0 
110 JJ = JJ +1 
IF(STACK(JJ),NE.ELE) GOTO 110 
C UPDATE REFAD ARRAY 
IF(JJ.GT.K) GOTO 115 
REFAD(JJ) = REFAD(JJ) +1 
GOTO 120 
115 K = K +1 
REFAD(NPAGES+1) = REFAD(NPAGES+1) +1 
C UPDATE STACK 
120 IF(JJ.LE.l) GOTO 150 
125 STACK(JJ) = STACK(JJ-l) 
JJ = JJ -1 
IF (JJ.GT.l) GOTO 125 
150 STACK(l) = ELE 
GOTO 107 
151 WRITE(6,159) 
159 FORMAT('0 ENDOF FILE ON REFERENCE STRING') 
C 
C CALCULATE COST 
153 PSUM = 0. 
I =• NPAGES 
155 PSUM = PSUM + REFAD(I+l) 
PREFGD(I) = PSUM/NNNREF 
I - I - 1 
IF(I.GT.O) GOTO 155 
C 
DO 168 1=1,NPAGES 
PEFAD(I) = FLOAT(REFAD(I))/ FLOAT(NNNREF) 
168 DIFF(I) = PEFAD(I) = PROB(I) 
WRITE(6,91) NNNREF,NPAGES,LENGTH,SKIP 
91 FORMAT('l'///; ;,24X,' LRU STACK ALGORITHM' ///,20X 
C NUMBER OF REFERENCES IS ',17,' NUMBER OF PAGES IS ',13,// 
D20X,' NUMBER OF CONSECUTIVE REFERENCES IS ',I6,/20X, 
E' NUMBER OF REFERENCES IN A SKIP IS ',16,// 
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2' MEMORY SIZE INPUT PROB OF REF PER REF DIFFERENCE', 
3' NUMREF PER REF AT > DEPTH'//) 
WRITE(6,92) (I,PROB(I),PEFAD(I),DIFF(I),REFAD(I),PREFGD(I) ,1=1, 
INPAGES) 
92 FORMAT((' ',5X,13,13X,F7.6,9X,F7.6,7X,F8.6,7X,I6,10X,F9,7/)) 
C 
TOT = 0. 
MAXDIF = 0. 
DO 108 I = 1,NPAGES 
TEMP = ABS(FLOAT(REFAD(I))/FLOAT(NNNREF) - PROB(I)) 
TOT = TOT + TEMP 
108 IF(TEMP.GT.MAXDIF) MAXDIF = TEMP 
TOT =» TOT/FLOAT (NPAGES) 
LENREF = (NNNREF/LENGTH) * (LENGTH+SKIP) 
WRITE(6,99) NNNREF,MAXDIF ,TOT, LENREF 
99 FORMAT(' AFTER ',17,' REFERENCES, THE MAXIMUM DIFFERENCE IS ', 
IF8.6,' THE AVERAGE DIFFERENCE IS',F8.6,' LENGTH R^ F. STR. '.17) 
190 CONTINUE 
191 CONTINUE 
RETURN 
END 
FUNCTION NEXTRE(INIT,LENGTH,SKIP,LOOP,REFSTG) 
INTEGER SKIP,LENGTH,MAXSIZ,REFSTG(10000),COUNT,CURREN 
IF (INIT.NE.1) GOTO 300 
COUNT = 0 
MAXSIZ = 10000 
CURREN = 10000 
IREAD - 0 
INIT = 0 
NEXTRE = -2 
RETURN 
300 IF(COUNT.LT.LENGTH)GOTO 310 
CURREN=CURREN + SKIP 
COUNT =" 0 
310 CURREN = CURREN + 1 
COUNT = COUNT + 1 
IF(CURREN .LE.MAXSIZ) GOTO 320 
CURREN = CURREN - MAXSIZE 
IF(IREAD.LT.LOOP) READ(8) REFSIG 
IREAD = IREAD + 1 
IF (IREAD.LE.LOOP) GOTO 320 
NEXTRE = -1 
RETURN 
320 NEXTRE = REFSTG(CURREN) 
RETURN 
END 
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//GO.FT08F001 DD DSN=VSLMl.L08,UNIT=DISK,VOL=(PRIVATE,SER-(KELLER)), 
// DISP=(OLD,KEEP),SPACE=(TRK, (560,20)), 
// DOB=RECFM=VBS,LRECL=7290,BLKSIZE=7294,BUFN0=1) 
//GO.SYSIN DD * 
100000 40 
3 
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APPENDIX B. FORTRAN IMPLEMENTATION OF WORKING SET BASED MEASUREMENTS 
//STEPl EXEC FORTG,REGION.G0=244K,TIME,G)=10 
//FORT.SYNSIN DD * 
INTEGER NUMREF,NPAGES,REFSTR(10000) 
REAL W(101),F(101),G(101) 
READ(5,10) NUMREFJNPAGES 
10 FORMAT(18,14) 
CALL WSM(REFSTR,NUMREF,NPAGES,200,101,W,F,G) 
REWIND 8 
CALL SAMPWS(REFSTR,NUMREF,NPAGES,200,101,W,F,G) 
STOP 
END 
SUBROUTINE WSM(REFSTR,NUMREF,NUMPAG,INCRE, J,W,F,G) 
INTEGER REFSTR(IOOOO),NUMREF,NUMPAG,INCRE,J,LOOP,I,JJ,II 
INTEGER TIME(1002).DELTA,LARGE,F1(101) 
REAL G(lOl),F(101) ,W(101),ADJ(101),W1 
INTEGER T,T1 
REAL X(lOl) 
C INITIALIZE ARRAYS 
LARGE = (J-1)*INCRE 
DO 20 I = 1,NUMPAG 
20 TIME(I) = -LARGE 
DO 30 I = 1,J 
G(I) = 0. 
G1(I) = 0 
X(I) = I * INCRE 
30 ADJ(I) = 0. 
C DEBUG 
WRITE(6,32) NUMPAG,NUMREF,INCRE,J 
32 F0RMAT('1',//, ' ALGORITHM 5.2 — WORKING SET MEASUREMENT SPIRN' , 
1 //,' NUMBER OF PAGES IS ',12,/,' NUMBER OF REFERENCES (K) IS 
2 16,/,' INTERVAL SIZE FOR CONSECUTIVE WINDOW LENGTHS IS ',14, 
3 /,' THE NUMBER OF WINDOW SIZES (J) IS ',13,//) 
LOOP = NUMREF / 10000 
DO 80 II = l.LOOP 
READ(8) REFSTR 
DO 80 1=1,10000 
DELTA = (II-l) * 10000 + I = TIME (REFSTR (I)) 
IF(DELTA .GE. INCRE*(J-1)) GOTO 45 
JJ = FLOAT (DELTA) / FLOAT (INCRE) + 1 
GOTO 50 
45 JJ = J 
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50 G(JJ) = G(JJ) + 1 
Gl(JJ) = Gl(JJ) + DELTA 
TIME(REFSTR(I)) = (II-l) * 10000 + I 
80 CONTINUE 
WRITE(6,82) 
82 FORMAT(') I TIME(I) DELTA CATEGORY ADJ(CAT) Gl(CAT) BEFORE ', 
1' Gl(CAT) AFTER '//) 
DO 200 I = 1,NUMPAG 
DELTA-NUMREF + 1 - TIME(I) 
IF(DELTA .GT. INCRE*(J-1)) GOTO 150 
JJ = FLOAT(DELTA) / FLOAT(INCRE) + 1 
IF (JJ .LE. J ) GOTO 120 
JJ + J 
120 ADJ(JJ) = ADJ(JJ) + 1./FLOAT(NUMREF) 
IBGl = Gl(JJ) 
G1(JJ)=G1(JJ) - INCRE*(JJ) + DELTA 
150 WRITE(6,151) I,TIME(I).DELTA,JJ,ADJ(JJ),IBGl,Gl(JJ) 
151 FORMAT(' ',14,15,17,15,3X,F10.6,110,5X,18) 
200 CONTINUE 
WRITE(6,240) 
240 FORMAT('0',5X,'I',7X,'T(I)',11X,'G(I)',8X,'F(I),9X,'W(I)',8X, 
1 'ADJ(I)',9X,'W1') 
T = 0 
T1 = INCRE 
T = 1 
W1 = 0. 
G(l) = G(l) / FLOAT(NUMREF) 
F(l) = 1. - G(l) 
W(l) = 0. + FLOAT(G1(1))/FLOAT(NUMREF) + INCRE * (F(l) - Wl) 
W1 => W1 + ADJ(l) 
WRITE(6,250) I,T,Tl,G(I),F(I),W(I),ADJ(I),Wl 
DO 300 T = 2,J 
G(I) = G(I) / FLOAT(NUMREF) 
F(I) = F(I-l) - G(I) 
W(I) = W(I-l) + FLOAT(G1(I))/FLOAT(NUMREF) - (I - 1) * INCRE 
1 * G(I) + INCRE * (F(I) - Wl) 
Wl = Wl + ADJ(I) 
T = T1 
T1 = T1 + INCRE 
WRITE(6,250) I,T,T1,G(I),F(I),W(I) ,ADJ(I),Wl 
250 FORMAT(17,3X,14,' - ',I4,5(3X,F10.6)) 
300 CONTINUE 
RETURN 
END 
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SUBROUTINE SAMPWS(REFSTR,NUMREF,NUMPAG,INCRE,J,WW,FF,GG) 
REAL WW(lOl),FF(101),GG(101),DW(101),DF(101),DG(101) 
INTEGER SKIP,SAMP 
INTEGER KK,K,RERIND,NNNREF,NUMP,REFER 
INTEGER REFSTR(IOOOO),NUMREF,NUMPAG,INCRE,J,LOOP,I,JJ,II 
INTEGER TIME(1002).DELTA,LARGE,G1(101) 
REAL G(lOl),F(101),W(101),ADJ(101),Wl 
INTEGER T,T1 
REAL X(lOl) 
C INITIALIZE ARRAYS 
LARGE = (J-1)*INCRE 
C DEBUG 
WRITE(6,32) NUMPAG,NUMREF,INCRE,J 
32 FORMAT('l'' ALGORITHM 5.2 -- WORKING SET MEASUREMENT SPIRN', 
1 //,' NUMBER OF PAGES IS '.12,/,' NUMBER OF REFERENCES (K) IS 
2 16,/,' INTERVAL SIZE FOR CONSECUTIVE WINDOW LENGTHS IS ',I4, 
3 /,' THE NUMBER OF WINDOW SIZES (J) IS ',13,//) 
LOOP = NUMREF / 10000 
READ(5,21) NUMP 
21 FORMAT(13) 
DO 90 KK = 1,NUMP 
DO 20 I = 1,NUMPAG 
20 TIME(I) = -LARGE 
DO 30 I = 1,J 
G(I) = 0. 
Gl(I) = 0 
X(I) = I * INCRE 
30 ADJ(I) = 0. 
READ(5,23) ITYPE,SAMP,LENGTH,SKIP,RERIND 
23 F0RMAT(I1,I8,2I7,I1) 
WRITE(6,25) LENGTH,SKIP,SAMP 
25 FORMAT('ILENGTH - '.16,' SKIP = ',16,' SAMPLE SIZE REQUESTED = ', 
1 18) 
IF(RERIND .EQ. 1) REWIND 8 
INIT = 1 
IF (RERIND .EQ.) REFER = NEXTRE(INIT,LENGTH,SKIP,LOOP,REFSTR) 
INIT = 0 
NNNREF = 0 
17 REFER = NEXTRE(INIT,LENGTH,SKIP,LOOP,REFSTR) 
IF (REFER .LT. 0) GOTO 400 
NNNREF - NNNREF + 1 
DELTA - NNNREF - TIME(REFER) 
IF(DELTA .GE. INCRE*(J-1)) GOTO 45 
JJ = FLOAT(DELTA) / FLOAT(INCRE) + 1 
GOTO 50 
45 JJ = J 
50 G(JJ) = G(JJ) + 1 
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Gl(JJ) = Gl(JJ) + DELTA 
TIME (REFER) ==> NNNREF 
GO TO 17 
400 WRITE(6,401) NNNREF 
401 F0RMAT('0 END OF FILE ON REFERENCE STRING',18,' REFERENCES') 
DO 200 I = 1,NUMPAG 
DELTA = NNNREF + 1 - TIME(I) 
IF(DELTA .GT. INCRE*(J-1)) GOTO 200 
JJ = FLOAT(DELTA) / FLOAT(INCRE) + 1 
IF (JJ .LE. J) GOTO 120 
JJ = J 
120 ADJ(JJ) = ADJ(JJ) + 1./FLOAT(NNNREF) 
IBGl = Gl(JJ) 
Fl(JJ) = Gl(JJ) - INCRE*(JJ) + DELTA 
200 CONTINUE 
1 = 1 
W1 = 0. 
G(l) = G(l) / FLOAT(NNNREF) 
F(l) = 1. - G(l) 
W(l) = 0. + FLOAT(G1(1))/FLOAT(NNNREF) + INCRE * (F(l) - Wl) 
W1 = W1 + ADJ(l) 
DO 300 I = 2,J 
G(I) = G(I) / FLOAT(NNNREF) 
F(I) = F(I-l) - G(I) 
W(I) = W(I-l) + FLOAT(G1(I))/FLOAT(NNNREF) - (I-l) * INCRE 
1 * G(I) + INCRE * (F(I) - Wl) 
Wl = Wl + ADJ(I) 
300 CONTINUE 
WRITE(6,240) 
240 FORMAT('l I T(I) WCOMPLETE W SAMPLED WDIFFEREN', 
1' FCOMPLETE F SAMPLED FDIFFEREN GCOMPLETE G SAMPLED', 
2' GDIFFEREN ADJ(I)') 
T1 = 0 
RATIO = FLOAT(LENGTH) / FLOAT(LENGTH+SKIP) 
DO 310 I+1,J 
F(I) = F(I) * RATIO 
DW(I) = WW(I) - W(I) 
DF(I) = FF(I) - F(I) 
DG(I) - GG(I) - G(I) 
T = T1 
T1 » T1 + INCRE 
WRITE(6,320)I,T, T1,WW(I) ,W(I),DW(I),FF(I),F(I),DF(I),GG(I),G(I), 
1 DG(I),ADJ(I) 
320 FORMAT(' ',I3,1X,I4,,I4,1X,3(3(2X,F9.5),3X),F8.6) 
310 CONTINUE 
WRITE(6,339) RATIO 
339 FORMAT('0 PERCENTAGE OF REFERENCES SAMPLED IS ',F7.5 , 
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1/,' T COMPLETE W(T)COMPLETE F(T)COMPLETE RATIO*T ', 
2'T SAMPLED W(T)SAMPLED F(T)SAMPLED W DIFFEREN FDIFFEREN', 
1' W REL. F REL') 
DO 370 KB = 5,J,5 
KV = RATIO * FLOAT(KB) + .5 
ITS = KB * INCRE 
ITS = KV * INCRE 
RIS = RATI0*KE * FLOAT(INCRE) 
DIFFl = WW(KB) - W(KV) 
DIFF2 - FF(KB) - F(KV) 
REW = DIFFl * 100. / WW(KB) 
REF = DIFF2 * 100. / FF(KB) 
WRITE(6,340) ITC,WW(KB),FF(KB),RTS,ITS,W(KV),F(KV),DIFFl,DIFF2 
1 ,REW,REF 
340 FORMAT( ' ',I6,7X,F10.6,4X,F10.6,6X,F7.2,6X,I5,4X,F10.6,2X, 
IF10.6,3X,F10.6,2X,F10.6,2X,F6.2,'%',2X,F6.2, 
370 CONTINUE 
90 CONTINUE 
RETURN 
END 
FUNCTION NEXTRE(INIT,LENGTH, SKIP,LOOP,REFSTG) 
INTEGER SKIP,LENGTH, MAXSIZ,REFSTG(10000),COUNT,CURREN 
IF (INIT.NE.l) GOTO 300 
COUNT = 0 
MAXSIZ = 100000 
CURREN = 100000 
IREAD = 0 
INIT = 0 
NEXTRE = -2 
RETURN 
300 IF(COUNT.LT.LENGTH) GOTO 310 
CURREN = CURRENT + SKIP 
COUNT = 0 
310 CURREN = CURREN + 1 
COUNT = COUNT + 1 
IF(CURREN ,LE.MAXSIZ) GOTO 320 
IREAD = IREAD + 1 
IF (IREAD.LE.LOOP) GOTO 320 
NEXTRE = -1 
RETURN 
320 NEXTRE = REFSTG(CURREN) 
RETURN 
END 
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//GO.FT08F001 DD DSN^ VSLMOOl.H,UNIT=DISK,VOL=(PRIVATE,SER=(KELLER)), 
// DISP=(OLD,KEEP),SPACE=(TRK, (100,20)), 
// DCS=(RECFM=VBS,LRECL=7290,BLKSIZE=7294,BUFNC=1) 
//GO.SYNSIN DD * 
5000001000 
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