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Introduction
The harmonic measure (also called caloric measure in the present context [17] ) of the unbounded space-time domain ∆ − ∂ t consists of two components, one supported by the initial time boundary t = 0 and the other by the lateral boundary {|x| = a} × {t > 0}. The former one is nothing but the measure whose density is given by the heat kernel for physical space D with Dirichlet zero boundary condition on the sphere |x| = a. This paper concerns the latter, aiming to find a precise asymptotic form of it when the distance of the reference point from the boundary becomes large. In the probabilistic term this latter part is given by the joint distribution, H(x, dsdξ), of the site ξ and the time t at which the d-dimensional standard Brownian motion hits the surface of the ball U(a) = {|x| < a} for the first time: given a bounded continuous function ϕ(ξ, t) on the lateral boundary of D, the bounded solution u = u(x, t) of the heat equation ( ∆ − ∂ t )u = 0 in D satisfying the boundary condition u(ξ, t) = ϕ(ξ, t) (|ξ| = a, t > 0) and u(x, 0) = 0 (|x| > a) can be expressed in the boundary integral u(x, t) = t 0 |ξ|=a ϕ(ξ, t − s)H(x, dsdξ).
The probability measure H(x, dsdξ) has a smooth density, which may be factored into the product of the hitting time density and the density for the hitting site distribution conditioned on the hitting time. While the asymptotic forms of the first factor are computed in several recent papers [13] , [1] , [4] , [15] , the latter seems to be rarely investigated and in this paper we carry out the computation of it. Consider the density at a time t for the initial point x of Brownian motion. It would be intuitively clear that the conditional distribution of the hitting site becomes nearly uniform on the sphere for large t if |x| is small relative to t, while one may speculate that it concentrates about the point ax/|x| as |x| becomes very large in comparison with t. Our results entail that in the limit there appears the uniform distribution or the point mass at ax/|x| ∈ ∂U(a) according as |x|/t tends to zero or infinity; in each case we provide a certain exact estimate of the density. In the case when |x|/t tends to a positive constant the conditional distribution has a limit, of which we derive an analytic expression for the density. When |x|/t tends to become large, the problem is comparable to that for the hitting distribution for the Brownian motion with a large constant drift started at x and for the latter process one may expect that the distribution is uniform if it is projected on the cross section of U(a) cut with the plane perpendicular to x passing through the origin. This is true in the sense of weak convergence of measures, but in a finer measure the distribution is not flat: the density of the projected distribution has large values along the circumference of the cross section. For such computation it is crucial to have a certain delicate estimate of the hitting distribution for t small, which we also provide in this paper.
Notation and Main Results
In this section we present main results obtained in this paper, of which some detailed statements may be given later sections. Before doing that, we give basic notation used throughout the paper and state the results on the hitting time distribution from [15] .
2.1. Notation. We fix the radius a > 0 of the Euclidian ball U(a) = {x ∈ R d : |x| < a} (d = 2, 3, . . .). Let P x be the probability law of a d-dimensional standard Brownian motion, denoted by B t , t ≥ 0, started at x ∈ R d and E x the expectation under P x . We usually write P and E for P 0 and E 0 , respectively, where 0 designates the origin of R d .
The following notation is used throughout the paper. 
)/Γ(ν + 1).
Here K ν is the modified Bessel function of second kind of order ν. We usually write x for |x|, x ∈ R d (as above); d = 2ν + 2 and ν are used interchangeably; and we sometime write p ν t (x) for p (d) t (|x|) and q ν (x, t) for q (d) (x, t) when doing so gives rise to no confusion and facilitates computation or exposition and also B(t) for B t for typographical reason, When working on the plane we often tacitly use complex notation to denote points of it, for instance a point of ∂U(a) is indicated as ae iaθ with θ denoting the (well-defined) argument of the point.
Density of Hitting Time Distribution. Here we state the results from [15] on q (d)
a (x, t), the density for σ a . The definition of q (d) (x, t) may be naturally extended to Bessel processes of order ν and the results concerning it given below may be applied to such extension if ν ≥ 0. We write f (t) ∼ g(t) if f (t)/g(t) → 1 in any process of taking limit.
Theorem A. Uniformly for x > a, as t → ∞,
and for d = 2,
a (x, t) = p (2)
From the known properties of K ν (z) it follows that Λ ν (y) = (2π) ν+1/2 y −ν+1/2 e y (1 + O(1/y)) as y → ∞;
Γ(ν) (= νω d−1 ) for ν > 0; Λ 0 (y) ∼ π − lg y as y ↓ 0.
Here ω d−1 denotes the area of (d − 1)-dimensional unit sphere if d − 1 is a positive integer.
Theorem B. For each ν ≥ 0 it holds that uniformly for all t > 0 and x > a,
a (x, t) = x − a √ 2π t 3/2 e −(x−a) 2 /2t a x
Remark 1. Under certain constraints on x and t finer error estimates in the formulae of Theorem A are given in [13] (d = 2, |x| < √ t)) (|x|/t → ∞) and in [15] . The formula (2.3) of Theorem B is sharp only if x/t → ∞. The case t → ∞ is included in Theorem A apart from the error estimate. A better error estimate is obtained in [1] by a purely analytic approach. A probabilistic proof of (2.3) is found in [16] . We shall use (2.3) only for the case 0 < t < a 2 .
Remark 2 (Scaling property). From the scaling property of Bessel processes it follows that for all dimensions q
1 (x/a, t/a 2 ). Even though because of this we can obtain the result for a = 1 by simply substituting t/a 2 and x/a into the formula for a = 1, in the above we have exhibited the formula for q a (x, t) with a > 0 arbitrary. We shall follow this example in stating the results of the present work. It is warned that we are not so scrupulous in doing that: in particular, to indicate the constrains of t (and/or x) we often simply write t > 1 when we should write t > a 2 for instance.
2.3.
Density of Hitting Site Distribution Conditioned on σ a = t. For finding the asymptotic form of the hitting distribution, with that of q (d) (x, t) being given in 2.2 above, it remains to estimate the conditional density P x [B t ∈ dξ|σ a = t]/dξ. Before stating the results on it we shall consider the argument of the hitting site B(σ a ) in the case d = 2, when the winding number around the origin is naturally associated with the process.
2.3.1. Density for arg B(σ a ) (Case d = 2). Let arg B t ∈ R be the argument of B t (regarded as a complex Brownian motion), which is a.s. uniquely determined by continuity under the convention arg B 0 ∈ (−π, π]. The following limits can be shown to exist.
From Theorem 2.1 we can infer some properties of the limit density f a (·; v). It follows that Ψ a (λ; 0+) = 0 (λ = 0) and Ψ a (λ; +∞) = 1, which shows that f a (θ; v)dθ concentrates in the limit at infinity as v ↓ 0 and at zero as v → ∞. Since for 0 < y < ∞,
f a can be extended to an entire function; in particular its support (as a function on R) is the whole real line and we then readily infer that f a (θ; v) > 0 for all θ (cf. (3.6)).
is an entire function of η and has zeros on and only on the real axis. If η 0 is its smallest positive zero, then ∞ 0 f a (θ; v)e ηθ dθ is finite or infinite according as η < η 0 or η ≥ η 0 ;
it can be shown that 0 < η 0 − av ≤ Cv 1/3 . The next result is derived in a quite different way.
Density for Hitting Site.
Let m a (dξ) denote the uniform probability distribution on ∂U(a), namely m a (dξ) = (ω d−1 a d−1 ) −1 |dξ|, where ω d−1 denotes the area of the d − 1 dimensional unit sphere ∂U(1) and dξ ⊂ ∂U(a) an surface element of Lebesgue measure |dξ|. Let Arg z, z ∈ R 2 denote the principal value ∈ (−π, π] of arg z.
Let θ = θ(ξ) ∈ [0, π) denote the colatitude of a point ξ ∈ ∂U(a) with ae taken to be the north pole, namely a cos θ = ξ · e. Theorem 2.3. For each M > 1, uniformly for 0 < v < M and ξ ∈ ∂U(a), as t → ∞ and
Here θ = Arg ξ and
where C ν n (z) is the Gegenbauer polynomial of order n associated with ν. According to (2.4) the convergence of the series appearing as the limit in (2.6) is quite fast. For d = 2, as one may notice, (2.6) is obtained from Theorem 2.1 by using Poisson summation formula. It holds that H 0 ≡ 1 and the limit function on the right-hand side of (2.6) approaches zero as v ↓ 0, so that the asserted uniformity of convergence implies that the density on the left converges to unity as x/t → 0.
where f (t) ≍ g(t) signifies that f (t)/g(t) is bounded away from zero and infinity.
Combined with Theorem A Theorem 2.4 yields an asymptotic result of the joint distribution of (B σa , σ a ). On noting cos θ = x · ξ/ax and cos θ ∼ π we state the first half of it as the following Corollary 2.1. Uniformly under the constraint x · ξ/ax > v −1/3 and t > 1,
As is clear from Theorem 2.4 the distribution of B(σ a ) converges to the Dirac measure at ae, the north pole of ∂U(a), as v → ∞. We may normalize the distribution to approach a non-degenerate measure cos θ m a (dξ) in obvious manner, even though the density has singularity along the circumference. The next corollary states this in terms of the colatitude θ(B σa ) of B(σ a ).
where 1(S) is the indicator function of a statement S, ' ⇒' signifies the weak convergence of finite measures on R (in fact the convergence holds in the total variation norm) and ω 0 = 2.
The essential content involved in Theorem 2.4 concerns the two dimensional Brownian motion even if it includes the higher dimensional one (cf. Section 6).
The rest of the paper is organized as follows. In Section 3 we deal with the case when x/t is bounded and prove Theorems 2.1 through 2.3. In Section 4 we provide several preliminary estimates of the hitting distribution density mainly for t < 1, that prepare for verification of Theorem 2.4 made in Section 5 for the case d = 2 and in Section 6 for the case d ≥ 3. Proposition 2.1 is obtained in Section 5.1 as a byproduct of a preliminary result for the proof of Theorem 2.4. In Section 7 the results obtained are applied to the corresponding problem for Brownian motion with drift. In the final section, Appendix, we present a classical formula for the hitting distribution of U(a) and give a comment on an approach to the present problem based on it.
3
Proofs of Theorems 2.1 through 2.3
Here we prove Theorems 2.1 through 2.3. Let X t be a Bessel diffusion of order ν ∈ R and T a the first passage time of a for X t . We denote by P
BS(ν) x
and E BS(ν) x the probability law of (X t ) t≥0 started at x ≥ 0 and the expectation w.r.t. it, respectively. If ν = −1/2, it is a standard Brownian motion and we write P . With this convention we suppose ν ≥ 0 in what follows, so that X t ≥ 0 a.s. under P BS(ν) x (x ≥ 0). The expression ν +2 which is not integral may appear, while the letter d always designates a positive integer signifying the dimension of the space. In the rest of the paper the symbols C, C 1 , C ′ , etc, denote universal constants whose precise values are unimportant; the same symbol may takes different values in different occurrences.
3.1. The Distribution of arg B(σ a ). Let d = 2. It is consistent to our notation to write
Proof. We apply the formula of drift transform. Put Z(t) = e t 0 γ(Xs)dXs− 
for 0 < h < t. By Ito's formula we have
which together with (3.3) leads to the identity (3.2).
s ds. By the same drift transformation as applied in the preceding proof we see
Noting − 1 2 λ(λ + 2ν) + β ν = β λ+ν we apply (3.2) with λ + ν in place of ν to see that the right side above is equal to (x/a) λ q λ+ν a (x, t), while the left side is equal to that of (3.4) multiplied by q ν a (x, t), hence we have (3.4). The proof of Theorem 2.1 rests on the following Lemma 3.3.
Proof. For the proof we apply the skew product representation of two-dimensional Brownian motion. Let Y (·) be a standard linear Brownian motion with Y (0) = 0 independent of B · . Then arg(B t ) − arg(B 0 ) has the same law as Y (
where E Y denotes the expectation with respect to the probability measure of Y (·). Noting that |B t | is a two-dimensional Bessel process (with ν = 0), we perform the conditional expectation of e iλY t 0 |Bs| −2 ds , given B · to find that
but by the formula (3.4) the right-hand side above equals
showing the required identity.
Proof of Theorem 2.1. On using Theorem A, as
Thus, noting that K −ν (z) = K ν (z), we obtain the identity of Theorem 2.1 according to Lemma 3.3. Let b > a. Then for each s > 0, the ratio q
v 2 s as x/t → v, t → ∞ and considering the hitting of U(b) we readily derive the equation
which shows that f a (θ; v) > 0 for all θ and all v > 0.
3.2.
The Distribution of Colatitude Θ σa . Let Θ t ∈ [0, π] denote the colatitude of B t /|B t | when e = (1, 0, . . . , 0) is chosen to be the north pole so that cos Θ t = e · B t /|B t |.
(Θ t = |ArgB t | for d = 2.) By rotational symmetry the density P xe [B(σ a ) ∈ dξ]/|dξ| depends only on θ = θ(ξ) so that we may write. α n (t, x) cos nθ with α 0 = 1 and for n = 1, 2, . . .,
Thus if x/t approaches a positive constant, asymptotics of g(θ; x, t) is obtained from the result in the preceding analysis for the distribution of arg B(σ a ) (see Corollary 3.1 given at the end of Section 3.2.2). In the case x/t → 0 it must be asymptotic to the uniform distribution in view of the fact mentioned right after Theorem 2.1. We prove the following more exact result. (As another possibility one may use a classical formula for g(θ; x, t)q (2) a (x, t) that is presented in Appendix in the case d = 2).
Proof. Suppose a = 1 and let x > 2. Then it suffices to show that
since α n (x, t) ≥ 0. According to Theorem A and (3.7) we have
for each n = 1, 2, . . .. For the present purpose, however, we need a uniform estimate. By the identity
(2πs) n+1 ds for every 0 < ε < t. We choose ε = 1/n. We evaluate the integral on the right-hand side from below to see
for some universal constant A 0 > 0. An inequality of Harnack type given in the next lemma we have
for some universal constant
Combined with (3.9) this implies (3.8).
It remains to deal with the case 1 < x ≤ 2, which however is reduced to the case x = 3. Indeed, if τ a denotes the first leaving time from U(a), it is not hard to see that
and then that πP
2 ) follows from the result for x = 3.
Lemma 3.4. There exists a universal constant C 0 > 1 such that for t > 1, x > 2 and n = 1, 2, . . .,
Proof. Let Q be the hyper-cube of side length 2 and centered at the origin and put D = {(y, s) : y ∈ Q, 0 < s < 1 + τ }, the cubic cylinder with the base Q × {0} and of height 1 + τ . The function u(y, s) := q n (|x + y|, t − s) satisfies the equation 
where the sign is chosen so that ±∂ j becomes inner normal derivative at S ∈ ∂Q. Then
and, comparing the right-hand side with the integral representation of
.
does not vanish and is continuous for s > 0 and so is the ratio p
n for all n large enough, hence the required bound.
and we see that
In view of this identity the case d ≥ 3 of Theorem 2.2 is equivalently stated as the following theorem. 
In view of Lemma 3.4, as in the two-dimensional case, we readily deduce Theorem 3.2 from the next one.
where h n (θ) denotes the n-th normalized eigenfunction of Legendre process of order ν (see Section 6) and b n = h n (0).
, Θ t )) denote the Legendre process (on the state space [0, π]) of order ν. Then by the skew product representation of d-dimensional Brownian motion
where
s ds and θ 0 is the colatitude of x. We apply the spectral expansion of the density of the distribution of Θ t (see (6.1)) and Lemma 3.2 in turn to deduce that
Comparing with (3.11) this shows the formula of the theorem.
For d = 2 the theorem above is valid with h n (θ) = cos nθ and b n = 1 as has already been shown (see (3.7)); it is however warned that if d = 2 the product h n (θ 0 )h n (θ) must be replaced by cos n(θ − θ 0 ) in the series expansion given at the end of the proof above. In place of (3.5) we have
With these remarks as well as (3.10)) taken into account the following corollary of Theorem 3.3 may be stated for d ≥ 2.
Remark 3 There exists an unbounded and increasing positive function C(v), v > 0 such that C(0+) ≥ 1 and
The upper bound follows from Theorem 3.3 (or Corollary 3.1), while the lower bound can be verified by a simple argument as made at (3.6) (d = 2) or in Section 5.
Proof of Theorems 2.2 through 2.3. Theorem 2.2 is obtained in Theorems 3.1 and 3.2, whereas Theorem 2.3 follows from Corollary 3.1 (see the last line of Section 6.1 in the case d ≥ 3).
4
Estimates of the hitting density for t < 1
In this section we provide some upper and lower bounds of the hitting distribution density for t < 1, which are used in the next section for estimation of it when v = x/t along with t tends to infinity. We include easier results for t ≥ 1. The main results of this section are given in Lemma 4.4 and Lemma 4.7.
Put for z > a
Note that for z / ∈ U(a) with z · e = cos φ,
ξ=ae (see (3.11) . We sometimes write h a (z, t) for the last density above. The function h a (φ; z, t) satisfies the scaling relation
Throughout this section X and X 
Proof. By reflection principle it follows that (8.26) ). The density to be estimated is the convolution of this one with q
a (see (3.1)) the right-hand side above may be expressed as
0 (2nb + y, t)].
By using the mean value theorem we dominate the difference under the summation symbol by 2y
Observing that
, we find the upper bound of the lemma. 
where β =
(The last equality follows from Theorem B.)
Proof. The proof is given only for the case d = 1. Put M t = max s≤t X s . Then the conditional expectation multiplied by t α is at most
The last ratio may be expressed as a weighted average of E 
whenever 0 ≤ φ < π, 0 < y < λa and 0 < t < (λa) 2 .
Proof. We may let a = 1.
and let (Y t ) be a standard linear Brownian motion that is started at 0 and independent of (X
In below we drop the super script (2) from T (2) . We break the probability into two parts according as M T 1 is less than or larger than 1 + λ, namely T 1 < T 1+λ or T 1 > T 1+λ , and denote the corresponding densities by J(T 1 < T 1+λ ) and J(T 1 > T 1+λ ), respectively. Noting P
where the factor 1 + λ in the last member is due to the inequality p
On the other hand by using Lemma 4.1 (with b = λ; see Remark 4 after the lemma) and Lemma 4.2
Thus we have the bound of the lemma when d = 2. The higher dimensional case d ≥ 3 can be proved in the same way using Theorem 3.3 and the fact that the transition density on the d − 1 dimensional sphere of radius 1 is comparable with that on the flat space if t is small (see Sections 6.2 and 6.3). The details are omitted.
The estimate of Lemma 4.3, which concerns the case when (|z| − a)/t is small, will be improved in Lemma 4.7 of the next subsection. The following lemma provides a bound valid for a wide range of the variables z and t. Recall h(z, t) = h(φ; z, t) if z · e = cos φ (see (4.1)).
Proof. Let a = 1 and d = 2 as before. The asserted inequality is implied by Theorems 2.2 and 2.3 (in conjunction with Theorem A) if t ≥ 1 and r < t, and by Lemma 4.3 if r < t < 1 (note that p t (r) ≍ p t (0) in the latter case). Let r ≥ t and take positive numbers ε < 1 and R so that r > R > ε. Then, on considering balls centered at (1 − ε)e,
Here we have the factor ε −1 for h ε since the angle dφ subtended by an arc of ∂U(ε) corresponds to the angle εdφ for ∂U (1) . Write r * = r * (ε) = |z − (1 − ε)e|,r = r * − R andR = R − ε and suppose that R < 4ε < r/2 so that |r − r * | < ε <
hence the repeated integral above is dominated by a constant multiple of
Write I [a,b] for the integral restricted on the interval [a, b]. Applying Theorem B we see
ds and then, on using the inequality 1/(t − s) ≥ 1/t + s/t 2 ,
ds.
we compute the last integral (use (5.11) below if necessary) and observe that the right-hand side above is bounded above by a constant multiple of
For the other interval [t/2, t] we obtain
and, since the last probability is at most 2e −2(r * −R) 2 /t , taking R = 2ε (so thatR = ε and r +R = r * − ε) yields
which combined with the bound of I [0,t/2] obtained above shows
provided r/t > 1 and (4.
ε/2r , we find the asserted bound of the lemma being proved.
Refinement in
In the next section we shall apply Lemma 4.3 with z on the plane that is tangent to U(a) at a point of the surface ∂U(a). By rotational invariance we may suppose that the plane is tangent at ae so that z · e = a. Let φ the colatitude of z so that 
from which one may infer in one way or another that in the case when y/ √ t is large the upper estimate of Lemma 4.3 is not fine: in fact the term − (φ) as asserted in the next proposition, although it is accurate for √ t < y. This seemingly minor flaw becomes serious in the proof of Theorem 2.4 (when φ is close to π/2). Recalling h(z, t) = h(φ; z, t) if z · e = cos φ (see (4.1)), we state the result for h(φ; z, t), although h(z, t) must be more natural. 
whenever 0 < y < ε 0 |φ| < φ 0 and 0 < t < 1.
The proof of this proposition requires some elaborate estimate of the distribution of the random time τ defined by
Here and throughout this subsection X denote a standard linear Brownian motion; its law is denoted by P X y as in the preceding subsection. 
Proof. Let R t , t ≥ 0 be a three dimensional Bessel process and L r its last passage time of r. Then we have the following sequence of identities of conditional laws:
(see §1.6 and §8.1 of [11] and (3.7) and (3.6) in §XI.3 of [7] ). On using the last expression a simple manipulation shows that the conditional probability in (4.7) equals (4.9)
where P R denotes the law of (R t ). Since R t has the same law as the radius of a threedimensional Brownian motion starting at (r/ √ 3, r/ √ 3, r/ √ 3), the probability in(4.9) is dominated by 3P
which is at most 6e
b 2 r 2 according to a well known bound of escape probability of a linear Brownian motion with drift. The bound (4.7) has been verified. Lemma 4.6. There exists a universal constant C > 1 such that for 0 < δ ≤ 1, 0 < t < 1 and y > 0,
Proof. By the scaling property of X the conditional probabilities to be estimated may be written as
According to Lemma 4.5 the lower bound (ii) readily follows from this expression. Indeed, if √ tX 1−s < ys + 1 2 δy for 0 < s < 1, then the event of the conditional probability giving I + occurs in view of The upper bound (i) requires a delicate estimation. We write the event under the conditional probability for I − in the form
Observe that the integral above is less than 2 1 0
(ys − √ t X s )ds a.s. and the ratio of the last member is larger than δy(1 − 2y) (for y > 0), so that the inequality (4.10) implies
Owing to Lemma 4.5 we have
−2y 2 /t , which along with (4.11) shows
Using (4.8) again we rewrite the probability on the right in terms of the 3D-Bessel process R t , which results in (1 + s) −2 dX s is Gaussian of mean zero under P X r and its variance equals
it follows that if y < 1/4,
On the right-hand side the second term may be absorbed into the first, resulting in the required bound.
The next lemma improves the bound of Lemma 4.3 when r/t > 1. It is valid for all d ≥ 2 and formulated as such but the proof is given only for d = 2 since the general case can be dealt with in the same way by the same reason mentioned at the end of the proof of Lemma 4.3. The same remark as given in Remark 4 is applied to the bounds obtained in Lemma 4.6 (we shall apply them with y + 1 and 1 in place of y and 0). (
Proof. Let d = 2. Let τ be as in the preceding lemma. From the skew product representation (4.3) it follows that (4.13) h a (φ; a + y, t) = 4πE
1 (a + y, t).
We compute E X y [e −φ 2 /2τ | T 0 = t]. Define the random variable ∆ via
Then by Lemma 4.6 (i) 
Now suppose y/|φ| < ε 0 for some ε 0 > 0. Then, on the one hand, the integral above restricted to the interval φ 2 /y < δ < 1 may be supposed to be dominated by unity, provided ε 0 is small enough, for in this interval we have δy ≥ φ 2 so that the exponent involved in the integrand is bounded from above by
On the other hand, writing the exponent as
and noting that A √ 2t/y = √ B and that the last term is less than 6φ 4 y/t if δ ≤ φ 2 /y, we find the integral over [0, φ 2 /4y) to be at most
hence in view of (4.14)
This concludes the assertion of the lemma, for it follows from Lemma 4.4 if φ 2 > t/2 so that we may restrict the expectation on the event τ < t/2.
Proof of Proposition 4.1. Recall (4.6) and note that y = 
Cφ 4 (y+φ 2 )/t whenever 0 < y < ε 0 |φ| < φ 0 and 0 < t < 1.
Proof. This is a corollary of Lemmas 4.7 and 4.5. Indeed, for |φ| < 1, 
In this section we prove 
π. In view of Theorem A we can rewrite Theorem 5.1 as follows.
Corollary 5.1. For all x > a, t > 1 and v = x/t > 1,
For the proof it will become convenient to bring in the notation
so that h a (θ; z, t) = h a (z, t) = 4πh * a (ze, t; θ) (z = |z|) if z · e = cos θ < 1. (This may explain why θ = 0 is excluded in (5.1): for θ = 0 we must replace the heading factor 4 of the right side by 2.) 5.1. Lower Bound I. The following lemma, though easy to obtain, gives a correct asymptotic form of h a if θ ≥ 0 is away from π/2 and provide a guideline for later arguments. Combined with Theorem A it also entails Proposition 2.1. Let x = xe and v = x/t and put
Lemma 5.1. For all x > a, t > 1 and θ ∈ [0, π],
in particular h a (θ; x, t) ≥ 2Ψ a (x, t, θ).
Proof. We represent points on the plane by complex numbers. Let 0 ≤ θ < π/2 and denote by L(θ) the straight line tangent to the circle ∂U(a) at ae iθ . Let T L(θ) be the first time B t hits L(θ) and consider the coordinate system (u, l) where the u-axis is the line through x perpendicular to L(θ) and the l-axis is L(θ) so that the l-coordinate of the tangential point ae iθ equals x sin θ (see Figure 1) . Put Figure 1 and
where h * a is defined by (5.2) and ξ * (l) denotes the point of the plane which lies on L(θ) and whose l-coordinate equals l (so that ξ * (x sin θ) = ae iθ ). Then
Here the factor a of the first term on the right-hand side of (5.6) comes up from the relation dl = adθ valid at ae iθ ; justification of the equality (5.6) may be done by using the obvious continuity of ψ a and the fact that h * a (z, s, θ ′ )dsdθ ′ converges to the delta measure at (0, θ) as z → ae iθ , |z| > a (within a Stoltz angle). We claim
which concludes the proof of the lemma. Since the u-coordinate of x equals x cos θ − a we have in turn ψ a (l, t) = x cos θ − a t p (1) t (x cos θ − a)p (1) t (l) and
Hence, observing
we readily identify the right-hand side of (5.7) so as to verify the claim. Finally one may realize that (5.6) shows aψ a (x sin θ, t) to be a lower bound for the distribution of (arg B(σ a ), σ a ) (rather than (ArgB(σ a ), σ a ) ).
5.2.
Upper Bound I. We continue to denote points of the plane by complex numbers.
Proof. Step 1. We compute U given in (5.5) aiming at getting the upper bound
Let ψ a be the hitting density function of L(θ) defined by (5.4) . Bringing in the new variable η ∈ R by l = x sin θ − η we have ψ a (l, t) = x cos θ − a t p (1) t (x cos θ − a)p (1) t (x sin θ − η).
We break the repeated integral defining U into two parts by splitting the time interval [0, t] at 1/v and denote the corresponding integrals by
respectively. In the rest of this proof let a = 1 for simplicity and drop a from ψ a , Ψ a and h a . Then we observe
2(t − s) .
On using
an elementary computation leads to
and substitution into the preceding formula yields
Wth the help of the inequality v 2 s 2 + η 2 − 2vsη sin θ > 0 this leads to
valid for all 0 < s < t, |η| < ∞.
Step 2. This step and the succeeding two ones are devoted to evaluation of U [0, 1/v] . Recalling
we write
In (5.10) we dominate the heading factor and the term (v cos θ)s/(t − s) in the exponent by constants to see
Let φ denote the angle between the rays ra iθ , r ≥ 0 and rξ * (x sin θ − η), r ≥ 0 so that η = tan φ and y = sec φ − 1 and h * (ξ * (l), s, θ) = h a (φ; a + y, s)/4π. Applying Lemma 4.3 with λ = π, we infer that for 0 ≤ b < b ′ ≤ 1,
Now and later we use the formula
valid for all η > 0 and v > 0 ( [3] , p146). Noting that since y ∼ 1 2
we apply the equality in (5.11) with y 2 + φ 2 in place of η to deduce
Recall (4.6), which may reduce to (5.14)
(for some C > 0), and we evaluate the integral over η < 1/v to find (5.15)
Step 3. The integral J [1/v,∞] may be easily evaluated with the same bound if θ is supposed to be away from π/2. For including the case when θ is close to π/2 and the use of (5.13) does not lead to adequate result we need some finer estimation of the integral and to this end we split the remaining interval 
In place of Lemma 4.3 we apply Proposition 4.1, according to which we have
(see (5.12) ). In view of √ 1 − γ > 1 − γ (0 < γ < 1) this application effects replacing
in the integral of (5.13) with some constant c, which yields
and the last integral is dominated by
hence we have (5.16).
Step 4. Here we prove (5.17)
which by virtue of (5.15) and (5.16) conclude
as alluded to at the beginning of Step 2.
Lemma 4.4 applied with t = s(< 1) and r = η gives
Substitution of this bound into (5.5) yields (5.20)
On applying (5.11) again the inner integral on the right-hand side above is asymptotic to a constant multiple of v/η e −vη as vη → ∞. Hence, for α ≥ v −2/3 ,
where the last inequality follows from αv 3/4 > (αv 2/3 )v 1/12 and αv 3/8 > 1/v. Thus (5.17) has been proved as required.
Step 5. Here we compute U (1/v,t] . Instead of (5.9) we have
and, instead of (5.10), we deduce the following expression of ψ(l, t − s)e −η 2 /2s :
Writing the formula in the square brackets in the exponent as
Integrating the right hand side over the half line η ≥ 0, that may be extended to the whole line, we find
of which the right-hand side is
is negligible in this regime. The proof of Lemma 5.2 is complete.
Upper Bound II.

Lemma 5.3. For some universal constant
Proof. Step 1. Let a = 1. Put γ = π/2 − θ and suppose |γ| ≤ v −1/3 . Let δ be a small positive number chosen later and β = γ + δ and denote by L(β) the line passing through the origin and e i( 1 2 π−β) so as to make the angle 1 2 π − β with the real axis. In this proof we consider the first hitting of L(β) by the 2D-Brownian motion starting at x = x (or = xe). Let y be the coordinate of L(β) such that y = 0 for the point e i( 1 2 π−β) and y = −1 for the origin and ψ β (x; y, t) the density of the hitting distribution of L(β). Letting η(B T (L(β)) ) designate the y coordinate of the hitting site B T (L(β)) ∈ L(β) we deduce
It holds that
if y < 1, s < 1,
where r = |ξ * (y) − e iθ |. We split the range of the repeated integral in (5.22
Step 2. In this step we compute I [0, 1] . As in the step 2 of the proof of Lemma 5.2 we see that it is estimated as follows: √ vy
where we have changed the variable of integration according to y = (δ/v) 1/2 u. Now taking δ = v −1/3 we can readily conclude that
Step 3. I (1,∞) is readily computed to be
We claim that the repeated integral in (5.22) restricted on [1/v, t] × [0, t] also admits this same upper bound. It suffices to examine the exponent of the exponential factor in the integrand divided by p
t (x), which is given by
where we have applied sin β ≤ 2δ. On the one hand for y < 1,
provided s ≥ 1/v and δ < 1/24. On the other hand for y ≥ 1
which may be supposed larger than vyt. From these observations it is easy to ascertain the claim. β (x; y, t) ≥ cψ β (x; y, t) for δ 2 < y < 1 (with the same c as above), where
Lower Bound
as in the preceding proof). Let L ′ (β) be the line tangent to the unit circle at e −iβ and for the proof of (5.25) we consider the first hitting by B t of L ′ (β). Let z(l) denote the point on L ′ (β) of coordinate l, where l = 0 for e −iβ (1 + i) and l > 0 on the upper half of L ′ (β) (see Figure 2 ). Then for δ 2 < y < 1, we have ψ β (x; y, t) = q s (l−y) and integrating w.r.t. l, we apply Lemma 5.4 (i) given below Figure 2 (with b = 1 so that ρt = 1/v and √ ρt = o(δ)) to see that the outer integral may be restricted to |s − 1/v| < δ/v, so that
where x ′ = x cos β. In both of them the inner integral may be restricted to l > 0 with at least half the contribution of the integral preserved. Thus the proof of (5.25) 
0 (x, t), and (ii) whenever bt < x 3 /M 2 , ρ < 1 − ε and b < 1, (5.28) holds if the range of integration is replaced by |s − ρt| < M(ρt) 3/2 b −1 .
Note that the integral in (5.28) extended to s > 0 equals q
0 (x, t) and the lemma asserts that substantial contribution to it comes from a small interval about ρt = bt/x (at least if x is kept away from zero).
Proof. In this and the next proofs we apply the identity
The rang of integration of the integral in (5.28) may be written as
as ρt → 0, and hence it suffices to show that 
3 ) as u → 1, we apply the Laplace method to see that the integral in (5.31) is asymptotic to Thus we obtain the assertion (i).
As for the second assertion (ii) we need to multiply the factor b −1 by the right-hand side, and if b −1 ρ √ ρt = √ ρt/x = bt/x 3 → 0, then s/t can be replaced by ρ as above. The rest of the proof is the same.
Recall that (5.27) is expressing the inequality
where B t is a standard complex Brownian motion and τ is the first hitting time of the imaginary axis by it.
Lemma 5.5. For a constant c > 0, (5.32) holds true for 0 < s ≤ 1, l ≥ 0 and y ≥ s 2/3 .
Proof. The proof rests on the fact that if Y t denote the linear Brownian motion ℑB t , then the conditional probability
is bounded away from zero if (and only if) so is yl/s. ((5.33) is immediate from the expression of transition density for Y t killed at the origin.) It is consistent to the notation introduced in the proof of Lemma 5.3 to write ψ * 0 (1 + il; y, s) and ψ 0 (1 + il; y, s) for the densities appearing on the left and the right-hand sides of (5.32), respectively.
For ξ > 0 put
t (y). (as s → 0), the identity (5.33) shows that if
is bounded below by a constant multiple of
It therefore sufices to show that there exists c 2 > 0 such that if s ′ ∼ bs and y ≥ s 2/3 , then
which also follows from (5.33) as is easily checked by noting s 2/3 η/bs ∼ 
We compute the transition function of Θ t . Let K ν t (θ 0 , θ) be the density of it w. r. t. the normalized invariant measure:
6.1. Eigenfunction Expansion.
Eigenfunctions of the Legendre semigroup are given by
where C ν n is a polynomial of order n called the Gegenbauer (alias ultraspherical) polynomial and in the special case ν = 1 2 agrees with the Legendre polynomial (see Appendix (A)). They together constitute an complete orhogonal system of L 2 ([0, π], sin 2ν θdθ). (Cf. [9] , p. 151 and [17] , p. 367; also [12] , Section 4.5 for ν = 1/2.) Given ν > 0, we denote their normalization by h n (θ):
, where the factors γ n > 0 are given by
For translation of the formula of Corollary 3.1 into that of Theorem 2.3 one may use the formulae C ν n (1) = Γ(n + 2ν)/Γ(2ν)n! and Γ(2ν) = 2 2ν−1 Γ(ν)Γ(ν + 1/2)/ √ π to see
An application of transformation of drift shows that uniformly for 0 ≤ θ < 1 and t < 1
Indeed, if X t is a d − 1 dimensional Bessel process, γ(θ) = ν(cot θ − θ −1 ) and
By simple computation using Ito's formula we have
as well as γ(θ) = − For the region in which z < η, we may simply multiply the integrand in (5.8) by (6.3)
and as t → ∞ and x/t →ṽ > 0. We are interested in the special case when x ∼ tve. For simplicity let x = xe. Then (ii) P xe [Θ The latter statement may be intuitively comprehended by noticing that the right-hand side is the law of the colatitude of a random variable taking values in the 'nothern' hemiphere of ∂U(a) whose projection on the 'equatorial plane' is uniformly distributed on the "hyper disc", D say, on the plane; in short it may be thought as the distribution on the sphere induced by the uniform ray coming from the direction e. Let pr e denote this projection on the equatorial plane. Then the above convergence may be equivalently stated that
= t], dw ⊂ D converges to the uniform measure on the d − 1 dimensional disc D. This is refined as follows. Let ξ ∈ ∂U(a), ξ · e = a cos θ and w = pr e ξ and note that a − |w| ∼ 2 −1 a cos 2 θ (θ → π/2) and |dξ| = a|dw|/ a 2 − |w| 2 .
Then, from Theorem 2.4 we deduce that for x = vt and w ∈ D, showing the convergence of density on the one hand and indicating the effect of Brownian noise that manifests as the singularity of the density along the boundary of D.
It is warned that the estimates given above in the case v → ∞ are not stable under perturbation of x or t; in other words, the exact identity v = x/t is relevant for their validity, which however is not the case if we impose the restriction x/t 2 → 0. Under this restriction they are also stable for the perturbation of x to the direction perpendicular to e. 8 Appendix (B) The density P x [B(σ a ) ∈ dξ, σ a ∈ dt]/dtm a (dξ) admits an explicit eigenfunction expansion. In the case d = 2 it is given below. Let p 0 (a) (t, x, y) denote the transition probability of 2D-Brownian motion that is killed when it hits U(a). Then according to Eq(8) on p. 378 in [2] (8. .
Since integration by adθ reduces the density given above to q I n (x, t) cos nθ.
On comparing with (3.7) 2I n (x, t) must agree with a −1 q
a (x, t)α n (x, t), so that
This formula, though not used in this paper, is useful: e.g., its use dispenses the arguments using the Cauchy integral theorem from the proofs in [15] . The integral transform involved in the Fourier series (8.1) is derived by using the Weber formula ( [10] , p. 86) and the higher dimensional analogue is given by the Legendre series (as in (6.1) with an integral transform similar to the one in (8.1)).
