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Abstract Iterative Learning Control (ILC) is now well established in terms of both the
underlying theory and experimental application. This approach is specifically targeted at
cases where the same operation is repeated over a ﬁnite duration with resetting between
successive executions. Each execution is known as a trial and the key idea is to use informa-
tion from previous trials to update the control input used on the current one with the aim of
improving performance from trial-to-trial. In this paper, the subject area is the application of
ILCtospatio-temporalsystemsdescribedbyalinearpartialdifferentialequation(PDE)using
a discrete approximation of the dynamics, where there are a number of construction methods
that could be applied. Here explicit discretization is used, resulting in a multidimensional, or
nD, discrete linear system on which to base control law design, where n denotes the number
of directions of information propagation and is equal to the total number of indeterminates
in the PDE. The resulting control laws can be computed using Linear Matrix Inequalities
(LMIs) and a numerical example is given. Finally, a natural extension to robust control is
noted and areas for further research brieﬂy discussed.
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1 Introduction
Iterative learning control (ILC) is a technique for controlling systems operating in a repet-
itive, or trial-to-trial, mode with the requirement that a reference trajectory yref(t) deﬁned
over a ﬁnite interval in t known as the trial length is followed to a high precision. Exam-
ples of such systems include robotic manipulators that are required to repeat a given task,
chemical batch processes or, more generally, the class of tracking systems. Since the original
work (Arimoto et al. 1984), the general area of ILC has been the subject of intense research
effort.Initialsourcesforthe,bynowverylarge,literatureherearethesurveypapers(Bristow
et al. 2006; Hyo-Sung et al. 2007). The ﬁrst of these places emphasis on applications and the
second gives a categorization of the main approaches up to 2004.
A major objective of ILC is to achieve convergence of the trial-to-trial error and often this
is the only objective. It is possible that enforcing fast convergence could lead to unsatisfac-
tory performance along the trial. One way of addressing this problem is to use a 2D systems
setting where one direction of information propagation is from trial-to-trial and the other
along the trial. The fact that the trial length is ﬁnite strongly suggests the use of a repetitive
process setting for analysis.
The unique characteristic of a repetitive, or multipass (Rogers et al. 2007), process is
a series of sweeps, termed passes, through a set of dynamics deﬁned over a ﬁxed ﬁnite dura-
tion known as the pass length. In particular, a pass is completed and then the process is reset
before the start of the next one. On each pass, an output, termed the pass proﬁle, is pro-
duced which acts as a forcing function on, and hence contributes to, the dynamics of the next
pass proﬁle. This, in turn, leads to the unique control problem where the output sequence of
pass proﬁles generated can contain oscillations that increase in amplitude in the pass-to-pass
direction. Industrial examples of these processes are detailed in, for example, Rogers et al.
(2007).
Therehasbeenworkontheuseofa2DdiscretelinearsystemssettingtodesignlinearILC
control schemes based on the well known Roesser (1975) and Fornasini-Marchesini (1978)
state-space models, see, for example, Kurek and Zaremba (1993), but the focus of these
results is entirely on trial-to-trial error convergence. More recently, ILC algorithms designed
intherepetitiveprocesssettinghavebeenexperimentallytestedwithresultsthatclearlyshow
how the trade-off between error convergence and along the trial performance can be treated
in this setting (Hładowski et al. 2010). Also, for general information on nD, n ≥ 2, systems
theory and applications see Bose (1982) and recent overview paper (Bose 2007).
Currently, the vast majority of the work reported on ILC considers ﬁnite-dimensional
systems but there has been some work reported on its application to distributed parameter
systemsgovernedbypartialdifferentialequations(PDEs),forexample,Choietal.(2001),Qu
(2002), Moore and Chen (2006), Xu et al. (2009), Zhao (2005). In Xu et al. (2009) the case
of systems described by parabolic PDEs is used to make the point that the key feature, aside
from applying a control signal, which must be present for successful application of ILC, that
is, repetition, is often encountered in systems modeled by PDEs. Application areas for ILC
of systems described by PDEs discussed in Xu et al. (2009) include the control of tokamak
plasmas.Inthisapplicationareatheuseoftransformeractiontoproducethetokamakplasma
current means that existing tokamaks operate in a pulsed mode, also known as a discharge.
One approach to their control is based on creating desired proﬁles during early stage oper-
ation with the aim of maintaining these during subsequent phases. Here the role for ILC
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would be to regulate the control actuation after successive discharges in order to minimize
the matching error, that is, the difference between actual and desired signals.
In terms of developing ILC for PDEs, an obvious approach is to work directly with the
deﬁning equations, where, for example, Xu et al. (2009) considers the design of propor-
tional, or P-Type, and derivative, or D-Type, control laws for parabolic PDEs, such as the
controlled heat equation, using semigroup theory. See also Zhao (2005) where a number
of other possible application areas are considered, such as velocity and tension control for
axially moving materials and electrostatic microbridge actuators. Note also that distributed
sensors/actuators have a long history in numerous areas and more recent developments in
supporting technologies have led to renewed activity into their effective application, see, for
example, Maxwell and Asokanthan (2004)a n dZhao and Rahn (2007).
Thispaperinvestigates,atthebasicalgorithmdevelopmentlevel,thedesignofILCcontrol
laws for systems described by linear PDEs based on ﬁrst discretizing the deﬁning equations
and then using the resulting model for design. In particular, the use of explicit discretization
is investigated leading to an nD discrete linear systems state-space model where if ζ denotes
the number of spatial indeterminates n = ζ +1. The resulting control law design algorithms
can be computed using Linear Matrix Inequalities (LMIs) and a numerical example is given.
The models obtained by the approach proposed in this work are of the local type and
hence the state-space dimension is low and it is obviously necessary to ensure that they ade-
quately capture the dynamics of the deﬁning PDEs. In particular numerical instability must
be prevented by imposing limits on the time and space discretization periods, which can be
calculated by means of standard numerical analysis methods, such as those in Strikwerda
(1989), or standard software tools. In the conclusions section we give a comparative dis-
cussion the results reported in this paper and some areas for further research are brieﬂy
discussed.
We begin in the next section with a summary of the necessary background on repetitive
processes.Throughoutthispaper M   0(respectively≺ 0)denotesarealsymmetricpositive
(respectively negative) definite matrix.
2 Linear repetitive processes
The unique characteristic of a repetitive, or multipass (Rogers et al. 2007), process is a series
ofsweeps,termedpasses,throughasetofdynamicsdeﬁnedoveraﬁxedﬁnitedurationknown
as the pass length. In particular, a pass is completed and then the process is reset before the
start of the next one. On each pass, an output, termed the pass proﬁle, is produced which
acts as a forcing function on, and hence contributes to, the dynamics of the next pass proﬁle.
This, in turn, leads to the unique control problem where the output sequence of pass proﬁles
generated can contain oscillations that increase in amplitude in the pass-to-pass direction.
In order to explain how such a process arises in an industrial application, consider the
longwall coal cutting process, see the relevant references cited in Rogers et al. (2007), where
coal is extracted by hauling the cutting machine along the coal face riding on a semi-ﬂexible
conveyor. At the end of each pass, the machine is hauled back in reverse to the starting
position and then the machine and conveyor are pushed forward to rest on the newly cut pass
proﬁle,thatis,theheightofthestone/coalinterface aboutsomeﬁxeddatumline.Thecontrol
objective is to steer the cutting head such that the maximum amount of coal is extracted
without penetrating the stone/coal interface at either the top or bottom of the coal seam, and
the basic geometry shows that the previous pass proﬁle function critically inﬂuences the next
one and hence it is a repetitive process. The inﬂuence of the previous pass proﬁle on the
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current one can lead to undulations in the ﬂoor proﬁles that build up from pass-to-pass and
when excessive productive work must stop to enable them to be removed.
Consider the case of discrete dynamics along the pass and let α<∞ denote the pass
length and k ≥ 0 the pass number or index. Then such processes evolve over the subset of
the positive quadrant in the 2D plane deﬁned by {(p,k) : 0 ≤ p ≤ α − 1,k ≥ 0}, and the
most basic discrete linear repetitive process state-space model (Rogers et al. 2007)h a st h e
following form
xk+1(p + 1) = Axk+1(p) + Buk+1(p) + B0yk(p)
yk+1(p) = Cxk+1(p) + Duk+1(p) + D0yk(p) (1)
Here on pass k,xk(p) ∈ Rn is the state vector, yk(p) ∈ Rm is the pass proﬁle vector, and
uk(p) ∈ Rr is the vector of control inputs.
In order to complete the process description it is necessary to specify the boundary con-
ditions, that is, the pass state initial vector sequence and the initial pass proﬁle. The simplest
form of these is
xk+1(0) = dk+1, k ≥ 0
y0(p) = f (p), 0 ≤ p ≤ α − 1 (2)
where the n ×1 vector dk+1 has known constant entries and f (p) is an m ×1 vector whose
entries are known functions of p.
The stability theory (Rogers et al. 2007) for linear repetitive processes is based on an
abstract model in a Banach space setting which includes a large number of such processes as
special cases. In this setting, a bounded linear operator mapping a Banach space into itself
describes the contribution of the previous pass dynamics to the current one and the stability
conditions are described in terms of properties of this operator. Noting again the unique
feature of these processes, that is, oscillations that increase in amplitude from pass-to-pass,
this theory is based on ensuring that such a response cannot occur by demanding that the
output sequence of pass proﬁles generated {yk} has a bounded input bounded output stability
property deﬁned in terms of the norm on the underlying Banach space.
Two distinct forms of stability can be deﬁned in this setting which are termed asymptotic
stability and stability along the pass respectively. The former requires this property with
respect to the, ﬁnite and ﬁxed, pass length and the latter uniformly, that is, independent of
the pass length. Asymptotic stability guarantees the existence of the limit proﬁle deﬁned as
the strong limit as k →∞of the sequence {yk}k and for processes described by (1)a n d( 2)
this is described by a standard, or 1D, discrete linear systems state-space model with state
matrix Alp := A + B0(I − D0)−1C. Hence it is possible for asymptotic stability to result in
a limit proﬁle which is unstable as a 1D discrete linear system, for example, A =− 0.5, B =
0, B0 = 0.5+β,C = 1, D = 0, D0 = 0, where β is a real scalar satisfying |β|≥1. Stabil-
ity along the pass prevents this from happening by demanding that the stability property be
independent of the pass length, which can be analyzed mathematically by letting α →∞ .
The contributions to the current pass state and pass proﬁle vectors at any instance, say
yk+1(i),0 ≤ i ≤ α − 1, in the along the pass direction in (1) are only from yk(i),t h a t
is, the same instant on the previous pass. This is the simplest possible case since in some
applications, such as longwall coal cutting (Rogers et al. 2007), it is necessary to assume
that there are contributions from yk(j), i  = j, in order to adequately model the process
dynamics. In Gałkowski et al. (2006) the following model was introduced as one possible
representation in such cases
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Fig. 1 Illustrating the updating structure of (3)f o rγ = 2
xk+1(p) =
γ  
i=−γ
A(i+γ+1)xk(p + i) + Buk(p)
yk(p) = Cxk(p)
(3)
where on pass k,xk(p) ∈ Rn is the state vector, yk(p) ∈ Rm is the pass proﬁle vector, and
uk(p) ∈ Rr is the vector of control inputs. The associated boundary conditions are
x0(p) = g(p), 0 ≤ p ≤ α − 1
xk(i) = 0, −γ ≤ i < 0, k > 0
xk(α + i) = gk, 0 ≤ i <γ, k > 0
(4)
where g(p) is an n ×1 vector whose entries are known functions of p,gk is an n ×1 vector
with known constant entries, and the sequence {gk} is bounded. The updating structure of
this model can be visualized as in Fig. 1 for γ = 2.
Commonly used 2D discrete linear systems state-space models, such as those due to
Roesser (1975)a n d Fornasini and Marchesini (1978) respectively, and discrete linear repet-
itive processes described by (1) are causal in the right-upper quadrant, that is, any the value
of any variable at (p,k) cannot depend on values at (p ,k ) where p  > p, or k  > k, or
both these relations hold. The model of (3) is clearly non-causal in this sense but physical
motivation does not contradict this as the along the pass dynamics are often in the form of
spatial, as opposed to temporal, updating and hence right-upper quadrant causality is not
necessarily required as the system remains recursive.
This absence of upper-right quadrant causality of processes described by (3) means they
cannot be analyzed by applying control related analysis from either Roesser or Fornasini
Marchesini state-space model based 2D discrete linear systems theory. The model of (3)
and (4) is termed a wave repetitive process since the pass-to-pass information propagation is
in the form of a wave of points. Moreover, it is this model that can arise in the discretization
of spatio-temporal systems described by PDEs as we illustrate next for a parabolic PDE.
Note also that more general forms of spatio-temporal causality occur in signal processing,
seeRabensteinandTrautmann(2003),andarerelatedtosemi-causalandminimumneighbor
systems (Levy et al. 1990).
Consider the parabolic PDE
∂x(t,w)
∂t
=   α2∂2x(t,w)
∂w2 + δu(t,w) (5)
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where x(t,w)isthevariableofinterest,u(t,w)istheinputvariable,andt andw arethetime
and space variables respectively. One case where such an equation arises is heat conduction
in a metal bar and to construct a discrete approximation we use
∂x(t,w)
∂t
≈
x(t + T,w)− x(t,w)
T
∂2x(t,w)
∂w2 ≈
1
12h2 [−x(t,w− 2h) + 16x(t,w− h) − 30x(t,w)
+16x(t,w+ h) − x(t,w+ 2h)] (6)
where T and h are the time and space discretization periods respectively. Also introduce
xk(p)  =x(kT, ph) and uk(p)  =u(kT, ph) to obtain the following discrete approximation
of (5)
xk+1(p) = xk(p) +
  α2T
12h2 [−xk(p − 2) + 16xk(p − 1) − 30xk(p)
+16xk(p + 1) − xk(p + 2)] + Buk(p) (7)
where B   =δ. Equivalently, we can write
xk+1(p) = A1xk(p − 2) + A2xk(p − 1) + A3xk(p) + A4xk(p + 1)
+A5xk(p + 2) + Buk(p)
yk(p) = Cxk(p)
(8)
with C = I and
A1 = A5 =− λ, A2 = A4 = 16λ, A3 =− 30λ + 1( 9 )
where
λ  =  α2 T
12h2 (10)
whichisaspecialcaseof(3)withγ = 2.Incontrasttotheirinterpretationsin(3)thediscrete
integer variables k and p in (8) are temporal and spatial respectively. In all cases that can be
approximated by (3)a n d( 4), γ is equal to the order of the PDE in the spatial variables. Also
if the time indeterminate is higher order then we obtain a higher order in k version of (8).
Before proceeding to any analysis based on a discrete approximation, it is necessary to
verify its numerical accuracy. For the particular example considered here, one approach is
to use the Raleigh-quotients approach see, for example, Strikwerda (1989). In particular,
introduce
C( ) = 1 − 2λcos2  + 32λcos  − 30λ (11)
Then using the Raleigh-quotients numerical stability holds when
Cmin = 1 − 64λ ≥− 1( 1 2 )
and hence the time and space discretization periods used must satisfy
0 ≤ T ≤
3
8
h2
  α2 (13)
The choice of discretization method will be discussed again in the conclusions section of this
paper. Next, we move on to formulate the ILC design problem, develop a control law design
algorithm, and then give a numerical example.
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3 ILC for wave repetitive processes
Suppose that the objective is to achieve pre-speciﬁed y∗
k(p), over the ﬁxed domain R =
{(k, p) : k = 0,1,...,N; p = 0,1,...,α− 1}, which is saptio-temporal. Then one pos-
sible route is to extend ILC from the temporal to spatio-temporal domain by applying the
following sequential procedure: (i) apply a computed input uk(p) over R, (ii) compute the
error between resulting and actual values over R when (i) is complete, (iii) use this error to
update the control, (iv) apply this new control, (v) repeat (ii)–(iv) until the error has been
reduced to an acceptable level. Clearly we need an extra index to denote the trials here and
f o rt h i sw eu s et h ei n t e g e rl as a superscript on variables and the following is the process
model over R
xl
k+1(p) =
γ  
i=−γ
A(i+γ+1)xl
k(p + i) + Bul
k(p)
yl
k(p) = Cxl
k(p)
(14)
The tracking error el
k(p) over R is
el
k(p)  = y∗
k(p) − yl
k(p) (15)
and it is easy to see that
el+1
k+1(p) = el
k+1(p) − (yl+1
k+1(p) − yl
k+1(p)) (16)
Hence, on substituting from (14),
el+1
k+1(p) =
γ  
i=−γ
C(i+γ+1)ηl+1
k (p + i) + D ul+1
k (p) + el
k+1(p) (17)
where
C(i+γ+1) =− CA (i+γ+1), i =− γ,...,0,...γ
D =− CB (18)
and
ηl+1
k (p)   = xl+1
k (p) − xl
k(p)
 ul+1
k (p)   = ul+1
k (p) − ul
k(p)
(19)
which describes the updating in l. Similarly, the updating in p can be written as
ηl+1
k+1(p) =
γ  
i=−γ
A(i+γ+1)ηl+1
k (p + i) + B ul+1
k (p) (20)
Consider now the control law
 ul+1
k (p) =
γ  
i=−γ
K(i+γ+1)ηl+1
k (p + i) + K(2γ+2)el
k+1(p) (21)
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a n da p p l yi tt o( 17)a n d( 20) to obtain the following model for the controlled dynamics
ηl+1
k+1(p) =
γ  
i=−γ
 (i+γ+1)ηl+1
k (p + i) +  1el
k+1(p)
el+1
k+1(p) =
γ  
i=−γ
ϒ(i+γ+1)ηl+1
k (p + i) +  2el
k+1(p)
(22)
where
 1 = BK(2γ+2),  2 = I − CBK(2γ+2)
 (i+γ+1) = A(i+γ+1) + BK(i+γ+1),ϒ (i+γ+1) =− C (i+γ+1)
(23)
for all i =− γ,...,0,...γ.
This is a 3D linear system with two non-temporal directions of information propagation
p and l (space and the number of trials respectively), and one temporal (k). Equivalently it
can be viewed as a discrete linear repetitive process where it is rectangles of information that
is updated from trial-to-trial (in the l direction).
4I L Cd e s i g n
It has been shown in previous work (Hładowski et al. 2010) that stability along the pass, or
trialinthisapplicationarea,theoryfordiscretelinearrepetitiveprocessesdescribedby(1)can
be used to design ILC algorithms for ﬁnite-dimensional discrete linear systems and experi-
mental veriﬁcation on a gantry robot produced very good agreement between predicted and
measuredperformance.Thisworkalsodemonstratesthatarepetitiveprocesssettingforanal-
ysis and design enables control law design for trial-to-trial error convergence and along the
trial response.
The design algorithms in Hładowski et al. (2010) used a Lyapunov function characteriza-
tion of stability along trial, where the function used has the form
V(k, p) = xT
k+1(p)Qxk+1(p) + yk(p)Wy k(p) (24)
with Q   0a n dW   0, that is, the sum of quadratic terms in the current pass state and
previous pass proﬁles respectively for given k and p.
In the case of (22) a candidate Lyapunov function for given k,l, and p is
V(k,l, p) = V1(k,l, p) + V2(k,l, p) (25)
where
V1(k,l, p)   = (el
k+1)T(p)P(2γ+2)el
k+1(p)
V2(k,l, p)   =
γ  
i=−γ
(ηl+1
k )T(p + i)P(i+γ+1)ηl+1
k (p + i)
(26)
and Pi   0,i = 1,...,2γ +2.HereV1 representsthelocalerrorvectorenergyat(k+1, p,l)
and V2 represents the energy of the signal η for given k,l summed over the window of points
−γ + p,...,p,...,γ + p. Summing over p = 0,1,...,α− 1, gives another candidate
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Lyapunov function as
V(k,l) =
α−1  
p=0
V(k,l, p)  =V1(k,l) + V2(k,l) (27)
which has the same structure as (24).
Now deﬁne the increment for (25)a s
 V(k,l, p)   = (el+1
k+1)T(p)P(2γ+2)el+1
k+1(p) + (ηl+1
k+1)T(p)
⎛
⎝
γ  
i=−γ
P(i+γ+1)
⎞
⎠ηl+1
k+1(p)
−(el
k+1)T(p)P(2γ+2)el
k+1(p) −
γ  
i=−γ
ηl+1T
k (i)P(i+γ+1)ηl+1
k (i) (28)
and hence (by summation over p = 0,1,...,α− 1, and taking into account the initial
conditions)
 V(k,l) = V1(k,l + 1) − V1(k,l) + V2(k + 1,l) − V2(k,l) (29)
The increment (29) has the same structure as that for (24). Moreover, it has been shown
elsewhere (Rogers et al. 2007) that stability along the pass of processes described by (1)
holds when the increment of the Lyapunov function (24) is negative definite for all possible
values of α and k. It is also straightforward to argue that this stability theory extends to
processes for which (25)( a n da l s o( 27)) is a candidate Lyapunov function. Hence the proof
of the following result is omitted here.
Theorem 1 An ILC scheme described by (22) is stable over R ={ (k, p) : k =
0,1,...,N; p = 0,1,...,α− 1} for any choice of the positive integers N and α>1
if
 V(k,l)<0
∀el
k(p),ηl+1
k (i), p = 0,1,...,α− 1, 0 ≤ k ≤ N, l = 0,1,....
Introduce the following notation
M =
⎡
⎢
⎢
⎢
⎣
 1 ...   (2γ+1)  1
. . .
...
. . .
. . .
 1 ...   (2γ+1)  1
ϒ1 ... ϒ (2γ+1)  2
⎤
⎥
⎥
⎥
⎦
(30)
P =
⎛
⎝
γ  
i=−γ
P(γ+i+1)
⎞
⎠
 
P(2γ+2) (31)
where ⊕ denotes the direct sum of square matrices.
Theorem 2 An ILC scheme described by (22) is stable over R ={ (k, p) : k =
0,1,...,N; p = 0,1,...,α− 1} for any choice of the positive integers N and α>1
if
MT PM− P ≺ 0( 3 2 )
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Proof Follows immediately from
 V(k,l, p) = X(k,l, p)T
 
MT PM− P
 
X(k,l, p)
where
X(k,l, p)  =
 
(ηl+1
k )T(p − γ)···(ηl+1
k )T(p)···(ηl+1
k )T(p + γ)(el
k+1)T(p)
 T
and summing over p = 0,1,...,α− 1.
The following result gives an LMI based condition for stability together with a control
law design algorithm.
Theorem 3 An ILC scheme described by (22) is stable over R ={ (k, p) : k =
0,1,...,N; p = 0,1,...,α− 1} for any choice of the positive integers N and α>1
if there exist matrices Ni, and matrices Pi   0,i = 1,...,2γ + 2, such that
 
−PY T
Y −P
 
≺ 0 (33)
where
Y =
⎡
⎢
⎢
⎢
⎣
A1P1 + BN1 ... AωPω + BNω BNω+1
. . .
...
. . .
. . .
A1P1 + BN1 ... AωPω + BNω BNω+1
−CA 1P1 − CBN1 ... −CA ωPω − CBNω Pω+1 − CBNω+1
⎤
⎥
⎥
⎥
⎦
(34)
ω = 2γ + 1 (35)
and P is deﬁned in (31). If (33) holds, then stabilizing control law matrices in (21) are given
by
Ki = Ni P−1
i , i = 1,...,2γ + 2 (36)
Proof Apply the Schur’s complement formula to (32), then pre- and post-multiply the result
by I ⊕ P, where I is the identity matrix with compatible dimensions, to obtain
 
−PP M T
MP −P
 
≺ 0 (37)
Introducing
Y = MP (38)
and expanding the product of (38)g i v e s
Y =MP=
⎡
⎢
⎢
⎢
⎣
A1P1 + BK1P1 ... AωPω + BKωPω BKω+1Pω+1
. . .
...
. . .
. . .
A1P1 + BK1P1 ... AωPω + BKωPω BKω+1Pω+1
−CA 1P1 − CBK1P1 ... −CA ωPω − CBKωPω Pω+1 − CBKω+1Pω+1
⎤
⎥
⎥
⎥
⎦
(39)
where M is deﬁned in (30)a n dω is deﬁned in (35). The proof is completed by setting
Ki Pi = Ni, i = 1,...,2γ + 2( 4 0 )
in (34).    
123Multidim Syst Sign Process (2011) 22:83–96 93
5 Numerical example
Consider the PDE of (5) with, in normalized units,   α = 1, B = δ = 0.2,h = 1a n d
T = 0.0833,wherefrom(13)themaximumpossiblevalueofthisparameteris0.375, N = 10
and α = 61. Hence from (8)
A1 = A5 =− 6.9444 × 10−3, A2 = A4 = 0.1111, A3 = 0.7917,C = 1
Suppose also that the desired set of values for the output over the domain R is that of Fig. 2,
see also Xu et al. (2009), with boundary conditions
x0
k(p) = u0
k(p) = 0, 0 ≤ p ≤ α − 1, 0 ≤ k ≤ N
xl
0(p) = y∗
0(p), 0 ≤ p ≤ α − 1, l ≥ 0
xl
k(p) = yl
k(p) = yR
k (p), p ∈ {−2,−1}∪{ α,α + 1}, 0 ≤ k ≤ N, l ≥ 0
ul
k(p) = el
k(p) = 0, p ∈ {−2,−1}∪{ α,α + 1}, 0 ≤ k ≤ N, l ≥ 0
where yR
k (p) are extrapolated values of the signal reference shown on Fig. 2 at the boundary
points i.e. p ∈ {−2,−1}∪{ α,α + 1}.
The LMIs of Theorem 3 are feasible in this case and yield the following control law
matrices Ki,i = 1,...,6,
K1 = K5 = 0.1505, K2 = K4 =− 2.4074, K3 =− 0.4861, K6 = 1.1762
As representatives of the effects of the application of ILC in this case, Fig. 3 shows the
errordynamicsforl = 10 andl = 30 respectively.Theseconﬁrmthattheerrorisconverging
as l increases with no evidence of unacceptable transient dynamics.
There is clearly a need to check that the control effort used is not excessive. To obtain
ul
k(p) for (14) ﬁrst replace k by k + 1i n( 15)a n dl by l − 1i n( 19). Then we obtain
ul
k(p) = ul−1
k (p) + K1
 
xl
k(p − γ)− xl−1
k (p − γ)
 
+···+K(2γ+1)
 
xl
k(p + γ)− xl−1
k (p + γ)
 
+ K(2γ+2)
 
x∗
k+1(p) − xl−1
k+1(p)
 
(41)
* y (p) k
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Figure 4 shows the control inputs corresponding to l = 10 and l = 30 which are also
acceptable. Finally, Fig. 5 shows the mean square error plotted against trial number.
6 Conclusions
This paper has addressed the design of ILC for systems described by PDEs where there are
a number of possible starting points. One of these is to do analysis and design without any
form of discretization and in some cases analytical formulas for control law design and the
response of the resulting controlled system can be found. An alternative is to employ discret-
ization for either control law design or design and implementation. This latter approach is of
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particular interest when discrete sensors and actuators are to be employed and in the case of
the former actual application of the control law will involve also discrete approximation.
ILC for PDEs is still in the early stages of development and the advantages and dis-
advantages of competing methods are not yet fully understood. Here we have used direct
discretization on the deﬁning PDEs to obtain a model on which to base control law design.
This results in a model of the dynamics in the form of a discrete linear repetitive process and
whenthetrialindexisaddedcontrollawdesignproceedsfroma3Dlinearsystemmodelwith
twonon-temporaldirectionsofinformationpropagationandonetemporal.TheresultingILC
design algorithms can be computed using LMIs. Moreover, the resulting control law has a
well deﬁned structure which has attractions in terms of implementation architectures. If the
k and p axes are ﬁnite then an alternative is to use a lifting approach to formulate the design
problem in terms of standard discrete linear systems theory. This approach has also been
applied (Rogers et al. 2007) to discrete linear repetitive processes, such as those described
by (1)a n d( 2), and leads to computations with much larger dimensioned matrices. Moreover,
stability in such a case cannot prevent unbounded temporal dynamics whereas the stability
theory used here does not allow this situation to arise.
Clearly there is much further research to be done on this approach to ensure that an ade-
quate discrete model for design is produced in the most efﬁcient way and also for verifying
its numerical stability. The parabolic PDE has been used here to illustrate the design algo-
rithmsasopposedtoanactualsolutiontoagivenproblem.Alternativediscretizationmethods
need to be considered together with algorithms for pre-speciﬁed actuator/sensor conﬁgura-
tions such as boundary control. One other critical area is to develop a robust control theory
and supporting design algorithms. In which context, the structure of the model for design
here allows direct extension to robust control based, for example, on polytopic and norm
bounded approaches that have already been investigated in the repetitive process litera-
ture (Rogers et al. 2007). If, however, lifting is employed as in Moore and Chen (2006)
then this is a much more difﬁcult task.
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