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Abstract
LetM be a von Neumann algebra equipped with a normal semifinite faithful trace τ . Let T be a positive
linear contraction onM such that τ ◦ T  τ and such that the numerical range of T as an operator on
L2(M) is contained in a Stoltz region with vertex 1. We show that Junge and Xu’s noncommutative Stein
maximal ergodic inequality holds for the powers of T on Lp(M), 1 < p ∞. We apply this result to
obtain the noncommutative analogue of a recent result of Cohen concerning the iterates of the product of a
finite number of conditional expectations.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
This paper follows the line of investigation on noncommutative martingale/ergodic inequal-
ities. The theory of noncommutative martingale inequalities has been significantly developed
during the last decade. On the other hand, maximal ergodic inequalities were recently estab-
lished by Junge and Xu [11]. This remarkable development of noncommutative inequalities is
mainly motivated by operator space theory. The main concern of this paper is on Junge and Xu’s
noncommutative maximal ergodic inequalities, which we recall now. Let M be a semifinite von
Neumann algebra equipped with a normal semifinite faithful trace τ , and let Lp(M) be the as-
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following conditions:
(I) T is a contraction on M :‖T x‖∞  ‖x‖∞ for all x ∈M.
(II) T is positive: T x  0 if x  0.
(III) τ ◦ T  τ : τ(T (x)) τ(x) for all x ∈ L1(M) ∩M+.
(IV) T is symmetric relative to τ : τ(T (y)∗x) = τ(y∗T (x)) for all x, y ∈ L2(M) ∩M.
Under conditions (I)–(III), T naturally extends to a contraction on Lp(M) for every 1 p < ∞.
The extension will be denoted still by T . One of the main results of [11] is the noncommutative
Dunford–Schwartz maximal ergodic inequality for such a map T . More precisely, let
Mn = 1
n + 1
n∑
k=0
T k
denote the ergodic averages of T . Then for 1 < p ∞∥∥∥sup+
n
Mn(x)
∥∥∥
p
Cp‖x‖p, x ∈ Lp(M), (0.1)
where Cp is a positive constant depending only on p. Here ‖sup+n xn‖p denotes the norm of a
sequence (xn) in the noncommutative space Lp(M;∞) (see the next section for the definition).
If additionally T satisfies (IV), then Junge and Xu proved that for every 1 < p ∞∥∥∥sup+
n
T n(x)
∥∥∥
p
C′p‖x‖p, x ∈ Lp(M). (0.2)
This is the noncommutative analogue of Stein’s maximal ergodic inequality [16].
By discretization the previous noncommutative maximal ergodic inequalities admit semigroup
analogues (see [11]). Note that the symmetry condition (IV) is rather restrictive for some prob-
lems. In fact, many semigroups in analysis are not symmetric (see, for instance [17]).
The main objective of this paper is to show that inequality (0.2) remains true if we relax the
symmetry condition (IV) to the following:
(IV′) The numerical range of T , as a contraction on L2(M), is contained in a Stoltz region with
vertex 1.
Recall that the numerical range of an operator T on a Hilbert space H is
Θ(T ) = {〈T ξ, ξ 〉: ξ ∈ H, ‖ξ‖ = 1}.
A Stoltz region with vertex 1 is a subset of the open unit disc D of the complex plane of the
following form
Dδ =
{
z ∈ D: |1 − z| < δ(1 − |z|)}
for some constant δ > 0. We will employ Stein’s method [16] as in [11]. The main new point is
the use of the theorem of [5] on spectral analysis for non-selfadjoint operators.
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ber of noncommutative conditional expectations. We first recall the commutative result. Let
(Ω,F ,μ) be a probability space. Let F1, . . . ,Fd be d σ -subalgebras of F with the associated
conditional expectations E1, . . . ,Ed . Burkholder and Chow [2] obtained the individual ergodic
theorem for the iterates (E1E2)n of the product E1E2 on Lp(Ω) for 1 < p ∞. Moreover,
Burkholder conjectured that this result is true for the product E1 · · ·Ed . Only very recently this
conjecture was proved in full generality. A first major progress was achieved by B. Delyon and
F. Delyon [5] by confirming the conjecture for p = 2. The main ingredient of their arguments is
the result, of independent interest, that the product of a finite number of orthogonal projections
on a Hilbert space satisfies condition (IV′). Using Delyon–Delyon’s work and Stein’s method,
Cohen [3] completely proved Burkholder’s conjecture. In fact, Cohen showed the following max-
imal ergodic inequality:∥∥∥sup
n
∣∣(E1 · · ·Ed)n(f )∣∣∥∥∥
p
 Cp‖f ‖p, f ∈ Lp(Ω), 1 < p ∞.
We will extend Cohen’s result to the noncommutative setting. Let E1,E2, . . . ,Ed be trace
preserving conditional expectations on M. Hu [8] obtained the noncommutative analogue of
Burkholder–Chow’s theorem. She proved the maximal ergodic inequality for the iterates of E1E2
on Lp(M) for 1 < p ∞. Her method is based on Junge–Xu’s maximal ergodic inequalities
and the noncommutative Rota dilation theorem of Anantharaman [1]. This method, unfortunately,
does not apply to the product E1 · · ·Ed when d  3. Our main theorem allows us to deal with the
iterates of E1 · · ·Ed for any d .
The paper is organized as follows. After a preliminary section on noncommutative Lp-spaces,
we establish in Section 2 the maximal inequality for the powers of T on L2(M) under the
conditions (I)–(III) and (IV′). This section also contains another maximal inequality under an
assumption somehow more general than (IV′) but with T being assumed normal on L2(M).
Section 3 is devoted to the maximal inequality for the powers of T on Lp(M) (1 < p ∞).
The last section presents applications of the previous maximal ergodic inequalities. The first
part of this section deals with individual ergodic theorems. The second one concerns the special
case where T is the product of a finite number of noncommutative conditional expectations. As
consequence, we obtain the noncommutative analogue of Cohen’s theorem.
1. Preliminaries
We use standard notation and notions from theory of noncommutative Lp-spaces. Our main
references are [15] and [7] (see also [15] for more historical references). Let M be a semifinite
von Neumann algebra on a Hilbert space H with a normal semifinite faithful trace τ . Let S+
denote the set of all x ∈M+ such that τ(s(x)) < ∞, where s(x) denote the support projection
of x, i.e. the least projection e ∈M such that ex = x. Let S be the linear span of S+. Then S is
a w*-dense ∗-subalgebra of M. Given 0 < p < ∞, we define
‖x‖p =
[
τ
(|x|p)]1/p, x ∈ S.
Then (S,‖ · ‖p) is a normed (or quasi-normed for p < 1) space, whose completion is the non-
commutative Lp-space associated with (M, τ ), denoted by Lp(M, τ ) or simply by Lp(M). As
usual, we set L∞(M, τ ) =M equipped with the operator norm.
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topological ∗-algebra of measurable operators with respect to (M, τ ). The topology of L0(M)
is determined by the convergence of measure. The trace τ can be extended to the positive cone
L+0 (M) of L0(M):
τ(x) =
∞∫
0
λdτ(Eλ),
where x = ∫∞0 λdEλ is the spectral decomposition of x. Then Lp(M) coincides with the space
of all x ∈ L0(M) such that
‖x‖p = τ
(|x|p)1/p < ∞.
Next, we recall the definition of ∞-valued noncommutative Lp-spaces. Our main refer-
ences are [9,11] (see also [14]). Let 1  p ∞, Lp(M;∞) is defined as the space of all
sequences x = (xn)n0 in Lp(M) which admit a factorization of the following form: there are
a, b ∈ L2p(M) and a bounded sequence y = (yn)n0 ⊂ L∞(M) such that
xn = aynb, ∀n 0.
We define
‖x‖Lp(M;∞) = inf
{
‖a‖2p sup
n0
‖yn‖∞‖b‖2p
}
,
where the infimum runs over all factorizations as above. Lp(M;∞) is Banach space. Follow-
ing [11], this norm is symbolically denoted by ‖sup+n xn‖p .
Similarly, Lp(M;c∞) is defined by requiring that x can be factored as xn = yna with a ∈
Lp(M) and y = (yn)n0 ∈ ∞(L∞(M)). We define
‖x‖Lp(M;c∞) = inf
{
‖a‖p sup
n0
‖yn‖∞
}
,
where the infimum runs over all factorizations as above. Lp(M;c∞) is a Banach space for every
p  2.
Let N be a von Neumann subalgebra of M such that τ |N is semifinite. Then there exists
a unique τ -preserving normal faithful conditional expectation E :M→ N satisfying E(xy) =
xE(y) for all x ∈N and y ∈M. Note that since E is positive it is hermitian, i.e. E(x)∗ = E(x∗)
for all x ∈M. Hence E(yx) = E(y)x for all x ∈N and y ∈M. For any 1 p ∞, E extends
to a contractive projection from Lp(M) onto Lp(N ), still denoted by E .
2. The L2 case
Now let T :M → M be a positive contraction such that τ(T (x))  τ(x) for all x ∈
L1(M) ∩M+, i.e. satisfy conditions (I)–(III) in the introduction. Then by [11], T naturally
extends to a contraction on Lp(M) for each 1  p < ∞. The extension will be denoted still
by T . Note that T also preserves the positive cone of Lp(M) (i.e. T is positive on Lp(M)).
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constant and Cp a positive constant depending only on p, which may change from line to line.
The following is the main result of this section.
Theorem 2.1. Assume in addition that T satisfies (IV′), i.e. the numerical range of T as an
operator on L2(M) is contained in a Stoltz region Dδ with vertex 1. Then∥∥∥sup
n
+T n(x)
∥∥∥
2
Cδ‖x‖2, ∀x ∈ L2(M). (2.1)
This theorem is an improvement of the noncommutative Stein maximal inequality of [11] (see
inequality (0.2)). The first part of this section is devoted to its proof. Our proof will follow the
pattern set up in [11]. It is based on Junge–Xu’s noncommutative Dunford–Schwartz maximal
ergodic inequality (0.1) and the main theorem of [5]. We wish to point out that our arguments are
simpler than those of [11] (see, in particular, the proof of Lemmas 2.6 and 3.2 below).
Now since T is not symmetric, we cannot use the spectral decomposition of T for the g-
function estimate as [11]. Instead, we will use the following theorem from [5], which is a main
ingredient of our proof, besides the noncommutative Dunford–Schwartz maximal inequality.
Lemma 2.2. Let S be an operator on a Hilbert space and Ω be a bounded convex subset of the
complex plane which contains the numerical range of S. Then there exists a constant CΩ such
that for any finite sequence of rational functions u1, . . . , un one has∥∥∥∥∥
n∑
i=1
ui(S)
∗ui(S)
∥∥∥∥∥C2Ω supz∈Ω
n∑
i=1
∣∣ui(z)∣∣2.
In particular, this result applies to our map T with Dδ equal to Ω . Then the relevant constant
CΩ depends only on δ.
We will use the fractional averages of T n. Given a complex number α and a nonnegative
integer n, set
Aαn =
(α + 1)(α + 2) · · · (α + n)
n!
and
Sαn =
n∑
k=0
Aα−1n−kT
k, Mαn = (n + 1)−αSαn .
Note that M0n = T n and M1n = Mn. Also if α is a negative integer −m, then
S−mn = mn
((
T k
)
k0
)
,
where n denotes the first difference map on sequences, i.e.
n(a) = an − an−1
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ference map of order m. Here and in the sequel we adopt the convention that for any sequence
(an)n0 we put an = 0 for n < 0. Since we will only consider actions of mn on the sequence
(T k)k0, we will simply put
mn = mn
((
T k
)
k0
)
.
Thus
M−mn = (n + 1)mmn , m ∈ N.
We will use the following elementary properties of the Aαn and Sαn (see [20, III.1]).
Lemma 2.3. The coefficients Aαn satisfy the following properties:
(i) Aαn = Aα−1n , Sαn = Sα−1n .
(ii) Sα1+α2n =∑nk=0 Aα1−1n−k Sα2n .
(iii) If m ∈ N and γ ∈ R, then |A−m+iγn | cm exp(3γ 2)(n + 1)−m.
(iv) If β > −1 and γ ∈ R, then |Aβ+iγn | cβ exp(2γ 2)Aβn .
(v) If β > −1, then 0 < c−1β (n + 1)β Aβn  cβ(n + 1)β < ∞.
In the following three lemmas, T is assumed as in Theorem 2.1.
Lemma 2.4. We consider T as an operator on L2(M). Then for any m ∈ N, there exists a
constant Cm,δ > 0 such that∥∥∥∥∥
N∑
k=0
(k + 1)2m−1(mk )∗mk
∥∥∥∥∥ C2m,δ, ∀N ∈ N, (2.2)
where the norm is the operator norm of B(L2(M)).
Proof. By triangle inequality, we find∥∥∥∥∥
N∑
k=0
(k + 1)2m−1(mk )∗mk
∥∥∥∥∥ ∑
k<2m−1
(k + 1)2m−1∥∥mk ∥∥2 +
∥∥∥∥∥
N∑
k=2m−1
(k + 1)2m−1(mk )∗mk
∥∥∥∥∥
 Cm +
∥∥∥∥∥
N∑
n=2m−1
(k + 1)2m−1(mk )∗mk
∥∥∥∥∥.
Note that
mk = T k−m(1 − T )m, k m.
Thus by Lemma 2.2, we have
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N∑
k=2m−1
(k + 1)2m−1(mk )∗mk
∥∥∥∥∥ C2δ supz∈Dδ
N∑
k=2m−1
(k + 1)2m−1∣∣zk−m∣∣2∣∣(1 − z)m∣∣2
 C2δ sup
z∈Dδ
∞∑
k=m
k2m−1
∣∣zk−m∣∣2∣∣(1 − z)m∣∣2
 C2δ C sup
z∈Dδ
|1 − z|2m
(1 − |z|2)2m
 C2δ C sup
z∈Dδ
( |1 − z|
1 − |z|
)2m
= C2m,δ.
The lemma is thus proved. 
The following is our estimate on the Littlewood–Paley g-function.
Lemma 2.5. Let m ∈ N. Then for every operator x ∈ L2(M),
∞∑
k=0
(k + 1)2m−1∥∥mk (x)∥∥22  C2m,δ‖x‖22.
Proof. By (2.2), we find
∞∑
k=0
(k + 1)2m−1∥∥mk (x)∥∥22 = ∞∑
k=0
(k + 1)2m−1〈mk (x),mk (x)〉
=
∞∑
k=0
(k + 1)2m−1〈(mk )∗mk (x), x〉
=
〈 ∞∑
k=0
(k + 1)2m−1(mk )∗mk (x), x
〉

∥∥∥∥∥
∞∑
k=0
(k + 1)2m−1(mk )∗mk (x)
∥∥∥∥∥
2
‖x‖2

∥∥∥∥∥
∞∑
k=0
(k + 1)2m−1(mk )∗mk
∥∥∥∥∥‖x‖22
 C2m,δ‖x‖22. 
Lemma 2.6. Let m be a nonnegative integer. Then∥∥∥sup+
n
(n + 1)mmn (x)
∥∥∥
2
 Cm,δ‖x‖2, ∀x ∈ L2(M).
In particular, for m = 0, we obtain inequality (2.1).
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2n∑
k=n
(k + 1)Sα−1k =
2n∑
k=n
(k + 1)(Sαk − Sαk−1)
= (2n + 1)Sα2n −
2n−1∑
k=n
Sαk − (n + 1)Sαn−1
= nSα2n + (n + 1)
2n∑
k=n
Sα−1k − Sα+12n−1 + Sα+1n−1 .
Letting α = −m, we find
(n + 1)m−1nS−m2n = (n + 1)m−1
2n∑
k=n
(k + 1)S−m−1k − (n + 1)m
2n∑
k=n
S−m−1k
+ (n + 1)m−1S−m+12n−1 − (n + 1)m−1S−m+1n−1 .
Then∥∥∥sup+
n
(2n + 1)mS−m2n (x)
∥∥∥
2
 cm
[∥∥∥∥∥sup+n (n + 1)m−1
2n∑
k=n
(k + 1)S−m−1k (x)
∥∥∥∥∥
2
+
∥∥∥∥∥sup+n (n + 1)m
2n∑
k=n
S−m−1k (x)
∥∥∥∥∥
2
+
∥∥∥sup+
n
(n + 1)m−1S−m+12n−1
∥∥∥
2
+
∥∥∥sup+
n
(n + 1)m−1S−m+1n−1
∥∥∥
2
]
def= A + B + C + D.
Now we use duality to estimate the first term A. Recall that for any (xn) ∈ L2(M;∞)∥∥∥sup+
n
xn
∥∥∥
2
 sup
{∣∣∣∣∑
n
τ (xnyn)
∣∣∣∣: yn ∈ L2(M), yn  0, ∥∥∥∥∑
n
yn
∥∥∥∥
2
 1
}
with universal equivalence constants (see [9] and [11]). Thus we have to show∣∣∣∣∑
n
τ (xnyn)
∣∣∣∣ Cm‖x‖2 (2.3)
for any positive sequence (yn) ⊂ L2(M) such that ‖∑yn‖2  1, where
xn = (n + 1)m−1
2n∑
(k + 1)S−m−1k (x).
k=n
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we find ∣∣∣∣∑
n
τ (xnyn)
∣∣∣∣ (∑
n
τ
(|xn|yn))1/2(∑
n
τ
(∣∣x∗n∣∣yn))1/2.
On the other hand, by the convexity of the operator map x → |x|2, we have
|xn|2  (n + 1)2m−1
2n∑
k=n
(k + 1)2∣∣S−m−1k (x)∣∣2

2n∑
k=n
(k + 1)2m+1∣∣S−m−1k (x)∣∣2  gm+1(x)2.
Thus |xn| gm+1(x). Similarly, |x∗n | g˜m+1(x). Here gm+1(x) and g˜m+1(x) are the Littlewood–
Paley functions:
gm+1(x)2 =
∑
k0
(k + 1)2m+1∣∣m+1k (x)∣∣2, g˜m+1(x)2 =∑
k0
(k + 1)2m+1∣∣m+1k (x)∗∣∣2.
By Lemma 2.5, we have ∥∥g˜m+1(x)∥∥2 = ∥∥gm+1(x)∥∥2  Cm,δ‖x‖2.
Therefore, ∣∣∣∣∑
n
τ (xnyn)
∣∣∣∣2  τ[gm+1(x)∑
n
yn
]
τ
[
g˜m+1(x)
∑
n
yn
]
 C2m,δ‖x‖22;
so (2.3) holds. The second term B is dealt with similarly. The two other terms C and D are
controlled by ‖sup+n M−m+1n (x)‖2. The same argument applies to odd indices too. Therefore, we
deduce ∥∥∥sup+
n
M−mn (x)
∥∥∥
2
 Cm,δ
(
‖x‖2 +
∥∥∥sup+
n
M−m+1n (x)
∥∥∥
2
)
.
Thus if m = 0, we obtain the desired inequality using (0.1). The general case then follows by an
induction argument on m. 
It is well known that the numerical range of a normal operator is equal to the convex hull of
its spectrum. Thus (2.1) holds if T satisfies (I)–(III) and is a normal operator on L2(M) with
spectrum σ(T ) contained in Dδ ∪ {1}. Under this normality assumption we have the following
more general result. Let T denote the unit circle of the complex plane. Given z0 ∈ T a Stoltz
region with vertex z0 is a set of type Dδ(z0) = z0Dδ , where Dδ is a Stoltz region with vertex 1.
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its spectrum σ(T ) intersects T at only a finite number of points and for every z0 ∈ σ(T ) ∩ T
there exists a neighborhood Vz0 of z0 such that σ(T ) ∩ Vz0 \ {z0} is contained in a Stoltz region
with vertex z0. Then ∥∥∥sup+
n
T n(x)
∥∥∥
2
 CT ‖x‖2, ∀x ∈ L2(M). (2.4)
Proof. (i) If σ(T ) ∩T = ∅, then ‖T ‖ < 1. It is then easy to see that (2.4) holds.
(ii) If σ(T ) ∩ T = {z0}, then multiplying T by z¯0 if necessary, we can assume z0 = 1, i.e.
σ(T ) ∩ T = {1} and there exists a neighborhood V1 of 1 such that σ(T ) ∩ V1 \ {1} is contained
in a Stoltz region Dδ with vertex 1. By the preceding discussion, (2.4) follows from (2.1).
(iii) Let σ(T ) ∩ T = {z1, z2, . . . , zd}. Let Vzj be a neighborhood of zj such that Vz1 ,
Vz2 , . . . , Vzd are disjoint. Let ej be the spectral projection of T corresponding to Vj ∩ σ(T )
and e0 = (∑dj=i ej )⊥. Then any x ∈ L2(M) admits the following orthogonal decomposition
x =
d∑
j=0
ej (x)
def=
d∑
j=0
xj .
Consequently,
T n(x) =
d∑
j=1
T n(xj ).
Thus it suffices to show ∥∥∥sup+
n
T n(xj )
∥∥∥
2
CT ‖xj‖2
for every j ∈ {0,1, . . . , d}. To this end, we first observe that
T n(xj ) = T nj (xj ),
where Tj = ejT ej . Tj is still a normal contraction on L2(M) and satisfies the assumption of the
case (i) or (ii), hence ∥∥∥sup+
n
T n(xj )
∥∥∥
2
=
∥∥∥sup+
n
T nj (xj )
∥∥∥
2
 CT ‖xj‖2.
Therefore, the theorem is proved. 
Example 2.8. Let u be a normal contraction in M such that
σ(u) ⊂Dδ ∪ {1}.
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mal on L2(M). To show that T satisfies (IV′) we claim that
σ(T ) ⊂ σ(u)σ (u).
Indeed, consider the operators Lu and Ru∗ defined on L2(M) by Lux = ux and Ru∗x = xu∗,
respectively. Then T = LuRu∗ , Lu and Ru∗ commute. On the other hand, it is clear that σ(Lu) =
σ(u) and σ(Ru∗) = σ(u). Then our claim follows. The assumption on σ(u) implies that
σ(u)σ (u) ⊂Dδ ∪ {1}.
Since T is normal, T satisfies (IV′).
Let us consider the special case whereM= B(2) equipped with the usual trace and where u
is a diagonal matrix with diagonal entries λk , k = 1,2, . . . such that λk ∈Dδ ∪ {1}. Then the map
x → uxu∗ verifies conditions (I)–(III) and (IV′).
3. The Lp case
We prove in this section the Lp-analogue of Theorem 2.1 for 1 < p ∞. Throughout this
section T is assumed to verify conditions (I)–(III) and (IV′) in the introduction. We keep all
notations introduced in the previous section.
The following elementary lemma comes from [11].
Lemma 3.1. Let x = (xn) ∈ Lp(M;∞) and (zn,k) ⊂ C. Then∥∥∥∥sup+
n
∑
k
zn,kxk
∥∥∥∥
p
 sup
n
(∑
k
|zn,k|
)∥∥∥sup
k
+xk
∥∥∥
p
.
Lemma 3.2. Let α = −m+ iγ with m ∈ N. Then∥∥∥sup+
n
Mαn (x)
∥∥∥
2
 Cm,δ exp
(
3γ 2
)‖x‖2, ∀x ∈ L2(M). (3.1)
Proof. Given n ∈ N set n0 = [n/2]. By Lemma 2.3(ii),
S
−m+iγ
n (x) =
n0∑
k=0
A
iγ
n−kS
−m−1
k (x) +
n∑
k=n0+1
A
iγ
n−kS
−m−1
k (x).
Using Lemmas 2.6, 3.1(iv) and 2.3(v), we have∥∥∥∥∥sup+n
n∑
k=n0+1
A
iγ
n−kS
−m−1
k (x)
(n + 1)−m+iγ
∥∥∥∥∥
2
 sup
n
(n + 1)m
n∑ |Aiγn−k|
(k + 1)m+1
∥∥∥∥sup+
k
S−m−1k (x)
(k + 1)−m−1
∥∥∥∥
2k=n0
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(
2γ 2
)
sup
n
(n + 1)m(n − n0)
(n0 + 1)m+1
∥∥∥∥sup+
k
S−m−1k (x)
(k + 1)−m−1
∥∥∥∥
2
 c0 exp
(
2γ 2
)
2m+1
∥∥∥∥sup+
k
S−m−1k (x)
(k + 1)−m−1
∥∥∥∥
2
= c0 exp
(
2γ 2
)
2m+1
∥∥∥sup+
k
(k + 1)m+1m+1k (x)
∥∥∥
2
 c0 exp
(
2γ 2
)
2m+1cm+1,δ‖x‖2.
By successive use of Lemma 2.3(i) and Abel’s summation, we obtain
n0∑
k=0
A
iγ
n−kS
−m−1
k (x)
= Aiγn−n0S−mn0 (x) +
n0−1∑
k=0
A
−1+iγ
n−k S
−m
k (x)
= (Aiγn−n0−1 + A−1+iγn−n0 )S−mn0 (x) + n0−1∑
k=0
A
−1+iγ
n−k S
−m
k (x)
= Aiγn−n0−1S−mn0 (x) +
n0∑
k=0
A
−1+iγ
n−k S
−m
k (x)
= Aiγn−n0−1S−mn0 (x) + A
−1+iγ
n−n0−1S
−m+1
n0 (x) +
n0∑
k=0
A
−2+iγ
n−k S
−m+1
k (x)
...
=
m∑
j=0
A
−j+iγ
n−n0−1S
−m+j
n0 (x) +
n0∑
k=0
A
−m−1+iγ
n−k S
0
k (x).
Hence, by Lemmas 2.3(iii), 2.6 and 3.1, we find∥∥∥∥∥sup+n
n0∑
k=0
A
iγ
n−kS
−m−1
k (x)
(n + 1)−m+iγ
∥∥∥∥∥
2

m∑
j=0
∥∥∥∥sup+
n
A
−j+iγ
n−n0−1S
−m+j
n0 (x)
(n + 1)−m+iγ
∥∥∥∥
2
+
∥∥∥∥sup+
n
∑n0
k=0 A
−m−1+iγ
n−k S
0
k (x)
(n + 1)−m+iγ
∥∥∥∥
2

m∑
j=0
sup
n
{
(n + 1)m|A−j+iγn−n0−1|
(n0 + 1)m−j
}∥∥∥∥sup+
n0
S
−m+j
n0 (x)
(n0 + 1)−m+j
∥∥∥∥
2
+ sup
n
{
(n + 1)m
n0∑∣∣A−m−1+iγn−k ∣∣
}∥∥∥sup+
k
S0k (x)
∥∥∥
2
k=0
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m∑
j=0
sup
n
{
(n + 1)m
(n0 + 1)m−j (n − n0)j
}
cj exp
(
3γ 2
)
cm−j,δ‖x‖2
+ sup
n
{
(n + 1)m
n0∑
k=0
1
(n − k + 1)m+1
}
cm+1 exp
(
3γ 2
)
cδ‖x‖2
Cm,δ exp
(
3γ 2
)‖x‖2. 
The following is a consequence of (0.1) (similar to [11, Lemma 5.4]).
Lemma 3.3. Let α = β + iγ with β > 1 and γ ∈ R. Then for all 1 < p < ∞,∥∥∥sup+
n
Mαn (x)
∥∥∥
p
 Cp,β,δ exp
(
γ 2
)‖x‖p, ∀x ∈ Lp(M). (3.2)
Now we are ready to state the main result of this section.
Theorem 3.4. Let 1 < p ∞. Then for all α ∈ C,∥∥∥sup+
n
Mαn (x)
∥∥∥
p
 Cα,p,δ‖x‖p, ∀x ∈ Lp(M).
In particular, ∥∥∥sup+
n
T n(x)
∥∥∥
p
 Cp,δ‖x‖p, ∀x ∈ Lp(M).
The proof is the same as that of [11, Theorem 5.2]. It consists in interpolating inequalities
(3.1) and (3.2) by Stein’s interpolation theorem. We omit the details and refer the reader to [11].
Corollary 3.5. Let 2 < p ∞. Then∥∥(T n(x))
n0
∥∥
Lp(M;c∞)  Cp,δ‖x‖p, ∀x ∈ Lp(M).
Proof. Let x ∈ Lp(M). By decomposing x into its real and imaginary parts, we can assume x
is hermitian. Since T is positive, so is T n for every n. Thus by the classical Kadison’s Cauchy–
Schwarz inequality [12], we have
T n(x)2  T n
(
x2
)
.
Thus applying Theorem 3.4 to x2 ∈ Lp/2(M), we obtain that∥∥(T n(x))
n0
∥∥
Lp(M;c∞) =
∥∥(T n(x)2)
n0
∥∥1/2
Lp/2(M;∞)

∥∥(T n(x2))
n0
∥∥1/2
Lp/2(M;∞)
 C1/2p/2,δ
∥∥x2∥∥1/2
p/2 = Cp,δ‖x‖p. 
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Remark 3.7. Many results in this paper admit semigroup analogues. For instance, let (Tt )t0
be a noncommutative diffusion semigroup in the sense of [10]. If (Tt )t0 has a square function
estimate on L2(M) (the Littlewood–Paley g-function estimate), then we have the maximal er-
godic inequality for Tt on Lp(M) for every 1 < p ∞. In particular, this holds if (Tt )t0 has a
bounded H∞-functional calculus on L2(M). Note that if the generator of (Tt )t0 is normal on
L2(M), (Tt )t0 has a bounded H∞ functional calculus. We will pursue this subject elsewhere.
4. Applications
This section is devoted to applications of the previous maximal ergodic inequalities. The first
part deals with individual ergodic theorems. The second one concerns the special case where T
is the product of a finite number of noncommutative conditional expectations.
4.1. Individual ergodic theorems
Throughout this subsection T is assumed to verify conditions (I)–(III) and (IV′) in the intro-
duction, except that in the last part. We keep all notations introduced in the previous section. We
will apply the maximal ergodic inequalities in Theorem 3.4 and Corollary 3.5 to deduce the indi-
vidual ergodic theorems for the iterates of T . We start by recalling almost uniform convergence
introduced by Lance in [13] and the bilateral almost uniform convergence by Cuculescu [4] (see
also [18]).
Definition 4.1. Let M be a semifinite von Neumann algebra equipped with a normal faithful
semifinite trace τ . Let xn and x be elements in L0(M).
(i) xn is said to converge almost uniformly (a.u. for short) to x if for every ε > 0 there is a
projection e ∈M such that
τ
(
e⊥
)
< ε and lim
n→∞
∥∥(xn − x)e∥∥∞ = 0.
(ii) xn is said to converge bilaterally almost uniformly (b.a.u. for short) to x if for every ε > 0
there is a projection e ∈M such that
τ
(
e⊥
)
< ε and lim
n→∞
∥∥e(xn − x)e∥∥∞ = 0.
Let 1 < p < ∞. Since Lp(M) is reflexive, by general ergodic theory on reflexive Banach
spaces (cf. [6]), Mn(x) converges to x̂ for all x ∈ Lp(M). Consequently, T induces a canonical
splitting on Lp(M) for 1 < p < ∞:
Lp(M) =Fp(T ) ⊕F⊥p , (4.1)
where Fp(T ) = {x ∈ Lp(M): T (x) = x} and F⊥p is the closure of the image (I − T )(Lp(M)).
Let Fp be the contractive positive projection from Lp(M) onto Fp(T ). Also note that Fp and
Fq coincide on Fp ∩Fq for two different p,q . So we can denote the Fp’s by the same symbol
F in the sequel (see [11,18] for more details).
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a ∈ L2p(M), b ∈ L2p(M) and y = (yn)n0 ⊂ L∞(M) satisfying
xn = aynb, ∀n 0 and lim
n→∞‖yn‖∞ = 0.
Then Lp(M; c0) is a closed subspace of Lp(M;∞) and
‖x‖Lp(M;c0) = inf
{
‖a‖2p sup
n0
‖yn‖∞‖b‖2p
}
,
where the infimum runs over all factorizations as above. The subspace Lp(M, cc0) of Lp(M;c∞)
is defined similarly.
Lemma 4.2. Let 1 < p < ∞. Then T n(x) converges to F(x) in Lp(M) for any x ∈ Lp(M).
Proof. Let x ∈ L2(M). Then, by (2.2)∥∥(T n+1 − T n)(x)∥∥22 = ∥∥T n(1 − T )(x)∥∥22
= 〈(1 − T )∗T ∗nT n(1 − T )(x)〉

∥∥(1 − T )∗T ∗nT n(1 − T )∥∥‖x‖22
= 1
n + 1
∥∥(n + 1)(1 − T )∗T ∗nT n(1 − T )∥∥‖x‖22
 1
n + 1
∥∥∥∥∥
n∑
0
(k + 1)(1 − T )∗T ∗kT k(1 − T )
∥∥∥∥∥‖x‖22
 1
n + 1C1,δ‖x‖
2
2.
Hence, limn→∞ ‖(T n+1 − T n)(x)‖2 = 0. Then by [19] (see [19, remark of Lemma 2]), we de-
duce that T n(x) converges to F(x) in L2(M) for any x ∈ L2(M). Now let 2 < p < ∞ and
x ∈ L1(M) ∩M. By the Hölder inequality, we have∥∥T n(x) − F(x)∥∥
p

∥∥T n(x) − F(x)∥∥1−2/p∞ ∥∥T n(x) − F(x)∥∥2/p2 ;
whence limn→∞ ‖T n(x) − F(x)‖p = 0. Then the desired result in the case p > 2 follows from
the density of L1(M) ∩M in Lp(M). The case p < 2 is proved similarly. 
Theorem 4.3. Let 1 < p < ∞ and x ∈ Lp(M). Then (T n(x)−F(x))n ∈ Lp(M; c0). Moreover,
if p > 2, (T n(x) − F(x))n ∈ Lp(M; cc0).
Proof. Let x ∈ Lp(M). Fix k ∈ N. Then by Theorem 3.4 and Lemma 4.2
lim
∥∥(T n(T k(x) − F(x)))
n0
∥∥
L (M; ) = 0.k→∞ p ∞
2416 T.N. Bekjan / Journal of Functional Analysis 254 (2008) 2401–2418Note that T n(T k(x) − F(x)) = T n+k(x) − F(x), and so the sequence (T n(T k(x) − F(x)))n0
can be considered as the rest of (T n −F(x))n0 starting from the kth coordinate. It follows that
(T n(x) − F(x))n ∈ Lp(M; c0).
The proof of the second part is similar by using Corollary 3.5. 
Using Theorem 4.3 and Lemma 6.2 of [11], we deduce the following.
Corollary 4.4. Let p ∈ (1,∞) and x ∈ Lp(M).
(i) If 1 < p  2, then T n(x) converges b.a.u. to F(x).
(ii) If 2 < p < ∞, then T n(x) converges a.u. to F(x).
We pass to the individual ergodic theorem corresponding to Theorem 2.7. In the reminder of
this subsection, T will be as in Theorem 2.7. Let σ(T )∩T = {z1, . . . , zd} with z1 = 1 . Then we
have the following decomposition of L2(M):
L2(M) =
d⊕
j=1
ker(zj − T ) ⊕
d∏
j=1
(zj − T )
(
L2(M)
)
. (4.2)
Lemma 4.5. Let F be the spectral projection of T associated to the set {1} ∪ D ∩ σ(T ) and
F1 the spectral projection associated to {1}. Then T n(x) converges to F1(x) in L2(M) for any
x ∈ F(L2(M)).
Proof. This follows immediately from the spectral decomposition of T : T = ∫
σ(T )
z dez. Indeed,
assuming that x ∈ F(M) and F1(x) = 0, we have
∥∥T n(x)∥∥22 = ∫
σ(T )
|zn|〈x, dezx〉.
The measure 〈x, dezx〉 is supported by D ∩ σ(T ) and zn tends to zero on this set. Thus the
Lebesgue dominated convergence theorem implies that ‖T n(x)‖2 → 0. 
Using Theorem 2.7, Lemma 4.5 and Lemma 6.2 of [11], we obtain the following.
Theorem 4.6. Let T be as in Theorem 2.7, Fi be the projection onto ker(zi − T ) i = 1, . . . , d
and x ∈ ker(F2 + · · · + Fd). Then
(i) (T n(x) − F1(x))n ∈ L2(M; c0);
(ii) T n(x) converges b.a.u. to F1(x).
4.2. Products of conditional expectations
Let M1, . . . ,Md be d von Neumann subalgebras of M. Assume that the restriction of τ to
each Mi is again semifinite. Then there exists a unique normal faithful conditional expectation
T.N. Bekjan / Journal of Functional Analysis 254 (2008) 2401–2418 2417Ei from M onto Mi such τ ◦ Ei = τ . We also consider each Ei as a contractive projection from
Lp(M) onto Lp(Mi ) for 1 p ∞ (see Section 1). Let
T = E1E2 · · ·Ed .
We consider T as an operator on L2(M). Then by [5], there exists δ > 0 depending only on d ,
such that Dδ (a Stoltz region with vertex 1) contains the numerical set of T on L2(M) (see [5,
Section 6]). Hence by Theorem 3.4 and Corollary 3.5, we have
Theorem 4.7. Let T = E1E2 · · ·Ed be as above.
(i) Let 1 < p ∞. Then∥∥(T n(x))
n0
∥∥
Lp(M;∞)  Cp,d‖x‖p, ∀x ∈ Lp(M).
(ii) Let 2 < p ∞. Then∥∥(T n(x))
n0
∥∥
Lp(M;c∞)  Cp,d‖x‖p, ∀x ∈ Lp(M).
As usual, this maximal ergodic theorem yields a corresponding pointwise ergodic theorem.
In this special case, the limit projection can be easily identified at least in the case where τ is
finite. For simplicity, assume that τ(1) = 1. Let ∧dj=1 Ej be the trace preserving conditional
expectation from M onto M1 ∩ · · · ∩Md . As usual, we extend ∧dj=1 Ej to Lp(M). It is clear
that F =∧dj=1 Ej on L2(M). Then by an approximation argument, we deduce F =∧dj=1 Ej on
Lp(M) for 1 p ∞. Note that in this finite case, the splitting in (4.1) holds for all 1 p ∞.
Corollary 4.8. Assume that τ is finite. Let p ∈ (1,∞] and x ∈ Lp(M).
(i) If 1 < p ∞, then T n(x) converges b.a.u. to ∧dj=1 Ej (x);
(ii) If 2 < p ∞, then T n(x) converges a.u. to ∧dj=1 Ej (x).
Remark 4.9. As in [11], all results in this subsection can be extended to general von Neu-
mann algebra (not necessarily semifinite). More precisely, let M be a σ -finite von Neumann
algebra equipped with a normal faithful state ϕ. Let Lp(M) be the Haagerup noncommutative
Lp-spaces. Assume thatM1, . . . ,Mn are d von Neumann subalgebras ofM, which are invari-
ant under the modular automorphism group of ϕ. Then there is a unique normal faithful condition
expectation Ej :M→Mj such that ϕ ◦Ei = ϕ. As in the tracial case, Ej extends to a contractive
projection from Lp(M) onto Lp(Mj ) for 1 p ∞. Let again T = E1E2 · · ·Ed . Then we have
the following analogues of the previous results:
(i) For 1 < p ∞, ∥∥∥sup+
n
T n(x)
∥∥∥
p
 Cp‖x‖p, ∀x ∈ Lp(M).
2418 T.N. Bekjan / Journal of Functional Analysis 254 (2008) 2401–2418(ii) Let ∧dj=1 Ej (x) be the state preserving conditional expectation from M onto M1 ∩
· · · ∩Mn. Then T n(x) converges bilaterally almost surely to ∧dj=1 Ej (x) for every x ∈
Lp(M) and 1 < p < ∞.
(iii) If 2 < p < ∞, T n(x) converges to ∧dj=1 Ej (x) almost surely for every x ∈ Lp(M).
(iv) T n(x) converges to ∧dj=1 Ej (x) almost uniformly for every x ∈M.
The maximal inequality in (i) can be reduced to the tracial case via Haagerup reduction theorem.
The other three parts are consequences of (i). We omit the details and refer the reader to [11].
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