Abstract. Current clinical experience in radiation therapy is based upon dose computations that report the absorbed dose to water, even though the patient is not made of water but of many different types of tissue. While Monte Carlo dose calculation algorithms have the potential for higher dose accuracy, they usually transport particles in and compute the absorbed dose to the patient media such as soft tissue, lung or bone. Therefore, for dose calculation algorithm comparisons, or to report dose to water or tissue contained within a bone matrix for example, a method to convert dose to the medium to dose to water is required. This conversion has been developed here by applying Bragg-Gray cavity theory. The dose ratio for 6 and 18 MV photon beams was determined by computing the average stopping power ratio for the primary electron spectrum in the transport media. For soft tissue, the difference between dose to medium and dose to water is approximately 1.0%, while for cortical bone the dose difference exceeds 10%. The variation in the dose ratio as a function of depth and position in the field indicates that for photon beams a single correction factor can be used for each particular material throughout the field for a given photon beam energy. The only exception to this would be for the clinically non-relevant dose to air. Pre-computed energy spectra for 60 Co to 24 MV are used to compute the dose ratios for these photon beams and to determine an effective energy for evaluation of the dose ratio.
Introduction
Conventional dose calculations for photon beam radiation therapy typically report the absorbed dose to water (D w ). The reporting of D w is due partly to the historical development of treatment planning algorithms as well as the fact that treatment machines are calibrated in terms of the absorbed dose to water. The input data used for treatment planning algorithms are generally dose profiles and output factors measured in water phantoms. These data are manipulated in various ways by the algorithm used, but converting the in-phantom measured dose to water to dose to medium is not considered. The assumption that the body is water is a good first approximation as water makes up the bulk of the volume of cells and body fluid (with a few exceptions such as bone and tooth enamel) (Tortora and Grabowski 1993) .
Monte Carlo (MC) dose calculation algorithms are being introduced into routine treatment planning practice (Hartmann-Siantar et al 1994 , 1995 , Mohan 1997 , Wang et al 1998 , Fippel 1999 , Ma et al 1999 . When using Monte Carlo, the absorbed dose is computed to the medium contained in the dose voxel (D med ). These can be arbitrary materials, and generally are representative of those found in the body. However, in order to compare MC algorithms with conventional D w algorithms, the dose comparison should be to the same medium. There are several other reasons why D med should be converted to D w , which will be expanded upon in the discussion section.
The purpose of this paper is to (a) determine the factors required for converting absorbed dose to medium to absorbed dose to water for photon therapy beams, (b) determine if universal conversion factors can be applied throughout the patient volume, (c) determine if conversion factors depend upon the material density and (d) provide a method for determining conversion factors for arbitrary patient materials and energies.
Background
Absorbed dose D med can be converted to D w for photon beam irradiation using Bragg-Gray cavity theory (Bragg 1912 , Gray 1936 , Attix 1986 , Brahme et al 1988 . Bragg-Gray cavity theory and its extension the Spencer-Attix cavity theory (Spencer and Attix 1955) have been successfully applied to ionization chamber dosimetry (AAPM TG-21 1983 , ICRU-35 1984 , Attix 1986 ). Bragg-Gray cavity theory is applicable when the cavity material (water in this case) does not perturb the fluence of charged particles that would have existed if the cavity were composed of the surrounding material. In the case of photons, this requires that the ranges of the secondary electrons are much greater than the dimensions of the cavity i.e. that the cavity does not 'perturb' this electron fluence, which is then entirely characteristic of the surrounding medium. In practice, for photons at megavoltage energies, the only real dosimeter that fulfills this requirement is the gas-filled ionization chamber (Ma and Nahum 1991) . The original Bragg-Gray theory requires that delta-ray (secondary electron) equilibrium exists or that the energy transferred to delta rays is deposited 'on the spot'; it is evaluated by using the primary electron fluence and the unrestricted collision stopping powers (see below). Spencer-Attix theory (Spencer and Attix 1955, ICRU-35 1984) removed this limitation in an approximate fashion by including delta rays in the fluence of charged particles entering the cavity, and then using the stopping power restricted to losses less than 1, where this cutoff energy is related to the size of the cavity. For small cavities such as ion chambers 1 is generally set equal to 10 keV (Nahum 1978 , ICRU-35 1984 . It can be noted that, somewhat paradoxically, the greatest deviation between the Bragg-Gray and Spencer-Attix values for the stopping-power ratio occur for the smallest values of 1 i.e. for the smallest cavities.
To circumvent the unnecessary issues introduced by the selection of the SpencerAttix cutoff energy, we consider a hypothetical Bragg-Gray water cavity in which delta-ray equilibrium is established. Thus the conversion can proceed as follows.
Using Bragg-Gray cavity theory, the absorbed dose to water is related to the absorbed dose to medium by
where s w,med is the unrestricted water-to-medium mass collision stopping power ratio averaged over the energy spectra of primary electrons, (8 E ) m . The so-called primary electrons do not include knock-on electrons or -rays, as their contributions to energy deposition are accounted for in the unrestricted stopping powers. The stopping power ratio averaged over the primary electron spectrum is calculated using
where (S/⇢) w and (S/⇢) med are the unrestricted mass collision stopping power for the water and transport medium respectively, and E max is the maximum energy in the (8 E ) m distribution (NCRP-27 1961) .
To evaluate the Bragg-Gray stopping power ratio for photon beams, knowledge of the electron fluence in the media is required. Presently, only MC-based dose calculation algorithms are capable of determining this quantity.
Materials and methods
In order to determine s w,med , the Monte Carlo code MCNP (Briesmeister 1997 ) was used to transport photons and accompanying electrons through various homogeneous and simple heterogeneous phantoms. The majority of the calculations used full Monte Carlo simulations of the treatment head to describe the output beams from the linear accelerator. Details of the transport through the treatment head are given elsewhere (Siebers et al 1999) , and are reviewed here briefly. Electrons with energy equal to the nominal acceleration potential of the therapy accelerator were incident upon the accelerator bremsstrahlung target. Photons and electrons exiting the target were transported through the beam-line components (primary collimator, flattening filter and ionization chamber) and had their energy, position and direction stored into a phase-space description file. These saved particles were then sampled and transported in this study through the beam-defining jaws to a phantom whose surface was at the isocentre plane location. Particles were transported through a phantom and the primary electron fluence in the phantom medium ((8 E ) m ) was scored (to score only primary fluence, the MCNP parameter RNOK was set to 0). The low energy electron cut-off energy was set to 7.5 keV for the Monte Carlo simulation in this study. Below this energy, the electron fluence was estimated to be equal to the fluence at 7.5 keV and the mean stopping power for these electrons was estimated to be equal to the residual energy divided by the CSDA range. The uncertainty introduced by this technique is addressed in the results section.
Monte Carlo simulations were performed for 6 MV and 18 MV photon beams from a Varian 2100C accelerator. The field size was set to 10 ⇥ 10 cm 2 at 100 cm SSD incident upon a 50 ⇥ 50 ⇥ 50 cm 3 phantom. The electron fluence in each scoring region was determined using the track length estimate of the cell flux (which in steady state conditions equals the cell fluence). In each region of the phantom, the electron fluence was used to compute the fluence-averaged medium and water stopping power values, and the stopping power ratio (using equation (2)). Stopping power ratios with respect to water were determined for air (ICRU-44 1988) , lung (ICRU-44 1988) , ICRU tissue (ICRU-33 1980), soft bone (spongiosa) (ICRU-44 1988) and cortical bone (ICRP-23 1975) . The densities and compositions of these materials are listed in table 1. Although air is not a patient material, it is included in this work so results can be compared with Andreo and Brahme (1986) who evaluated s w,air using Spencer-Attix theory for ionization chamber dosimetry as functions of depth and field size.
The variation of the dose ratio as a function of off-axis position and depth was studied by evaluating s w,med at multiple depths in a pure water phantom both inside and outside the 10 ⇥ 10 cm 2 field. For the 'inside the field' evaluation, (8 E ) m was evaluated inside a 4 ⇥ 4 cm 2 area centred about the central axis, while the 'outside the field' evaluation consisted of evaluating (8 E ) m for electrons outside a 12 ⇥ 12 cm 2 area centred on the central axis. 1 ⇥ 10 8 phase-space particles were transported from the phase-space definition plane in this portion of the study.
The electron spectra produced in photon interactions will depend upon the material in which the transport takes place. To investigate the influence of the differing electron energy spectra produced by various patient-like materials on s w,med , the field-positional tests above were repeated with the water phantom replaced with a cortical bone and a lung-tissue phantom.
The stopping power ratio was also evaluated at the interface between lung and bone slabs to investigate if the ratio varies in situations of electronic disequilibrium. Two phantoms were configured. One consisted of a 5 cm thick semi-infinite lung (⇢ = 0.25 g cm 3 ) slab followed by a 5 cm thick semi-infinite cortical bone (⇢ = 1.85 g cm 3 ) slab; the other phantom was similar, except the bone slab preceded the lung slab. In this case, the electron fluence crossing the lung-bone interface within 4 cm of the beam central axis was scored and used to compute the fluence averaged stopping power ratios with respect to water for each material. These simulations were performed for 6 MV and 18 MV photons using 1 ⇥ 10 9 phase-space particles.
Additional calculations were performed using pre-computed energy spectra incident on the phantom to determine s w,air for photon beams commonly used in radiotherapy. The 60 Co beam energy spectrum from Rogers et al (1988) was used, which includes the effect of photons scattered in the source and by the beam collimators. Energy spectra for 4, 6, 10, 15 and 24 MV accelerators were used from the calculations of Mohan et al (1985) . In these cases, a 10 cm diameter input beam was normally incident upon the phantom. The track-length average of the primary electron fluence in the centre 8 cm diameter region was scored as a function of depth in water, lung and bone phantoms. These primary electron fluences were used to compute the water-to-medium stopping power for each material listed in table 1. The geometric differences in the beam orientation and the scoring geometry between these calculations and the full Monte Carlo simulations are expected to be negligible.
In most patient treatment planning Monte Carlo dose calculations, data for a given material (mass-stopping powers and cross-sections) are pre-calculated at a given density, and then used over a range of material densities. In reality, the stopping power of the material varies with the material density due to the density effect (Swann 1938 , ICRU-37 1984 . To study the effect of material density on stopping power ratio evaluation, stopping power ratio values with respect to water were evaluated at the minimum, maximum and nominal density values shown in table 1.
In order to extend the concepts listed in this paper to materials and energies not covered in this paper, an effective energy (E eff ) for the stopping power ratio look-up is defined as the energy at which the mono-energetic stopping power equals that produced by (8 E ) m . The effective energy for each pre-computed energy spectra was determine by least squares minimization of the difference between the Monte Carlo determined average stopping power ratio and that at the sample effective energy for each material. A linear fit was then applied to the nominal acceleration potential versus effective energy results to allow interpolation to different nominal acceleration potentials. Although other beam quality specifiers such as TPR20/10 are better indicators of the beam quality, use of the nominal accelerating potential is justified here given that the dependence of s w,med on beam quality is weak. It can be noted that neither E eff nor TPR20/10 allows accurate simple interpolation of s w,air .
The effect of applying the dose-to-medium correction factors on patient dose calculations is demonstrated on a head and neck treatment plan. Here, a Monte Carlo patient dose calculation was performed using MCV, an in-house developed Monte Carlo dose calculation system directly linked to the ADAC Pinnacle † treatment planning system. Isodose and dose-volume histograms are given for both dose-to-medium and dose-to-water patient dose calculations.
Results
The dependence of s w,med on energy for mono-energetic electrons for typical patient materials is shown in figure 1. (A similar plot evaluated at the mean energy of primary electrons for electron beams, but likely applicable to electron energy spectra independent of their source, can be found in Brahme et al (1988) .) Stopping power values were computed using the computer code ESTAR (Berger 1993 ) which uses the ICRU-37 (1984) formalism and data. From 0.01 to 20 MeV, the stopping power ratio for mono-energetic electrons changes substantially (>4%) for air, cortical bone and lung, while for ICRU tissue and soft bone, the ratio varies little. In order to determine s w,med for a photon beam, first the primary electron fluence ((8 E ) m ) over which the stopping-power ratio is calculated must be determined. Figure 2 displays (8 E ) m computed at depths of 1.5 and 45 cm in a water phantom for 6 MV and 18 MV photon beams. The depths were chosen for display as they show the maximum deviation in (8 E ) m for the depths computed. For each incident photon beam, the electron spectrum shifts to higher energies as the depth increases. For the instance of the 6 MV photon beam, the mean electron energy at 1.5 cm depth is 1.00 MeV while at 45 cm depth, the mean electron energy is 1.16 MeV.
The stopping power ratio computed using the 6 MV and 18 MV electron energy as a function of depth in a water phantom is shown in figure 3 . At both energies, the water-tomedium stopping power ratios are nearly constant as a function of depth in the phantom for the materials of interest. Values at 10 cm depth in the phantom are given in table 2. The statistical uncertainties in the s w,med values are less than 0.1%. The systematic uncertainties of stopping power values and stopping power ratios are discussed in ICRU-37 (1984) and Andreo (1990) . The effect of estimating the electron fluence below 7.5 keV as being the same as that at 7.5 keV had little effect on the calculation as ignoring the electron fluence below 7.5 keV changed s w,med by only 0.1%.
Evaluation of the stopping power ratio in a cortical bone phantom and lung phantom (using the electron energy spectra produced in these materials) revealed results similar to the water phantom results. Values at 10 cm depth in these phantom materials are summarized in table 2. For typical patient media, s w,med is insensitive to variations in the electron spectra produced by photon transport in that material.
Other locations where (8 E ) m and s w,med might be expected to vary are at material interfaces and outside the treatment field. Table 2 also summarizes results from the evaluation of s w,med outside the treatment field area and at lung-bone and bone-lung interfaces. For the patient materials (neglecting air), s w,med is quite constant for the conditions studied. The maximum deviation of 1.1% seen for cortical bone is due the fact that the outside the field, the electron energy spectrum is shifted to lower energies due to a predominance of scattered photons. The bone s w,med changes more than the other patient materials due to its higher effective atomic number. These results, combined with the previous results, show that for patient media, s w,med Table 2 . Average water-to-medium stopping power ratios calculated for the variety of conditions and phantoms studied. The incident beam was 10 ⇥ 10 cm 2 at the phantom surface. The in-field results evaluate the dose ratio within the central 4 ⇥ 4 cm 2 area of this field while the outside-field results evaluate the ratio outside a 12 ⇥ 12 cm 2 area. The in-field and outside-field results are evaluated at a depth of 10 cm depth, while the others are at the depth of the interface. Table 3 . Calculated water-to-medium stopping power ratios at 10 cm depth for the beam energies specified. Also included is the Spencer-Attix (s SA w,air ) stopping power ratio computed for each of these spectra by Andreo and Brahme (1986 is a rather insensitive parameter. Thus, under the assumption that Bragg-Gray cavity theory is valid, for photon beams a single correction factor can be used for each medium for a given photon energy when converting absorbed dose to medium to absorbed dose to water. In other words, for photon beams, a voxel-by-voxel evaluation of the dose to medium and dose to water is not required. Water-to-medium stopping power ratios evaluated using pre-computed published energy spectra are summarized in table 3. The results at 6 MV agree with the values obtained using the full Monte Carlo simulation (table 2) , and the 15 and 24 MV results bracket the 18 MV results from the full simulation, confirming that the geometric approximations made for this simulation are negligible. ICRU tissue and soft-bone s w,med values do not depend upon the photon energy from 60 Co to 24 MV, while lung and cortical bone values decrease by 2.7% and 1.1% respectively. The air s w,med change (from 1.131 to 1.071) is significant, and agrees with the Spencer-Attix stopping power ratios reported by Andreo and Brahme (1986) to within 0.7%.
ICRU
Evaluations of s w,med at the minimal, nominal and maximum material densities (from table 1) for a given material for an 18 MV beam are shown in figure 4 . Note that the difference between lung and ICRU tissue stopping power ratios is almost entirely due to the material density. The stopping power ratio deviates from that evaluated at the nominal density by up to Figure 4 . The water-to-medium stopping power ratios computed using stopping powers at the physical material density, and also at the limits of the density ranges shown in table 1, for the 18 MV beam. Table 4 . Effective energy for looking up the stopping power ratio for each material at 10 cm depth. Effective energy is defined as the energy at which the mono-energetic stopping power ratio equals that obtained using the energy spectra. For each material, the deviation from the MC determined stopping power ratio is also given. 0.6% for ICRU tissue, 0.3% for lung, 0.2% for soft bone and 0.5% for cortical bone at 6 MV, while at 18 MV the differences are 1.3% for ICRU tissue, 1.0% for lung, 0.4% for soft bone and 0.8% for cortical bone. Thus, for Monte Carlo codes that evaluate the stopping power at the local density of each voxel, the use of a single s w,med for all densities of the material introduces a maximum error of 1.3%. For Monte Carlo codes that use stopping power data from a nominal density at all densities of a given medium, s w,med is properly evaluated at the nominal density. The effective energies (E eff ) for look-up of s w,med for each pre-computed energy spectra are listed in table 4. Using this table, s w,med values for materials not listed in this paper can be computed by looking up the mono-energetic s w,med at the E eff for the nominal acceleration potentials listed. The maximum error observed using this method to determine s w,med is less than 1%. For nominal acceleration potentials used in this study, a simple linear fit of the data yields E eff = 0.081P + 0.41 with P being the nominal acceleration potential. The weak dependence E eff on P allows its use in place of more precise beam quality specifiers such as TPR20/10. Using this simple linear fit for determining E eff also yields an error of less than 1% in the computed s w,med values; thus, s w,med can also be evaluated for energies not listed here for patient-like materials. This method should only be applied to materials with an effective atomic number equal to or less than the maximum investigated here (cortical bone). Figure 5 shows dose distributions and dose-volume histograms for dose-to-medium-and dose-to-water-based computations for a head and neck plan. Only the 1.8 and 1.6 Gy isodose lines are shown for clarity. The 1.8 Gy isodose line varies substantially between the two dose distributions. For the dose-to-medium plan, the 1.8 Gy line misses the cord, while for the dose to water plan, the 1.8 Gy line bisects the cord. The 1.8 Gy line covers much more bony anatomy due to the 11% dose increase in converting from dose to medium to dose to water. Dose-volume histograms, which are widely used in evaluating treatment plans, e.g. as input to biological models, are shown in figure 5(c). For this plan, converting the dose to medium to dose to water shifts the resulting DVHs for the target and cord by about 1% as the materials in these volumes are mainly tissue.
Discussion
The conversion between absorbed dose to medium and absorbed dose to water has been shown in this work to be reasonably constant throughout the treatment field and outside the treatment volume. The question arises, is it most appropriate to report absorbed dose to medium or absorbed dose to water?
In dosimetry, such as when an ionization chamber is used, by default one measures the charge produced in air then converts this response to dose to some material (typically water). Given this, sensible arguments could be made that dosimeter readings (and results from dose calculation algorithms) should be converted to dose to medium for comparison with Monte Carlo results. Similarly, arguments could be made that since dosimetry calibration protocols are based upon an absorbed dose-to-water standard (AAPM TG-51 1999) , that conversion of all dose calculation results to this standard is reasonable. Furthermore, since biological indices (NTCP, TCP etc) are given in terms of dose to water, it would be reasonable to always report this value. There may be instances when both D water and D med are desired, for example, dose to water (tumour cells) in bone matrix, and dose to bone in the bone itself. When the dose to target cells contained within a material is desired, such as osteocytes in a bone matrix, the dose must be converted. We feel this will be an interesting topic for future debate; however, further discussion on the merits of each position will not be presented here, as it does not directly pertain to the purpose of this paper. If absorbed dose-to-water values are desired, results from this paper can be applied as presented. If absorbed dose-to-medium results are desired, the inverse of the ratios presented here can be applied to convert dose-to-water results to dose to medium.
Conclusions
Monte Carlo based dose calculations typically report absorbed dose to the medium in which the particle transport took place. In this paper, we have used Bragg-Gray cavity theory to develop the conversion factor required to convert this to absorbed dose to water. For a given photon beam energy, the same material dependent conversion factor can be used throughout the treatment field since the dose-converting stopping power ratio does not depend upon the position in the field. For tissue and soft bone, a single correction factor can be used independent of energy. For lung and cortical bone, s w,med changes by 2.7% and 1.1% respectively from 60 Co to 24 MV photons. To account for s w,med changes for these materials, s w,med is well described by an effective energy. This allows translation of these results to other patient-like materials. Furthermore, since the effective energy is linear with the nominal accelerating potential, these results can be applied to determine s w,med for an arbitrary photon energy between 4 MV and 24 MV.
Occasional cases may exist in which dose to material is required, such as determining whether the dose to the bone matrix is high enough to cause brittleness and potential fracture. In such cases, results from dose-to-water-based algorithms can use the inverse of the conversion factors presented here to yield the dose to the material.
