We provide a surprising answer to a question raised in S. Ahmad and A.C. Lazer [2] , and extend the results of that paper.
of solutions beginning with z 0 (t) at k = 0 which is decreasing in k, and a curve of solutions beginning with z = 0 at k = 0 which is increasing in k. At k =k these solutions coincide, and then disappear for k >k.
In a very interesting recent paper S. Ahmad and A.C. Lazer [2] studied the equation (1.2) without the periodicity assumption on a(t) and γ(t). They introduced the key concept of separated solutions to take place of the periodic ones. Two solutions z 1 (t) > z 2 (t) are called separated if
They proved the following result (among a number of other results).
) Let the functions a(t) and γ(t) be continuous and bounded by positive constants from above and from below on [0, ∞). Then there exists a criticalk, so that for 0 < k <k the problem (1.2) has two separated positive solutions. At k =k there exists a positive bounded solution, while for k >k there are no bounded positive solutions.
The authors of [2] asked if it is possible for two separated solutions to exist at k =k. Our next example shows that the answer is yes, which appears to be counter-intuitive.
We consider the equation
i.e., a(t) = 1, γ(t) = 
Separated from zero solution of the logistic equation
We consider now the logistic model (t ≥ 0)
There is a zero solution z = 0. Any solution of (2.1) is positive, and by definition it is separated from zero if
Proposition 1 Let the functions a(t) and b(t) be continuous and satisfy
Then any solution of (2.1) is bounded and separated from zero if and only if
Proof: Setting 1/z = v and µ(t) = e t 0 a(s) ds , we integrate (2.1) to obtain (here c = 1
and the proof follows. ♦ Proposition 2 Let the functions a(t) and b(t) be continuous and satisfy
a(s) ds dt < ∞, and a(t) ≤ 0 for large t. Then all solutions of (2.1) tend to zero as t → ∞.
Proof:
We have µ ′ = a(t)µ ≤ 0 for large t. Since J < ∞, it follows that µ(t) → 0 as t → ∞. Then z(t) → 0 by (2.3). ♦
The situation is different in case of negative initial data: 
and then If p(t) is any particular solution of (1.2), defined for t ∈ [0, ∞), and z(t) is any other solution of (1.2), then v(t) = z(t) − p(t) satisfies Bernoulli's equation
It follows that any other solution of (1.2), which is larger than p(t), is separated from p(t) if and only if
The anonymous reviewer of this paper posed the following question.
Question. Are there always separated solutions atk ?
We shall show that the answer is affirmative. We consider first the periodic case, where the picture is simpler.
Proposition 4
In the conditions of the Theorem 1.1 (from [2] ), assume additionally that a(t) and γ(t) are T -periodic, i.e., a(t + T ) = a(t) and γ(t + T ) = γ(t) for all t ∈ [0, ∞), and some T > 0. Let p(t) be the unique T -periodic solution of (1.2) at k =k. Then any other solution of (1.2), which is larger than p(t), is bounded on [0, ∞), and is separated from p(t).
Proof:
As we mentioned above, there exists ak, so that for 0 < k <k the equation (1.2) has exactly two positive solutions of period T , exactly one positive T -periodic solution at k =k, and no T -periodic solutions for k >k. So that (k, p(t)) is a "turning point" of T -periodic solutions of (1.2). It follows that the corresponding linearized problem
has non-trivial solutions, which happens if and only if Indeed, for any t > 0, we can find an integer n ≥ 0, so that nT ≤ t ≤ (n + 1)T . Using (2.9),
and the integral of the periodic function a(t) − 2p(t) over an interval of length < T , is bounded below by some constant α. Then (2.7) holds, and the proof follows. ♦
We now consider the general case. Case 1. I = ∞. Then all solutions of (1.2), lying above p(t) (i.e., z(0) > p(0)) are bounded for all t > 0 and separated from p(t), while all solutions below p(t) go to −∞ in finite time.
