Abstract. Existing topic identification techniques must tackle an important problem: they depend on human intervention, thus incurring major preparation costs and lacking operational flexibility when facing novelty. To resolve this issue, we propose an adaptable and autonomous algorithm that discovers topics in unstructured text documents. The algorithm is based on principles that differ from existing natural language processing and artificial intelligence techniques. These principles involve the retrieval, activation and decay of general-purpose lexical knowledge, inspired by how the brain may process information when someone reads. The algorithm handles words sequentially in a single document, contrary to the usual corpus-based bag-of-words approach. Empirical results demonstrate the potential of the new algorithm.
Introduction
With the continually increasing amount of human knowledge available as electronic text, the design of algorithms capable of determining what a text document is about has been an important research area for years. Despite important progress, computers still have major problems making sense of text. On one hand, the problem originates from the ambiguous nature of text and computers inability to deal with this ambiguity. On the other hand, knowing what a text document is about requires large amounts of difficult and costly to assemble knowledge. The efforts currently deployed to build the Semantic Web illustrate the scale of human intervention required to acquire the knowledge enabling intelligent search and access to text information on the Internet.
We investigate the task of finding the main topics present in a document. The word : topics is taken in its intuitive sense of what a text is about, as identified by a few summarizing and evocative keywords. These keywords are not necessarily present in the text under analysis. We particularly focus on making the topic identification task deal with text ambiguity in an autonomous and adaptive manner. We contribute new fundamental principles that achieve this aim. The principles differ from existing techniques and are inspired by the way humans may be processing information when they read. We named these principles ReAD, which stands for REtrieval, Activation and Decay. The main idea is that as words are read sequentially, they activate regions of the brain that contain information related to each word. This activation augments as more words accessing the same regions are read, but also decays when regions are rarely accessed. At the end of the document, the strongest activated regions indicate what the text was about.
The innovation stems from the ReAD principles that allow for the handling of text ambiguity to determine topics in an adaptive and autonomous manner. Indeed, the approach we propose avoids both the issues of human intervention and of dependence on inflexible corpus-based training that exist with current techniques. We demonstrate an algorithmic implementation based on the ReAD principles and show experimentally that the algorithm can eliminate the problem of ambiguity and capture the general meaning -the topics -of a text document. The algorithm emulates the ReAD cognitive process using only lexical information stored in a dictionary.
The paper is organized as follows: section 2 contains an overview of related work and identifies the problems with existing topics identification methods. In section 3, we introduce the ReAD principles for topics identification, while in section 4 an algorithmic implementation of these principles is described. In section 5, we report on empirical evaluations of the algorithm and discuss the results obtained.
Related Work
The topics of documents are often sought in co-occurrence information found in text corpora. Applications of this idea can be found in methods like Latent Dirichlet Allocation (LDA) [1] and Latent Semantic Analysis (LSA) [2, 3] . The problems with these methods include a dependence on the availability of large domain corpora usually assembled at high cost by humans and a lack of adaptability since topics are determined based on a static snapshot of the data present in the corpus during training.
Other techniques to identify the topics of documents based on a large set of documents are document classification [4, 5] and text clustering [6, 7] . Document classification involves the application of supervised machine learning techniques to settle on a set of rules acquired from the recognition and generalization of patterns in training samples. There are two main problems with classification. First, human experts must initially expand much effort to acquire and prepare a set of training documents labeled with the correct topics. Second, once the classifier has been learned, they often do not fare well in the face of novelty (for example, given a new topic) and must be retrained. Contrary to document classification, text clustering operates without training: it aims at grouping documents based on the similarity of their content. Clustering is hence more autonomous and adaptable than classification, but is generally less reliable [8] .
An additional problem with existing topic identification techniques is that documents are usually represented in computer memory as high dimensional vectors using the bag-of-words model of text [9] . The value of each numerical component is based on statistical information obtained from the overall vocabulary from a training text collection, using weighting schemes such as TFIDF [10] . Under this representation, the compositional construction of meaning from the order of words within a particular document is ignored and terms considered unrelated. However, sentences use word order and related terms to unify text and provide information to the reader about the main topics of the document [11] . Some researchers have investigated the use of knowledge to enrich document vectors semantically [12, 13] , partly to address this problem. This solution however does not address the critical loss of document word order and furthermore does nothing to resolve issues of low autonomy and adaptability arising from the dependence on a training set to build the bag-of-words representation.
Another approach is to harness natural language processing (NLP) techniques to adequately determine the underlying meaning of text. NLP can also possibly be exploited to improve the effectiveness of classification and clustering [14] . NLP techniques aim at deriving meaning of a particular document by performing, among other steps, syntactic and semantic analysis. The former requires that the proper set of grammatical rules be coded to isolate the syntactic structure of the document sentences. The latter is based on large quantities of encyclopedic knowledge [15] to infer the meaning of text. The preparation of syntactic rules and of encyclopedic knowledge is a costly and lengthy endeavor. For this reason, traditional NLP tends to work only in restricted domains and does not scale well to real-life applications.
Also related to our work is automated semantic tagging and cross-referencing [16, 17] . Again, there is a strong dependence on human intervention and knowledge acquisition. Keyword extraction (also known as term recognition or automatic indexing) [18] [19] [20] is another research area that aims at finding topics. In this case, one aims at extracting keywords from documents usually with some form of frequencybased measure of word importance within a document or across a corpus [10, [21] [22] . One thus obtains the final product (keywords) for a search or text mining task, or alternatively the keywords extracted can be used as features for further processing such as supervised learning or clustering. Either way, frequency-based information has its limits in its ability to identify the most discriminant features for learning or the most evocative keywords for direct consumption. For this reason, additional sources of evidences are investigated by many researchers (for e.g., [12] [13] , [23] [24] ). These include ontologies or other knowledge bases that provide background knowledge to reason about or at least establish basic relationships between words and the concepts they represent; domain corpora for extracting statistical information deemed to carry information on conceptual relationships between words; and, NLP to establish the syntactic structure of the text and determine its semantic nature. Clearly, the same problems of costly human intervention and lack of adaptability arise again.
The specific problem we aim at solving here can be summarized as follows: existing techniques to identify topics depend on human interventions to acquire knowledge and to handcraft training sets. The training set is used to build a bag-ofword representation of documents, based on the assumption that the documents in it are representative of future circumstances. The need to handcraft knowledge makes existing topics identification systems costly to develop, while the dependence on training sets makes them little adaptive to new situations. Our objective is to solve these problems with an approach based on fundamentally different principles than those used by existing methods.
To address the issues just described, we propose an approach that differs from traditional keyword extraction, corpus-based co-occurrence analysis, classification, clustering and NLP. The approach is intuitively inspired by how humans may determine the topics of a text document when they read [25, 26] . The general idea is as follows: When one reads a document, it can be expected that each word read sequentially will trigger multiple neural activations corresponding to memory areas of the brain associated with the word in question. Over time, neural activation decays, unless subsequent words incrementally activate the same regions. At the end of the document, the concepts associated with the most activated regions in the reader's brain constitute the topics of the document.
The fundamentally important principles at play are first that words read sequentially cause the retrieval and activation of knowledge items associated with each word. Second, that accrued activation of overlapping memory areas where wordrelated knowledge is stored accumulates over time, while memory areas infrequently accessed decay. Third, that a convergence onto particular areas will take place as words after words in the text focus onto a few common knowledge items. The hypothesis is that in the end, the interplay of activation and decay will cause just a few areas to be discriminately more activated than others, thus identifying the predominant knowledge items, which can then be interpreted as the main conceptsthe topics -present in the text. We call these fundamental principles ReAD for Retreival (of stored knowledge), Activation and Decay.
Assuming usage of existing general-purpose knowledge, an algorithm based on the ReAD principles has the advantage of eliminating many problems common with existing approaches. First, it does not depend on costly and laborious knowledge acquisition efforts. Second, it does not rely on training documents statistics and is able to determine a document's topics in isolation from other documents. Third, the algorithm works in a single pass over the text data, which could benefit real-time applications such as social networks mining and streaming newsfeed analysis (for instance in the context of business intelligence). And lastly, the algorithm abandons the vector representation of documents to take into account word order and the compositional effect of words towards meaning.
Algorithmic Implementation
An algorithm based on the ReAD principles is shown in Fig 1. The main steps corresponding to the ReAD principles are as follows: step 3.2.2 is where knowledge related to the word currently under consideration (w j ) is retrieved; steps 3.3.1.1 and 3.3.3.2 are respectively where the activation is incremented and decayed. The knowledge source emulating the brain for retrieval can be any existing source of lexical information (e.g., a dictionary) and doesn't depend on particular representation formalism. The only requirement is that it be able to return a list of words describing or defining the word w j being queried. Here, as a surrogate for knowledge stored in the human brain, we access WordNet [27] , a database that, among other features, describes words and their multiple senses as sets of synonyms. Many researchers (e.g., [12] ) have exploited WordNet as a knowledge source to support text analysis tasks. The way we use WordNet in this work is unique in two ways. First, only unstructured and non-disambiguated lexical information -the list of words for all definitions -is exploited to emulate brain knowledge related to words in the text; and second, the information from WordNet is not used to semantically augment a bag-ofwords representation but is rather available directly as candidate topic labels. More precisely, given a word extracted sequentially from the text, the algorithm retrieves the set of synonyms for nouns, as well as a short definition and a sentence showing a sample usage. This is done for all senses of a word that can be interpreted as a noun. There is no attempt at selecting the correct sense as is common in traditional natural language processing with word sense disambiguation techniques [28] . Convergence to meaning and disambiguation are by-products of activation and decay. This is an important attribute of the ReAD principles.
Words retrieved from WordNet are called items to distinguish them from words in the text. Items are filtered to remove words that are deemed useless or too general to precisely identify topics (e.g., thing, entity, time, etc). The list of knowledge items T j ={t 1 ,t 2 ,…, t n } contains items retrieved for word w j , that is, the non-unique words found in all WordNet senses. Knowledge items emulate the specific regions of the brain that are activated when a word is read. An association between each word w j and its list of knowledge items T j is kept in the words table W (step 3.2.4), whereas the various parameters related to the computation of activation of each item are kept in the topics table T (step 3.2.6).
The activation is computed based on a modified version of TFIDF [10] . TFIDF is a common measure of word importance in information retrieval, but we use it here to measure the importance of items related to words within a single document. There is therefore no corpus statistics involved, only word related items statistics within an individual document. The activation α i of item t i is the product α i = tf i x idf i where: tf i = q i / Q (originally in information retrieval, tf denotes term frequency, but here it is item frequency) q i is the number of times item i is retrieved from the knowledge source, and Q is the total number of items retrieved that are not stop words, for all words in the current document. idf i = log(V/v i ) (inverse document frequency) V is the total number of words that are not stop words in the current document and v i is the number of words that trigger retrieval of item i from the knowledge source. In the algorithm of Fig 1, the values of Q, V, q i and v i used in the calculation of activation are updated in the sub-steps of 3.2.6. The computation of activation is delayed until all items for a word have been seen (at step 3.3.3.1.1) because an item may occur more than once in the set retrieved for a given word and thus may have its q j value incremented repeatedly. It would therefore be pointless to calculate activation before having collected all counts for a word. The incremental establishment of Q, V, q i and v i allows for online processing of words within a document. There are other ways to calculate activation, such as simply counting each item occurrence. We used a TFIDF-inspired approach because it appeared to be a judicious choice for the information retrieval related task of topic identification. We will investigate alternatives in future work. 
4. All words have been processed: sort the items in T and output the M items with highest activation Words extracted from the document are stored in a table emulating human shortterm memory (STM), which is table W in the algorithm (step 3.2.4). A fundamental idea is that STM has a limited capacity, as is the case with humans [29] . Because of limited STM capacity, a word previously read will eventually be pushed out of STM when a new word is extracted from the text. STM can be interpreted as a sliding window considering a few words of the text at a time. The size of the window can be pre-determined or computed. In the algorithm of Fig 1, STM capacity is defined by the maximum retention time parameter, τ max . When a new word is read from the document, retention time for that word is set to this maximal value. The τ k parameter associated with each word k (or τ j associated with word j depending on which algorithm loop we are in: 3.2 for initialization or 3.3 for updates) is used to determine when a word is being pushed out of STM. Each time a new word is read, the window slides to the right to include the next word while the : oldest word is expulsed from STM. The size of the window determines the persistence of un-decaying activation for items associated with a specific word. Once a word looses the focus of attention granted by the window, that is, when it is pushed out of STM, the activation of items associated with the word starts to decay (step 3.3.3.2.1). There are other decay formulae possible. At this point we have only evaluated the linear decay shown in the algorithm.
The role of decay is to help distinguish between relevant and non-relevant items. Activation can be seen as a process of amplification of relevant items while decay plays the role of a filter to eliminate semantically unimportant items. γ is the decay rate, a larger value meaning a slower decay. Although an item may be undergoing decay because its associated words have lost the focus of attention, if another word is read that activates this same item, the activation will also accumulate. As a direct consequence, in step 3.3, one can observe that an item's activation changes as many times as there are words associated with that item. Besides, an item's activation may be increased due to one word still being in STM and decreased due to another word because it is not (based on the value of the τ k parameter associated with each word k).
The last words of the documents cannot decay entirely and are therefore advantaged. The solution we have implemented in the current implementation is to ignore any item fully activated due to the presence of a word in the last window before the end of the document, but other options are also possible and need to be investigated. This action is omitted from the algorithm of Fig. 1 . There may be other variants to the algorithm presented. For example, one might be to allow for cascading activations, where retrieved items recursively propagate activation to other items in a way that might be expected in neural networks. As well, the selection of items for output could be modified in various ways, such as for instance with an activation threshold instead of selecting the M most activated ones. These will be tested in future work. Finally, one might argue that the algorithm could be simplified by eliminating everything related to STM and decay. At this point we have not tested this alternative. However, we must point out that such an alternative implementation does not correspond to the inspiration of the human model of reading as embodies in the ReAD principles, in which neural regions activation is maintained through their association with words in STM and decay occurs over time.
Empirical Evaluation and Discussion
To evaluate the quality of the topics produced by our algorithm, we conducted two experiments. First, we processed the documents in the Reuter benchmark collection [30] with our implementation of the ReAD principles, with clustering algorithms and using keywords extracted directly from the documents with TFIDF. Only one topic per document was retained (i.e. M=1 in the algorithm) with ReAD. We tested two text clustering algorithms, k-means as a baseline and state-of-the-art spherical k-means [32] . The quality of the results obtained was evaluated with F1, which is a common quality measure in text classification and clustering. F1 results are in the range [0, 1] with 1 being the best quality. Due to space limitation, we refer the reader to [31] for details on the F1 quality metric and its use. Results are shown in table 1, with ReAD having achieved the best F1 quality. For the second experiment, we turned to human assessments. This answers the important question of whether the topics generated by the program are actually intelligible and evocative of the document content to a human user. According to the independent human assessors, 36% of the topics found by the ReAD algorithm were judged to be acceptable to perfect.
The human assessment scores supplement the F1 quality evaluations, confirming that the algorithmic implementation of the ReAD principles can establish the semantic content of text documents. The level of success is still relatively low but it is comparable to clustering techniques. It is important to note that WordNet is an imperfect replacement for the richness of knowledge found in an actual human brain, as specified in the ReAD principles. Using the limited form of knowledge present in WordNet has the advantage of demonstrating a baseline of what can be achieved, so one can imagine the possibilities with better, richer knowledge such as what can be found on the Web. Nevertheless, it appears quite an accomplishment to obtain a correct identification of topics in 36% of the cases merely with activation and decay of items obtained from a general-purpose lexical source like Wordnet. There is, after all, no special purpose knowledge handcrafting and no traditional semantic or even syntactic analysis. This is also achieved without a large corpus for training, so that each new document can be processed independently and novelty can thus be handled accordingly. Hence, the ReAD algorithm provides a major advantage over existing techniques, namely autonomy and adaptability. Moreover, there are a variety of improvements to be explored, the technique introduced here being in its infancy. Notably, about 30% of words were not found in WordNet and no attempt has been made to exploit words other than nouns. An interesting question that thus needs to be looked into is the effect of using information on all words. For instance, a more complete source of knowledge such as the World Wide Web or Wikipedia could be exploited, as others have done with other techniques [33, 34] . Hence, the web itself could potentially be exploited to make sense of itself. This would be an exciting endeavour in the context of the Semantic Web [35] . We are currently conducting more comprehensive evaluations, examining different variants and parameterization of the algorithm, comparing with other techniques and performing more user assessments.
Conclusions
We presented an autonomous and adaptable approach that eliminates the problem of ambiguity and captures the general meaning of a text document. The fundamental ReAD principles behind the approach are: first, the retrieval and activation, for each word read sequentially from the text, of a set of items -simply other words -from a general-purpose, domain independent knowledge source. Second, the decay of infrequent items activation and incremental augmentation for those that occur repeatedly. Third, the convergence over time, as words are read, onto a few discriminately activated items that represent the main concepts discussed in the text, or in other words, its topics.
The principles are different from existing text mining techniques and are inspired by the way humans may be processing information when they read. The innovative nature of the principles avoids computationally complex NLP and the issue of lack of autonomy due to human intervention. As well, it eliminates the dependence of large text corpora, allowing for the processing of single text in isolation and offering adaptive processing in the face of novelty. The algorithm performs computational determination of the general semantic nature of text -its thematic or conceptual content, or in other words, its topics -with general-purpose lexical knowledge. The approach abandons the standard vector and bag-of-word representation, rather harnessing the order and interdependence of words to compute meaning, and this without conventional syntactic and semantic analysis, without task specific knowledge acquisition, and without training.
