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Sammanfattning
Olika modeller har genom a˚ren tagits fram fo¨r att fo¨renkla analys
av aktiemarknaden. En relativt ny teknik a¨r s˚a kallade artificiella neu-
ronna¨t. Dessa modeller har visat sig lovande na¨r det ga¨ller att fo¨rutsa¨ga
aktiekurser. Projektets syfte a¨r att hitta artificiella neuronna¨t som ger
bra fo¨rutsa¨gelser av framtida aktiekurser. Under projektet har ett mjuk-
varusystem som genererar och tra¨nar artificiella neuronna¨t av typen feed-
forward utvecklats fo¨r att kunna testa neuronna¨t med olika indata, struk-
tur och tra¨ningsinsta¨llningar. Fo¨r att komma fram till vilka konfigura-
tioner p˚a neuronna¨ten som ger bra resultat har na¨ten testats genom
simulerad aktiehandel da¨r ko¨p- och sa¨ljbeslut grundats p˚a neuronna¨tens
fo¨rutsa¨gelser. Vi har framsta¨llt ett system med funktionalitet fo¨r att gener-
era samt utva¨rdera neuronna¨t. Med detta har vi a¨ven funnit neuronna¨t
som lyckas fo¨rutsa¨ga aktiemarknaden, om a¨n under en begra¨nsad period.
Abstract
A plethora of models have throughout the years been developed with
the purpose of aiding analysis of the stock market. A relatively new such
model, one that has shown promise in predicting future stock quotes, is
artificial neural networks. The purpose of the project is to construct ar-
tificial neural networks that yield high-quality predictions of future stock
quotes. The project has resulted in a software system with the capa-
bility of training a specific subset of artificial neural networks, namely
feed-forward networks, with varying input data, structure and training
parameters. In order to identify the specific network configurations that
consistently lead to positive results, the networks have been tested by
making simulated trading decisions based on their output. We have suc-
cessfully constructed networks with the ability to accurately predict stock
quotes, albeit within a limited time frame.
Ordlista
AJAX Asynchronous Javascript and XML, en teknik som mo¨jliggo¨r transpar-
ent uppdatering av sidor.
Artificiellt neuronna¨t En fo¨renklad modell av ett biologiskt nervsystem som
anva¨nds fo¨r att approximera funktioner och hitta mo¨nster i datama¨ngder.
Backpropagation En typ av inla¨rningsalgoritm fo¨r feed forward-na¨tverk.
Blankning En strategi fo¨r att tja¨na pengar vid bo¨rsnedg˚ang.
Courtage Avgiften som bo¨rsma¨klaren tar ut fo¨r varje transkation.
EMH Hypotesen om den effektiva marknaden, en teori som beskriver att mark-
naden a˚terger all tillga¨nglig information i aktiernas pris och att ro¨relserna
fo¨ljer ett slumpma¨ssigt mo¨nster.
Tra¨ningsepok En passering i en uppla¨rningsalgoritm genom all tra¨ningsdata
ett visst neuronna¨t anva¨nder sig av.
Feature extraction En typ av fo¨rbehandling av data fo¨r att fo¨rba¨ttra artifi-
ciella neuronna¨ts fo¨rutsa¨gelser.
Feed forward-na¨tverk En typ av artificiella neuronna¨t.
Fundamental analys En analysmetod som utva¨rderar fo¨retags tillva¨xt- och
vinstpotential.
JDBC Java DataBase Connectivity, ett API fo¨r hantering av SQL-databaser.
JSON JavaScript Object Notation, ett textbaserat format fo¨r o¨verfo¨ring av
data mellan datorer.
jQuery Ett javascriptbibliotek som bland annat fo¨renklar AJAX-
funktionalitet.
Large cap De sto¨rsta bolagen p˚a Stockholmsbo¨rsen.
LMS Least mean squared-algoritmen a¨r en inla¨rningsalgoritm fo¨r artificiella
neuronna¨t.
Nasdaq OMX Stockholm Stockholmsbo¨rsen.
Nyemission D˚a ett bolag utfa¨rdar nya aktier.
Orderdjup Antalet ej genomfo¨rda ordrar vid en viss budniv˚a fo¨r en given aktie.
Perceptron Ett neuronna¨t best˚aende av endast en neuron.
SSH Secure Shell, ett protokoll som mo¨jliggo¨r en sa¨ker anslutning mellan da-
torer o¨ver ett na¨tverk.
Teknisk analys En analysmetod som anva¨nds fo¨r att hitta trender i aktiekurs-
er.
UNIX timestamp Standard fo¨r tidsangivelser som anges i fo¨rfluten tid sedan
00:00:00 1 jan 1970.
Uppla¨rningsalgoritm Algoritm som givet en ma¨ngd tra¨ningsdata och ett
neuronna¨t justerar vikterna hos neuronna¨tet i syfte att fo¨rba¨ttra dessa
approximation den underliggande funktion tra¨ningsdatan representerar.
Volym Antal va¨rdepapper som fo¨r tillfa¨llet omsa¨tts.
O¨ppnings- och sta¨ngningscall O¨ppnings- respektive sta¨ngningsprocedur
som anva¨nds p˚a Stockholmsbo¨rsen fo¨r att samla ihop bud och ge ett s˚a
korrekt o¨ppnings- respektive sta¨ngningspris som mo¨jligt.
O¨veranpassning Ett fenomen som inneba¨r att ett neuronna¨t memorerar
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1 Inledning
Att spekulera i aktier kan vara lukrativt men ocks˚a sv˚art d˚a aktiemarknaden a¨r
sv˚ar att fo¨rutse. Genom a˚ren har ma˚nga modeller utvecklats fo¨r att analysera
aktier och fo¨rutsa¨ga dess utveckling. En del modeller analyserar fo¨retaget ifr˚aga
medan andra modeller a¨r oberoende av fo¨retaget och endast analyserar trender
i aktiens prisutveckling.
Analysmodellen ovan gjordes till en bo¨rjan manuellt da¨r investerare satt
och observerade grafer och bera¨knade nyckelva¨rden p˚a dem och uppskattade
deras framtida utveckling. Senare ins˚ags att de utra¨kningar man gjorde och
de beslut man tog utefter dem var statiska och kunde utfo¨ras av datorer. Den
datoriserade tekniska analysen var fo¨dd. Sedan dess har m˚anga metoder anva¨nts
fo¨r att fo¨rso¨ka la¨ra datorer fo¨rutsa¨ga framtida va¨rden av va¨rdepapper. En av
dessa a¨r med hja¨lp av artificiella neuronna¨t.
Artificiella neuronna¨t a¨r approximatorer fo¨r godtyckliga funktioner och kan
anva¨ndas fo¨r fo¨rso¨ka hitta mo¨nster i tidsserier. Det kan da¨rfo¨r vara intressant att
anva¨nda neuronna¨t till att hitta mo¨nster i aktiers prisutveckling och da¨rigenom,
om n˚agot mo¨nster finns, fo¨rutsa¨ga aktiernas pris [1].
1.1 Syfte
Syftet med detta projekt a¨r att utveckla ett system som genererar och testar arti-
ficiella neuronna¨t samt att med detta system hitta neuronna¨t som framg˚angsrikt
fo¨rutsa¨ger aktiekurser.
1.2 Ma˚l
Ma˚let a¨r att systemets fo¨rutsa¨gelser skall vara av ho¨gre kvalitet a¨n slumpma¨ssiga
gissningar.
1.3 Problem
Den o¨vergripande uppgiften a¨r att utifr˚an statistisk data kunna avgo¨ra, i n˚agon
m˚an, en given akties trend. Detta innefattar flera deluppgifter:
1.3.1 Datainsamling
No¨dva¨ndiga fo¨rutsa¨ttningar fo¨r projektet a¨r att hitta och samla in bra aktiedata
och avgo¨ra ett bra sa¨tt att lagra samt tillga¨ngliggo¨ra den p˚a. Fo¨r att kunna
genomfo¨ra testko¨rningar beho¨ver ett ramverk fo¨r hanteringen av datan byggas
upp.
1.3.2 Att skapa ett anva¨ndargra¨nssnitt fo¨r tra¨ning av neuronna¨t
Fo¨r att kunna genomfo¨ra testko¨rningar beho¨ver ett ramverk fo¨r hanterin-
gen av datan byggas upp. D˚a gruppen saknar kunskap om vilka typer av
na¨tverksarkitekturer och datadimensioner som ger bra fo¨rutsa¨ttningar fo¨r neu-
ronna¨t att producera positiva resultat, kra¨vs det att ramverket till˚ater enkel
och snabb konstruktion av olika typer av neuronna¨t med olika typer av indata.
Detta medfo¨r att systemet p˚a ett enkelt sa¨tt skall till˚ata utva¨rdering av hur
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olika na¨t presterar och huruvida de a¨r va¨rda att vidareutveckla eller inte. Sys-
temet beho¨ver a¨ven funktionalitet fo¨r att visualisera neuronna¨tens fo¨rutsa¨gelser,
exempelvis med hja¨lp av grafer och tabeller.
1.3.3 Att utva¨rdera de artificiella neuronna¨ten
Fo¨r att kunna avgo¨ra hur va¨l ett neuronna¨t presterar beho¨ver dess fo¨rutsa¨gelser
utva¨rderas. N˚agon form av simulerad handel som utg˚ar fr˚an na¨tens fo¨rutsa¨gelser
beho¨ver da¨rfo¨r genomfo¨ras fo¨r att f˚a fram tydliga och ma¨tbara resultat.
1.3.4 Identifiering av relevant data
I takt med att ma¨ngden insamlad data o¨kar, o¨kar a¨ven behovet av att kunna
s˚alla ut den data som a¨r relevant och leder till bra resultat. I syfte att va¨lja
ut relevant aktiedata beho¨ver den filtreras och fo¨rbehandlas. Fra¨mst beho¨ver
datan avgra¨nsas i tidsavseende, men a¨ven ono¨diga parametrar (s˚adana som ej
p˚averkar fo¨rutsa¨gelser eller p˚averkar dem negativt) kan beho¨va tas bort.
A¨ven hur statistiken bo¨r anva¨ndas fo¨r att go¨ra vinst beho¨ver identifieras,
det vill sa¨ga vilka aktiedata som neuronna¨ten kan hitta mo¨nster i. En del aktier
kan vara korrelerade, till exempel underleveranto¨rer till en sto¨rre akto¨r vars
aktiekurser kan ta¨nkas fo¨lja varandra n˚agorlunda. Det a¨r ocks˚a ta¨nkbart att
valutor kan p˚averka vissa aktiers kurser.
1.3.5 Identifiering av parameterinsta¨llningar som ger bra resultat
Eftersom de fria parametrarna i ett neuronna¨t kan varieras i ett obegra¨nsat
antal kombinationer, a¨r det viktigt att hitta de kombinationer som upprepande
ger bra resultat. Det a¨r a¨ven viktigt att komma fram till varfo¨r vissa parame-
terkonfigurationer ger ba¨ttre resultat a¨n andra.
1.4 Avgra¨nsningar
• Systemet skall inte kunna genomfo¨ra faktiska transaktioner utan a¨r enbart
ta¨nkt att anva¨ndas som r˚adgivning fo¨r manuella transaktioner.
• Systemet skall i fo¨rsta hand anva¨nda artificiella neuronna¨t fo¨r sina anal-
yser. Att inkludera metoder fr˚an fundamental och teknisk analys ligger
utanfo¨r projektets ramar.
• Systemet skall inte utgo¨ra en komplett lo¨sning fo¨r en aktiehandlare.
Detta inneba¨r att det inte skall innefatta hja¨lpmedel fo¨r till exempel
portfo¨ljhantering eller riskhantering.
• Systemet kommer endast att behandla aktier tillga¨ngliga p˚a bo¨rsen Nordic
OMX Stockholm.
1.5 Metod
Projektet har innefattat teoretiska studier i syfte att o¨ka fo¨rst˚aelsen fo¨r neu-
ronna¨t, aktiemarknaden och deras koppling till varandra. Det har dessutom in-
volverat utvecklingen av ett system fo¨r att bedriva experiment med neuronna¨t.
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1.5.1 Ka¨llso¨kning och litteraturstudier
Projektet inleddes med en mindre litteraturstudie d˚a det kra¨vdes kunskap b˚ade
inom artificiella neuronna¨t och aktiehandel. Parallellt med den inledande litter-
aturstudien letades a¨ven ka¨llor till aktie- och valutadata fo¨r senare anva¨ndning
vid tra¨ning av neuronna¨ten. Studierna fortsatte sedan med att underso¨ka hur
neuronna¨t kan anva¨ndas fo¨r att fo¨rutse aktiemarknanden och hur projekt med
liknande m˚al har g˚att tillva¨ga, bland annat Nygren 2004 [2] och McCluskey
1993 [3]. Mer djupg˚aende teoristudier av artificiella neuronna¨t och aktiehandel
genomfo¨rdes parallellt med systemutvecklingen.
1.5.2 Systemutveckling
Utvecklingen av mjukvaran fo¨ljde ingen specifik utvecklingsmetod. Den utveck-
lingsmetod som anva¨ndes var av agil karakta¨r, da¨r a¨ndringar av programmets
specifikationer kunde go¨ras a¨ven efter att implementation p˚abo¨rjats. Testning
utfo¨rdes i samband med utveckling.
Fo¨r versionshantering av programvaran anva¨ndes Mercurial med en central
server. Projektet delades upp i olika delprojekt som var och en versionhanterades
separat.
Fo¨r att hantera kompilering och ko¨rning av de olika delprojekten anva¨ndes
Maven, som automatiskt hanterar beroenden hos koden.
1.5.3 Testning och utva¨rdering av neuronna¨t
Fo¨r att hitta bra neuronna¨t anva¨ndes systemet fo¨r att generera en ma¨ngd na¨t
med olika strukturer, parametrar och indata. So¨kandet efter bra na¨t bedrevs i
en iterativ process. I processens bo¨rjan genererades na¨t med stora variationer
i struktur och parameterinsta¨llningar. Na¨r en generering- och tra¨ningsomg˚ang
blivit klar studerades de resulterande neuronna¨ten och i na¨sta omg˚ang kunde de
parameterva¨rden som gett d˚aliga resultat sorteras bort och so¨kandet fokuserades
p˚a de parameterinsta¨llningar som gett bra resultat.
Fo¨r att kunna avgo¨ra huruvida ett na¨t ger bra fo¨rutsa¨gelser eller ej har
aktiehandel med neuronna¨tens fo¨rutsa¨gelser som grund fo¨r ko¨p- och sa¨ljbeslut
simulerats.
1.6 Disposition
I kapitel 2 kommer den teoretiska bakgrunden till projektet g˚as igenom. Kapitel
3 kommer att handla om designen av det system som beskrivs i syftet. I kapitel




Avsnitt 2.1 fo¨rklarar hur artificiella neuronna¨t a¨r uppbyggda och fungerar, avs-
nitt 2.2 behandlar aktiemarknaden och grundla¨ggande aktieanalys, avsnitt 2.3
sammankopplar avsnitt 2.1 och 2.2 och fo¨rklarar hur artificiella neuronna¨t kan
anva¨ndas till aktieanalys med referenser till tidigare liknande projekt.
2.1 Artificiella neuronna¨t
Artificiella neuronna¨t a¨r fo¨renklade, matematiska modeller av de neurala
na¨tverk som en hja¨rna a¨r uppbyggd av [4, s. 31]. De har fo¨rm˚agan att la¨ra
sig av, hitta samband i och klassificera olika typer av data [4, s. 32].
Artificiella neuronna¨t utgo¨r fortfarande ett aktivt forskningsomr˚ade [5][6][7],
och neuronna¨t som kan tilla¨mpas i praktiken a¨r ofta utvecklade fr˚an enklare
neuronna¨t, da¨r lager p˚a lager av komplexitet medfo¨r o¨kad praktisk anva¨ndbarhet
[8, s. 346].
Detta kapitel tar ursprungligen upp teorin bakom ett enkelt neuronna¨t, per-
ceptronen. Definitionerna fo¨r perceptronen anva¨nds sedan fo¨r att fo¨rklara en
mer avancerad typ av neuronna¨t, feed forward-na¨tverktet.
2.1.1 Perceptronen
Den enklaste typen av neuronna¨t best˚ar av endast en neuron. En ka¨nd imple-
mentation av denna typ av na¨t a¨r perceptronen, som skapades 1958 av Frank
Rosenblatt [9, s. 130]. Rosenblatts perceptron bygger p˚a en modell fo¨r arcifi-
ciella neuroner som tidigare utvecklats av tv˚a andra forskare vid namn Warren
McCulloch och Walter Pitts [4, s. 78].
McCulloch och Pitts ackrediteras som upphovsma¨nnen till det fo¨rsta neu-
ronna¨tet som hade praktiska, om a¨n enkla, tilla¨mpningar. Detta neuronna¨t,
som numera kallas MP-neuronen, bestod av en ensam neuron som kunde ap-
proximera de allra enklaste booleska funktionerna, AND och OR. Den saknade
dock inla¨rningsfo¨rm˚aga. [10, s. XXXIX]
A¨ven Rosenblatts perceptron best˚ar av en ensam neuron, men den skiljer
sig fr˚an MP-neuronen p˚a en viktig punkt; perceptronen har inla¨rningsfo¨rm˚aga.
Tack vare detta kan perceptronen bland annat anva¨ndas till grundla¨ggande
dataklassificering [4, s. 78].
Neuronen i Rosenblatts perceptron a¨r en enkel bera¨kningsenhet, som trans-
formerar indata till utdata i ett antal va¨ldefinerade och enkla steg. Modellen av
neuronen kan avgra¨nsas i fo¨ljande delar [4, s. 80]:
1. Ett eller flera ing˚angsva¨rden: x1 . . . xn
2. Ett bias: +1
3. Vikter: w0 . . . wn
4. En kombinerare
5. En aktiveringspotential: v
6. En aktiveringsfunktion: f













Figur 1: Figuren illustrerar modellen av Rosenblatts perceptron, som best˚ar av en
ensam neuron.
Perceptronen anva¨nds genom att numeriska va¨rden matas in p˚a dess
ing˚angar, som bena¨mns x1 . . . xn. Perceptronen har a¨ven en sa¨rskild ing˚ang med
det konstanta va¨rdet +1. Denna ing˚ang bena¨mns som perceptronens bias [4,
s. 80].
Varje ing˚ang x1 . . . xn a¨r associerad med ett eget viktva¨rde, w1 . . . wn. A¨ven
perceptronens bias har en s˚adan vikt, w0. Dessa viktva¨rden anva¨nds av percep-
tronens kombinerare fo¨r att bilda en sammantagen aktiveringspotential, v [4,
s. 80].
Tillsammans kan perceptronens ing˚angsva¨rden och vikter representeras p˚a
vektorform:
[x0, x1, . . . , xn] = ~x (1)
[w0, w1, . . . , wn] = ~w (2)
Kombineraren bera¨knar aktiveringspotentialen genom att summera produk-
ten av varje ing˚angsva¨rde och dess associerade vikt [4, s. 80]. Denna operation





xnwn = ~x · ~w (3)
Perceptronens bias kan beskrivas som en geometrisk translation av aktiver-
ingspotentialen. Dess syfte a¨r analogt med konstanttermen i en linja¨r ekvation.
Att va¨rdet av x0 a¨r konstant +1 inneba¨r att olika va¨rden p˚a w0 p˚averkar va¨rdet
av aktiveringspotentialen p˚a samma sa¨tt som olika m-va¨rden fo¨rflyttar linjen
y = kx+m upp och ned i ett kartesiskt koordinatsystem.
Neuronens slutgiltiga utg˚angsva¨rde, y, besta¨ms genom att applicera neuro-
nens aktiveringsfunktion, f , p˚a dess aktiveringspotential [4, s. 80]:
y = f(v) (4)
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Aktiveringsfunktionen transformerar neuronens aktiveringspotential till en
meningsfull utsignal. Fo¨ljande aktiveringsfunktioner a¨r vanligt fo¨rekommande
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0 v = 0
−1 v < 0
(8)
Linja¨ra funktionen
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Vilken aktiveringsfunktion som anva¨nds a¨r avgo¨rande fo¨r vilken typ av funk-
tion som perceptronen skall approximera [10, ss. 152-157]. Som exempel anva¨nde
McCulloch och Pitts stegfunktionen i sin MP-neuron [11, s. 3]. Stegfunktionen
anva¨nds s˚aledes na¨r en neurons utdata skall modellera booleska eller bina¨ra
va¨rden. P˚a samma sa¨tt kan signumfunktionens anva¨ndningsomr˚ade ha¨rledas
till na¨r neuronens utg˚angsva¨rde a¨ven skall kunna anta det negativa va¨rdet -1.
Uto¨ver att approximera booleska funktioner kan neuroner med steg- eller
signumfunktionen a¨ven anva¨ndas till att klassificera datama¨ngder [12, s. 3]. Att
klassificera en datama¨ngd inneba¨r att elementen i ma¨ngden delas in i ett antal
klasser. En perceptron med stegfunktionen som aktiveringsfunktion kan s˚aledes
potentiellt dela in en datama¨ngd i tv˚a klasser, eftersom den endast har ett
utg˚angsva¨rde. Neuronna¨t som skall klassificera datama¨ngder med sto¨rre antal
klasser kra¨ver fler a¨n ett utg˚angsva¨rde.
Sigmoidfunktionen kan ses som en kontinuerlig variant av stegfunktionen.
Tangens hyperbolicus kan p˚a samma sa¨tt ses som en kontinuerlig variant av
signumfunktionen. Dessa funktioner har som gemensam egenskap att de a¨r kon-
tinuerliga och icke-linja¨ra. De a¨r b˚ada s-formade och har en extra fri parameter
a, som besta¨mmer hur skarpt kurvorna stiger kring v = 0. Na¨r sluttningspa-
rametern a g˚ar mot oa¨ndligheten na¨rmar egenskaperna fo¨r sig dessa kurvor sina
icke-kontinuerliga motsvarigheter.
Eftersom va¨rdema¨ngderna fo¨r de kontinuerliga, icke linja¨ra kurvorna inte
stra¨cker sig utanfo¨r (−1, 1) oavsett va¨rde p˚a den fria parametern a, anva¨nds
med fo¨rdel den linja¨ra funktionen fo¨r att approximera funktioner som har en
obegra¨nsad va¨rdema¨ngd.
Med endast en neuron kan man allts˚a bilda ett fullva¨rdigt neuronna¨t. Denna
typ av na¨t a¨r dock mycket begra¨nsad i sin approximationsfo¨rm˚aga. Rosenblatt,
som anva¨nde perceptronen till att klassificera data, lyckades endast tra¨na per-
ceptronen att klassificera datapunkter som a¨r linja¨rt separerbara, det vill sa¨ga
att klasserna a¨r a˚tskiljbara med en linje, ett plan eller ett hyperplan [10, s. 158].
Fo¨rutom att klassificera linja¨rt separerbara punkter kan en perceptron, givet
ra¨tt aktiveringsfunktion, a¨ven tra¨nas att approximera godtyckliga linja¨ra funk-
tioner. Detta bevisade Bernard Widrow och Ted Hoff na¨r de utvecklade sin
uppla¨rningsalgoritm fo¨r perceptronen. Denna algoritm a¨r ka¨nd som LMS; least
mean square-algoritmen [13].
2.1.2 Least mean square-algoritmen
LMS a¨r en grundla¨ggande uppla¨rningsalgoritm fo¨r neuronna¨t. Trots att den
endast a¨r applicerbar p˚a enkla perceptroner anva¨nder den sig av en strategi som
g˚ar att generalisera till uppla¨rningsalgoritmer fo¨r mer komplicerade neuronna¨t.
Den a¨r ocks˚a popula¨r tack vare att den har l˚ag bera¨kningskomplexitet och a¨r
la¨tt att implementera i ett mjukvarusystem [4, s. 122].
LMS a¨r ett exempel p˚a o¨vervakad inla¨rning, vilket inneba¨r att tra¨ningsdatan
fo¨rutom ing˚angsva¨rden a¨ven inneh˚aller na¨tets o¨nskade utg˚angsva¨rden [9, s. 86].
Tra¨ningsdatan, T, ser ut p˚a fo¨ljande sa¨tt [4, s. 123]:
T = [(~x1, d1), . . . , (~xp, dp)] (11)
S˚aledes skall varje tra¨ningselement inneh˚alla en vektor med perceptronens
ing˚angsva¨rden, ~xi, samt en motsvarande vektor med perceptronens o¨nskade
utg˚angsva¨rde, di.
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Det o¨nskade utg˚angsva¨rdet anva¨nds under tra¨ningen fo¨r att bera¨kna hur
na¨ra perceptronen approximerar tra¨ningsdatan. Perceptronens lokala fel, e, sym-
boliserar hur stor perceptronens felmarginal a¨r vid approximering av ett enskilt
tra¨ningselement.
e = d− y (12)
Na¨tets globala felva¨rde, E, a¨r ett normaliserat m˚att p˚a na¨tets approxima-
tioner [4, s. 132].
E = 0.5 · (d− y)2 (13)
I LMS bera¨knas det globala felva¨rdet fo¨r ett ensamt element i
tra¨ningsma¨ngden. Detta tillva¨gag˚angssa¨tt kallas a¨ven fo¨r online-uppla¨rning,
eftersom hela tra¨ningsma¨ngden inte m˚aste vara tillga¨nglig samtidigt. Det glob-
ala felet kan a¨ven bera¨knas som en summa av felva¨rdena fo¨r alla element i hela
tra¨ningsma¨ngden, vilket kallas fo¨r oﬄine- eller batchuppla¨rning [9, s. 178].
En slutsats av ekvationen fo¨r felva¨rdet a¨r att om E = 0 s˚a approximer-
ar perceptronen tra¨ningsdatan perfekt. Uppla¨rningsstrategin i LMS bygger p˚a
att hitta en viktvektor ~w som om mo¨jligt uppn˚ar detta, eller a˚tminstone led-
er till att felva¨rdet blir s˚a litet som mo¨jligt. Detta uppn˚as genom att iterativt
justera na¨tets vikter, da¨r varje iteration leder till att E minskas. Na¨r E = 0,
eller na¨r dess va¨rde inte la¨ngre minskar, avslutas LMS och perceptronen anses
fa¨rdigtra¨nad [4, s. 124].
Tillva¨gag˚angssa¨ttet fo¨r att justera vikterna i LMS kan illustreras genom
att se det globala felet som en funktion av perceptronens viktvektor och dess
ing˚angsvektor:
E = f(~w, ~x) (14)
Givet en perceptron med en besta¨md ing˚angsvektor, som inneh˚aller ett
ing˚angsva¨rde uto¨ver perceptronens bias, vars viktvektor s˚aledes har tv˚a kom-
ponenter, kan det globala felet plottas som en funktion i tre dimensioner med
avseende p˚a vikterna:
Figur 8: Figuren visar en plot av perceptronens globala fel E som en funktion av dess
viktvektor, [w0, w1]. Plotten ger upphov till en yta i tre dimensioner.
Att minimera det globala felet E a¨r ekvivalent med att hitta koordinaterna
fo¨r Emin. Plotten visar tydligt hur dessa koordinater inneh˚aller va¨rden p˚a w0
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och w1, fo¨r det la¨gsta mo¨jliga va¨rdet p˚a E; Emin. LMS hittar dessa va¨rden
genom en metod som kallas gradient descent [13].
Gradient descent bygger p˚a att hitta ett minimiva¨rde till en funktion, i detta
fall E, med hja¨lp av funktionens lutning [4, s. 133]. Tillva¨gag˚angssa¨ttet a¨r iter-
ativt, och varje iteration fo¨rutsa¨tter n˚agot va¨rde p˚a funktionens ing˚angsva¨rde,
i detta fall ~w [4, s. 133].
Fo¨r det aktuella ing˚angsva¨rdet bera¨knas den partiella derivatan av det glob-
ala felet med avseende p˚a viktvektorn [4, s. 133]. Denna derivata a¨r i plotten av
E ekvivalent med lutningen av ytan, i den punkt som besta¨ms av den nuvarande
viktvektorn ~wt. ~wt justeras sedan med hja¨lp av den partiella derivatan fo¨r att
erh˚alla na¨sta viktvektor, ~wt+1, som kommer ligga geometriskt na¨rmare Emin a¨n
~wt: [4, s. 133]
~wt+1 = ~wt − η ∗ δE
δ ~w
(15)
Vektorn med det globala felets derivator, δEδ ~w brukar a¨ven uttryckas som ∇E.
Ekvation 16 visar att ∇ a¨r en vektor av partiella derivator med avseende p˚a de
olika viktva¨rdena i ~w [4, s. 125].
δE
δ ~w





, . . . ,
δ
δwn









Genom att analytiskt utveckla derivatan δEδ ~w kan ∇E fo¨renklas enligt ekva-
tion 17 [4, s. 132].
∇E = −~x · (d− y) (17)
Komponenterna i ∇E talar om hur mycket varje individuell komponent i
viktvektorn, det vill sa¨ga varje separat vikt, skall justeras. Eftersom justeringen
sker med hja¨lp det globala felets derivata, kommer det globala felet att vara
la¨gre vid na¨stkommande iteration. Na¨r derivatan a¨r 0, liten eller ofo¨ra¨nderlig
a¨r gradient descent-metoden slutfo¨rd. Ing˚angsva¨rdet fo¨r den fo¨rsta iterationen
kan antingen va¨ljas slumpma¨ssigt eller vara ~0 [4, s. 133].
Gradient descent liknar s˚aledes Newton-Rhapsonmetoden som i korthet kan
beskrivas som en metod fo¨r att hitta ro¨tter till reella funktioner. Likheten med
gradient descent ligger i att b˚ada metoder utg˚ar fr˚an godtyckliga ing˚angsva¨rden
till sin m˚alfunktion, fo¨r att sedan iterativt justera dessa med hja¨lp av
m˚alfunktionens derivata tills dess att dess o¨nskade va¨rde a¨r funnet. Fo¨r gra-
dient descent a¨r det o¨nskade va¨rdet m˚alfunktionens minimum, medan Newton-
Rhapsonmetoden hittar m˚alfunktionens rot [14].
Parametern η i ekvation 15 anva¨nds fo¨r att besta¨mma hur stora steg varje
iteration skall ta. Ett ho¨gre va¨rde p˚a η leder till sto¨rre steg i varje iteration, och
s˚aledes ocks˚a till att antalet iterationer potentiellt blir mindre. Na¨r gradient
descent utnyttjas i LMS-algoritmen, eller andra tra¨ningsalgoritmer, kallas η-
parametern fo¨r uppla¨rningshastighet [4, s. 133].
Ett sa¨tt att illustrera gradient descent-metoden a¨r att ta¨nka sig att en kula
placeras p˚a ytan i plotten av E, p˚a de koordinater som besta¨ms av den aktuel-
la viktvektorn ~w. I varje iteration, d˚a viktvektorn justeras och koordinaterna
fo¨rflyttas mot det lokala minimat, s˚a “rullar” kulan ned˚at mot ytans botten.
I de fall da¨r LMS inte konvergerar mot Emin, exempelvis p˚a grund av att
koordinaterna oscillerar kring minimat [4, s. 133], kan tra¨ningen a¨ven avbrytas
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Figur 9: Figuren visar hur ∇E a¨r ekvivalent med riktningen som en kula fa¨rdas na¨r
den placeras p˚a ytan som a¨r ett resultat av att plotta den partiella derivatan av E
med avseende p˚a viktvektorn.
efter ett besta¨mt antal iterationer. Na¨r alla tra¨ningselement anva¨nts i en av al-
goritmens iterationer har en tra¨ningsepok passerat. Det a¨r vanligt att tra¨ningen
sker o¨ver flera tra¨ningsepoker, beroende p˚a hur m˚anga element som finns i
tra¨ningsma¨ngden [10, s. 44].
En formulering av LMS-algoritmen i pseudokod kan nu uttryckas som ett
antal va¨ldefinerade steg.
Algoritm 1 LMS
Require: T = [(~x1, d1), . . . , (~xn, dn)]




e := di − (~w · ~xi)
~w = ~w + η · ~x · e
i := (i+ 1) mod |T |
until done
Algoritm 1 fo¨rutsa¨tter ingen specifik metod fo¨r na¨r tra¨ningen skall avbrytas.
En faktisk implementation skulle till exempel kunna bera¨kna E fo¨r alla element
i tra¨ningsma¨ngden T efter varje tra¨ningsepok och avbryta tra¨ningen na¨r det
globala felet inte la¨ngre minskar, vilket vore en fo¨renklad variant av en generell
metod vid namn early stopping [4, s. 203].
Med hja¨lp av LMS a¨r det s˚aledes mo¨jligt att hitta optimala vikter fo¨r en per-
ceptron. Den enda riktiga begra¨nsningen a¨r att neuronen m˚aste ha en deriverbar
aktiveringsfunktion, i och med att aktiveringsfunktionen m˚aste kunna deriveras
fo¨r att sambandet i ekvation 17 ska ga¨lla. I annat fall skulle bera¨kningen av den
nya viktvektorn ej vara giltig i algoritm 1.
Trots att algoritmen ha¨r demonstrerats fo¨r ett neuronna¨t med endast ett
ing˚angsva¨rde och ett bias, s˚a a¨r det bevisat att gradient descent-metoden a¨r
applicerbar fo¨r att hitta funktionsminimum i godtyckliga dimensioner. S˚aledes
fungerar LMS p˚a alla typer av perceptroner, oavsett hur m˚anga ing˚angsva¨rden
de har. Algoritmen blir dock l˚angsammare ju fler ing˚angsva¨rden perceptronen
har [10, s. 145].
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Perceptronen best˚ar som tidigare na¨mnts av endast en neuron, och p˚a grund
av detta a¨r dess anva¨ndningsomr˚aden begra¨nsade. Fo¨r att approximera data
med samband av ho¨gre a¨n linja¨r komplexitet kra¨vs sto¨rre och mer komplicer-
ade neuronna¨t [8, s. 346]. Dessa na¨t best˚ar av flera neuroner och kallas fo¨r
flerlagersperceptroner.
2.1.3 Flerlagersperceptroner
Den konceptuella o¨verg˚angen mellan en perceptron och flerlagersperceptroner
a¨r naturlig; en flerlagersperceptron best˚ar helt enkelt av fler a¨n en neuron. Dessa
neuroner kan vara sammankopplade med varandra i olika konfigurationer, men
allra vanligast a¨r att neuronerna a¨r indelade i separata lager, vilket ocks˚a har
gett upphov till flerlagerperceptronens namn [4, s. 153].
Varje lager i en flerlagersperceptron kan inneh˚alla ett godtyckligt antal neu-
roner. Det fo¨rsta lagret inneh˚aller na¨tets inputneuroner, som var och en har
ett ing˚angsva¨rde. Dessa ing˚angsva¨rden bildar tillsammans na¨tets totala indata,
som i likhet med perceptronen bena¨mns ~x [4, s. 52].
En stor skillnad mellan en flerlagersperceptron och en enkel perceptron, som
fo¨ljer av att alla lager kan inneh˚alla ett godtyckligt antal neuroner, a¨r att fler-
lagersperceptronen kan ha flera utg˚angsva¨rden. Dessa utg˚angsva¨rden bildas av
neuronerna i na¨tets sista lager, outputlagret. En flerlagersperceptron kan s˚aledes
potentiellt approximera funktioner som avbildar vektorer p˚a vektorer, med god-
tycklig dimensionalitet i b˚ada a¨ndar, vilket a¨r en betydande generalisering av
perceptronen [4, s. 52].
Mellan input- och outputlagret ligger flerlagersperceptronens go¨mda lager.
Dessa lager kan vara godtyckligt m˚anga, men fler a¨n tv˚a go¨mda lager tillfo¨r inte
n˚agot till neuronna¨tets potentiella approximationsfo¨rm˚aga [10, s. 158].
Hur lagren i en flerlagersperceptron a¨r konstruerade refereras till som
na¨tverkets topologi [9, s. 451]. Topologin fo¨r ett na¨t brukar ofta skrivas som
en sifferserie, da¨r varje siffra anger antalet neuroner i ett av neuronna¨tets
lager. Till exempel beskriver topologin 5-10-1 en flerlagersperceptron med 5
ing˚angsva¨rden, 10 go¨mda neuroner och ett utg˚angsva¨rde [4, s. 52].
Flerlagersperceptroner a¨r indelade i m˚anga olika typer av underkategorier,
da¨r varje underkategori har sa¨rskiljande egenskaper, s˚asom en viss typ av topolo-
gi eller en viss tra¨ningsalgoritm. En av dessa kategorier a¨r feed forward-na¨tverk.
2.1.4 Feed forward-na¨tverk
Feed forward-na¨tverk a¨r en underkategori av flerlagersperceptroner da¨r signaler-
na i na¨tverket hela tiden matas fram˚at, aldrig bak˚at eller i sidled [4, s. 51].
Topologin fo¨r ett feed forward-na¨tverk karakta¨riseras da¨rfo¨r av att den efterlik-
nar en riktad, acyklisk graf.
Trots att det existerar betydligt mer komplexa klasser av flerlagerspercep-
troner [9, s. 181], a¨r feed forward-na¨tverk ett popula¨rt val i m˚anga olika typer av
tilla¨mpningar. De har visats besitta en kraftfull fo¨rm˚aga att hitta komplicerade
samband i stora datama¨ngder [10, s. 158].
I likhet med en generell flerlagersperceptron a¨r neuronerna i ett feed forward-
na¨tverk indelade i lager; ett inputlager, ett outputlager, samt ett antal go¨mda
lager. Utg˚angsva¨rdena fo¨r neuronerna i ett visst lager a¨r sammankopplade med
ing˚angsva¨rdena fo¨r neuronerna i na¨stkommande lager. I de flesta fall a¨r alla
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neuroner i tv˚a angra¨nsande lager parvis sammankopplade, det vill sa¨ga att tv˚a
angra¨nsande lager tillsammans bildar en komplett, bipartit graf. Om alla lager
i neuronna¨tet har denna egenskap sa¨gs na¨tet vara fullsta¨ndigt sammankopplat,



















Figur 10: Figuren visar ett feed forward-na¨tverk med topologin 4-3-2. Vikterna i
figuren indexeras med index fo¨r viktens in- respektive utg˚angsva¨rde.
Vikter fyller samma funktion i ett feed forward-na¨tverk som i perceptronen.
Varje koppling mellan utg˚angsva¨rdet fo¨r en neuron till ing˚angsva¨rdet fo¨r en
annan neuron a¨r associerat med en vikt.
Varje enskild neuron i na¨tet fo¨ljer i princip samma modell som fo¨r percep-
tronens neuron, med endast ett undantag. Neuronerna i inputlagret a¨r n˚agot
fo¨renklade, d˚a de saknar bias och aktiveringsfunktion. Detta beror p˚a att de
endast har ett ing˚angsva¨rde vardera, och detta ing˚angsva¨rde bildar direkt in-
putneuronens utg˚angsva¨rde som o¨verfo¨rs till neuronerna i na¨sta lager. I vissa
modeller kallas inputneuronerna fo¨r inputnoder, fo¨r att markera att de inte
fungerar p˚a samma sa¨tt som resten av neuronerna i na¨tet [4, s. 51].
Alla neuroner i ett feed forward-na¨tverk beho¨ver inte ha samma aktiverings-
funktion. Da¨remot bo¨r som tidigare na¨mnts den linja¨ra funktionen anva¨nds fo¨r
neuronerna i outputlagret, fo¨rutsatt att na¨tet skall kunna tra¨nas att approx-
imera en godtycklig reell funktion.
Fo¨r kunna referera till varje unik neuron och varje unik vikt i na¨tet anva¨nds
fo¨ljande indexeringsmetod.
• En unik neuron n kan indexeras nab, da¨r a a¨r index fo¨r ett av neuronna¨tets
lager, och b a¨r neuronens index inuti sitt lager.
• yab betecknar utg˚angsva¨rdet fo¨r neuron b i lager a.
• wabcd betecknar vikten associerad med kopplingen mellan neuron b i lager
a och neuron d i lager c.
• En na¨tverkstopologi kan anges p˚a formen L = [l1, . . . , ln], da¨r ln betecknar
antalet neuroner i na¨tets n:te lager.
Det a¨r nu mo¨jligt att definera stegen i feed forward-algoritmen, som anva¨nds
fo¨r att bera¨kna utg˚angsvektorn, ~y, fo¨r ett feed forward-na¨t.
Algoritmen anva¨nder samma metod som i ekvationer 3 och 4 fo¨r perceptro-
nen, men fo¨r varje neuron i na¨tet. Algoritmen fo¨rutsa¨tter att na¨tet a¨r fullsta¨ndigt
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Algoritm 2 Feed forward
Require: ~x = [x0, . . . , xm]
Require: L = [l1, . . . , ln]
Require: ~w
for i := 0 to m do
y0i := xi
end for
for c := 1 to n do
a := c− 1
for d := 0 to lc do
temp := 0
for b := 0 to la do





sammankopplat. Om na¨tet a¨r partiellt sammankopplat kan va¨rdet av wabcd l˚atas
vara 0 fo¨r de neuroner nab och ncd som ej a¨r sammanla¨nkade.
Att feed forward-na¨tverk har kapacitet att approximera godtyckliga, reella
funktioner visade George Cybenko 1989 genom att formulera ett bevis fo¨r det
universella approximationsteoremet [15].








Det universella approximationsteoremet a¨r ett matematiskt teorem som
sa¨ger att vilken reell funktion F som helst kan approximeras av ekvationen
p˚a ho¨ger sida om likhetstecknet i ekvation 18. A¨ven om Cybenkos bevis inte
involverar neuronna¨t s˚a har Haykin visat att teoremet a¨r direkt applicerbart p˚a
feed forward-na¨tverk [4, s. 197].
Givet en reell funktion F (x1, x2, . . . , xm), samt va¨rden p˚a de fria variablerna
i ekvation 18 s˚a att ekvationen h˚aller, kan ett feed forward-na¨tverk skapas som
approximerar F p˚a fo¨ljande sa¨tt.
1. L˚at antalet inputneuroner vara m0. Na¨tets ing˚angsva¨rde blir [x1, . . . , xm0 ].
2. L˚at na¨tet ha ett go¨mt lager med m1 neuroner.
3. L˚at α1, . . . , αm vara vikterna i det go¨mda lagret.
4. L˚at φ vara na¨tets aktiveringsfunktion. Cybenko bevisade teoremet fo¨r sig-
moidfunktionen [15, s. 10].
S˚aledes a¨r det bevisat att ett feed forward-na¨tverk i teorin kan approx-
imera villken reell funktion som helst. Utmaningen a¨r att hitta en topologi fo¨r
na¨tverket som passar just den funktion som skall approximeras, och att sedan
lyckas tra¨na na¨tet.
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Att tra¨na ett feed forward-na¨tverk involverar en ho¨gre niv˚a av komplexitet
a¨n fo¨r den enklare perceptronen. Fo¨r att fo¨rst˚a varfo¨r a¨r det viktigt att ka¨nna
till att na¨tets tra¨ningsalgoritm beho¨ver hitta optimala vikter mellan alla sam-
mankopplade neuroner i na¨tet.
Anledningen till att LMS inte kan appliceras p˚a feed forward-na¨tverk, eller
n˚agon annan typ av flerlagersperceptron, a¨r att algoritmen fo¨rutsa¨tter ett o¨nskat
utg˚angsva¨rde fo¨r alla neuroner vars vikter den justerar. Eftersom LMS erh˚aller
detta o¨nskade utg˚angsva¨rde ur tra¨ningselementen saknar algoritmen fo¨rm˚aga
att justera vikterna fo¨r n˚agra neuroner fo¨rutom i outputlagret.
Att tra¨na feed forward-na¨tverk och andra typer av flerlagerspereptroner var
la¨nge ett olo¨st problem som medfo¨rde att utvecklingen av neuronna¨t stagnerade.
Detta problem lo¨ste Arthur Bryson och Yu-Chi Ho na¨r de 1969 publicerade en
uppla¨rningsalgoritm kallad backpropagation-algoritmen [16].
2.1.5 Backpropagation-algoritmen
Backprogagation-algoritmen a¨r en uppla¨rningsalgoritm som kan anva¨ndas
fo¨r att tra¨na feed forward-na¨tverk. Likt LMS a¨r den en o¨vervakad up-
pla¨rnigsalgoritm, allts˚a anva¨nder den sig av tra¨ningselement som inneh˚aller
ett va¨rde till na¨tets inputneuroner, samt ett o¨nskat utg˚angsva¨rde fr˚an na¨tets
outputneuroner. Den avgo¨rande skillnaden fr˚an LMS a¨r att backpropagation-
algoritmen lo¨ser problemet att tra¨na ett neuronna¨t med fler a¨n en neuron [9,
s. 159].
Backpropagation-algoritmen anva¨nder samma gradient descent-strategi som
LMS, men den la¨gger till en extra teknik fo¨r att bera¨kna ett felva¨rde a¨ven fo¨r
na¨tets go¨mda neuroner, vars o¨nskade utg˚angsva¨rden inte a¨r ka¨nda.
Fo¨r en perceptron visades ∇E vara den partiella derivatan av na¨tets globala
fel, E, med avseende p˚a viktvektorn. ∇E kunde s˚aledes anva¨ndas fo¨r att justera
hela na¨tets viktvektor samtidigt. S˚a a¨r inte fallet fo¨r ett feed forward-na¨tverk,
eftersom viktvektorn nu inneh˚aller vikter fo¨r flera olika neuroner.
Bera¨kningen av ∇E a¨r mer komplicerad fo¨r feed forward-na¨tverk a¨n fo¨r
perceptroner. Fo¨r en perceptron inneh˚aller den fo¨ra¨ndringen fo¨r na¨tets totala
viktvektor: [ δEδw0 , . . . ,
δE
δwn
]. I en flerlagersperceptron med m˚anga sammankop-
plade neuroner a¨r det la¨ttare att fokusera p˚a enskilda komponenter i viktvek-
torn ista¨llet fo¨r att fo¨rso¨ka tra¨na hela na¨tet i ett svep. Fo¨r ett feed forward-na¨t




Vikten wji viktar ett utg˚angsva¨rde yi skickat fr˚an neuron i till neuron j. P˚a
samma sa¨tt som i LMS g˚ar det att givet ett felva¨rde justera vikten med hja¨lp av
felva¨rdets partiella derivata. Denna partiella derivata kan analytiskt besta¨mmas
till resultatet av ekvation 19 [4, s. 161].
δE
δwji
= −ej · f ′j(vj) · yi (19)
I likhet med LMS kan uppla¨rningstakten η anva¨ndas fo¨r att styra vik-
tfo¨ra¨ndringens storlek.




Ekvation 19 a¨r mycket viktig, d˚a den talar om hur en individuell vikt wji kan
justeras, givet att neuronens aktiveringspotential vj och lokala fel ej a¨r ka¨nt.
Eftersom feed forward-fasen sker innan backpropagation-fasen finns aktiver-
ingspotentialen redan “lagrad”, och a¨ven utg˚angsva¨rdet fr˚an den fo¨reg˚aende
neuronen, yi, a¨r ka¨nt. Det lokala felet a˚ andra sidan, a¨r inte ka¨nt fo¨r de go¨mda
neuronerna [4, s. 161].
Fo¨r outputneuronerna kan det lokala felet bera¨knas enligt ekvation 12. Detta
a¨r mo¨jligt tack vare att det o¨nskade utg˚angsva¨rdet d a¨r ka¨nt fo¨r var och en av
dessa neuroner. Backpropagation-algoritmen lo¨ser avsaknaden av lokala fel i de
go¨mda neuronerna genom att helt enkelt skicka outputneuronernas felva¨rden
bakla¨nges genom na¨tet, vilket ocks˚a har gett upphov till algoritmens namn [4,
s. 160].
Fo¨r att kunna skicka neuronernas lokala fel bak˚at i na¨tet p˚a ett korrekt sa¨tt
m˚aste ytterliggare ett va¨rde tas i beaktning; neuronens lokala fo¨ra¨ndringstakt.
Den lokala fo¨ra¨ndringstakten bena¨mns δ. Dess va¨rde erh˚alls genom att ra¨kna
bort det inkommande ing˚angsva¨rdet ur ekvation 19 [4, s. 161].
δj = ej · f ′j(vj) (21)
Fo¨ra¨ndringstakten fo¨r en go¨md neuron j kan bera¨knas med hja¨lp av







(δk · wkj) (22)
Na¨r δ a¨r ka¨nt fo¨r en go¨md neuron kan dess vikt justeras, tack vare att
ekvation 19 kan formuleras om med avseende p˚a den lokala fo¨ra¨ndringstakten
[4, s. 161].
∆wji = η · δj · yi (23)
Backpropagation-algoritmen kan nu beskrivas i pseudokod som ett antal av-
gra¨nsade steg.
I algoritmen ovan ko¨rs en iteration av backpropagation. I likhet med LMS
talar inte algoritmen om na¨r tra¨ningen bo¨r avslutas, utan detta la¨mnas som ett
beslut till implementeraren [4, s. 169].
Va¨rt att notera a¨r att alla δ m˚aste bera¨knas innan vikterna kan uppdateras.
Att go¨ra b˚ada parallellt skulle leda till felaktiga va¨rden, p˚a grund utav att δ
bera¨knas med hja¨lp av de aktuella vikterna.
Ett sa¨tt att veta na¨r det a¨r dags att avbryta tra¨ningen a¨r att bera¨kna na¨tets
globala fel som summan av felen hos varje outputneuron och avbryta na¨r det
globala felet a¨r noll, litet eller ofo¨ra¨nderligt. Problemet med detta a¨r att det
globala felet a¨r en funktion av na¨tets alla vikter, vilket fo¨r sto¨rre na¨t blir en
funktion i m˚anga dimensioner som antagligen har flera lokala minimum och
andra egenskaper som fo¨rsv˚arar tra¨ningen [9, s. 178].
Fo¨r att lo¨sa problemet med att avsluta tra¨ningen, samt o¨ka chanserna att
tra¨ningen f˚ar ett lyckat resultat, finns det ett antal tekniker och metoder man








Require: L = [l1, . . . , ln]
for i := 0 to ln do // Bera¨kna δ i outputlagret
eni := di − yni
δni = eni ∗ f ′ni (vni)
end for
for a := n− 1 to 1 do // Bera¨kna δ i de go¨mda lagren
c := a+ 1
for b := 0 to la do
temp := 0
for d := 0 to la+1 do





for a := n to 2 do // Uppdatera vikter
c := a− 1
for b := 0 to la do
temp := 0
for d := 0 to la+1 do
temp := temp+ wabcd · δcd






Vid praktisk tilla¨mpning av backpropagation finns ett antal hinder p˚a va¨get
till att lyckas tra¨na ho¨gkvalitativa feed forward-na¨tverk. Ett av dessa hinder a¨r
problemet med lokala minima.
Ett eller flera lokala minima i funktionen fo¨r neuronna¨tets globala fel kan
leda till att tra¨ningen slutar ge resultat trots att na¨tet inte uppn˚at optimal ap-
proximationsfo¨rm˚aga. Detta beror p˚a att gradient-descent metoden helt enkelt
konvergerar i ett lokalt minimum ifall viktvektorn korsar det p˚a va¨gen mot det
globala minimat [4, s. 169].
Fo¨r att minska risken att tra¨ningen konvergerar i ett lokalt minimum kan vik-
tvektorn ges en viss ro¨relsema¨ngd, a¨ven kallad momentum, som bevaras mellan
iterationerna av tra¨ningsalgoritmen. Momentumva¨rdets p˚averkan kan beskrivas
genom att ta¨nka sig att fo¨ra¨ndringsvektorn fo¨r vikterna i en given iteration
pekar mot ett lokalt minimum, men att “kulan” tar sig fo¨rbi detta tack vare
momentum fr˚an tidigare iterationer [9, s. 195].
Figur 11: Figuren visar hur vikterna under uppla¨rningen konvergerat i ett lokalt min-
imum. Genom att anva¨nda momentum hade “kulan” med sto¨rre sannolikhet fa¨rdats
fo¨rbi det lokala minimat och ista¨llet konvergerat i Emin.
Ekvation 24 beskriver hur momentum anva¨nds vid justering av en given vikt
[9, s. 195].
∆w′t = ∆wt + (α ·∆wt−1) (24)
I ekvationen ovan utgo¨r ∆wt justeringen av vikten w utan momentum. Mo-
mentum inkorporeras s˚aledes genom att addera en fraktion av fo¨reg˚aende vik-
tjustering till den nuvarande viktjusteringen. Va¨rdet av denna fraktion bena¨mns
alpha och bo¨r ligga mellan 0 och 1 [4, s. 168]. Detta va¨rde kan i sig ha¨nvisas till
som tra¨ningens momentum.
Inte heller genom att anva¨nda momentum g˚ar det att garantera att tra¨ningen
konvergerar, a¨ven om chanserna o¨kar [4, s. 168]. Ett problem som m˚aste
o¨verkommas under tra¨ningen a¨r att stora neuronna¨t tenderar att o¨veranpassas
om de tra¨nas under fo¨r m˚anga tra¨ningsepoker. Med o¨veranpassning menas att
neuronna¨tet i grund och botten “memorerar” tra¨ningselementen ista¨llet fo¨r att
approximera den underliggande funktionen [9, s. 153].
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O¨veranpassning kan motverkas genom en metod som kallas early stopping.
Early stopping bygger p˚a att en del av elemeneten i tra¨ningsma¨ngden T re-
servereas fo¨r att ma¨ta neuronna¨tets globala fel efter varje tra¨ningsepok, ele-
menten som reserveras till dessa bena¨mns da¨rfo¨r valideringsdata. Eftersom neu-
ronna¨tet inte tra¨nas p˚a elementen i valideringsdatan kan den anva¨ndas fo¨r att
ma¨ta na¨r tra¨ningen inte la¨ngre p˚averkar na¨tets approximationsfo¨rm˚aga. Na¨r
detta intra¨ffar kan tra¨ningen avbrytas [4, s. 204].
Tra¨ningen p˚averkas a¨ven av vilka va¨rden som de fria parametrarna uto¨ver
vikterna sa¨tts till, dessa kan till exempel vara uppla¨rningshastigheten η och
momentum α. Fo¨r att uppn˚a ba¨sta resultat kan samma na¨t tra¨nas med olika
va¨rden p˚a dessa parametrar.
Fo¨r att ma¨ta skillnaden i approximationsfo¨rm˚aga mellan flera na¨t som
tra¨nats p˚a samma data, kan en del av tra¨ningsdatan la¨ggas undan som testda-
ta. Denna testdata anva¨nds fo¨r att ma¨ta na¨tens globala fel efter att tra¨ningen
slutfo¨rts. Det globala felet p˚a testdatan kan s˚aledes anva¨ndas som en indikator
fo¨r vilket av flera na¨t som har ba¨st approximationsfo¨rm˚aga [4, s. 204].
2.2 Aktiehandel
En aktie a¨r en andel i ett aktiebolag [17, s. 164]. Anledningen till att aktiebolaget
a¨r en s˚a popula¨r bolagsform fo¨r sto¨rre bolag a¨r dels att varje aktiea¨gare enbart
svarar fo¨r sitt investerade kapital och s˚aledes inte kan fo¨rlora mer a¨n s˚a vid en
konkurs [17, s. 165], men kanske framfo¨rallt att handel med aktier a¨r snabb och
enkel a¨ven fo¨r gemene man via exempelvis internet [17, ss. 137-139].
Det kan finnas flera ska¨l till att handla med aktier. Att aktiea¨gare f˚ar beslut-
sra¨tt i fo¨retaget a¨r sa¨llan det mest attraktiva med aktiehandel, d˚a en eller ett
f˚atal aktier (och motsvarande ro¨st/er) ofta inte go¨r n˚agon skillnad d˚a det finns
tusentals aktier eller mer. Att f˚a del i den vinst fo¨retaget go¨r kan vara attraktivt
p˚a l˚ang sikt, men det som a¨r mest attraktivt a¨r att go¨ra vinst p˚a sja¨lva aktiehan-
deln. Na¨r aktier utfa¨rdas (antingen vid nyemission eller bolagsbildning) har de
ett va¨rde som svarar mot det kapital de inneba¨r fo¨r fo¨retaget, men da¨refter
besta¨ms deras va¨rde av marknaden. Om spekulanterna tror att fo¨retaget kom-
mer att g˚a bra och da¨rmed go¨ra vinst a¨r dess aktier mer attraktiva och kommer
s˚aledes o¨ka i va¨rde vilket inneba¨r att aktiea¨gare har som m˚al att hitta aktier
man tror kommer o¨ka i va¨rde, ko¨pa dem och sedan sa¨lja till ett ho¨gre pris efter
en tid.
2.2.1 Bo¨rsen
I Sverige finns tre bo¨rser, varav tv˚a aktiebo¨rser. Nasdaq OMX Stockholm fo¨r
etablerade bolag a¨r den sto¨rsta och mest ka¨nda, medan NGM Equity a¨r en
mindre bo¨rs avsedd fo¨r tillva¨xtbolag. Den tredje, Burgundy, erbjuder inte handel
med aktier.
Ordet “bo¨rs” a¨r i Sverige en skyddad beteckning och f˚ar bara anva¨ndas
av de handelsplatser som f˚att tillst˚and av Finansinspektionen att bedriva
bo¨rsverksamhet. Syftet med tillst˚andet a¨r att verifiera att allma¨nheten kan lita
p˚a bo¨rsen och dess ing˚aende fo¨retag, med avseende p˚a redovisning exempelvis,
vilket uppmuntrar handel. Att ett bolag a¨r bo¨rsnoterat inneba¨r s˚aledes att det
genomg˚att de granskningar och uppfyller de krav som sta¨lls p˚a dem av respek-
tive bo¨rs.
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P˚a Nasdaq OMX Stockholm a˚terfinns da¨rfo¨r huvudsakligen bolag med my-
cket aktiv aktiehandel [18].
2.2.2 Courtage
Privatpersoner f˚ar inte handla direkt p˚a bo¨rserna, utan ma˚ste bedriva sin handel
genom en ma¨klare. Denna tar vanligtvis ut en avgift, ett courtage, fo¨r varje
transaktion. Courtaget a¨r ofta en procentsats av hela beloppet i affa¨ren men
med ett minimicourtage fo¨r att a¨ven sm˚a affa¨rer skall generera en ma¨rkbar
inkomst fo¨r ma¨klaren [17, s. 364].
2.2.3 O¨ppnings- och sta¨ngningscall
Varje handelsdag p˚abo¨rjas och avslutas med ett s˚a kallat call, da¨r handel inte
sker p˚a samma sa¨tt som under resten av handelsdagen. En call a¨r till fo¨r att sam-
la ihop ko¨p- och sa¨ljbud, fo¨r att sedan ra¨kna ut ett ja¨mviktspris till vilket flest
antal transaktioner kan ske. O¨ppningscallet startar 08:45 och d˚a a¨r det mo¨jligt
att la¨gga ordrar fo¨r samtliga aktier, men sja¨lva handeln bo¨rjar genomfo¨ras fo¨rst
klockan 09:00. Sta¨ngningscallet startar vid 17:25 och da¨refter avslutas handeln
fo¨r kvarliggande ordrar i bolagens storleksordning fram till klockan 17:30. De
ja¨mviktspriser (ett fo¨r varje aktie) som ra¨knas fram av morgoncallen anva¨nds
som o¨ppningspriser och de ja¨mviktspriser som ra¨knas fram av sta¨ngningscallen
anva¨nds som sta¨ngningspriser [19].
2.2.4 Volym
Antal va¨rdepapper som omsa¨tts. Det vill sa¨ga antalet aktier som bytt a¨gare
under en tidsperiod. Ofta a¨r tiden s˚a la¨nge som bo¨rsen varit o¨ppen nuvarande
dag. Vanligtvis menar man allts˚a antalet aktier som bytt a¨gare under bo¨rsdagen
[17, s. 411].
2.2.5 Orderdjup
Orderdjupet anger antalet ko¨p- respektive sa¨ljbud som finns p˚a varje budniv˚a
fo¨r en given aktie. Till exempel kan det finnas 1000 aktier med sa¨ljbud p˚a 14.10
kr och 800 aktier med ko¨pbud p˚a 14.00 kr. I detta fallet finns d˚a orderdjupen
1000 fo¨r 14.10 kr och 800 fo¨r 14.00 kr [20].
2.2.6 Blankning
Som spekulant a¨r det a¨ven mo¨jligt att go¨ra vinst vid nedg˚angar p˚a bo¨rsen.
En spekulant som tror att en aktie kommer att minska i va¨rde kan l˚ana ett
antal av dessa aktier av n˚agon som innehar dem. Tanken a¨r att denne sa¨ljer
aktierna omedelbart fo¨r att vid ett senare tillfa¨lle, na¨r aktien minskat i va¨rde,
ko¨pa tillbaka dem och returnera till l˚angivaren. Om aktien faktiskt minskar i
va¨rde kommer spekulanten att vid ko¨p av den beho¨va la¨gga ut mindre pengar
a¨n denne fick in vid fo¨rsa¨ljning och s˚aledes ha gjort vinst. Denna proccess kallas
blankning [17, s. 360].
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2.2.7 Prissa¨ttning
Na¨r ett aktiebolag bildas eller beslutar att utfa¨rda nya aktier (s˚a kallad nye-
mission) har aktierna ett va¨rde som besta¨mts av bolaget, det nominella va¨rdet.
Transaktioner vid nyemission och bolagsbildning utgo¨r dock en minoritet av
alla transaktioner. Den vanligaste transaktionen a¨r o¨verl˚atelse av aktier mellan
aktiea¨gare. Vid s˚adana transaktioner besta¨ms priset av utbud och efterfr˚agan
vilket betyder att priset kan vara helt orelaterat till det verkliga va¨rdet p˚a bo-
laget.
Detta kan sja¨lvklart leda till enorma o¨verpriser och i sluta¨ndan ekonomiska
kollapser. Ett tydligt exempel p˚a detta a¨r den s˚a kallade tulpanhysterin i Holland
under 1600-talet.
N˚agot s˚a underligt som tulpanlo¨kar blev extremt popula¨rt p˚a kort tid och
detta resulterade i en enorm “tulpanhysteri” men efter m˚anader utav uppg˚ang
s˚a bo¨rjade priset sjunka i snabb takt, p˚a en m˚anad sjo¨nk priset ifr˚an 5500 cent
till 50 cent. Detta visar att prissa¨ttningen inte a¨r knuten till det faktiska va¨rdet
[17, ss. 20-23].
2.2.8 Psykologi
Den ideala investeraren beter sig rationellt - denne verkar oberoende av an-
dra och omva¨rderar alltid sin analys av marknaden d˚a ny information go¨rs
tillga¨nglig. Exempelvis det sista a¨r n˚agot som inte no¨dva¨ndigtvis a¨r sant i
verkligheten, d˚a faktumet att folk tenderar att va¨rdera kortsiktig data mer a¨n
l˚angsiktig observerats i studier [21, s. 17]. A¨ven det fo¨rsta, att investerare verkar
oberoende av varandra, a¨r inte no¨dva¨ndigtvis sant, vilket demonstreras med ex-
empelvis tulpanhysterin i Holland som na¨mndes ovan.
Flera andra exempel p˚a o¨vertro och flockbeteenden finns, exempelvis “The
South Sea Bubble” i England p˚a 1700-taglet [17, ss. 23-25] och IT-bubblan p˚a
90-talet [17, ss. 41-63]. Ytterligare ett “irrationellt” beteende som observerats
a¨r att ma¨nniskor tenderar att ha sv˚arare fo¨r att sa¨lja a¨n att ko¨pa [17, s. 304].
2.3 Aktieanalys
Det finns ett flertal metoder fo¨r att analysera aktiemarknaden och utifr˚an dessa
analyser spekulera i hur marknaden kommer se ut i framtiden.
2.3.1 Fundamental analys
Ma˚let med fundamental analys a¨r att utva¨rdera fo¨retags framtida tillva¨xt-
och vinstpotential. Detta go¨rs med exempelvis a˚rs- och kvartalsrapporter som
grund. A¨ven att fo¨lja nyhetsflo¨det och informera sig om fo¨retagens kommande
investeringar, a¨r en del av denna metod [17, ss. 192-193].
2.3.2 Teknisk analys
Teknisk analys tar till skillnad fr˚an den fundamentala analysen inte ha¨nsyn till
respektive fo¨retags vinstpotential utan anva¨nder sig utav tidigare aktiedata fo¨r
att fo¨rutse framtida kurser.
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Teknisk analys bygger p˚a att man identifierar mo¨nster i aktiehandeln i
fo¨rva¨g, antar att de kommer ga¨lla a¨ven i framtiden och baserar sina fo¨rutsa¨gelser
p˚a matematiska modeller som konstruerats utifr˚an dessa mo¨nster.
Att analysera bo¨rsen med hja¨lp av algoritmer a¨r ett omdebatterat a¨mne
d˚a man a¨r oense om huruvida historisk marknadsdata o¨verhuvudtaget kan
anva¨ndas fo¨r att fo¨rutsa¨ga dess framtida beteende [17, ss. 244-245].
Det finns dock exempel p˚a tekniska strategier som under avgra¨nsade tidspe-
rioder visats h˚alla vilket talar fo¨r att teknisk analys kan fungera [17, s.246].
2.3.3 Aktieanalys med hja¨lp av artificiella neuronna¨t
Artificiella neuronna¨t har visat sig mycket la¨mpliga att approximera funktioner
och modeller genom att enbart analysera tidsserier [1][22].
Nackdelen med tekniska modeller a¨r att de vilken dag som helst kan sluta
fungera om fo¨rutsa¨ttningarna p˚a marknaden fo¨ra¨ndras. Ha¨r har neuronna¨t en
klar fo¨rdel i och med dess fo¨rm˚aga att identifiera godtyckliga mo¨nster i datan
utan de antaganden som existerar inom klassisk teknisk analys [22]. Neuronna¨t
la¨mpar sig da¨rfo¨r bra fo¨r teknisk analys och har ocks˚a anva¨nts flitigt fo¨r detta
a¨ndam˚al i snart tv˚a decennier [23][24][25].
2.3.4 Hypotesen om den effektiva marknanden
Hypotesen om den effektiva marknaden, Effecient Market Hypothesis [26]
(ha¨danefter EMH) beskriver marknaden som effektiv, vilket inneba¨r att all
tillga¨nglig information redan a˚terges i aktiernas pris och att marknadens ro¨relser
fo¨ljer ett slumpma¨ssigt mo¨nster, vilket Maurice Kendall p˚avisat a˚r 1953 [17,
ss. 323-325].
N˚agot som talar emot att marknaden a¨r effektiv, det vill sa¨ga att den i n˚agon
grad a¨r fo¨rutsa¨gbar, a¨r historiskt framg˚angsrika aktiehandlare som beskriver
hur de baserat sina fo¨rutsa¨gelser p˚a ett antal enkla system. Dessa system a¨r
huvudsakligen baserade p˚a att bo¨rsen p˚averkas av flockbeteenden och liknande
psykologiska fenomen [27].
EMH-fo¨respr˚akare fo¨rklarar dock detta med att a¨ven om det fo¨r individen a¨r
osannolikt, m˚aste n˚agon go¨ra vinst a¨ven i det l˚anga loppet. Paralleller kan dras
till en ta¨nkt turnering i myntkastning, da¨r ett godtyckligt stort antal deltagare
mo¨ter varandra en mot en och sl˚ar ut varandra genom att gissa vilken sida av
myntet som kommer att hamna upp˚at. A¨ven om chansen att vinna turneringen
a¨r fo¨rsvinnande liten fo¨r individen, kommer n˚agon att vara vinnare i sluta¨ndan
[17, ss. 323-325].
Werneryd [21, s. 21] na¨mner n˚agra av de viktigaste punkterna i kritiken mot
EMH: 1. All information a¨r inte publik och all information a¨r inte omedelbart
tillga¨nglig p˚a grund av olika fo¨rdro¨jningar. 2. Investerare a¨r inte no¨dva¨ndigtvis
rationella. 3. Investerare a¨r inte no¨dva¨ndigtvis oberoende av varandra, det kan
finnas flockbeteende. 4. Tidsperspektivet; Fo¨r la¨ngre tidsperioder kan utveck-
lingen fo¨r en given aktie vara na¨rmare slumpen a¨n fo¨r korta tidsperioder.
A¨ven om ett neuronna¨t lyckas finna trender i data betyder det inte att tren-
derna a¨r relevanta eller att dessa fungerar fo¨r data som neuronna¨tet inte tra¨nats
p˚a [2]. Fo¨r att fo¨rba¨ttra chanserna att hitta relevanta trender i en komplex mod-












Figur 12: Figuren visar ett mo¨jligt sa¨tt att konstruera ett feed forward-na¨tverk som
approximerar tidsserien fo¨r en aktie. Som ing˚angsva¨rden ges p˚a varandra fo¨ljande
samplingar ur tidsserien. Det o¨nskade utg˚angsva¨rdet defineras som na¨stkommande
sampling. Om den sista indatasamplingen a¨r tagen direkt fr˚an aktuell bo¨rsdata kan
na¨tet potentiellt approximera tidsseriens framtida va¨rde.
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3 Systemdesign och implementation
I korthet kan systemet beskrivas som att det tillhandah˚aller fo¨ljande funktion-
alitet fo¨r anva¨ndaren:
• Tra¨ning av neuronna¨t.
• Utva¨rdering av p˚ag˚aende och planerade tra¨ningar.
• Utva¨rdering av fa¨rdigtra¨nade neuronna¨t.
• Simulerad handel med hja¨lp av fa¨rdigtra¨nade na¨t
Fo¨r att tillhandah˚alla denna funktionalitet fo¨r anva¨ndaren utfo¨r a¨ven
systemet kontinuerlig insamling och lagring av aktiedata, vilket a¨r dolt fo¨r
anva¨ndaren.
Systemets samtliga funktioner a¨r fo¨rdelade o¨ver fem systemmoduler, som






Var och en av dessa moduler a¨r da¨rtill indelad i mindre submoduler.
Tillsammans bildar modulerna ett system som ko¨rs p˚a en centraliserad
server. Samtliga moduler fo¨rutom gra¨nssnittmodulen a¨r utvecklade i program-
spr˚aket Java. Gra¨nssnittsmodulen anva¨nder en kombination av HTML, CSS och
Javascript.
3.1 Datamodul
Systemets datamodul inkapslar och tillhandah˚aller all funktionalitet som in-
volverar insamling, lagring och a˚tkomst av aktiedata.
3.1.1 Insamling
Submodulen som sko¨ter insamling av data inneh˚aller ett antal webbspindlar,
a¨ven kallade webcrawlers. Dessa webbspindlar parsar med ja¨mna intervall ett
antal externa webbsidor som tillhandah˚aller kontinuerligt uppdaterad data.
Aktiedatan samlas in fr˚an Nasdaq OMX Nordic [29], som tillhandah˚aller
realtidsdata fr˚an Stockholmsbo¨rsen med 15 minuters fo¨rdro¨jning. Bo¨rsen har
o¨ppet fr˚an klockan 09:00 till 17:30 och hemsida. Webbspindeln ha¨mtar data fo¨r
samtliga large cap-aktier som finns tillga¨ngliga via Nasdaq OMX Nordic.
Varje insamlad datasampling inneh˚aller information om aktuellt
fo¨rsa¨ljningspris och orderdjup. Orderdjupet inneh˚aller de fem mest pop-





















Figur 13: O¨versikt av systemets moduler.
En annan webbspindel samlar in valutadata. Denna data ha¨mtas fr˚an en
webbsida vid namn CurrencyRates [30] och best˚ar av de relativa priserna fo¨r
brittiska pund (GBP), amerikanska dollar (USD), Euro (EUR) och svenska kro-
nor (SEK).
Webbspindeln fo¨r aktier ha¨mtar samplingspunkter med 10-sekunders inter-
vall, under de tider d˚a Stockholmsbo¨rsen a¨r o¨ppen. Spindeln fo¨r valutadata
ha¨mtar samplingspunkter med 10-sekunders intervall dygnet runt.
3.1.2 Lagring
Varje insamlad samplingspunkt lagras i en relationsdatabas. Databasschemat
inneh˚aller en tabell per aktie eller valuta som samlas in och varje rad i tabellerna
inneh˚aller en samplingspunkt tillsammans med en tidssta¨mpel som talar om
exakt na¨r samplingen samlades in. Tidssta¨mpeln representeras p˚a det generiska
UNIX timestamp-formatet.
Fo¨rutom insamlad data s˚a hanterar datamodulen a¨ven lagring av data re-
laterad till systemets neuronna¨t. Denna data inkluderar fra¨mst parameterkon-
figurationer fo¨r fa¨rdigtra¨nade na¨t, men a¨ven deras resulterande fo¨rutsa¨gelser.
3.1.3 A˚tkomst
Datamodulen inneh˚aller logik som fo¨renklar a˚tkomst av den lagrade datan fo¨r
o¨vriga delar av systemet. Internt anva¨nds JDBC (Java Database Connectivity)
fo¨r att kommunicera med databasen via SQL, och datamodulen kapslar helt in
direktkommunikationen med databasen.
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Systemet kan returnera alla tidpunkter mellan klockan 09:00 och 17:25 d˚a
bo¨rsen annars a¨r sta¨ngd eller a¨r i en call (se avsnitt 2.2.3).
Gra¨nssnittet som tillga¨ngliggo¨r de insamlade datapunkterna anva¨nder sig
av interpolering fo¨r att mo¨jliggo¨ra datafo¨rfr˚agningar med godtyckliga start- och
slutdatum, samt med godtyckliga samplingsintervall. Detta a˚stadkoms genom
att interpolera linja¨rt mellan de insamlade samplingspunkterna, vilket medfo¨r
att data fo¨r vilken tidpunkt som helst kan returneras.
Om en o¨nskad tidpunkt inte finns bland de insamlade samplingarna
databasen s˚a interpolerar gra¨nssnittet linja¨rt mellan de tv˚a kringliggande punk-
terna. Detta skapar en enkelhet hos resten av systemet som inte beho¨ver ta
ha¨nsyn till vilken data som faktiskt finns lagrad.
Uto¨ver a˚tkomst av faktiska samplingva¨rden sto¨der datamodulen a¨ven
grundla¨ggande fo¨rbehandling av datapunkterna, a¨ven kallad feature extraction.




Differens a¨r en fo¨rbehandling som returnerar, ista¨llet fo¨r de faktiska sam-
plingsva¨rdena, differensen mellan samplingsva¨rdet fo¨r den o¨nskade tidpunkten
och samplingsva¨rdet fo¨r den omedelbart fo¨reg˚aende tidpunkten.
Signumdifferensen anva¨nder datan fo¨r samplingspunktens differens och nor-
maliserar den ytterliggare med hja¨lp av signumfunktionen. Signumdifferensen
a¨r s˚aledes antingen 1, -1 eller 0.
Promillefo¨ra¨ndringen a¨r ett m˚att p˚a hur m˚anga promille samplingsva¨rdet
fo¨ra¨ndrats sedan fo¨reg˚aende samplingspunkt. Promille anva¨nds ista¨llet fo¨r pro-




Neuronna¨t skapas med hja¨lp av en intern genereringsmodul, som mo¨jliggo¨r fo¨r
systemet att generera en stor ma¨ngd neuronna¨t med s˚a lite anstra¨ngning fr˚an
anva¨ndaren som mo¨jligt. Gra¨nssnittet mot genereringsmodulen a¨r enkelt; givet
en genereringsspecifikation genereras en uppsa¨tting konfigurationer.
En konfiguration a¨r en unik parameteruppsa¨ttning avsedd att anva¨ndas
fo¨r att bygga ett neuronna¨t. En konfiguration inneh˚aller s˚aledes neu-
ronna¨tets inputva¨rden, outputva¨rden, uppla¨rningshastighet, aktiveringsfunk-
tioner, tra¨ningsdata, interna struktur med mera.
En genereringsspecifikation a¨r en generaliserad konfiguration, da¨r de nu-
meriska parametrarna kan anges i intervall, och icke-numeriska va¨rden kan anges
i listor. Varje intervall inneh˚aller ett startva¨rde, ett slutva¨rde, en interpoler-
ingsmetod och antalet o¨nskade punkter. De tillga¨ngliga interpoleringsmetoder-
na a¨r linja¨r interpolering, da¨r avst˚andet mellan punkterna a¨r konstant, samt
logaritmisk interpolering, da¨r avst˚andet mellan punkterna o¨kar exponentiellt.
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Genereringsmodulen sa¨tter sedan samman alla mo¨jliga kombinationer av
elementen i listorna och de interpolerade numeriska va¨rdena till en uppsa¨ttning
konfigurationer.
Exempelvis kan en genereringsspecifikation inneh˚alla en lista av tv˚a sepa-
rata aktiveringsfunktioner till neuronna¨tens go¨mda lager och ett numeriskt tal
med med tre logaritmiskt interpolerade samplingar fo¨r uppla¨rningshastigheten.
Utifr˚an detta bildar genereringsmodulen sex separata konfigurationer.
Genereringsmodulen bo¨r anva¨ndas med fo¨rsiktighet i och med att antalet
konfigurationer som en generationsspecifikation ger upphov till a¨r exponentiellt
korrellerat till antalet element i listorna och interpoleringar som sta¨llts in fo¨r de
numeriska va¨rdena.
3.2.2 Tra¨ning
Na¨r ett na¨tverk skall tra¨nas har det tillg˚ang till sin egen konfiguration och
s˚aledes till vilken data den beho¨ver. Den har a¨ven tillg˚ang till databas-
gra¨nssnittet och bo¨rjar med att ha¨mta all data till lokala arrayer fo¨r snabb
a˚tkomst. All data delas sedan in i tre grupper, tra¨ningsdata, valideringsdata
och testdata, utefter kvoterna definierade i konfigurationen.
Tra¨ningsdatan anva¨nds fo¨r att la¨ra upp na¨tverket, det a¨r denna datan den
la¨r sig att approximera en funktion fo¨r. I ja¨mna intervall ko¨rs a¨ven ett test som
ma¨ter hur bra na¨tverket presterar p˚a valideringsdatan. Detta anva¨nds fo¨r att
avgo¨ra om na¨tverket a¨r o¨vertra¨nat och hur bra det anpassar sig till data den
inte tra¨nat p˚a. Na¨r algoritmen avgo¨r att det a¨r dags att sluta tra¨na, det vill sa¨ga
na¨r na¨tverket ej anpassar sig ma¨rkbart la¨ngre, go¨rs en ko¨rning mot testdatan.
Detta fo¨r att f˚a ett ma¨tva¨rde p˚a hur bra na¨tverket a¨r p˚a att fo¨rutsa¨ga data det
aldrig har sett fo¨rut.
3.3 Webbservermodul
Webbservermodulens uppgift a¨r att tillga¨ngliggo¨ra de o¨vriga modulernas funk-
tionalitet o¨ver HTTPS-protokollet. Fo¨r att webbservermodulen ska kunna till-
handah˚alla informationen kra¨vs det att den har ka¨nnedom om de o¨vriga
modulerna. I och med detta kan webbservermodulen b˚ade leverera data till
anva¨ndaren samt ta emot data, vilket sker genom GET respektive POST
fo¨rfr˚agningar (s˚a kallade requests).
3.4 Gra¨nssnittsmodul
Gra¨nssnittsmodulen anva¨nder sig bland annat utav javascriptbiblioteket
jQuery, som fo¨renklar modifiering utav HTML, ha¨ndelsehantering och AJAX-
funktionalitet.
3.4.1 Tra¨ningsvyn
Tra¨ningsvyn utgo¨r ett gra¨nssnitt mellan anva¨ndaren och systemets
genereringsmodul fo¨r neuronna¨t. Denna vy utgo¨rs s˚aledes av ett omfat-
tande webbformula¨r, da¨r anva¨ndaren kan mata in all no¨dva¨ndig information
fo¨r att bilda en genereringsspecifikation till genereringsmodulen.
Eftersom de fria parametrarna i neuronna¨t i m˚anga fall a¨r korrelerade
till varandra, till exempel aktiveringsfunktioner och deras lutningar, anva¨nder
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tra¨ningsvyn Javascript och jQuery fo¨r att dynamiskt generera formula¨rets de-
lar progressivt, da¨r na¨sta del av formula¨ret kan genereras med ha¨nsyn till
anva¨ndarens val i tidigare delar av formula¨ret.
3.4.2 Statusvyn
Konfigurationsuppsa¨ttningen som skapas i bera¨kningsmodulen efter att
anva¨ndaren genomg˚att tra¨ningsvyn kan inneh˚alla en ma¨ngd neuronna¨t som
p˚abo¨rjar tra¨ningsfasen i omg˚angar. Dessa neuronna¨t, b˚ade de som p˚abo¨rjat
tra¨ning och a¨ven de som va¨ntar p˚a att p˚abo¨rja tra¨ning finns under statusvyn,
bland annat i tabellform. Anva¨ndaren kan sortera eller so¨ka efter neuronna¨ten
beroende p˚a dess parametrar och a¨ven radera dem.
I och med att funktionaliteten fo¨r den ursprungliga HTML-tabellen a¨r rela-
tivt enkel s˚a anva¨nder sig gra¨nssnittsmodulen utav ett jQuery-bibliotek, datat-
ables.js, som ger tabellen egenskaper som till exempel sortering och so¨kning av
rader med mera.
Anva¨ndaren har mo¨jlighet att va¨lja ett neuronna¨t i tabellen och utva¨rdera
prestationen genom att underso¨ka dess utveckling som finns tillga¨nglig i form
av tv˚a grafer som beskriver hur na¨tet anpassar sig.
Den ena grafen visualiserar ett m˚att p˚a na¨tets fel i fo¨rh˚allande till det ko-
rrekta fo¨rva¨ntade va¨rdet. Algoritmen som ma¨ter felet a¨r root mean squared
[31].
Den andra grafen a¨r baserad p˚a o¨kning/minskning och ger ho¨gre fel om na¨tet
fo¨rutser va¨rdeo¨kning na¨r va¨rdet sjunker eller va¨rdeminskning na¨r va¨rdet o¨kar.
Den andra grafen ser allts˚a inte till det faktiska utva¨rdet av na¨tverket utan
endast o¨kning/minskning gentemot nuvarande va¨rde. Att denna graf visar ett
fel la¨gre a¨n 0.5 inneba¨r att na¨tverket gissar ra¨tt riktning oftare a¨n det gissar fel.
I de fall da¨r anva¨ndaren uppta¨cker att ett neuronna¨t presterar d˚aligt, finns
det mo¨jlighet att manuellt stoppa tra¨ningen.
Graf-funktionaliteten a¨r implementerad med hja¨lp av en modifierad version
utav g.raphael, som a¨r en utbyggnad av javascript-biblioteket Raphael.js, vars
uppgift a¨r att skapa SVG-bilder direkt i webbla¨saren. Grafbiblioketet utnyttjar
detta till att rita kurvor i form utav SVG-bilder.
3.4.3 Administreringsvyn
Administreringsvyn fo¨ljer en liknande princip som statusvyn, men ista¨llet fo¨r
att visa neuronna¨t som fo¨r tillfa¨llet a¨r under tra¨ning visas ha¨r ista¨llet neuronna¨t
som a¨r fa¨rdigtra¨nade.
3.5 Simuleringsmodul
Modulen simulerar handel med olika aktier. Simulatorn kan anva¨nda sig av
godtyckliga prediktorer fo¨r att avgo¨ra hur den ska agera. En prediktor kan till
exempel vara ett fa¨rdigtra¨nat neuronna¨t.
En simulator startas med en portfo¨lj som initialt inneh˚aller en miljon obund-
na kronor och noll aktier.
Simulatorn genomfo¨r transaktioner i samma intervall som prediktorn ger
fo¨rutsa¨gelser. Varje handelstillfa¨lle bo¨rjar med att prediktorn fo¨rutsa¨ger va¨rdet
p˚a aktien vid na¨sta handelstillfa¨lle. Om det fo¨rutsagda va¨rdet skiljer sig med
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mer a¨n ett o¨re fr˚an nuvarande va¨rde p˚a aktien kommer simulatorn antingen att
fo¨rso¨ka ko¨pa aktier (vid uppg˚ang) eller sa¨lja aktier (vid nedg˚ang). Simulatorn
investerar om mo¨jligt alla tillga¨ngliga medel vid transaktionerna.
Simulatorn kan ko¨ras med flera olika alternativ. Det a¨r mo¨jligt att handla
med/utan courtage, transkationsmarginal och blankning. Courtage a¨r satt till
0,055 % av transaktionssumman eller 99 kr minimum. Transaktionsmarginal
inneba¨r att simulatorn endast genomfo¨r affa¨rer med potentialen att generera en
vinst sto¨rre a¨n en viss (variabel) andel av transaktionssumman.
Blankning inneba¨r att simulatorn har mo¨jligheten att blanka genom att l˚ana
aktier till ett va¨rde av dess tillg˚angar. Det antas ha¨r att det alltid finns tillg˚ang
till aktier att l˚ana, omedelbart och utan utl˚aningsra¨nta eller andra avgifter.
Ko¨p sker genom att simulatorn itererar igenom de olika niv˚aer av sa¨ljbud
som finns. P˚a varje budniv˚a avgo¨r simulatorn hur m˚anga aktier den kan ko¨pa
med tillga¨ngliga medel (det vill sa¨ga obundna pengar), om mo¨jligt genomfo¨rs
transaktionen. Om blankning a¨r aktiverat och simulatorn har l˚anat aktier beta-
las dessa tillbaka omedelbart. Kan inte simulatorn genomfo¨ra n˚agon transaktion
p˚a budniv˚an eller om alla budniv˚aer understigande aktiens fo¨rutsagda va¨rde vid
na¨sta handelstillfa¨lle har g˚atts igenom vilar den tills na¨sta handelstillfa¨lle.
Vid fo¨rsa¨ljning g˚as p˚a motsvarande sa¨tt som vid ko¨p de olika niv˚aerna av
ko¨pbud igenom. P˚a varje budniv˚a avgo¨r simulatorn hur m˚anga aktier den kan
sa¨lja och om mo¨jligt genomfo¨rs transaktionen. Om blankning a¨r aktiverat l˚anar
(om mo¨jligt) simulatorn aktier att sa¨lja d˚a den s˚alt slut p˚a egna aktier och
fortsa¨tter sedan sa¨lja. Kan inte simulatorn genomfo¨ra n˚agon transaktion p˚a bud-
niv˚an eller om alla budniv˚aer o¨verstigande aktiens fo¨rutsagda va¨rde vid na¨sta
handelstillfa¨lle har g˚atts igenom vilar simulatorn tills na¨sta handelstillfa¨lle.
Observera att courtage utg˚ar p˚a varje transaktion (det vill sa¨ga ej endast
vid varje handelstillfa¨lle). Med en transaktion avses ha¨r samtliga genomfo¨rda
ko¨p eller fo¨rsa¨ljningar vid en viss budniv˚a och ett visst handelstillfa¨lle.
Simulatorn anva¨nder sig av dataabstraktionslagret fo¨r att komma a˚t data om
aktier, dock med ett mellanliggande transaktionshanteringslager. Lagret h˚aller
reda p˚a vilka ko¨p eller fo¨rsa¨ljningar som genomfo¨rts vid ett handelstillfa¨lle s˚a
att det inte a¨r mo¨jligt att sa¨lja/ko¨pa flera g˚anger till samma ko¨pare/sa¨ljare vid
samma handelstillfa¨lle.
Simulatorn skriver ut status om simulationen p˚a ska¨rmen och generar dia-
gram i form av la¨nkar till Google Charts.
Simulatorn ko¨rs p˚a servern, och fo¨r att kunna ko¨ra den beho¨ver man
vara inloggad (exempelvis via SSH). Simulationer ko¨rs ej per automatik fo¨r
fa¨rdigtra¨nade na¨t utan m˚aste startas manuellt.
Simulatorn kan a¨ven utnyttja en slumpma¨ssig prediktor. Simulatorn kom-
mer d˚a ista¨llet fo¨r att anva¨nda ett neuronna¨ts fo¨rutsa¨gelser till grund fo¨r sina
beslut slumpa fram fo¨rutsa¨gelser och anva¨nda dessa som grund vid beslut. Den-
na slumpprediktor kommer att ange priset vid na¨sta handelstillfa¨lle till 1% o¨ver,




Resultaten a¨r naturligt indelade i tv˚a sto¨rre delavsnitt, 4.1 som avhandlar det
system som tagits fram fo¨r experimentering med neuronna¨t och 4.2 som avhand-
lar de neuronna¨t som tagits fram och deras resultat vid tra¨ning och simulering.
4.1 Slutgiltigt system
Den slutgiltiga versionen av systemet a¨r ett mjukvarusystem vars a¨ndam˚al a¨r
att generera och tra¨na artificiella neuronna¨t fo¨r att fo¨rutsa¨ga aktiekurser samt
att testa dessa genom att simulera aktiehandel baserad p˚a na¨tens fo¨rutsa¨gelser.
Med systemet kan en anva¨ndare generera artificiella neuronna¨t av typen feed-
forward, se de na¨t som redan finns i systemet och deras egenskaper, administrera
na¨ten samt starta simulationer.
4.1.1 Datainsamling och datahantering
De webbspindlar som anva¨nts till datainsamling har sedan bo¨rjan av febru-
ari samlat in sampel av aktie- och valutakursdata. Insamlingen av valutadata
avbro¨ts den 17 april d˚a ka¨llan som valutaspindeln ha¨mtade data fr˚an uppho¨rde
att existera. Valutaspindeln kraschade a¨ven ett antal g˚anger dessfo¨rinnan.
Totalt har data fo¨r 144 aktier samlats in, dessa aktier utgo¨r samtliga large-
cap-bolag p˚a OMX Nordic. Antalet datapunkter varierar mellan aktierna p˚a
grund av problem vid insamlingen. 2012-05-14 befinner sig spannet av antalet
insamlade datapunkter mellan 400 000 och 500 000.
4.1.2 Generering och tra¨ning av neuronna¨t
Genom systemets webbgra¨nssnitt kan anva¨ndare skapa nya neuronna¨t.
Anva¨ndaren f˚ar specificera en rad olika insta¨llningar antingen genom en guide,
eller genom att manuellt skriva insta¨llningarna p˚a JSON-format i ett textfa¨lt.
De insta¨llningar som anva¨ndaren kan go¨ra a¨r:
Utdata Vilken utdata na¨ten ska tra¨nas att ge, det vill sa¨ga vilken akties kurs
na¨ten skall fo¨rutsa¨ga och p˚a vilken form aktiens kurs ska fo¨rutsa¨gas; dif-
ferensen, signumdifferensen, promillefo¨ra¨ndringen (se 3.1.3 A˚tkomst) eller
den faktiska kursen.
Indata Vad na¨ten ska ta som indata, det vill sa¨ga vad na¨ten ska basera sina
fo¨rutsa¨gelser p˚a.
Intervall Tiden mellan varje sampling som plockas ur dataserien och anva¨nds
till indata. Intervallet a¨r a¨ven avst˚andet till den punkt i framtiden na¨tet
fo¨rso¨ker approximera data fo¨r.
Steg Hur m˚anga steg bak˚at i tiden som na¨ten ska ta indata. Parametern inter-
vall anger tiden mellan varje steg.
Dolda lager Hur m˚anga dolda lager na¨ten kommer ha samt hur m˚anga neu-
roner varje dolt lager skall ha.
Aktiveringsfunktion Vilka aktiveringsfunktioner som neuronerna i de dolda
lagren kommer att anva¨nda.
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Lutning p˚a aktiveringsfunktion Aktiveringsfunktionerna sigmoid och tan-
gens hyperbolicus har en konstant som avgo¨r deras lutning.
Momentum Vilka momentum som skall anva¨ndas av backpropagation-
algoritmen under tra¨ning.
Uppla¨rningshastighet Vilka uppla¨rningshastigheter som skall anva¨ndas av
backpropagation-algoritmen under tra¨ning.
Tra¨ningsdatans start och slut Perioden vars data kommer att anva¨ndas vid
tra¨ningen av na¨ten.
Tra¨ningsdatafraktion Hur stor andel av datan i tra¨ningsperioden som ska
anva¨ndas till tra¨ning.
Valideringsdatafraktion Hur stor andel av datan i tra¨ningsperioden som ska
anva¨ndas till validering.
Minsta antal tra¨ningsepoker Det minsta antalet tra¨ningsepoker ett neu-
ronna¨t ska tra¨nas innan tra¨ningen kan avrbrytas genom early stopping.
Stoppfaktor Hur m˚anga tra¨ningsepoker neuronna¨tet fortsa¨tter att tra¨nas in-
nan den avbryts om inte resultatet av tra¨ningen fo¨rba¨ttras i fo¨rh˚allande
till hur m˚anga tra¨ningsepoker som redan ko¨rts.
Fo¨r insta¨llningarna momentum, uppla¨rningshastighet, aktiveringsfunktion
och lutning p˚a aktiveringsfunktion kan anva¨ndaren va¨lja mer a¨n ett va¨rde. Sys-
temet kommer d˚a att generera ett neuronna¨t fo¨r alla mo¨jliga kombinationer av
anva¨ndarens valda va¨rden fo¨r dessa insta¨llningar.
4.1.3 Administrering av neuronna¨t
Systemets webbgra¨nssnitt har tv˚a vyer fo¨r administration av neuronna¨t, en fo¨r
fa¨rdigtra¨nade neuronna¨t och en fo¨r neuronna¨t som a¨nnu inte tra¨nats fa¨rdigt. Fo¨r
alla neuronna¨t visas deras konfiguration, hur la¨nge de har tra¨nat (b˚ade i tid och
antal tra¨ningsepoker) samt hur de har presterat i tra¨ningen. Uto¨ver att inspek-
tera existerande neuronna¨t kan anva¨ndaren genom systemets webbgra¨nssnitt
so¨ka efter neuronna¨t, avbryta tra¨ningar och radera neuronna¨t.
4.1.4 Visualisering av fo¨rutsa¨gelser
Webgra¨nssnittet ineh˚aller en p˚abo¨rjad vy vars syfte a¨r att visualisera statistik
fr˚an handelsimulering som ko¨r i bakgrunden. Vyn ska fo¨r varje fa¨rdigtra¨nat
neuronna¨t visa en graf med den faktiska kursen fo¨r aktien som na¨tet a¨r tra¨nat
att fo¨rutsa¨ga tilsammans med en graf o¨ver na¨tets fo¨rutsa¨gelser. Denna vy a¨r ej
fa¨rdigsta¨lld och kan ej anva¨ndas.
4.1.5 Simulator
Det a¨r mo¨jligt att utva¨rdera fa¨rdigtra¨nade neuronna¨t genom att simulera ak-
tiehandel med dessa som grund fo¨r beslutsfattande.
Simuleringen a¨r ej tillga¨nglig via webbinterfacet utan startas manuellt och
konfigureras beroende p˚a syftet med simuleringen:
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Courtage anges ifall anva¨ndaren vill testa hur neuronna¨tet skulle prestera i en
mer verklighetsenligt miljo¨, da¨r courtage utg˚ar fo¨r varje transaktion.
Tro¨skelva¨rde anger hur riskfyllda ko¨p/sa¨ljtransaktioner simulatorn ska
genomo¨ra. Ett ho¨gre tro¨skelva¨rde inneba¨r att det kra¨vs en ho¨gre vinst-
potential fo¨r att simulatorn ska genomfo¨ra transaktionen.
Blankning avgo¨r ifall simulatorn ska ha mo¨jlighet att blanka.
Startdatum anger vilket datum simulationen ska starta p˚a.
Slumpfo¨rutsa¨gelser anger att simulatorn ska anva¨nda sig av
slumpfo¨rutsa¨gelser.
4.2 Neuronna¨t



























Figur 14: Figuren visar andelen av tra¨ningsdatan och valideringsdatan vars utdata
fo¨rutsa¨gs g˚a a˚t ra¨tt h˚all. Indatan a¨r Investors akties va¨rde och utdatan detsamma.
Resterande resultat presenteras fo¨r tra¨ningar p˚a svenska banker d˚a denna
branch var den med flest akto¨rer och mest komplett data i databasen.
4.2.2 Simulering
Redovisade simuleringar har ko¨rts p˚a neuronna¨ten som fo¨rutsa¨ger Nordeas ak-







Intern struktur Tv˚a dolda lager med n/2 neu-
roner var. Da¨r n a¨r antalet in-
dataneuroner
Tidsintervall 1 minut
Indata Differens i aktieva¨rdet och
ko¨pvolymen p˚a fo¨ljande bolag:
Nordea, SEB, Handelsbanken,
Swedbank, Danske bank och
Sydbank
Utdata Differensen fo¨r aktieva¨rdet hos
Nordea
Tabell 1: De exakta parametrarna fo¨r na¨tverken som i simulation gav mest avkastning


























































































































Figur 15: Figuren visar andelen av tra¨ningsdatan och valideringsdatan vars utdata
fo¨rutsa¨gs g˚a a˚t ra¨tt h˚all fo¨r de fem na¨t som tra¨nats med ovanst˚aende parametrar.
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Figur 16: Simulatorns tillg˚angar o¨ver tiden fo¨r de fem neuronna¨ten vars tra¨ning kan
ses i figur 15. Ha¨r ko¨rs simuleringen med courtage och ett tro¨skelva¨rde p˚a 0.00055.
Figur 17: Nordeas aktiepris under samma tidsperiod som simuleringen i figur 16.
Figur 18: Medelva¨rdet p˚a tillg˚angarna fo¨r prediktorerna i figur 16 och 15 slump-
prediktorer (beskrivna i slutet av avsnitt 3.5).
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Figur 19: Ja¨mfo¨relse av medelva¨rdet p˚a tillg˚angarna fo¨r simulatorer som ko¨r predik-
torer med och utan blankning. Alla simulatorer anva¨nder ha¨r courtage.
Figur 20: Ja¨mfo¨relse av medelva¨rdet p˚a tillg˚angarna fo¨r simulatorer som ko¨r med
och utan tro¨skelva¨rde p˚a 0.00055.
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5 Diskussion
Fo¨rst kommer systemet som har utvecklats diskuteras och da¨refter de neuronna¨t
som har producerats av det. Sist diskuteras framtida fo¨rba¨ttringar av projektet.
5.1 Slutgiltigt system
Systemet har i stort sett den funktionalitet som planerades ifr˚an bo¨rjan. Dock
har vissa funktioner f˚att la¨mnas ute och nya krav har under projektets g˚ang
info¨rts d˚a de framkommit.
5.1.1 Skalning av data
Det ins˚ags snabbt att det faktiska va¨rdet p˚a en aktie inte var anva¨ndbart i
na¨ten, vilket kan utla¨sas ur figur 14. Huruvida en aktie kostar 100 eller 500 kr
a¨r irrelevant och bo¨r ej p˚averka na¨tet ifr˚aga. Da¨rfo¨r anva¨ndes endast differensen
och fo¨ra¨ndringen vid alla ko¨rningar da¨refter, vilket har resulterat i na¨tverk som
presterar ba¨ttre.
Ett potentiellt problem med interpoleringen a¨r att den introducerar va¨rden
p˚a kursen som inte finns p˚a riktigt. Men d˚a de underliggande punkterna i van-
ligtvis har 10 sekunders avst˚and mellan varandra kommer felmarginalen fo¨r de
interpolerade va¨rdena att vara fo¨rsumbar.
5.1.2 Separering av data
Till en bo¨rjan och under en va¨sentlig del av projektet fo¨rdelades datama¨ngden
tillga¨nglig fo¨r tra¨ning upp i tra¨ningsdata, valideringsdata och testdata
slumpma¨ssigt. Detta var n˚agot som v˚allade problem d˚a alla tre dataset var blan-
dade med varandra och starkt korrelererade. Senare gjordes en mindre omim-
plementering s˚a att tra¨ningsdatan togs fr˚an bo¨rjan av datama¨ngden, valider-
ingsdatan ur mitten och testdatan ur slutet. P˚a s˚a sa¨tt har datan separerats
mer och tillfo¨rlitligheten fo¨r den statistik man f˚ar ut av att ma¨ta felet p˚a valid-
eringsdatan och testdatan har o¨kats.
5.1.3 Simulator
Simuleringsmodulen kan utfo¨ra simulationer med ett antal olika parametrar
(med/utan blankning/courtage/transaktionsmarginal). Fo¨r den begra¨nsade tid
som tilla¨ts projektet och den tid varje simulering potentiellt kan ta, i storlek-
sordningen flera timmar, kan antalet parametrar anses vara tillra¨ckliga.
De varierbara parametrarna bo¨r dessutom vara bland de mest intressanta.
Att kunna ko¨ra simulationer utan courtage a¨r intressant fo¨r att utro¨na huruvida
na¨ten a˚tminstone teoretiskt sett kan nyttjas i aktiehandel framg˚angsrikt.
En sto¨rre brist med simulationen a¨r att transaktioner ej p˚averkar mark-
naden. De simulerade ko¨p och fo¨rsa¨ljningar som genomfo¨rs p˚averkar inte utbud
och efterfr˚agan mer a¨n vid det specifika handelstillfa¨llet. Det antal ko¨pare och
sa¨ljare som finns vid na¨sta handelstillfa¨lle kommer att finnas da¨r oavsett om sim-
ulatorn sa¨ljer/ko¨per till alla ko¨pare/sa¨ljare vid det nuvarande handelstilfa¨llet.
Om simulatorn ko¨per en sto¨rre ma¨ngd aktier a¨r det rimligt att n˚agon motreak-
tion kan intra¨ffa p˚a marknaden. Mo¨jligen hade fa¨rre sa¨ljare funnits vid na¨sta
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handelstillfa¨lle, n˚agot simulatorn allts˚a ej tar ha¨nsyn till. Noterbart a¨r att den-
na felka¨lla a¨r sto¨rre ju kortare predikteringsintervallen a¨r d˚a eventuella effekter
transaktioner har p˚a marknaden fo¨rsvinner med tiden.
Det hade varit o¨nskva¨rt att implementera fler strategier fo¨r simulatorn. En
ta¨nkbar fo¨ra¨ndring a¨r att inte investera samtliga tillga¨ngliga medel vid varje
transaktion.
Att anta att aktier alltid finns tillga¨ngliga till utl˚aning, dessutom utan avgift,
vid blankning a¨r en fo¨renkling av verkligheten. Dock verkar blankning p˚averka
simulationens resultat negativt och anva¨nds inte i de simuleringar som utgo¨r
huvudresultaten och redovisas i denna rapport (se figur 16).
5.2 Neuronna¨t
Huvudobservationer:
• Na¨stintill inga na¨t presterade va¨l vid simulering under la¨ngre tidsperioder.
• Blankning verkar p˚averka simulationens resultat negativt (se figur 19).
• Anva¨ndning av tro¨skelva¨rde p˚averkar simulationens resultat positivt (se
figur 20).
• Na¨tverken presterar va¨sentligt ba¨ttre a¨n slumpma¨ssiga prediktorer under
samma fo¨rh˚allanden (se figur 18).
5.2.1 Fo¨r˚aldring
Att na¨ten presterade bra under en tid fo¨r att sedan fo¨rsa¨mras (se figur 16)
var att va¨nta, d˚a den data na¨ten tra¨nats p˚a blev a¨ldre och utdaterad. Denna
utdatering kan bero p˚a att de trender na¨tet har funnit i tra¨ningsdatan relativt
snabbt fo¨ra¨ndras och att marknaden inte la¨ngre fo¨ljer dessa. Det intressanta att
notera a¨r efter hur l˚ang tidsperiod detta sker. Det hade varit intressant att se
om denna tidsperiod p˚averkas av neuronna¨tens fo¨rutsa¨gelseintervall. En lo¨sning
p˚a detta problem skulle vara att systemet kontinuerligt ma¨ter ett na¨ts kvalitet
och automatiskt tra¨nar om det na¨r det n˚ar en viss kritisk niv˚a.
5.2.2 Korrelation av data
Indatan till det na¨t som visas i figur 14 bestod endast av aktiens va¨rde. Det
visade sig under projektets g˚ang att na¨ten presterade ba¨ttre d˚a a¨ven orderdjup
anva¨ndes som indata (se figur 15).
Det na¨t som mest framg˚angsrikt fo¨ruts˚ag Nordea-kursen anva¨nde sig av
indata a¨ven fr˚an andra banker och det tycks allts˚a vara mo¨jligt att dessa aktier
i n˚agon m˚an a¨r korrelerade.
Det var ej mo¨jligt att underso¨ka huruvida aktiekurser var relaterade till
valutakurser d˚a valutadatan uppho¨rde att samlas in under projektet och datan
a¨ven dessfo¨rinnan inte var fullsta¨ndig eftersom valutaspindeln kraschade ett
antal g˚anger.
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5.2.3 Resultat av simulering
Som kan utla¨sas av resultaten (figur 18) g˚ar neuronna¨ten i snitt med varken vinst
eller fo¨rlust. Man ska dock ta ha¨nsyn till att courtage utg˚ar vid varje transaktion
och allts˚a fo¨rsa¨mrar neuronna¨tens vinst och att varje ko¨p eller fo¨rsa¨ljning av
aktier inneba¨r en direkt fo¨rlust d˚a ett ko¨p av en aktie alltid sker till ett ho¨gre pris
a¨n vad man i det la¨get kan sa¨lja samma aktie fo¨r. Med andra ord fo¨rlorar man
direkt pengar om man hela tiden skulle ko¨pa och sa¨lja en aktie vars medelpris
st˚ar stilla. Sammantaget preseterar neuronna¨ten ba¨ttre a¨n simuleringarna med
slumpprediktorer.
5.3 Framtida arbete
Den naturliga fortsa¨ttningen p˚a projektet vore att fortsa¨tta variera olika kon-
figurationer fo¨r neuronna¨ten och a¨ven att testa strategier fo¨r anva¨ndning av
dem.
A¨ven andra tekniker hade kunnat tilla¨mpas. Exempelvis klassificering av
fo¨rutsa¨gbarhet hos dataserier genom bera¨kning av Hurstexponenten. A¨ven an-
dra typer av neuronna¨t s˚asom Kohonen-na¨tverk och recurrent-na¨tverk hade
kunnat anva¨ndas. Tra¨ningen och testningen av olika na¨tverk och parame-
trar hade kunnats automatiseras ytterligare och det hade varit intressant att
anva¨nda en genetisk algoritm fo¨r att hitta s˚a bra parametrar till neuronna¨ten
som mo¨jligt.
Problemet med fo¨r˚aldrig som har diskuterats i kapitel 5.2.1 borde a¨ven
avhja¨lpas med kontinuerlig omtra¨ning av neuronna¨ten i fasta intervaller.
Fo¨r fo¨rba¨ttrat resultat skulle man a¨ven kunna fo¨rbehandla datan mer genom
s˚a kallad feature extraction. En form av feature extraction som redan utforskats
i projektet a¨r differensen och promillefo¨ra¨ndringen av indatan men det finns




Systemet har de flesta av de ursprungligen planerade funktionerna och det har
producerat neuronna¨t som i simuleringar gett resultat avseva¨rt ba¨ttre a¨n simu-
leringar med slumpma¨ssiga investeringar.
En slutsats som dragits a¨r att det a¨r viktigt med den feature extraction
som anva¨nds i form av fo¨ra¨ndring snarare a¨n det faktiska va¨rdet p˚a all data.
Ytterligare en slutsats a¨r att orderdjup som indata fo¨rba¨ttrar neuronna¨tens
fo¨rutsa¨gelser, medan endast aktiekurser som indata ger sa¨mre resultat.
De fo¨rba¨ttringar av systemet som antagligen skulle fo¨rba¨ttra resultaten mest
a¨r mer avancerad feature extraction och kontinuerlig omtra¨ning av neuronna¨t.
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