Abstract-While the vast majority of work on consensus and synchronization considers only collaborative interactions among the agents, antagonistic interactions may play important roles in coordination of social systems. In this work, we define a composite model over a stochastically-switching network capturing both collaborative and antagonistic interactions. We consider a general class of agents, so-called conspecifics, defined in terms of a common distribution for their interaction capacity and the weights they ascribe to interactions. We find closed form expressions for necessary and sufficient conditions for consensus, the rate of convergence to consensus, and conditions for stochastic synchronization. This model is further extended to composite topologies capable of capturing any number of independent interaction modes. Results demonstrate the presence of antagonistic interactions may help the system to achieve consensus and synchronization which is not possible in presence of only collaborative interactions and, at times, enables convergence at a faster rate.
I. INTRODUCTION
The vast majority of work on synchronization and consensus among networked agents considers agents to be collaborative, which ignores potentially hostile interactions that drive the group state away from agreement. However, it has been recently discovered that social relations among the individuals may be composed of different modes [1] , for example, friendly and hostile relations. One such situation is the effect of jamming in groups of animals that use active sensory systems [2] . For example, bats echolocate by emitting ultrasonic waves and sensing echoes to navigate and detect surroundings [2] . Jamming occurs when multiple bats are echolocating and each individuals' calls become difficult to distinguish, which may lead to misinterpretation of their environment [2] . Other examples of antagonistic and collaborative interactions can be found in different social networks [3] , [4] . A particularly relevant example is in [1] , where real world networks with negative interactions between pairs of individuals are studied; the empirical data in this technical note shows instances where both collaborative and antagonistic interactions are present between the same pair of individuals. These different interaction modes can be captured by the superposition of multiple interaction networks representing each unique relation, where one mode of interaction may result in collaboration and another may result in driving the states of the agents apart. This may be particularly relevant in modeling bat-inspired robotic interactions, where the vision of the bats and jamming of acoustic signals may be represented by the collaborative and antagonistic communication topologies, respectively. This model includes the case that an agent may be simultaneously collaborative and antagonistic to another agent. For example, if a robotic bat sees a live bat and follows it (collaborative vision), the live bat's echolocation may lead to jamming (antagonistic acoustics). Antagonistic and collaborative interaction networks can be modeled by implementing a signed graph, which uses both positive and negatively weighted edges. Antagonistic interactions modeled in this way are explored to some extent across the literature. Consensus problems in the presence of antagonistic agents over static networks are considered in [5] - [7] . Results in [6] , [7] demonstrate how bipartite consensus is achieved, in which all agents converge to same magnitude but opposite in sign. The signed graph is also studied over a gossiping model in [8] , and over deterministically switching signed random networks in [9] . The coexistence of collaborative and antagonistic interactions between a pair of individuals at the same time has been identified as a more complex and realistic problem in [10] . In particular, such a study has been proposed as a future work which may have applications, for example, in game theory. We target this timely problem by building the antagonistic interaction network independently of the collaborative interaction network and superimpose to obtain the composite network topology. This framework is further generalized by extending to composite topologies capable of capturing any number of independent modes of interaction. The generalization in terms of agents is obtained by assuming the agents to be conspecific, which can be specified to network topologies studied in the literature.
Modeling of consensus protocols considering conspecific agents is first introduced in [11] , where agents are defined in terms of the same common random variable and are thus called "conspecific." More specifically, these agents draw traits from independent realizations of the same bivariate distribution for the cardinality of their neighbor set and the averaging weight parameter assigned to their neighbors at each time step. The conspecific model offers a general case of the recent work in [12] , where the concept of activity potential distribution is related to the network degree distribution and results with various real world networks are compared. The authors mention that deviations from the empirical data result from constant edge weights in the network, a condition which should be relaxed in the future to capture more realistic scenarios. The conspecific model here considers exactly this case, since edge weights vary as realizations of a random variable.
The objective of the present study is to gain insight into the role of antagonistic interactions in consensus and synchronization. The results demonstrate that the presence of antagonistic interactions may help the system to achieve consensus and stochastic synchronization, which is not possible in presence of collaborative interactions only. The fact that negative interactions improve synchronization is also been established in [13] , where the results show that synchronization over a static interaction network can be optimized by targeted edge removal or by adding negatively weighted edges. This work differs from the present study in that the interaction network in [13] is neither randomly generated nor switching during the synchronization protocol, so that the condition for convergence depends on the static network topology. Conversely, the condition for convergence derived in this work is a function of multiple moments of a probability distribution describing both the network construction and interaction weights.
In this work, we establish a necessary and sufficient condition for convergence of a collaborative-antagonistic network of conspecific agents to consensus, which automatically gives the convergence rate, and we adapt this result to a necessary and sufficient condition for synchronization in analogously coupled dynamical systems. These conditions are defined in terms of the mean square stability of the disagreement among agents. The closed form results are further extended for a composite topology expressed as a linear combination of independent networks. We choose numerosity-constrained (NC) networks [14] as an exemplary protocol to illustrate our results.
In the rest of the technical note, we use the following notation: ρ(·) for the spectral radius of a matrix; E[·] for expected value; ⊗ and ⊕ for the Kronecker product and the sum, respectively; superscript T for matrix transposition; I N for the N -dimensional identity matrix; e i ∈ R N for ith column of I N ; 1 N ∈ R N for the N -dimensional vector with all entries equal to one; and 0 N ∈ R N for the N -dimensional vector with all entries equal to zero.
II. PROBLEM STATEMENT
In our present model, we define two directed graphs for the interaction topology to incorporate collaborative and antagonistic interactions among the agents, and we call them the "helping graph" and "hurting graph," respectively. The composite communication topology is then given by additively combining these two graphs. Agents average their states with "neighbors" defined by shared edges in this composite topology. The helping graph is so named since this topology incorporates collaboration among the agents, which may result in the convergence of the agents' states to synchronization or consensus when considered alone. On the other hand, averaging over the hurting graph alone always results in divergence of the state. In the rest of the technical note, the subscript 1 is used to denote the variables associated with the helping graph and subscript 2 to denote that of the hurting graph.
In this protocol, we target a generalized random network consisting of conspecific agents [11] which may be specialized to such networks as NC and Erdos-Renyi models. In the conspecific model, agents are randomly assigned two traits as a realization of a bivariate distribution at every time step; these traits are the cardinality of their neighbor sets and the weight they assign to their neighbors. At each time step, an agent's neighbor set is randomly selected from all other agents according to a uniform distribution, with the cardinality fixed by the bivariate distribution. All agents in the network are subject to the same bivariate distribution, which warrants their definition as "conspecifics."
Here, we explain how we build collaborative and antagonistic interactions into a network of conspecific agents. At every time step, the cardinality of each agent's neighbor set is independent realizations of the random variable D 1 for helping graph and by D 2 for hurting graph. The averaging weight, also called persuasibility, assigned by each agent to its neighbors is generated realizations of the random variables E 1 and E 2 for helping and hurting graph, respectively. The term "persuasibility" is used since small values of this quantity mean that an agent's updated state is dominated by its previous state, as opposed to information from neighbors as is the case when this quantity is large. We note that the topology of the helping graph is independent to that of the hurting graph. The jointly distributed random variables, D i and
for the helping graph and g D 2 ,E 2 (d 2 , 2 ) for the hurting graph, where
To build the interaction network in discrete time with time step k ∈ Z + , we define two independent and identically distributed random 
is modeled independently of M 1 , and the negative edges of the composite network are then introduced by multiplying all the entries of M 2 by negative one. That is why M is denoted by the difference of M 2 from M 1 , instead of summing them up. Summing up the construction above, the ith row of a realization of the state matrix M has diagonal entry equal to
} and every permutation of these zero and non-zero off-diagonal entries is equally likely. We comment that each row of this matrix is dictated by identically distributed random variables which are independent over both agents and time steps.
III. RESULTS
Preliminary work on consensus in this model has been presented in [22] .
A. Consensus
We consider N conspecific agents with state x(k) ∈ R N at time k updating according to discrete-time consensus protocol
where
N×N is the state matrix with the property W (k)1 N = 1 N . Following the methodology in [14] , we project the consensus problem (1) on the disagreement space in terms of a disagreement variable ξ(k), which updates as
is not unique, but has the properties
To quantify the rate of decay of the disagreement dynamics, the asymptotic convergence factor is defined, following [15] , as
We consider the mean square stability of the disagreement dynamics in (2), although this problem can be equivalently phrased in terms of exponential mean square stability and stochastic stability, and implying almost sure stability [16] , [17] . The asymptotic convergence factor can be expressed as r a = ρ(E[ W ⊗ W ]), or as r a = ρ(G) following from the definition of the disagreement system, where
We recall from [11] , [14] , [18] that a necessary and sufficient condition for mean square consentability for the consensus problem in (1) is r a = ρ(G) < 1 and that r a gives the speed of convergence to consensus when it is attained.
Theorem 1: For a consensus protocol (1) with number of agents N ≥ 3, the spectral radius of the matrix G in (3) is given by
First, we compute an expression for G based on a counting argument, following a technique also used in [11] . In our present model,
. For both F 1 and F 2 , the matrices F (1) , F (2) , and F (3) are identical and have diagonal blocks F
and off-diagonal blocks with i = j, F
(1)
T , where i = 1, . . . , N. The eigenvectors and corresponding eigenvalues F can be related to those of the matrix G. We define
and its orthogonal complement Γ (1) ⊥ . It can be verified if v ∈ Γ (1) ⊥ is an eigenvector of (I N ⊗ R)(F 1 + F 2 ) with eigenvalueλ ∈ R, then v is an eigenvector of G with eigenvalue λ = (1−Nη 1 /(N −1)) 2 +λ. The reader is directed to [11] , [14] for a detailed proof of this fact.
We notice that Γ (1) is the null space of G and hence has the corresponding eigenvalue λ (1) = 0. It further can be verified that
) and the corresponding eigen- 
The four distinct eigenvalues of G are given by λ
(1) = 0, and
, and Γ (4) . The eigenspaces have dimensions 2N −1, N −1, N 2 −3N + 1, and 1, respectively, and it can be directly verified that they are mutually orthogonal. Furthermore, their dimensions sum to N 2 , which implies that the spectrum of G equals {λ (1) , λ (2) , λ (3) , λ (4) }. Using the inequalities
is the spectral radius of G and has the form given in (4).
Corollary 1: For a composite topology given by the superposition of q graphs, the random variable M (k) at any time k can be expressed as
The coefficients α i can assume any real values, where positive and negative weights denote collaborative and antagonistic interactions, respectively. The spectral radius for this network is given by
Here, φ
, and φ
Proof: The proof directly follows that of Theorem 1. This result is useful for modeling systems where more than two modes of interaction are considered, such as simultaneous sensing cues from vision, hearing, and flow sensing, where each topology is built independently of the other modes. Moreover, this composite model may well represent the real-world networks studied in [1] , where six different interaction modes are found to be prevalent among pairs of individuals, namely collaboration (friendship, communication, trade) and antagonism (enmity, armed aggression, punishment).
B. Synchronization
Considering the synchronization problem, we define N coupled oscillators whose states are denoted with x i (k) ∈ R m , i = 1, . . . , N. The individual dynamics of each oscillator in the absence of coupling is described by x i (k + 1) = f (x i (k)), where f : R m → R m is a nonlinear function, k is the time variable, and x i (0) is the initial condition. The dynamics of a networked oscillator is given by
Here, the nonlinear function f is assumed to be the same for the individual dynamics and inner coupling among the oscillators. We say the oscillator states synchronize if
where s is a solution of individual oscillator dynamics satisfying
The spectral radius of G also gives insight into the synchronization of coupled dynamical systems over a network defined by M . For the synchronization problem in (5) , following the results in [19] , [20] , the necessary and sufficient condition for the system to be stochastically stable is
where h max is the largest Lyapunov exponent of the individual dynamics f (x). We note that this condition is based on linearizing the system dynamics near synchronization, and is thus locally defined.
In summary, for stochastic consensus of the system in (1), we require log(ρ(G)) < 0, and for stochastic synchronization of the system in (5), the condition is ln(ρ(G)) < −2h max .
IV. DISCUSSION

A. Numerical Validation
We numerically validate the closed form result for the spectral radius given in (4) through Monte Carlo simulations on the consensus protocol of conspecific agents in (1). We define two joint probability mass functions for N = 10 conspecific agents for helping graph, and for hurting graph. The agents draw realizations from these bivariate distributions for the cardinality of the neighbor set and the averaging weight they ascribe to the neighbors' opinions at each time step independent to the interaction network at the previous time steps and to other agents. The matrix M 1 corresponds to the collaborative interaction network built from the distribution in (7) and the matrix M 2 corresponds to the antagonistic interaction network built from the distribution in (8) . The initial conditions are chosen randomly and held constant for 100 realizations. We find that the magnitude of the disagreement vector decreases linearly in a logarithmic scale. The best fit line is computed over time steps [35, 45] . We find the disagreement norm squared decreases as 0.834 k and the value of the asymptotic convergence factor calculated by (4) is 0.832 k , thus confirming the analytical results.
B. Closed Form Approximations for a Large Number of Agents and Sensitivity Analysis of the Disturbance Topology
The closed form result in (4) can be further simplified by considering the limit as the number of agents goes to infinity. For large number of agents, ρ(G) in (4) is approximated as
An alternative approximation for the main result can be computed considering the composite topology as a perturbation of the collaborative topology, i.e., M = M 1 − δM 2 , for δ 1. In [21] , spectral impact was defined to measure the relative change in the largest eigenvalue of the adjacency matrix due to addition or removal of edges or nodes in the case of fixed topology. The corresponding change in the spectral radius, neglecting O(δ 2 ) terms, is given by
2 ), and in the presence of a large numbers of agents, Δρ(G) 2δψ 1 (1 − φ 1 ) . We notice that Δρ(G) changes sign depending on the magnitude of φ 1 , meaning that the addition of a disturbing topology can either benefit or hinder consensus or synchronization. 
C. Exemplary Protocol: NC Networks
We demonstrate the results on collaborative and antagonistic interactions with NC networks, which is a specialized class of conspecific agents that require the number of neighbors for every agent and the averaging weight to both be constants [14] . Therefore, we fix D 1 and D 2 to be constants n 1 , n 2 ∈ {1, 2, . . . , N − 1} for the helping and the hurting graph, respectively. We keep the averaging weight constant for both the graphs and denote it as
, and ψ 3 =ˆ 2 n 2 . Hence, the spectral radius from (4) is given by
where n = n 1 − n 2 . For large numbers of agents, ρ(G) can be approximated as ρ(G) ( 
. This is consistent with the large network approximation with collaborative interactions in [11] .
1) Synchronization over NC networks can be enabled by antagonistic interactions in cases where synchronization is not possible with only collaboration:
To study the synchronization over NC networks with our present model, we consider a logistic map for individual dynamics. The dynamics of the individual logistic map is given by x(k + 1) = 3.9x(k)(1 − x(k)), and random initial conditions are used. The largest Lyapunov exponent h max is 0.485 for logistic maps [19] and, from (6), stochastic synchronization is achieved if and only if the natural logarithm of the spectral radius of G is less than −0.970.
For illustration, we consider two cases of 200 coupled logistic maps connected over two NC networks, one in the absence of a hurting graph with n 2 = 0 and the other in the presence of hurting graph with n 2 = 3. In both the cases, n 1 = 10 is constant. Fig. 1(a) shows variation of ln[ρ(G)] withˆ predicted by the main result and the numerical threshold required for stochastic synchronization of logistic maps. Similarly to the results in [14] , [19] , the analytical curve for r a has a characteristic shape, with a decrease from 0 to a minimum value asˆ increases from 0, followed by an unbounded increase asˆ goes to ∞. The bounded interval within which the system is synchronizable is when the green triangles and blue squares are less than the black diamonds for logistic maps. In these examples, this interval is approximately equal to [0.039, 0.142] in the absence of hurting graph and [0.060, 0.167] in the presence of hurting graph with n 2 = 3. Remarkably, whenˆ = 0.15, we observe that the synchronization is achieved in the presence of the hurting graph [ Fig. 1(b) ], which is otherwise not possible in the absence of the same [ Fig. 1(c) ]. These results are consistent with the predictions from the main theoretical result depicted in Fig. 1(a) .
2) Cases where antagonism enables consensus, and optimal network parameters for these cases, can be found from the closed form expression for ρ(G): To study the influence of the hurting graph on consensus, we compute the contour plot with N = 10 and n 1 = 8, and vary n 2 andˆ in Fig. 2 . We plot log[r a ] varying n 2 from zero to eight andˆ from zero to one. Observing the level curve corresponding to log[r a ] = 0, we note thatˆ has a limit slightly greater than 0.2 within which consensus is achieved when n 2 = 0. But increasingˆ beyond 0.2 requires an increase of n 2 in order to maintain consensus. In summary, the presence of the hurting graph enables a broader range ofˆ to admit consensus, but the maximum possible convergence speed is decreased in these cases compared to when n 2 = 0 However, when log[r a ] is compared with n 2 = 0 and n 2 = 4, we observe consensus can be achieved in both cases, but in presence of antagonism, convergence speed increases since log[r a ] decreases.
We quantify this interaction between the parameters by providing n opt 2 , which we derive by taking the derivative of the asymptotic convergence factor with respect to n 2 and solving the resultant expression equated to zero. The optimum value of n 2 calculated in terms of the remaining system parameters corresponds to the point where r a is minimum, which assures fastest possible convergence in the presence of antagonistic interactions. This is given by
where rnd + (·) denotes rounding the argument to the nearest nonnegative integer, which satisfies the conditions on the definition of n 2 .
We see that n is zero, which means that the presence of antagonistic interactions is not able to improve the possible convergence speed. Forˆ greater than some critical value, n opt 2 begins to increase; the rate of increase of n opt 2 withˆ is greater for small values ofˆ and approaches zero asˆ goes to infinity. In other words, the difference between small values of persuasibility corresponds to large changes in hurting graph's numerosity to attain the best convergence speed. On the other hand, the value of persuasibility has less of an impact on the optimal n 2 whenˆ is larger.
3) Antagonistic edges reduce the effective persuasibility, thus enabling a system to reach consensus/synchronization that would otherwise be unattainable: Since we are interested in whether systems reach consensus/synchronization, and their convergence speed in the case that they do, we only discuss the region where n opt 2 gives systems that converge. We comment that, for systems that converge, i.e. with log[r a ] < 0 for consensus, and with ln[r a ] < −2h max for synchronization, it can be shown directly from the expression in (9) that the value of n opt 2 < n 1 . This suggests that the mechanism by which the hurting graph creates a larger region ofˆ wherein convergence can be achieved (as compared to the helping graph by itself) is based on cancellation between antagonistic and collaborative interactions in the expected network. More specifically, in cases whenˆ is too large to admit convergence for the helping graph independently, the introduction of the hurting graph cancels some collaborative edges, thus lessening the effective persuasibility of the agents and allowing the system to converge. This interpretation is in line with the finding that, to help the system converge, the hurting graph must have less edges than the helping graph on average.
V. CONCLUSION
Here, we define and study consensus and synchronization of a composite model over a stochastically-switching network capturing both collaborative and antagonistic interactions among the agents. Results demonstrate that system parameters may be chosen so that the presence of antagonistic interactions among the agents enables the system to achieve both consensus and synchronization which is otherwise not possible and, at times, helps to achieve convergence at a relatively faster rate. We identify critical values of system parameter that give maxima in convergence speed for NC networks. Although the present study has biological inspiration, the results find applications in the control of robotic teams with multiple sensing modalities. The theoretical results developed here may help design control algorithms to enable such robots to attain collective behavior at a broader range of persuasibilty.
