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Che la fortuna sia arbitra della metà delle azioni nostre, ma che ancora ella
ne lasci governare l’altra metà, o poco meno, a noi.
— N.Machiavel
Le hasard gouverne un peu plus de la moitié de nos actions, et nous dirigeons le reste.
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Résumé
Cette thèse porte sur l’étude de systèmes à N-corps à température nulle, où le sys-
tème n’est alors soumis qu’aux effets quantiques. Je vais présenter ici une approche
variationnelle développée avec Tommaso Roscilde, mon directeur de thèse, et Fabio
Mezzacapo, mon co-encadrant de thèse, pour étudier ces systèmes.
Cette approche se base sur une paramétrisation de l’état quantique (dit Ansatz) à
laquelle on applique une procédure d’optimisation variationnelle lui permettant de re-
produire l’évolution d’un système soumis à l’équation de Schrödinger, tout en limitant
le nombre de variables considérées.
En considérant une évolution en temps imaginaire, il est possible d’étudier l’état
fondamental d’un système. Je me suis ainsi intéressé à un modèle de chaîne XX de
spins 1/2, dont les corrélations à longue portée demandent une attention particulière
dans la construction de l’Ansatz variationnel, et j’ai ainsi adapté notre approche pour
reproduire au mieux les corrélations et l’intrication du système. Je me suis ensuite
intéressé au modèle J1-J2 dont la structure de signe non positive des coefficients
de l’état quantique pose un défi important pour les approches Monte Carlo ; et dans
laquelle la frustration magnétique induit une transition de phase quantique (d’un état
aux corrélations à longue portée vers un état non magnétique avec formation d’un
cristal de liens de valence).
Je me suis enfin intéressé à l’évolution temporelle d’un système à N-corps à partir d’un
état non stationnaire. J’ai pu étudier la capacité de notre approche à reproduire la
croissance linéaire de l’intrication dans le temps, ce qui est un obstacle fondamental
pour les approches alternatives telles que le groupe de renormalisation de la matrice
densité.
Mots-clés : système à N-corps, frustration magnétique, Ansatz variationnel, problème
du signe, entropie d’intrication, corrélations, quench quantiques
Cette thèse a été effectuée au Laboratoire de Physique de l’ENS de Lyon (UMR CNRS
5672), 46 allée d’Italie, Lyon, France.
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Correlations, entanglement and time evolutionof quantummany
body systems : a variational study
This thesis presents a study of quantummany-body systems at zero temperature, where
the behavior of the system is purely driven by the quantum effects. I will introduce a
variationnal approach developped with Tommaso Roscilde, my PhD supervisor, and
Fabio Mezzacapo, my co-supervisor, in order to study these systems.
This approach is based on a parametrisation of the quantum state (named Ansatz)
on which we apply a variational optimisation, allowing us reproduce the system’s
evolution under Schrödinger’s equation with a limited number of variables.
By considering an imaginary-time evolution, it is possible to reconstruct the system’s
ground state. I focused on S=1/2 XX spin chain, where the long-range quantum
correlations complicate a variational study ; and I have specifically targeted our Ansatz
in order to reproduce the correlations and the entanglement of the ground state.
Moreover I considered the antiferromagnetic S=1/2 J1-J2 spin chain, where the non-
trivial sign structure of the coefficients of the quantum state introduces an important
challenge for the quantumMonte Carlo approach ; and where the magnetic frustration
induces a quantum phase transition (from a state with long range correlations to a
non-magnetic state in the form of a valence-bond crystal).
Finally I focused on the time evolution of a quantum many-body system starting from
a non-stationary state. I studied the ability of our approach to reproduce the linear
increase of the entanglement during time, which is a fondamental obstacle for other
approaches such as the density-matrix renormalization group.
Key words :Many body system, Variational Ansatz, Entanglement entropy, Quantum
quench, Magnetic frustration, Sign problem, Correlations
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Introduction
L’art naît de contraintes, vit de luttes, meurt de
liberté
— A. Gide
Au début du 𝑋𝑋𝑒, la théorie de mécanique quantique commence à se dessiner par
une suite d’avancées comme la dualité onde/corpuscule de la lumière et la notion
de quantum de lumière élaborées par Einstein en 1905 [34] ou encore le modèle
de l’atome d’hydrogène par Bohr en 1913 [80]. Mais c’est surtout dans les années
1920 que cette construction s’accélère et donne lieu à ce que l’on appela plus tard,
la révolution quantique, notamment par l’introduction de la théorie matricielle par
Heisenberg en 1925 [53] et l’interprétation probabiliste de Born en 1926 [16]. C’est
cette interprétation qui fut critiquée par Einstein par la fameuse citation ”Jedenfalls bin
ich überzeugt, dass der Alte nicht würfelt.” (Je suis convaincu qu’Il ne joue pas aux dés.)
et qui fut suivie par les débats entre Bohr et Einstein qui ont grandement participé à
l’interprétation de la théorie de la mécanique quantique telle que nous la concevons
aujourd’hui. Plus particulièrement, nous allons nous intéresser à l’un de ces débats
qui fut à l’origine du paradoxe EPR, élaboré par Einstein, Podolski et Rosen en 1935
[35], et nous permettra de mettre en avant la complexité d’une notion qui est au cœur
de ce manuscrit et du sujet dans lequel il s’inscrit : l’intrication.
Nous allons plus précisément nous intéresser à l’interprétation de Bohmet Aharanov de
ce paradoxe [15]. Considérons deux photons dans des états de polarisation intriqués,
la fonction d’onde de ce système à un temps 𝑡 est décrite par la formule
|𝜓(𝑡)⟩ =
1
√2
(|1, 𝑉⟩|2, 𝑉⟩ + |1,𝐻⟩|2,𝐻⟩). (1)
Les deux photons sont envoyés dans des directions opposées. À un temps 𝑡0, on mesure
la polarisation du photon 1, supposons que l’on obtienne la polarisation verticale,
alors, le système est dans l’état
1
|𝜓(𝑡0)⟩ = |1, 𝑉⟩|2, 𝑉⟩. (2)
On connait alors exactement la polarisation du photon 2 qui est verticale. L’interpréta-
tion classique impose l’impossibilité d’altérer instannément un système en enmesurant
un autre. Il n’est donc pas possible que la mesure sur le photon 1 ait modifié l’état du
photon 2. On devrait alors refuser l’image de l’état donné par l’équation 1, conclure que
le photon 2 était déjà polarisé verticalement avant et indépendamment de la mesure
du photon 1 et que les corrélations entre les mesures sur les deux photons sont de
nature probabiliste, associées à une information (exprimée par des variables dites
”cachées”) qui a été partagée par les deux photons au moment de la préparation de
leur état conjoint.
Cependant, en 1965, Bell a montré que si la théorie des variables cachées était véri-
fiée, les corrélations entre les photons devraient vérifier des inégalités fondamentales
(inégalités de Bell [10]). Et en 1981-82, ces inégalités ont été invalidées par les expé-
riences d’Aspect [5]. Le système de deux photons corrélés est donc exactement dans
l’état superposé 1
√2
(|1, 𝑉⟩|2, 𝑉⟩ + |1,𝐻⟩|2,𝐻⟩), qui possède le trait caractéristique de
l’intrication : la nature de superposition conjointe entre états compatibles de deux ou
plus degrés de liberté.
La nature de l’intrication est d’une part difficile à appréhender intuitivement ; d’autre
part, cette propriété physique devient de plus en plus importante dans le domaine de
la physique à𝑁 corps. En effet, pendant longtemps, une façon efficace de décrire les
nouveaux états de la matière émergeant des propriétés quantiques a été, paradoxale-
ment, d’utiliser une description en termes de champs classiques. Un exemple notable
est le condensat de Bose-Einstein (BEC), prédit en 1925 par Einstein et Bose [33]
et mis en évidence expérimentalement par Cornell, Wieman et Ketterle en 1995 [3].
Dans ce cas, le condensat est décrit par une fonction d’onde macroscopique 𝜓0(𝑟) telle
que les corrélations 𝑔(𝑟, 𝑟′) = ⟨ ̂𝜓†(𝑟) ̂𝜓(𝑟′)⟩ de l’opérateur de champ bosonique ̂𝜓(𝑟)
convergent pour une distance |𝑟 −𝑟′| → ∞ vers une densité 𝑛0 = 𝜓
∗
0(𝑟)𝜓0(𝑟
′), mettant
en évidence l’émergence d’une cohérence quantique macroscopique. La dynamique
de la fonction d’onde macrospique 𝜓0(𝑟) (que l’on peut interpréter comme valeur
moyenne du champ bosonique ou ”champ moyen”, ⟨ ̂𝜓(𝑟)⟩ = 𝜓0(𝑟)) est alors régie par
l’équation de Gross-Pitaievski [48][81].
Une approche similaire est particulièrement efficace pour l’étude de nombreux sys-
tèmes quantiques à𝑁 corps, comme par exemple les matériaux supraconducteurs, où
le paramètre d’ordre est la moyenne de l’opérateur de création de paire de fermion
décrit par l’équation de Ginzburg-Landau [58] ; ou encore les systèmes magnétiques
de spins où le paramètre d’ordre est la valeur du spin en chaque site.
2 Introduction
Prendre la description champ moyen à la lettre signifie considérer que le champ quan-
tique (bosonique, fermionique ou de spin) possède un état bien défini à chaque point
d’espace, paramétré par le champ moyen. Cette description néglige alors l’existence
de toute forme d’intrication entre différents degrés de liberté spatiaux.
Pour aller plus loin dans la description de ces systèmes, on peut considèrer des fluctua-
tions quantiques harmoniques du champ autour de la valeurmoyenne : on suppose que
les particules sortant du ”condensat” (de Bose-Einstein dans le cas BEC, ou condensat
de paires dans le cas du supraconducteur) peuvent étre décrites comme un gaz de
quasi-particules libres. Il s’agit de la théorie de Bogoliubov (élaborée en 1947) dans le
cas du BEC [14], de la théorie Bardeen-Cooper-Schrieffer (BCS - développée en 1957)
[8] ou encore de la théorie des ondes de spin dans le cas des systèmes magnétiques
[12]. Cette description en terme de quasi particules permet également de s’intéresser
à d’autres systèmes à𝑁 corps comme les liquides de Fermi décrits par la théorie de
Landau (élaborée en 1956)[24]. Contrairement à la description en terme de champs
classiques seuls, l’ajout des quasi-particules introduit de l’intrication dans la descrip-
tion de ces systèmes mais par construction elle ne remet pas radicalement en cause
l’image physique donnée par l’approche champ moyen. Cependant, depuis plusieurs
décennies, de nouveaux comportements de la matière ont été mis en évidence, où
les fluctuations sont trop importantes pour les considérer comme une correction de
la théorie de champ moyen, au point qu’il n’est même plus possible de dégager un
paramètre d’ordre décrivant ces systèmes.
De nombreux systèmes quantiques 1d obéissent à un nouveau paradigme, celui des
liquides de Luttinger, dont les corrélations spatiales décroissent en loi de puissance
avec la distance entre les sites [46]. D’autres exemples notables de ces systèmes au
comportement exotique sont les systèmes magnétiques frustrés qui peuvent admettre
un état fondamental en forme de liquide de spin caractérisé par l’absence d’ordre
magnétique et la présence d’intrication à longue portée ; ou encore les systèmes de
fermions itinérants fortement corrélés, dont l’exemple le plus marquant est la supra-
conductivité à haute température critique, où des matériaux présentent des propriétés
supraconductrices à des températures assez élevées et où le comportement physique
du système, tel le mécanisme d’appariement ou encore la phase ”pseudo-gap”, reste
mal compris.
L’étude de ces systèmes est particulièrement difficile : en plus de l’impossibilité de
les décrire en terme de fluctuations quantiques autour d’un champ moyen, il est
impossible de les résoudre exactement sauf pour des systèmes de petite taille, à cause
de l’augmentation exponentielle de l’espace de Hilbert en fonction du nombre de
degrés de liberté. Une façon de contourner cette difficulté est d’utiliser des outils
numériques comme la méthode Monte Carlo quantique ; cependant dans le cas des
systèmes de fermions fortement corrélés ou des systèmes magnétiquement frustrés,
l’utilisation de cetteméthode est impossible du fait du problèmedu signe. Lesméthodes
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variationnelles sont ainsi parmi les seules méthodes efficaces pouvant s’attaquer à
l’étude de ces systèmes. L’intrication, dont la reproduction présente un véritable défi
pour l’étude variationnelle, devient ainsi centrale pour évaluer la difficulté de l’étude
de ces systèmes.
En parallèle de cette étude théorique, une autre façon efficace de s’attaquer à l’étude
de des systèmes quantiques fortement corrélés est expérimentale par la réalisation
des fameux ”simulateurs quantiques” proposés par Feynman dans les années 80. [42].
On peut en effet ramener l’étude de ces modèles à celle de systèmes expérimentaux
”simples” dont les degrés de liberté quantiques interagissent au travers d’un Hamil-
tonien qui peut être finement contrôlé, de façon à reproduire la physique d’autres
systèmes. Par exemple, des atomes froids dans des réseaux optiques peuvent simuler
des électrons dans un cristal [13].
C’est dans ce domaine d’étude à la croisée entre la matière condensée, la physique ato-
mique et l’optique quantique que s’inscrivent les travaux présentés dans ce manuscrit,
introduisant une approche variationnelle, que nous avons développée afin d’étudier
des systèmes où les corrélations et l’intrication présentent un réel obstacle à l’étude
théorique.
Nous verrons dans unpremier chapitre, l’état de l’art de ce domaine.Nous présenterons,
plus en détail, les limitations de la résolution exacte et définirons plus précisément
le rôle de l’intrication dans ces systèmes au travers d’une grandeur permettant de la
quantifier : l’entropie d’intrication. Nous discuterons des difficultés associées à l’étude
des systèmes physiques auxquels nous nous sommes intéressés : le problème du signe
et le problème de la reproduction de l’entropie sans augmentation exponentielle du
nombre de variables. Le premier problème représente un obstacle fondamental pour
la méthode Monte Carlo quantique, tandis que le deuxième problème se pose à l’étude
variationnelle basée sur les Ansätze remarquables tels les états produit de matrice.
Dans un second chapitre, nous détaillerons l’approche variationnelle basée sur l’Ansatz
des états à plaquettes intriquées que nous avons développé durant ma thèse. Nous
l’utiliserons ensuite pour étudier un système physique exactement soluble dont les
propriétés sont difficiles à reproduire du fait de ses corrélations décroissantes en loi
de puissance et de l’intrication présente à longue portée : la chaîne XX.
Ensuite, nous le confronterons à un système plus complexe présentant une frustration
magnétique : la chaîne 𝐽1−𝐽2. L’état fondamental de ce système présente une structure
de signe bien particulière du fait des interactions magnétiques qui ne peuvent être
toutes minimisées simultanément en énergie. Nous discuterons ainsi la capacité de
notre approche à reproduire avec précision les résultats exacts, et à caractériser le
diagrammedephases sur des systèmes de plus grande taille inaccessibles à la résolution
exacte.
4 Introduction
Pour finir, nous étudierons dans le dernier chapitre l’évolution temporelle d’un état
quantique soumis à un Hamiltonien dont il n’est pas état propre. Cela nous permettra
de discuter plus précisément l’habilité de notre Ansatz à reproduire l’intrication déve-
loppée par l’évolution hors équilibre au sein d’un système quantique, afin d’être utilisé
pour étudier l’évolution temporelle d’un état quantique.
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1Résoudre le problème à 𝑁 corps
Those who cannot remember the past are
condemned to repeat it
— G.Santayana
Ceux qui oublient le passé se condamnent à le répéter.
Lors de ma thèse nous avons développé une approche variationnelle pour étudier l’état
fondamental de systèmes de spins quantiques frustrés et l’état évolué hors équilibre de
réseaux de spins interagissant. Nous allons commencer par présenter les principaux
enjeux de l’étude de ces systèmes, en expliquant l’importance de l’entropie d’intrication
pour décrire l’information contenue dans un état quantique. Nous verrons ensuite une
propriété importante des états quantiques, la structure de signe de la fonction d’onde
et discuterons en quoi la structure du signe représente un obstacle fondamental pour
la méthode Monte Carlo quantique, qui est la seule méthode non biaisée et systéma-
tiquement échelonnable en toute dimension en physique quantique à𝑁 corps. Une
réponse systématique à cette difficulté est alors offerte par l’approche variationnelle,
nous présenterons ainsi différents Ansätze variationnels qui ont été récemment utilisés
pour aborder la physique de l’état fondamental et l’évolution temporelle d’un système
quantique à𝑁 corps.
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1.1 Intrication dans les états quantiques à N-corps
Nous débuterons cette partie par expliquer la nécessité de recourir à l’outils numérique
pour étudier des systèmes à𝑁 corps, et nous relierons cette difficulté à une propriété
centrale des états quantiques : l’intrication.Nous verrons ensuite comment la quantifier
au travers de l’entropie d’intrication. Et nous finirons par discuter le comportement de
cette quantité pour différents états quantiques de l’espace de Hilbert.
1.1.1 Résolution exacte
𝜎1 𝜎2 𝜎3 𝜎𝑁−2 𝜎𝑁−1 𝜎𝑁
𝜎
Fig. 1.1 Chaîne de 𝑁 spins 12 à conditions au bord périodiques
Commençons par poser les définitions que nous allons utiliser dans la suite du manus-
crit.
Dans toute la thèse, nous nous restreindrons à des systèmes à une dimension composés
de 𝑁 spins 𝑆 = 12 et avec des conditions périodiques au bord. On pose |𝜎⟩ = ⨂𝑖
|𝜎𝑖⟩
où |𝜎𝑖⟩ sont les états propres de l’opérateur 𝑆
𝑧
𝑖 avec 𝑖 un site de la chaîne. Les états
quantiques |𝜎⟩ sont donc liés aux différentes configurations 𝜎 de spins d’Ising le long
de l’axe 𝑧 et forment une base de l’espace de Hilbert des états quantiques du système,
que nous appellerons la base de calcul dans la suite du manuscrit. Tout état quantique
|𝜓⟩ de l’espace de Hilbert se décompose dans cette base sous la forme
|𝜓⟩ = ∑
𝜎
𝑊𝜎 |𝜎⟩ . (1.1)
Dans le cas d’un modèle physique , il faut rajouter les interactions qui sont décrites
par un Hamiltonienℋ. Par la suite nous nous poserons deux questions à propos de ces
systèmes physiques :
∗ Quel est l’état fondamental ? ie l’état minimisant l’énergie 𝐸 en fonction de |𝜓⟩
𝐸 =
⟨𝜓|ℋ|𝜓⟩
⟨𝜓|𝜓⟩
. (1.2)
∗ Comment évolue le système à partir d’un état quantique |𝜓0⟩ en suivant l’équation
de Schrödinger
8 Chapitre 1 Résoudre le problème à𝑁 corps
𝑖ℏ 𝜕𝑡|𝜓⟩ = ℋ |𝜓⟩ ? (1.3)
Méthode de Lanczos Pour étudier un modèle de spins en interaction, la méthode
la plus immédiate et sûre est de diagonaliser exactement le Hamiltonien ℋ. On a
alors accès à toutes les propriétés de l’état fondamental et des états excités. Pour
l’étude de l’évolution à partir d’un état quantique |𝜓0⟩, il ne reste qu’à décomposer
cet état initial sur les états propres du Hamiltonien et reconstruire l’état évolué en
modulant les phases des coefficients de la décomposition par les solutions de l’équation
de Schrödinger pour chacun des états propres de cette décomposition.
Cependant, si l’on revient à la décomposition 1.1 de |𝜓⟩, l’état quantique est un vecteur
d’un espace de Hilbert de dimension 2𝑁. Pour donner un ordre de grandeur, pour
une chaîne de 250 sites, il faut autant de variables pour décrire un état quantique de
ce système qu’il n’y a d’atomes dans l’univers visible. Ainsi, la diagonalisation exacte
n’est utilisable que pour des systèmes de petite taille car très rapidement la complexité
algorithmique est telle qu’il n’est plus possible de stocker l’état quantique en mémoire,
ni d’effectuer les calculs en des temps raisonnables.
Néanmoins, dans la recherche du fondamental et de l’état évolué dans le temps, on
n’est intéressé qu’à un état particulier, que l’on peut reconstruire en se restreignant
à un sous-espace de l’espace d’Hilbert qui le contient. Cette idée est à la base de la
méthode de Lanczos [57][83][86]. À partir d’un vecteur donné |𝜙0⟩, la méthode de
Lanczos permet de construire une famille de vecteurs orthogonaux base de l’espace
de Krylov {|𝜙0⟩,ℋ|𝜙0⟩ ,… ,ℋ
𝑚|𝜙0⟩}, l’espace ainsi considéré étant de dimension le
nombre d’itérations de la méthode. Il est alors possible de réécrire le Hamiltonien dans
cette base sous la forme d’une matrice tridiagonale facile à diagonaliser.
Cette méthode est particulièrement efficace lorsque l’on souhaite étudier l’état fonda-
mental d’un Hamiltonien [86] et permet d’accéder à des systèmes de plus grande taille
qu’un algorithme de diagonalisation directe, de l’ordre de la quarantaine de sites si on
exploite toutes les symétries du système [83]. Nous avons utilisé cette méthode pour
calculer de façon exacte les corrélations dans la chaîne 𝐽1 − 𝐽2 dans le chapitre 3 et les
comparer à celles trouvées avec l’algorithme variationnel que nous avons développé.
La diagonalisation exacte nous permet donc d’obtenir des résultats reproduisant avec
fidélité toutes les propriétés physiques de tout état quantique, même en supposant
que tous les coefficients𝑊𝜎 soient totalement indépendants les uns des autres. Cette
méthode permet ainsi de reconstruire des états quantiques contenants une quantité
d’information arbitraire, qui peut être portée par 2𝑁 coefficients complexes indépen-
dants. Cependant, on peut se poser la question de savoir si une telle précision est
vraiment nécessaire. En effet nous allons nous intéresser à des états quantiques phy-
siques, dont les coefficients ne sont a priori pas indépendants les uns des autres, et
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non pas à l’espace de Hilbert tout entier. Nous allons discuter dans la sous-section
suivante de l’idée de quantité d’information contenue dans un état quantique.
1.1.2 Quantification de l’intrication par l’entropie
Cette notion de quantité d’information nécessaire pour coder un état quantique est
importante pour comprendre la difficulté de l’utilisation de l’outil numérique à étu-
dier les états quantiques d’un système physique. Dans cette sous-section, nous allons
présenter une façon de quantifier l’information contenue dans un état quantique au
travers de l’étude de ses propriétés d’intrication.
𝐴 𝐵
Fig. 1.2 Schéma du sous-système 𝐴 et de son sous-système complémentaire 𝐵
Matrice densité réduite Pour ce faire, nous allons nous intéresser à un objet impor-
tant pour décrire l’intrication entre les sous-systèmes de l’état quantique : la matrice
densité réduite du sous-système. Si l’on considère un état quantique |𝜓⟩, alors on peut
poser la matrice densité du système entier 𝜌 = |𝜓⟩⟨𝜓|. Il est important de remarquer
que ce qui nous intéresse lorsque l’on parle d’intrication d’un état quantique est l’intri-
cation d’une bipartition dans l’espace réel de l’état quantique. En effet, les états que
nous allons considérer sont purs, car les modèles physiques que nous allons étudier
considèrent que les systèmes quantiques sont isolés de tout environnement. Expéri-
mentalement, cela se traduit par des temps d’évolution assez courts pour considérer
le système isolé de son environnement.
Ainsi la quantité qui nous intéresse pour décrire la complexité d’un état quantique
est l’intrication entre les différentes parties du système. Prenons un sous-système 𝐴
de taille ℓ : pour simplifier notre propos, nous allons supposer que 𝐴 est un segment
de longueur ℓ d’une chaîne de taille totale 𝑁 (figure 1.2), le raisonnement pouvant
se généraliser à un sous-sytème quelconque. On peut alors poser la matrice densité
réduite comme étant
𝜌ℓ = Tr𝐵 𝜌 (1.4)
où on a noté𝐵 le sous-système complémentaire de𝐴 etTr𝐵 la trace partielle sur l’espace
engendré par les états ⨂
𝑖∈𝐵
|𝜎𝑖⟩.
Entropie d’intrication Un aspect remarquable des états quantiques est le fait qu’un
sous-système 𝐴 puisse admettre une description en termes d’un état mixte (un en-
semble statistique d’états) alors que le système total est dans un état pur. Pour quantifier
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la ”mixité” de l’état réduit, on peut étudier son entropie. L’entropie admet différentes
formes, les plus utilisées en général sont l’entropie de von Neumann
𝑆𝑣𝑁(𝜌ℓ) = −Trℓ(𝜌ℓ log 𝜌ℓ) (1.5)
et l’entropie de Renyi d’ordre 𝑛
𝑅𝑛(𝜌ℓ) =
1
1 − 𝑛
log (Trℓ 𝜌
𝑛
ℓ ) .
Dans ce manuscrit, nous utiliserons plus spécifiquement l’entropie de Renyi d’ordre 2
donné par le logarithme de la pureté Tr 𝜌2ℓ de la matrice densité réduite,
𝑅2(𝜌ℓ) = − log (Trℓ 𝜌
2
ℓ ) . (1.6)
L’entropie de von Neumann 𝑆𝑣𝑁 correspond à la limite 𝑛 → 1 de l’entropie de Renyi
𝑅𝑛.
Lien avec l’intrication Pour finir cette sous-partie sur l’intrication, nous allons voir
dans quelle mesure l’entropie d’intrication quantifie l’intrication.
Une première idée est de considérer un état pur sur un sous-système de taille ℓ ie sous
la forme séparable |𝜓⟩ = |𝜓ℓ⟩ ⊗ |𝜓𝑁−ℓ⟩, alors 𝑆 = 0. Si au contraire, on considére
un état intriqué, alors 𝑆 > 0. L’entropie d’intrication est aussi un bon révélateur de
l’intrication.
Pour aller plus loin, considérons un état de type |𝜓⟩ = √𝑝 |𝜓ℓ⟩⊗|𝜓𝑁−ℓ⟩+√1 − 𝑝 | ̄𝜓ℓ⟩⊗
| ̄𝜓𝑁−ℓ⟩ où |𝜓ℓ⟩ et |𝜓𝑁−ℓ⟩ sont orthogonaux respectivement à | ̄𝜓ℓ⟩ et | ̄𝜓𝑁−ℓ⟩ et où 𝑝 est
une probabilité. La matrice densité réduite de cet état est alors
𝜌ℓ = 𝑝 |𝜓ℓ⟩⟨𝜓ℓ| + (1 − 𝑝) | ̄𝜓ℓ⟩⟨ ̄𝜓ℓ| .
L’entropie d’intrication est donc
𝑆𝑉𝑁(ℓ) = −(𝑝 log 𝑝 + (1 − 𝑝) log(1 − 𝑝)) et 𝑆2(ℓ) = − log(1 − 2𝑝 + 2𝑝
2) .
On trouve ainsi que les deux entropies sont maximales en 𝑝 = 12 , ce qui correspond
bien à la superposition à poids égaux. De plus les deux entropies croissent strictement
avec 𝑝 pour 𝑝 < 12 et décroissent strictement après, ce qui reste vrai pour l’entropie de
Renyi d’indice 𝑛 quelconque. Ces quantités établissent donc la même hiérarchie entre
les états quantiques en terme d’intrication.
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D’un point de vue opérationnel, l’entropie d’intrication de von Neumann pour des
paires de qubits a une signification fondamentale, puisqu’elle exprime le nombre
𝑀 de paires maximalement intriquées (états de Bell) qu’on peut obtenir par des
transformations locales assistées par la communication classique (local operations and
classical communication - LOOC) à partir de𝑁 copies d’un état |𝜓⟩ :𝑀 = 𝑆𝑉𝑁(|𝜓⟩)𝑁
dans la limite𝑁 → ∞ [11].
Une dernière façon d’aborder la question de l’intrication est de considérer la décompo-
sition de Schmidt d’un état quantique |𝜓⟩ respectivement à un sous-système 𝐴,
|𝜓⟩ =
𝑟
∑
𝑎=1
√𝜆𝑎 |𝑎⟩𝐴⊗|𝑎⟩𝐵 (1.7)
où 𝑟 ⩽ min(ℓ, 𝑁 − ℓ) et les états |𝑎⟩𝐴 et |𝑎⟩𝐵 forment des familles de vecteurs orthogo-
naux [87] et ils représentent la base diagonalisant la matrice densité réduite 𝜌ℓ sur le
sous-système 𝐴 (|𝑎𝐴⟩) et 𝜌𝑁−ℓ sur le sous-système 𝐵 (|𝑎𝐵⟩) ; √𝜆𝑎 représentant à la fois
les valeurs propres (non-nulles) de 𝜌ℓ et 𝜌𝑁−ℓ.
L’entropie d’intrication se réécrit alors dans cette décomposition
𝑆𝑉𝑁(ℓ) = −
𝑟
∑
𝑎=1
𝜆𝑎 log𝜆𝑎 et 𝑆2(ℓ) = − log(
𝑟
∑
𝑎=1
𝜆2𝑎) . (1.8)
Étatsmaximalement intriqués et états aléatoires On remarque, d’après l’équation
1.26, que les coefficients 𝜆𝑎 pèsent la superposition conjointe d’états pour 𝐴 et 𝐵 où à
chaque état quantique |𝑎⟩𝐴 sur le sous-système 𝐴 correspond un état quantique |𝑎⟩𝐵
sur le sous-système complémentaire. Un état quantique d’intrication maximale va
peser de façon égale ces paires d’états quantiques et s’écrit alors, pour ℓ ⩽ 𝑁2
|𝜓⟩ =
𝒟ℓ
∑
𝑎=1
1
√𝒟ℓ
|𝑎⟩𝐴⊗|𝑎⟩𝐵
avec un nombre d’états aussi grand que la dimension de l’espace d’Hilbert de 𝐴.
Dans ce cas, la matrice 𝜌ℓ se diagonalise sous la forme
𝜌ℓ ∼
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
1
𝒟ℓ
0 … 0
0 ⋱ ⋱ ⋮
⋮ ⋱ ⋱ 0
0 … 0 1
𝒟ℓ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
(1.9)
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où𝒟ℓ est la dimension de l’espace de Hilbert des états quantiques sur le sous-système
𝐴, ie𝒟ℓ = 2
ℓ.
On remarquera que ce cas particulier est en fait également la matrice densitée réduite
moyenne d’un état quantique aléatoire de l’espace de Hilbert comme montré par Page
[74]. Cependant, l’entropie moyenne d’un sous-système d’un état quantique aléatoire
est a priori différente de l’entropie calculée à partir de la matrice densité réduite
moyenne à cause de la dispersion des valeurs propres. Néanmoins, ces deux entropies
sont comparables comme nous allons en discuter dans la sous-section suivante.
1.1.3 Comportement de l’entropie sur l’espace de Hilbert
Maintenant que l’on a présenté ces outils quantifiant l’intrication d’un sous-système, il
est possible de s’intéresser à l’intrication d’états quantiques génériques de l’espace de
Hilbert.
Entropie maximale L’entropie d’intrication d’un sous-système sur l’espace de Hil-
bert est une quantitée bornée. Elle est positive et, pour un sous-système de taille ℓ et
pour tout indice 𝑛, est bornée par 𝑆𝑚𝑎𝑥 = log𝒟ℓ, où𝒟ℓ est la dimension de l’espace
de Hilbert associé à un sous-système de taille ℓ ie 𝒟ℓ = 2
ℓ [99]. Tous les états qui
réalisent 𝑆 = 𝑆𝑚𝑎𝑥 sont maximalement intriqués.
Considérons un état quantique pris au hasard et regardons son entropie d’intrication.
D’après Page [74], l’entropie moyenne de Von Neumann d’un état quantique aléatoire,
que l’on appelle entropie de Page, vaut
𝑆𝑎𝑣(ℓ) ≃ log𝒟ℓ −
𝒟ℓ
2𝒟
= ℓ log 2 − 2ℓ−𝑁−1 (1.10)
pour 1 ≪ ℓ < 𝑁2 .
On remarque que l’entropie Page est très proche de l’entropie maximale sur l’espace
de Hilbert total, la correction entre les deux diminuant exponentiellement avec la
taille du système. En effet, la correction est maximale en milieu de chaîne et vaut
alors 2−(
𝑁
2 +1), ce qui est négligeable devant 𝑆𝑚𝑎𝑥 = 𝑁 log 2. Ainsi un état générique
de l’espace de Hilbert est presque maximalement intriqué. On peut alors se poser la
question de savoir si ces états quantiques sont importants pour l’étude des systèmes
physiques.
Loi d’aire À l’inverse d’un état totalement aléatoire, l’entropie de l’état fondamental
d’un Hamiltonien gappé à interaction à courte portée est typiquement proportionnelle
à la surface du sous-système, 𝑆ℓ ∼ ℓ
𝑑−1 ; on dit alors que l’entropie de cet état suit
une loi d’aire [36]. Dans le cas de l’étude que l’on a menée, on se place en 𝑑 = 1 donc
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𝑆ℓ ∼ 𝑐𝑠𝑡. Ce comportement en loi d’aire est assez courant parmi les états quantiques
qui sont les états fondamentaux ou plus généralement les états excités de basse énergie
de Hamiltoniens physiques modélisant par exemple les interactions entre spins dans
les solides. Intuitivement ces Hamiltoniens décrivent des interactions locales, ainsi
à basse énergie, ces Hamiltoniens produisent de l’intrication par des échanges entre
degrés de liberté de sites voisins.
Mais, cette loi n’est plus vérifiée dans le cas d’un système à une dimension sans gap dans
le spectre d’excitations, dont les propriétés de basse énergie à grande distance sont
décrites par une théorie de champ conforme. Alors l’entropie d’intrication augmente
logarithmiquement avec la taille du sous-système. Plus précisément, pour un système
aux conditions au bord périodique, l’entropie de von Neumann évolue selon 𝑆𝑉𝑁(ℓ) ≃
𝑐
3 log(ℓ) + 𝑐1, et l’entropie de Renyi selon 𝑅𝛼(ℓ) ≃
𝑐
6 (1 +
1
𝛼) log(ℓ) + 𝑐1, où 𝑐 est la
charge centrale holonomique issue de la théorie des champs conformes [18][98] et 𝑐1
un terme sous-dominant. On dit que la loi d’aire est transgressée logarithmiquement.
Loi de volume : 𝑆ℓ ∝ ℓ
𝑑
Loi d’aire :
𝑆ℓ ∝ ℓ
𝑑−1
Fig. 1.3 Illustration de la répartition des états quantiques dans l’espace de Hilbert insistant sur
la prédominance des états quantiques dont l’entropie évolue en loi d’aire par rapport aux états
quantiques évoluant en loi de volume.
Comme on a pu le voir précédemment en discutant de l’entropie de Page, les états qui
obéissent à une loi d’aire, même trangressée logarithmiquement, sont assez rares dans
l’espace de Hilbert total, la plupart suivant une loi d’évolution de l’entropie totalement
différente. Cependant, ce sont les états qui nous intéressent lorsque l’on souhaite
étudier l’état fondamental d’un Hamiltonien.
Loi de volume D’autre part, l’entropie d’intrication de la plupart des états excités
d’un Hamiltonien (à l’exception des systèmes localisés à N-corps [69]) augmente
avec le volume de la sous-partie, 𝑆ℓ ∼ ℓ
𝑑 [82], on dit que de tels états suivent une
loi de volume. Un exemple notable d’états où la loi de volume est primordiale est
représenté par les états atteints dans le régime stationnaire d’une évolution temporelle
qui relaxe à partir d’un état arbitraire (quantum quench). Pour ces états l’hypothèse
de thermalisation des états propres (Eigenstate Thermalization Hypothesis - ETH)
[25] énonce que la matrice densité réduite 𝜌ℓ(𝑡) converge, dans le cas ℓ ≫ 1, vers la
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matrice densité réduite d’un état thermalisé donc de la forme 𝜌𝑒𝑞ℓ =
𝑒−𝛽ℋ𝐴
𝑍𝐴
, oùℋ𝐴 est le
Hamiltonien qui décrit uniquement les degrés de liberté en𝐴 (demanière générale, on
décomposeℋ = ℋ𝐴+ℋ𝐵+ℋ𝐴𝐵, et on fait l’hypothèse que le terme d’interactionℋ𝐴𝐵
n’implique que les degrés de liberté de bord pour 𝐴 et 𝐵). L’entropie d’intrication de
cet état correspond alors à l’entropie thermique d’un état d’équilibre, qui est extensive
ie évolue en loi de volume. Pour décrire la dynamique temporelle de systèmes qui
thermalisent au sens de l’ETH, il est donc a priori nécessaire de pouvoir décrire des
états en loi de volume.
Pour illustrer cette discussion sur la répartition des états quantiques en fonction de
leur intrication , on peut s’intéresser à un exemple particulier, celui développé dans
[99]. La figure 1.4 présente la distribution de l’entropie des différents états propres
d’un Hamiltonien fermionique quadratique avec termes de saut et d’appariement
aléatoires à toute distance. On notera que l’entropie moyenne des états propres se
détache de l’entropie maximale bien plus que l’entropie de Page, la correction à 36
sites étant négligeable. Cependant on remarque qu’un certain nombre de ces états
propres admettent une entropie proche de la valeur maximale.
Fig. 1.4 Entropie d’intrication du sous-système 𝐴 pour les états propres d’un Hamiltonien aléatoire
de fermions libres sans spin sur une chaîne périodique de 𝐿 = 36 sites. Les résultats sont tracés
en fonction de la taille 𝐿𝐴 du sous-système 𝐴. La courbe du bas représente l’entropie d’intrication
moyenne ⟨𝑆⟩ de tous les états propres et la courbe du haut représente l’entropie maximale 𝑆𝑚𝑎𝑥 =
log𝒟𝐴 = 𝐿𝐴 log 2 pour 𝐿𝐴 ⩾ 𝐿/2. Figure tirée de [99].
Systèmes physiques Il est cependant important de noter que pour décrire l’état
quantique d’un système physique à l’équilibre suite à un quench, il n’est pas nécessaire
a priori de pouvoir reproduire les états d’entropie maximale qui, dans le cas des
quenches, ne correspondraient qu’à des états stationnaires à température infinie. Au
contraire, il est possible de se restreindre à des états quantiques d’entropie plus faible
même s’ils sont assez rares dans l’espace de Hilbert.
Plus précisément, considérons la forme que doit avoir un Hamiltonien menant à une
évolution totalement indépendante des coefficients d’un état quantique arbitraire et
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donc à un état aléatoire. Si l’on reprend la décomposition de l’équation 1.1 et un état
initial |𝜓0⟩ (dont les coefficients dans la base |𝜎⟩ sont a priori corrélés), alors l’état
évolué s’écrit sous la forme
𝑊𝜎(𝑡) = ⟨𝜎|𝑒
−𝑖ℋ𝑡|𝜓0⟩
∼ ⟨𝜎|𝜓0⟩ − 𝑖⟨𝜎|ℋ|𝜓0⟩ + … (1.11)
Ainsi, pour que l’évolution temporelle décorrèle les coefficients𝑊𝜎(𝑡) et puisse les
transformer en variables aléatoires indépendantes, les éléments de la matrice Hamil-
tonienne ⟨𝜎|ℋ|𝜓0⟩ doivent être indépendants les uns des autres. Ce système est ainsi
très fortement intriqué.
Cependant, lorsque l’on s’intéresse à des systèmes physiques, il est peu probable de
s’intéresser à ce genre de Hamiltonien. Même en prenant un Hamiltonien avec des
termes aléatoires de la forme ℋ = ∑
𝛼,𝛽
𝑖,𝑗
𝐽𝛼𝛽𝑖𝑗 𝑆
𝛼
𝑖 𝑆
𝛽
𝑗 , où la somme sur 𝛼 et 𝛽 se fait sur
les trois axes 𝑥, 𝑦 et 𝑧, il ne couplera pas tous les vecteurs de la base de l’espace de
Hilbert de façon indépendante les uns des autres. Dans les cas de systèmes physiques,
on peut ainsi se demander si pouvoir décrire tous les états quantiques de l’espace de
Hilbert est réellement nécessaire lorsque l’on est intéressé que par certains problèmes
spécifiques. Cette intuition, résumée par Laudauer par la citation ’Information is phy-
sical’ est au centre de la démarche des méthodes variationnelles : peut-on décrire
les états quantiques qui nous intéressent et leurs propriétés physiques en utilisant
moins d’informations que pour décrire l’espace de Hilbert tout entier, en reproduisant
seulement l’information qui a un sens physique ?
Dans la suite de notre étude, nous verrons en quoi la question de la reproduction de
l’entropie est un problème central des méthodes variationnelles, la difficulté résidant
dans le compromis entre décrire tout l’espace de Hilbert pour reproduire avec fidélité
l’état quantique recherché et restreindre l’espace de Hilbert considéré pour rendre les
calculs faisables.
1.2 Structure du signe des états quantiques et conséquences
algorithmiques
Lorsque l’on s’intéresse à la recherche de l’état fondamental d’un Hamiltonien s’expri-
mant sous la forme d’une matrice à coefficients réels sur une certaine base, on peut
supposer que l’état recherché est à coefficients réels sur cette base. Cependant, le signe
de ces coefficients n’est pas déterminé a priori et cette structure du signe de l’état
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fondamental représente une propriété importante de l’état, comme nous allons en
discuter par la suite.
Dans le cas général, il est ainsi difficile de connaître la structure du signe de l’état
fondamental a priori, cependant, il existe un théorème dû à Feynman (en lien avec
le théorème mathématique de Perron-Frobenius) : le théorème d’absence de nœuds
(no-node theorem) qui permet dans certains cas de conclure que tous les coefficients
doivent être finis et de même signe et auquel il est parfois possible de se ramener par
une transformation de jauge. Nous présenterons, grâce à ce théorème, la structure du
signe des systèmes que nous allons étudier par la suite. Nous montrerons ensuite en
quoi certaines structures du signe induisent un problème fondamental dans laméthode
Monte Carlo quantique (QMC). Et pour finir, nous relierons cette considération sur la
structure du signe à l’intrication que nous avons présentée précédemment.
1.2.1 Structure du signe des états fondamentaux
Théorème d’absence de nœuds Dans le cas de bosons dans un potentiel scalaire,
le théorème d’absence de nœuds [41] nous assure que la structure de signe de l’état
fondamental est triviale ie les coefficients de l’état fondamental décomposé sur la
base des états propres des opérateurs position |𝑥1𝑥2…𝑥𝑁⟩ sont positifs. Prenons un
Hamiltonienℋ en seconde quantification de la forme
ℋ = ∫𝑑𝑑𝑥 𝜓†(𝑥)( −
ℏ2
2𝑚
∇2 +𝑈(𝑥))𝜓(𝑥)
+
1
2
∫𝑑𝑑𝑥𝑑𝑑𝑥′ 𝜓†(𝑥)𝜓†(𝑥′)𝑉(𝑥 − 𝑥′)𝜓(𝑥′)𝜓(𝑥) (1.12)
où 𝜓 et 𝜓† sont des opérateurs de champs bosoniques : [𝜓(𝑥), 𝜓†(𝑥′)] = 𝛿(𝑥 − 𝑥′), et
𝑈 et 𝑉 sont des potentiels externes et d’interaction quelconques.
Dans ce cas, la fonction d’onde de tout état propre𝜑(𝑥1 ,… ,𝑥𝑁) deℋ est réelle puisque
ℋ est un opérateur réel sur la base |𝑥1𝑥2…𝑥𝑁⟩.
(a)𝛷 (b) |𝛷| (c) ?̃?
Fixons désormais à une valeur constante les variables dont dépend la fonction d’onde
de l’état fondamental à part une : 𝜉, on a alors une fonctiond’onde𝛷(𝜉) = 𝜑(𝑥1, 𝑥2,… , 𝜉 ,… ),
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voir la figure 1.5a. Nous allons voir que si la fonction𝛷 présente un nœud, ie change
de signe, alors 𝜑 n’est pas la fonction d’onde de l’état fondamental. Commençons
par remarquer que la fonction |𝜑|, voir figure 1.5b, est aussi fonction d’onde de l’état
fondamental. En effet, la fonction |𝜑| prend les mêmes valeurs (𝜕𝜉𝜑)
2, (𝜕𝑥𝑖𝜑)
2 et 𝜑2
que 𝜑 (à part dans un ensemble de points de mesure nulle, où la dérivée n’est pas
définie), elle minimise donc elle aussi l’énergie
⟨𝐸⟩ =
∫( 12𝑚 ∑
𝑖
(∇𝑖𝜑)
2 +∑
𝑖<𝑗
𝑉𝜑2) 𝑑𝑁𝑅
∫𝜑2 𝑑𝑁𝑅
. (1.13)
Pour finir, il est alors possible de créer une fonction d’onde de plus basse énergie que
𝜑 en retirant le nœud, en effet, si l’on remplace le point anguleux par une fonction
plus régulière, on diminue beaucoup (𝜕𝜉𝜑)
2 en ne changeant quasiment pas 𝜑2, la
fonction ainsi obtenue ̃𝜑, voir figure 1.5c, est donc d’énergie plus basse que 𝜑. L’état
de plus basse énergie étant l’état fondamental, on trouve que l’état fondamental n’est
pas 𝜑mais ̃𝜑 et a donc tous ses coefficients positifs (ne présente pas de nœuds).
Ce résultat valable pour les bosons est aussi primordial pour plusieurs modèles de
spins grâce au mapping qu’on peut établir entre spins et bosons, comme nous allons le
détailler dans le prochain paragraphe.
Modèle XX et structure positive Par la suite (dans le chapitre 2), nous étudierons
un modèle de chaîne de spins 12 : la chaîne XX. Ce modèle a pour Hamiltonien
ℋ𝑋𝑋 = −𝐽∑
𝑖
(𝑆𝑥𝑖+1𝑆
𝑥
𝑖 + 𝑆
𝑦
𝑖+1𝑆
𝑦
𝑖 ) . (1.14)
En introduisant les opérateurs 𝑆+𝑖 =
1
2(𝑆
𝑥
𝑖 + 𝑖𝑆
𝑦
𝑖 ) et 𝑆
−
𝑖 =
1
2(𝑆
𝑥
𝑖 − 𝑖𝑆
𝑦
𝑖 ), le Hamiltonien
se réécrit
ℋ𝑋𝑋 = −
𝐽
2
∑
𝑖
(𝑆−𝑖 𝑆
+
𝑖+1 + ℎ𝑐) . (1.15)
Cemodèle de spin se mappe sur unmodèle de bosons à cœur dur par la transformation
𝑆+𝑖 → ̃𝑏
†
𝑖 , 𝑆
−
𝑖 → ̃𝑏𝑖 et 𝑆
𝑧 = ̃𝑏†𝑖 ̃𝑏𝑖 −
1
2 , avec {
̃𝑏𝑖, ̃𝑏
†
𝑖 } = 1 et [ ̃𝑏𝑖, ̃𝑏
(†)
𝑗 ] = 0 pour 𝑖 ≠ 𝑗. Le
Hamiltonien de bosons à cœur dur peut être ré-écrit comme
ℋ𝐵 = −
𝐽
2
∑
𝑖
(𝑏†𝑖 𝑏𝑖+1 + ℎ𝑐) +
𝑊
2
∑
𝑖
𝑛𝑖(𝑛𝑖 − 1) (1.16)
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avec 𝑊𝐽 →∞ et où 𝑏𝑖 et 𝑏
†
𝑖 sont des opérateurs bosoniques standards. Ce modèle (dit
de Bose-Hubbard) peut être vu comme l’approximation discrète d’unmodèle de bosons
dans l’espace continu comme décrit par l’équation 1.12, avec 𝜓(𝑥𝑖) =
𝑏𝑖
√𝑎
, 𝐽 = ℏ
2
2𝑚𝑎2
et
𝑈(𝑥) = 0, avec 𝑎 le pas de discrétisation.
Ainsi, d’après le théorème d’absence de nœuds, la structure du signe de l’état fonda-
mental est positive.
Une autre façon d’arriver à ce résultat, qui est moins parlante quant à la physique du
systèmemais plus directe, est d’utiliser le théorème de Perron-Frobenius sur la matrice
du Hamiltonien [44][77]. En effet, pour tout élément de la base de calcul le long de
l’axe 𝑧 |𝜎⟩, l’élément de matrice vaut ⟨𝜎|ℋ|𝜎 ′⟩ = −𝐽 < 0 si les configurations 𝜎 et 𝜎 ′
ne diffèrent que d’un spin et 0 sinon. D’après le théorème de Perron-Frobénius, l’état
propre associé à la valeur propre de plus basse énergie se décompose dans la base |𝜎⟩
avec des coefficients positifs.
Modèle XXZ antiferromagnétique et signe de Marshall Le Hamiltonien du mo-
dèle XXZ antiferromagnétique prend la forme :
ℋ𝑋𝑋𝑍 = 𝐽∑
𝑖
(𝑆𝑥𝑖+1𝑆
𝑥
𝑖 + 𝑆
𝑦
𝑖+1𝑆
𝑦
𝑖 ) + 𝛥∑
𝑖
𝑆𝑧𝑖+1𝑆
𝑧
𝑖 . (1.17)
L’état fondamental de ce modèle, dont l’étude constituera un partie du chapitre 3,
admet une structure du signe qui semble différente de celle que l’on a obtenue pour le
modèle précédent.
Il est possible d’effectuer le même mapping que précédemment, mais alors le Hamilto-
nien se réécrit
ℋ𝑋𝑋𝑍 =
𝐽
2
∑
𝑖
( ̃𝑏†𝑖 ̃𝑏𝑖+1 + ℎ𝑐) + 𝛥∑
𝑖
( ̃𝑏†𝑖 ̃𝑏𝑖 −
1
2
)( ̃𝑏†𝑖+1 ̃𝑏𝑖+1 −
1
2
) . (1.18)
On ne peut pas, dans ce cas, se ramener directement au Hamiltonien 1.12 car le préfac-
teur du terme de saut est positif et ne peut donc plus correspondre à un terme d’énergie
cinétique standard. On remarque en parallèle que la matrice Hamiltonienne ne vérifie
plus l’hypothèse de négativité des coefficients du théorème de Perron-Frobenius.
Il est cependant possible d’effectuer une transformation de jauge pour revenir au
cas d’application des théorèmes utilisés précédemment. Pour ce faire, considèrons le
sous-réseau 𝐴 des sites pairs et la transformation de jauge ̃𝑏𝑗 → ̃𝑏𝑗 𝑒
𝑖𝜋 pour 𝑗 ∈ 𝐴, ie la
transformation canonique 𝔘† ̃𝑏𝔘 avec 𝔘 = 𝑒
𝑖𝜋 ∑
𝑖∈𝐴
𝑛𝑖
.
Ce qui transforme le Hamiltonienℋ𝑋𝑋𝑍 en
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ℋ̃𝑋𝑋𝑍 = −
𝐽
2
∑
𝑖
( ̃𝑏†𝑖 ̃𝑏𝑖+1 + ℎ𝑐) + 𝛥∑
𝑖
( ̃𝑏†𝑖 ̃𝑏𝑖 −
1
2
)( ̃𝑏†𝑖+1 ̃𝑏𝑖+1 −
1
2
) . (1.19)
Les théorèmes que nous avons utilisés précédemment s’appliquent sur ce Hamiltonien,
son état fondamental a donc ses coefficients positifs dans la base |𝜎⟩, posons | ̃𝜓0⟩ =
∑
𝜎
𝑊𝜎 |𝜎⟩ avec𝑊𝜎 ⩾ 0. L’état fondamental deℋ𝑋𝑋𝑍 est alors
|𝜓0⟩ = 𝔘| ̃𝜓0⟩ = 𝑒
𝑖𝜋𝑁𝐴↑ | ̃𝜓0⟩ = ∑
𝜎
𝑒𝑖𝜋𝑁
𝜎
↑𝐴𝑊𝜎 |𝜎⟩ (1.20)
où 𝑁𝐴↑ = ∑
𝑖∈𝐴
(𝑆𝑧𝑖 +
1
2) = ∑
𝑖∈𝐴
𝑛𝑖 est l’opérateur qui compte les spins ↑ sur le sous-
réseau 𝐴. La structure de signe en 𝑠𝑔𝑛(𝑊𝜎) = 𝑒
𝑖𝜋𝑁𝐴↑(𝜎) est dite de Marshall [7][62]
et elle est commune à tous les systèmes antiferromagnétiques 𝑋𝑋𝑍 définis sur un
réseau bipartite, ie qui admettent une décomposition en deux sous-réseau 𝐴 et 𝐵 de
sorte à ce qu’aucun terme d’interaction XY du Hamiltonien ne couple deux sites du
même sous-réseau.
Dans le cas général, il est cependant difficile de trouver a priori la structure de signe de
l’état fondamental d’un Hamiltonien. Un cas où cette difficulté est notable est celui des
modèles de spins antiferromagnétiques définis sur des réseaux non-bipartites. On peut
citer comme exemple de ce type de réseau : le réseau triangulaire, kagome, …. Les
interactions antiferromagnétiques entre sites de ces réseaux rentrent en compétition
car elles ne peuvent être satisfaites en même temps, on parle alors de frustration
magnétique. Dans ce contexte, il n’est pas possible de considérer une transformation
de jauge qui réécrive le Hamiltonien sous une forme satisfaisant le théorème de Perron-
Forbenius et donc la règle du signe de Marshall ne s’applique pas. Cette difficulté
à trouver la structure du signe a priori est un obstacle à bon nombre d’approches
numériques statistiques comme nous allons le voir dans la sous-section suivante.
1.2.2 QMC et problème du signe
Le terme Monte Carlo quantique (QMC) regroupe de nombreux algorithmes au fonc-
tionnement et à la finalité très différentes. Pour mettre en évidence le problème du
signe, nous allons commencer par nous intéresser au Monte Carlo à intégrales de che-
mins (path integral Monte Carlo - PIMC). Dans le cas du path integral MC, le problème
du signe est lié à la structure du signe de l’état fondamental, ou plus précisément lié au
non respect des hypothèses du théorème de Perron-Frobenius. Nous nous limiterons
cependant au maximum à présenter seulement les principes de l’approche pour nous
plonger dans les détails techniques seulement dans la sous-section 2.1.2 dans le but
de rendre cette présentation plus digeste et de ne pas seulement faire un catalogue de
méthodes numériques.
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Le PIMC vise à calculer la moyenne d’équilibre thermique des différentes observables
physiques décrivant le système. Il est important de noter qu’il ne s’agit plus d’un calcul
exact comme on a pu en discuter dans la section précédente, mais d’un calcul par
échantillonnage Monte Carlo. Malgré son efficacité, cet échantillonnage statistique en-
traîne un certain nombre de difficultés tant statistiques qu’algorithmiques, le problème
du signe en est une des plus importantes.
Considérons un système quantique décrit par unHamiltonienℋ à l’équilibre thermique,
sa fonction de partition s’écrit alors
𝑍 = Tr 𝑒−𝛽ℋ = Tr (𝑒−𝜏ℋ)
𝑀
(1.21)
avec 𝛽 = 𝜏𝑀 et𝑀 → ∞. En insérant la relation de fermeture de la base |𝜎⟩ entre
chaque paire de propagateurs 𝑒−𝜏ℋ, on peut décomposer 𝑍 sur un ensemble de confi-
gurations 𝜁 = (𝜎1,… ,𝜎𝑁) sous la forme
𝑍 =∑
𝜁
𝑊𝜁 (1.22)
où les coefficients𝑊𝜁 dépendent des valeurs des éléments de matrice ⟨𝜎|𝑒
−𝜏ℋ|𝜎 ′⟩. 𝜏
étant faible en module, ces éléments de matrice sont proches de −𝜏⟨𝜎|ℋ|𝜎 ′⟩ pour
𝜎 ≠ 𝜎 ′ . Dans le cas où le théorème de Perron-Frobenius ne s’applique pas, ces éléments
de matrice ne sont plus positifs et les coefficients𝑊𝜁 ne sont alors pas tous positifs.
Posons alors𝑊𝜁 = 𝑃𝜁𝑠𝑔𝑛(𝜁), où 𝑃𝜁 est le module de𝑊𝜁 et 𝑠𝑔𝑛(𝜁) est son signe.
Ainsi [22], la valeur de l’équilibre thermique d’une observable physique𝒪 peut s’écrire
sous la forme
⟨𝒪⟩ =
Tr (𝒪𝑒−𝛽ℋ)
𝑍
=
∑
𝜁
𝑃𝜁 𝑠𝑔𝑛(𝜁)𝒪(𝜁)
∑
𝜁
𝑃𝜁 𝑠𝑔𝑛(𝜁)
(1.23)
où𝒪(𝜁) est l’estimateur QMC de l’observable𝒪.
La fonction 𝑃𝜁 est positive et sa somme est égale à un, il est donc possible de l’identifier
à une probabilité. L’algorithme Monte Carlo fournit ainsi un échantillonnage de𝑁𝑀𝐶
éléments 𝜁 tirés aléatoirement par un tirage biaisé par les probabilités mentionnées
précédemment ; nous détaillerons plus précisément cette procédure dans 2.1.2.
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Pour calculer la valeur d’une observable physique, il suffit alors de moyenner les quan-
tités 𝑠𝑔𝑛(𝜁)𝒪(𝜁) et 𝑠𝑔𝑛(𝜁) sur tous les 𝑁𝑀𝐶 éléments obtenus. Cependant, dans le
cas où les hypothèses du théorème de Perron-Frobenius ne s’appliquent pas, le calcul
de la moyenne de la quantité 𝑠𝑔𝑛(𝜁) pose problème, en effet, la valeur moyenne du
signe s’annule exponentiellement avec la taille du système et l’inverse de la tempé-
rature, tandis que la variance reste finie [22]. Ainsi pour avoir un calcul fiable de
cet quantité, il est nécessaire d’augmenter la taille de l’échantillonnage Monte Carlo
exponentiellement avec la taille du système et l’inverse de la température. La complexi-
té de l’algorithme devient donc comparable avec celle de la diagonalisation exacte.
C’est ce phénomène d’augmentation exponentielle du temps de calcul que l’on appelle
le ’problème du signe’. On remarquera que ce problème n’apparait pas seulement
dans le cas où la structure du signe de l’état fondamental n’est pas positive, mais plus
généralement dès que les hypothèses du théorème de Perron-Frobenius ne sont pas
vérifiées ; cependant dès que la structure du signe de l’état fondamental du système
n’est pas positive, nécessairement les hypothèses du théorème ne sont pas vérifiées et
le problème du signe apparait.
D’autres approches Monte Carlo, comme le Monte Carlo de la fonction de Green
(Green’s function Monte Carlo - GFMC) ou le Monte Carlo par reptation (reptation
Monte Carlo - RMC) [37], qui ont pour but d’approximer l’état fondamental d’un
système quantique, rencontrent également ce problème du signe et ne peuvent accéder
à un état fondamental dont la structure du signe n’est pas positive.
Une façon de contourner cette difficulté est de connaître a priori la structure du
signe de l’état fondamental et de résoudre le problème par des approches QMC qui
fonctionnent pour une structure de signe prédéfinie (stratégie fixed-node) telles le
GFMC et le RMC. Cependant comme on en a discuté dans la sous-section précédente,
connaître la structure du signe a priori est rarement possible sans connaître l’état
fondamental. Une solution est alors d’utiliser une approche qui n’est pas soumise à ce
problème du signe : l’approche variationnelle. On discutera plus tard les difficultés
que l’approche variationnelle rencontre pour décrire des états fortement intriqués.
Mais, avant cela, nous allons nous pencher sur le lien existant entre structure du signe
et intrication.
1.2.3 Lien entre intrication et structure de signe
À première vue, il ne semble pas y avoir un lien particulier entre la structure du signe
d’un état et son entropie d’intrication. En fait, il est toujours possible de créer, pour
une structure de signe donnée, un état dont l’entropie est en loi de volume. En effet,
prenons l’exemple de la structure de signe triviale : on peut construire un état ”arc-
en-ciel” |𝜓𝑎𝑒𝑙⟩ = ⨂
𝑖
(|↑⟩𝑖 ⊗ |↓⟩𝑗(𝑖) + 𝑒
𝑖𝜑|↓⟩𝑗(𝑖) ⊗ |↑⟩𝑖), où 𝑗(𝑖) est le site symétrique par
réflexion autour du milieu de la chaîne du site 𝑖, voir figure 1.5. Cet état quantique
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possède une structure de signe positive, dans le cas 𝜑 = 0, et son entropie d’intrication,
quelque soit la taille du sous-système est en loi de volume, tant qu’on se restreint à la
moitié gauche ou droite de la chaîne.
L’entropie d’intrication d’un état quantique particulier avec une structure de signe
donnée ne semble donc pas être un bon indicateur pour analyser le lien entre cette
structure de signe et l’intrication globale des états quantiques la possèdant. Cependant,
ce lien se manifeste si on considère la moyenne de l’entropie d’intrication sur tous les
états quantiques ayant une structure de signe donnée.
Fig. 1.5 Schéma d’un état arc-en-ciel
Ainsi, si on fixe les amplitudes des différents coefficients d’un état quantique et que
l’on fait varier aléatoirement les signes des coefficients entre −1 et 1, la moyenne
de l’entropie d’intrication évolue en loi de volume, exactement comme l’entropie
d’intrication d’un état quantique pris au hasard [49].
Si maintenant, on fixe le signe des coefficients à 1 et que l’on fait varier aléatoirement
leur amplitude, alors on trouve que l’entropie d’intrication moyenne reste constante et
ne dépend pas de la taille du sous-système [50]. Plus que ça, on trouve que l’entropie
d’intrication pour tout sous-système de taille supérieure à 2 ne dépend quasiment pas
de l’amplitude des coefficients de l’état quantique, mais presque exclusivement de la
structure de signe.
Ainsi l’état ”arc-en-ciel” est particulièrement rare en terme d’entropie d’intrication par-
mi les états quantiques à structure de signe positive, et les états quantiques à structure
de signe positive sont majoritairement peu intriqués. Par contre, les états quantiques
ayant une structure de signe non positives sont généralement fortement intriqués et,
comme nous allons le discuter dans la prochaine section, l’entropie d’intrication est
une grandeur difficile à reproduire pour les approches variationnelles.
1.3 Méthodes variationnelles
Dans cette section, nous allons commencer par présenter les méthodes variationnelles
de façon générale en présentant les concepts théoriques et les enjeux. Nous présente-
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rons ensuite deux exemples d’approches variationnelles basées sur les états produits
de matrices (Matrix Product States - MPS) et les états projetés de type Bardeen-Cooper-
Schrieffer (p-BCS), qui nous permettront de présenter les définitions des quantités
variationnelles importantes et de dégager deux problématiques que nous dévelop-
perons par la suite dans le cas de l’Ansatz EPS : la reproduction de l’intrication du
système et la reproduction de la structure de signe.
1.3.1 Explication de la méthode
Comme nous en avons discuté dans la sous section 1.1.3, l’idée à la base des méthodes
variationnelles est qu’il n’est pas nécessaire de savoir représenter des états quantiques
arbitraires pour pouvoir étudier des systèmes physiques. Pour ce faire, on ne va pas
considérer des états quantiques se développant sur une base d’un espace de Hilbert
d’une façon quelconque comme dans l’équation 1.1, mais se développant sous la forme
|𝜓(𝛼)⟩ = ∑
𝜎
𝑊𝜎(𝛼) |𝜎⟩ (1.24)
où 𝛼 = (𝛼1,… , 𝛼𝑀) sont les paramètres variationnels à optimiser.
Pour illustrer ces définitions, nous allons prendre l’exemple de l’approche champ
moyen. Dans ce cas, on ne considère que les états quantiques factorisables entre sites.
Les coefficients d’un état quantique, ne dépendant que des valeurs des spins en chaque
sites, s’écrivent𝑊𝜎 =∏
𝑖
𝐶𝜎𝑖𝑖 où le produit se fait sur chaque site 𝑖 du système et où les
𝐶𝜎𝑖𝑖 sont des variables. On décrit un tel état quantique avec 2𝑁 variables 𝛼𝑖,𝜎𝑖 = 𝐶
𝜎𝑖
𝑖 .
Toute la question des algorithmes variationnels est alors le choix de ces variables et
l’expression des coefficients𝑊𝜎(𝛼). On se retrouve en effet tiraillé par deux buts qui
semblent opposés :
∗ Limiter le nombre𝑀 de variables pour permettre un calcul rapide et efficace même
pour des systèmes de grande taille. On cherche à se limiter à un nombre de variables
polynomial en la taille du système 𝑀 ∼ 𝑁𝑘, avec 𝑘 ∼ 𝑂(1), pour échapper au
problème de l’augmentation exponentielle du temps de calcul posé par la méthode
exacte.
∗ Réussir à décrire avec fidélité les observables d’un système physique.
Un présupposé des méthodes variationnelles est que l’on peut réussir à contenter ces
deux points avec un choix judicieux des variables. Cette question sera au cœur de mon
manuscrit et nous reviendrons de nombreuses fois sur cette interrogation dans le cas
du choix de variables que nous avons fait.
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Il faut cependant faire attention au fait que l’on ne cherche pas d’approche nous
fournissant une solution universelle reproduisant toutes les informations que l’on
souhaite pour tous les systèmes physiques. La plupart des approches variationnelles
ont des domaines d’application particuliers et fonctionnent efficacement pour une
classe de systèmes physiques ou pour décrire certaines observables particulières.
Pour illustrer cette remarque, revenons au cas de l’approche champmoyen : considérer
seulement des états quantiques de cette forme permet de décrire avec efficacité certains
systèmes physiques, comme par exemple la transition superfluide - isolant de Mott
dans des gaz bosoniques sur réseau [43]. Cependant, si l’on considère les corrélations
à deux points, elles sont nulles dès que 𝑖 ≠ 𝑗, pour tous les états quantiques décrits par
l’approche champmoyen. Cette approche ne permet donc pas d’étudier les corrélations,
pour n’importe quel système physique.
L’ensemble de variables et la forme fonctionnelle des coefficients𝑊𝜎(𝛼) définit un
sous-ensemble de l’espace de Hilbert {|𝜓(𝛼)⟩} et constitue ce qu’on appelle un Ansatz
de la méthode variationnelle. La méthode variationnelle consiste alors à rechercher la
meilleure approximation de l’état quantique d’intérêt en s’appuyant sur un principe
variationnel.
Nous reviendrons plus en détail sur l’utilisation du principe variationnel par les ap-
proches d’optimisation variationnelle, tant pour la recherche de l’état fondamental
que pour l’étude de l’évolution temporelle dans la partie 2.1.3, qui sera consacrée à
discuter des aspects plus techniques de l’approche que nous avons utilisée. Dans la
suite de cette partie, nous allons présenter deux exemples d’Ansätze pour illustrer
les notions que nous avons évoquées précédemment et mettre en évidence quelques
enjeux des méthodes variationnelles.
1.3.2 États MPS et algorithmes associés
DMRG Le groupe de renormalisation de la matrice densité (Density Matrix Renor-
malization Group - DMRG) [100][101] est un algorithme particulièrement efficace
pour étudier les systèmes 1D ou quasi-1D [87]. En premier lieu utilisé pour étudier les
états de basse énergie, notamment les états fondamentaux, d’Hamiltoniens fortement
corrélés à 1D comme la chaîne de Heisenberg [51] ou le modèle de Hubbard, cet
algorithme est maintenant applicable à quasiment tous les modèles à une dimension
et est d’une efficacité redoutable parfois seulement limitée par la précision machine
notamment grâce à la faible intrication de l’état fondamental de la plupart des Ha-
miltoniens physiquement intéressants, comme nous le développerons dans la suite
de cette sous-section. Cet algorithme a été appliqué pour étudier l’état fondamental
d’Hamiltoniens de chaînes comprenant quelques milliers de sites.
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Le DMRG a également été utilisé pour étudier des systèmes à deux dimensions avec
un succès plus mitigé, la complexité de l’algorithme augmentant exponentiellement
avec la taille du système. Seule une étude des petits systèmes est alors possible avec
une excellente précision [87] ou des systèmes 2D en cylindre avec un rayon faible par
rapport à sa hauteur [92]. Ce changement de comportement du DMRG avec l’augmen-
tation de la dimension est profondément liée au changement de comportement de
l’entropie d’intrication entre les systèmes 1D et 2D, dont l’entropie en loi d’aire passe
d’un comportement constant à 1D à une augmentation linéaire à 2D.
Cet algorithme a également été utilisé pour décrire la dynamique de systèmes 1D
de taille modérée ou pour des quenches de basse énergie [103] à température nulle
ainsi qu’à température non nulle [89]. Là encore l’intrication s’avère être un obstacle
majeur dans l’étude de ces systèmes obligeant à une augmentation exponentielle de la
complexité de l’algorithme pour augmenter la durée d’étude de l’évolution temporelle,
comme nous allons le détailler dans la suite.
Le DMRG a longtemps été considéré comme n’étant pas une méthode variationnelle,
en effet, l’algorithme original ne s’exprime pas sous forme variationnelle. L’idée de
l’algorithme est de considérer non pas l’espace de Hilbert total mais une troncature
pour se ramener à une fonction d’onde décrite par moins d’états quantiques qu’une
base entière de l’espace de Hilbert. Comme on l’a vu dans la sous-section précédente
1.3.1, l’idée qu’il existe un sous-ensemble réduit de l’espace de Hilbert permettant de
décrire les propriétés physiques du système est la base des méthodes variationnelles
et est assez bien vérifiée pour les Hamiltoniens 1D à interactions à courte portée. Afin
de choisir les états quantiques permettant de décrire la fonction d’onde du système,
le DMRG considère une série de sous-systèmes de taille de plus en plus grande et ne
garde pour chacun d’eux qu’un nombre réduit𝐷 d’états considérés comme importants.
L’algorithme considère que les états quantiques importants sont les états propres les
plus probables de la matrice densité réduite sur le sous-système considéré. La quantité
𝐷 est centrale dans l’algorithme DMRG et reviendra souvent par la suite, il s’agit de la
dimension de lien, dans la littérature sur le DMRG elle est souvent notée𝑚 ou𝑀 et
dans la littérature sur les MPS plutôt𝐷 ou 𝜒.
Il est cependant possible d’exprimer l’algorithme DMRG comme un algorithme varia-
tionnel basé sur l’AnsatzMPS [30] [72].
États MPS Nous allons nous attarder un peu plus précisément sur l’AnsatzMPS pour
mettre en avant le rôle de la dimension de lien𝐷 et pour ensuite pouvoir comparer la
structure de l’AnsatzMPS avec celle de l’Ansatz EPS que nous développerons dans le
chapitre suivant.
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𝐴𝜎1 𝐴𝜎2 𝐴𝜎3 𝐴𝜎𝑁−2 𝐴𝜎𝑁−1 𝐴𝜎𝑁
Fig. 1.6 Schéma de l’Antatz MPS
Par définition, un état quantique faisant parti de l’AnsatzMPS peut se composer sous
la forme d’un produit de matrices 𝐴𝜎𝑖 de dimension𝐷 × 𝐷 chacune attachée à un site
de la chaîne (figure 1.6), en prenant 𝐴𝜎1 et 𝐴𝜎𝑁 des vecteurs dans le cas d’un système
à conditions de bord ouvertes. Plus précisément, un tel état quantique s’écrit
|𝜓(𝐴𝜎1,… ,𝐴𝜎𝑁)⟩ = ∑
𝜎
Tr(𝐴𝜎1 …𝐴𝜎𝑁) |𝜎⟩.
Un état quantique de l’AnsatzMPS d’un système de spin 12 est donc décrit par 2𝑁 ×𝐷
2
variables. Dans le cas où la dimension de lien𝐷 ne dépend pas de la taille du système
𝑁, le nombre de variables est linéaire en𝑁, la complexité de la description de l’état
quantique est fortement réduite, cependant la dépendance en 𝐷2 impose un coût
important pour décrire des systèmes ayant une entropie d’intrication élevée, comme
on va l’expliquer dans le paragraphe suivant.
MPS et intrication Pour comprendre le lien entre la dimension du lien𝐷 et l’entro-
pie d’intrication d’un état quantique décrit par l’AnsatzMPS, il y a plusieurs façons
différentes de procéder, chacune appelant à une vision différente de l’Ansatz.
On peut d’une part revenir sur le fonctionnement de l’algorithme DMRG qui consiste à
réduire l’espace de Hilbert pour chaque sous-système à un sous-espace de dimension
𝐷 (ou𝐷2 suivant la géométrie du système). La matrice densité réduite 𝜌𝐴 sur un sous-
système 𝐴 d’un état créé par l’algorithme DMRG se ramène donc à une matrice avec
seulement𝐷 valeurs propres (dans le cas d’une partition gauche/droite), et l’entropie
maximale sur le sous-système 𝐴 pour un tel état est 𝑆 ∝ log2𝐷.
D’autre part, on peut considérer l’état MPS lui même. En effet, si l’on considère deux
sous-systèmes complémentaires 𝐴 et 𝐵, on peut réécrire l’état MPS sous la forme
|𝜓(𝐴𝜎1,… ,𝐴𝜎𝑁)⟩ = ∑
𝜎𝐴𝜎𝐵
Tr(𝐴𝜎1 …𝐴𝜎𝑁) |𝜎𝐴⟩ ⊗ |𝜎𝐵⟩. (1.25)
Or Tr(𝐴𝜎1 …𝐴𝜎𝑁) = ∑
𝑗1,…,𝑗𝑁
𝐴𝜎1𝑗1 𝐴
𝜎2
𝑗1𝑗2
…𝐴𝜎𝑁−1𝑗𝑁−1𝑗𝑁𝐴
𝜎𝑁
𝑗𝑁
.
Onpose |𝜓𝐴𝑗ℓ ⟩ = ∑𝜎𝐴
∑
𝑗1,…,𝑗ℓ−1
𝐴𝜎1𝑗1 𝐴
𝜎2
𝑗1𝑗2
…𝐴𝜎ℓ𝑗ℓ−1𝑗ℓ |𝜎𝐴⟩ et |𝜓
𝐵
𝑗ℓ
⟩ = ∑
𝜎𝐵
∑
𝑗ℓ+1,…,𝑗𝑁
𝐴𝜎ℓ+1𝑗ℓ𝑗ℓ+1 …𝐴
𝜎𝑁
𝑗𝑁
|𝜎𝐵⟩.
On trouve alors la décompostion de l’état MPS suivante
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|𝜓⟩ = ∑
𝑗ℓ
𝜆𝑗ℓ |𝜓
𝐴
𝑗ℓ
⟩ ⊗ |𝜓𝐵𝑗ℓ ⟩ (1.26)
avec 𝜆𝑗ℓ des facteurs de normalisation. On remarque que pour un état MPS quelconque,
la condition d’orthogonalité ⟨𝜓𝐴𝑗 |𝜓
𝐵
𝑗′⟩ ∝ 𝛿𝑗𝑗′ n’est pas vérifiée. Cependant, pour les
états MPS vérifiant cette condition d’orthogonalité, la décomposition 1.26 est la dé-
composition de Schmidt de l’état quantique.
La somme sur les indices 𝑗ℓ allant de 1 à𝐷, l’état d’intrication maximale est obtenue
pour une base de décomposition |𝜓𝐴𝑗 ⟩, |𝜓
𝐵
𝑗′⟩ orthogonale et pour tous les 𝜆𝑗ℓ égaux à
1
√𝐷
, on a alors que l’entropie d’intrication maximale vaut 𝑆 = log𝐷.
Une dernière façon de présenter le contenu en intrication des états MPS est de consi-
dérer une autre représentation des états MPS comme projection de l’état quantique
appartenant à un espace de Hilbert plus large. Un état MPS peut en effet s’écrire
comme la projection d’un état quantique de paires de sites maximalement intriqués
d’une chaîne de spins 𝑠 = 𝐷−12 [97], voir figure 1.7. Si l’on considère l’intrication
entre deux sous-systèmes de cet état, elle ne peut dépasser l’intrication d’une paire,
puisqu’il s’agit d’une paire de spin 𝐷−12 intriquée, 𝑆 = log𝐷. Cette représentation est
intéressante car elle donne une interprétation physique à la dimension de lien et rend
son rôle dans l’AnsatzMPS plus intuitif. Elle est également intéressante à considérer
car elle illustre la capacité de l’AnsatzMPS à reproduire les comportements locaux,
notamment l’intrication en loi d’aire qui se manifeste par l’intrication au travers des
paires maximalement intriquées de l’état projeté.
𝐴𝜎1 𝐴𝜎2 𝐴𝜎3 𝐴𝜎𝑁−2 𝐴𝜎𝑁−1 𝐴𝜎𝑁
Fig. 1.7 Schéma de l’Ansatz MPS interprété comme une chaîne de singulets de spins 𝐷−12
Au final, on trouve que pour rendre compte d’un état avec une entropie d’intrication
𝑆 d’un sous-système, la dimension de lien doit évoluer selon la loi 𝐷 ⩾ 𝑒𝑆. Cette
condition devient rapidement limitante pour des états dont l’entropie d’intrication
suit une loi de volume, puisque cela implique que la dimension de lien𝐷 augmente
exponentiellement avec la taille du système. Ce qui est le cas par exemple pour des
états atteints via des quenches, pour lesquels l’entropie d’intrication croît au cours
du temps jusqu’à atteindre une loi de volume. On peut ainsi voir sur la figure 1.8
provenant de l’article [60] que l’entropie des états évolués dans le temps décrits par
l’algorithme DMRG stagne vers une valeur 𝑆 ⩽ log𝐷.
D’autre part, dans le cas de l’étude de l’état fondamental d’unHamiltonian à interaction
à courte portée gappé à une dimension, l’entropie d’intrication suit une loi des aires
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comme nous en avons discuté dans la sous-section 1.1.3, donc 𝑆~𝑐𝑠𝑡, la dimension de
lien nécessaire pour reproduire correctement l’état quantique ne croît pas avec la taille
du système. Si l’on s’intéresse aux états fondamentaux à 1D suivant une transgression
logarithmique de la loi d’aire, on a 𝑆~ 𝑐6 log𝑁 dans le cas des conditions ouvertes au
bord. D’après [38], une description MPS de tels états limite l’entropie d’intrication à
la valeur 𝑆 = 𝑐𝜅6 log(𝐷) où 𝜅 est une fonction de 𝑐, d’où𝐷~𝑁
1
𝜅 , la dimension de lien
nécessaire pour reproduire l’entropie d’intrication augmente donc assez lentement
avec la taille du système.
Fig. 1.8 Entropie d’intrication de von Neumann pour un sous-système de taille 𝑁/2 après un
quench depuis un état initial aléatoire. La dimension de lien est 𝜒. Figure tirée de [60].
États 2d-MPS et PEPS Il est en principe possible d’utiliser l’AnsatzMPS en dimen-
sions supérieures à 1. Cependant le problème de reproduction de l’intrication évoqué
précédemment est bien plus sérieux dans le cas 2D que 1D. En effet, en 2D, même
pour un état fondamental d’un réseau𝑁 ×𝑁 dont l’entropie d’intrication évolue en loi
des aires 𝑅2~𝑁, la dimension de lien𝐷 doit alors augmenter exponentiellement avec
la taille du système𝐷~2𝑁 pour rendre compte de l’intrication, voir figure 1.9, puisque
l’intrication entre sous-systèmes divisés par une coupe verticale doit être reproduite
par un seul lien. Cela explique la différence d’efficacité notable de l’algorithme DMRG
entre un système 2D sur un cylindre avec une largeur faible, même pour une hau-
teur très longue, par rapport à un système 2D plan où la longueur et la largeur sont
similaires.
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A B
Fig. 1.9 Schéma de l’Ansatz 2d-MPS
Une autre possibilité pour utiliser l’algorithme DMRG en dimension 2 est de modifier
l’Ansatz, et de considérer l’Ansatz des états projetés de paires intriquées (Projected
Entangled Pair States - PEPS). Dans ce cas, l’Ansatz s’écrit d’un façon analogue au
cas MPS mais les coefficients 𝐴𝜎𝑖 ne sont plus des matrices, mais des tenseurs de
taille
𝑧
⏞⏞⏞⏞⏞𝐷×⋯ ×𝐷 où 𝑧 est le nombre de coordination du site 𝑖, ie le nombre de voisins
du site 𝑖, voir la figure 1.10. Chaque tenseur, associé à un site 𝑖, est alors multiplié
avec les tenseurs associés aux sites voisins du site 𝑖. L’avantage de cet Ansatz est que,
contrairement au cas précédent, la loi d’aire y est inscrite et la dimension de lien𝐷 n’a
plus à augmenter avec la taille du système, mais alors le calcul de chaque coefficient
de l’Ansatz demande la contraction d’un réseau 2D de tenseurs, ce qui représente
une opération dont le coût numérique croît comme𝐷𝑁, donc exponentiellement en
la taille du système. Pour palier cette difficulté de calcul des coefficients certaines
stratégies ont été mises en place pour contracter les tenseurs d’une façon approximée
[71].
Fig. 1.10 Schéma de l’Ansatz PEPS
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1.3.3 Projected BCS
Une autre méthode efficace pour choisir la forme de l’Ansatz est de se baser sur des
fonctions d’onde de modèles physiques.
Pour illustrer cette idée, on peut s’intéresser à la modélisation de la molécule de
dihydrogène proposée, en 1927, par Heitler et London [54]. Ils considèrent deux
électrons fortement corrélés formant un singulet. Ce qui s’exprime sous la forme :
|𝜓𝐻𝐿⟩ =
1
√2
(𝑐†1,↑𝑐
†
2,↓ + 𝑐
†
2,↑𝑐
†
1,↓) |0⟩ (1.27)
où |0⟩ est le vide et 𝑐†𝑖,𝜎 crée un électron avec spin 𝜎 =↑ ou ↓ sur une orbitale de l’atome
𝑖.
Cet Ansatz décrit assez bien la limite atomique, lorsque les deux atomes d’hydrogène
sont suffisamment éloignés l’un de l’autre pour que la configuration où l’électron est
localisé sur un atome soit favorisée.
En généralisant cette approche, Pauling a développé le concept de résonance entre les
différentes configurations de lamolécule de benzène [55]. Poursuivant cette démarche,
Fazekas et Anderson ont ensuite développé l’Ansatz des liens de valence résonnant
(Resonanting Valence Bond - RVB) [39].
Les états quantiques considérés dans l’Ansatz RVB sont les combinaisons linéaires
d’états quantiques construits par pavage du réseau avec des singulets. Ces états ne
présentent pas d’ordre magnétique, ne brisent pas les symétries du réseau et ce sont
un exemple de ’liquides de spins’. Cet Ansatz a été proposé en premier lieu pour l’étude
de l’état fondamental du modèle de Heisenberg de spins 12 sur un réseau triangulaire.
Une application remarquable de l’Ansatz RVB est de proposer une explication de la
supraconductivité à haute température critique comme émergente du dopage d’un
isolant de Mott [4].
Cependant, si l’on essaie d’optimiser l’Ansatz ainsi obtenu, dans le cas d’une structure
de signe non triviale, on se retrouve alors face au même problème de signe que l’on a
évoqué dans le cas du QMC 1.2.2. Cette fois-ci le problème du signe émerge, non pas
de la structure du signe de l’état quantique mais de la structure de la base considérée,
dont les éléments ne sont pas orthogonaux.
Considérons, un état quantique |𝜓⟩ se développant sur une base de l’espace de Hilbert
|𝜁⟩, qui est la base des états quantiques composés par des singulets de sites, sous la
forme |𝜓⟩ = ∑
𝜁
𝑊𝜁 |𝜁⟩. Par un calcul que nous détaillerons ultérieurement dans la
section 2.1.2, la valeur d’une observable physique𝒪 se met sous la forme suivante
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⟨𝜓|𝒪|𝜓⟩
⟨𝜓|𝜓⟩
=
∑
𝜁
𝑃𝜁 𝒪(𝜁)
∑
𝜁
𝑃𝜁 𝑄(𝜁)
(1.28)
où𝑄(𝜁) = ∑
𝜁′
𝑊∗𝜁′
𝑊∗𝜁
⟨𝜁′|𝜁⟩, 𝑃(𝜁) = |𝑊(𝜁)|2 et𝒪(𝜁) = ∑
𝜁 ′
𝑊∗𝜁′
𝑊∗𝜁
⟨𝜁 ′|𝒪|𝜁⟩.
Ainsi, rechercher l’état fondamental de l’Ansatz RVB par algorithme Monte Carlo se
confronte à l’obstacle de l’augmentation exponentielle de la taille de l’échantillonnage
statistique pour reproduire de façon fiable la somme∑
𝜁
𝑃𝜁 𝑄(𝜁), dont le signe des
termes varie du fait de la non orthogonalité de la base considérée [88].
Ce problème peut être résolu en donnant une représentation fermionique de l’état
RVB. Une telle représentation est fournie par le lien entre états RVB et états BCS, ie les
états fondamentaux d’Hamiltoniens de type
ℋ𝐵𝐶𝑆 = ∑
𝑅,𝑅′,𝜎
𝑡𝑅,𝑅′ 𝑐
†
𝑅,𝜎𝑐𝑅′,𝜎 + ∑
𝑅,𝑅′
𝛥𝑅,𝑅′(𝑐
†
𝑅,↑𝑐
†
𝑅′,↓ + 𝑐
†
𝑅′,↑𝑐
†
𝑅,↓) + ℎ.𝑐. (1.29)
où 𝑐†𝑅,𝜎 crée un électron de spin 𝜎 = ±
1
2 au site 𝑅, 𝑡𝑅,𝑅′ est un terme de saut et 𝛥𝑅,𝑅′
est un terme d’appariement de singulet. Le Hamiltonien BCS permet de décrire la
supraconductivité due au couplage électrons-phonons [9]. Anderson a montré qu’un
état propre de cet Hamiltonien, projeté sur le sous-espace d’états avec une et une seule
particule sur chaque site (par la projection de Gutzwiller [37]), correspond à un état
RVB. Le calcul de valeurs moyennes sur l’état fermionique n’introduit pas de problème
de signe. Ainsi cet Ansatz a montré son efficacité pour l’étude de l’état fondamental de
plusieurs modèles de magnétisme frustré [56].
Nous allons pour notre part opter pour une autre stratégie, en se basant sur l’idée de
reproduire avec fidélité les corrélations au sein du système, à distances arbitraires,
ainsi que de reproduire différentes structures de signe parmi lesquelles on choisira en
suivant la prescription du principe variationnel.
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2États à plaquettes intriquées
夫兵形象水，水之形，避高而下：兵之形，
避而虚；水因地而制流，兵因而制。
故兵无常，水无常形；能因化而取，之神
— Sun Tzu
Tel l’eau qui fuit les hauteurs et s’écoule dans la vallée, le
général doit éviter les places fortes et se concentrer sur les
points faibles. Tel l’eau qui s’écoule suivant le relief du
terrain, le général doit s’adapter à l’adversaire. Toujours
mouvant, sans forme réelle, car une tactique qui s’adapte à
l’ennemi est la clé de la victoire.
Pour étudier l’état fondamental et l’état évolué dans le temps de systèmes de spins for-
tement corrélés, nous avons développé plusieurs optimisations variationnelles basées
sur l’Ansatz des états à plaquettes intriquées (Entangled Plaquette States - EPS). Plus
spécifiquement, dans ce chapitre, nous allons détailler la structure de notre approche,
se basant sur le principe variationnel dépendant du temps et l’échantillonnage Monte
Carlo ; et nous allons discuter la généralisation des états EPS que nous avons élaboré
en vue de décrire des états critiques (ie des états quantiques dont les corrélations dé-
croissent avec la distance en loi de puissance et qui présentent de l’intrication à longue
portée). Nous montrerons ainsi que cette généralisation des états EPS est cruciale
pour décrire la physique de la chaîne 𝑋𝑋, que nous arrivons à reproduire avec une
très grande précision.
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2.1 Ansatz variationnel et algorithme d’optimisation
La méthode variationnelle repose sur deux idées principales : restreindre l’espace des
états quantiques décrits par l’Ansatz en choisissant les variables décrivant le système ;
et chercher parmi ces états quantiques l’état le plus proche de l’état recherché en
s’appuyant sur un principe variationnel fondamental.
Nous commencerons par ce qui entrera en argument des algorithmes d’optimisation
variationnelle : le choix des variables décrivant un état quantique de l’Ansatz. Nous
présenterons l’Ansatz EPS à plaquettes adjacentes (A-EPS) qui est l’Ansatz sur lequel
nous avons basé notre approche, avant de présenter la généralisation que nous avons
développé, l’Ansatz EPS à longue portée (LR-EPS) et nous comparerons leurs résultats
dans la partie 2.2. Nous nous intéresserons ensuite à l’algorithme d’optimisation
en tant que tel. Nous verrons comment pour un système dans un état quantique
donné, nous avons calculé par échantillonnage Monte Carlo les différentes variables
physiques décrivant le système. Et enfin nous discuterons comment, étant donné un
Ansatz variationnel, nous pouvons chercher l’état fondamental d’un système donné,
ou encore étudier l’évolution d’un état quantique donné au travers du temps, par un
principe variationnel.
2.1.1 Paramétrisation de l’état variationnel
Dans cette sous-section, nous allons principalement nous intéresser à deux Ansätze
basés sur l’approche EPS relativement différents dans leur philosophie : l’A-EPS et
le LR-EPS. Dans ces deux cas, nous considérerons un état quantique du système |𝜓⟩.
Comme nous l’avons présenté précédemment, cet état quantique se développe sur la
base de calcul du système |𝜎⟩ sous la forme |𝜓⟩ = ∑
𝜎
𝑊(𝜎) |𝜎⟩. On remarquera que
tout état quantique peut s’écrire sous cette forme avec 2𝑁 éléments distincts𝑊(𝜎),
cependant l’Ansatz variationnel est décrit par un nombre plus restreint de variables
imposant une structure particulière aux coefficients𝑊(𝜎).
A-EPS Afin de gagner en clarté et de donner une intuition du comportement physique
de l’algorithme, nous allons construire l’AnsatzA-EPS à partir de l’Ansatz champmoyen
que nous avons présenté précédemment dans la section 1.3.1. Un état quantique décrit
par cet Ansatz s’écrit donc |𝜓⟩ = ∑
𝜎
∏
𝑖
𝐶𝜎𝑖𝑖 |𝜎⟩, le produit s’effectuant sur tous les sites
𝑖 du système et pour chacun de ces sites, on multiplie par l’une des deux variables
possibles 𝐶↑𝑖 ou 𝐶
↓
𝑖 en fonction de la valeur 𝜎𝑖 de la configuration 𝜎 sur le site 𝑖, voir
figure 2.1a. On peut alors noter que l’état quantique est décrit par bien moins de
variables que dans le cas du calcul exact. En effet, dans le cas champ moyen, un
état quantique de l’Ansatz est décrit par un nombre de variables égal au nombre de
sites multiplié par le nombre de configurations de spin : 2𝑁, au lieu des 2𝑁 d’une
fonction d’onde générique. Ce nombre de variables, linéaire en la taille du système,
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permet d’utiliser cet Ansatz pour étudier des systèmes de grande taille contrairement
à l’algorithme de diagonalisation exacte.
On peut généraliser cet Ansatz au cas d’une décomposition du réseau en agrégats. Si
l’on ne considère plus des sites, mais des plaquettes 𝑃 de taille𝑚 ne se recouvrant pas
la décomposition se réécrit alors |𝜓⟩ = ∑
𝜎
∏
𝑃
𝐶𝜎𝑃𝑃 |𝜎⟩ où le produit se fait sur toutes
les plaquettes 𝑃 et 𝜎𝑃 est la sous-configuration associée à la configuration 𝜎 sur la
plaquette 𝑃. Cet Ansatz correspond à la classe variationnelle des états de champmoyen
à agrégats (cluster mean-field state), voir figure 2.1b pour le cas𝑚 = 3.
(a) Ansatz champ moyen (b) Ansatz champ moyen à agrégats
(c) Ansatz 3A-EPS
Fig. 2.1 Schémas de différents Ansätze à plaquettes adjacentes permettant de rechercher l’état
fondamental d’une chaîne de spins
L’état quantique ainsi défini est décrit par 𝑁𝑚 plaquettes et sur chacune de ces plaquettes,
il y a 2𝑚 sous-configurations possibles. L’Ansatz ainsi construit est décrit par 2𝑚𝑁𝑚
variables. Le nombre de variables est alors toujours linéaire en la taille du système, ce
qui permet de l’utiliser pour des grands systèmes tout comme l’Ansatz champ moyen.
On remarquera cependant que le nombre de variables est exponentiel en la taille des
plaquettes et agrandir les plaquettes augmente donc rapidement la complexité de
l’algorithme, ceci est compréhensible puisque, dans ce cas extrême𝑚 → 𝑁, l’Ansatz
se ramène à l’espace de Hilbert tout entier. Cependant cet Ansatz à agrégats ne tient
pas compte des corrélations qu’au sein d’une plaquette, mais ignore les corrélations
entre plaquettes de la même façon que l’algorithme champ moyen à un site ignorait
les corrélations entre sites.
Une modification cruciale de l’Ansatz pour rendre compte des corrélations entre les
différentes plaquettes dans le cas de plaquettes de taille𝑚 composées de sites adjacents
est de les considérer se recouvrant sur (𝑚 − 1) sites (pour des systèmes 1D), ce choix
définit l’Ansatz 𝑚A-EPS (figure 2.1c). L’Ansatz s’écrit alors sous la même forme que
précédemment |𝜓⟩ = ∑
𝜎
∏
𝑃
𝐶𝜎𝑃𝑃 |𝜎⟩mais le produit se fait ici sur toutes les plaquettes 𝑃
se recouvrant les unes les autres. Cet Ansatz, introduit par [23][68], a été utilisé avec
succès dans l’étude de systèmes de spins à une dimension [31] et à deux dimensions,
en l’absence [6] et en présence de frustration [67][65][66]. Nous discuterons dans la
section 2.2 de l’efficacité de cet algorithme à reproduire les corrélations entre sites
dans le système de spins en dimension 𝑑 = 1. L’Ansatz 𝑚A-EPS est décrit par 2𝑚𝑁
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variables, et comme dans le cas de l’Ansatz précédent la dépendance est toujours
linéaire en la taille du système mais est exponentielle en la taille de la plaquette.
LR-EPS L’Ansatz A-EPS présente l’avantage d’introduire des corrélations entre pla-
quettes. Cependant, pour aller plus loin, une variante visant à introduire des corré-
lations à longue portée est d’utiliser non plus des plaquettes de sites adjacents mais
des plaquettes de taille 𝑛 = 2𝑚 dont les sites sont répartis en deux agrégats de𝑚 sites
adjacents, qui peuvent être placés à des distances relatives arbitraires (figure 2.2). Ce
choix définit l’Ansatz 𝑛LR-EPS. Dans la suite de ce chapitre, nous nous concentrerons
sur le cas 𝑛 = 2, pour considérer ensuite la cas 𝑛 > 2 dans le chapitre 3.
Fig. 2.2 Schéma de l’Ansatz EPS à plaquettes délocalisées de taille 2 pour une chaîne de taille 6,
il y a donc 15 plaquettes représentées
Dans le cas 2LR-EPS, il est alors possible d’écrire les coefficients sont une forme expo-
nentielle par
𝑊𝜎 =∏
𝑖<𝑗
𝑒𝑖(𝑎0𝑖𝑗+𝑎1𝑖𝑗𝜎𝑖+𝑎2𝑖𝑗𝜎𝑗+𝑏𝑖𝑗𝜎𝑖𝜎𝑗) (2.1)
où les variables 𝑎0𝑖𝑗, 𝑎
1
𝑖𝑗, 𝑎
2
𝑖𝑗 et 𝑏𝑖𝑗 sont à valeur complexe. La forme de ces coefficients
établit un lien entre l’Ansatz LR2 EPS et l’Ansatz spin-Jastrow [75]. Cependant, notre
approche généralise les états spin-Jastrow par la taille des plaquettes qui sont explici-
tement corrélés dans l’Ansatz et par l’utilisation de coefficients complexes.
L’Ansatz 2LR-EPS est constitué de plaquettes couvrant les paires de sites séparés d’une
distance quelconque ; le nombre de variables utilisées pour décrire un état quantique
quelconque de l’Ansatz est alors le nombre de paires dans un réseau de𝑁 sitesmultiplié
par le nombre de sous-configurations possibles sur ces paires de sites : 2𝑁(𝑁−1) ∼
𝑁≫1
2𝑁2. Le nombre de variables augmente alors en𝑁2, ce qui est plus lourd que dans le
cas A-EPS,mais le coût reste polynomial en la taille du système, ce qui permet à l’Ansatz
d’être applicable à des systèmes de grande taille. Pour se donner un ordre de grandeur,
par rapport aux systèmes étudiés lors de ma thèse, pour un système de taille𝑁 = 20,
un état quantique est décrit par 80 variables complexes dans le cas de l’algorithme
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2A-EPS, 640 variables complexes dans le cas 5A-EPS et 760 dans le cas 2LR-EPS. Pour
un système de taille 80, un état quantique est décrit par 320 variables complexes dans
le cas 2A-EPS, par 2560 variables complexes dans le cas 5A-EPS et 12640 dans le cas
2LR-EPS. Cependant, la complexité de l’algorithme ne dépend pas que du nombre
de variables, en effet, comme nous allons en discuter dans la section suivante 2.1.2,
le calcul des grandeurs physiques dans le cas LR-EPS est plus complexe que dans le
cas A-EPS, ce qui augmente d’autant la durée de l’optimisation. Cependant, bien que
cette croissance des paramètres LR-EPS en𝑁2 semble imposer un coût important par
rapport au A-EPS (dont le nombre de paramètres croît comme𝑁), ce coût peut être
sensiblement réduit en utilisant les symétries du système.
Simplification de l’Ansatz Il est important de noter que le choix de la forme de
l’Ansatz à considérer ne s’arrête pas simplement au choix entre algorithme A-EPS et
LR-EPS et au choix de la taille des plaquettes. En effet, le gros intérêt de ces approches
variationnelles est leur adaptabilité en fonction du système étudié et des propriétés
physique que l’on cherche à étudier. Comprendre la physique des états quantiques
contenus dans l’Ansatz était en effet une grande partie de mon travail de thèse. Dans
le cas du𝑚A-EPS, on se concentre sur les corrélations à𝑚 points à courte portée, alors
que dans le cas des 2LR-EPS, au prix d’une complexité augmentée, on met en avant les
corrélations à distance quelconque, mais en se concentrant sur les corrélations à deux
sites.
Dans le cas d’un système physique donné, il est possible d’utiliser les propriétés du
système pour réduire le nombre de variables. En particulier si le système étudié est
invariant par translation, il est possible de considérer que toutes les variables associées
à des plaquettes translatées les unes par rapport aux autres sont en fait égales modulo
un facteur de phase. Dans le cas du𝑚A-EPS, l’Ansatz est |𝜓⟩ = ∑
𝜎
∏
𝑃
𝐴𝜎𝑃𝑒𝑖𝜙
𝜎𝑃
𝑃 |𝜎⟩. On
réduit alors le nombre de variables 𝐴𝜎𝑃 de module à 2𝑚, on remarque que ce nombre
ne dépend plus de la taille du système. On peut effectuer la même procédure dans le
cas du 2LR-EPS et on a alors des variables de module 𝐴𝜎𝑃𝑑 , où 𝑑 est la distance entre
les deux sites de la plaquette, et des variables de phase 𝜙𝜎𝑃𝑖 , où 𝑖 est le premier site
de la plaquette. Un état quantique quelconque de cet Ansatz se réécrit alors comme
|𝜓⟩ = ∑
𝜎
∏
𝑖<𝑗
𝐴
𝜎𝑖𝑗
𝑑𝑖𝑗
𝑒𝑖𝜙
𝜎𝑖𝑗
𝑖 |𝜎⟩où 𝑑𝑖𝑗 est la distance entre le site 𝑖 et le site 𝑗 (𝑑𝑖𝑗 = |𝑖−𝑗|mod𝑁)
et𝜎𝑖𝑗 est la sous-configuration sur la plaquette constituée des sites 𝑖 et 𝑗. On réduit alors
le nombre de variables de module 𝐴
𝜎𝑖𝑗
𝑑𝑖𝑗
à 2(𝑁 − 1), et le nombre de variables de phase
𝜙
𝜎𝑖𝑗
𝑖 à 4𝑁 ; la dépendance est alors linéaire en la taille du système. On verra même
plus tard, sections 3.2.1, qu’il est possible de contraindre encore plus cette invariance
dans certains cas particuliers, réduisant d’autant le nombre de variables nécessaire
pour décrire l’Ansatz.
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C’est cette forme des coefficients 2LR-EPS que nous avons considérée dans la suite du
chapitre ; nous avons cependant conservé l’Ansatz A-EPS sans considérer de symétries,
le nombre de variables étant réduit.
2.1.2 Calcul des quantités physiques
Dans la première sous-section, nous avons construit les états quantiques utilisés par les
différentes versions de l’algorithme EPS. Dans cette section, nous allons voir comment
à partir d’un Ansatz donné nous pouvons calculer les différentes grandeurs physiques
d’un système dans un état quantique paramétré par cet Ansatz.
Calculs des valeurs moyennes Les valeurs moyennes d’observables sont obtenues
par un échantillonnage stochastique de la base |𝜎⟩ par laméthodeMonte Carlo. Pour ce
faire, commençons par réécrire la formule de l’énergie du système dans un état quan-
tique quelconque qui se décompose sur la base de calcul comme |𝜓⟩ = ∑
𝜎
𝑊(𝜎) |𝜎⟩.
⟨𝐸⟩ =
⟨𝜓|𝐻|𝜓⟩
⟨𝜓|𝜓⟩
=
∑
𝜎
∑
𝜎′
𝑊(𝜎)𝑊∗(𝜎 ′) ⟨𝜎 ′ |𝐻|𝜎⟩
∑
𝜎
∑
𝜎′
𝑊(𝜎)𝑊∗(𝜎 ′) ⟨𝜎 ′ |𝜎⟩
=
∑
𝜎
|𝑊(𝜎)|2 𝐸(𝜎)
∑
𝜎
|𝑊(𝜎)|2
=∑
𝜎
𝑃(𝜎)𝐸(𝜎) (2.2)
Où nous avons défini les quantités 𝐸(𝜎) = ∑𝜎′
𝑊∗(𝜎′)
𝑊∗(𝜎) ⟨𝜎
′ |𝐻|𝜎⟩ et 𝑃(𝜎) = |𝑊(𝜎)|
2
∑𝜎′ |𝑊(𝜎
′)|2
.
On appelle la quantité 𝐸(𝜎) l’estimateur de l’énergie. On remarque que toute obser-
vable 𝐴 peut de façon analogue se décomposer sous la forme∑
𝜎
𝑃(𝜎)𝐴(𝜎) pour un
estimateur 𝐴(𝜎) de l’observable 𝐴.
Cependant, par rapport à une observable générique𝐴, l’expressionde l’énergiemoyenne,
comme celle de toute observable extensive qui se compose de𝑂(𝑁) observables lo-
cales, présente un gros avantage : l’estimateur est rapide à calculer. En effet, dans le cas
d’unHamiltonien avec interactions à deux spins de portée finie, pour une configuration
|𝜎⟩ donnée la quantité ⟨𝜎 ′ |𝐻|𝜎⟩ est nulle sauf pour un nombre𝑂(𝑁) de configurations
𝜎 ′ qui ne diffèrent de la configuration 𝜎 qu’en deux spins. Dans le cas spécifique des
Ansätze EPS, le calcul de la quantité 𝑊
∗(𝜎′)
𝑊∗(𝜎) se résume pour le𝑚A-EPS au quotient de
moins de 2𝑚 coefficients 𝐶𝜎𝑃𝑃 , 𝑃 étant les plaquettes comprenant les spins changeant
de direction entre 𝜎 et 𝜎′, les autres coefficients se simplifiant les uns avec les autres ;
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pour le 2LR-EPS, ce quotient se réduit à un quotient de l’ordre de𝑁 coefficients. Le
calcul de ces estimateurs est donc assez rapide. On remarquera cependant la différence
de la complexité de ce calcul entre le cas𝑚A-EPS et 2LR-EPS : le calcul de l’estimateur
de l’énergie est linéaire en 𝑁 dans le cas 𝑚A-EPS mais augmente quadratiquement
avec la taille du système dans le cas 2LR-EPS.
Il reste ensuite à calculer la somme ∑
𝜎
, cependant cette somme est effectuée sur
l’ensemble des configurations 𝜎 et comporte donc un nombre de termes qui croît
exponentiellement avec la taille du système. Pour éviter ce coût numérique, il est pos-
sible d’échantillonner cette somme en construisant une chaîne de Markov en utilisant
l’algorithme de Metropolis [37][64], qui va interpréter le terme 𝑃(𝜎) comme une
probabilité, en effet, toutes les valeurs possibles de 𝑃(𝜎) sont positives.
Algorithme Metropolis L’algorithme Metropolis permet d’effectuer un échantillon-
nage statistique et parcourir aléatoirement l’espace des configurations en le biaisant
par la probabilité 𝑃(𝜎). Les observables sont alors l’espérance des estimateurs évalués
en les configurations trouvées par l’échantillonnage statistique.
Pour effectuer cet échantillonnage statistique, on part d’une configuration classique
𝜎𝑜𝑙𝑑 donnée et on choisit un des spins au hasard, en flippant ce spin on obtient une
nouvelle configuration 𝜎𝑛𝑒𝑤 et on définit alors une probabilité de passer de l’ancienne
à la nouvelle configuration, que l’on appelle probabilité d’acceptation du spin flip.
La valeur de cette probabilité d’acceptation définit une chaîne de Markov et elle est
choisie de telle sorte que le régime stationnaire de la chaîne produit statistiquement la
probabilité 𝑃(𝜎) [37]. Une telle condition est obtenue en imposant que la probabilité
de passer d’une configuration 𝜎𝑜𝑙𝑑 à une configuration 𝜎𝑛𝑒𝑤 soit
𝑃𝑎𝑐𝑐 = 𝑚𝑖𝑛
⎛⎜
⎝
∣
𝑊(𝜎𝑛𝑒𝑤)
𝑊(𝜎𝑜𝑙𝑑)
∣
2
, 1⎞⎟
⎠
. (2.3)
Tout comme dans le paragraphe précédent, le calcul de ce quotient est simplifié par la
structure multiplicative des coefficients des Ansätze EPS et il demande uniquement le
calcul des rapports entre coefficients associés aux plaquettes qui contiennent le spin
mis à jour.
Une fois cette probabilité calculée, on tire un réel 𝑝 entre 0 et 1 au hasard et en fonc-
tion du résultat obtenu, on prend la nouvelle configuration (𝑝 ⩽ 𝑃𝑎𝑐𝑐) ou on garde
l’ancienne (𝑝 > 𝑃𝑎𝑐𝑐) et on réitère le processus. On obtient ainsi un échantillon-
nage statistique de configurations {𝜎}, par des chaînes de Markov, reproduisant les
probabilités 𝑃(𝜎).
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Un pas Monte Carlo est alors défini par𝑁 essais de spin flips et on ne retient dans notre
échantillonnage que les configurations obtenues après un pas Monte Carlo complet
afin de décorréler deux configurations successives.
Dans le cas particulier où la physique du système étudié interdit un certain nombre de
configurations |𝜎⟩, comme dans le cas d’un système à aimantation totale constante, il
est possible de restreindre l’échantillonnage aux seules configurations possibles. Par
exemple, dans le cas d’un système où l’aimantation totale𝑀 commute avec le Hamilto-
nien du système, il est possible de considérer qu’une mise à jour élémentaire consiste
en fait à prendre deux spins au hasard et à les flipper seulement si 𝑝 ⩾ 𝑃𝑎𝑐𝑐 et qu’ils sont
de sens opposés ; on restreint alors l’échantillonnage aux configurations d’aimantation
totale𝑀, si l’on est parti d’une configuration de spins à la bonne aimantation.
Cet échantillonnage statistique introduit une erreur qui décroît comme l’inverse de
la racine carrée du nombre de pas Monte Carlo ; pour plus de détails, se reporter à
l’annexe A.
Il reste un problème lié à cet échantillonnage : si la configuration arbitraire dont l’on
part est trop improbable au sens des probabilités 𝑃(𝜎), les premiers pas de l’échan-
tillonnage ne seront pas représentatifs et il faudra attendre un certain nombre de
pas Monte Carlo avant de commencer réellement à échantillonner des configurations
probables et non pas seulement des événements rares (ce phénomène est appelé la
thermalisation de l’algorithme Monte Carlo). Pour éviter les biais statistiques dû à la
thermalisation, dans chacun de nos échantillonnages nous avons retiré les premières
configurations (le premier dizième des pas effectués par l’algorithme Monte Carlo)
jusqu’à ce que nous considérions que l’algorithme Métropolis avait thermalisé. De plus
à chaque fois que l’on passe d’un état quantique à un autre dans laminimisation (voir la
prochaine sous-section), la première configuration utilisée pour l’algorithme Métropo-
lis du nouvel état était la dernière configuration utilisée pour l’algorithme Métropolis
de l’état précédent. Ainsi, si les deux états sont assez proches l’un de l’autre, la confi-
guration a plus de chances de faire thermaliser rapidement l’algorithme Métropolis
pour le nouvel état quantique.
Pour finir, on remarquera que dans le cas de notre algorithme le quotient∑
𝜎
|𝑊(𝜎)|2
est constitué de termes positifs. L’approche que nous utilisons n’est donc pas soumise
au problème du signe, comme nous en avons discuté dans la section 1.2.2. C’est en
effet la positivité de ces coefficients qui nous permet de définir les probabilités 𝑃(𝜎)
et d’utiliser un algorithme Monte Carlo pour le calcul des observables physiques du
système.
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2.1.3 Principe variationnel et évolution en temps réel et imaginaire
Dans les sous-parties précédentes nous avons introduit l’Ansatz EPS et nous avons
vu comment calculer les observables liées à ces états quantiques. Dans cette sous
section nous allons voir comment minimiser l’énergie de ces états en optimisant leurs
paramètres et comment approximer la dynamique unitaire de l’état au travers de notre
Ansatz. Nous allons montrer que ces deux problèmes sont liés, et que la méthode
pour approximer l’état fondamental d’un système est la même que celle utilisée pour
approximer son évolution temporelle, car on peut les baser sur un même principe
variationnel [73].
Principe variationnel sur l’état fondamental Un résultat fondamental en méca-
nique quantique est qu’en prenant un état arbitraire |𝜓(𝐶)⟩ dépendant des paramètres
𝐶, on a
𝐸(𝐶) =
⟨𝜓(𝐶)|ℋ|𝜓(𝐶)⟩
⟨𝜓(𝐶)|𝜓(𝐶)⟩
⩾ 𝐸0 (2.4)
où 𝐸0 est l’énergie du fondamental du Hamiltonien |𝜓0⟩.
Donc chercher lameilleure approximation de l’état fondamental |𝜓0⟩ au sein de l’Ansatz
|𝜓(𝐶)⟩ revient à chercher laminimisation absolu de la fonction𝐸(𝐶), que l’on appellera
dans la suite l’optimum variationnel.
Principe variationnel dépendantdu temps (time-dependent variational principle
- TDVP) Le principe variationnel dépendant du temps permet de dériver l’équation
de Schrödinger 𝑖| ̇𝜓⟩ = ℋ|𝜓⟩ comme l’extremum de l’action
𝒮 = ∫ dtℒ(|𝜓(𝑡)⟩, ⟨𝜓(𝑡)|) (2.5)
avec le Lagrangien effectif
ℒ(|𝜓⟩, ⟨𝜓|) =
𝑖
2
⟨𝜓| ̇𝜓⟩ − ⟨ ̇𝜓|𝜓⟩
⟨𝜓|𝜓⟩
−
⟨𝜓|ℋ|𝜓⟩
⟨𝜓|𝜓⟩
. (2.6)
𝒮 est une fonctionnelle du vecteur dépendant du temps |𝜓(𝑡)⟩ et de son conjugué
⟨𝜓(𝑡)| qui sont considérés comme indépendants. Si l’on considère la variation de la
fonctionnelle 𝛿𝒮 = ∫ dt 𝛿ℒ, on trouve que la fonctionnelle 𝒮 est extrémale lorsque
l’état quantique |𝜓(𝑡)⟩ vérifie l’équation (de type Euler-Lagrange)
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(𝑖𝜕𝑡 −ℋ)|𝜓⟩ =
⟨𝜓|𝑖𝜕𝑡 −ℋ|𝜓⟩
⟨𝜓|𝜓⟩
|𝜓⟩ . (2.7)
L’équation ainsi obtenue, bien que proche, n’est pas l’équation de Schrödinger, cepen-
dant, en posant
|𝜙⟩ = exp(𝑖 ∫
𝑡
−∞
𝑑𝑡′
⟨𝜓|𝑖𝜕𝑡′ −ℋ|𝜓⟩
⟨𝜓|𝜓⟩
) |𝜓⟩ (2.8)
le vecteur ainsi défini |𝜙⟩ vérifie bien l’équation de Schrödinger
(𝑖𝜕𝑡 −ℋ) |𝜙⟩ = 0 . (2.9)
Au final, on trouve que l’état quantique |𝜓⟩ extrémisant l’action 2.5 est égal (à une
phase dépendant du temps près) à la solution de l’équation de Schrödinger. Le facteur
multiplicatif les différentiant étant une phase globale, on obtient que toute propriété
physique de |𝜙⟩ coïncide avec celle de |𝜓⟩. On peut donc se concentrer sur |𝜓(𝑡)⟩ dans
la suite de cette section.
Application à la méthode variationnelle Le TDVP ramène la question de l’évo-
lution temporelle d’un état quantique à l’extrémalisation de l’action donnée par la
formule 2.5. Nous allons donc regarder comment se réécrit le Lagrangien effectif (voir
équation 2.6) dans le cas où l’état quantique dépendant du temps s’écrit sous la forme
d’un Ansatz variationnel |𝜓(𝐶)⟩ dépendant des paramètres𝐶 = (𝐶1, 𝐶2,… , 𝐶𝑀) =
𝐶(𝑡) ∈ ℂ𝑀 [73] :
ℒ(𝐶,𝐶∗) =
𝑖
2
∑
𝑗
( ̇𝐶𝑗⟨𝜓|𝜕𝐶𝑗𝜓⟩ −
̇𝐶∗𝑗 ⟨𝜕𝐶∗𝑗𝜓|𝜓⟩)
⟨𝜓|𝜓⟩
−
⟨𝜓|ℋ|𝜓⟩
⟨𝜓|𝜓⟩
=
𝑖
2
∑
𝑗
( ̇𝐶𝑗𝜕𝐶𝑗 −
̇𝐶∗𝑗 𝜕𝐶∗𝑗 ) ln𝑁(𝐶,𝐶
∗) − 𝐸(𝐶,𝐶∗) (2.10)
en posant 𝑁(𝐶,𝐶∗) = ⟨𝜓(𝐶)|𝜓(𝐶)⟩ et 𝐸(𝐶,𝐶∗) =
⟨𝜓(𝐶)|ℋ|𝜓(𝐶)⟩
⟨𝜓(𝐶)|𝜓(𝐶)⟩
, et en considérant𝐶
et𝐶∗ comme des variables indépendantes. Le problème de l’évolution temporelle d’un
état quantique se ramène donc à l’étude d’un Lagrangien effectif fonction d’un vecteur
complexe𝐶(𝑡).
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Si l’on décompose l’état quantique du système à un temps 𝑡 donné |𝜓(𝐶(𝑡))⟩ dans la
base de calcul |𝜎⟩ en |𝜓(𝐶)⟩ = ∑
𝐶
𝑊𝜎(𝐶) |𝜎⟩ où𝑊𝜎(𝐶) = ⟨𝜎|𝜓(𝐶)⟩, alors la dérivée
par rapport aux paramètres de |𝜓⟩ s’écrit
|𝜕𝐶𝑗𝜓⟩ =∑
𝜎
𝜕𝐶𝑗𝑊𝜎(𝐶)|𝜎⟩; (2.11)
ces 𝑀 vecteurs non-orthogonaux forment ce qu’on appelle l’espace tangent à l’en-
semble des états quantiques faisant parti de l’Ansatz variationnel considéré.
En effectuant la dérivée fonctionnelle de l’action par rapport aux variables 𝐶𝑗 et 𝐶
∗
𝑗 ,
les équations du mouvement se ramènent à
𝑖∑
𝑗
𝑆𝑘𝑗 ̇𝐶𝑗 = 𝜕𝐶∗𝑘𝐸 (2.12)
où la matrice 𝑆 est la matrice définie par
𝑆𝑘𝑗 = 𝜕𝐶∗𝑘𝜕𝐶𝑗 ln𝑁 . (2.13)
Puisque𝑁 est réel, la matrice 𝑆 est donc hermitienne.
Finalement, le paramètre variationnel dépendant du temps minimisant l’action (2.5)
évolue selon l’équation
𝑖 ?̇? = 𝑆−1∇𝐶∗𝐸(𝐶,𝐶
∗) . (2.14)
De plus, en notant ⟨𝒪⟩𝑀𝐶 =
∑
𝜎
|𝑊𝜎(𝐶)|
2𝒪(𝜎)
∑
𝜎
|𝑊𝜎(𝐶)|2
et𝒪𝑘 = 𝜕𝐶𝑘 ln𝑊𝜎(𝐶), on a
⟨𝒪𝑘⟩𝑀𝐶 = ⟨𝜕𝐶𝑘 ln𝑊𝜎(𝐶)⟩𝑀𝐶
=
1
∑
𝜎
|𝑊𝜎(𝐶)|2
∑
𝜎
|𝑊𝜎(𝐶)|
2
𝜕𝐶𝑘𝑊𝜎(𝐶)
𝑊𝜎(𝐶)
=
⟨𝜓|𝜕𝐶𝑘𝜓⟩
⟨𝜓|𝜓⟩
,
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⟨𝒪𝑗𝒪
∗
𝑘 ⟩ = ⟨ 𝜕𝐶𝑗 ln𝑊𝜎(𝐶) 𝜕𝐶∗𝑘 ln𝑊𝜎(𝐶)
∗ ⟩𝑀𝐶
=
1
∑
𝜎
|𝑊𝜎(𝐶)|2
∑
𝜎
|𝑊𝜎(𝐶)|
2
𝜕𝐶𝑗𝑊𝜎(𝐶)
𝑊𝜎(𝐶)
𝜕𝐶∗𝑘𝑊𝜎(𝐶)
∗
𝑊𝜎(𝐶)∗
=
⟨𝜕𝐶∗𝑘𝜓|𝜕𝐶𝑗𝜓⟩
⟨𝜓|𝜓⟩
.
Il est alors possible de réécrire la matrice 𝑆 sous une forme qui la rende plus facile à
calculer par algorithme Monte Carlo :
𝑆𝑘𝑗 = ⟨𝒪𝑗𝒪
∗
𝑘 ⟩𝑀𝐶 − ⟨𝒪𝑗⟩𝑀𝐶⟨𝒪
∗
𝑘 ⟩𝑀𝐶 . (2.15)
Plus précisément, dans le cas de l’Ansatz EPS, on trouve grâce à la structure multipli-
cative des coefficients que l’estimateur du gradient de l’énergie selon une variable 𝐶𝜎𝑃𝑃
s’écrit sous la forme
𝜕⟨𝐸⟩𝑀𝐶
𝜕𝐶𝜎𝑃𝑃
= ⟨
1
𝑊(𝜎)
𝜕𝑊(𝜎)
𝜕𝐶𝜎𝑃𝑃
(𝐸(𝜎) − ⟨𝐸⟩𝑀𝐶)⟩
𝑀𝐶
. (2.16)
Le facteur 1𝑊(𝜎)
𝜕𝑊(𝜎)
𝜕𝐶
𝜎𝑃
𝑃
est en réalité assez simple à calculer car il vaut 1
𝐶
𝜎𝑃
𝑃
si la confi-
guration 𝜎𝑃 est réalisée sur la plaquette 𝑃 pour la configuration 𝜎 et 0 sinon.
Et, en posant 𝑘 l’indice associé à la variable 𝐶
𝜎(𝑘)𝑃𝑘
𝑃𝑘
, les coefficients de la matrice 𝑆
s’écrivent
𝑆𝑘𝑘′ = ⟨
1
𝐶
𝜎(𝑘)𝑃𝑘
𝑃𝑘
1
(𝐶
𝜎(𝑘
′)
𝑃𝑘′
𝑃𝑘′
)
∗
𝛿𝜎𝑃𝑘 𝜎
(𝑘)
𝑃𝑘
𝛿
𝜎′𝑃𝑘′
𝜎
′(𝑘′)
𝑃𝑘′
⟩−⟨
1
𝐶
𝜎(𝑘)𝑃𝑘
𝑃𝑘
𝛿𝜎𝑃𝑘 𝜎
(𝑘)
𝑃𝑘
⟩⟨
1
(𝐶
𝜎(𝑘
′)
𝑃𝑘′
𝑃𝑘′
)
∗
𝛿
𝜎′𝑃𝑘′
𝜎
′(𝑘′)
𝑃𝑘′
⟩ .
(2.17)
Évolution en temps réel et imaginaire Tous les algorithmes que nous avons utilisés
pour manipuler notre Ansatz variationnel se basent sur l’équation 2.14. En effet, pour
approximer l’évolution temporelle |𝜓(𝑡)⟩ d’un état quantique paramétré comme EPS
|𝜓0(𝐶0)⟩ d’un système décrit pas le Hamiltonien ℋ, on calcule l’énergie 𝐸 liée à ce
Hamiltonien et son gradient, ainsi que la matrice 𝑆, par échantillonnage Monte Carlo,
comme nous l’avons vu dans la sous-section 2.1.2. Enfin, on fait évoluer les paramètres
𝐶 de l’état de𝐶0 à𝐶1 en linéarisant la formule 2.14 par 𝑑𝑡 ?̇? ≃ 𝐶1 −𝐶0 pour un pas de
temps 𝑑𝑡 suffisamment petit pour que la linéarisation soit une bonne approximation
de la dérivée ; on a alors
44 Chapitre 2 États à plaquettes intriquées
𝐶1 ≃ 𝐶0 − 𝑖 𝑑𝑡 𝑆
−1∇𝐶∗𝐸(𝐶0 ,𝐶0
∗) . (2.18)
Pour étudier non plus l’évolution temporelle, mais pour trouver la meilleure approxi-
mation offerte par l’Ansatz pour l’état fondamental du système, on peut regarder
une évolution en temps imaginaire [37]. En effet, si on considère un système dans
l’état quantique |𝜓0⟩, son évolution temporelle |𝜓(𝑡)⟩ est solution de l’équation de
Schrödinger et s’écrit
|𝜓(𝑡)⟩ = 𝑒−𝑖𝑡ℋ |𝜓0⟩ . (2.19)
Si l’on effectue une rotation de Wick, ie si l’on considère un temps imaginaire 𝜏 = 𝑖𝑡 et
que l’on décompose |𝜓0⟩ dans la base des vecteurs propres |𝐸⟩ deℋ, alors on a
|𝜓(𝜏)⟩ = ∑
𝐸
𝑒−𝜏𝐸⟨𝐸|𝜓0⟩ |𝐸⟩ . (2.20)
Dans le cas d’un système dont le fondamental |𝐸0⟩ d’énergie 𝐸0 n’est pas dégénéré (ou
dans lequel l’état initial |𝜓0⟩ n’a un recouvrement fini qu’avec un des états dégénérés),
on peut réécrire l’état quantique sous la forme
|𝜓(𝜏)⟩ = 𝑒−𝜏𝐸0(⟨𝐸0|𝜓0⟩ |𝐸0⟩ + ∑
𝐸>𝐸0
𝑒−𝜏(𝐸−𝐸0)⟨𝐸|𝜓0⟩ |𝐸⟩) . (2.21)
Ainsi, puisque𝐸−𝐸0 > 0, tous les termes différents de |𝐸0⟩ disparaissent exponentielle-
ment au cours de l’évolution temporelle et, à un facteur de normalisation 𝑒−𝜏𝐸0⟨𝐸0|𝜓0⟩
près, l’état |𝜓(𝜏)⟩ évolue vers l’état fondamental du système. Il est donc possible d’utili-
ser l’algorithme d’évolution temporelle que nous avons construit précédemment pour
rechercher l’état fondamental d’un système en considérant non plus un temps réel 𝑡
mais imaginaire 𝜏 en utilisant la formule suivante de passage d’un état à un autre
𝐶𝑛𝑒𝑤 ≃ 𝐶𝑜𝑙𝑑 − 𝑑𝜏 𝑆
−1∇𝐶∗𝐸(𝐶𝑜𝑙𝑑,𝐶
∗
𝑜𝑙𝑑) . (2.22)
Dans le cas de la recherche de l’état fondamental, on remarquera que l’algorithme que
nous avons construit jusqu’àmaintenant se ramène à uneméthode du gradient standard
dans le cas où la matrice 𝑆 est l’identité ; cependant, dans notre cas, la structure de la
matrice 𝑆 est souvent plus complexe. Il est intéressant de noter que la matrice 𝑆 que
nous avons utilisée est exactement la même que celle utilisée par les algorithmes de
reconfiguration stochastique [20] [37].
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Plus généralement, un point stationnaire est défini par la relation ∇𝐶𝐸 = 0. Ainsi
en utilisant la formule 2.22, et tant que l’on utilise une matrice 𝑆 définie et positive,
l’algorithme avancera dans la direction du gradient et ne pourra converger que vers un
point stationnaire de la fonction énergie. Le choix de la matrice 𝑆 que nous avons fait
suite au raisonnement par évolution en temps imaginaire n’est pas le seul permettant
de trouver l’état fondamental, mais de par sa méthode de construction, c’est un choix
efficace.
Cependant, il peut être nécessaire de modifier la forme de la matrice 𝑆 par rapport à
la prescription du TDVP. En effet, pour des raisons d’erreurs statistiques sur le calcul
Monte Carlo ou de redondance de certaines variables de l’Ansatz dans l’état quantique
choisi au départ, la matrice 𝑆 calculée par l’algorithme peut s’avérer non-inversible.
Dans le cas de l’étude de l’évolution temporelle d’un état suite à un quench, nous
avons utilisé la pseudo-inverse de Moore-Penrose pour pallier cette éventualité. Dans
le cas de la minimisation de l’énergie, nous avons préféré exploiter la robustesse
de l’algorithme face au choix de la matrice 𝑆 pour contourner cette éventualité en
déformant la matrice 𝑆. Nous avons suivi la stratégie utilisée par G.Carleo et M.Troyer
[20] en ajoutant un terme diagonal à la matrice suivant 𝑆𝑘𝑘′ → 𝑆𝑘𝑘′ +𝛿𝑘𝑘′𝜆𝜏 où 𝜆𝜏 est
une suite indépendante de 𝑘 et 𝑘′ qui décroit vers 0 avec le temps imaginaire 𝜏. Ainsi,
puisque les termes diagonaux 𝑆𝑘𝑘 = ⟨|𝒪𝑘|
2⟩ − |⟨𝒪𝑘⟩|
2 ⩾ 0 sont positifs par définition,
la matrice 𝑆modifiée est rendue définie positive tant que l’erreur sur son calcul reste
plus petite que le coefficient 𝜆𝜏.
Complexification des coefficients Pour finir cette description technique de l’ap-
proche variationnelle, j’aimerais revenir sur une difficulté que nous avons rencontrée
pendant ma thèse et qui nous a forcé à considérer des variables complexes et non
seulement réelles, même quand on cherche à approximer des états qui ne devraient
avoir que des coefficients réels sur la base des configurations |𝜎⟩.
En effet, si l’on revient à l’expression de l’estimateur du gradient de l’énergie par
rapport à une variable 𝐶𝜎𝑃𝑃 , équation 2.16, on remarque que pour une faible valeur
de la variable 𝐶𝜎𝑃𝑃 , l’estimateur du gradient le long de cette variable augmente forte-
ment. À l’inverse, plus une quantité 𝐶𝜎𝑃𝑃 est faible, plus la probabilité d’acceptation
(formule 2.3) d’une configuration réalisant𝜎𝑃 sur la plaquette 𝑃 diminue et moins ces
configurations apparaissent dans l’échantillonnage Monte Carlo.
Par conséquent, estimer le gradient de 𝐸 par rapport à un coefficient 𝐶𝜎𝑃𝑃 qui devient
très petit requiert une statistique très importante, puisqu’il s’agit d’échantillonner
proprement les événements rares d’apparition de 𝜎𝑃. Avec une statistique insuffisante,
on trouve typiquement une dérivée très sous-estimée par rapport à sa vraie valeur
ou encore une valeur bien surestimée si la configuration 𝜎𝑃 se produit, pour laquelle
l’hypothèse de linéarisation de la dérivée temporelle utilisée dans la formule 2.22 n’est
plus valable.
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Or dans le cas de variables réelles, ce cas de figure arrive lorsque l’on travaille avec
des Hamiltoniens tels que la structure du signe de l’état fondamental n’est pas connue
a priori. Cela implique que les signes imposés aux coefficients au début de la minimi-
sation pourraient devoir changer, puisqu’ils sont potentiellement incompatibles avec
ceux de l’état fondamental que l’on cherche qui nous sont inconnus. Pour ce faire, un
ou plusieurs coefficients 𝐶𝜎𝑃𝑃 doivent passer par zéro et risquent de passer par une
faible valeur absolue.
Ainsi, il nous a été nécessaire de considérer des variables complexes, même dans le cas
où l’état fondamental attendu pouvait être décrit par des variables réelles : en effet, la
variable peut alors contourner 0 dans le plan complexe sans passer par des valeurs de
faible module.
2.2 Application à l’état fondamental de la chaîne XX
Nous allons maintenant voir une première application des Ansätze que nous avons
construits dans la section précédente, la recherche de l’état fondamental de la chaîne
XX. Comme nous l’avons vu dans la section 1.2.1, la structure du signe des coefficients
de l’état fondamental de la chaîne XX est simple, tous les signes sont positifs, d’après le
théorème d’absence de nœuds de Feynman. On commence donc par prendre un état de
départ dont tous les coefficients sont positifs et on lui applique l’algorithme d’évolution
en temps imaginaire. Dans un premier temps, nous allons présenter le modèle XX en le
résolvant exactement par unmapping sur un système de fermions libres, en mettant en
avant la criticalité de ce système présentant des corrélations et de l’intrication à longue
portée . Nous présenterons ensuite le fonctionnement de l’algorithme de minimisation
dans ce cas particulier et présenterons les résultats permettant de reproduire les
propriétés de corrélation et d’intrication avec une excellente précision.
2.2.1 Résolution exacte
Nous considérons donc une chaîne de spins 12 aux conditions périodiques au bord
suivant le Hamiltonien
ℋ = −𝐽∑
𝑖
(𝑆𝑥𝑖+1𝑆
𝑥
𝑖 + 𝑆
𝑦
𝑖+1𝑆
𝑦
𝑖 ) . (2.23)
Comme on en a discuté dans la sous-section 1.2.1, en introduisant les opérateurs
𝑆+𝑖 =
1
2(𝑆
𝑥
𝑖 + 𝑖𝑆
𝑦
𝑖 ) et 𝑆
−
𝑖 =
1
2(𝑆
𝑥
𝑖 − 𝑖𝑆
𝑦
𝑖 ), ce Hamiltonien de spins
1
2 se mappe sur un
modèle de bosons à cœur dur par la transformation 𝑆+𝑖 → ̃𝑏
†
𝑖 , 𝑆
−
𝑖 → ̃𝑏𝑖 et 𝑆
𝑧
𝑖 → ̃𝑏
†
𝑖
̃𝑏𝑖−
1
2 .
On se ramène alors à l’étude du Hamiltonien
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ℋ = −
𝐽
2
∑
𝑖
( ̃𝑏†𝑖 ̃𝑏𝑖+1 + ℎ𝑐) . (2.24)
Dans cemapping, il a correspondance entre le nombre de bosons à cœur dur dans le
système de bosons et le nombre de spins ↑ dans le système de spins.
On peut ensuite mapper ce système de bosons à cœur dur sur un système de fermions
par la transformation de Jordan-Wigner
𝑎𝑖 = (𝑒
𝑖𝜋 ∑
𝑗<𝑖
?̃?†𝑗 ?̃?𝑗
) ̃𝑏𝑖 et 𝑎
†
𝑖 = ̃𝑏
†
𝑖 (𝑒
−𝑖𝜋 ∑
𝑗<𝑖
?̃?†𝑗 ?̃?𝑗
) (2.25)
où 𝑎𝑖,𝑎
†
𝑖 sont des opérateurs fermioniques avec {𝑎𝑖, 𝑎
†
𝑖 } = 𝛿𝑖𝑗, {𝑎𝑖, 𝑎𝑗} = {𝑎
†
𝑖 , 𝑎
†
𝑗 } = 0.
On a alors 𝑎†𝑖 𝑎𝑖 = ̃𝑏
†
𝑖
̃𝑏𝑖, on a donc correspondance entre le nombre de fermions et
le nombre de bosons et donc aussi le nombre de spins ↑. On se ramène donc à un
Hamiltonien
ℋ = −
𝐽
2
∑
𝑖
(𝑏†𝑖 𝑏𝑖+1 + ℎ𝑐)
= −
𝐽
2
𝑁−1
∑
𝑖=1
(𝑎†𝑖 𝑎𝑖+1 + ℎ𝑐) +
𝐽
2
(𝑎†1𝑎𝑁 + 𝑎
†
𝑁𝑎1) 𝑒
𝑖𝜋(
𝑁
∑
𝑖=1
𝑎†𝑖𝑎𝑖−1)
= −
𝐽
2
𝑁−1
∑
𝑖=1
(𝑎†𝑖 𝑎𝑖+1 + ℎ𝑐) +
𝐽
2
(𝑎†1𝑎𝑁 + 𝑎
†
𝑁𝑎1) (−1)
(𝑁↑−1) (2.26)
où𝑁↑ est le nombre de spin ↑ dans le système. Dans le cas général,𝑁↑ est un opérateur,
mais dans le cas de la chaîne XX, l’aimantation totale commute avec le Hamiltonien ;
on peut donc pour un état propre du Hamiltonien, définir l’aimantation totale de
l’état quantique. En l’occurrence, on a considéré une aimantation totale nulle, ainsi
𝑁↑ = 𝑁↓ =
𝑁
2 .
On a donc mappé le modèle XX de spins 12 sur un modèle de
𝑁
2 fermions libres à condi-
tions périodiques au bord si 𝑁2 est pair, antipériodique si
𝑁
2 est impair. On a par la suite
calculé grâce à cemapping les valeurs des observables physiques de l’état fondamental
comme les fonctions de corrélation (voir annexe B) ou l’entropie d’intrication (voir
annexe C) de façon exacte pour pouvoir ensuite les comparer avec les résultats trouvés
parmi notre Ansatz.
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Ce calcul permet de retrouver des résultats connus sur ce système de fermions libres.
L’état fondamental possède des corrélations décroissant algébriquement avec la dis-
tance entre les sites [95].
⟨𝑆𝑧𝑖 𝑆
𝑧
𝑗 ⟩ ∼
1
|𝑖 − 𝑗|2
et ⟨𝑆𝑥𝑖 𝑆
𝑥
𝑗 ⟩ ∼
1
|𝑖 − 𝑗|
1
2
(2.27)
Ces corrélations s’étendent donc à longue portée, ce qui rend l’état fondamental
difficile à décrire avec un Ansatz qui ne décrit pas proprement les corrélations entre
sites à distance arbitraire.
De plus, comme on en a discuté dans la sous-section 1.1.3, l’entropie d’intrication de
Renyi d’ordre 2 d’un segment linéaire de taille ℓ augmente avec la taille comme
𝑅2(ℓ) =
𝑐
4
log ℓ + … (2.28)
avec 𝑐 = 1.
La structure d’intrication est donc plus complexe qu’une loi d’aire.
Une dernière propriété importante de l’état fondamental de la chaîne XX en lien avec
l’approche variationnelle que nous avons développé est qu’il peut s’exprimer sous la
forme d’un état 2LR-EPS à coefficients réels. En effet, les coefficients de la fonction
d’onde exacte de l’état fondamental fermionique sont donnés par le déterminant de
Slater et peuvent s’exprimer comme le déterminant d’une matrice de Vandermonde
[93] sous la forme
𝑊𝜎 = 𝒩∏
𝑖<𝑗
sin [
𝜋
𝑁
(𝑗 − 𝑖)]
(2𝜎𝑖+1)(2𝜎𝑗+1)
4
(2.29)
où𝒩 est un facteur de normalisation. On reconnaît alors la forme d’un état 2LR-EPS
(voir équation 2.2). Plus généralement, les états 2LR-EPS comprennent une large
famille d’états tels que les états fondamentaux exacts de systèmes à une dimension de
bosons ou fermions en présence d’un potentiel d’interaction en 1
𝑟2
[94], ou encore les
fonctions d’onde de Laughlin [23].
Finalement ce modèle de chaîne XX présente l’intérêt d’être à la fois résoluble exacte-
ment dont l’état fondamental est inclus dans l’Ansatz 2LR-EPS, tout en présentant des
difficultés intrinsèques pour l’étude variationnelle, ce qui en fait un bon modèle pour
tester l’efficacité de l’algorithme de minimisation sur notre Ansatz.
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2.2.2 Fonctionnement de l’algorithme d’optimisation variationnelle
Dans cette partie, nous allons nous intéresser au fonctionnement de l’algorithme,
discuter les différents paramètres de l’algorithme et leur impact sur la convergence.
Constantes régulant la convergence L’algorithme d’optimisation commence à par-
tir d’un état quantique choisi aléatoirement parmi l’Ansatz. Il calcule ensuite l’énergie
et le gradient de l’énergie par un échantillonnage (que l’on appelle aussi boucle)Monte
Carlo. Et enfin, il calcule les nouvelles variables à partir de l’équation 2.22. On dit
alors que l’algorithme d’optimisation a effectué une itération. Puis, il réitère la procé-
dure. Il y a donc un certain nombre de constantes qui vont réguler la convergence de
l’algorithme et définir ce que signifie que chaque boucle Monte Carlo et l’algorithme
d’optimisation dans son ensemble aient convergé. Dans tous les cas, la procédure
pour fixer la valeur de ces constantes est la même pour chacunes des constantes :
elle consiste, dès que l’on s’intéresse à un nouveau système physique, à trouver les
valeurs permettant à l’algorithme d’optimisation de converger rapidement vers un
état quantique étant la meilleure approximation possible au sein de l’Ansatz de l’état
recherché.
Notre but étant de trouver lameilleure approximation de l’état fondamental du système
par notre Ansatz, ie le minimum global de 𝐸(𝐶), une condition nécessaire est que cet
état optimisé annule le gradient de l’énergie. On considère ainsi, bien que ce ne soit pas
suffisant, que l’algorithme a trouvé la meilleure approximation de l’état fondamental
lorsque la norme du gradient de l’énergie s’annule. Cependant dans le cas de notre
algorithme, la notion d’annulation est plus complexe que dans le cas d’un algorithme
de calcul exact. En effet, le gradient de l’énergie par rapport à chaque variable est
calculé par un échantillonnage Monte Carlo, il y a donc une erreur associée au calcul
de cette quantité (voir annexe A). Ainsi, lorsque la norme du gradient vaut zéro entre
deux déviations standards, on considère que l’algorithme a convergé et on regarde les
propriétés de l’état quantique qu’il nous renvoie.
Cependant, ce critère d’arrêt est souvent long à atteindre et les grandeurs physiques
qui nous intéressent telles l’énergie, voir figure 2.3, ou les corrélations, voir figure
2.9, semblent avoir convergées avant que ce critère ne soit parfaitement atteint. Nous
avons donc utilisé, dans ce chapitre, un autre critère de convergence pour garder un
temps de convergence raisonnable même pour de grands systèmes : fixer un nombre
d’itérations maximal 𝑡𝑚𝑎𝑥 que l’algorithme d’optimisation ne peut dépasser, dans le
cas de ce chapitre, cette quantité est de 500, quitte à poursuivre l’algorithme dans le
cas où l’énergie n’a pas convergé dans la barre d’erreur.
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Fig. 2.3 Convergence de l’énergie en fonction du nombre de pas dans l’algorithme d’optimisation
pour différents Ansätze A-EPS en vue d’approximer l’état fondamental d’une chaîne de taille𝑁 = 62
soumise à un Hamiltonien XX. On a représenté l’erreur à deux déviations standard.
Plus le nombre d’itérationsmaximales 𝑡𝑚𝑎𝑥 est faible, plus l’algorithme risque de s’arrê-
ter avant d’avoir convergé et à l’inverse plus cette quantité est élevée plus l’algorithme
mettra de temps à converger.
Une autre constante régulant la convergence de l’algorithme d’optimisation est le
pas de temps de l’algorithme : 𝑑𝜏 qui apparaît dans la formule 2.22. Cette constante
contrôle la vitesse de convergence : si les paramètres variationnels sont éloignés de
l’optimum, augmenter la taille du pas de temps va accélérer la convergence, cependant,
si l’on est proche de l’optimum et que cette constante est trop grande, l’algorithme
risque d’osciller autour de l’optimum en peinant à le trouver, voire en s’en éloignant.
En effet, l’hypothèse de linéarisation utilisée dans la formule 2.22 suppose un pas
de temps suffisamment faible pour être vérifiée et de plus, un pas trop grand rend
l’algorithme plus sensible aux erreurs de calcul du gradient, à plus forte raison si les
quantités à calculer sont faibles, ce qui est le cas du gradient lorsque l’on approche de
la convergence. Nous avons opté pour un pas constant dans nos algorithmes d’opti-
misation. L’ordre de grandeur que nous avons choisi dépend beaucoup des variables
considérées et des systèmes étudiés, mais en général, il est de l’ordre de 10−2.
Un point important à noter est que dans le cas de l’évolution en temps imaginaire, la
norme de la matrice 𝑆 évolue à chaque itération, contrairement à un algorithme du
gradient classique, le terme 𝑆−1 permet d’optimiser la grandeur du pas dans chacune
des directions du gradient. En effet l’évolution des incréments n’est pas la même pour
toutes les composantes du gradient ; c’est un gros point fort de cette méthode par
rapport à uneméthode du gradient classique que d’optimiser la vitesse de convergence
par l’intermédiaire de la matrice 𝑆 de façon efficace sans avoir à fixer une décroissance
arbitraire, mais autorisant au contraire une évolution plus complexe du pas temporel.
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Comme nous en avons discuté précédemment dans la section 2.1.3, la matrice 𝑆 n’est
pas seulement issue du calcul variationnel, mais dépend aussi d’une constante 𝜆. Cette
constante permet de s’assurer que la matrice 𝑆 est bien définie positive dans le cas
de l’algorithme d’évolution en temps imaginaire et seulement dans ce cas ; en effet,
l’utiliser dans le cas de l’évolution en temps réel fausserait le calcul de l’évolution
temporelle de l’état quantique. Il est donc nécessaire que ce paramètre 𝜆 soit plus
grand que l’erreur sur les valeurs propres de 𝑆, cependant, s’il est trop élevé, il prend
le pas sur la matrice 𝑆 et l’on se retrouve avec un algorithme du type méthode du
gradient classique. Dans notre cas, nous avons repris la méthode de Carleo et Troyer
[20] d’un paramètre 𝜆 = 𝑚𝑎𝑥(𝜆𝑛, 𝜆𝑚𝑖𝑛), où 𝜆𝑛 décroît en loi de puissance avec le
nombre d’itération et 𝜆𝑚𝑖𝑛 une valeur minimale en-dessous de laquelle le paramètre
ne peut pas descendre, en pratique, nous avons généralement pris 𝜆𝑚𝑖𝑛 = 10
−4.
Invariance par translation Un test physique de convergence de l’algorithme cor-
respond à vérifier que l’état variationnel trouvé possède les mêmes symétries que le
Hamiltonien. On peut en effet démontrer que de telles symétries sont bien une pro-
priété de l’optimum variationnel, ie le minimum absolu de 𝐸(𝐶). En particulier, l’état
fondamental de la chaîne XX doit être invariant par translation : si l’état quantique
trouvé par l’algorithme ne vérifie pas cette propriété, cela serait une preuve que l’état
trouvé par la minimisation variationnelle n’est pas un minimum absolu mais local,
puisqu’un état non homogène aurait une énergie plus élevée qu’un état homogène.
C’est ainsi un critère pour considérer la qualité de notre algorithme d’optimisation et
de savoir si l’Ansatz possède des minima locaux ne vérifiant pas les propriétés de l’état
fondamental de la chaîne XX.
La figure 2.4 montre la moyenne des variables 𝐶𝜎𝑃𝑃 , pour une même configuration
𝜎𝑃, sur toutes les plaquettes 𝑃, on observe que l’écart type entre les variables d’une
même sous-configuration est de l’ordre de 10−3 les barres d’erreur sont ainsi à peine
visibles sur le graphe. Cette propriété d’invariance est donc vérifiée numériquement.
Ce constat est d’autant plus intéressant qu’il peut permettre de raffiner le résultat
obtenu précédemment. En effet, on peut à partir d’une certaine étape dans l’algo-
rithme d’optimisation forcer l’Ansatz à posséder cette invariance par translation, en
considèrant l’Ansatz suivant
𝑊(𝜎) =∏
𝑃
𝐶𝜎𝑃 (2.30)
avec 𝐶𝜎𝑃 indépendant de 𝑃.
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Fig. 2.4 Histogrammes des variables 𝐶𝜎𝑃𝑃 obtenu en approximant l’état fondamental d’une chaîne
XX de taille 𝑁 = 30 au sein de l’Ansatz 5A-EPS, chaque colonne représente la valeur moyenne
𝐶𝜎𝑃 obtenue en moyennant 𝐶𝜎𝑃𝑃 pour une même configuration 𝜎𝑃 sur toutes les plaquettes 𝑃. On
a représenté sur le graphe les barres d’erreur à deux écarts type. Si l’on flip tous les spins d’une
configuration 𝜎𝑃 on trouve alors la configuration symétrique sur l’axe des abscisses par rapport à la
ligne pointillée (rouge).
Lors de cette procédure, on symétrise les coefficients en prenant pour valeur initiale
des coefficients 𝐶𝜎𝑃 la moyenne des coefficients 𝐶𝜎𝑃𝑃 sur toutes les plaquettes pour
chaque configuration 𝜎𝑃, et on continue ensuite l’optimisation par rapport aux seules
variables 𝐶𝜎𝑃.
On obtient alors la figure 2.5, on voit que modifier l’Ansatz en prenant en compte les
propriétés physiques du système nous permet d’obtenir une énergie plus proche de
celle du fondamental dans le cas 5A-EPS par exemple.
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Fig. 2.5 Évolution de l’énergie suite à la symétrisation des variables de l’Ansatz. Les itérations
comptées négativement sont les dernières itérations de l’algorithme sans symétries, on représente
la symétrisation des coefficients par une ligne pointillée verticale.
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2.2.3 Comparaison avec le résultat exact
Nous allons comparer dans cette sous-section les résultats obtenus par les différentes
approches variationnelles que nous avons utilisées avec le résultat exact que nous
avons présenté dans la sous-section 2.2.1
Énergie Il est important de noter que cette quantité est centrale pour évaluer la
qualité de l’Ansatz à reproduire l’état fondamental. Plus l’énergie de l’état quantique
obtenu au sein de l’Ansatz est faible, plus on considère que cet état quantique est
’proche’ de l’état fondamental du Hamiltonien.
En ce sens, d’après la figure 2.6, on voit que pour les Ansätze A-EPS, plus la taille de
la plaquette est grande, plus l’énergie de l’état quantique final trouvé est proche de
l’énergie du fondamental. De plus l’algorithme 2LR-EPS fournit une énergie bien plus
basse que celle obtenue par l’algorithme 5A-EPS.
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Fig. 2.6 Énergie par site de l’état fondamental d’une chaîne de taille 𝑁 = 62 soumise à un
Hamiltonien XX obtenu par optimisation d’Ansätze EPS.
Aimantation Pour discuter plus précisément de la qualité de l’état quantique obtenu
au sein des Ansätze considérés, on peut regarder l’aimantation des états quantiques
obtenus.
Si l’aimantation totale le long de 𝑧 est bien constante égale à zéro, l’état fondamental
possède une contrainte plus forte sur l’aimantation le long de 𝑧, en effet, l’aimantation
moyenne locale en chaque site devrait être exactement nulle. Cette propriété n’est pas
assurée par construction de l’algorithme, ou en tous les cas, tant que l’on ne symétrise
pas les coefficients. Elle dériverait en effet de la condition |𝐶𝜎𝑃𝑃 | = |𝐶
−𝜎𝑃
𝑃 | de symétrie
du modèle des coefficients sous spin flip. Bien que cette symétrie ne soit pas imposée
dans l’Ansatz, elle émerge naturellement au cours de l’optimisation, comme montré
par la figure 2.4, où des configurations conjuguées par spin flip correspondent à deux
barres symétriques par rapport au centre de l’histogramme. En pratique, l’absence
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d’aimantation locale est correctement reproduite par nos algorithmes comme on
pouvait s’y attendre puisque l’invariance par translation dans les coefficients impose
l’annulation de l’aimantation sur chaque plaquette pour que l’aimantation totale soit
nulle.
Les aimantations locales le long de 𝑥 et 𝑦 sont nulles exactement dans les Ansätze EPS,
par construction. En effet, l’estimateur de ces aimantations est
∑
𝜎′
𝑊(𝜎 ′)
𝑊(𝜎)
⟨𝜎 ′ |𝑆𝑥(𝑦)𝑖 |𝜎⟩ . (2.31)
Pour un échantillonage restreint aux aimantations totales nulles suivant 𝑧, les éléments
de matrice ⟨𝜎′|𝑆𝑥(𝑦)|𝜎⟩ sont tous nuls.
Corrélations Un aspect fondamental des états LR-EPS est leur habilité à représenter
des corrélations à portée arbitraire. Ils sont donc spécifiquement adaptés au problème
de la chaîne XX avec des corrélations critiques comme dans l’équation 2.27. Nous
allons voir par contre que la longueur finie des plaquettes dans l’Ansatz A-EPS offre
une limitation importante dans la reproduction des corrélations à longue portée.
Plus précisément, nous allons nous intéresser dans ce paragraphe à la quantité ⟨𝑆+𝑗 𝑆
−
𝑖 +
ℎ𝑐⟩ que nous comparerons aux résultats obtenus par la diagonalisation exacte du
Hamiltonien d’une chaîne de fermions , voir annexe B.
L’estimateur de cette quantité est la somme sur toutes les configurations 𝜎 ′ de la
quantité
𝑊(𝜎 ′)
𝑊(𝜎)
⟨𝜎 ′ | (𝑆+𝑗 𝑆
−
𝑖 + ℎ𝑐) |𝜎⟩ =
⎧{
⎨{⎩
𝑊(𝜎′)
𝑊(𝜎) si 𝜎𝑖 ≠ 𝜎𝑗
0 sinon
(2.32)
Comme on peut le voir sur la figure 2.7, pour une distance courte entre les sites, on
remarque que l’on reproduit bien, avec les Ansätze A-EPS, les corrélations entre les
sites. Ce qui est cohérent avec le fait que l’on reproduit correctement l’énergie de
l’état fondamental. Cependant après une distance de l’ordre de la taille des plaquettes
utilisées dans l’Ansatz, les corrélations semblent saturer manifestant l’existence d’une
longueur caractéristique de l’ordre de𝑚.
Une stratégie possible pour contourner ce problème est alors celle d’une augmentation
systématique de la taille des plaquettes à sites adjacents. Une telle stratégie a permis
l’obtention de très bons résultats dans le cas de systèmes 2𝑑 [68][67][65][66] ; mais
de manière générale, elle a le désavantage d’imposer un coût exponentiel𝑂(2𝑚) au
calcul, ce qui limite en pratique la taille des plaquettes à un∼ 𝑂(10).
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Fig. 2.7 Fonctions de corrélation spin-spin des approximations de l’état fondamental d’une chaîne
de taille 𝑁 = 62 soumise à un Hamiltonien XX, obtenus par optimisation d’Ansätze A-EPS.
Une stratégie alternative se propose alors naturellement : utiliser l’Ansatz 2LR-EPS, ce
qui permet de s’intéresser directement aux propriétés de corrélation à longue distance.
Comme on peut le voir sur la figure 2.8, l’Ansatz 2LR-EPS réussit à reproduire les
corrélations à longue distance, n’introduisant donc pas de longueur caractéristique
dans les corrélations. La qualité de ces résultats, notamment la capacité du résultat
variationnel à reproduire l’énergie du résultat exact dans la barre d’erreur du calcul
Monte Carlo, avec une erreur relative de l’ordre de 10−9, suggère que l’algorithme de
minimisation est parvenu à retrouver l’état fondamental exact au sein de l’Ansatz.
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Fig. 2.8 Fonctions de corrélation spin-spin des approximations de l’état fondamental d’une chaîne
de taille 𝑁 = 62 soumise à un Hamiltonien XX, obtenus par optimisation d’Ansätze 2LR-EPS (case
du haut). L’erreur relative entre le résultat variationnel et le résultat exact est tracée dans la case du
bas. Les lignes sont des guides pour le regard.
Il est également intéressant de regarder comment les corrélations convergent vers
leur valeur finale en fonction de la distance entre les sites. Sur la figure 2.9, on voit
que plus les sites sont éloignés, plus la convergence de leur corrélation est lente. Il est
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donc nécessaire de prêter une attention particulière à la convergence quand il s’agit
de reproduire des propriétés à longue portée.
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Fig. 2.9 Convergence des corrélations avec le nombre d’itérations de l’algorithme d’optimisation
de l’Ansatz 2LR-EPS pour une chaîne de taille 𝑁 = 30 soumise à un Hamiltonien XX. On moyenne
ici les corrélations sur tous les sites 𝑖 de la chaîne pour une distance 𝑟 que l’on fait varier.
2.2.4 Contenance en information
Comme on a pu en discuter précédemment, une question importante pour comprendre
l’efficacité de l’algorithme est de savoir à quel point il est capable de comprimer
efficacement l’information contenue dans un état quantique. Toute la difficulté est
alors de quantifier la contenance en information de l’Ansatz variationnel, qui mesure
sa capacité à représenter des états variés de l’espace de Hilbert.
Valeurs prises par les coefficients Une première approche que l’on a adoptée est de
regarder les différentes valeurs que prennent les coefficients𝑊𝜎 de l’état fondamental
de la chaîne XX avec les différents Ansätze, et le comparer au résultat exact. En effet,
plus l’Ansatz pourra décrire de valeurs différentes des coefficients, plus d’informations
il pourra contenir. On voit dans le graphe 2.10 que les coefficients de l’état fondamental
calculé exactement pour une chaîne de taille 𝑁 = 10 peuvent prendre 13 valeurs
différentes. Par contre l’Ansatz 2A-EPS ne parvient à en décrire que 5, et on voit qu’en
augmentant la taille des plaquettes, le nombre de coefficients pouvant être décris par
l’Ansatz augmente, jusqu’à reproduire avec les Ansätze 5A-EPS et 2LR-EPS un graphe
de répartition des coefficients de l’état approximant celui de l’état fondamental.
On remarquera que, l’état fondamental exact faisant parti de l’Ansatz 2LR-EPS, les
coefficients𝑊𝜎 devraient être les mêmes dans le cas exact et dans le cas 2LR-EPS, les
différences entre les deux graphes, viennent donc de la capacité de l’algorithme de
minimisation à retrouver l’état fondamental au sein de l’Ansatz.
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Fig. 2.10 Histogrammes des différentes valeurs que prennent les coefficients de l’état fondamental
d’une chaîne XX de taille 𝑁 = 10 obtenu par diagonalisation exacte et par différents Ansätze EPS.
Calcul de l’entropie par algorithme Metropolis Pour aller plus loin dans cette
analyse et comme on l’a vu dans la partie 1.1.2, l’entropie d’intrication est une quantité
centrale pour sonder la quantité d’information contenue dans l’Ansatz. On peut donc
s’intéresser dans un premier temps à l’efficacité de notre algorithme à reproduire
l’entropie d’intrication de l’état fondamental de la chaîne XX.
Le calcul par algorithme Metropolis de l’entropie d’intrication de Rényi d’ordre 2
𝑅2(𝜌ℓ) = − log(Tr𝜌
2
ℓ ) est un peu plus complexe que celui d’autres observables phy-
siques, car on ne peut pas exhiber d’estimateurs comme dans le cas des corrélations
par exemple. Cependant, il est possible d’exprimer la pureté Tr𝜌2ℓ comme la valeur
moyenne d’un opérateur de SWAP sur les configurations du sous-système 𝐴 de taille ℓ
sur deux échantillonnages Monte Carlo [52]. Si l’on note 𝜎𝐴 et 𝜎𝐵 les configurations
des sous-systèmes𝐴 et de son complémentaire 𝐵 dans l’état |𝜎⟩, avec𝜎 = (𝜎𝐴,𝜎𝐵), de
la base de calcul, on a
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Tr𝜌2𝐴 = ⟨𝑆𝑊𝐴𝑃⟩2 = ⟨
𝑊(𝜎′𝐴,𝜎𝐵)𝑊(𝜎𝐴,𝜎
′
𝐵)
𝑊(𝜎𝐴,𝜎𝐵)𝑊(𝜎′𝐴,𝜎
′
𝐵)
⟩
2
(2.33)
où la moyenne statistique sur les deux échatillonnages ⟨… ⟩2 est définie par
⟨… ⟩2 = ∑
𝜎𝐴,𝜎𝐵
∑
𝜎′𝐴,𝜎
′
𝐵
|𝑊(𝜎𝐴,𝜎𝐵)|
2|𝑊(𝜎′𝐴,𝜎
′
𝐵)|
2(… ) . (2.34)
Résultats obtenus avec l’Ansatz EPS Nous avons reproduit les valeurs trouvées à
partir de ces formules dans les graphe 2.11 et 2.12, on y voit alors que plus la taille des
plaquettes est grande, mieux l’entropie d’intrication est décrite. Par contre, l’Ansatz
2LR-EPS décrit l’entropie d’intrication d’un sous-système avec une précision relative
très haute (≲ 10−4 quelle que soit la taille du sous-système).
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Fig. 2.11 Entropie d’intrication d’un sous-sytème de l’état fondamental d’une chaîne de taille
𝑁 = 30 soumise à un Hamiltonien XX. Sur la figure de droite, on a représenté en pointillé l’entropie
d’intrication correspondant à un condensat de Bose 𝑅2(ℓ) ≃
1
2 log(ℓ𝑛0) + 𝐶, où l’on a mesuré la
densité 𝑛0 à partir des résultats de la figure 2.7 et calculé la constante 𝐶 avec la courbe 2A-EPS et
utilisé cette même valeur de la constante 𝐶 pour tracer les courbes pour les autres Ansätze.
Un résultat étonnant est qu’avec les états𝑚A-EPS l’on approche l’entropie d’intrication
par dessus, ce qui pourrait mener à la conclusion que l’Ansatz 2A-EPS contient plus
d’information que le 2LR-EPS. En fait, on remarque, sur la figure 2.7, que les états𝑚A-
EPS, vu comme états de bosons à cœur dur, décrivent un condensat de Bose, puisque
la fonction de corrélation bosonique ⟨ ̃𝑏†𝑖 ̃𝑏𝑗⟩ = ⟨𝑆
+
𝑖 𝑆
−
𝑗 ⟩ tend lorsque la distance |𝑖 − 𝑗|
augmente vers une constante 𝑛0 finie. De plus, on sait que l’entropie de Rényi d’un
condensat de Bose idéal en dimension 𝑑 = 1 irait comme 𝑅2(ℓ) ≃
1
2 log(ℓ𝑛0)+𝐶 [28],
tandis que pour la chaîne XX, on aurait 𝑅2(ℓ) ≃
1
4 log(ℓ). Plus précisément, dans le
cas d’un système aux conditions au bord périodique, l’entropie s’exprime en fait en
fonction de la longueur de la corde 𝑑(ℓ|𝑁) = 𝑁𝜋 sin (
𝜋ℓ
𝑁 ), en fonction de laquelle on a
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tracé la figure 2.11b. Sur cette figure, on a ajusté la constante 𝐶 pour que l’entropie
d’un condensat de Bose puisse reproduire l’entropie d’intrication de l’état 2A-EPS pour
les plus grandes tailles du sous-système. Même si l’accord entre prédiction théorique
et données numériques n’est observée que pour ℓ ≲ 𝑁2 , on observe que, en variant 𝑛0
suivant la valeur asymptotique de la fonction de corrélation montrée en figure 2.7, on
reproduit aussi les comportements à ℓ ≲ 𝑁2 pour les courbes d’entropies des Ansätze
3A-EPS, 4A-EPS et 5A-EPS, sans aucun paramètre ajustable. On conclut donc que la sur-
estimation de l’entropie d’intrication par les Ansätze 𝑛A-EPS vient très probablement
du fait qu’ils décrivent des condensats de Bose ou, de façon équivalente, de l’ordre
magnétique à longue portée dans la description en terme de spins du modèle.
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Fig. 2.12 Entropie d’intrication d’un sous-sytème de l’état fondamental d’une chaîne de taille
𝑁 = 62 soumise à un Hamiltonien XX en fonction de la taille ℓ du sous-système (case du haut).
L’erreur relative entre le résultat de l’Ansatz 2LR-EPS et le résultat exact est tracé dans la case du
bas.
2.3 Entropie d’intrication d’un état LR-EPS aléatoire
Pour poursuivre cette étude sur la capacité de l’Ansatz 2LR-EPS à comprimer l’informa-
tion contenu dans un état quantique, on peut considérer l’entropie d’un état aléatoire
de l’Ansatz. Dans ce but, nous avons généré un grand nombre d’états 2LR-EPS (de
l’ordre d’un millier) avec 2𝑁(𝑁 − 1) coefficients complexes aléatoires, et étudié la
distribution statistique de leur entropie d’intrication. On peut voir en figure 2.13 que
l’entropie moyenne d’un état aléatoire 2LR-EPS ne reproduit pas l’entropie de Page,
sans trop de surprise, un état typique de l’Ansatz contient donc moins d’information
qu’un état typique de l’espace de Hilbert. Ce résultat était inévitable car l’Ansatz 2LR-
EPS est décrit par bien moins de variables qu’un état aléatoire de l’espace de Hilbert.
On peut cependant voir qu’il y a une forte dispersion des états quantiques 2LR-EPS
aléatoires autour de la valeur moyenne de l’entropie et qu’on atteint des entropies
nettement supérieures à leur valeur moyenne.
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Plus précisément, notre Ansatz contient des états maximalement intriqués, comme par
exemple les états ”arc-en-ciel” que nous avons présentés précédemment (figure 1.5).
Si chaque paire de sites diamétralement opposés est mise par exemple dans un état de
type | ↑↓⟩+𝑒𝑖𝜙| ↓↑⟩, ces états forment une infinité non dénombrable d’états ([−𝜋,𝜋]
𝑁
2
pour les 𝑁2 phases 𝜙) mais qui reste faible devant l’infinité d’états de l’Ansatz 2LR-EPS
([−𝜋,𝜋]
𝑁
2 (𝑁−1) rien que pour le choix des variables de phase de chaque plaquette).
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Fig. 2.13 Entropie d’intrication d’un état quantique aléatoire de l’Ansatz 2LR-EPS EPS pour un
système de taille 𝑁. On a tracé l’entropie moyenne en trait plein (rouge) et l’entropie de Page par
des points (blanc). On a représenté le nombre d’états possédant une entropie donnée par un
graphe en fausses couleurs, plus il y a d’état dont l’entropie vaut la valeur indiquée plus la case est
claire, l’échelle des couleurs est la même sur les deux graphes.
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Fig. 2.14 Moyenne et variance de l’entropie d’intrication d’états quantiques aléatoires de l’Ansatz
2LR-EPS pour un système de taille 𝑁 = 20 et 𝑁 = 30.
En effet, comme on peut le voir sur la figure 2.14a, la valeur moyenne de l’entropie
d’intrication d’un état aléatoire de l’Ansatz 2LR-EPS semble évoluer en loi d’aire, ainsi
les états quantiques maximalement intriqués, et plus généralement, les états dont
l’entropie d’intrication évolue en loi de volume, semblent représenter une part assez
faible de l’ensemble des états 2LR-EPS. Il est cependant important de noter que le
fait que l’entropie d’intrication moyenne d’états aléatoire satisfait une loi de volume
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n’est qu’une condition suffisante mais pas nécessaire pour que l’Ansatz soit capable de
reproduire des états quantiques dont l’entropie d’intrication évolue en loi de volume.
De plus, si l’on regarde la variance de l’entropie d’intrication d’un état aléatoire de
l’Ansatz 2LR-EPS, celle ci augmente linéairement avec la taille du système, l’écart type
augmente donc en racine carré, voir figure 2.14b. La distribution des états aléatoires
semble alors atypique, avec unemoyenne constante et un écart type qui augmente avec
la racine carré de la taille du système ; les fluctuations de la distribution de l’entropie
d’intrication des états aléatoire 2LR-EPS finit alors par dominer sur la moyenne qui
devient assez peu efficace pour décrire cette distribution d’états. Il est donc difficile
de conclure à partir de ces graphes de l’efficacité de notre Ansatz à reproduire des
états fortement intriqués, et seule une étude directe des capacités de notre Ansatz à
reproduire des états fortement intriqué permettra de répondre à cette question.
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3Système quantique frustré : cas de
la chaîne 𝐽1 − 𝐽2
Anava𝑡
̇
𝑡
̇
hitacittassa saddhamma𝑚
̇
avijānato
paripalavapasādassa paññā na paripūrati.
— Bouddha
Celui dont la pensée n’a pas de fixité, qui ignore la vraie Loi,
dont la sérénité est troublée, celui-là n’arrive pas à la
plénitude de la science.
Nous allons, dans ce chapitre, soumettre notre Ansatz variationnel à un test plus
complexe en le confrontant à un système frustré magnétiquement ; cette propriété
rend l’étude numérique ardue car elle la confronte au problème de reproduction d’une
structure de signe non triviale. Nous commencerons par établir le diagramme de
phase du système que nous allons étudier : la chaîne 𝐽1 − 𝐽2 antiferromagnétique
frustrée, notamment en présentant sa transition de phase quantique entre un régime
sans gap et une phase gappée avec dimérisation spontanée. Nous comparerons les
résultats obtenus avec nos Ansätze sur des systèmes de taille intermédiaire dans le
cas sans frustration (où l’on retrouve avec une excellente précision les résultats du
QMC) et sur des systèmes de plus petites tailles avec frustration pour les comparer
avec la diagonalisation exacte. Nous verrons enfin que l’Ansatz 2LR-EPS fait ressortir
la physique du diagramme de phase sur des systèmes de grande taille (𝑁 = 80).
La majeure partie des résultats que nous allons présenter font l’objet d’un article
actuellement sur arxiv [96].
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3.1 Chaîne 𝐽1 − 𝐽2
Dans ce chapitre, nous allons confronter notre approche à un test important, en l’utili-
sant pour approximer l’état fondamental de la chaîne antiferromagnétique frustrée
𝐽1 − 𝐽2 de Hamiltonien
ℋ𝐽1−𝐽2 = 𝐽1∑
𝑖
𝑆𝑖 ⋅ 𝑆𝑖+1 + 𝐽2∑
𝑖
𝑆𝑖 ⋅ 𝑆𝑖+2 (3.1)
où les constantes 𝐽1 et 𝐽2 sont positives. Le terme en 𝐽1 tend à antialigner les plus
proches voisins alors que le terme en 𝐽2 tend à antialigner les seconds plus proches
voisins, ces deux phénomènes opposés induisent de la frustration dans le système que
l’on quantifie par le coefficient 𝛼 = 𝐽2𝐽1
. La chaîne 𝐽1−𝐽2 peut aussi être vue comme une
échelle en zig-zag triangulaire, les couplages 𝐽1 représentant les barreaux de l’échelle
et les couplages 𝐽2 représentant les montants, voir figure 3.1.
𝐽1
𝐽2
Fig. 3.1 Schéma de la chaîne 𝐽1 − 𝐽2
3.1.1 Cas classique 𝑆 = ∞
𝜃𝑐𝑙
𝛼 = 𝐽2𝐽1
État spiralé
𝛼𝑐𝑙 =
1
4
État de Néel
Fig. 3.2 Diagramme de phase de la chaîne 𝐽1 − 𝐽2 dans la limite classique
Dans la limite classique 𝑆 = ∞, la chaîne 𝐽1 − 𝐽2 présente une transition entre deux
phases différentes au point 𝛼𝑐𝑙 =
1
4 . Pour 𝛼 < 𝛼𝑐𝑙, l’état fondamental est l’état de Néel
de type ↑↓↑↓↑↓ … . Pour 𝛼 > 𝛼𝑐𝑙, la frustration introduit un angle de torsion 𝜃𝑐𝑙 entre
deux spins successifs de l’état fondamental.
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L’énergie par spin d’un état spiralé pour lequel l’angle entre deux spins successifs est
de 𝜋 − 𝜃 vaut
𝐸𝜃 = 𝐽1(𝛼 cos(2𝜃) − 𝑐𝑜𝑠𝜃) (3.2)
Ainsi, pour 𝛼 < 𝛼𝑐𝑙, cette énergie ne présente qu’un minimum 𝜃 = 0 qui correspond à
l’état de Néel. Alors que pour 𝛼 > 𝛼𝑐𝑙, l’énergie de cet état est maximal pour 𝜃 = 0 et
minimal pour l’angle 𝜃𝑐𝑙 = arccos ( −
𝛼𝑐𝑙
𝛼 ) [45].
3.1.2 Diagramme de phases quantique 𝑆 = 12
𝛼 = 𝐽2𝐽1
Phase
non gappée
Phase gappée
0
Chaîne de
Heisenberg
1≈ 0.241167
Point
critique
0.5
Point de
Majumdar-Gosh
Fig. 3.3 Diagramme de phase de la chaîne 𝐽1 − 𝐽2
Phase non gappée Dans le cas 𝐽2 = 0, on retrouve le cas de la chaîne de Heisenberg
antiferromagnétique que nous avons discuté dans la section 1.2.1. L’état fondamental
de ce système est alors un état sans gap dont les propriétés à longue distance sont
décrites par une théorie de liquide de Luttinger, avec des corrélations à deux sites
qui décroissent algébriquement en fonction de la distance 𝑟 [63]. Plus précisément,
par un mapping du système de spins sur une chaîne de bosons à cœur dur, on trouve,
selon la théorie des liquides de Luttinger [21], que les corrélations diminuent à grande
distance selon
⟨𝑆†𝑖 𝑆
−
𝑖+𝑟⟩ ∼ 𝑟
− 12𝐾 et ⟨𝑆𝑧𝑖 𝑆
𝑧
𝑖+𝑟⟩ ∼ 𝑟
−2𝐾 (3.3)
où 𝐾 est l’exposant de Luttinger.
Dans le cas de la chaîne 𝐽1−𝐽2, le système présente une symétrie 𝑆𝑈(2), ce qui impose à
l’exposant de Luttinger la valeur 𝐾 = 12 pour que toutes les corrélations décroissent de
la même manière (ie en 𝑟−1). Dans le cas d’un système de taille finie𝑁 avec conditions
au bord périodiques, la décroissance algébrique des fonctions de corrélation s’exprime
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en fait en fonction de la longueur de la corde 𝑑(𝑟|𝑁) = 𝑁𝜋 sin (
𝜋𝑟
𝑁 ), que nous utiliserons
donc pour représenter nos résultats numériques dans la suite.
Ce comportement persiste jusqu’à ce que la frustration 𝛼 atteigne le point critique
𝛼𝐶 ≈ 0.241167.[32] Lorsque la frustration atteint cette valeur, le système montre une
transition de phase décrite par le modèle de Wess-Zumino-Witten (WZW) [2] vers un
cristal de liens de valence (valence bond crystal - VBC) avec ouverture d’un gap dans
le spectre et dimérisation spontanée.
Phase gappée À partir de cette transition, le système présente une longueur de
correlation 𝜉 finie, le gap dans le spectre du système évolue en 𝛥 ∝ 𝜉−1 et la longueur
de corrélation diverge exponentiellement vers le point critique selon
𝜉 ∼ 𝑒
𝐴
𝛼−𝛼𝐶 (3.4)
où 𝐴 est une constante. Cette divergence exponentielle de la longueur de corrélation
introduit des effets de taille finie significatifs dans la limite 𝛼 → 𝛼+𝐶. [102]
La longueur de corrélation présente unminimum au point deMajumdar-Ghosh 𝛼𝑀𝐺 =
0.5 [61]. L’état fondamental en ce point est exactement résoluble et doublement
dégénéré : il s’agit d’états de dimères, voir figure 3.3.
Après le point de Majumdar-Ghosh, la longueur de corrélation augmente jusqu’à la
limite 𝛼 → ∞, où le système correspond à deux chaînes de Heisenberg antiferromagné-
tiques décorrélées, donc admettant une description en terme de liquide de Luttinger
comme dans le cas 𝐽2 = 0.
Un autre point important du diagramme de phase est le point de Lifshitz qui se situe
juste après le point de Majumdar-Ghosh à une frustration 𝛼 ≃ 0.52. Avant ce point,
le système présente un vecteur de torsion de 𝜋, et à partir du point de Lifshitz, les
corrélations commencent à développer une structure incommensurable [17][27][59]
avec un vecteur de torsion évoluant de 𝜋 au point de Lifshitz à 𝜋2 pour 𝛼 → ∞.
Structure de signe Comme nous l’avons discuté dans la section 1.2.1, la structure
du signe de l’état fondamental de la chaîne 𝐽1− 𝐽2 dans le cas 𝐽2 = 0 obéit à la règle de
Marshall : le signe des coefficients de la décomposition de l’état fondamental selon le
vecteur |𝜎⟩ est (−1)𝑁↑𝐴(𝜎), où𝑁↑𝐴 est le nombre de spins ↑ sur le sous-réseau 𝐴, avec
une structure de sous-réseau 𝐴𝐵𝐴𝐵… . Cette structure de signe de l’état fondamental
reste vraie pour 𝛼 ≪ 1.
Dans la limite opposée 𝛼 ≫ 1, la chaîne 𝐽1−𝐽2 correspond à un réseau de deux chaînes
de Heisenberg faiblement couplées. La structure de signe de l’état fondamental obéit
alors à une règle de Marshall pour un réseau 𝐴𝐵𝐵𝐴… .
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Pour des valeurs intermédiaires 𝛼 = 𝑂(1), nous n’avons pas de loi générale pour la
structure de signe, celle-ci évoluera en fonction de 𝛼, commemontré par exemple dans
[104].
Solution champ moyen À titre de comparaison, on peut considérer la solution
champ moyen de la chaîne 𝐽1 − 𝐽2, qui correspond à assigner à chaque spin un état
individuel dont le vecteur de Bloch est aligné avec la solution classique. Par exemple,
on peut choisir la forme où les états sont coplanaires dans le plan xy :
|𝜓𝑀𝐹⟩ =⨂
𝑗
(| ↑𝑗⟩ + 𝑒
𝑖𝑄𝑟𝑗 | ↓𝑗⟩) (3.5)
où𝑄 = 𝜋 pour 𝛼 < 14 et𝑄 = arccos ( −
1
4𝛼) pour 𝛼 >
1
4 . Ainsi associé à un terme de
corrélation (commeun terme de Jastrow à valeur réelle [75]), l’état champmoyen peut
exhiber des corrélations incommensurables non triviales avec un vecteur d’onde asso-
cié 𝜋2 ⩽ 𝑄 ⩽ 𝜋. Cependant cette fonction d’onde est intrinsèquement complexe, ce qui
est incompatible avec la nature réelle du Hamiltonien et sa symétrie par renversement
du temps.
3.2 Approche EPS
Les résultats obtenus dans la majorité de ce chapitre ont été calculés avec l’approche
2LR-EPS. Cependant, étant donnée la physique du système, deux autres Ansätze sont
intéressants à considérer.
3.2.1 Structure des coefficients de l’Ansatz 2LR-EPS
Dans le cas de l’Ansatz 2LR-EPS, nous avons considéré des variables sous la forme
𝐶
𝜎𝑖𝜎𝑗
𝑖𝑗 = 𝐴
𝜎𝑖𝜎𝑗
𝑖𝑗 𝑒
𝑖𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 , en séparant les variables à valeurs complexes en variables à valeur
réelle de module 𝐴
𝜎𝑖𝜎𝑗
𝑖𝑗 et de phase 𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 . Nous avons plus précisément paramétré
spatialement les variables en fonction du premier site 𝑖 et de la distance entre les sites
𝑑 = 𝑗 − 𝑖. Afin de réduire le nombre de paramètres variationnels, nous avons fixé la
dépendance des paramètres variationnels en (𝑖, 𝑑) comme étant périodique de période
(𝑝𝑖, 𝑝𝑑).
Dans le cas des amplitudes, nous avons fixé cette périodicité à (𝑝𝑖, 𝑝𝑑) = (2,𝑁), ce
qui autorise l’Ansatz à reproduire les corrélations à distance quelconque, ainsi qu’une
dimérisation spontanée du système.
Dans le cas des phases, nous avons au contraire fixé cette périodicité à (𝑝𝑖, 𝑝𝑑) = (𝑁, 2),
ce qui autorise l’Ansatz à reproduire des structures de signe remarquables avec un
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nombre de paramètres linéaires en𝑁, comme nous allons le discuter dans la section
suivante.
3.2.2 Reproduction de la structure du signe par l’Ansatz 2LR-EPS
En effet, notre Ansatz est capable de reproduire une structure de signe obéissant à une
règle de Marshall sur un réseau bipartite, que la structure soit de la forme 𝐴𝐵𝐴𝐵… ,
𝐴𝐵𝐵𝐴… ou de période plus grande, tant que la périodicité spatiale des coefficients
LR-EPS est compatible avec cette structure.
Il existe en général de nombreuses façons pour l’Ansatz LR EPS de reproduire une
structure de signe donnée. En effet, la phase d’un coefficient de la fonction d’onde de
l’Ansatz est la somme des phases de plusieurs variables associées aux plaquettes, de
la même façon que le flux d’un champ magnétique résulte de la somme de potentiels
vecteurs. Ces différentes paramétrisations correspondant à la même structure de signe
peuvent ainsi être interprétées comme un choix de jauge.
La façon la plus simple de reproduire une structure de signe obéissant à une règle de
Marshall est de considérer une phase 𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 ne dépendant que du site 𝑖 selon
𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 =
𝜋
𝑁𝑖
𝜎𝑖 + 1
2
(3.6)
si 𝑖 appartient au sous-réseau𝐴 et 𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 = 0 sinon et où𝑁𝑖 est le nombre de plaquettes
(𝑖𝑗) pour lesquelles 𝑖 est choisi comme étant le site de référence.
Dans ce cas, on trouve en effet, que le signe d’une configuration 𝜎 est
𝑠𝑔𝑛(𝑊𝜎) = ∏
𝑖 < 𝑗
𝑖 ∈ 𝐴
𝑒
𝑖 𝜋𝑁𝑖
𝜎𝑖+1
2 = ∏
𝑖∈𝐴
𝑒𝑖𝜋
𝜎𝑖+1
2 = 𝑒𝑖𝜋𝑁↑𝐴 . (3.7)
Ces phases 𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 sont réalisables avec la forme de l’Ansatz 2LR-EPS considérée précé-
demment, avec un nombre de variables de phases évoluant linéairement avec la taille
du système.
Il est cependant possible d’écrire la règle de Marshall en l’imposant sur chaque pla-
quette, de la façon suivante
𝜃
𝜎𝑖𝜎𝑗
𝑖𝑗 = 𝜋𝑁
(𝑖𝑗)
↑𝐴 =
𝜋
2
[(𝜎𝑖 + 1)𝛿𝑖,𝐴 + (𝜎𝑗 + 1)𝛿𝑗,𝐴] (3.8)
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où𝑁(𝑖𝑗)↑𝐴 =
1
2[(𝜎𝑖 + 1)𝛿𝑖,𝐴 + (𝜎𝑗 + 1)𝛿𝑗,𝐴] est le nombre de spins ↑ sur la plaquette 𝑖𝑗
appartenant au sous-réseau 𝐴 (𝛿𝑖,𝐴 = 1 si 𝑖 appartient au sous-réseau 𝐴 et 0 sinon).
On retrouve alors bien la règle de Marshall sur la fonction d’onde
𝑠𝑔𝑛(𝑊𝜎) = 𝑒
𝑖𝜋2 ∑
𝑖<𝑗
(𝜎𝑖𝛿𝑖,𝐴+𝜎𝑗𝛿𝑗,𝐴)
= 𝑒𝑖
𝜋
2 (𝑁−1)(2𝑁𝐴−𝑁) = 𝑒−𝑖𝜋𝑁↑𝐴𝑒𝑖𝜋
𝑁2
2 (3.9)
à un facteur de phase global 𝑒𝑖𝜋
𝑁2
2 près. La seule propriété que nous avons utilisée
dans ce calcul est le fait que𝑁 est pair et qu’ainsi 𝜋𝑁↑𝐴𝑁 est un multiple entier de 2𝜋.
Cependant, pour utiliser cette forme des variables de phases, il faut pouvoir distinguer
trois cas : si les sites 𝑖 et 𝑗 sont tous les deux sur le sous-réseau 𝐴, tous les deux sur le
sous-réseau 𝐵, ou l’un sur le sous-réseau 𝐴 et l’autre sur le sous-réseau 𝐵 (peu importe
lequel). Pour une géométrie quelconque des sous-réseaux 𝐴 et 𝐵, il faut connaître les
positions des deux sites 𝑖 et 𝑗 sur la chaîne, ce qui nécessite un nombre de variables de
l’ordre de𝑂(𝑁2). Par conséquent, ce n’est pas cette paramétrisation que nous avons
utilisée pour étudier le système.
3.2.3 Généralisation de l’Ansatz LR-EPS
𝑛LR-EPS Comme nous l’avons précisé dans la section précédente, l’état fondamental
dimérise à partir du point critique 𝛼𝐶, les corrélations entre dimères jouent ainsi un
rôle important dans la physique du système. Pour tenter de décrire ces corrélations au
mieux dans notre Ansatz, nous avons considéré l’Ansatz 𝑛LR-EPS, avec 𝑛 = 2𝑚 pair,
dont les variables sont définies comme dépendant de plaquettes dont les sites sont
répartis en deux agrégats de𝑚 sites adjacents, qui peuvent être placés à des distances
relatives arbitraires. Plus précisément, nous considérerons par la suite l’Ansatz 4LR-
EPS décrit par des variables 𝐶𝜎𝑃𝑃 où 𝑃 est une plaquette de deux dimères, à distance
quelconque l’un de l’autre et 𝜎𝑃 la sous-configuration sur la plaquette 𝑃, voir figure
3.4.
Fig. 3.4 Schéma de l’Ansatz 4LR-EPS
𝑛LR-𝑝A-EPS Un autre choix d’Ansatz pertinent afin d’améliorer la description de
l’énergie est de combiner les Ansätze LR-EPS et A-EPS. En effet, comme nous en
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avons discuté dans le chapitre 2, l’Ansatz LR-EPS est efficace pour reproduire les
corrélations à longue portée entre deux sites, alors que l’Ansatz 𝑝A-EPS est approprié
pour décrire des corrélations à 𝑝 sites à courte portée, mais il induit une longueur
caractéristique proportionnelle à 𝑝 dans le système pour les corrélations à deux points
à longue distance. Ainsi, en les combinant, on espère capturer les formes dominantes
des corrélations (entre deux agrégats de taille 𝑚 à distance quelconque et à 𝑝 pour
des distances courtes). L’Ansatz 𝑛LR-𝑝A-EPS ainsi créé est décrit par des variables 𝐶𝜎𝑃𝑃
où les plaquettes 𝑃 sont soit des plaquettes de 𝑝 sites adjacents, ou des plaquettes
constituées de deux agrégats de 𝑛2 sites adjacents, voir figure 3.5.
Fig. 3.5 Schéma de l’Ansatz 2LR-3A-EPS
3.3 Résultats
3.3.1 Validation de l’Ansatz : Comparaison avec le résultat exact
Dans cette sous-section, nous allons discuter la précision de nos résultats obtenus
par nos approches variationnelles, en les comparant avec les énergies et fonctions
de corrélation de l’état fondamental obtenues par un calcul exact, effectué avec un
algorithme de Lanczos, ou par un algorithme QMC.
Cas non frustré 𝐽2 = 0 : la chaîne de Heisenberg Tout d’abord, nous avons utilisé
l’approche 2LR-EPS pour étudier l’état fondamental dans le cas non frustré 𝐽2 = 0. On
part d’un état initial avec des coefficients aléatoires de norme 1 : 𝐶𝜎𝑃𝑃 = 𝑒
𝑖𝜃
𝜎𝑃
𝑃 , où 𝜃𝜎𝑃𝑃
est une phase aléatoire entre 0 et 2𝜋. L’algorithme d’optimisation réussit à trouver
efficacement la structure du signe de Marshall, comme on peut le voir par le fait que
le résultat obtenu par notre approche reproduit exactement le signe de la fonction de
corrélation : 𝐶(𝑟) = 1𝑁 ∑
𝑖
⟨𝑆𝑖 ⋅ 𝑆𝑖+𝑟⟩ (voir figure 3.6) qui pour des corrélations hors-
diagonales ⟨𝑆𝑥𝑟𝑆
𝑥
𝑖+𝑟 + 𝑆
𝑦
𝑖 𝑆
𝑦
𝑖+𝑟⟩ reflète directement le signe de Marshall des coefficients.
Cela confirme donc que l’optimisation variationnelle de la structure de signe que nous
effectuons est bien efficace lorsque la structure de signe recherchée est compatible avec
l’Ansatz LR-EPS. En plus les valeurs absolues de la fonction de corrélation sont en très
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bon accord avec celles du calcul QMC, obtenu à l’aide de l’approche de développement
en série stochastique de [86].
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Fig. 3.6 Fonction de corrélation spin-spin 𝐶(𝑟) de l’état fondamental en fonction de la distance 𝑟
entre les sites d’une chaîne de taille 𝑁 = 40 soumise à un Hamiltonien 𝐽1 − 𝐽2 dans le cas non
frustré 𝐽2 = 0. La ligne en pointillé est un guide pour le regard.
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Fig. 3.7 Énergie de l’état fondamental approximé par plusieurs Ansätze EPS (graphe du dessus)
et les erreurs relatives par rapport à l’état fondamental (graphe du bas) en fonction de la frustration
𝛼. La chaîne est de taille 𝑁 = 16. Les lignes sont des guides pour le regard.
Énergie dans le cas frustré Dans le cas à frustration finie (𝛼 ≠ 0), il n’est plus
possible de comparer nos résultats avec une approche QMC, car le problème du signe
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la met en échec ; nous avons donc comparé nos résultats sur des systèmes de plus petite
taille avec les résultats obtenus par un algorithme de diagonalisation exacte, que nous
avons adapté à partir de l’algorithme [1] de résolution par méthode de Lanczos d’une
chaîne de Heisenberg. Dans cette comparaison, nous avons utilisé les trois Ansätze
2LR-EPS, 4LR-EPS et 2LR-8A-EPS sans invoquer aucune symétrie afin de contraindre
au minimum la minimisation (figure 3.7). On remarque que l’Ansatz 2LR-EPS fournit
une énergie très précise (l’erreur relative est bien inférieure à 1%) jusqu’à 𝛼 ≈ 0.5.
Pour de plus grandes valeurs de la frustration 𝛼, la précision du 2LR-EPS se dégrade,
avec une erreur relative dépassant les 1%, mais elle peut être améliorée en passant
à un Ansatz à plaquettes dimérisées 4LR-EPS ou en associant les Ansätze LR-EPS et
A-EPS.
Fonction de corrélation dans le cas frustré Pour aller plus loin dans la discussion
de la qualité de notre approche variationnelle, nous nous sommes intéressés à la
fonction de corrélation de l’état fondamental. Sur la figure 3.8, on voit que, bien que
la précision sur l’énergie soit moins bonne à partir de 𝛼 ≈ 0.5, l’Ansatz 2LR-EPS est
capable de reproduire les signes non triviaux des corrélations qui varient pourtant
énormément en fonction de 𝛼. Ce résultat est un bon indice que notre approche est
capable de reproduire la physique de l’état fondamental sans avoir besoin d’enrichir
l’Ansatz.
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Fig. 3.8 Fonction de corrélation spin-spin de l’état fondamental d’une chaîne de taille 𝑁 = 16
soumise à un Hamiltonien 𝐽1 − 𝐽2 pour différentes valeur de la frustration 𝛼. Les lignes sont des
guides pour le regard.
Valeur réelle des coefficients Un dernier critère pour tester l’efficacité de l’Ansatz
2LR-EPS à reproduire la structure de signe de l’état fondamental est de regarder le
rapport entre les coefficients
𝑊𝜎
𝑊𝜎′
pour toutes les paires de configurations 𝜎 et 𝜎 ′ . En
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effet, dans le cas de la chaîne 𝐽1 − 𝐽2, ces coefficients sont réels avec une structure
de signe non triviale. Ainsi, même si un coefficient𝑊𝜎 de l’Ansatz peut acquérir une
phase, celle-ci doit revenir à un facteur de phase global sur la fonction d’onde 2LR-EPS,
et dans ce cas, le rapport doit être réel. L’approximation de l’état fondamental que l’on
obtient avec notre approche variationnelle vérifie ce test, ce qui est un bon argument
en faveur du fait que l’optimisation variationnelle d’une fonction d’onde à coefficients
complexes est capable de produire une fonction d’onde réelle avec une structure du
signe non triviale.
3.3.2 Reproduction des propriétés physiques sur des réseaux de plus grande
taille
Maintenant que l’on a validé la capacité de notre approche à reproduire l’état fonda-
mental d’une chaîne 𝐽1 − 𝐽2 de petite taille, nous allons étudier la physique de réseaux
de plus grande taille (𝑁 = 80) afin d’étudier les propriétés à longue distance dans
la phase sans gap, ainsi que l’apparition d’incommensurabilité dans la phase gappée.
Nous allons voir que l’Ansatz 2LR-EPS permet de mettre en évidence des propriétés
caractéristiques des corrélations et de l’intrication de l’état fondamental de ce système.
Pour effectuer cette étude, nous avons introduit des périodicités dans l’Ansatz comme
nous en avons discuté dans la sous-section 3.2.1.
Décroissance des corrélations dans le cas 𝛼 ⩽ 𝛼𝐶 Comme nous l’avons vu précé-
demment, les corrélations décroissent en fonction de la distance 𝑟 selon une loi de
puissance pour 𝛼 ⩽ 𝛼𝐶 dont l’exposant est fonction de l’exposant de Luttinger 𝐾 =
1
2 ,
voir équation 3.3. Comme on peut le voir sur la figure 3.9, ce comportement est correc-
tement reproduit par notre approche. Plus précisément, on trouve, par une régression
linéaire dans le cas 𝛼 = 𝛼𝐶, un exposant de Luttinger 𝐾 = 0.497(5).
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Fig. 3.9 Valeur absolue de la fonction de corrélation spin-spin de l’état fondamental d’une chaîne
de taille 𝑁 = 80 soumise à un Hamiltonien 𝐽1 − 𝐽2 en fonction de l’inverse de la longueur de la
corde. Les lignes sont les régressions linéaires correspondant aux données numériques.
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En réalité, la dépendance spatiale de la fonction de corrélation contient une correction
logarithmique 𝐶(𝑟) ∼ 1𝑟√ln (
𝑟
𝑟0
) 𝜆0 [32] qui est aussi visible dans nos résultats, voir
figure 3.10. On peut voir en particulier que, dans le cas 𝛼 = 𝛼𝐶, la correction logarith-
mique disparaît (ie 𝑟0 → 0 et 𝜆0 → 0 avec−𝜆0 ln 𝑟0 → 1) ; ce dernier aspect est utilisé
en référence [32] pour estimer la position de la transition avec une grande précision.
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Fig. 3.10 Fonction de corrélation multipliée par la longueur de la corde, faisant apparaître les
corrections logarithmiques dans le cas sans frustration 𝛼 = 0 qui disparaît lorsque la frustration
approche du point critique 𝛼 = 𝛼𝐶.
Incommensurabilité des corrélations Pour quantifier l’incommensurabilité des
corrélations qui se développe à partir du point de Lifshitz, nous allons considérer le
facteur de structure
𝑆(𝑘) = ∑
𝛽
𝑆𝛽𝛽(𝑘) (3.10)
où le facteur de structure pour la composante𝛽des spins𝛽 est𝑆𝛽𝛽(𝑘) = 1𝑁 ∑
𝑖𝑗
⟨𝑆𝛽𝑖 𝑆
𝛽
𝑗 𝑒
𝑖𝑘(𝑖−𝑗)⟩.
Sur la figure 3.11, on voit un pic à 𝜋 caractéristique des corrélations de type Néel qui
dominent jusqu’à 𝛼 = 12 . À partir du point de Lifshitz, le pic central se sépare en deux
pics symétriques par rapport au point 𝑘 = 𝜋, qui se déplacent continument vers 𝜋2 et
3𝜋
2 lorsque 𝛼 augmente.
L’habilité à décrire le développement d’hélimagnétisme incommensurable à courte
portée est une grande réussite de notre Ansatz, étant donné le fait qu’il n’est pas
accompagné d’une brisure de l’invariance temporelle.
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Fig. 3.11 Facteur de structure de l’état fondamental d’une chaîne de taille 𝑁 = 80 soumise à un
Hamiltonien 𝐽1 − 𝐽2. Les lignes sont des guides pour le regard.
On a également représenté l’évolution du vecteur de torsion 𝜙 (ie la position du pic
de gauche dans la figure 3.11) en fonction de la frustration 𝛼 sur la figure 3.12. En
comparant les vecteurs obtenus avec ceux obtenus par DMRG dans les références [45]
et [102], on trouve un bon accord entre les résultats, étant donné que les résultats
DMRG ont été obtenus pour des systèmes à conditions ouvertes au bord et de taille
différente par rapport à la notre.
Fig. 3.12 Vecteur de torsion des corrélations d’une chaîne de taille 𝑁 = 80 soumise à un
Hamiltonien 𝐽1 − 𝐽2 en fonction de la frustration 𝛼. Les résultats sont comparés à ceux obtenus par
algorithme DMRG dans les références [26] et [40].
Structure de signe Vérifier que les phases de tous les coefficients de l’état quantique
trouvé par l’optimisation variationnelle sont alignées (modulo 𝜋) et fournissent une
fonction d’onde à coefficients réels (à un facteur de phase globale près) serait bien
trop coûteux numériquement pour un système de si grande taille. Il ne sera donc
pas possible d’effectuer cette vérification comme nous l’avons fait dans la section
précédente, cependant on peut considérer un autre test à partir du courant de spin
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𝒥𝑖𝑗 = 𝑖(𝑆
+
𝑖 𝑆
−
𝑗 − 𝑆
−
𝑖 𝑆
+
𝑗 ). La valeur moyenne de cette quantité devrait être égale à zéro
pour une fonction d’onde invariante par inversion temporelle et finie sinon. L’état quan-
tique trouvé par l’optimisation variationnelle donne un courant de spin nul exactement
dans la barre d’erreur statistique pour toutes les valeurs de la frustration 𝛼, ce qui
suggère fortement que la fonction d’onde est à valeur réelle pour tous les coefficients
à une phase globale près. Il faut noter que ce test est non trivial étant donné le fait que
l’optimisation variationnelle exploite la nature complexe des coefficients de l’Ansatz
pour introduire des corrélations incommensurables. À titre de comparaison, l’Ansatz
champmoyen doublé d’un terme de Jastrow à valeur réelle développe des corrélations
incommensurables au prix d’un courant de spin fini dû à la nature complexe de ses
coefficients, comme mentionné en section 3.1.2.
Dimérisation À partir de 𝛼 > 𝛼𝐶, le système développe une ordre VBC. Pour quan-
tifier cette dimérisation du système, une quantité importante à considérer sont les
corrélations à quatre sites de type dimère-dimère
𝐷(𝑟) =
1
𝑁
∑
𝑖
[⟨(𝑆𝑖 ⋅ 𝑆𝑖+1)(𝑆𝑖+𝑟 ⋅ 𝑆𝑖+𝑟+1)⟩ − ⟨𝑆𝑖 ⋅ 𝑆𝑖+1⟩
2]. (3.11)
Plus précisément, par la suite, comme dans [86], nous utiliserons le paramètre d’ordre
dimérisé
𝒟𝑁 =
𝐷(𝑁2 ) − 𝐷(
𝑁
2 − 1)
2
(3.12)
pour quantifier la dimérisation du système.
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Fig. 3.13 Paramètre d’ordre dimérisé de l’état fondamental pour des chaînes de différentes tailles
soumises à un Hamiltonien 𝐽1 − 𝐽2 en fonction de la frustration 𝛼. Le graphe intérieur représentant
la même quantité en fonction de l’inverse de la taille du système pour 𝛼 = 𝛼𝐶 et 𝛼 = 0.3. Les lignes
sont les régressions linéaires correspondant aux données numériques.
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Puisque les corrélations dimère-dimère montrent une décroissance en𝐷(𝑟) ∼ 𝑟−1, le
paramètre évolue en𝒟𝑁 ∼ 𝑁
−1 pour 𝛼 = 𝛼𝐶. On retrouve ce comportement linéaire
sur la figure 3.13. Par contre, pour 𝛼 > 𝛼𝐶, le paramètre d’ordre tend vers une valeur
finie pour𝑁 → ∞ et montre un maximum autour d’une frustration 𝛼 ≃ 0.6.
Entropie d’intrication Dans la phase non gappée 𝛼 < 𝛼𝐶, l’entropie d’intrication
de Rényi d’ordre 2 pour un sous-système de taille ℓ vaut
𝑅2(ℓ, 𝑁) =
𝑐
4
log 𝑑(ℓ|𝑁) + 𝑐1 + ... (3.13)
où 𝑐 = 1 est la charge centrale, universelle dans toute la phase sans gap, et 𝑐1 est une
constante qui prend en compte les effets de taille finie [19]. De l’autre côté du point
critique, l’entropie d’intrication sature à une constante, valant 𝑐4 log 𝜉 proche du point
critique 𝛼𝐶, elle évolue donc en loi d’aire. En particulier, la longueur de corrélation
est minimale au point de Majumdar-Ghosh où l’intrication se concentre sur les sites
à plus proche voisins et l’entropie d’intrication tend vers 𝑆2(ℓ) → log 2. Sur la figure
3.14, on peut voir que ces comportements sont correctement reproduits par l’Ansatz
2LR-EPS et en particulier, l’universalité de la charge centrale 𝑐 dans le cas de la phase
sans gap est bien retranscrite.
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Fig. 3.14 Entropie de Renyi d’ordre 2 d’un sous-système de taille ℓ de l’état fondamental d’une
chaîne de taille 𝑁 = 80 soumise à un Hamiltonien 𝐽1 − 𝐽2 en fonction de la longueur de la corde
𝑑(ℓ|𝑁) pour différentes valeurs de la frustration 𝛼. La ligne tirée (resp. pointillée-tirée) sont des
régressions linéaires des données numériques pour 𝛼 = 𝛼𝐶 (resp. 𝛼 = 0).
Pour poursuivre cette illustration du changement de comportement de l’intrication de
chaque côté du point critique, on considère la différence 𝑆𝑁
′−𝑁
2 = 𝑆2(
𝑁′
2 )−𝑆2(
𝑁
2 ) ≈
𝑐
4 log (
𝑁′
𝑁 ), ce qui permet d’obtenir un estimateur de taille fini pour la charge centrale
par la quantité
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𝑐𝑁,𝑁′ =
4𝑆𝑁
′−𝑁
2
log (𝑁
′
𝑁 )
(3.14)
dans laquelle les corrections du type 𝑐1 sont éliminées par construction. On a repré-
senté la quantité 𝑐40,80 en fonction de la frustration 𝛼 sur la figure 3.15. On voit alors
clairement la transition entre la phase sans gap et la phase gappée par la chute de
la quantité 𝑐40,80 d’une valeur de ∼ 1 à une valeur proche de 0. Après le point de
Majumdar-Ghosh, pour un système de taille suffisamment grande devant la longueur
de corrélation, la charge 𝑐 doit rester proche de 0. Cependant, la longueur de cor-
rélation augmentant avec 𝛼, pour 𝛼 > 0.5, on voit apparaître un effet de taille finie
dans nos résultats qui explique l’augmentation de la quantité 𝑐80,40 après le point de
Majumdar-Ghosh.
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Fig. 3.15 Différence entre les entropies définies dans le texte entre des systèmes de taille𝑁 = 80
et 𝑁 = 40 de l’état fondamental d’un système soumis à un Hamiltonien 𝐽1 − 𝐽2 en fonction de la
frustration 𝛼.
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4Évolution temporelle suite à un
quench
А ведь, голубчик: нет сильнее тех
двух воинов, терпение и время.
— L.Tolstoï
Mais crois moi, mon cher garçon, il n’y a rien de plus fort que
ces deux guerriers : la patience et le temps.
Nous allons nous intéresser ici à l’évolution temporelle d’un état quantique paramétré
par l’Ansatz EPS. Pour ce faire, nous nous sommes concentrés sur un modèle dont
l’évolution en temps réel est exactement soluble : la chaîne XX en présence d’un
champ magnétique alterné. Nous verrons que par sa structure, notre Ansatz est un
bon candidat pour décrire l’évolution temporelle d’un tel système se mappant sur des
fermions libres. Nous avons considéré l’évolution temporelle à partir d’un même état
quantique soumis à un Hamiltonien XX pour différentes valeurs du champmagnétique
externe, de sorte à contrôler l’énergie de l’état initial par rapport à celle de l’état
fondamental du Hamiltonien.
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4.1 Évolution d’un système suite à un quench
4.1.1 Modèle XX en champ alterné et quench à partir d’un état de Néel
Par la suite, nous allons considérer un quench, qui consiste à préparer le système dans
un état quantique donné et à le laisser évoluer selon un Hamiltonien dont il n’est pas
état propre. On s’intéresse alors à l’évolution des corrélations et à la croissance de
l’intrication au cours du temps.
Plus précisément, nous étudierons un quench d’un état de Néel |𝜓0⟩ = | ↑↓↑↓↑↓ … ⟩
soumis au Hamiltonienℋ𝑋𝑋ℎ suivant
ℋ𝑋𝑋ℎ = −𝐽∑
𝑖
(𝑆𝑥𝑖 𝑆
𝑥
𝑖+1 + 𝑆
𝑦
𝑖 𝑆
𝑦
𝑖+1) − ℎ∑
𝑖
(−1)𝑖𝑆𝑧𝑖 (4.1)
Ce Hamiltonien est celui de la chaîne 𝑋𝑋 que nous avons considérée au chapitre 2
auquel nous avons ajouté un terme de couplage à un champ magnétique alterné ℎ.
Nous étudierons différents quenches en faisant varier le champ magnétique ℎ. On
remarque que pour un champ magnétique infini, l’état de Néel pris comme état initial
est état fondamental du Hamiltonienℋ𝑋𝑋∞ . Pour caractériser le quench, une grandeur
intéressante à considérer est l’énergie du quench, ie l’écart entre l’énergie initiale
𝐸0 =
⟨𝜓0|ℋ
𝑋𝑋
ℎ |𝜓0⟩
⟨𝜓0|𝜓0⟩
= −ℎ𝑁2 et l’énergie fondamentale du système : cette grandeur
permet de rendre compte à quel point l’état initial est énergétique pour le Hamiltonien
considéré. Ainsi, comme on peut le voir sur la figure 4.1, plus le champ magnétique
alterné ℎ est faible, plus l’énergie du quench est élevée.
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Fig. 4.1 Énergie par spin du quench d’un état de Néel soumis au Hamiltonien ℋ𝑋𝑋ℎ en fonction
du champ magnétique ℎ. On a dessiné en pointillé les énergies relatives aux différents quenches
que nous avons considérées dans ce chapitre.
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Ainsi, plus ℎ est faible, plus l’état initial est éloigné de l’état fondamental et plus on
s’attend à ce que la dynamique du quench soit difficile à reproduire. En effet, comme
nous allons le quantifier dans la section 4.1.2, cet éloignement du fondamental va se
traduire par une entropie d’intrication plus élevée et donc par un test numérique plus
ardu pour notre Ansatz.
4.1.2 Relaxation vers l’équilibre : Ensemble de Gibbs standard/généralisé
Thermalisation des systèmes quantiques Considérons un système dans un état
quantique |𝜓0⟩ soumis à un Hamiltonienℋ évoluant selon l’équation de Schrödinger.
À l’instant 𝑡, l’état |𝜓(𝑡)⟩ du système s’écrit donc
|𝜓(𝑡)⟩ = 𝑒−
𝑖
ℏ
ℋ𝑡|𝜓0⟩ . (4.2)
Considérons |𝐸𝛼⟩ une base d’états propres du Hamiltonien ℋ associés aux valeurs
propres 𝐸𝛼 et une décomposition de l’état initial |𝜓0⟩ = ∑
𝛼
𝐶𝛼|𝐸𝛼⟩. Supposons que
l’état initial n’est pas concentré sur l’un des états propres du Hamiltonien, on a donc
𝐶𝛼 ∼ 𝑂(2
−𝑁2 ), puisque∑
𝛼
|𝐶𝛼|
2 = 1 pour une somme se faisant sur les 2𝑁 états propres
du Hamiltonien.
À l’instant 𝑡, une observable physique𝒪 du système vaut alors
⟨𝒪⟩𝑡 = ⟨𝜓(𝑡)|𝒪|𝜓(𝑡)⟩ = ⟨𝒪⟩𝐷𝐸 + ∑
𝛼≠𝛽
𝑒
𝑖
ℏ
(𝐸𝛼−𝐸𝛽)𝑡 𝐶∗𝛼𝐶𝛽⟨𝐸𝛼|𝒪|𝐸𝛽⟩ (4.3)
où ⟨𝒪⟩𝐷𝐸 = ∑
𝛼
|𝐶𝛼|
2⟨𝐸𝛼|𝒪|𝐸𝛽⟩ est appelée la moyenne de l’observable sur l’ensemble
diagonal.
Cependant, si l’on considère une observable𝒪 extensive, on a ⟨𝐸𝛼|𝒪
2|𝐸𝛼⟩ = 𝑂(𝑁
2)
et, par la relation de clôture ⟨𝐸𝛼|𝒪
2|𝐸𝛼⟩ = ∑
𝛽
|⟨𝐸𝛼|𝒪|𝐸𝛽⟩|
2. La somme sur 𝛽 se faisant
sur les 2𝑁 éléments de la base, on trouve qu’en moyenne
|⟨𝐸𝛼|𝒪|𝐸𝛽⟩| ∼ 𝑂(2
−𝑁2 𝑁) . (4.4)
De plus, pour un temps long 𝑡 et un Hamiltonien possédant un grand nombre d’états
propres non dégénérés, les phases 𝑒
𝑖
ℏ
𝐸𝛼𝑡 se comportent comme des variables aléatoires
indépendantes. Le terme ∑
𝛼≠𝛽
𝑒
𝑖
ℏ
(𝐸𝛼−𝐸𝛽)𝑡𝐶∗𝛼𝐶𝛽⟨𝐸𝛼|𝒪|𝐸𝛽⟩ se moyenne donc à zéro et on
peut le voir comme somme de𝑂(22𝑁) termes aléatoires, on peut donc lui appliquer le
théorème central limite. On trouve ainsi que
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∑
𝛼≠𝛽
𝑒
𝑖
ℏ
(𝐸𝛼−𝐸𝛽)𝑡𝐶∗𝛼𝐶𝛽⟨𝐸𝛼|𝒪|𝐸𝛽⟩ = 𝑂(2
−𝑁2 𝑁) . (4.5)
L’observable𝒪, en équation 4.3, va donc thermaliser aux temps longs vers la valeur
⟨𝒪⟩𝐷𝐸.
Ensemble de Gibbs L’état stationnaire de l’évolution temporelle d’un système quan-
tique est décrit pour un système générique par l’hypothèse de thermalisation des
états propres (Eigenstate Thermalization Hypothesis - ETH) [25]. Cette théorie se
base sur l’observation que pour, pour un état initial générique, l’énergie moyenne
⟨𝜓0|ℋ|𝜓0⟩ = 𝐸 est déterminée avec une incertitude relative d’ordre𝑂(𝑁
− 12 ) (pour des
Hamiltoniens locaux) ; et sur l’hypothèse que la valeur moyenne de toute observable
locale (ie qui est somme de termes locaux) 𝒪 sur les états propres du Hamiltonien
⟨𝐸𝛼|𝒪|𝐸𝛼⟩ est une fonction continue de l’énergie propre,𝒪(𝐸𝛼). Sous cette hypothèse,
le comportement aux temps longs d’un système étant à la limite thermodynamique
est donné par les valeurs moyennes de l’ensemble diagonal qui vont alors coïncider
avec celles de l’ensemble microcanonique à énergie 𝐸, ou encore (pour𝑁 ≫ 1) avec
celle de l’ensemble canonique avec température 𝑇 telle que 𝐸 = ⟨ℋ⟩𝑇, où on a défini
la moyenne thermique ⟨𝐴⟩𝑇 = Tr (𝐴𝜌𝐺𝐸) avec
𝜌𝐺𝐸 =
𝑒−𝛽ℋ
Tr 𝑒−𝛽ℋ
(4.6)
la matrice densité de l’ensemble de Gibbs [47].
Cependant, cette description n’est valable que dans le cas où la seule quantité locale
conservée est l’énergie, dans le cas contraire, les hypothèses de l’ETH ne sont plus
vérifiées et il faut avoir recours à une autre théorie pour décrire l’état thermalisé.
Ensembles de Gibbs généralisés La dynamique d’un certain nombre de systèmes,
particulièrement en 1D , n’obéit donc pas à l’ETH du fait des intégrales du mouvement
qui contraignent l’évolution temporelle : c’est le cas des systèmes intégrables. Plus
précisément, un système est dit intégrable s’il possède un nombre extensif d’opérateurs
𝐼𝑘 sommes d’opérateurs locaux qui commutent avec le Hamiltonien et entre eux.
Les quenches que nous avons étudiés par la suite appartiennent à cette classe des sys-
tèmes intégrables. Une façon d’estimer la qualité de notre approche est alors de vérifier
qu’au long de la dynamique temporelle, les quantités
⟨𝜓(𝑡)|𝐼𝑘|𝜓(𝑡)⟩
⟨𝜓(𝑡)|𝜓(𝑡)⟩ restent constantes.
Une première de ces observables est leHamiltonienℋ luimême et la quantité constante
qui lui est reliée est l’énergie du système. Une autre observable à laquelle il est facile
d’accéder est l’aimantation totale sur la chaîne∑
𝑖
𝑆𝑧𝑖 , qui reste donc elle aussi constante
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tout le long de l’évolution du système. Plus généralement, avec le mapping que nous
avons présenté dans le chapitre 2 et dans le cas d’un quench à ℎ = 0, toutes les fonctions
de corrélations fermioniques à deux sites 𝐶𝑓 𝑒𝑟𝑚 = ∑
𝑖
(𝑎†𝑖 𝑎𝑖+𝑟 + ℎ𝑐), pour une distance
𝑟 fixée entre les sites, sont des intégrales du mouvement.
Pouvoir reproduire ces intégrales du mouvement est primordial pour reproduire la
thermalisation des systèmes intégrables. En effet, il est possible de généraliser la des-
cription de l’état thermalisé fournit par l’ensemble de Gibbs en considérant l’ensemble
de Gibbs généralisé (GGE) [25][85] caractérisé par les matrices densité
𝜌𝐺𝐺𝐸 =
𝑒
−∑
𝑘
𝜆𝑘𝐼𝑘
Tr (𝑒
−∑
𝑘
𝜆𝑘𝐼𝑘
)
(4.7)
où les 𝜆𝑘 sont des multiplicateurs de Lagrange (ou les températures inverses généra-
lisées) obtenus en fixant les conditions initiales de chaque observable 𝐼𝑘, ⟨𝐼𝑘⟩𝐺𝐺𝐸 =
⟨𝜓0|𝐼𝑘|𝜓0⟩.
Cet ensemble de Gibbs généralisé décrit les propriétés statistiques de l’état quantique
aux temps longs. Contrairement à la description par l’ensemble de Gibbs, où l’état
stationnaire ne dépend que de l’énergie de l’état initial, il y a donc une mémoire assez
forte de l’état initial dans l’état final à travers des valeurs moyennes des opérateurs 𝐼𝑘.
Calcul de la valeur d’équilibre de l’entropie d’intrication Dans ce paragraphe,
nous allons nous intéresser spécifiquement au cas d’un quench d’un état |𝜓(0)⟩ soumis
à un Hamiltonien de chaîne XX en présence d’un champ magnétique alterné ℎ. Le
système se mappe alors comme nous l’avons vu précédemment sur un système de
fermions libres ; le Hamiltonien fermionique se diagonalise alors sous la forme
ℋ =∑
𝑘
𝜖𝑘 𝑓
†
𝑘 𝑓𝑘 . (4.8)
Dans ce cas, les intégrales dumouvement sont 𝐼𝑘 = 𝑓
†
𝑘 𝑓𝑘, et la valeur de ces observables
est conservée au cours de l’évolution temporelle :
𝐼(0)𝑘 = ⟨𝜓0|𝐼𝑘|𝜓0⟩ . (4.9)
La matrice densité décrivant l’état thermalisé est alors la matrice 𝜌𝐺𝐺𝐸 définie précé-
demment par l’équation 4.7 avec des coefficients 𝜆𝑘 définis par les conditions initiales
de l’équation 4.9.
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Cette relation peut s’écrire explicitement : les modes 𝑘 sont des modes fermioniques
indépendants de température inverse 𝜆𝑘, ainsi, la valeur moyenne des intégrales du
mouvement 𝐼𝑘 suit la distribution de Fermi
𝐼(0)𝑘 = Tr(𝜌GGE 𝐼𝑘) =
1
𝑒𝜆𝑘 + 1
. (4.10)
On trouve alors la valeur suivante des températures inverses
𝜆𝑘 = log
⎛⎜
⎝
1
𝐼(0)𝑘
− 1⎞⎟
⎠
. (4.11)
On peut ainsi exprimer explicitement l’ensemble stationnaire en fonction des condi-
tions initiales 𝐼(0)𝑘 . Pour un sous-système de taille suffisamment grande, on peut expri-
mer la densité d’entropie d’intrication d’un sous-système ayant relaxé sous la forme
de l’entropie thermodynamique d’un gaz de Fermi avec des populations 𝐼(0)𝑘
𝑠𝐺𝐺𝐸𝑣𝑁 = −
1
𝑁
∑
𝑘
[𝐼(0)𝑘 log 𝐼
(0)
𝑘 + (1 − 𝐼
(0)
𝑘 ) log(1 − 𝐼
(0)
𝑘 )] (4.12)
dans le cas de l’entropie de von Neumann. Si l’on considère l’entropie de Renyi d’ordre
𝑛, on a
𝑟𝐺𝐺𝐸𝑛 =
1
𝑁(1 − 𝑛)
∑
𝑘
log [(𝐼(0)𝑘 )
𝑛 + (1 − 𝐼(0)𝑘 )
𝑛] . (4.13)
Dans le cas d’un quench depuis l’état de Néel | ↑↓↑↓ ...⟩ = |1010...⟩, les intégrales du
mouvement 𝐼(0)𝑘 se mettent sous la forme
𝐼(0)𝑘 = ⟨1010...|𝑓
†
𝑘 𝑓𝑘|1010...⟩ = ∑
𝑖𝑗
𝜓𝑖,𝑘𝜓
∗
𝑗,𝑘⟨1010...|𝑓
†
𝑖 𝑓𝑗|1010...⟩
= ∑
𝑖
(1 − (−1)𝑖)
2
|𝜓𝑖,𝑘|
2 (4.14)
où 𝜓𝑖,𝑘 est la fonction d’onde du 𝑘
𝑒 état propre du Hamiltonien à une particule
𝐻 = −
𝐽
2
∑
𝑖
(|𝑖⟩⟨𝑖 + 1| + h.c.) − ℎ∑
𝑖
(−1)𝑖|𝑖⟩⟨𝑖| . (4.15)
Ainsi, ces intégrales du mouvements sont reliées aux densités alternées des états
propres du Hamiltonien. Dans le cas d’un champ magnétique alterné ℎ = ∞, les états
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propres sont exactement localisés sur des sites, ainsi, les intégrales du mouvement
𝐼(0)𝑘 ne peuvent prendre que les valeurs 0 ou 1 et l’entropie tend vers 0.
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Fig. 4.2 Densité d’entropie du GGE pour un système initialement dans l’état de Néel et soumis à
une évolution dirigée par le Hamiltonienℋ𝑋𝑋ℎ en fonction du champ magnétique ℎ. On a dessiné en
pointillé les entropies relatives aux différents quenches que nous avons considérés dans ce chapitre.
Puisque l’intrication est une quantité difficile à reproduire numériquement, on peut
s’attendre à une nette amélioration de notre Ansatz à reproduire l’évolution temporelle
entre le cas ℎ = 0 et le cas ℎ fini.
4.2 Approche EPS
Pour étudier l’évolution temporelle de ces systèmes suite à un quench, nous avons
utilisé l’Ansatz 2LR-EPS pour reproduire au mieux l’évolution des corrélations au cours
du temps. Nous avons cependant effectué quelques adaptations à l’Ansatz par rapport
à celui que nous avons présenté précédemment. Nous allons les décrire dans cette
section.
4.2.1 Choix des variables
La paramétrisation de l’état initial (état de Néel suivant 𝑧) en terme des variables
associées aux plaquettes 𝐶𝜎𝑃𝑃 pose un problème : l’annulation de tous les coefficients
incompatibles avec cet état initial. Par exemple, dans le cas de la plaquette constituée
du premier et du deuxième site, on a 𝐶↑↓12 = 1 et 𝐶
↑↑
12 = 𝐶
↓↓
12 = 𝐶
↓↑
12 = 0.
Un tel état initial rend impossible l’utilisation de l’évolution basée sur le TDVP car le
gradient de l’énergie par rapport aux coefficients qui s’annulent est mal défini (comme
résultant d’une forme indéterminée 00 , voir section 2.1.2), ainsi que la matrice 𝑆 qui
présente la même singularité.
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Nous avons donc effectué une rotation des axes utilisés pour définir le système. Nous
avons considéré comme état initial un état de Néel orienté le long de 𝑦 selon
|𝜓0⟩ =⨂
𝑗
| ↑𝑧⟩ + 𝑖(−1)
𝑗 | ↓𝑧⟩
√2
(4.16)
et le Hamiltonien du système se réécrit le long de 𝑧 et 𝑥 avec un champ magnétique
alterné le long de 𝑦
ℋ𝑋𝑋ℎ = −𝐽∑
𝑖
(𝑆𝑧𝑖 𝑆
𝑧
𝑖+1 + 𝑆
𝑥
𝑖 𝑆
𝑥
𝑖+1) − ℎ∑
𝑖
𝑆𝑦𝑖 . (4.17)
Cette rotation des axes rend tous les coefficients 𝐶𝜎𝑃𝑃 non nuls, si on garde l’expression
des configurations 𝜎𝑃 selon 𝑧.
Cependant, l’expression de la matrice 𝑆 dans cette nouvelle configuration des axes
est d’un rang assez faible, du fait des redondances dans le choix des variables décri-
vant l’Ansatz, ce qui complique l’inversion de la matrice 𝑆 nécessaire dans l’évolution
temporelle résultant de l’utilisation du TDVP. Pour éliminer de la redondance dans le
choix des paramètres variationnels, nous avons choisi de reparamétrer les coefficients
𝑊𝜎(𝑡) de la décomposition de l’état quantique |𝜓(𝑡)⟩ = ∑
𝜎
𝑊𝜎(𝑡) |𝜎⟩ sous la forme
𝑊𝜎(𝑡) =∏
𝑖<𝑗
𝑒𝑖(𝑎1𝑖𝑗(𝑡)𝜎𝑖+𝑎2𝑖𝑗(𝑡)𝜎𝑗+𝑏𝑖𝑗(𝑡)𝜎𝑖𝜎𝑗) (4.18)
où les variables 𝑎1𝑖𝑗, 𝑎2𝑖𝑗 et 𝑏𝑖𝑗 sont à valeur complexe. Le nombre de variables décrivant
l’Ansatz est alors réduit, passant de 2𝑁(𝑁 − 1) à 32𝑁(𝑁 − 1) variables.
Les coefficients de l’état initial s’écrivent alors
𝑎1𝑖𝑗(0) =
𝑖𝜋 + 𝜋2
𝑁 − 1
𝑎2𝑖𝑗(0) =
𝑗𝜋 + 𝜋2
𝑁 − 1
(4.19)
𝑏𝑖𝑗(0) = 0 .
Cette reparamétrisation ne garantit cependant pas l’inversibilité de la matrice 𝑆, no-
tamment pour l’état initial. Il est important de noter que dans ce cas, on n’est pas
autorisé à ajouter un terme diagonal à la matrice 𝑆 (comme nous l’avions fait dans
le cas de l’étude de l’évolution en temps imaginaire) puisque maintenant l’évolution
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doit être menée avec la forme exacte de la matrice 𝑆 issue du TDVP afin d’approximer
au mieux l’évolution exacte à chaque étape. Ainsi, suivant [20], nous avons utilisé
la pseudo-inverse de Moore-Penrose [29][76] qui consiste à trouver une solution du
système linéaire
𝑖 𝑆?̇? = ∇⃗𝐶∗𝐸 . (4.20)
Cette stratégie permet de produire une évolution de l’Ansatz,𝐶 = 𝐶(𝑡), qui vérifie le
TDVP comme nous l’avons discuté dans la sous-section 2.1.3.
4.2.2 Conservation de l’énergie
Il est important de noter que l’équation 4.20 d’évolution temporelle dérivée du TDVP
possède une propriété fondamentale de l’évolution temporelle exacte : la conservation
de l’énergie.
Pour montrer que la conservation de l’énergie est bien garantie par l’équation 4.20,
considérons les variations temporelles de 𝐸(𝐶,𝐶∗) =
⟨𝜓(𝐶)|ℋ|𝜓(𝐶)⟩
⟨𝜓(𝐶)|𝜓(𝐶)⟩
,
𝜕𝑡𝐸 =∑
𝑘
( ̇𝐶𝑘𝜕𝐶𝑘𝐸 +
̇𝐶∗𝑘𝜕𝐶∗𝑘𝐸) . (4.21)
Or puisque le Hamiltonien est hermitien, 𝐸 ∈ ℝ, on peut appliquer l’équation 4.20
aux deux dérivées par la relation 𝜕𝐶𝑘𝐸 = (𝜕𝐶∗𝑘𝐸)
∗ :
𝜕𝑡𝐸 = 𝑖 ∑
𝑘𝑗
(− ̇𝐶𝑗𝑆
∗
𝑗𝑘
̇𝐶∗𝑘 + ̇𝐶
∗
𝑘𝑆𝑘𝑗 ̇𝐶𝑗) . (4.22)
Par construction, la matrice S étant hermitienne, on trouve que 𝑆𝑘𝑗 = 𝑆
∗
𝑗𝑘, et on obtient
donc la conservation de l’énergie comme découlant de l’équation 4.20.
Ainsi, tant que la linéarisation de la relation 4.20 est vérifiée, ie tant que l’on considère
des pas de temps suffisamment réduits, la conservation de l’énergie est assurée.
4.2.3 Reproduction de la fonction d’onde fermionique
Le but de notre étude est de reproduire l’évolution temporelle d’un système qui se
mappe sur un système de fermions libres, tel que la chaîne XX. Nous allons donc dans
ce paragraphe nous intéresser à la structure d’une fonction d’onde de fermions libres
quelconque afin de la comparer à la structure de l’Ansatz 2LR-EPS.
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Considérons un système de 𝑁2 fermions décrits par un état quantique |𝜓⟩, qui se dé-
compose selon les opérateurs de création fermioniques en chaque site 𝑓 †𝑖 selon la
formule
|𝜓⟩ =
𝑁
2
∏
𝑛=1
(
𝑁
∑
𝑖=1
𝜓(𝑛)𝑖 𝑓
†
𝑖 ) |0⟩ (4.23)
Or les opérateurs de création fermioniques anticommutent : on peut alors sommer
sur les états de Fock fermioniques |𝑛⟩, et on trouve une expression en fonctions de
déterminants de Slater [90] de 𝑁2 fermions
|𝜓⟩ =
1
(𝑁2 )!
∑
𝑛
||𝑛||=𝑁
2
∑
𝜒
𝜖(𝜒) 𝜓1𝜒(1)…𝜓
𝑁
2
𝜒(𝑁2 )
|𝑛⟩ (4.24)
la première somme se faisant sur tous les états de Fock |𝑛⟩ à 𝑁2 fermions et la deuxième
somme sur toutes les permutations 𝜒 de J1, 𝑁2 K dans l’ensemble des sites occupés par
un fermion dans la configuration 𝑛. On a posé 𝜖(𝜒) la signature de la permutation 𝜒.
Les coefficients 𝑊𝑒𝑥𝑎𝑛 de l’état quantique |𝜓⟩ = ∑
𝑛
𝑊𝑒𝑥𝑎𝑛 |𝑛⟩ dans la base de Fock,
prennent une forme bien particulière
𝑊𝑒𝑥𝑎𝑛 =∑
𝜒
𝜖(𝜒)
𝑁
∏
𝑖=1
𝑔𝜒𝑖 (𝑛𝑖) (4.25)
𝑖 étant un site du système et 𝑔𝜒𝑖 qui sont des fonctions ne dépendant que du site 𝑖 et
pas des autres sites. On remarque que la structure du signe ainsi produite dépend
seulement des sites et des permutations 𝜒.
En parallèle, les coefficients𝑊𝐿𝑅2𝜎 d’un état quelconque de l’Ansatz LR2 s’écrivent sous
la forme 4.18. Cependant, puisque 𝜎𝑖 = ±1, 𝜎
2
𝑖 = 1, on a alors
𝑒𝑖𝑏𝑖𝑗𝜎𝑖𝜎𝑗 = cosh 𝑏𝑖𝑗 + 𝜎𝑖𝜎𝑗 sinh 𝑏𝑖𝑗 (4.26)
Les coefficients𝑊𝐿𝑅2𝜎 se réécrivent alors
𝑊𝐿𝑅2𝜎 =∏
𝑖<𝑗
((𝑒𝑖𝑎1𝑖𝑗𝜎𝑖)(𝑒𝑖𝑎2𝑖𝑗𝜎𝑗) cosh 𝑏𝑖𝑗 + (𝜎𝑖𝑒
𝑖𝑎1𝑖𝑗𝜎𝑖)(𝜎𝑗𝑒
𝑖𝑎2𝑖𝑗𝜎𝑗) sinh 𝑏𝑖𝑗) (4.27)
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On peut ainsi les mettre sous la forme
𝑊𝐿𝑅2𝜎 =∏
𝑖<𝑗
(𝜑(1)𝑖𝑗 (𝜎𝑖)𝜑
(1)
𝑖𝑗 (𝜎𝑗) + 𝜑
(2)
𝑖𝑗 (𝜎𝑖)𝜑
(2)
𝑖𝑗 (𝜎𝑗))
= ∑
{𝑐𝑖𝑗}
∏
𝑖<𝑗
𝜑
(𝑐𝑖𝑗)
𝑖𝑗 (𝜎𝑖)𝜑
(𝑐𝑖𝑗)
𝑖𝑗 (𝜎𝑗) (4.28)
où 𝜑(1)𝑖𝑗 (𝜎𝑖(𝑗)) = 𝑒
𝑖𝑎1(2)𝑖𝑗𝜎𝑖(𝑗)√cosh 𝑏𝑖𝑗, 𝜑
(2)
𝑖𝑗 (𝜎𝑖(𝑗)) = 𝜎𝑖(𝑗)𝑒
𝑖𝑎1(2)𝑖𝑗𝜎𝑖(𝑗)√sinh 𝑏𝑖𝑗, et où la
somme s’effectue sur tous les vecteurs de choix {𝑐𝑖𝑗} avec 𝑐𝑖𝑗 = 1 ou 2 pour chaque
paire 𝑖𝑗.
Cette somme contient donc 2
𝑁
2 (𝑁−1) termes. Alors que la somme 4.25 sur les permuta-
tions 𝜒 contient (𝑁2 ) ! ∼ √𝜋𝑁 (
𝑁
2𝑒)
𝑁
2 termes. Les coefficients𝑊𝐿𝑅2𝜎 contiennent donc
plus de termes en forme de produit de fonctions à un site que les coefficients𝑊𝑒𝑥𝑎𝜎 .
On remarquera également qu’une permutation 𝜒 de sites fermioniques peut se mettre
sous la forme d’un choix de couples 𝑖𝑗 avec 𝑖 ⩽ 𝑁2 et 𝑗 un site fermionique occupé.
En effet, une permutation 𝜒 est uniquement déterminée par l’image de l’élément
𝑖, il est donc possible d’associer aux valeurs 𝜑(1) les valeurs des coefficients de la
décomposition 4.25 en chacun des sites et aux valeurs 𝜑(2) simplement la valeur 1. À
l’inverse, un vecteur de choix 𝑐 ne représente pas forcément une permutation mais est
un ensemble bien plus large. Il est donc possible de reproduire la somme sur 𝜒 avec la
somme sur {𝑐𝑖𝑗}.
De plus, il est possible de reproduire le produit sur tous les sites 𝑖,
𝑁
∏
𝑖=1
𝑔𝜒𝑖 (𝑛𝑖), à partir
du produit∏
𝑖<𝑗
𝜑
𝑐𝑖𝑗
𝑖𝑗 (𝜎𝑖)𝜑
𝑐𝑖𝑗
𝑖𝑗 (𝜎𝑗) qui se fait sur nettement plus d’éléments.
Il ne reste alors plus qu’à savoir si l’Ansatz 2LR-EPS est capable de reproduire la
signature de la permutation 𝜖(𝜒). Fixons une permutation 𝜒 et une décomposition
de cette permutation en transposition de deux sites 𝜒 = 𝜏𝛼1𝛽1 ∘ … ∘ 𝜏𝛼𝑀𝛽𝑀. On
notera que cette décomposition n’est pas forcément unique. Cependant, la signature
de cette permutation s’écrit alors 𝜖(𝜒) =
𝑀
∏
𝑚=1
𝜖(𝜏𝛼𝑚𝛽𝑚). On peut alors associer à
la paire (𝛼𝑚, 𝛽𝑚) le signe associé à la transposition 𝜏𝛼𝑚𝛽𝑚 dans la décomposition,
chaque transposition pouvant apparaître plusieurs fois dans la décomposition. Il est
alors possible d’associer ce signe au coefficient 𝜑
𝑐𝛼𝑚𝛽𝑚
𝛼𝑚𝛽𝑚
et de faire apparaître un signe
𝜖(𝜒) devant le produit ∏
𝑖<𝑗
𝜑
𝑐𝑖𝑗
𝑖𝑗 (𝜎𝑖)𝜑
𝑐𝑖𝑗
𝑖𝑗 (𝜎𝑗), pour le vecteur de choix 𝑐𝑖𝑗 associé à la
permutation 𝜒.
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Cependant, même si on peut reproduire le signe sur chaque permutation indépen-
damment, rien ne nous garantit que l’Ansatz puisse contenir le signe de toutes les
permutations en même temps. En effet, du fait de la complexité de la décomposition
d’une permutation en produit de transpositions, il est difficile de garantir que l’on
puisse choisir la bonne correspondance entre le vecteur de choix 𝑐 et la permutation
𝜒 et les bons signes pour tous les coefficients 𝜑 de sorte à reproduire la structure de
signe 𝜖(𝜒) sur tous les coefficients.
Par conséquent, seule la comparaison directe entre les résultats exacts et les résultats
variationnels peut permettre de conclure quant à la capacité des états 2LR-EPS à
reproduire des états de fermions libres.
4.3 Évolution temporelle des états EPS
Nous discuterons dans cette section des premiers résultats que nous avons obtenus
pour l’étude de la dynamique temporelle. Nous nous intéresserons donc à un quench
d’un état de Néel |𝜓0⟩ qui évolue suivant un Hamiltonien de chaîne XX en l’absence de
champ magnétique. Comme nous l’avons vu précédemment, il s’agit a priori du cas le
plus difficile à reproduire parmi les quenches que nous allons considérer, car l’entropie
d’intrication attendue dans l’état stationnaire est maximale, voir figure 4.2.
Comme dans le chapitre 2, nous avons utilisé le mapping sur les fermions libres pour
décrire exactement l’évolution temporelle et comparer les résultats de l’Ansatz 2LR-EPS
avec des résultats exacts. La seule différence majeure avec la méthode de résolution
exacte que nous avons utilisée précédemment étant qu’au lieu de considérer un état de
mer de Fermi, on considère un état de Néel que l’on décompose dans la base des états
propres du Hamiltonien avant de faire évoluer chacune des composantes par un terme
de phase dépendant du temps. On peut alors appliquer les algorithmes présentés dans
les annexes B et C pour calculer les valeurs des observables physiques décrivant le
système.
Nous présenterons les résultats dans le même système d’axes que dans les chapitres
précédents, ie nous considérerons un Hamiltonien XX selon les directions 𝑥 et 𝑦 et un
état de Néel selon l’axe 𝑧.
4.3.1 Corrélations fermioniques
Une première façon d’évaluer la qualité de notre approche à reproduire la dyna-
mique temporelle est d’analyser sa capacité à reproduire les intégrales du mouvement.
Comme nous l’avons vu précédemment, dans le cas de ce quench, les fonctions de
corrélation fermioniques à deux sites à distance 𝑑 donnée sont des intégrales du mou-
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vement, avec le cas particulier 𝑑 = 1 où cette fonction de corrélation n’est rien d’autre
que l’énergie du système avec un champ magnétique nul.
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Fig. 4.3 Évolution temporelle de l’énergie par sites suite à un quench d’un état de Néel soumis
à un Hamiltonien de chaîne XX pour une chaîne de taille 𝑁 = 40. On a représenté par la ligne
centrale (en noir) la valeur exacte 𝐸 = 0. On a tracé les barres d’erreur à deux écarts types
On a ainsi représenté sur la figure 4.3 l’évolution de l’énergie. On peut remarquer que
la plupart des énergies calculées sont bien en accord avec le résultat exacte dans la
barre d’erreur. Cependant, quelques points s’éloignent de la valeur exacte au delà de 2
écarts types, il faut noter que cela ne signifie pas forcément que la fonction d’onde de
l’Ansatz reproduit mal le résultat exact. En effet la déviation de l’énergie par rapport à
la valeur initiale n’a pas de comportement systématique, mais elle fluctue d’une façon
symétrique entre valeurs positives et négatives.
Pour aller plus loin dans notre étude des intégrales du mouvement, on peut considérer
les corrélations fermioniques à plus grande distance
𝐶𝑓 𝑒𝑟𝑚 = ⟨𝑆
†
𝑖+𝑟𝑒
−𝑖𝜋
𝑖+𝑟−1
∑
𝑘=𝑖+1
(𝑆𝑧𝑘+
1
2 )
𝑆−𝑖 ⟩ + ℎ𝑐 . (4.29)
Comme on peut le voir sur la figure 4.4, les corrélations fermioniques restent sous les
barres d’erreur, à part pour quelques points, ce qui comme précédemment ne remet
pas forcément en cause la qualité de la fonction d’onde trouvée par l’algorithme.
Finalement, l’Ansatz 2LR-EPS semble permettre de reproduire la conservation de
toutes les intégrales du mouvement avec une excellente précision. Ainsi, puisque
ces intégrales du mouvements permettent de décrire exactement l’état quantique
thermalisé, on s’attend à ce que notre Ansatz reproduise correctement l’évolution
temporelle suite au quench aux temps longs.
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(b) 𝑟 = 𝑁2
Fig. 4.4 Évolution des corrélations fermioniques 𝐶𝑓 𝑒𝑟𝑚 entre deux sites distants d’une distance 𝑟
par sites suite à un quench d’un état de Néel soumis à un Hamiltonien de chaîne XX pour une
chaîne de taille 𝑁 = 40. On a représenté par la ligne centrale (en noir) la valeur exacte 𝐶𝑓 𝑒𝑟𝑚 = 0.
On a tracé les barres d’erreur à deux écarts types.
4.3.2 Aimantation uniforme et alternée
Une autre intégrale du mouvement est l’aimantation totale le long de la chaîne dans
la direction de l’axe 𝑧,𝑀𝑡𝑜𝑡 =
1
𝑁 ∑
𝑖
𝑆𝑧𝑖 , en effet, bien que l’aimantation en chacun des
sites ne soit pas conservée, l’aimantation totale, qui dans le mapping sur le modèle de
fermions libres est le nombre de fermions, commute avec le Hamiltonien de chaîne
XX et reste constante au cours de l’évolution temporelle. Cette absence d’évolution
est particulièrement bien reproduite par notre approche dans les barres d’erreur
statistiques, comme on peut le voir sur la figure 4.5. On remarque que les barres
d’erreur augmentent sur les 100 premières itérations de l’algorithme avant de stagner,
correspondant au moment où les fluctuations de l’aimantation totale augmentent.
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Fig. 4.5 Évolution de l’aimantation totale par sites le long de l’axe 𝑧 suite à un quench d’un état de
Néel soumis à un Hamiltonien de chaîne XX pour une chaîne de taille 𝑁 = 40. On a représenté par
la ligne centrale (en noir) la valeur exacte𝑀𝑡𝑜𝑡 = 0. On a tracé les barres d’erreur à deux écarts
types.
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Pour aller plus loin, on peut s’intéresser à l’aimantation alternée𝑀𝑠𝑡 = ∑
𝑖
(−1)𝑖𝑆𝑧𝑖
pour voir la qualité de notre Ansatz à reproduire l’évolution temporelle suite à un
quench. Comme on peut le voir dans la figure 4.6, notre approche reproduit exactement
l’aimantation alternée jusqu’à un temps 𝑡𝐽 ∼ 1 avant de s’éloigner du résultat exact
tout en reproduisant l’allure de la courbe.
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Fig. 4.6 Évolution de l’aimantation alternée le long de l’axe 𝑧 d’un système quantique suite à un
quench d’un état de Néel soumis à un Hamiltonien de chaîne XX pour une chaîne de taille 𝑁 = 40.
La valeur exacte est obtenue par mapping sur un système de fermions libres.
On remarque, sur la figure 4.7, que notre approche reproduit la symétrie des aiman-
tations locales qui sont exactement les mêmes (à la barre d’erreur près) pour deux
sites de même parité sur la chaîne, et exactement opposés pour deux sites de parité
différente. Les courbes 4.6 et 4.7 se superposent ainsi parfaitement, dans les barres
d’erreur.
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Fig. 4.7 Évolution d’un système quantique suite à un quench d’un état de Néel soumis à un
Hamiltonien de chaîne XX pour une chaîne de taille 𝑁 = 40. La valeur exacte est obtenue par
mapping sur un système de fermions libres.
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4.3.3 Fonctions de corrélation
Pour poursuivre notre étude, nous avons ensuite étudié l’évolution des corrélations au
cours du temps.
Corrélation des composantes 𝑥 et 𝑦 des spins Commençons par nous intéresser
aux corrélations le long des axes 𝑥 et 𝑦
𝐶𝑥𝑥(𝑟) = ∑
𝑖
(𝑆𝑥𝑖 𝑆
𝑥
𝑖+𝑟 + 𝑆
𝑦
𝑖 𝑆
𝑦
𝑖+𝑟) (4.30)
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Fig. 4.8 Évolution des corrélations entre deux sites séparés d’une distance 𝑟 le long des axes 𝑥 et
𝑦 suite à un quench d’un état de Néel soumis à un Hamiltonien de chaîne XX pour une chaîne de
taille 𝑁 = 40. On compare le résultat obtenu par l’approche 2LR-EPS et le résultat exact obtenu
par mapping sur un système de fermions libres. Les barres d’erreur représentent une déviation
standard sur l’algorithme Monte Carlo.
Pour une distance entre sites 𝑟 = 1, les corrélations 𝐶𝑥𝑥(1) correspondent à l’énergie
du système et n’évoluent donc pas, comme on l’a discuté à propos de la figure 4.3. À
distance plus élevée, on trouve la figure 4.8. Les corrélations à distance impaire de sites,
figures 4.8b et 4.8d, sont exactement nulles et notre Ansatz reproduit correctement
cette valeur à l’erreur statistique près. Les corrélations à distance 𝑟 = 4, figure 4.8c, sont
aussi correctement reproduites à l’erreur statistique près. Par contre, la corrélation à
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distance 𝑟 = 2, figure 4.8a, est sous-estimée par l’approche 2LR-EPS, cependant l’allure
de la courbe est correctement reproduite. À distance supérieure, les corrélations sont
exactement nulles (pour les distances impaires) ou très faibles (pour les distances
paires), et l’Ansatz 2LR-EPS reproduit alors les corrélations à l’erreur statistique près.
Corrélation des composantes 𝑧 des spins Considéronsmaintenant les corrélations
entre les composantes 𝑧 des spins
𝐶𝑧𝑧(𝑟) = ∑
𝑖
𝑆𝑧𝑖 𝑆
𝑧
𝑖+𝑟 (4.31)
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Fig. 4.9 Évolution des corrélations entre deux sites séparés d’une distance 𝑟 le long de l’axe 𝑧
suite à un quench d’un état de Néel soumis à un Hamiltonien de chaîne XX pour une chaîne de
taille 𝑁 = 40. On compare le résultat obtenu par l’approche 2LR-EPS et le résultat exact obtenu
par mapping sur un système de fermions libres. Les barres d’erreur représentent une déviation
standard sur l’algorithme Monte Carlo.
L’Ansatz 2LR-EPS permet de reproduire l’allure des courbes des corrélations, comme
montré sur la figure 4.9. On remarque de plus, figure 4.9a, que les corrélations selon 𝑧
à distance 𝑟 = 1 sont particulièrement bien reproduites pour les premières itérations,
avant de s’éloigner légèrement tout en reproduisant l’allure de la courbe. Par contre
à plus grande distance, 𝑟 = 3 et 𝑟 = 4, l’approche peine à reproduire l’amplitude
des corrélations et surtout leur signe, cependant elle réussit à situer la position du
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minimum des corrélations de façon fidèle et permet de reproduire ainsi la propagation
des corrélations dans le système, comme nous allons en discuter dans le prochain
paragraphe.
Cône de lumière On peut donc reproduire la propagation des corrélations au cours
du temps. Comme on peut le voir sur les figures 4.10 et 4.11, cette propagation des
corrélations s’effectue le long d’un cône causal (ou cône de lumière) dont la forme est
dictée par la propagation des excitations élémentaires de vitesse de groupe maximale.
Dans le cas que nous étudions, les excitations ont une nature de quasi-particules
fermioniques avec relation de dispersion 𝜖𝑘 = −𝐽 cos(𝑘) et donc une vitesse de groupe
maximale 𝑣𝑔 = 𝐽. Le cône de lumière est alors défini par la relation temps-espace
𝑡 = 𝑟2𝐽 , qui est bien reproduite par nos données.
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Fig. 4.10 Propagation des corrélations le long de la composante 𝑥 entre deux sites séparés d’une
distance 𝑟 suite à un quench d’un état de Néel soumis à un Hamiltonien de chaîne XX pour une
chaîne de taille 𝑁 = 40. On a représenté par la ligne pleine (rouge) le cône de lumière.
1 3 5 7 9 11 13 15 17 19
r
0
1
2
3
tJ
(a) 2LR-EPS
1 3 5 7 9 11 13 15 17 19
r
0
1
2
3
tJ
(b) Exact
Fig. 4.11 Propagation des corrélations le long de la composante 𝑧 de spin entre deux sites
séparés d’une distance 𝑟 suite à un quench d’un état de Néel soumis à un Hamiltonien de chaîne XX
pour une chaîne de taille 𝑁 = 40. On a représenté par la ligne pleine (rouge) le cône de lumière.
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4.3.4 Entropie d’intrication
Une quantité importante à reproduire pour connaître les limites de notre approche
est l’entropie d’intrication. La figure 4.12 montre l’évolution temporelle de l’entropie
de Renyi d’ordre 2 pour des sous-systèmes de taille variable. L’ entropie augmente
linéairement avec le temps comme on peut le voir dans le cas ℓ = 𝑁2 , notre approche est
alors capable de reproduire particulièrement bien l’évolution de l’entropie d’intrication
au cours du temps jusqu’à une valeur 𝑡𝐽 ∼ 3 avant de s’établir vers une valeur constante.
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Fig. 4.12 Évolution de l’entropie d’intrication d’un sous-système de taille ℓ à partir d’un quench
d’un état de Néel soumis à un Hamiltonien de chaîne XX pour un système de taille 𝑁 = 40. On
compare le résultat obtenu par l’approche LR2 EPS et le résultat exact obtenu par mapping sur un
système de fermions libres. Les barres d’erreur représentent deux écarts types sur l’algorithme
Monte Carlo.
On peut plus globalement regarder l’augmentation de l’intrication au cours du temps
sur la figure 4.13. On peut y voir l’augmentation puis la stagnation, vers 𝑡𝐽 ∼ 3, de
l’entropie d’intrication reproduite par l’Ansatz EPS.
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Fig. 4.13 Évolution de l’entropie d’intrication d’un sous-système de taille ℓ à partir d’un quench
d’un état de Néel soumis à un Hamiltonien de chaîne XX pour un système de taille 𝑁 = 40
4.4 Variation du champ magnétique
Dans cette dernière section nous allons considérer un champ magnétique dans le
Hamiltonien d’évolution ce qui permet de contrôler l’énergie injectée par le quench et
l’intrication qui se développe dans le système aux temps longs. Nous allons ici comparer
les résultats en se contentant d’analyser quelques quantités physiques remarquables
pour éviter un catalogue de résultats. Plus de résultats sont à retrouver dans les annexes
D, E et F.
Il est également important de noter que plus ℎ est élevé plus l’aimantation alternée va
osciller rapidement, il a alors été nécessaire de réduire le pas temporel pour pouvoir
décrire correctement l’évolution du système.
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Fig. 4.14 Évolution de l’erreur relative sur l’aimantation alternée à partir de différents quench d’un
état de Néel soumis à un Hamiltonien de chaîne XX et à un champ magnétique alterné ℎ pour un
système de taille 𝑁 = 20. Les barres d’erreur représentent une déviation standard sur l’algorithme
Monte Carlo.
Aimantation alternée Pour comparer les résultats, une quantité intéressante est
l’aimantation alternée𝑀𝑠𝑡 =
1
𝑁 ∑
𝑖
(−1)𝑖𝑆𝑧𝑖 . Cette quantitée est centrale dans notre
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étude, en effet nous avons couplé un champ magnétique alterné ℎ au Hamiltonien de
la chaîne XX, l’état initial étant un état de Néel est donc l’état fondamental dans le cas
ℎ = ∞. Ainsi, plus ℎ est élevé plus l’état de Néel va être proche de l’état fondamental du
système et plus la composante𝑀𝑠𝑡 va être importante dans la dynamique du système.
Nous avons donc tracé en figure 4.14 l’erreur relative sur l’aimantation alternée en
fonction du champ magnétique ℎ, les résultats trouvés indépendamment pour chaque
champ magnétique sont représentés en annexe D. On retrouve bien le fait que plus le
champ magnétique est élevé, mieux l’aimantation alternée𝑀𝑠𝑡 est reproduite. Ce qui
est en effet le résultat auquel on s’attendait, du fait de l’entropie plus élevée pour des
champs magnétiques plus faibles.
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Fig. 4.15 Évolution temporelle des corrélations entre deux sites séparés d’une distance 𝑟 = 1 le
long de l’axe 𝑥 suite à un quench d’un état de Néel soumis à un Hamiltonien de chaîne XX couplé à
un champ magnétique alterné ℎ pour une chaîne de taille 𝑁 = 20. On compare le résultat obtenu
par l’approche 2LR-EPS et le résultat exact obtenu par mapping sur un système de fermions libres.
Les barres d’erreur représentent une déviation standard sur l’algorithme Monte Carlo.
Fonctions de corrélations Il est plus complexe de considérer l’erreur relative sur les
fonctions de corrélation, celles-ci étant assez faibles, l’erreur statistique commence à
jouer un rôle important dans l’erreur relative entre les valeurs obtenues par minimisa-
tion variationnelle de l’Ansatz 2LR-EPS et le résultat exact. Nous allons donc présenter
un graphe de corrélation des composantes 𝑥 et 𝑦 de spins, voir figure 4.15, se référer à
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l’annexe E pour les corrélations à distances plus grandes et selon la composante 𝑧 de
spin.
Les graphes 4.15 montrent ainsi que plus le champ magnétique alterné ℎ augmente,
mieux les corrélations sont reproduites, et surtout meilleure est la reproduction de
la fréquence des oscillations des corrélations, avec un résultat essentiellement exact
dans la barre d’erreur pour ℎ > 1.
Entropied’intrication L’entropie d’intrication était bien reproduite aux temps courts
dans le cas ℎ = 0, on peut s’attendre à ce que cela soit toujours le cas pour ℎ plus élevé.
À titre d’exemple, on a tracé le graphe de l’entropie d’intrication d’un sous-système
de taille ℓ = 1 et ℓ = 𝑁2 dans le cas ℎ = 1, voir figure 4.16, les graphes pour d’autres
valeurs du champ magnétique ℎ sont tracés dans l’annexe F.
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Fig. 4.16 Évolution de l’entropie d’intrication d’un sous-système de taille ℓ à partir d’un quench
d’un état de Néel soumis à un Hamiltonien de chaîne XX couplé à un champ magnétique alterné
ℎ = 1 pour un système de taille 𝑁 = 20. On compare le résultat obtenu par l’approche 2LR-EPS et
le résultat exact obtenu par mapping sur un système de fermions libres. Les barres d’erreur
représentent une déviation standard sur l’algorithme Monte Carlo
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Fig. 4.17 Évolution de l’entropie d’intrication d’un sous-système de taille ℓ à partir d’un quench
d’un état de Néel soumis à un Hamiltonien de chaîne XX couplé à un champ magnétique alterné
ℎ = 4 pour un système de taille 𝑁 = 20. On compare le résultat obtenu par l’approche 2LR-EPS et
le résultat exact obtenu par mapping sur un système de fermions libres. Les barres d’erreur
représentent une déviation standard sur l’algorithme Monte Carlo
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Ainsi, comme on le voit sur la figure 4.16, l’évolution de l’entropie d’intrication est
reproduite exactement, dans la barre d’erreur, avant de dévier légèrement vers 𝑡𝐽 ∼
1.50, tout en reproduisant l’allure de la courbe. De plus, comme on peut le voir sur la
courbe 4.17, pour un champ magnétique plus élevé, l’entropie d’intrication est mieux
reproduite.
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Now this is not the end. It is not even the
beginning of the end. But it is, perhaps, the end
of the beginning.
—W.Churchill
Ce n’est pas la fin. Ce n’est même pas le commencement de la
fin. Mais, c’est peut-être la fin du commencement.
Nous avons pu mettre en avant au cours de ce manuscrit deux difficultés majeures
dans l’étude d’états fondamentaux de systèmes à𝑁 corps et de l’évolution temporelle
de ces quantiques suite à un quench : la reproduction de la structure de signe et de
l’intrication d’un état quantique.
Nous avons présenté, dans le chapitre 2, l’approche que nous avons développée pour
réussir à reproduire ces propriétés. Celle-ci se base sur l’Ansatz des états aux plaquettes
intriquées (EPS), sur un calcul des grandeurs physiques par échantillonnage Monte
Carlo et une optimisation variationnelle élaborée à partir d’un principe variationnel.
Nous avons ensuite appliqué notre approche à l’étude de l’état fondamental de la chaîne
XX : cet état critique, présentant des corrélations décroissantes en loi de puissance
et de l’intrication à longue portée, s’avère particulièrement difficile à reproduire.
L’optimisation variationnelle sur l’Ansatz EPS à plaquettes à longue portée de taille 2
(2LR-EPS) permet cependant de reproduire avec une très bonne précision les propriétés
physiques décrivant le système : l’énergie (avec une précision de 10−8), les corrélations
à deux sites (avec une précision de 10−3) et l’intrication (avec une précision d’aumoins
10−4). Nous avons également pu voir que l’Ansatz 2LR-EPS est capable de reproduire
des états quantiques fortement intriqués, ce qui est prometteur pour qu’il soit capable
de reproduire des états quantique dont l’entropie d’intrication évolue en loi de volume.
Nous avons par la suite, dans le chapitre 3, confronté notre Ansatz à un test difficile :
l’étude de l’état fondamental de la chaîne 𝐽1 − 𝐽2. Ce système est complexe à étudier
car la frustration magnétique qu’il présente induit une structure de signe de l’état fon-
damental non trivial et fait apparaître le problème du signe dans le cas des approches
Monte Carlo. Nous avons ainsi pu voir que l’optimisation variationnelle de notre Ansatz
n’est pas soumise au problème du signe et parvient à reproduire avec une excellente
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précision les corrélations et l’énergie dans le cas d’une frustration 𝛼 < 0.5. Dans la
partie du diagramme de phase où la frustration est plus élevée, qui est connue pour
être particulièrement complexe à étudier, l’énergie est bien reproduite, ainsi que le
signe des corrélations, bien que non trivial. Ces résultats suggèrent que notre stratégie
variationnelle, basée sur l’optimisation d’un état à coefficients complexes, parvient à
reproduire des structures de signe non triviales qui s’approchent de celle de l’état exact.
De plus, dans le cas de grands systèmes (𝑁 = 80), où le calcul exact n’est plus possible,
notre approche permet de mettre en évidence les propriétés physiques du diagramme
de phase tels l’exposant de Luttinger paramètrant la décroissance des corrélations
dans la phase sans gap, l’incommensurabilité des corrélations et la dimérisation de
l’état fondamental dans la phase gappée, ainsi que l’évolution du comportement de
l’entropie d’intrication en fonction de la frustration.
Pour finir, dans le chapitre 4, nous avons commencé l’exploration des capacités de
notre approche à reproduire l’évolution temporelle d’un état quantique suite à un
quench. Nous avons discuté la capacité de notre Ansatz à reproduire la structure de
signe d’un état de fermions libres s’exprimant ainsi sous la forme de déterminants de
Slater. Nous avons ainsi pu mettre en évidence sa capacité et ses limites à reproduire
la propagation des corrélations et analyser sa capacité à reproduire l’augmentation de
l’intrication au sein du système.
Les résultats que nous avons obtenus suggèrent la capacité de notre Ansatz (et de la
méthode variationnelle en général) à s’attaquer à des problèmes considérés comme
particulièrement difficiles : les systèmes de spins magnétiquement frustrés. Dans la
suite des pistes que nous avons étudiées jusqu’àmaintenant, il serait pertinent d’utiliser
notre approche pour s’intéresser à des liquides de spins en dimension 2 tels le réseau
triangulaire anisotrope, le réseau carré 𝐽1 − 𝐽2 ou encore le réseau kagomé qui, de
part la frustration magnétique présente dans ces systèmes, résistent aux approches
Monte Carlo et présentent une intrication rendant le système difficile à étudier avec
des approches variationnelles de type MPS. L’approche que nous avons développée est
ainsi prometteuse pour améliorer notre compréhension de ces systèmes.
Enfin, nous aimerions poursuivre l’étude de la capacité de notre Ansatz à reproduire
l’évolution temporelle d’un état quantique suite à un quench. Il nous semble important
de mieux comprendre l’évolution de la reproduction de l’entropie en fonction de la
taille du système et ses conséquences sur la capacité de notre approche à reproduire
l’évolution des quantités décrivant le système. Une évolution intéressante de l’Ansatz
afin de renforcer ses aptitudes à décrire la dynamique temporelle, serait de considérer
des coefficients matriciels pour l’Ansatz, au lieu des coefficients scalaires que nous uti-
lisons actuellement. On introduirait alors un paramètre variationnel, la dimension de
cesmatrices, qui permettrait d’augmenter l’efficacité de notre approche en augmentant
seulement polynomialement son coût numérique ; et qui, à l’inverse de l’Ansatz MPS,
aurait une entropie d’intricationmoyenne des états de l’Ansatz qui puisse évoluer en loi
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de volume avec la taille du système. De manière générale, il serait pertinent d’utiliser
notre approche variationnelle pour s’attaquer à des problèmes d’évolution temporelle
plus complexes, tels que la transition vers la localisation à𝑁 corps dans les systèmes
fortement désordonnés ; l’évolution d’un système soumis à un forçage périodique ; ou
encore la dynamique dissipative dans le cas d’un système couplé à un environnement.
Dans tous ces problèmes, les Ansätze de type EPS et leurs généralisations possibles
pourraient s’avérer d’une grande efficacité par leur habilité à reproduire l’évolution de
l’intrication sans nécessité d’une augmentation exponentielle du nombre de variables
avec la taille du système.
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ACalcul de l’erreur
Nous allons nous intéresser ici au calcul de l’erreur dans l’algorithme Monte Carlo
[70][91]. Le calcul de l’erreur est au centre de l’algorithme, car c’est lui qui conditionne
les arrêts des différentes boucles de l’algorithme. En effet, le calcul de l’énergie et du
gradient par méthode Monte Carlo à chaque étape de l’algorithme du gradient s’arrête
lorsque l’erreur sur le gradient passe en dessous d’un certain seuil ou s’itère plus d’un
nombre fixé de fois. L’algorithme du gradient quant à lui s’arrête lorsque l’erreur sur
le gradient devient supérieure à la valeur de la norme du gradient, nous considérons
alors que nous avons atteint le minimum recherché.
De plus à chaque pas de l’algorithme du gradient, afin de trouver la meilleure taille
du pas, nous testons plusieurs pas pour lesquels nous calculons l’énergie de l’état
obtenu et nous sélectionnons le plus grand pas satisfaisant la linéarisation de l’énergie
𝐸𝑛+1 − 𝐸𝑛 − 𝜌∑
𝑝
( 𝜕⟨𝐸𝑛⟩
𝜕𝐶𝑃(?⃗?𝑃)
)
2
= 0 à l’erreur sur cette quantité près en supposant que
l’erreur sur 𝐸𝑛+1 est proche de celle sur 𝐸𝑛, avec 𝐸𝑛 l’énergie calculée à l’étape 𝑛.
Le calcul de l’erreur est donc central dans l’algorithme de minimisation. Puisque les
valeurs calculées à chaque pas Monte Carlo ne sont pas totalement décorrélées, on ne
peut pas se contenter de calculer la variance de l’estimateur pour en déduire l’erreur.
En réalité, les valeurs de l’estimateur, que nous allons appeler 𝐴, sont corrélées sur
une échelle de pas caractéristique 𝜏𝐴 appelée temps d’autocorrélation. Une valeur de
𝐴 est alors corrélée aux 𝜏𝐴 valeurs précédentes et aux 𝜏𝐴 valeurs suivantes, ainsi pour
𝑁𝑀𝐶 pas Monte Carlo au total, on obtient finalement
𝑁𝑀𝐶
2𝜏𝐴
variables décorrélées.
Pour calculer le temps d’autocorrélation, nous avons utilisé une méthode par blocs.
Nous avons fixé une taille𝑁𝑏 pour les blocs assez grand pour pouvoir supposer𝑁𝑏 ≫
𝜏𝐴, dans notre algorithme nous avons fixé
𝑁𝑀𝐶
𝑁𝑏
= 10 donc𝑁𝑏 de quelques centaines
de pas, 𝜏𝐴 étant de l’ordre de quelques pas, on a bien𝑁𝑏 ≫ 𝜏𝐴. On introduit alors des
variables de blocs ̄𝐴𝑘 qui sont la moyenne de l’estimateur 𝐴 sur le 𝑘
𝑒 bloc,
̄𝐴𝑘 =
1
𝑁𝑏
𝑘𝑁𝑏
∑
𝑖=(𝑘−1)𝑁𝑏+1
𝐴𝑖 (A.1)
avec 𝐴𝑖 la valeur de l’estimateur 𝐴 au 𝑖
𝑒 pas Monte Carlo.
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Si les 𝐴𝑖 étaient décorrélés, pour 𝜎
2
𝐴 la variance de 𝐴 et ?̄?
2
𝐴 la variance de ̄𝐴 on aurait
?̄?2𝐴 =
𝜎2𝐴
𝑁𝑏
. Cependant, dans un bloc, il n’y a que
𝑁𝑏
2𝜏𝐴
variables décorrélées, on a par
extrapolation ?̄?2𝐴 =
𝜎2𝐴
𝑁𝑏
2𝜏𝐴
. D’où
𝜏𝐴 =
𝑁𝑏
2
?̄?2𝐴
𝜎2𝐴
. (A.2)
On peut alors calculer l’erreur 𝛥𝐴 faite sur le calcul de la moyenne de l’estimateur
⟨𝐴⟩. On aurait 𝛥𝐴 = √
𝜎2𝐴
𝑁𝑀𝐶
si les𝐴𝑖 étaient décorrélés, mais seulement
𝑁𝑀𝐶
2𝜏𝐴
variables
étant décorrélées, on obtient
𝛥𝐴 = √2𝜏𝐴
𝜎2𝐴
𝑁𝑀𝐶
. (A.3)
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BCalcul de la fonction de corrélation
de la chaîne XX
Nous allons ici calculer la fonction de corrélation que nous avons comparée aux ré-
sultats trouvés numériquement par l’Ansatz EPS. Ces calculs théoriques sont basés
sur [84]. Nous allons supposer dans ces calculs que le nombre de particules 𝑁2 est
impair. Considérons donc un Hamiltonien d’une chaîne de fermions à conditions au
bord périodiques :
𝐻 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
0 −12 0 … 0 −
1
2
−12 ⋱ ⋱ ⋱ 0
0 ⋱ ⋱ ⋱ ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ 0
0 ⋱ ⋱ ⋱ −12
−12 0 … 0 −
1
2 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
.
En diagonalisant ce Hamiltonien, on obtient les valeurs propres et vecteurs propres :
𝐻|𝜓(𝑚)⟩ = 𝐸𝑚|𝜓
(𝑚)⟩, avec 𝐸1 ⩽ 𝐸2 ⩽ ⋯ ⩽ 𝐸𝑁, (B.1)
qui sont les ondes planes avec relation de dispersion 𝐸𝑘 = −𝐽 cos (2𝜋
𝜏(𝑘)
𝑁 ) avec 𝜏 une
permutation de J0,𝑁 − 1K .
Posons𝑁↑ =
𝑁
2 , 𝑃 =
⎛⎜⎜⎜⎜⎜
⎝
𝜓(1)1 … 𝜓
(𝑁↑)
1
⋮ ⋮
𝜓(1)𝑁 … 𝜓
(𝑁↑)
𝑁
⎞⎟⎟⎟⎟⎟
⎠
et 𝑓 †𝑚 =
𝑁
∑
𝑘=1
𝑃𝑘𝑚𝑎
†
𝑘.
Alors l’état fondamental |𝜓0⟩ se réécrit
|𝜓0⟩ = 𝑓
†
𝑛 …𝑓
†
1 |0⟩ (B.2)
=
𝑁↑
∏
𝑚=1
𝑁
∑
𝑘=1
𝑃𝑘𝑚𝑎
†
𝑘|0⟩ . (B.3)
119
On peut alors considérer la fonction de corrélation entre deux sites distincts 𝑖 et 𝑗
⟨𝑆+𝑗 𝑆
−
𝑖 ⟩ = ⟨𝑆
−
𝑖 𝑆
+
𝑗 ⟩ (B.4)
= ⟨𝜓0|𝑒
𝚤𝜋 ∑
𝑘<𝑖
𝑎†𝑘𝑎𝑘
𝑎𝑖𝑎
†
𝑗 𝑒
𝚤𝜋 ∑
𝑘<𝑗
𝑎†𝑘𝑎𝑘
|𝜓0⟩ . (B.5)
On a
𝑒
𝚤𝜋 ∑
𝑘<𝑗
𝑎†𝑘𝑎𝑘
|𝜓0⟩ =
𝑁↑
∏
𝑚=1
𝑁
∑
𝑙=1
𝑃(𝑗)𝑙𝑚𝑎
†
𝑙 |0⟩, avec 𝑃
(𝑗) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
−𝜓(1)1 … −𝜓
(𝑁↑)
1
⋮ ⋮
−𝜓(1)𝑗−1 … −𝜓
(𝑁↑)
𝑗−1
𝜓(1)𝑗 … 𝜓
(𝑁↑)
𝑗
⋮ ⋮
𝜓(1)𝑁 … 𝜓
(𝑁↑)
𝑁
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
(B.6)
𝑎†𝑗𝑒
𝚤𝜋 ∑
𝑘<𝑗
𝑎†𝑘𝑎𝑘
|𝜓0⟩ =
𝑁↑
∏
𝑚=1
𝑁
∑
𝑙=1
?̃?(𝑗)𝑙𝑚𝑎
†
𝑙 |0⟩, avec ?̃?(𝑗) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
0
⋮
0
𝑃(𝑗) 1
0
⋮
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
← j-ème ligne . (B.7)
Finalement,
⟨𝑆+𝑗 𝑆
−
𝑖 ⟩ = ⟨0|(
𝑁↑
∏
𝑚=1
𝑁
∑
𝑙=1
?̃?(𝑗)∗𝑙𝑚 𝑎𝑙)(
𝑁↑
∏
𝑚=1
𝑁
∑
𝑙′=1
?̃?(𝑗)𝑙′𝑚𝑎
†
𝑙′)|0⟩ (B.8)
= det (?̃?(𝑖)†?̃?(𝑗)) . (B.9)
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CCalcul de l’entropie d’intrication de
la chaîne XX
Nous allons ici calculer l’entropie de Renyi d’ordre 2 d’un sous-système de taille 𝑙 𝑆(2)𝑙 à
partir du Hamiltonien de la chaîne de fermions en supposant un nombre de particules
𝑁
2 impair. Ces calculs théoriques sont basés sur [79][78].
La matrice densité réduite sur un sous-système de taille 𝑙 𝜌𝑙 peut s’écrire sous la forme
𝜌𝑙 =
1
𝑍𝑙
𝑒−𝐻
(𝑙)
(C.1)
avec𝑍𝑙 un facteur de normalisation et𝐻
(𝑙) unHamiltonien effectif, appeléHamiltonien
d’intrication.
Puisque les fonctions de corrélation se décomposent en fonctions de corrélation à deux
sites, on retrouve la conséquence du théorème de Wick, le Hamiltonien d’intrication
doit être nécessairement quadratique, de la forme𝐻(𝑙) =
𝑙
∑
𝑖,𝑗=1
𝐻(𝑙)𝑖𝑗 𝑎
†
𝑖 𝑎𝑗 où 𝑎
†
𝑖 et 𝑎𝑗 sont
les opérateurs de création et d’annihilation sur le sous-système considéré de la chaîne
de fermions.
La matrice densité du sous-système est donc analogue à celle d’une matrice densité
thermodynamique à 𝛽 = 1. De plus on peut alors relier les valeurs propres 𝜖𝛼 du
Hamiltonien𝐻(𝑙) et les valeurs propres 𝑛𝛼 de la matrice 𝐶 des fonctions de corrélation
du sous-système 𝐶𝑖𝑗 = ⟨𝑎
†
𝑖 𝑎𝑗⟩.
En effet diagonalisons𝐻(𝑙),
𝐻(𝑙)𝜙𝛼 = 𝜖𝛼𝜙𝛼 . (C.2)
Effectuons un changement de base,
𝑎𝑖 =
𝑙
∑
𝛼=1
𝜙(𝑖)𝛼 𝑐𝛼 . (C.3)
Par orthogonalité des vecteurs 𝜙𝛼,∑
𝛼
𝜙(𝑖)∗𝛼 𝜙
(𝑗)
𝛼 = 𝛿𝑖𝑗, le Hamiltonien se réécrit,
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𝐻(𝑙) =
𝑙
∑
𝑖,𝑗=1
𝐻(𝑙)𝑖𝑗 𝑓
†
𝑖 𝑓𝑗 (C.4)
=
𝑙
∑
𝑖,𝑗=1
(∑
𝛼
𝜙(𝑖)𝛼 𝜙
(𝑗)∗
𝛼 𝜖𝛼)(∑
𝛽
𝜙(𝑖)∗𝛽 𝑐
†
𝛽)(∑
𝛾
𝜙(𝑗)𝛾 𝑐𝛾) (C.5)
= ∑
𝛼
𝜖𝛼𝑐
†
𝛼𝑐𝛼 . (C.6)
D’où
𝜌𝑙 =
1
𝑍
𝑒
−
𝑙
∑
𝛼=1
𝜖𝛼𝑐
†
𝛼𝑐𝛼
. (C.7)
On trouve ainsi par analogie avec la thermodynamique
⟨𝑐†𝛼𝑐𝛼′⟩ = 𝛿𝛼𝛼′
1
𝑒𝜖𝛼 + 1
. (C.8)
D’autre part, on a
𝐶𝑖𝑗 = ⟨𝑎
†
𝑖 𝑎𝑗⟩ (C.9)
= ∑
𝛼𝛼′
𝜙(𝑖)∗𝛼 𝜙
(𝑗)
𝛼′ ⟨𝑐
†
𝛼𝑐𝛼′⟩ (C.10)
= ∑
𝛼
𝜙(𝑖)∗𝛼 𝜙
(𝑗)
𝛼′
1
𝑒𝜖𝛼 + 1
. (C.11)
Pour 𝑛𝛼 les valeurs propres de la matrice 𝐶, on obtient donc
𝑛𝛼 =
1
1 + 𝑒𝜖𝛼
. (C.12)
De plus
𝑆(2)𝑙 = − log(
1
𝑍2𝑙
𝑇𝑟 𝑒
−2∑
𝛼
𝜖𝛼𝑎
†
𝛼𝑎𝛼) . (C.13)
En utilisant l’analogie avec la thermodynamique, on obtient
𝑍𝑙 =∏
𝛼
(1 + 𝑒𝜖𝛼) . (C.14)
Finalement
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𝑆(2)𝑙 = − log(∏
𝛼
1 + 𝑒−2𝜖𝛼
(1 + 𝑒−𝜖𝛼)2
) (C.15)
= −∑
𝛼
log(
𝑒2𝜖𝛼 + 1
(𝑒𝜖𝛼 + 1)2
) (C.16)
= −∑
𝛼
log((1 −
1
(𝑒𝜖𝛼 + 1)
)
2
+
1
(𝑒𝜖𝛼 + 1)2
) (C.17)
= −∑
𝛼
log(𝑛2𝛼 + (1 − 𝑛𝛼)
2) . (C.18)
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DÉvolution de l’aimantation alternée
suite à un quench
Nous présenterons ici l’évolution de l’aimantation alternée suite à un quench d’un état
de Néel soumis à un Hamiltonien de chaîne XX en présence d’un champ magnétique
alterné ℎ. Nous nous intéresserons ici à un système de taille𝑁 = 20.
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EÉvolution des fonctions de
corrélation suite à un quench
Nous présenterons ici l’évolutiondes fonctions de corrélation entre deux sites à distance
𝑟 suite à un quench d’un état deNéel soumis à unHamiltonien de chaîne XX en présence
d’un champ magnétique alterné ℎ. Nous nous intéresserons ici à un système de taille
𝑁 = 20.
Corrélations des composantes 𝑥 et 𝑦 des spins Nous avons représenté les corré-
lations jusqu’à une distance 𝑟 = 4 au delà de cette limite, les corrélations sont trop
faibles pour permettre de conclure quant à l’efficacité de notre approche.
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0.0 0.5 1.0 1.5 2.0 2.5 3.0
tJ
−0.08
−0.06
−0.04
−0.02
0.00
0.02
0.04
0.06
0.08
0.10
C
x
x
(r
)
exact
EPS
Fig. E.7 ℎ = 1 et 𝑟 = 3
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Fig. E.8 ℎ = 1 et 𝑟 = 4
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Fig. E.9 ℎ = 2 et 𝑟 = 1
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Fig. E.12 ℎ = 2 et 𝑟 = 4
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Fig. E.13 ℎ = 4 et 𝑟 = 1
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Fig. E.14 ℎ = 4 et 𝑟 = 2
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Fig. E.15 ℎ = 4 et 𝑟 = 3
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Fig. E.16 ℎ = 4 et 𝑟 = 4
Corrélations des composantes 𝑧 des spins Nous avons représenté les corrélations
à distance 𝑟 = 1. Au delà de cette valeur, pour ℎ > 1, les corrélations sont trop faibles
pour permettre de conclure quant à l’efficacité de notre approche
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Fig. E.18 ℎ = 1
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Fig. E.19 ℎ = 2
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Fig. E.20 ℎ = 4
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FÉvolution de l’entropie d’intrication
suite à un quench
Nous présenterons ici l’évolution de l’entropie d’intrication d’un sous-système de taille
ℓ (pour ℓ = 1 et ℓ = 𝑁2 = 10) suite à un quench d’un état de Néel soumis à un
Hamiltonien de chaîne XX en présence d’un champ magnétique alterné ℎ. Nous nous
intéresserons ici à un système de taille𝑁 = 20.
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