Phonological variation in speech production can neutralize phonemic distinctions. In some cases, the alternations also create lexical ambiguity, as in the sentence "A quick rum picks you up," where the underlined sequence could be interpreted as either rum or as a place assimilated form of run. Three cross-modal priming experiments examined the perceptual resolution of these ambiguities. In a neutral-bias sentential context, these stimuli contact only the lexical representation matching the surface form (rum). However, a sentential context favoring run combines with the phonological environment of an ambiguous token to allow the alternative form (run) to be accessed. We discuss how phonological, lexical, and sentential information may be integrated in order to resolve these ambiguities, and we argue that the same perceptual mechanism underlies both spoken word recognition and lexical ambiguity resolution.
Understanding a word is often thought of as a two-stage process; the system must first identify the word matching the perceptual input and second access the associated meaning. Lexical ambiguity resolution refers to the second of these stages, in which the appropriate meaning for a polysemous word must be selected (e.g., bank could refer to either the edge of a river or a financial institution). Particularly for speech, the first stage also involves ambiguous states. Spoken words are temporally drawn out, meaning that the acoustic input is compatible with multiple lexical items for much of the time (e.g., the fragment /kaeptI/ is compatible with the onsets of both captain and captive). Thus, some form of ambiguity is present during both word form recognition and word meaning selection. What appears to be the critical distinction for the resolution of ambiguity in each case is the type of information required. For spoken word recognition, it is generally just a matter of time before the acoustic input is sufficient to isolate a single matching lexical item (or in the case of a spoken sentence, a single sequence of matching words). This is unlikely to be the case for lexically ambiguous words. Although subtle acoustic cues can sometimes help (for example, in distinguishing between homophones with a noun and a verb usage; Sereno & Jongman, 1995) , it is generally the case that only the sentential or utterance context of a homophone will provide sufficient cues to allow selection of the intended meaning.
Not surprisingly, sentential context has figured more prominently in models of lexical ambiguity resolution than models of spoken word identification. It is becoming clear now that contextually appropriate meanings of ambiguous words are activated more strongly than inappropriate ones (Lucas, 1999) , suggesting some interactive processing in lexical ambiguity resolution. However, activation of distinct lexical items in speech perception is often held to be solely on the basis of bottom-up information, with context effects only emerging after identification.
This distinction between context effects in the two domains is normally assumed to reflect a difference in the architecture of the speech perception system, such that lexical identification and meaning retrieval are located at different levels, with different rules for semantic involvement. But it is also plausible that the distinction can be accommodated by a single system, in which the only difference between the two domains is in the availability of disambiguating information, as described above. The case examined in this article is relevant to both ambiguity and recognition models in speech perception. We shall examine the perceptual effects of utterances such as "A quick rum picks you up," in which the underlined sequence is ambiguous. It could of course be a simple token of the word rum, but it could also be a token of run, in which the /n/ has fully assimilated to /m/ because of the influence of the following bilabial segment, /p/ (Gaskell & Marslen-Wilson, 1996; Nolan, 1992) . This alternation is characteristic of connected speech, but it has intriguing consequences for the perceptual system because it blurs the boundary between word form identification and word meaning selection. In this case, there is no single lexical item (like bank) with two possible meanings, but nonetheless the acoustic input is insufficient to decide between the two alternatives (run and rum). This kind of ambiguity is not lexical ambiguity in the normal sense, but if it is to be resolved, it cannot be done on the basis of bottom-up information alone, as is normally the case for word recognition. We will argue that in these circumstances word recognition is influenced by sentential context and that this finding best fits a model in which sentential context is integrated with bottom-up sources of information in the normal course of word recognition, but that the probabilistic nature of sentential context cues means that they are normally overridden by more reliable bottom-up cues. By this view, the same system governs the resolution of ambiguity in both word meaning selection and word form identification. Such equivalence is demanded by distributed models (e.g., Gaskell & MarslenWilson, 1997b) in which the common goal in all cases is the isolation of a single coherent pattern of lexical activation, distributed across lexical form and meaning nodes.
In our attempt to integrate research on lexical ambiguity resolution and word recognition, we have been forced to adopt a somewhat complex structure for this article. We briefly review models and research on sentence context effects, for lexical ambiguity resolution and spoken word recognition. We then describe previous research on the perception of phonologically variant speech, which provides the test-bed for our research questions. Experiments 1 and 2 look at the influence of phonological and lexical information on the resolution of lexical ambiguity caused by place assimilation. This provides an account of the influence of bottom-up factors on the resolution of lexical ambiguity caused by place assimilation and establishes a baseline for assessing the effects of sentential environment. Finally, Experiment 3 examines the influence of biasing sentential context on the same ambiguities.
Sentential Context Effects in Ambiguity Resolution and Spoken Word Recognition
A wide range of accounts of lexical ambiguity resolution have been proposed, varying in the degree to which contextual information can influence activation of the multiple meanings of an ambiguous word. A modular account of lexical ambiguity resolution assumes two stages. First, all meanings of an ambiguous word are activated, regardless of their relation to the sentential environment. A contextual integration process then takes place, allowing the appropri-ate meaning of the word to be selected (Onifer & Swinney, 1981; Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982; Swinney, 1979) . Interactive models allow sentential context to direct the activation of word meanings in certain cases. In the strongest form of this type of model, sentential context preselects a single appropriate meaning of an ambiguous word, with other meanings never being activated. More commonly, context is assumed to be selective only in particular circumstances (Tabossi, 1988) or initially only able to bias lexical activations rather than eliminate irrelevant meanings (McClelland, 1987; Simpson, 1994) . Tabossi (1988;  see also Tabossi & Zardon, 1993) showed that a preceding context biasing toward specific aspects of a dominant meaning led to early selective priming of a word related to that meaning. This suggests that access to the subordinate meaning of an ambiguous word can be blocked by an appropriate preceding context. Currently, a weak form of interaction in which context can be used to weight potential meanings rather than select or deselect them seems most tenable. Although there is considerable disagreement between individual studies over the effects of context on meaning activation, a recent metaanalysis showed a significant overall preference for context-appropriate meanings over contextinappropriate meanings (Lucas, 1999) .
Similar theoretical standpoints can be identified in the more general word recognition process for speech, ranging from entirely interactive models (Morton, 1969; McClelland, 1987) through to strict autonomy (Forster, 1976) . However, most theories have assumed that if sentence context can affect recognition at all, it does so in a rather limited way, because of the overwhelming "bottom-up priority" of acoustic input. Zwitserlood (1989) found no evidence of preactivation of selected words by a sentence context, as a strongly interactive model might predict. Her study examined the effects of sentential context on the activation of onsetmatched word pairs like captain and captive. To tap into the time-course of lexical activation she used cross-modal priming and terminated the critical prime words at different points, using related target words to measure facilitation. The initial cutoff point was before the prime word onset, where any preactivation by the sentential context would be observed. However, no facilitation of the target words was found. Biasing context effects were not observed early in the prime words either, where both contextually appropriate and inappropriate lexical candidates facilitated responses to related words. Facilitatory and inhibitory context effects first became evident at a point where sensory evidence was still ambiguous, but where few lexical items still matched the sensory input. Zwitserlood interpreted these results in terms of a two-stage identification process based on the revised Cohort model (cf. Marslen-Wilson, 1987 ). An initial autonomous access stage activates lexical candidates matching the first few phonemes of a word. Context effects emerge during the selection phase, where both sentential and sensory information sources affect lexical activation. However, Marslen-Wilson (1989) argued that the locus of context effects in Zwitserlood's experiment is in the integration process, which begins to operate as soon as initial access to lexical representations has occurred. Because of the temporal overlap between the processes of selection and integration, it seems difficult to discriminate between these explanations.
A further source of evidence on the role of sentence context in spoken word recognition uses artificially generated ambiguities. For example, the voice onset time for a spoken word like dip can be altered so that it is perceived as similar to both dip and tip. Connine, Blasko, and Wang (1994) examined the effects of sentential context on word recognition using an interference technique originally developed to examine context effects for lexically ambiguous words (Gernsbacher, 1990) . In Gernsbacher's experiments, participants heard sentences containing lexically ambiguous words (e.g., "He dug with the spade," where spade could be a tool or a playing card suit) and were asked to judge whether a target related to the contextually inappropriate meaning (e.g., ace) was associated with the sentence. If the inappropriate meaning had been suppressed then a negative response should be made without interference. Connine et al. (1994) used the same technique but with artificially ambiguous tokens (e.g., [d/t] ip) instead of homophones and found interference suggesting that despite the biasing context, both lexical items were initially activated.
These results fit an autonomous lexical access model where context effects are late and do not affect lexical activations. Connine et al. (1994) noted the discrepancy between their results and data from Tabossi and others implying that context can have a more significant role in meaning activation for lexically ambiguous words. They proposed two possible explanations of these differences. One was that the Tabossi (1988) sentences were designed to focus on one salient feature of one meaning of the ambiguous words, whereas the biasing contexts used by Connine et al. (1994) were more general. The second possibility was that representations of lexically ambiguous words may be structured so that context can resolve the ambiguity efficiently, whereas no such structure exists for phonologically distinct words like dip and tip. We explore the latter hypothesis in the current research.
Autonomy, Interaction, and Connectionism
So far, sentential context effects have been discussed with reference to a standard framework involving serially ordered multiple levels of processing, in which an abstract recognition level feeds into a level of lexical content. In this framework, lexical ambiguity resolution and word recognition involve different levels of the system. The framework supports a close parallel between the issues of interaction vs autonomy and top-down vs bottom-up processing. Autonomy implies solely bottom-up processing, whereas interaction allows top-down processing as well. Some connectionist models destroy this parallel, because they offer an explanation of interaction based on solely bottom-up processing (Norris, 1993) . It remains important, though, to question the interaction of various types of information during word recognition and isolation of word meaning (Tabossi, 1993) .
Some connectionist theories have also questioned the need to postulate an explicit input lexicon in which words are represented by abstract localist nodes. Instead, these theories assume that word representations are simply distributed patterns of activation across nodes representing dimensions of lexical content (Masson, 1995; Plaut, McClelland, Seidenberg, & Patterson, 1996) . Gaskell and Marslen-Wilson (1997b) proposed a model of spoken word recognition in which speech is mapped directly onto a distributed representation of a word's meaning and phonological form. In effect, the model eliminates the abstract input lexicon level and maps directly onto a level of lexical context. This proposal has strong implications for the role of sentential context in speech perception. The elimination of a level of localist word nodes reduces the degrees of freedom for the accommodation of sentential effects. In particular, the model cannot accommodate a distinction between effects of context on meaning selection and word selection. In other models, context might affect retrieval of semantic knowledge, but without penetrating the lower level in which word activations are assessed. This is less viable in the Gaskell and Marslen-Wilson (1997b) model, because the processes of ambiguity resolution and word recognition are functionally equivalent-each is simply the isolation of a single activation pattern across meaning and form nodes. If Connine et al. (1994) are correct that the role of sentential context in these two selection processes is qualitatively different, this would be strong evidence against the Gaskell and Marslen-Wilson (1997b) model.
Phonological Variation and Ambiguity
This article explores issues similar to those in Connine et al. (1994) . However, instead of creating artificial ambiguities by digitally manipulating speech, the research examines a form of ambiguity that the perceptual system must deal with frequently in everyday speech. This has the advantage of ensuring that the processes we examine are representative of normal speech perception.
Coarticulation often spreads information about a particular segment across time, creating overlapping cues to different segments and often causing context-dependent changes in the acoustic forms of particular segments. The perceptual system uses these changes to its advantage, by continuously altering lexical activations to take account of new partial information (Warren & Marslen-Wilson, 1987) and by compensating for coarticulation perceptually (Elman & McClelland, 1988; Mann & Repp, 1981) . In some cases, alternation can neutralize phonemic distinctions, creating a stronger form of ambiguity. This is the case for assimilation of place of articulation in a phrase such as "leam bacon." The final coronal segment of lean can change to /m/, assimilating the place of articulation of the following consonant (Barry, 1985; Kerswill, 1985) .
Assimilation is common in many languages. There is an inherent asymmetry in the process, such that coronal consonants (e.g., /d/, /t/, /n/) will assimilate a velar (e.g., /g/, /k/, or /ŋ/) or bilabial (e.g., /b/, /p/ or /m/) place, but not the other way around. Assimilation can be partial, providing cues to two places of articulation, or complete, with little or no residual information about the coronal place (Nolan, 1992) . Cases of complete assimilation cause phonological ambiguity-the surface segment could be /m/ or an assimilated /n/-and this ambiguity must be resolved by the perceptual system.
A critical factor in the resolution of this ambiguity is the contextual viability of any phonological change (Gaskell & Marslen-Wilson, 1996 , 1998 Quené, van Rossum, & van Wijck, 1998) . Place assimilation conforms to phonological constraints regarding the place of articulation of the relevant segments. In effect, the perceptual system applies these constraints in reverse to discern the correct underlying form. The operation of this "phonological inference" process has been demonstrated in both crossmodal priming and phoneme monitoring experiments, focusing on lexical and phonological activations, respectively. For example, Gaskell and Marslen-Wilson (1996) showed that an assimilated spoken word like wickib embedded in a phonologically viable context for assimilation (e.g., "That was a wickib prank") facilitated recognition of the orthographic form of the unchanged word (e.g., wicked) as strongly as an unassimilated prime. However, the same prime embedded in a context that violated the phonological constraints on assimilation (e.g., "That was a wickib game," where the following segment mismatches the changed segment in terms of place of articulation) eliminated any facilitation.
Research on vowel nasalization in Bengali and English emphasized the importance of abstract phonological representations in the mental lexicon for accommodating phonological variation (Lahiri & Marslen-Wilson, 1992) . In contrast, the Marslen-Wilson (1996, 1998 ) studies point to an active process of perception, with contextual viability being the key to compensation for assimilation. However, this research only examined the case where assimilation created sequences that were nonwords in terms of their surface form (e.g., wicked → wickib). This is statistically the mostly likely form of assimilation, but in some cases complete assimilation may create sequences that are words in their own right (e.g., run → rum). This creates lexical ambiguity that occurs naturally in fluent speech (like lexical ambiguity for homophones), but it involves two words that are lexically distinct (like the dip/tip pairs from Connine et al., 1994) .
Our interests in the perceptual consequences of this ambiguity are twofold. First, from a phonological point of view we wish to examine whether and how any perceptual compensation occurs when the assimilated form of speech matches the surface form of a word. If the compensation process is blocked in these cases then fully assimilated forms of words like run will be misperceived. Conversely, a blind application of a compensation process would cause problems when words like rum happened to coincide with a following context that conformed to assimilation constraints (e.g., "rum punch" could be interpreted as run punch). Experiments 1 and 2 examine the phonological issues in the resolution of this type of ambiguity.
Second, we wish to examine the role of sentential context in the resolution of this type of ambiguity. Discriminating between words like run and rum is considered to be the job of the word recognition system, but in the case of assimilated words, there is prolonged ambiguity that cannot be resolved using bottom-up information alone. We can therefore examine sentence context effects in word recognition in ideal circumstances-where bottom-up information may not be sufficient. Experiment 3 exploits run/rum ambiguities to examine the time-course and extent of sentential influences on spoken word recognition. Depending on the outcome, the results will either provide a unifying link between models of access and ambiguity resolution or delineate the boundary more clearly.
EXPERIMENT 1
The first experiment concentrates on phonological issues in the resolution of lexical ambiguity caused by assimilation. It examines the perceptual consequences of sentences like "I think a quick rum picks you up," where the underlined word is potentially ambiguous (it could be either run or rum), and there is no sentential bias toward either alternative. The first question to be addressed is whether this kind of sentence is treated as ambiguous. The perceptual system may only activate the lexical item matching the surface form of the speech (rum) because of the potential cost involved in applying phonological inference, which is required in order to access the alternative form (run). Alternatively, phonological inference may be applied fully and automatically, so that only the alternative form is activated.
There is evidence from gating that sentences like these, with no sentential bias toward either reading, are in fact ambiguous. Nix, Gaskell, and Marslen-Wilson (1993) used spoken sentences containing potential ambiguity caused by assimilation (e.g., "They thought the lake cruise was rather boring," where lake could be an assimilated form of late). These sentences were played in fragments of gradually increasing length, and participants were asked to identify the spoken words. The critical word (e.g., lake) was identified roughly half the time as the surface-matching word (lake) and half the time as the assimilated word (late), suggesting that neither word is given automatic priority in the perceptual system. However, because gating is an off-line task there remains doubt as to whether participants' judgments are true reflections of the immediate lexical activations formed during the perceptual process.
Experiment 1 also examined the influence of phonological viability in the perception of this ambiguity. What lexical items, for example, are activated by the underlined sequence in "I think a quick rum does you good"? Here, the following context of the critical word does not license an assimilatory change from /n/ to /m/, because the /d/ has a coronal place of articulation, which mismatches the bilabial place of the /m/. Given the results of MarslenWilson (1996, 1998) , phonological inference should not operate in this case, meaning that the critical speech would activate only the surfacematching item.
In line with much of the previous research on both lexical ambiguity and phonological variation, the experiment addresses these questions using cross-modal priming, which provides an indication of the on-line lexical activations evoked by speech. However, we are afforded a luxury here that is not available in most lexical ambiguity research. Because the ambiguity is between separate lexical items, we can employ repetition priming to tap lexical activations, rather than the more commonly used semantic priming. Semantic priming reflects a word's activation by measuring response speed to a semantically related word (e.g., alcohol, related to rum), whereas repetition priming measures the response to the word itself. As well as being more direct, repetition priming is viewed as more clearly tapping into a lexical level of representation. An absence of repetition priming implies no significant lexical activation, whereas an absence of semantic priming may be explained in the standard multistage framework in terms of a lexical entry that has been activated, but whose semantic representation has not yet been retrieved. Furthermore, Gaskell and Marslen-Wilson (1997a) showed that when speech is transiently ambiguous, repetition priming is robust whereas semantic priming is weak or nonexistent. The research therefore uses cross-modal repetition priming of lexical decision. An auditory prime is embedded in a semantically neutral sentence, and at its offset a target word is presented, to which a participant makes a lexical decision. The activations of the two relevant lexical items (e.g., run and rum) are assessed by presenting each one as a target (in separate trials).
Materials and Design
Forty-four sets of prime sentences were constructed, with the intention of eliminating four sets after pretesting (see Table 1 for example sentences and the Appendix for a full list). Each set contained four test and one control sentence. The test sentences varied in the place of articulation (coronal vs noncoronal) of the final segment of the prime word and the place of articulation (coronal vs noncoronal) of the initial segment of the following word. Prime words were monosyllabic and ended with a single consonant. Most were concrete nouns, but a minority of test prime pairs were verbs. For the coronal primes, the final consonant was /d/, /t/, or /n/. For the noncoronal prime words, the place of the final consonant was either velar (i.e., /g/, /k/, or /ŋ/) or bilabial (i.e., /b/, /p/ or /m/). Within each stimulus set, only place of articulation changed between coronal and noncoronal prime forms, as would occur in assimilation (i.e., a coronal /d/ would be replaced by a /b/ or /g/ for the noncoronal prime, /t/ would change to /p/ or /k/, and /n/ would change to /m/ or /ŋ/). In all cases, the change of place resulted in a new word.
The word following the prime provided the context by which the viability of any alternation could be decided. It began with a member of the same reduced set of phonemes (excluding /ŋ/, which is not word-initial in English) and matched the place of articulation of either the coronal or the noncoronal prime. The context words were chosen so that the final phoneme of the prime was never repeated in the following phoneme. For example in the run/rum set the coronal following context could begin with /d/ or /t/ but not /n/, and the noncoronal context could begin with /b/ or /p/ but not /m/. This ensured that the acoustic offset of the prime word could be identified easily.
These manipulations produced four test conditions. In the conditions with a coronal prime (e.g., "I think a quick run does you good" or "I think a quick run picks you up") we expected the prime word to be unambiguous, because of the asymmetry in place assimilation-noncoronal segments never gain coronal place from their following segments. We also expected no effect of the following context of the prime, which becomes important only for the noncoronal primes. When there was a noncoronal prime and a noncoronal context (e.g., "I think a quick rum picks you up"), we expected the stimuli to be ambiguous because the phonological conditions were such that assimilation may have occurred. Finally, when there was a noncoronal prime and a coronal context (e.g., "I think a quick rum does you good") the phonological context violated assimilation conditions. If compensation relies on contextual viability, then these stimuli should be unambiguous. We assessed the activation of both critical lexical items (i.e., run and rum) in separate trials by presenting the orthographic form of each as a visual target at the acoustic offset of the prime word. Thus, the target was presented during the spoken prime sentence, before the critical context phoneme was heard. I think a quick bath would do you good
Note. The visual target (e.g., run or rum) is presented at the offset of the underlined word. The auditory pretest condition means for the test sentences are also given. Confidence ratings are on a scale of 1 to 9.
Previous studies (Gaskell & Marslen-Wilson, 1996) showed that the following context of the prime affects facilitation for targets presented in this position. Control primes were identical to the test sentences up to the prime word, which was replaced by an unrelated word (e.g., bath) and followed by a suitable continuation. In all there were 10 conditions, 4 test plus 1 control sentence, each combined with 2 target words.
The sentences were 5-12 words long and were designed to make both of the test primes as well as the control prime equally plausible continuations. The neutrality of the sentence contexts was checked in a written pretest. Four lists were prepared, each containing 1 of the 4 test prime sentences from each stimulus set. These were intermixed with filler sentences designed to create a range of semantic plausibility. Participants were given lists of these sentences and asked to rate them on a scale of 1 to 7 in terms of "how good or bad they are" (with 7 indicating an entirely plausible sentence). Thirty-six participants were tested on the four versions. Eight participants' data were rejected from further analysis because their ratings did not sufficiently discriminate between the test sentences and the implausible fillers (a participant's data were eliminated if the mean score on the test sentences was less than 1 point higher than the mean score for the fillers). The test sentences were generally rated highly on the scale, with means for the four test conditions varying little (mean ratings: coronal prime, coronal context, 5.7; coronal prime, noncoronal context, 5.9; noncoronal prime, coronal context, 5.8; noncoronal prime, noncoronal context, 5.7). A small number of sentences with low ratings were altered to increase their naturalness. Because of the many phonological and contextual requirements, there was a limited set of prime pairs from which to select, and a precise frequency match between the coronal and noncoronal prime words was not possible. The mean (and median) per million CELEX frequencies (Baayen, Piepenbrock, & van Rijn, 1993) for the prime groups were 58 (10) for the coronal test primes, 17 (5) for the noncoronal test primes, and 53 (17) for the control primes. These frequency differences will be discussed when we interpret the results. The sentences were recorded in a soundproof booth onto DAT, with the second author as speaker. They were filtered at 10 kHz and digitally recorded onto computer. The start and end-points of each sentence were identified and the offset of each prime word was marked.
The place of articulation of the final segment of the test prime word is critical in this experiment. As in previous experiments (Gaskell & Marslen-Wilson, 1996 , 1998 ) the test items that could potentially be treated as assimilated (i.e., the noncoronal forms) were recorded by instructing the speaker explicitly to articulate the noncoronal form, but with a fluency and a degree of reduction in the prime words compatible with a potential assimilation (e.g., the word-final stops were unreleased, as they normally are in connected speech). This method, in contrast to simply recording natural assimilations, was intended to produce extremes of assimilation. Phonetic and behavioral studies have shown that in less extreme cases information about two places of articulation will be present (Nolan, 1992) and can be used by the listener (Gow, 1998) . Nolan (1992) used electropalatographic methods to identify the cases where coronal to velar assimilation leads to no coronal tongue contact, as would occur in a normal velar consonant. Estimates of the proportion of these full assimilations vary between 23 and 50% for normal speech, and between 37 and 90% for fast speech (Kerswill, 1985; Barry, 1985) . Nolan found that these "zero alveolar" assimilated consonants were indistinguishable from normal velar consonants in terms of phoneticians' and normal subjects' first pass perceptions, although there were differences for some of the stimuli on closer inspection. Thus, the stimuli we used were expected to be highly similar to the most complete form of assimilation in which no place information about the coronal consonant remains. This is the most difficult form of assimilation for the perceptual system to resolve.
To confirm that the prime words were articulated correctly, a second pretest examined the test prime-final place of articulation in a twoalternative forced choice task. This task has proved highly sensitive to the acoustic properties of speech (cf. Marslen-Wilson & Warren, 1994; Gaskell & Marslen-Wilson, 1996; Nolan, 1992) . The following contexts of the prime words were excised, and the remaining sentence fragments were presented to participants over headphones. As in the written pretest, four experimental lists ensured that no participant heard more than one sentence from any set. Participants were given a response sheet with the two test primes used in the sentence set (e.g., run and rum), and were instructed to circle the one most similar to the final word of the fragment and to rate their confidence on a scale of 1 to 9. The pretest error rates suggested some ambiguity, particularly for unvoiced stops (/t/, /k/, and /p/), with an overall mean error rate of 16%. Items gaining an error rate of greater than 25% were rerecorded and pretested again with the remaining items. For the main experiment we selected the recording with the lowest error rate across the two pretests. This gave a mean overall error rate of 13% for the selected recordings with little variation among the four test conditions. Four items with high error rates were rejected at this stage to reduce the number of sentence sets to 40 for the main experiment. The confidence ratings were generally high, with mean ratings varying between 7.2 and 7.5 (see Table 1 for pretest summary data). By-item analyses of variance (ANOVAs) were conducted on both measures using the intended place of articulation (coronal vs noncoronal) and recording context (coronal vs noncoronal) as variables. No main effects or interactions in either analysis approached significance, implying that the recording method did not introduce any confounds of strength of phonetic information in the critical segments. In summary, the pretest showed that in some cases the difference between the coronal and noncoronal place of articulation was subtle, as would be expected for natural stimuli in connected speech. Nonetheless, most segments were identified correctly (87% accuracy), and there were no major differences between conditions.
The 40 test items were divided across 10 experimental lists for the main experiment to ensure that each participant only encountered one trial involving any item set. These test items were intermixed with 178 filler trials. Filler sentences matched the test sentences on length and syntactic category of target. The fillers achieved three aims: they reduced the proportion of word targets to 50%, they reduced the proportion of trials in which the prime word and target were related in form, and they prevented participants from using a prime-target form link to predict a yes (word) response. Thirty-two filler trials contained a nonword target with a superficial form link to the prime word (e.g., "study"-sturpy), matching the 32 test trials with a form link between prime and target. The deviations between prime and target were generally toward the ends of the words. In all, this gave 64/218 or 29% of trials with a prime-target form link, with equal proportions of word and nonword targets being related to the prime. Participants were further discouraged from strategic processing by the fact that the appearance of the target was not as predictable as it is in single word priming.
Participants
Eighty-three members of the Birkbeck Speech and Language participant pool were tested, none of whom had taken part in the pretests. The participants were between 18 and 45 years of age.
Procedure
Participants were allocated to the 10 test lists pseudo-randomly and were tested in groups of 1 to 4. To ensure that participants paid attention to the auditory prime sentence while they responded to the visual targets, they were told that they would be given a recognition test on the auditory stimuli after the main experiment but that they should not try to memorize the sentences. The lexical decision experiment was then carried out in four blocks separated by short breaks. Participants first had 30 practice trials, composed entirely of filler sentences. This was followed by the main experiment, divided into three blocks. The first four items after each break were filler trials, with the remaining items ordered pseudo-randomly. Each trial began with the presentation of the prime sentence through headphones. At the offset of the prime word (while the auditory sentence continued), the target was displayed in upper case letters for 200 ms, and the participant was required to press the "Yes" button if the target was a word or the "No" button if not. Participants always responded "Yes" with their dominant hand. Response times were measured from the presentation of the visual target word. Once all participants had responded or a 3-s time-out was reached, there was a short interval and the procedure was repeated. The experiment was controlled using DMASTR experimental software (developed by K.I. and J.C. Forster at the University of Arizona) and lasted approximately 35 min.
After the lexical decision experiment, the participants were given a recognition sheet, containing 15 sentences, 8 of which were filler sentences in the experiment. The participants were instructed to circle any sentences that seemed familiar.
Results
The data for 8 participants were removed from the analyses due to high error rates (>20%) and/or high mean response times (>800 ms), leaving 7 or 8 participants associated with each of the 10 experimental lists. One item (with the targets sleet and sleep) was eliminated because it elicited a high error rate (26%). The response time data for this and subsequent experiments were subjected to an inverse transformation before analysis to reduce the effects of outliers (Ulrich & Miller, 1994) . The condition means reported in Table 2 are retransformed (i.e., they are harmonic means). Participant and item ANOVAs were performed using two variables, target type (2 levels) and prime type (5 levels). A dummy variable represented either the participant grouping in the allocation of participants to experimental lists (for the participants analyses) or the test item grouping in the allocation of items to lists (for the items analyses). Because it was included solely to reduce the estimate of random variation, effects involving the dummy variable are not reported.
In the response time analyses, there were no main effects of target type (F 1 [1, 64 In order to focus on these facilitatory effects, planned comparisons were carried out between each test condition and the equivalent control.
These comparisons showed that in all four cases where the surface form of the prime word matched the target there was significant priming of at least 24 ms (all p-values < .05 by items and participants). Hearing "run" primed recognition of the target run, regardless of phonological context, and hearing "rum" facilitated recognition of the target rum, again regardless of phonological context. In contrast, no condition where the surface form of the prime word mismatched the target showed priming. In fact, some of these conditions showed marginal inhibitory effects. The coronal target, noncoronal 
Discussion
The results of Experiment 1 are straightforward. The prime words activated only the lexical entries that matched the surface form of the speech. This was expected for words ending with a coronal consonant (e.g., run), since it illustrates the general perceptual intolerance of deviations (Andruski, Blumstein, & Burton, 1991; Marslen-Wilson, Moss, & van Halen, 1996) . However, we had expected the prime words ending in bilabial and velar consonants to be treated more equivocally, at least when the following consonant of the prime word made assimilation viable. This was not the case-these stimuli activated the lexical entries matching the surface form of the speech (e.g., rum) but showed no evidence of activating the potentially underlying lexical entry (e.g., run). The phonological context of the critical segments made no difference. These findings are very different from the results of Gaskell and Marslen-Wilson (1996) , which showed that a context-dependent inference process allows assimilated speech like "wickib prank" to activate the lexical entry for wicked. How can we explain the current results?
The presence of a competing lexical candidate that matches the surface form of speech may well be the critical factor. The current results suggest that compensation for assimilation only occurs if there is no word that matches the surface form directly. This would explain why we found evidence for phonological inference for word-nonword pairs like wicked/wickib, but not for word-word pairs here.
However, there is potentially a more mundane explanation for the difference between the current results and previous demonstrations of compensation for assimilation. The target items in this experiment were delivered at the offset of the prime word, which is marginally before the following contexts of the prime words are heard. These contexts provide the evidence for whether assimilation is viable and play a crucial role in the compensation process. It is possible that we found no evidence of phonological inference simply because the targets were placed too early in the prime sentences. As we pointed out, this placement largely conforms to the placement in Gaskell and Marslen-Wilson (1996) , which did find an effect of contextual viability. However, in Gaskell and Marslen-Wilson (1996) the target was aligned to the absolute offset of the primefinal segment. In the current experiment, the alignment point was where the periodicity of the signal disappeared, which in some cases was 50-100 ms before the absolute offset. Response times were also faster in this experiment, with a mean response time for the controls of 563 ms in Experiment 1, compared to 665 ms for Gaskell and Marslen-Wilson (1996) . These timing differences could explain why no evidence for phonological inference was found. On a related note, it may be that the effect of the competing lexical item in the current experiment is to delay phonological inference rather than to eliminate it. Experiment 2 tested these timecourse hypotheses by repeating the critical conditions of Experiment 1 and presenting the target slightly later in the sentence.
EXPERIMENT 2
In Experiment 2 the visual target was aligned to a later point in the prime sentence (two pitch periods into the vowel of the word following the prime word). This was a point where the segment following the prime word was readily identifiable, and it was on average 79 ms (range 15-191 ms) into the following word and 134 ms later than the previous target position. If Experiment 1 showed no effects of viability only because the relevant auditory information arrived too late to influence target processing, then we should expect effects of viability in Experiment 2.
Materials and Design
Because we were primarily interested in whether coronal targets would be activated by the potentially assimilated prime sentence, we only used the five conditions with a coronal target. This change required 5 experimental lists instead of 10, but otherwise the design and procedure of the experiment followed Experiment 1.
Participants
Sixty-seven members of the Birkbeck Speech and Language participant pool were tested, none of whom had taken part in the earlier experiments.
Results
The data for 11 participants were removed from the analyses due to high error rates (>20%) and/or high mean response times (>750 ms), leaving 10 to 12 participants per list. The data for another participant were removed because of a combination of a high standard deviation response time (241 ms) and a high error rate (15%). Three items (with targets Dane (21% error), sleet (54%), and thud (19%)) were eliminated because of a high overall error rate, and a fourth item was eliminated because one condition produced an extreme error rate (fad; 42%). The data are summarized in Table 3 .
Analyses were carried out using the five-level variable prime type alongside the dummy variable. In the response time analyses, there was a main effect of prime type (F 1 [4, 200] .5, p < .01). These effects were numerically larger in Experiment 2 (47 ms in each case, compared to roughly 25 ms in Experiment 1). Despite this, there was no evidence of priming in the other two conditions. The noncoronal prime, coronal context condition (e.g., "rum does") again showed evidence of an inhibitory effect (19 ms), marginal by participants and significant by items (F 1 [1, 50] = 3.4, p = .069; F 2 [1, 31] = 6.6, p < .05). Critically, there was no evidence that the potentially assimilated primes (e.g., "rum picks") facilitated target recognition, with a nonsignificant 8-ms effect in the wrong direction. Thus, there was no evidence of contextually governed compensation for assimilation in the results of Experiment 2.
The error analyses showed a marginal effect of prime sentence (F 1 [4, 200] = 2.8, p < .05; F 2 [4, 124] = 2.0, p = 0.099). The sentences that speeded response times also reduced errors, disconfirming a speed-accuracy trade-off.
Discussion
Experiment 2 shows that the effects found in Experiment 1 for the coronal targets were not caused by presenting the target too early. The same pattern of priming was found when the target was presented two pitch periods into the vowel of the word following the prime word, by which point the phonological viability of any potentially assimilated segment is clear. In neither case was there any suggestion that hearing a potentially assimilated sequence would activate the word underlying the assimilation. We can reject the possibility that phonological context has a late effect on the word recognition process, activating potentially assimilated coronal-final lexical candidates. Instead, it seems that assimilations of this type are treated as unambiguous, with the presence of a lexical item matching the surface form of speech blocking the contextual compensation process that occurs for word to nonword alternation. Given the lexical frequencies of the target items involved, this result is noteworthy. The stimuli were matched as far as possible on the frequency of the two target words, but there was nonetheless a frequency advantage for the coronal targets over the noncoronal ones (58 vs 17 occurrences per million). One might predict that for the potentially assimilated condition (e.g., "rum picks"), this frequency ratio would be reflected in the lexical activations of the two potential matches-a prediction that is clearly not confirmed, given that the priming asymmetry is in favor of the less common words. However, standard frequency statistics may not be the most relevant in this case. Every spoken instance of, for example, the word rum will have the same phonological form, /r m/. However, instances of run are more variable. In an utterance context that precludes assimilation (the majority of contexts), run will have its canonical form, /r n/. When this word does occur in a suitable context, assimilation may occur, but the process is not obligatory and is often not complete. All these factors suggest that only a small proportion of the occurrences of the word run will be realized as /r m/. So despite the lexical frequency bias in favor of the coronal words, there may be a surface frequency bias in the opposite direction, such that the majority of occurrences of the sequence /r m/ will be the lexical item rum rather than run.
The conditional probabilities that underlie this argument were estimated by analyzing a small speech corpus. We searched a phonemically transcribed corpus of 2000 words of conversational speech (Svartvik & Quirk, 1980) , examining the occurrence of the relevant wordfinal coronal consonants in contexts that support assimilation. These consonants (/t/, /d/, and /n/) were followed by contexts that supported assimilation of bilabial place 12% of the time and velar place 6% of the time. Of the consonants that are in an assimilating environment, only a fraction will be fully assimilated. Estimates of this proportion vary (Barry, 1985; Kerswill, 1985) , but assuming, generously, that half of all potential assimilations are fully realized, this means that less than 5% of occurrences of words like run will be confusable with their lexical alternatives used in Experiment 1 (e.g., rum). Although the coronal forms had a lexical frequency advantage of roughly 3:1, this translates to a surface frequency ratio of less than 1:6.
In summary, the lack of compensation for assimilation is readily explainable in terms of a surface frequency effect. When the perceptual system encounters a section of the speech wave that could be one of two words, the word that normally surfaces in that particular form is favored. Despite this, the results remain worrying; if the perceptual system does not compensate for assimilations of this type, then fully assimilated forms of words like run will be routinely misinterpreted. Speakers do not inhibit the assimilation process when a lexical alternative matches the assimilated form (Nolan, 1992) , suggesting that normal place assimilation will cause a failure to communicate in certain circumstances. This is a disturbing conclusion, but there is one potential escape route-the sentence contexts surrounding the assimilated speech are rather unlikely. It was difficult to construct sentence contexts that contained no biasing information in favor of either lexical item. This suggests that when words like run are assimilated in conversation there will normally be sentential cues favoring the correct interpretation. If the analogy to lexical ambiguity research holds, then sentential context should have a strong effect on lexical activations. Duffy, Morris, and Rayner (1988) showed for lexically ambiguous words with one dominant and one subordinate meaning that meaning dominance can be compensated for by the presence of a preceding sentential context favoring the subordinate meaning (or lexical item in the case of assimilated speech). If selection between lexical forms is functionally identical to selection between multiple meanings of the same lexical item, then we would expect similar results for assimilated speech that creates lexical ambiguity. The biasing context should boost the activation of the coronal form, resulting in more balanced competition between the two lexical candidates. This would make it possible to retrieve the intended lexical entry even when place assimilation has created lexical ambiguity in which bottom-up information strongly favors an alternative form.
EXPERIMENT 3
This experiment tests the prediction based on the lexical ambiguity literature that a sentential context containing a bias in favor of the coronal target will boost the activation of that lexical candidate. To avoid any confounding effects involved in recording new sentences, we retained as far as possible the complete sentences used in Experiments 1 and 2, but we preceded them with a sentence that provides a pragmatic bias toward the coronal interpretation of the potentially assimilated speech. For example, we preceded the sentence "I think a quick rum picks you up" with the sentence "It's best to start the day with a burst of activity." This sentence had a theme that made the rum interpretation of the following sentence less plausible than the run interpretation. We predicted that this biasing context would have an immediate effect on the activations of the two lexical alternatives, producing evidence of lexical ambiguity.
Materials and Design
Biasing sentences were constructed for each sentence set, such that the prior presentation of the biasing sentence would lead to a preference for the coronal interpretation of the prime word, though without completely ruling out the noncoronal interpretation. We avoided using individual words in the biasing sentence that had strong semantic or associative links with the coronal target. In some cases it was impossible to create a context that fulfilled all these requirements, so 5 new stimulus sets were created in order to make up numbers (of which 2 were later rejected due to high error rates). The Appendix lists the experimental materials.
The 45 sentence sets were pretested to examine the strength of preference induced by the biasing context. For each item, the biasing sentence plus the prime sentence up to and not including the prime word was presented to the participants in written form, followed by the two alternative forms of the prime word (e.g., run/rum). No following context was given. Ten participants were asked to select the word that best continued the sentence and rate their decision on a scale of 1 to 9, where 1 represented strong preference for the first word of the pair, 9 represented strong preference for the second, and 5 represented no preference. The order of presentation of the two forms of the prime was randomized between items, and two versions of the test booklet were used, with the second having the opposite pairwise ordering to the first. Five participants were tested on each booklet.
The data were analyzed in terms of two measures, the percentage of participants choosing the coronal form of the prime and the average preference score, with the ratings transformed so that 9 represented a strong preference for the coronal form. The five items with the lowest ratings on these measures were eliminated from the analysis and from the main experiment. The remaining 40 items were rated by at least 60% of participants as coronal-biased, with at least a 6.6 out of 9 preference for the coronal form (where 5 on this scale indicates no preference). The average percentages and ratings were 85% and 7.6, indicating that the sentences generated a clear but not complete bias in favor of the coronal form.
In some cases, new control sentences were required because the original control primes or their following contexts were implausible in the context of the biasing sentences. The changes made were kept to a minimum, and as before the control primes were matched on frequency and part of speech. Lead-in sentences were also created for the fillers. In these cases, the new sen-tences were broadly consistent with the general theme of the original sentences. All trialswhether filler or test trials-consisted of two sentences, with the target presented during the second sentence.
The biasing sentences, the prime sentences for the new items, the new control sentences, and the lead-in sentences for the filler items were all newly recorded. There was a difference in the acoustic quality of recording between the new sentences and the original materials. To equate the qualities of the two types of sentence, the new recordings were filtered using a weak band-pass filter. This matched the qualities of the different recordings well, without compromising the clarity of the new sentences.
The full design of Experiment 1 was used, with 10 within-item conditions and 10 lists. The target position was set to two pitch periods into the vowel of the word following the prime word, matching the target position for Experiment 2. This was to maximize the likelihood of finding effects of phonological context on activations.
Participants
One hundred twenty-three members of the Birkbeck Speech and Language participant pool were tested, none of whom had taken part in the earlier experiments.
Results and Discussion
The data for 16 participants were removed from the analyses due to high error rates (>20%), high mean response times (>800 ms), or a high error rate on the foil items (>25%), leaving 10-12 participants per list. Six items (with targets herd/herb (23% error), Dane/Dame (20%), bun/bung (22%), sleet/sleep (15%), pan/pang (24%), and fan/fang (25%)) were eliminated because they elicited a high error rate. The remaining data are summarized in Table 4 .
In the response time analyses, there was a main effect of target type (F 1 [1 The pattern of priming for the noncoronal targets (e.g., rum) was essentially the same as in Experiment 1. The prime stimuli that contained the target word in its surface form facilitated responses significantly (all p-values <.05 by participants and items), whereas the stimuli containing the coronal primes (e.g., run) showed no priming or inhibition (all p-values >.1). The biasing context does not block the activation of the dispreferred lexical item, providing further evidence of the priority of bottom-up information. This is still the case even if the spoken prime could potentially be an assimilated form of a word that fits better with the context (i.e., where "rum picks" could be interpreted as run). The pattern of priming for the coronal targets (e.g., run) was different. As before, both the conditions where the target was present in the surface form of the prime showed significant facilitation (all p-values <.01). The noncoronal prime in a context that made assimilation unviable (e.g., "rum does") showed no priming (F 1 [1, 97] <1; F 2 [1, 24] < 1), but the noncoronal prime embedded in a viable context for assimilation (e.g., "rum picks") did show significant priming (F 1 [1, 97] = 8.2, p < .01; F 2 [1, 24] = 4.7, p < .05), whereas in the previous experiments there was either no effect or marginal inhibition. The difference between the strength of priming for these conditions (viable vs unviable) was significant by participants but marginal by items (F 1 [1, 97] = 6.5, p < .05; F 2 [1, 24] = 3.5, p = .075). This was strongly suggestive of a phonological viability effect in the perception of the noncoronal words in this experiment.
Comparison of the difference scores in Tables  2 and 4 highlights the effects of context between Experiments 1 and 3. When the primes were presented in their coronal form (e.g., run) there was a negligible effect of biasing context. In all cases, only the target matching the prime entirely was significantly primed, suggesting that hearing a word of this form activates the lexical match irrespective of the presence or absence of a biasing context. When the primes were present in their noncoronal form (e.g., rum), the pattern was more complex. A biasing context did not eliminate the facilitation of the lexical items matching the surface form (although there was some tendency for weaker priming when the context biases away from that interpretation). This supports the notion that bottom-up information has priority in speech perception-when sentential context biases away from a lexical candidate that matches the speech waveform, the acoustic information wins out. This was even the case when there was a viable alternative lexical candidate that agreed with the preceding context. However, the biasing context did affect the activation of the coronal lexical items (e.g., run). The context boosted the facilitation of these targets, such that when it was supported by a viable phonological context for assimilation, the priming became significant. We tested this sentential context effect across experiments in a post hoc analysis of difference scores for the conditions with noncoronal prime-final segments. This showed a significant interaction (see Fig. 1 ) between target type (coronal vs noncoronal) and experiment (neutral vs biasing context), supporting the conclusion that the biasing sentences increased activation of the coronal words but not the noncoronal words (F 1 [1, 179] = 4.7, p < .05; F 2 [1, 71] = 6.9, p < .05). This interaction held when the critical conditions with a viable phonological context (the conditions marked with circles in Fig. 1 ) were analyzed on their own (F 1 [1, 179] = 5.9, p < .05; F 2 [1, 71] = 6.1, p < .05).
The error analyses revealed a main effect of target type (F 1 [1, 97] = 27.7, p < .01; F 2 [1, 24] = 11.4, p < .01) and an interaction between target and prime type (F 1 [4, 388] = 5.8, p < .01; F 2 [4, 96] = 4.6, p < .01). The interaction indicated that prime conditions that facilitated response speed also tended to reduce the error rate. The main effect of target type showed that there were more errors overall to the noncoronal targets, particularly when the prime ended with a surface coronal segment. This emphasizes the difficulty participants encountered when making a decision about a noncoronal word when faced with sentential and acoustic evidence coherent with a close phonological neighbor.
The presentation of the biasing sentences clearly alters listeners' perceptions of the potentially assimilated stimuli. This shift in activation is most obviously attributable to the semantic content of the biasing context, but there are potential confounding factors. Experiment 3 differs from Experiment 1 on a more basic level, in that the spoken stimuli are longer (2 sentences rather than 1) and the recordings for the biasing sentences were made separately from the rest of the materials. Possibly one of these factors could be responsible for the shift in perception.
Taking the sentence length issue first, it is plausible that listeners are more likely to pre-dict assimilatory change when the sequence of speech preceding the critical word is longer. It is certainly the case that the perception of phonological change in sentences is qualitatively different from the single word case, and we have previously argued (Gaskell & MarslenWilson, 1996) that the engagement of perceptual compensation for place assimilation requires connected speech. Perhaps this argument can be extended to sentences of different lengths, with isolated words being one extreme of this continuum. However, comparison of the stimuli in two previous studies of perception of place assimilation (Gaskell & Marslen-Wilson, 1996 , 1998 does not support this idea. In the 1996 paper, the sentences were relatively long (mean 14 words), with an average of 9 words before the potentially assimilated word. In the 1998 paper, the stimuli were shorter (mean 9 words) with on average only 5 words before the potentially assimilated word (similar to the average of 4 words in Experiments 1 and 2 of the current study). Both studies showed robust compensation for assimilation, implying that the shorter sentences in Experiments 1 and 2 here cannot be the critical factor in the lack of compensation effects.
The potential effects of any differences in speech style or quality between the biasing sentence and the prime sentence are more difficult to gauge. Speech rate and style clearly affect the likelihood of place assimilation in speech production (Barry, 1985; Kerswill, 1985) . If the biasing sentences were articulated more casually (e.g., contained more reductions or assimilations), then there might be a greater expectation of assimilation by the time the prime word was encountered. To test this, we asked trained phoneticians to rate relative casualness in a direct comparison between the biasing sentences and the original materials. If the biasing sentences (used only in Experiment 3) are perceived as more casual than the prime sentences (used in Experiments 1, 2, and 3), then there is a real possibility that the semantic bias in the lead-in sentences has not caused the shift in perception between experiments.
For the casualness ratings, each biasing sentence was paired with a prime sentence randomly, ensuring that there was no semantic coherence between the two sentences in each pair. The comparison prime sentences all contained a prime ending in a coronal, with coronal following context (e.g., run does). This condition was used because it does not contain a potential assimilation, and the following context ensures that assimilation would not be expected, so that the participants could not use either the presence or the absence of assimilation as the basis for their rating. These were presented to the participants via headphones in a random order within and between pairs. Participants were able to listen to either sentence as often as they wished and were asked to rate the relative casualness of the two sentences on a scale of 1 to 9 (1 = first sentence more casual, 5 = no difference, 9 = second sentence more casual). The 9 participants all had some form of phonetics training; most had a higher degree in a speechrelated subject and the remainder expected to qualify within a year. The participants were briefed on the kinds of criteria on which to base their ratings.
The ratings were transformed into a scale for which a low rating represented a judgment that the biasing sentence was more casual than the prime sentence. Overall, there was reasonable agreement between the raters, with a significant mean pairwise correlation (t[35] = 5.5, p < .001). There was no suggestion that the biasing sentences were more casual than the prime sentences, with the mean rating being 5.3. This was an insignificant deviation from the no-bias baseline of 5 in the opposite direction to the one compatible with the potential confound (t[33] = 1.5, p = .18). The ratings were used in an analysis of covariance on the item priming scores from Experiment 3 for the critical condition in which compensation for assimilation appears to occur (e.g., examining the priming of run when "rum picks" is presented). Before incorporating the casualness ratings, this condition had shown significant priming (in the items analysis F 2 [1, 24] = 4.7; p = .041). The inclusion of the ratings strengthened this effect (F 2 [1, 23] = 5.8; p = .025), and showed a marginal interaction between priming and bias rating (F 2 [1, 23] = 4.1; p = .055). The marginal interaction is interesting, because it suggests that the casualness of the lead-in sentence does have a role to play in compensation for assimilation, in that sentences that were articulated in a particularly casual way showed the biggest priming effects. In a slightly circular way, the effect also confirmed that the participants generated meaningful judgments in this task. Most critically, the ratings analysis demonstrated that the apparent semantic bias effects of the lead-in sentence in Experiment 3 could not be attributed to a more casual speech style used when recording these sentences. If anything, the biasing sentences were actually less casually produced than the materials for Experiments 1 and 2.
To summarize, Experiment 3 demonstrates the effects of biasing sentential context on spoken word recognition in a naturally occurring situation of ambiguity. A biasing sentential context counteracts the perceptual preference for evaluating spoken words such as rum on the basis of their surface phonetic content, but only in tightly constrained circumstances. If the phonological context does not provide a suitable environment in which assimilation might have occurred, then words like rum are still treated at face value, despite the preceding context that fits better with a lexical alternative. Only when phonological and sentential contexts are both suitable do we find evidence of activation of a lexical item that matches the speech input at a more abstract level. Furthermore, even in this case the perceptual system does not reject the lexical candidate that matches the speech in the surface form. The evidence suggests that both lexical items are activated; at the relatively early stage examined here, the lexical competition between these two items has not been fully resolved.
GENERAL DISCUSSION
Taken together, these experiments demonstrate the close parallels between spoken word identification and lexical ambiguity resolution. Experiments 1 and 2 showed that in a neutral sentential context any ambiguities in spoken sentences such as "I think a quick rum picks you up" are immediately resolved by the perceptual system in favor of the words matching the speech in surface form, despite the presence of alternative interpretations involving assimilated speech. This unbalanced competition process is similar to lexical ambiguity resolution in the case of unbalanced ambiguous words (cf. Tabossi & Zardon, 1993) . The asymmetry involved is clearly not a simple word frequency effect, because the frequency difference between the experimental stimuli predicts the opposite pattern of priming. Instead it may be the result of a surface frequency effect, such that the occurrence of a word like run in its fully assimilated form (/r m/) is much less common than the canonical occurrence of a word like rum. A perceptual system that is sensitive to the statistics of the language environment (Saffran, Aslin, & Newport, 1996) will ensure that the asymmetry found in speech production will be mirrored by a perceptual preference for interpreting the phonetic sequence /r m/ at face value (cf. Gaskell, Hare, & Marslen-Wilson, 1995) .
The analogy with standard lexical ambiguity is strengthened in Experiment 3. When phonological context makes the presence of an assimilated word viable (e.g., rum picks), a preceding context favoring the "subordinate" lexical entry provides a compensating source of evidence and results in the activation of two lexical items. This situation of unresolved competition cannot be the end of the story, and we expect that the construction of a complete representation of the full sentence would in time resolve the ambiguity in favor of the sententially coherent word (cf. Swinney, 1979) .
The situation we have studied, therefore, bears strong similarities to the lexical ambiguities studied by Duffy et al. (1988) , in which unbalanced homographs were read as swiftly as unambiguous words when preceding sentential context was neutral, suggesting that only the dominant meaning was retrieved. When prior context favored the subordinate meaning the reading time for the homograph was slowed, signifying a more even competition between the alternatives. This even competition was also found by Tabossi and Zardon (1993) using cross-modal priming. A constraining context favoring the subordinate meaning of an ambiguous word allowed access to the subordinate meaning without ruling out the dominant meaning.
Interaction vs Integration
So far, we have sidestepped the issue of where in the system the context effect occurs. This issue is normally addressed with reference to a generic model containing abstract word representations at one level and a higher level of representation involving word meaning. One possibility is that sentential context affects the integration of multiple meanings with sentential representations, such that the contextually coherent meaning is more swiftly activated. The alternative is that sentential context affects lexical activations directly, providing a positive source of activation for coherent candidates. Many of the experiments in the literature can be interpreted in terms of either semantic integration or interaction (e.g., Duffy et al., 1988; Marslen-Wilson, 1990; Rayner & Frazier, 1989; Zwitserlood, 1989) .
However, our data are less amenable to an explanation in terms of integration following autonomous activation. The integration account relies on both lexical candidates (e.g., run and rum) being sufficiently activated by the bottomup evidence alone so that their meanings are activated. However, neither of the first two experiments (which probed the activations at two different points) showed any evidence of sequences such as "rum picks" activating the coronal-final candidate (run). In fact, there was a marginal 15-ms inhibitory effect for the coronal targets in Experiment 1. This is despite the fact that the task used in these experimentsrepetition priming-is highly sensitive to lexical activation. Gaskell and Marslen-Wilson (1997a) showed that even early in the processing of a speech signal, when the speech is highly ambiguous, there is little or no semantic activation (as measured by semantic priming) but there is robust repetition priming.
There is no evidence that the coronal-final words are activated at any level when potentially ambiguous sequences are heard in a neutral context. This is despite the fact that the effect of the sentential context could not be to rule out these words, since it was somewhat compatible with both alternatives. This is contrary to the predictions of an integration account of the sentential effect, which requires some lexical activation of the subordinate lexical item in order that its meaning can be accessed. Instead, the effect of prior context in Experiment 3 is (in the standard terminology) an interactive one, which raises the activations of otherwise unactivated lexical items. This effect is striking, given that the source of the sentential bias is separated from its recipient by a sentence boundary and that we avoided the use of single words in the biasing sentence that had a close semantic or associative link with the coronal targets.
Although the sentence context effect in Experiment 3 appears to be interactive, it is unclear what conclusions can be drawn about the architecture of the perceptual system (cf. Norris, McQueen, & Cutler, 2000) . One possibility is that there are direct top-down links between separate semantic and lexical levels of processing. Alternatively, these effects may all be explained at the level of lexical content. The Gaskell and Marslen-Wilson (1997b) model maps more or less directly from a representation of the speech waveform onto a distributed representation of lexical content including form and meaning. One important property of this model is that it eliminates a lower abstract word level in which lexical entries are represented by single nodes or logogens (Morton, 1969) . If this architecture is correct, then the effects of sentential context can only be found at a level involving lexical content. Recognition decisions are also made based on activations at this level. Thus the model is interactive in the sense that context can influence the word recognition process, but it is less clear whether the effects can usefully be labeled "topdown" (cf. Norris, 1993) .
This view of sentential effects fits with those of other researchers (e.g., Jurafsky, 1996; Simpson, 1995) who have argued that sentence context, like bottom-up information, can directly influence lexical activations probabilistically. This is perhaps not as strong an assertion as it might seem. Although we do not distinguish between bottom-up and contextual sources of information in terms of the role they play in speech perception, there is a clear distinction between their effects. This is because the reliability of the two types of information differs greatly. A speaker can combine words to form a vast array of sentences, and a large proportion of the sentences we encounter will be novel. This makes any predictive information that can be gleaned from a word's prior context relatively unreliable. Bottomup information is a far better source of evidence, so it has priority in the perceptual system. This factor may explain why Connine et al. (1994) found no immediate sentential effect on the perception of tokens that were ambiguous between two words (e.g., [d/t]ip). For sentence context to show an effect in their study, the bias would have to be strong enough to rule out one lexical item in a case where bottom-up information fits both words equally well. In fact, many of the contexts used by Connine et al. were, like our biasing sentence, quite weakly constraining. Most were plausible (although not equally so) for either continuation (e.g., "Let's climb to the dip/tip"). The weakness of the constraints meant that they would not be reliable enough to immediately rule out one interpretation of the ambiguity. The context effect in our experiment is less absolute. It does not rule out an option; instead it elevates the activation of an otherwise unlikely lexical candidate (cf. Tabossi & Zardon, 1993) . It is possible that the perceptual system is structured so that unreliable evidence is not enough to rule out inconsistent hypotheses, but that it is sufficient to rule in consistent ones.
Compensation for Neutralizing Variation in Speech Perception
Our earlier research on the perception of place-assimilated speech (Gaskell & MarslenWilson, 1996 , 1998 focused on the role of phonological viability in compensation for alternation. The studies showed that perceptual compensation for assimilation only occurs when following context makes assimilation phonologically viable. The results were interpreted in terms of a simple connectionist model, which learned to apply phonological inference constraints to determine the underlying form of as-similated speech based on the statistics of the language environment (Gaskell et al., 1995) .
The current results complicate the story slightly, although a reliance on the statistics of the speech stream remains strong. Experiments 1 and 2 found no evidence for phonological inference in the perception of assimilated speech that creates lexical ambiguity. Instead, only the lexical items that matched the speech in its surface form were activated. In Experiment 3 viability effects returned; in the absence of a phonological context that made assimilation viable, only the surface matching words were activated, but when phonological context made assimilation viable, both surface-matching (e.g., rum) and underlying (e.g., run) lexical items were activated.
These results elucidate the mechanisms and processes underlying the perception of speech and contribute to a more coherent picture of the use of different types of information in speech perception involving assimilation. First, there is an important difference between natural and unnatural changes in the form of speech. MarslenWilson et al. (1995) showed that coronal to noncoronal alternations in isolated words were never treated as potentially assimilated, because assimilation requires an utterance context. On the other hand, the same alternations in sentence context can be treated as assimilatory and compensated for even before the following context is known (Gaskell & Marslen-Wilson, 1996) . Similarly, phonological viability has proved important in all previous studies of this phenomenon, as well as the current one; alternations in unnatural phonological contexts do not induce compensation. The naturalness factor provides a further possible reason why we found sentential context effects in Experiment 3, using assimilatory change, whereas Connine et al. (1994) found no immediate effects using digitally manipulated speech. The perceptual system appears to be organized so that unexpected deviations in the form of speech are unacceptable (perhaps in order to isolate new vocabulary items), but without hindering the perception of natural phonological variations.
If a segment is encountered that could be a natural alternation (i.e., it occurs in the appropriate phonological context for assimilation), then lexical factors come into play. If the surface form of the speech does not match a lexical item but compensation for assimilation would result in a lexical match (as in "leam bacon," where lean is a word, but leam is not), then the perceptual system tolerates the deviation and activates the underlying word (Gaskell & Marslen-Wilson, 1996) . This immediate preference for the underlying form seems at odds with the results of Experiments 1 and 2, suggesting an immediate preference for the surface form when a potential assimilation is encountered. But like the current results, it can be explained in terms of the statistics of the situation. From a production point of view lean is fully assimilated to leam on a small minority of occasions. However, from a perceptual point of view, all tokens of leam are in fact assimilated forms of lean, giving rise to an immediate tendency to compensate for assimilation. If neither alternative completes a word (e.g., gean/geam), then there is a reduced compensation, and both "dead-end" possibilities are considered (Gaskell & Marslen-Wilson, 1998 ). The current results complete the picture. If the surface form of speech matches a lexical item and compensation for assimilation would result in a lexical match, then true lexical ambiguity results. When bottom-up information cannot resolve the conflict alone, then factors such as sentential plausibility, frequency of occurrence, and possibly overall style of speech come into play. Lexical items matching the underlying form (e.g., run) are disfavored because they surface in fully assimilated form much less often than the words matching the speech directly (e.g., rum) occur in their canonical forms (Experiments 1 and 2). However, a semantically appropriate sentential context can counteract this bias, resulting in activation of the contextually appropriate lexical item (Experiment 3). There was also suggestive evidence in Experiment 3 that speech style affects lexical competition, with preceding casual speech leading to a greater tendency to compensate for assimilation.
CONCLUSIONS
The resolution of ambiguities caused by assimilation turns out to be a surprisingly complex process. Our data suggest that in certain cases the perceptual system takes into account phonological viability, information about the lexical alternatives, and sentential biases in order to compensate for the changes in the form of speech. The way in which sentential information is integrated in order to select between the different words in our experiments is strongly reminiscent of earlier studies of lexical ambiguity (Duffy et al., 1988; Tabossi & Zardon, 1993) . We suggest that this is no coincidence and that the same process underlies both tasks, supporting a singlelevel model of the recognition of spoken words (Gaskell & Marslen-Wilson, 1997b) . In each task, the target of perception is a distributed representation of a single form and a single meaning. Although there is a distinction between the tasks of word recognition and lexical ambiguity resolution in terms of the likely availability of different sources of information, this distinction is not reflected in the architecture of the system. Furthermore, in cases where bottom-up information is unable to distinguish between multiple word forms, the use of sentential information in word recognition mirrors the previous findings for word meaning selection.
APPENDIX: MATERIALS FOR EXPERIMENTS 1-3
The italicized sentences were the biasing lead-in sentences for Experiment 3 alone. 
