Let G be a graph with vertex set
Introduction
In this paper we consider ÿnite undirected simple graphs. Let G be a graph with vertex set V (G) and edge set E(G). We use N G (x) to denote the set of neighbors of x in G; d G (x) = |N G (x)| the degree of a vertex x of G; and (G) the maximum degree of G. Let S and T be two disjoint subsets of V (G). We denote by E G (S; T ) the set of edges with one end in S and the other in T; and by e G (S; T ) the cardinality of E G (S; T ). For S ⊂ V (G) and A ⊂ E(G); G − S is a subgraph obtained from G by This research was supported in part by the National Natural Science Foundation of China.
deleting the vertices in S together with the edges to which the vertices in S incident, and G − A is a subgraph obtained from G by deleting the edges in A; and G[S] (rep. G [A] ) is a subgraph of G induced by S (rep. A). Let g(x) and f(x) be two nonnegative integer-valued functions deÿned on V (G) such that g(x) 6 f(x) for all x ∈ V (G). For a subset S of V (G); we write f(S) = x∈S f(x) for any function f deÿned on V (G); and deÿne f(∅) = 0. Specially, d G (T ) = x∈T d G (x).
A graph G is called a (g; f)-graph if g(x) 6 d G (x) 6 f(x) for each x ∈ V (G). A spanning subgraph F of G is said to be a (g; f)-factor of G if F itself is a (g; f)-graph. A (g; f)-factorization F = {F 1 ; F 2 ; : : : ; F m } of G is a partition of E(G) into edge disjoint (g; f)-factors F 1 ; F 2 ; : : : ; F m . If g(x) = a and f(x) = b; where a and b are nonnegative integers, then a (g; f)-factorization of G is called an (a; b)-factorization of G. If g(x) = f(x) = k; where k is a nonnegative integer, then a (g; f)-factorization of G is called k-factorization of G; i.e. each F i ; 1 6 i 6 m is a k-regular subgraph of G. Let H be a subgraph of G with m edges. A factorization F = {F 1 ; F 2 ; : : : ; F m } of G is said to be orthogonal to H if |E(H ) ∩ E(F i )| = 1; 1 6 i 6 m; and suborthogonal to H if |E(H ) ∩ E(F i )| 6 1; 1 6 i 6 m. Sometimes we also say that the subgraph H is orthogonal to the (g; f)-factorization of G. We will also say that two subgraphs are suborthogonal or orthogonal if they have at most one or exactly one, respectively, common edge.
We can view F as an edge-coloring of G using m = |F| colors, where F i consists of all edges of color i; 1 6 i 6 m. Letting C(G) denote the colored graph, a suborthogonal factor is a subgraph of C(G) in which each edge has a distinct color. We allow F to represent both the factorization and the coloring.
Two factorizations F = {F 1 ; F 2 ; : : : ; F m } and G = {G 1 ; G 2 ; : : : ; G n } of G are said to be suborthogonal if |E(F i ) ∩ E(G j )| 6 1; 1 6 i 6 m and 1 6 j 6 n; and orthogonal if |E(F i ) ∩ E(G j )| = 1; 1 6 i 6 m and 1 6 j 6 n. Note that for suborthogonality it is necessary that |E(F i )| 6 n; 1 6 i 6 m and |E(G j )| 6 m; 1 6 j 6 n. This implies that |E(G)| 6 mn. For orthogonality it is necessary that |E(F i )| = n; 1 6 i 6 m and |E(G j )| = m; 1 6 j 6 n; in which case, |E(G)| = mn.
The majority of work done which is known on suborthogonal factorizations has focused on the case when G is either the complete graph or complete bipartite graph and F is 1-factorization. For all values of n ¿ 1; it is well known that K n; n has a 1-factorization, and that such a 1-factorization is equivalent to a Latin square of order n. Euler [5] proved that there exists a pair of orthogonal 1-factorizations of K n; n if and only if there exists a pair of orthogonal Latin squares of order n. In 1960, Bose et al. [12] showed that there exists a pair of orthogonal 1-factorizations of K n; n exactly when n = 2; 6. For large n; Beth [3] proved that the maximum number of pairwise orthogonal factorizations of K n; n is greater than or equal to 14:8 √ n − 2. Suppose we are given a 1-factorization F of K n; n ; is there a 1-factor orthogonal to F? It is mentioned in [1] that every 1-factorization of K n; n has a suborthogonal matching of cardinality at least max{n− √ n; n−5:53(log n) 2 }. In 1983 Andersen and Hilton [2] and Damerell [4] proved that every n-edge subgraph of K n; n ; except for the vertex-disjoint union K 1;t ∪ K 1;s ; s + t = n; is orthogonal to some 1-factorization of K n; n . Alspach has conjectured that every 2-factorization of a 2d-regular graph has an orthogonal matching. This conjecture is still open up to now. Kouider and Sotteau [6] proved the conjecture when |V (G)| ¿ 3:23d. Also, many results in this ÿeld can be found in the current survey [1] .
In more general case, the study to orthogonality is more di cult since the factorization of a graph itself is not easy. Alspach et al. [1] provided the following two essential problems:
(1) Given a factorization F of G; does there exist a subgraph of G with a given property orthogonal to F?
(2) Given a subgraph H of G; does there exists a factorization F of G to which it is either suborthogonal or orthogonal?
The problems as described above are called orthogonal factorization problems. On the ÿrst problem, papers [9] and [6] research the su cient conditions for the existence of the subgraphs orthogonal to a given k-factorization and of the matchings orthogonal to a given 2-factorization, respectively. On the second problem, Liu [7, 8] studied the orthogonal factorizations of (mg + m − 1; mf − m + 1)-graph and obtained the following results.
Theorem 1 (Liu [7, 8] ). Let G be an (mg+m−1; mf−m+1)-graph; and H a matching or a star with m edges; and g and f be integer-valued functions deÿned on V (G). Then G has a (g; f)-factorization orthogonal to H .
Yan [11] studied the existence of subgraph with orthogonal (g; f)-factorization, and proved the following result.
Theorem 2 (Yan [11] ). Let G be an (mg + k; mf − k)-graph; and H a subgraph with k edges; where 1 6 k ¡ m and g(x) ¿ 1 or f(x) ¿ 5 for every x ∈ V (G). Then there exists a subgraph R of G such that R has a (g; f)-factorization orthogonal to H .
In the proof of Theorem 2, the condition g(x) ¿ 1 or f(x) ¿ 5 for every x ∈ V (G) plays an important role. Our main contribution in this article is to ÿnd the condition being redundant. In Section 2, we will prove a series of lemmas which are useful for the proof of our main result. In Section 3, we are going to complete the proof of the main result by a series of claims.
Preparing lemmas
Let g and f be two nonnegative integer-valued functions deÿned on V (G); and C a component (i.e., a maximal connected subgraph) of G − (S ∪ T ). If there is a vertex x ∈ V (C) such that g(x) = f(x); we call C a neutral component; otherwise, i.e., g(x) = f(x) for all x ∈ V (C); then we call C an even or odd component according to whether e G (T; V (C)) + f(C) is even or odd. We denote by h G (S; T ) the number of the odd components of G − (S ∪ T ). In 1970 LovÃ asz [10] used the symbol G (S; T ; g; f) to denote the number d G−S (T ) − g(T ) − h G (S; T ) + f(S); and found that G (S; T ; g; f) = d G−S (T ) − g(T ) − h G (S; T ) + f(S) ¿ 0 is a necessary and su cient condition for a graph G to have a (g; f)-factor.
Lemma 1 (LovÃ asz [10] ). Let G be a graph; and g and f be two integer-valued functions deÿned on V (G) such that g(x) 6 f(x) for x ∈ V (G). Then G has a (g; f)-factor if and only if G (S; T ; g; f) ¿ 0 for any two disjoint subsets S and T of V (G).
Let S and T be two disjoint subsets of V (G); and E 1 and E 2 be two disjoint subsets of E(G). Let D = V (G)\(S ∪ T ); and E(S) = {xy ∈ E(G) : x; y ∈ S}; E(T ) = {xy ∈ E(G) : x; y ∈ T };
Under without ambiguity, we often write ; ÿ and for G (S; T ; E 1 ); ÿ G (S; T ; E 2 ) and
The following lemma has been obtained independently by Yuan [12] . For completeness, we include an alternative proof which is easier than that in [12] . Lemma 2. Let G be a graph; and g and f be two nonnegative integer-valued functions deÿned on V (G) such that 0 6 g(x) ¡ f(x) 6 d G (x) for all x ∈ V (G); and E 1 and E 2 be two disjoint subsets of E(G). Then (1) G has a (g; f)-factor F such that E 2 ∩ E(F) = ∅ if and only if (2) G has a (g; f)-factor F such that E 1 ⊆ E(F) if and only if G (S; T ; g; f) ¿ for any two disjoint subsets S and T of V (G); (3) G has a (g; f)-factor F such that E 1 ⊆ E(F) and E 2 ∩ E(F) = ∅ if and only if G (S; T ; g; f) ¿ for any two disjoint subsets S and T of V (G).
for any two disjoint subsets S and T of V (G), where h G (S; T ) = 0 since g(x) ¡ f(x) for all x ∈ V (G). It can be veriÿed easily that G (S; T ; g; f) = G (S; T ; g; f)−ÿ. Therefore, G has a (g; f)-factor F such that E(F) ∩ E 2 = ∅ if and only if G (S; T ; g; f) ¿ ÿ for any two disjoint subsets S and T of V (G).
(2) Let
Then G has a (g; f)-factor F such that E 1 ⊆ E(F) if and only if G has a (g ; f )-factor excluding any edge of E 1 . By the argument of (1), G has a (g; f)-factor F such that
where
Therefore, G has a (g; f)-factor F such that E 1 ⊆ E(F) if and only if
by exchanging S and T , that is
. By the argument of (2); G has a (g; f)-factor F such that E 1 ⊆ E(F) and E 2 ∩ E(F) = ∅ if and only if
In the following, we always assume that G is an (mg + k; mf − k)-graph, where m and k are positive integers with 1 6 k ¡ m. For the purpose of the proof of our main result, we deÿne other two integer-valued functions p(x) and q(x) as follows:
By the deÿnition of p(x) and q(x), we have the following lemma.
Lemma 3. For all x ∈ V (G), the following inequalities holds:
Proof. We only need to show statements (1) and (2) . Inequality (3) comes directly from inequality (1) .
we are done. So we may assume that
It follows therefore that
By integrity, we have that
By the deÿnition of q(x) and the use of above analogous methods, we can prove
For the terseness of description of our proof, we deÿne two noninteger-valued functions as follows:
It follows from Lemma 3 that
The following lemma which has ever played an important role in [7] is still useful in the current paper.
Lemma 4 (Liu [7] ). Let S and T be any two disjoint subsets of V (G). Then
Proof. By Lemma 3, we have that q(S) ¿ (|S|+d G (S))=m and q(x) ¿ p(x). Therefore,
The following lemma directly from the deÿnition of p(x) and q(x) is basic of our using induction.
Proof. Since |E 1 | = 1 and by the deÿnition of , we have that 6 min{2; |S|}. By the deÿnition of ÿ, we have that ÿ 6 2|E 2 | 6 2k − 2. It follows from Lemma 4 that
where the last inequality comes from ÿ 6 2k − 2.
If S = ∅, the lemma is proved since the above inequality becomes that
So we may assume that S = ∅.
Then the above inequality becomes that
By integrity, we get
Lemma 8. Let G be an (mg+1; mf−1)-graph with m ¿ 2. Then G has a (g; f)-factor containing a given edge of G.
Proof. G being an (mg + 1; mf − 1)-graph implies that mf − 1 ¿ mg + 1, i.e. f ¿ g. Let uv be a given edge of G and E 1 = {uv}, and let S and T be any two disjoint subsets of V (G). Then 6 min{2; |S|}.
So we may assume that there is a vertex w ∈ T such that g(w) ¿ 1.
Note that Lemma 5 is still true for g(x) and f(x). Then it follows from Lemma 5 that
By integrity, we get again G (S; T ; g; f) ¿ 2 ¿ . The validity of Lemma 8 comes directly from Lemma 2.
It will be seen that Lemma 8 implies that Theorem 3 described in the next section is valid for k = 1; which is basis of our proof by inductive method.
Main result and proof
In this section, we will present a proof of our main result. For this purpose, we deÿne a nonnegative integer-valued function r(x) such that also (g; f) -factorization of G, we may assume without loss of generality that
In fact, since G is an (mg + k; mf − k)-graph and by integrity of f(x); we know
Now we are going to state our main theorem, and, present a proof of it.
Theorem 3. Let G be an (mg + k; mf − k)-graph; and H a subgraph of G with k edges; where 1 6 k ¡ m and f(x) ¿ g(x) ¿ 0 for every x ∈ V (G). Then there exists a subgraph R of G such that R has a (g; f)-factorization orthogonal to H.
Proof. Our proof is by induction on m and k. Lemma 8 ensures that the theorem is true whenever k = 1. Assume that the theorem is true for any (ng + l; nf − l)-graph with n ¿ l ¿ 1; n ¡ m and l ¡ k; and, the given subgraph H of G with l edges. We now consider the (mg + k; mf − k)-graph G.
First keep in mind that G being an (mg + k; mf − k)-graph implies that f(x) ¿ g(x) for every x ∈ V (G); and thus for any two disjoint subsets S and T of V (G); all com-
is as large as possible. Let E 1 = {uv};
We deÿne the two integer-valued functions p(x) and q(x) as did in the last section, that is
If
Furthermore, we may assume that those two S and T satisfy that (1) G (S; T ; p; q) − G (S; T ; E 1 ; E 2 ) is as small as possible; and (2) Under the restriction of (1), |T | is as small as possible.
For the above two ÿxed subsets S and T , we deÿne D; E 1 ; E 1 ; E 2 ; E 2 ; H 1 ; H 2 ; ; ÿ; ; as did in Section 2. According to the choice of S and T , we will ÿrst show in Claim 1 that both of S and T are not empty. Then we will prove through Claims 3, 6, 7 and 8 that p(x) = 1; q(x) = 2 for all x ∈ T ; and p(x) = 0; q(x) = 1 for all x ∈ S; and g(x) = 0; f(x) = 2 for all x ∈ S ∪ T . It is shown in Claim 9 that E 2 = ∅. Let xy ∈ E 2 . Claim 11 will show that G has a (p; q)-factor F excluding E(H )\{xy}. Let G = G −F ∪{xy}. It can be shown that G contains a subgraph R which has a factorization F orthogonal to E(H )\{xy}. Then we will use the ÿxed distribution of the values of the four functions which is based on the assumption that G (S; T ; p; q) ¡ G (S; T ; E 1 ; E 2 ) to produce a (g; f)-factor F * which contains xy and excludes E(H )\{xy} by deleting one or two edges from F ∪ {xy}. Hence R = R ∪ F * will be our desired subgraph which has a factorization F ∪ {F * } orthogonal to H .
Claim 1. S = ∅; T = ∅.
Proof. Assume the contrary that either S or T is empty set. Then by the deÿni-tion of G (S; T ; p; q); G (S; T ; p; q)
and q(S) ¿ |S| ¿ ; and thus we get G (S; T ; p; q) ¿ + ÿ ¿ ; a contradiction.
Note that d G−S (T ) = 2|E(T )| + |E G (T; D)|.
By the deÿnition of ÿ; we can observe that d G−S (T ) ¿ ÿ. We write d G−S (T ) = ÿ + . By Lemma 7 and the assumption that G (S; T ; p; q) ¡ ; we know that ∈ {0; 1}. = 0 implies that the set of edges of E(G − S) incident with the vertices in T is exact E 2 ∪ E 2 , i.e. E 2 ∪ E 2 = E(T ) ∪ E G (T; D); and = 1 implies that E 2 = E(T ) and there is exact one edge in E G (T; D) out of E 2 .
In order to verify that p(x) = 1 for all x ∈ T; we ÿrst observe the following fact.
Claim 2. p(x) 6 1 for all x ∈ T .
Proof. Suppose to the contrary that p 0 = max{p(x):
+ and by Lemma 3, we have that
where the last inequality comes from Lemma 3(3). Keeping that
Then it follows from Lemma 5 that
where the last inequality comes from the fact that m ¿ 2. If = 0; then ÿ 6 2k − 2. Therefore we get
By the integrality of G (S; T ; p; q), we get G (S; T ; p; q) ¿ ÿ = + ÿ = , a contradiction. If = 1; then ÿ 6 2k − d 0 − 1. Hence we get
where the last inequality comes from the fact that (H 2 ) 6 d 0 by the choice of the edge uv. By the integrality of G (S; T ; p; q); we get G (S; T ; p; q) ¿ 1 + ÿ = + ÿ = , a contradiction. Now we consider the case = 2. In this case we have that
By the integrality of G (S; T ; p; q), we get G (S; T ; p; q) ¿ 2 + ÿ = + ÿ = ; a contradiction. So we may assume in this case that 2(m − k + d 0 ) − (H 2 ) + |T | + 3 6 m; that is, = 2 and |T | 6 2k − m − 2d 0 + (H 2 ) − 3. Then it follows that
a contradiction. Claim 2 is proved.
Proof. Let T 0 = {x ∈ T : p(x) = 0}. By Claim 2, we only need to verify that T 0 = ∅. Assume the contrary that T 0 = ∅. Set T 1 = T \T 0 . By the deÿnition of G (S; T ; p; q), we have that
On the other hand
and d G−S (T 0 ) ¿ ÿ G (S; T 0 ; E 2 ). Then we get
contradicting the minimality of |T |. Claim 3 is proved.
For the purpose of technique, we write r = min{d H2 (x): x ∈ T }:
Proof. Let x ∈ T such that r = d H2 (x). Then it follows that
for all x ∈ V (G), and, Claim 3 that p(x) = 1 for every x ∈ T , we get By the integrality of G (S; T ; p; q), we get G (S; T ; p; q) ¿ 2 + ÿ ¿ , a contradiction.
If |T | ¿ ÿ + r − 1 − , it follows from Lemma 5, Claims 3 and 4 that
By the integrality, we get G (S; T ; p; q) ¿ 2 + ÿ ¿ , a contradiction.
Proof. Assume the contrary that there is a vertex
Then it follows from Lemma 5, Claims 3-5 that
When = 0, keep in mind that ÿ 6 2k − 2, we get
So we may assume that = 2. Noting that ÿ 6 2k − 2d 0 , we get
In each case the integrality of G (S; T ; p; q) leads to that G (S; T ; p; q) ¿ , a contradiction. Now we consider the case x ∈ S. In this case we observe that
Then it follows that
In each case the integrality of G (S; T ; p; q) leads to that G (S; T ; p; q) ¿ , a contradiction.
Proof. By the integrality of these functions and the inequalities that
we only need to show that q(x) ¡ f(x) and f(x) = 2 for all x ∈ S.
First we show that q(x) ¡ f(x) for all x ∈ S. Assume the contrary that there is a vertex x ∈ S such that q(x) = f(x). Then we get
Recall that 1 
for all x ∈ V (G). It follows from Lemma 4 that
In each case the integrality of G (S; T ; p; q) leads to that G (S; T ; p; q) ¿ , a contradiction. Next we show that f(x) = 2 for all x ∈ S. Assume the contrary that there is a vertex x ∈ S such that f(x) ¿ 3. By Claim 5 and the deÿnition of q(x), we know that
A desired contradiction can be deduced as in the former case. Claim 7 is proved.
Claim 8. q(x) = 2; f(x) = 2 for all x ∈ T .
Proof. Claim 3 and Lemma 3 ensure that 2 6 q(x) 6 f(x) for all x ∈ T . So we only need to show that f(x) = 2 for all x ∈ T . Assume the contrary that there is a vertex
Subsequently, we get
In each case the integrality of G (S; T ; p; q) leads to that G (S; T ; p; q) ¿ , a contradiction. Now we consider the case
Then we observe the following fact:
So we get
which again leads to that G (S; T ; p; q) ¿ , a contradiction.
In order to show Theorem 3, we have to show the following fact that there is an edge xy ∈ E 2 such that both x and y are in T , i.e., E 2 = ∅.
Proof. Assume the contrary that E 2 = ∅. Then ÿ = |E 2 |. Lemma 7 ensures that E(T ) = ∅, i.e., T is an independent set of G, and E G (T; D) contains at most one edge out of E 2 , i.e., |E G (T; D)| 6 |E 2 | + 1 = ÿ + 1. Note that Claims 7 and 4 imply that When r 6 2, we get
a contradiction. So we may assume that r ¿ 2. If |T | = 1, by the deÿnition of r, we have that r 6 k − 1. So it follows that
a contradiction. So we may assume that |T | ¿ 2. Note that the deÿnition of r implies that
Then it follows from m ¿ k + 1 ¿ r|T | + 1 that
this contradiction ensures the validity of Claim 9.
Now that Claim 9 ensures that there is an edge xy ∈ E 2 , we deÿne
For any two disjoint subsets S and T of V (G), we deÿne
Now we are going to show that G has a (p; q)-factor excluding L 2 . In order to do this, we ÿrst observe the following fact.
Claim 10. If G (S ; T ; p; q) ¡ ÿ ; then 2s + ÿ ¡ 3m.
Proof. Since G (S ; T ; p; q) ¡ ÿ 6 and by the proof of Lemma 7, we have that d G−S (T ) = ÿ + , where has the similar property of .
If |T | 6 3, then 2s + ÿ 6 2(k − 1) + (6 + k − 4) = 3k ¡ 3m; otherwise, 2s
Proof. By Lemma 2(1), it su ces to show that G (S ; T ; p; q) ¿ ÿ for any two disjoint subsets S and T of V (G).
Assume the contrary that there are two disjoint subsets S and T of V (G) such that G (S ; T ; p; q) ¡ ÿ : Then we choose two disjoint subsets S and T such that Recalling that the special choice of the edge uv is not used when = 0; we know that all previous lemmas and claims are still valid for S ; T and L 1 ; L 2 . Hence we get 
Integerality of G (S ; T ; p; q) implies that G (S ; T ; p; q) ¿ ÿ ; a contradiction.
Now we are in a position to complete the proof of Theorem 3. Keep in mind that under the assumption that G (S; T ; p; q) ¡ we have veriÿed the facts that g(x) = 0 and f(x) = 2 for all x ∈ S ∪ T . These facts will play an important role in the proof of the theorem. They make it possible for us to constitute a (g; f)-factorization of G inductively.
Claim 11 guarantees that G has a (p; q)-factor F excluding L 2 . Let G = G − E(F). Then Lemma 6 implies that G is an ((m − 1)g + (k − 1); (m − 1)f − (k − 1))-graph containing L 2 . By induction hypothesis, G contains a subgraph R such that R has a (g; f)-factorization F orthogonal to L 2 . Now we are going to consider the edge xy. Since xy is an edge of E 2 ; i.e, both x and y are in T . Claims 6 and 8 ensure that g(x) = g(y) = 0 and f(x) = f(y) = 2.
If xy is an edge of F; then the subgraph R = R ∪ F of G has a (g; f)-factorization F = F ∪ {F} orthogonal to H . So we may assume that xy is not an edge of F; i.e., xy is an edge of G . Since g(x) = g(y) = 0; we see from the deÿnition of (g; f)-factor that if F is a (g; f)-factor of G then F − {xy} is also a (g; f)-factor of G . Hence the subgraph R (= R −{xy}) of G (= G −{xy}) has still a (g; f)-factorization F orthogonal to L 2 . Now we consider the subgraph F = F ∪ {xy}. If F is a (g; f)-factor of G; then R = R ∪ F is our desired subgraph which has a (g; f)-factorization F = F ∪ {F } orthogonal to H . So we may assume that F is not a (g; f)-factor of G.
Since by Claim 8 q(z) = f(z) = 2 for all z ∈ T; and, F is a (p; q)-factor of G; we observe the following fact. Proof. Assume the contrary that max{d F (x); d F (y)} = 3: Since F is a (p; q)-factor of G; i.e., 1 = p(z) 6 d F (z) 6 q(z) = 2 for all z ∈ V (G); and F = F ∪{xy}; we have from the assumption that max{d F (x); d F (y)} 6 2 and so g(z) = 0 ¡ 1 6 d F (z) 6 2 = f(z) for all z ∈ V (G). But then F is indeed a (g; f)-factor of G; violating the fact that F is not a (g; f)-factor of G.
Without loss of generality, we assume that d F (x) = 3. By the assumption G (S; T ; p; q) ¡ and Lemma 7, we have d G−S (T ) 6 ÿ+1. Then have the following. It su ces to show E(T ) = E 2 . Assume the contrary that |E 2 | ¡ E(T ). Noting that E 2 ⊆ E(T ) and E 2 ⊆ E G (T; D); we get 2|E(T )| + |E G (T; D)| ¿ 2|E 2 | + |E 2 | + 2 a contradiction. Fact 2 implies that there is at most one edge in E(T ) ∪ E G (T; D) which is not in E(H ) (if there exists such an edge it must be in E G (T; D) ). Recalling that E(F ) ∩ E(H ) = {xy} and d F (x) = 3; we see that Fact 3.
e F ({x}; S) ¿ 1:
Similarly; if d F (y) = 3; then it follows that e F ({y}; S) ¿ 1:
Proof. It su ces to show e F ({x}; S) ¿ 1. Assume the contrary that e F ({x}; S) = 0. Then E(F ) ∩ E(H ) = {xy} and d F (x) = 3 imply that there are at least two edges in E(T ) ∪ E G (T; D) which is not in E(H ); violating Fact 2.
Fact 3 guarantees that there is a vertex z ∈ S such that xz is an edge of F. Since Claim 6 ensures that g(z) = 0; F * = F − {xz} is either a (g; f)-factor of G or d F * (y) = 3. In the former case, R = R ∪ F * has a (g; f)-factorization F = F ∪ {F * } orthogonal to H . In the later case, by Fact 3, there exists a vertex w ∈ S such that yw is an edge of F. Since g(w) = 0; F * * = F * −{yw} is still a (g; f)-factor of G. Therefore R = R ∪F * * is our ÿnal desired subgraph which has a (g; f)-factorization F = F ∪{F * * } orthogonal to H . The theorem is proved.
