0. Introduction. The present paper is concerned with the study of the nonlinear operator (0.1)
where G : R 1 → R 1 is a given function and f is taken from a generalized Sobolev space H s p (R n ) (cf. Section 1 for definitions). Operators of that type are called superposition or Nemytskiȋ operators, and play a crucial role in nonlinear analysis. Our aim here is to describe under what conditions one can establish an embedding of the form
Since the paper of Dahlberg [7] it is known that one cannot expect s 0 = s 1 in general. The loss of smoothness under the superposition, even in the case G ∈ C ∞ (R 1 ), depends on the dimension n as well as on the smoothness and integrability properties of f ∈ H s p (R n ). This behaviour of T G will be explained in what follows. Let [30] ). Let us refer also to the recent monograph by Appell and Zabreȋko [2] , where such problems are investigated from a somewhat different point of view.
This survey summarizes recent results obtained by the Jena research group on function spaces around H. Triebel. It is based on a lecture given at the Stefan Banach International Center in Warsaw in November 1990.
1. Sobolev spaces of fractional order. The symbol R n represents the Euclidean n-space, by Z we denote the set of all integers, and by N all natural
numbers. Let S(R n ) be the Schwartz space of all complex-valued rapidly decreasing and infinitely differentiable functions on R n , S ′ (R n ) the set of all tempered distributions on R n , F and F −1 the Fourier transform and its inverse on S ′ (R n ), respectively.
R e m a r k 1. We follow here the classical approach of Aronszajn-Smith [3] and Calderón [5] . Sometimes the spaces H s p (R n ) are also called Liouville spaces (in particular in the Russian literature) or Bessel-potential spaces.
R e m a r k 2. A more explicit description of H s p (R n ) can be obtained with the help of differences. We put
Then we have with
{h:|h|≤1}
Moreover, the expression in (1.2) yields an equivalent norm in H s p (R n ) (cf. Triebel [30] ).
Basic properties. This scale generalizes the classical Sobolev spaces in a natural way: Fig 1) . For (i)-(v) we refer to [30] . Finally, we consider two distinguished families of functions. Let Ψ be a smooth cut-off function supported around zero and let α > 0. Then we define
It is known (cf. Stein [26] , Triebel [30] ) that
In particular, the family g α shows great similarity between measuring smoothness in the H s p -scale and in the C s -scale (Hölder spaces). If there is no danger of confusion we shall omit R n in notations.
2. Boundedness of superposition operators. Our programme is to discuss the following three principal cases for the outer function G:
To do this we follow the way in which the pertinent results were proved. As we shall see the most striking feature will be the different behaviour of T G for bounded and unbounded functions. In this survey much attention is paid to describe the embedding (1.2) with proper inequalities.
2.1.
Powers of f . First we investigate powers f m of f . It is a nonlinear problem, of course, but we can deal with it as a linear one, considering the family of operators 
Then there exists a constant c such that
. R e m a r k 3. Whereas for bounded functions (s > n/p) the result shows a good correspondence to that in the case of Hölder spaces C s , the second part of Theorem 1 requires some further comments. Since (f α ) m is of the same type as
f α , but with a local singularity of order mα, we can apply (1.6) to both functions. This yields f
This shows that each multiplication leads to a loss of smoothness of order n/p − s. Also the condition (2.2) can be interpreted with the help of the family f α . The inequality
R e m a r k 4. The statement (i) is a simple consequence of the fact that H s p , s > n/p, forms a multiplication algebra, a famous result of Strichartz [27] . The second statement in Theorem 1 was proved by Yamazaki [32] with the help of the paramultiplication principle. For a more detailed description (also in case s = n/p) and further references we refer to the survey [23] .
The real powers
A new phenomenon appears when investigating G(t) = |t| µ , µ > 1, as the outer function. The finite smoothness of |t| µ leads to a restriction on the smoothness of the superposition G(f ).
Theorem 2 ( [20] , [24] ). Let µ > 1.
(i) Let n/p < s < µ. Then there exists a constant c such that
. R e m a r k 5. For (ii) we can argue as in Theorem 1: again using the family f α one derives that (2.5) ensures that T * µ : f → |f | µ maps H s p into L p . R e m a r k 6. Part (i) is a consequence of a more general result proved by Runst [20] . A proof of (ii) may we found in Sickel [24] . Partial results may also be found in Triebel [31] and Edmunds-Triebel [9] .
A remark on the proof and a first generalization. In both cases the proof is based on the use of the Taylor expansion of G(t) = |t| µ , µ > 1. The estimate of the Taylor polynomial reduces to an application of Theorem 1. To obtain an estimate of the remainder one has to investigate the integral means
In Runst [20] and Sickel [24] different estimates for these means were derived by using maximal-function techniques (Fefferman-Stein-Peetre maximal inequality, Hardy-Littlewood maximal inequality).
However, only the following qualitative properties of G(t) = |t| µ are used:
A simple reformulation of the conditions (2.8)-(2.10) is given by (2.11) G is N times continuously differentiable,
where the Lipschitz space Lip τ is characterized by (2.10). To make a composition G(f ) meaningful, we restrict ourselves to real-valued functions f .
Definition 20] , [24] , [25] ). Let G be a function such that (2.11)-(2.
We put
To overcome the restriction (2.12) in Theorem 3 one uses the splitting
Then P N (f ) is estimated by Theorem 1, and H N (f ) by Theorem 3. If G ∈ C ∞ (R 1 ), G(0) = 0, then N and τ are at our disposal. If n/p < s we choose µ > max(1, s), µ ↓ max(1, s). If s < n/p the situation is more complicated. Both µ and s µ are upper bounds for the smoothness of G(f ). Since s µ decreases if µ increases the optimal choice is s µ = µ. We have
From this point of view the following result is not surprising.
(i) Let s > n/p. Then there exists a constant c such that
Then there exists a constant c such that [20] applied maximal function techniques to this problem. However, the simple structure of (2.14), including the exponents, seems to be new. Note that at least for the Sobolev spaces H m p (= W m p ) these exponents are optimal. We refer to Sickel [25] .
(ii) The case 0 ≤ s ≤ 1. Because our function G is smooth one can apply the chain rule. Now, (2.17) is a simple consequence for s = 1. If 0 < s < 1 then (2.17) follows from (1.2). In case s = 0 inequality (2.17) is again obvious.
(iii) The case 1 < s < n/p. First, note that the restriction on s implies 1 < ̺ < s, so we have some loss of smoothness. The reason becomes clear by the following example. Again we use the family f α defined in (1.4). We have
Hence, superpositions with even very smooth functions G create stronger singularities in the derivatives of order m ≥ 2. Inequality (2.16) is proved in Sickel [24] .
2.4. The counterexample of Dahlberg. As mentioned in the introduction more than ten years ago Dahlberg [7] 
p , where 1 + 1/p < m < n/p, then G is a linear function. The example he used is a function of the type
is an appropriate sequence in R n and α, β are positive real numbers. By using the same example the degeneracy result was extended to B s p,q and F s p,q by Bourdaud [4] and Runst [20] . The problem of measuring this loss of smoothness was first treated in Sickel [24] . Again we applied the construction (2.18).
R e m a r k 7. Theorem 5 proves that Theorem 4(ii) is sharp in the sense that the exponent ̺ cannot be improved in general.
We make a simple observation concerning the loss of smoothness. Let n and p be fixed such that n/p > 1. We define (cf. Fig. 2) . Consequently, d(s) can become arbitrarily large if n/p → ∞. To make the behaviour of T G more clear, we draw a further figure. Fig. 3 Here "T G is good" means T G maps a space H s p into itself and "T G becomes bad" means d(s) is increasing. On the other hand, "T G becomes better" is used for d(s) decreasing. Figure 3 shows that the behaviour of nonlinear operators can be completely different from that of linear ones. Since T G is good on H [29] ). But this is false by Since a function like (1 + t 2 ) −α , α > 0, cannot satisfy (2.21), (2.22) , the following degeneracy result is also of interest.
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Put m = [̺ * ] (integer part). Let G be sufficiently smooth and let G (m+1) be nontrivial. Then for any ε > 0 there exists f ε ∈ H s p (with arbitrarily small support)
R e m a r k 9. A short calculation gives 1+1/p < ̺ * < s, ̺ < ̺ * if 1+1/p < s < n/p, so for any non-trivial G we have some loss of smoothness after superposition. R e m a r k 10. Positive results for the number ̺ * , i.e. improvements on Theorem 4(ii) under additional assumptions on G are not known to the author. R e m a r k 11. Let Ω ⊆ R n be a bounded C ∞ -domain. Let
Theorems 5 and 6 are also applicable in this situation, since we can make the support of f ε as small as we want.
2.5.
Boundedness of superposition operators in Sobolev spaces of fractional order s ≤ 1 + 1/p. Theorems 5 and 6 make it plausible that under additional conditions on G the operator
. R e m a r k 12. Theorem 7 is a consequence of the following result of Bourdaut [4] : If G is a function with properties (i) and (ii), then there exists a constant c such that
for all f ∈ W 2 1 . In Sickel [25] a further extension of (2.27) is obtained with the help of interpolation of nonlinear operators (cf. Peetre [18] , Maligranda [11] ).
2.
6. An overview . Our aim is to explain in three figures the different behaviour of T G for G ∈ C ∞ (R 1 ), G(0) = 0. For simplicity we assume G ≡ 0.
(i) The case n = 1. In that case we have a very simple and nice behaviour shown in Fig. 4 (cf. Theorem 4) . Here A stands for any space H s p , where the couple (s, 1/p) is taken from the shaded region.
(ii) The case n = 2. As a consequence of Theorems 4 and 7 we obtain the situation as in Fig. 5 . In the non-shaded region 1 < p < 2, 1 < s < 2/p the symbol "∃T G : A A" is used for the fact that there exists some G (cf. Theorem 4 and Remark 8) such that T G does not map A into A, while "∃T G : A → A" means that there exists some G (cf. Theorem 7) such that T G maps A into A.
(iii) The general case n ≥ 3. Now we have to use Theorems 4-7 (see Fig. 6 ).
In the region 1 < p < n, max(1, 2/p) < s < 1 + 1/p it is an open problem whether there exists some G ∈ C ∞ (R 1 ) such that T G : A → A holds. Note that for 1/(n − 1) < 1/p < 1, 1 + 1/p < s < n/p we have T G : A A for any G ≡ 0. which holds true without the restriction m > n/p (cf. Nirenberg [17] 
