A branch vertex in a tree is a vertex of degree at least three. We prove that, for all s ≥ 1, every connected graph on n vertices with minimum degree at least ( 1 s+3 + o(1))n contains a spanning tree having at most s branch vertices. Asymptotically, this is best possible and solves a problem of Flandrin, Kaiser, Kuzel, Li and Ryjácek, which was originally motivated by an optimization problem in the design of optical networks.
Introduction
A tree is an acyclic connected graph and a branch vertex in a tree is a vertex of degree at least three. Dirac [10] proved that every graph with minimum degree at least (n − 1)/2 contains a Hamiltonian path, i.e. a spanning tree with no branch vertices and exactly two leaves; furthermore, this is best possible as for all n ≥ 2, there are connected graphs with minimum degree (n − 1)/2 − 1 which have no Hamiltonian paths. This result has been generalized in many ways. In particular, Win [31] proved that if G is a connected graph on n vertices with δ(G) ≥ (n − 1)/k, then G contains a spanning tree in which every vertex has degree at most k. Broersma and Tuinstra [2] proved that if G is a connected graph on n vertices with δ(G) ≥ (n − k + 1)/2, then G contains a spanning tree with at most k leaves. These results are best possible for all k ≥ 2 and when k = 2, they correspond to Dirac's theorem.
The problem of determining whether a connected graph contains a spanning tree with a bounded number of branch vertices, while a natural theoretical question, seems to have been first explicitly studied because of a problem related to wavelength-division multiplexing (WDM) technology in optical networks, where one wants to minimize the number of light-splitting switches in a light-tree (see [15] for a more detailed description and background). Gargano, Hell, Stacho and Vaccaro [16] showed that the problem of finding a spanning tree with the minimum number of branch vertices is NP-hard. Since then, the problem has been investigated by many authors [3, 4, 5, 7, 18, 19, 20, 25, 26, 27, 28] .
A spanning tree with at most one branch vertex is called a spider. Gargano, Hammar, Hell, Stacho and Vaccaro [15] (also see Gargano and Hammar [14] ) proved that if G is a connected graph on n vertices with δ(G) ≥ (n − 1)/3, then G contains a spanning spider (Later Chen, Ferrara, Hu, Jacobson and Liu [6] proved the stronger result that connected graphs on n ≥ 56 vertices with δ(G) ≥ (n − 2)/3 contain a spanning broom; that is, a spanning spider obtained by joining the center of a star to an endpoint of a path). Motivated by this, Gargano et al. [15] conjectured that for all s ≥ 1, if G is a connected graph on n vertices with δ(G) ≥ (n − 1)/(s + 2), then G contains a spanning tree with at most s branch vertices. Later, Flandrin, Kaiser, Kužel, Li and Ryjáček [12, Problem 11] asked if the much stronger bound of δ(G) ≥ n/(s + 3) + C is sufficient and then Ozeki and Yamashita [21, Conjecture 30 ] conjectured a precise value for the constant term 1 . Note that even the approximate version of the conjecture by Flandrin et al. has not been verified for any s ≥ 1 and the original (weaker) conjecture of Gargano et al. has not been verified for any s ≥ 2.
Conjecture 1.1 (Ozeki and Yamashita [21] ). For all s ∈ Z + , if G is a connected graph on n vertices with δ(G) ≥ n−s s+3 , then G contains a spanning tree with at most s branch vertices.
The goal of this paper is to prove Conjecture 1.1 asymptotically. Theorem 1.2. Let s ∈ Z + and let 0 < 1/n 0 γ, 1/s. Suppose that G is a connected graph on n ≥ n 0 vertices with δ(G) ≥ ( 1 s+3 + γ)n, then G contains a spanning tree with at most s branch vertices.
The following example(s) show that our result is asymptotically best possible and that Conjecture 1.1 is best possible if true. First note that if s + 3 divides n, then one can obtain a graph G on n vertices with δ(G) = n s+3 − 1 which contains no spanning tree with at most s branch vertices by identifying each vertex of a path on s + 3 vertices with a complete graph on n s+3 vertices since the s + 1 internal vertices of the path will be branch vertices in every spanning tree. Example 1.3. For all s, m ∈ Z + , there exists a connected graph G on n = (s + 3)m − 2 vertices with δ(G) = n−s−1 s+3 such that every spanning tree of G has more than s branch vertices.
Proof. Let H 1 be a graph on 2m − 1 vertices obtained from two copies of K m by identifying a vertex v and let H 2 be the graph obtained by taking the join of an independent set on m vertices with a K m−1 . Let n = (s + 3)m − 2 and let G be a graph obtained from a path P = b 1 b 2 . . . b s+1 on s + 1 vertices by identifying for each 2 ≤ i ≤ s, the vertex b i with a vertex of a K m and for j ∈ {1, s + 1}, either by identifying b j with the cut vertex of H 1 , or by identifying b j with some vertex in the smaller side of H 2 ; that is, adding some edge from b 2 (if j = 1) or b s (if j = s + 1) to the smaller side of H 2 . It is clear that δ(G) = m − 1 = n−s−1 s+3 and for any spanning tree T , each b i will be a branch vertex in T . Our proof of Theorem 1.2 uses the absorbing method, first introduced by Rödl, Ruciński and Szemerédi [24] , together with a non-standard use of Szemerédi's regularity lemma [29] . In Section 3 we discuss the canonical partition of the graph with linear minimum degree and then after stating Lemma 3.5, the main lemma of the paper, we use it to deduce Theorem 1.2. In Section 4 we prepare for the proof of Lemma 3.5 by proving a more basic result about (fractional) matchings. In Section 5 we state the regularity lemma along with a few basic supporting lemmas. Finally, in Section 6 we use the regularity lemma and the absorbing method together with the results of the previous section to prove Lemma 3.5 which completes the result.
Notation
We ignore floors and ceilings whenever they are not crucial to the calculation. Throughout the paper, we will write α β to mean that given β, we can choose α small enough so that α satisfies all of necessary conditions throughout the proof. In order to simplify the presentation, we will not determine these functions explicitly.
For n ∈ Z + , we write [n] for {1, . . . , n}. For a, b, c ∈ R, we write a = b ± c to mean
For a set S ⊆ V (G), we write S for the complement of S in V (G). We write N (S) for s∈S N (s).
Overview of the proof
Our proof splits into two main parts. First we show that if G is a graph with minimum degree at least (1/r + γ)n, then we can find a partition of V (G) into at most r − 1 parts {V 1 , . . . , V k } having the property that for each i, G[V i ] has no sparse cuts and most vertices in V i have degree at least (1/r + γ/2)n in G[V i ] while all other vertices in V i have linear minimum degree in G[V i ]. Let us say that we have partitioned G into "robust" subgraphs.
The second part of the proof focuses on these so-called robust subgraphs obtained above. Let t ≥ 1 and let G be a graph on n vertices with linear minimum degree having no sparse cuts in which most of the vertices have degree at least ( 1 t+3 + γ)n. We will show that not only does G contains a spanning tree with at most t branch vertices, but G contains a cycle C and a set K ⊆ V (C) with |K| ≤ t such that for all v ∈ V (G)\V (C), v has a neighbor in K. It is clear that such a structure, which we call a "star-cycle", contains a spanning tree with at most t branch vertices.
The real heart of the proof lies in finding these spanning star-cycles in the robust subgraphs. It is now standard in spanning subgraph problems to use Szémerédi's regularity lemma to reduce the problem to finding a simpler structure in the so-called reduced graph. For instance, if one were looking for a Hamiltonian cycle, it would be natural to apply regularity and prove that the reduced graph is connected and contains a perfect matching. In our case, the simpler structure that we wish to find is a collection of vertex-disjoint edges and stars which we call a "star-matching." Unfortunately it may not be sufficient to find a star-matching in the reduced graph, as this may not correspond to the desired star-cycle in the original graph (it is possible that every star-cycle in the original graph has unbounded maximum degree, a situation for which the regularity lemma is unequipped to deal with). To get around this issue, we introduce a more complex structure in place of the reduced graph, called the "fractional-random-reducedgraph". The fractional-random-reduced-graph will retain more of the information about the original graph and therefore make it possible to turn a spanning star-matching in the fractional-random-reduced-graph into a nearly spanning star-cycle in the original graph. To get from a nearly spanning star-cycle to a spanning star-cycle, we use the now standard absorbing method of Rödl, Ruciński and Szemerédi [24] in a form proved by the first author and Nelsen [9] .
Finally, to combine the two parts of the proof, we start with a connected graph G having minimum degree at least ( 1 s+3 + γ)n. We obtain a robust partition of G and inside each part of the partition we find a star-cycle having the correct number of stars depending on the relative degrees inside that part. Then we use the connectivity of G to find edges connecting the spanning star-cycles from each part of the partition. The minimum degree of G will put bounds on the number of parts of the partition and the relative degrees inside those parts in such a way that the obtained spanning tree has at most s branch vertices.
Sparse cuts and robust partitions
For 0 < α ≤ 1, we say that a graph G has an α-sparse cut if there exists X ⊆ V (G) such that e(X, V (G) \ X) < α|X||V (G) \ X|. We say that a graph G on n vertices is (η, α)-robust if δ(G) ≥ ηn and G has no α-sparse cut.
We will use the following two simple observations from [9] .
Observation 3.1 ([9, Observation 4.4]). Let 0 < α ≤ η/2, let G be a graph on n vertices, and let 
The following two lemmas are similar to Lemmas 6.1 and 6.2 in [8] ; however, we cannot directly quote those results here as we need to use the fact that the relative degree of most vertices in each part of the partition is very close to their overall degree. Lemma 3.3. Let 0 < α η ≤ δ and let G be a graph on n vertices such that δ(G) ≥ ηn and d(v) ≥ δn for all but at most 4
Proof. Let V 0 be the set of vertices v ∈ V (G) such that d(v) < δn; so by the hypothesis
, by assigning the vertices of V 0 ∪ U 1 ∪ U 2 to V 1 and V 2 so as to minimize the number of crossing edges. Note that
and thus {V 1 , V 2 } is an α 1/4 -sparse cut as required.
The next lemma shows that a graph G can be partitioned into {V 1 , . . . , V k } such that each G[V i ] has no sparse cut and most of the vertices in G[V i ] have very few neighbors outside of V i .
Lemma 3.4. Let r, n 0 ∈ Z + and let 0 < 1/n 0 γ, 1/r. If G is a graph on n ≥ n 0 vertices with δ(G) ≥ (1/r + γ)n, then there exist α, α with 1/n 0 α , α γ, 1/r and a partition
At step j, suppose that we have already found a partition
√ α j and α := α j+1 . So suppose without loss of generality that
. . , U j } to be the partition of V (G) and note that (i ) implies that this process will end with a partition having at most r − 1 parts.
For t ∈ Z + , a t-star-cycle is a union of cycle C and t vertex-disjoint stars S 1 , . . . , S t such that the centers of stars are in V (C) and the leaves of the stars are not in V (C). The next lemma shows that in each G[V i ] obtained from Lemma 3.4 contains a spanning t-star-cycle for some t depending on the relative degrees. In fact, we show that when G has no α-sparse cuts, we can get an improvement in the bound on the degrees (note that
, then G has a spanning t-star-cycle with t ≤ s.
We will prove Lemma 3.5 in Section 6, but first we deduce Theorem 1.2 using Lemma 3.5.
Proof of Theorem 1.2. By Lemma 3.4 with r = s + 3, there exist 1/n 0 α , α γ, 1/s and a partition of
Consider any j ∈ [k]. Note that by the definition of s j , we have
< s j + 1 and thus
for all but at most α n ≤ (s + 3)α |V j | vertices v ∈ V j . However, we have the following condition on the minimum degree δ(
then a well-known theorem of Pósa [22] on Hamiltonian degree-sequences implies that G j has a Hamiltonian cycle H j . If s j ≥ 2, then Lemma 3.5 implies that G j contains a spanning t j -star-cycle H j with t j ≤ max{1, s j − 2} (note that if s j ∈ {2, 3}, then t j ≤ 1). Therefore, each G j contains a spanning t j -star-cycle with
Since G is connected, there exist edges e 1 , . . . ,
Without loss of generality, we may assume that for all i
vertices. We will proceed by induction on i. For i = 1 and j ∈ [2] , let e j be an edge in the cycle of H j such that e j intersects e 1 if possible. Then T 1 := (H 1 −e 1 )∪(H 2 −e 2 )∪e 1 is a tree with t 1 + t 2 branch vertices. Hence we may assume that i > 1 and the statement holds for i < i. Let T i−1 be a spanning tree of j∈[i] H j ∪ j∈[i−1] e j with at most i − 2 + j∈[i] t j branch vertices (which exists by the induction hypothesis). Let T i+1 be a spanning tree of H i+1 ∪ e i with exactly t i+1 branch vertices. (To be precise,
, where e i+1 is an edge in the cycle of H i+1 such that e i+1 intersects e i if possible.) Thus Let T := T k−1 . Hence T is a spanning tree of G with at most
≤ s branch vertices, as desired.
(Fractional) star-matchings
In this section we prove a preliminary result which will we will use together with the regularity lemma (see Lemma 5.3) to prove Lemma 3.5 in Section 6.
A fractional matching is an assignment of weights 0, 1/2, 1 to the edges of a graph G such that for each vertex v ∈ V (G) the sum of the weights of the edges incident with v (we call this sum the weight of v) is at most 1. We say that a fractional matching is perfect if the weight of every vertex is exactly 1. A fractional matching is basic if there are no vertices with weight 1/2 and there are no even cycles in which every edge of the cycle has weight 1/2. It is easy to see that the size of a maximum fractional matching is equal to the size of a maximum basic fractional matching. (Indeed, given a fractional matching, the subgraph induced by edges with non-zero weight is a union of vertex-disjoint paths and cycles.) A 2-matching is a subgraph composed of the vertexdisjoint union of edges and odd cycles. So it is clear that a basic fractional matching is equivalent to a 2-matching.
We need the following theorem of Pulleyblank which gives a Gallai-Edmonds-type ( [11] , [13] ) structural result for 2-matchings. Below we just state a simplified version of the result which suffices for our purposes, so the reader should see [23, Theorem 4] for the complete statement.
Theorem 4.1 (Pulleyblank [23] ). Let G be a graph and let M be a maximum 2-matching for which the number of vertices contained in odd cycles is minimized. Let A be the set of vertices which are unsaturated in some maximum matching, and let A 1 be the set of singletons in the graph G For t ∈ Z + , a t-star-matching is a vertex-disjoint collection of edges and exactly t (non-trivial) stars and and a t-star-2-matching is a vertex-disjoint collection of edges, odd cycles, and exactly t (non-trivial) stars.
Lemma 4.2. Let n, s ∈ Z + and let G be a bipartite graph on n vertices with partition {A, B}. If d(a) ≥ n ( √ s+1) 2 for all a ∈ A and there exists a matching which saturates B, then G contains a spanning t-star-matching for some t ≤ s.
Proof. Let M be a matching which saturates B. We begin with two claims. 
Furthermore, by averaging, there exists a vertex b ∈ N (U ) such that
Recall that M saturates B, so we may assume that M does not saturate A or else we are done. Thus we have |A| > |B|. By Claim 4.4, there exists b 1 ∈ B with A 1 := N (b 1 ) such that
To see this last inequality, set |A| = αn which implies |B| = (1 − α)n, and then divide both sides by n. Now it is straightforward to verify that
which implies by the degree condition that there is a matching M saturating A\ We now combine Theorem 4.1 and Lemma 4.2 to prove the following result on spanning t-star-2-matchings in general graphs.
Lemma 4.5. Let n, s ∈ Z + and 0 < α ≤ η, γ. If G is a graph on n vertices with δ(G) ≥ ηn, and d(v) ≥ ( 1 ( √ s+1) 2 + γ)n for all but at most α n vertices v ∈ V (G), then G has a spanning t-star-2-matching with t ≤ s. Moreover, if G is bipartite, then G has a spanning t-star-matching with t ≤ s.
Proof. Let A be the set of vertices in G which are unsaturated in some maximum matching in G and let A 1 be the set of singletons in G[A]. Let M be a 2-matching of maximum size in G with the minimum number of vertices in odd cycles. Let B := N (A 1 ) and let H be the bipartite graph induced by (A 1 , B) . By Theorem 4.1, we have that A 1 is an independent set and the edges of M in H, call themM , induce a matching which saturates B. Let A 1 be the set of at most α n vertices v ∈ A 1 for which d(v, B) < (
Now by the size of A 1 , there exists a matching M saturating A 1 , which we will choose to use as many edges fromM as possible. Let B ⊆ B be the vertices from B which are saturated by M . Let H * be the bipartite graph obtained from H by deleting A 1 ∪ B , with A * 1 = A 1 \ A 1 and B * = B \ B . Note by how we chose M and the size of A 1 , it is the case thatM \ M saturates B * and for all v ∈ A * 1 ,
Thus by Lemma 4.2, there is a spanning t-star-matching M * in H * with t ≤ s. Now (M \M ) ∪ M * gives us the desired t-star-2-matching of G.
If G is bipartite, then since G has no odd cycles, a t-star-2-matching is a t-starmatching.
We note that any improvement in the bound on d(a) for all a ∈ A in Lemma 4.2 would immediately improve the bounds in Lemma 4.5, Lemma 6.2, and consequently Lemma 3.5. 
Regularity lemma
Let G be a bipartite graph with bipartition {A, B}. For non-empty sets X ⊆ A, Y ⊆ B, we define the density of G[X, Y ] to be d G (X, Y ) := e G (X, Y )/|X||Y |. Let ε > 0. We say that G is ε-regular if for all sets X ⊆ A and Y ⊆ B with |X| ≥ ε|A| and |Y | ≥ ε|B| we have
The following simple results follow immediately from this definition. Let Q be a partition of a set V . For a subset U ⊆ V , define Q\U := {V \U : V ∈ Q}.
Lemma 5.3 (Degree form of the regularity lemma). Let 0 < ε < 1 and k 0 , r ∈ Z + . Then there is an N = N (ε, k 0 ) such that the following holds for every 0 ≤ d < 1 and for every graph G on n ≥ N vertices with partition Q with at most ε −1 parts. There exists a partition Q = {V 0 , V 1 , . . . , V k } of V (G) and a spanning subgraph G of G satisfying the following:
is ε-regular and has density either 0 or > d.
Let G be the graph given by Lemma 5.3 where
We define the (ε, d)-reduced graph R as follows. The vertex set of R is the set of clusters {V i : i ∈ [k]}. For each U, U ∈ V (R), U U is an edge of R if the subgraph G [U, U ] is ε-regular and has density greater than d.
We need the following lemmas which give some desirable properties of (ε, d)-reduced graphs. Lemma 5.5. Suppose that 0 < ε d and let G be a graph on n vertices. Suppose that G has a partition P = {V 0 , V 1 , . . . , V k } and a subgraph G ⊆ G as given by Lemma 5.3 and suppose R is the (ε, d) 
n k and any vertices u, v ∈ U \ X there exists a u, v-path in G − X of length at most k + 1.
. . V t is a path of length t − 1 in R from V 1 to V t which exists since R is connected. If t = 1, let V 2 be a neighbor of V 1 in R. Note that by Proposition 5.1, there exists a vertex in V 2 which has a neighbor in both
In the end we have a u, v-path in G − X of length (t − 1) + 2 ≤ k + 1.
The following Lemma appears explicitly in [1, Lemma 10] . It allows us to turn the existence of a matching in the reduced graph to a long path in the original graph. For many applications of the regularity lemma it is sufficient to find a subgraph S in the reduced graph R and use S to embed the desired subgraph H in the original graph G. However, for our purposes, working directly in the reduced graph is not sufficient; that is, we need to retain more information about the original graph in order to turn the subgraph S in the "reduced graph" into the desired subgraph H of the original graph G. So we introduce the following notion.
Definition 5.7 (Fractional-random-reduced graph). Let , s ∈ Z + and 0 < ε, ε < d. Suppose that G has a partition P = {V 0 , V 1 , . . . , V k } and a subgraph G ⊆ G as given by Lemma 5.3 and R is the (ε, d)-reduced graph of G . We define a family of auxiliary graphs R * , which we call the (ε , d, , s)-fractional-random-reduced graphs, such that each R * ∈ R * satisfies the following properties:
, any s ≤ s vertices y 1 , . . . , y s with each y p ∈ X ip ,
Note that if 0 < 1/ ε , d, 1/s, then such an R * exists, by taking for each 1 ≤ i < j ≤ k, R * [X i , X j ] to be a binomial random balanced bipartite graph on 2 vertices with probability
6 Spanning star-cycles in graphs with no sparse cuts Let 0 < β, η and let G be a graph on n vertices. We say G is β-near-bipartite if there exists X ⊆ V (G) such that e(X) < βn 2 and e(V (G) \ X) < βn 2 .
The proof of Lemma 3.5 will be obtained by a combination of the following two results, the first of which is proved by the first author and Nelsen in [9] . Lemma 6.1 provides the existence of an absorbing path which depends on whether G is near-bipartite or not. In order to use the absorbing path in the case that G is near-bipartite, we show in Lemma 6.2 that the nearly spanning t-star-cycle can be chosen so that there are an equal number of leftover vertices in part of the bipartition.
Lemma 6.1 (Absorbing Lemma [9] ). Let 0 < 1/n 0 α η, set ρ := α 32/α 2 , and suppose G is an (η, α)-robust graph on n ≥ n 0 vertices.
(i) If G is not α 4 -near-bipartite, then there exists a path P of length at most ρn, such that for all W ⊆ V (G) \ V (P ) with |W | ≤ ρ 3 n, the subgraph G[V (P ) ∪ W ] contains a spanning path having the same endpoints as P .
(ii) If G is α 4 -near-bipartite, then G has a spanning bipartite subgraph
such that H is (η/2, α/2)-robust and contains a path P of length at most ρn, such that for all
contains a spanning path having the same endpoints as P .
+ γ)n for all but at most α n vertices. If P ⊆ G is a path of order at most ρn, then for some t ≤ s, G contains a t-star cycle C * on at least (1 − ρ 8 )n vertices which contains P as a segment.
Furthermore, if H = G[A, B] is a spanning bipartite subgraph of G such that H is (η/2, α/2)-robust, then for any path P ⊆ H of order at most ρn, we can choose C * as above with the additional property that
is as given in Lemma 5.3. LetĜ := G − P and note that each of the endpoints of P have at least ηn/2 neighbors in V (Ĝ). Also note that by Observation 3.2,Ĝ is (η/2, α/2)-robust. Let
and note that by the hypothesis |U | ≤ α n. Let Q := {U, V (Ĝ) \ U }. Apply Lemma 5.3 toĜ to obtain a partition Q = {V 0 , V 1 , . . . , V k } of V (G), m ∈ Z + and a spanning subgraph G ofĜ satisfying the conclusions (i)-(v).
Let R be the (ε, d)-reduced graph and let R * be an (ε , d, , s)-fractional-random-reduced graph satisfying (R1)-(R3). Note that sinceĜ is (η/2, α/2)-robust, R is connected by Lemma 5.4.
We claim that R and R * "inherit the degree condition" ofĜ. By Lemma 5.3(iii) and (5.1), we deduce that
. Consider any vertex x h,i ∈ V (R * ). By (5.1) and (R3), we have
By Lemma 4.5, there exists t ≤ s such that R * has a spanning t-star-2-matching M * consisting of non-trivial stars S 1 , . . . , S t with centers y 1 , . . . , y t and a 2-matching M . For each p ∈ [t], let i p ∈ [k] be such that the center of S p is in X ip . Fix an edge e p in S p and let S * p := S p − e p and let
a p,i + b i = and
We now use M * in R * as a blueprint for embedding the t-star cycle in G. First we will embed the stars by finding for the center of each S * i in R * a "feasible center" v i in G , i.e. a vertex which has typical degree to most of the corresponding clusters in G where S * i has leaves in R * . Then having found these feasible centers, we use the typicality of each v i to embed the leaf sets in G so that the leftover graph can be mostly covered by paths corresponding to the 2-matching M in R * . Claim 6.3. If t ≥ 1, then there exists a subgraph S ⊆ G consisting of a collection of t vertex-disjoint stars S 1 , . . . , S t such that
Proof of claim. Recall that each star S * p ⊆ R * has its center in X ip . We start by finding distinct vertices (feasible centers) v 1 , . . . , v t , vertex sets U 1 , . . . , U t and functions
Informally, note that U p corresponds to the potential location of the leaves of S p in G , φ p is an indicator for whether V i is a "good location" for the potential leaves U p , and
is the number of leaves of S * p in R * which are in good locations. Suppose for some p ∈ [t], we have already found v 1 , . . . , v p−1 , U 1 , . . . , U p−1 , φ 1 , . . . , φ p−1 . We find v p , U p , φ p as follows.
We first define a function σ i which indicates whether a vertex in V ip has typical degree to V i with respect to the sets U 1 , . . . , U p−1 already chosen. Formally, for i ∈ [k], if a p,i = 0, then set σ i (v) = 0 for all v ∈ V ip . If a p,i ≥ 1, then define σ i : V ip → {0, 1} to be the function such that σ i (v) = 1 if 
is ε-regular, Proposition 5.1 implies that for all but at most 2εm vertices v ∈ V ip ,
Hence σ i (v) = 1 for all but at most 2εm vertices v ∈ V ip , that is,
Therefore, together with (6.1), we have
So, by averaging, there exists a vertex
Figure 3: Embedding the stars S 1 , . . . , S t using S * 1 , . . . , S * t as a blueprint.
Now we construct the stars S 1 , . . . ,
Together with (v ), we have
a p − 4ε mk
, we choose stars S 1 , . . . , S t in G by arbitrarily assigning each vertex in W i to a neighbor in the set {v 1 , . . . , v t }. By the previous calculation, we have that (a ) holds, and by (6.1) and our choices of W i and v i , we have that (b ) holds. This completes the proof of the Claim.
(by relabeling, we may assume that the vertices from X i ∩ V (M ) have the smallest indices in X i ). Now to each edge x i,j x i ,j ∈ E(M ), we associate the pair U i,2j−1 U i ,2j (see Figure 4) . 
. Now we use Lemma 5.5 to find disjoint constant length paths to turn the stars S 1 , . . . , S t , the pairs (W 1 i , W 2 i ), and the path P into a t-star cycle C * . Let y and z be the endpoints of the path P and let N y = N (y) ∩ V (Ĝ) and N z = N (z) ∩ V (Ĝ). First find a path from a typical vertex in N y to the center of S 1 (avoiding any other centers), then find a path connecting the center of S 1 to the center of S 2 (avoiding any other centers and any other vertices already used). Continue in this manner, always avoiding used vertices, until we connect the center of S t−1 to the center of S t , then connect the center of S t to a typical vertex in W Let G := G − A − B and apply the first part of the statement to get a t-star cycle C * on at least (1 − ρ 8 )|G | vertices which contains P as a segment. Our goal now is to use A and B to adjust the balance between A and B.
Let L be the set of vertices in C * which have degree 1, let C = C * − L, and let K be the set of vertices in C * adjacent to vertices in L. Call the vertices of K the branch vertices and note that |K| = t and K ⊆ C. Let A 0 := A \ V (C * ) and let B 0 := B \ V (C * ). Suppose without loss of generality that |A 0 | − |B 0 | ≥ 0. We start deleting exactly min{|A 0 |−|B 0 |, |L∩B|} vertices from L∩B; for simplicity, we will retain the names A 0 , B 0 , C * , L, C, and K after any modification. Now set q := |A 0 | − |B 0 | and note that by the properties of C * , we have 0 ≤ q ≤ ρ 8 n. If q = 0, we are done, so suppose q > 0 and consequently L ∩ B = ∅.
First suppose that |K ∩ A| < s. If |K ∩ B| ≥ 1, then let y ∈ K ∩ B; otherwise, let y ∈ C ∩ B. Now since d(y, A ) ≥ ρ 4 n > q by (6.4), we can extend C * by adding q vertices from N (y) ∩ A to C * . By how we chose y, C * is still a t -star cycle for some t ≤ s, but now we have |A 0 | = |B 0 | < ρ 3 n as desired.
Next suppose that t = |K| = |K ∩ A| = s. For all x ∈ K, let L(x) be the set of vertices in L which are adjacent to x in C * ; recall L ⊆ A. If there exists x ∈ K such that |L(x)| ≤ ρ 4 n − q, then delete the vertices in L(x), choose a vertex y ∈ C ∩ B, and by (6.4), we can choose exactly |L(x)| + q ≤ ρ 4 n neighbors of y in A . Now C * is still a t-star cycle, but we have |A 0 | = |B 0 | < ρ 3 n as desired. So suppose |L(x)| > ρ 4 n − q for all x ∈ K. Let x ∈ K and note that by (6.3), we have
Thus we can extend C * by adding q vertices from N (x) ∩ A to C * . Now C * is still a t-star cycle, but we have |A 0 | = |B 0 | < ρ 3 n as desired.
Proof of Lemma 3.5. If G is not α 4 -near-bipartite, then apply Lemma 6.1 to get an absorbing path P with |V (P )| ≤ ρn. Now apply Lemma 6.2 to G to get a t-star cycle C * which contains P as a segment and has |V (C * )| ≥ (1 − ρ 3 )n. By the property of P , we see that the vertices of V (G) \ V (C * ) can be absorbed into P thus completing the proof in this case. If G is α 4 -near-bipartite, then by Lemma 6.1 there exists a spanning bipartite subgraph H = G[A, B] such that H is (η/2, α/2)-robust an absorbing path P of length at most ρn. Now apply Lemma 6.2 to G to get a t-star cycle C * which contains P as a segment and has |A \ V (C * )| = |B \ V (C * )| ≤ ρ 3 n. By the property of P and the size of the sets A \ V (C * ) and B \ V (C * ) we see that the vertices of V (G) \ V (C * ) can be absorbed into P thus completing the proof.
