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Abstract
This is the second of a series of articles providing a foundation for the theory
of Drinfeld modular forms of arbitrary rank. In the present part, we compare the
analytic theory with the algebraic one that was begun in a paper of the third author.
For any arithmetic congruence subgroup and any integral weight we establish an
isomorphism between the space of analytic modular forms with the space of algebraic
modular forms defined in terms of the Satake compactification. From this we deduce
the important result that this space is finite dimensional.
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1
Introduction
This is part II of a series of articles together with [BBP1] and [BBP3], whose aim
is to provide a foundation for the theory of Drinfeld modular forms of arbitrary rank.
Part I developed the basic analytic theory, including u-expansions and holomorphy at
infinity. In the present Part II we identify the analytic modular forms from Part I with
the algebraic modular forms defined in [Pi13] and deduce qualitative consequences such as
the finite dimensionality of the space of modular forms of given level and weight. Part III
will illustrate the general theory by constructing and studying some important families of
modular forms.
By definition, weak Drinfeld modular forms of weight k are holomorphic functions on
the rigid analytic Drinfeld period domain Ωr that satisfy a certain twisted transformation
law under the action of an arithmetic congruence subgroup Γ < GLr(F ). Drinfeld modular
forms are weak Drinfeld modular forms that are holomorphic at infinity after transforma-
tion by all elements of GLr(F ). By construction these seem to be purely analytic objects,
but in this article we identify them with objects from algebraic geometry, as follows.
Roughly speaking, the quotient Γ/Ωr is the set of C∞-valued points of a certain moduli
space of Drinfeld modules M , which is an algebraic variety over C∞. The transformation
law means that weak modular forms of weight k can be interpreted as holomorphic sections
of Lk for a certain invertible sheaf L on M , at least if Γ is sufficiently small. Here L is the
dual of the relative Lie algebra of the universal Drinfeld module over M . Since M is affine
of dimension r − 1, for r ⩾ 2 there is an abundance of non-algebraic holomorphic sections
of Lk. (So the analogue of the Ko¨cher principle for Siegel modular forms does not hold.)
To algebraise Drinfeld modular forms, we translate the condition at infinity into a
condition on a compactification M of the moduli space M . For this we use the Satake
compactification that was constructed analytically by Kapranov [Ka87] in the special case
A = Fq[t] and by Ha¨berli [Ha¨17] in general, and algebraically by the third author in [Pi13].
By [Pi13] the sheaf L extends naturally to an invertible sheaf on M , again denoted L,
which is constructed as the dual of the relative Lie algebra of the unique generalised
Drinfeld module over M that extends the universal Drinfeld module over M .
The main result of this article, Theorem 10.9, states that the analytic Drinfeld modular
forms of weight k correspond precisely to the sections of Lk overM . SinceM is a projective
algebraic variety, it follows that the space of modular forms of each weight k is finite
dimensional, and that the graded ring of modular forms of all weights for fixed Γ is a
normal integral domain that is finitely generated as a C∞-algebra: see Theorem 11.1. In
the case r = 2 all this was done in Goss’s thesis [Go80b].
Establishing these results with adequate precision requires a fair amount of technical
details. For later use we also discuss the action of GLr(F ) as well as Hecke operators. As
this article belongs to a whole series with [BBP1] and [BBP3], we number the sections of
all parts consecutively. Thus Sections 1–6 appear in Part I and Sections 13–17 in Part III.
All the definitions and notation from Part I remain in force, and we refer to proclamations
in the other parts without any special indication.
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Outline of this paper
As a preparation for the modular interpretation of Γ/Ωr, in Section 7 we construct the
universal family of Drinfeld modules over Ωr and its level structures. We also study its
behaviour at the standard boundary component. In Proposition 7.16 we show that the
universal family descends to a family over ΓU/Ωr which extends naturally to a generalised
Drinfeld module over the larger domain U obtained by adjoining a copy of Ωr−1.
In Section 8 we construct the precise identification of Γ/Ωr with a moduli space of Drin-
feld modules. This requires working with the ring of finite ade`les AfF of F and identifying
Γ/Ωr with a connected component of a double quotient of the form
GLr(F )/(Ωr ×GLr(AfF )/K)
for an open compact subgroup K < GLr(Aˆ). That in turn can be identified naturally with
the space of C∞-valued points M rA,K(C∞) on a certain algebraic moduli space of Drinfeld
modules M rA,K . This identification requires a precise description of the universal family
and its level structure. Working ade`lically also entails that M rA,K is an algebraic variety
over the given global field F itself, which eventually shows that the space of modular forms
for Γ comes from a vector space over a certain finite abelian extension of F instead of C∞.
As explained in Remark 1.8, there are different conventions about whether Ωr consists
of row or column vectors and about how GLr(F∞) acts on it. In this series of articles we
have chosen to use column vectors and left multiplication. This affects the way that the
universal family of Drinfeld modules on GLr(F )/(Ωr × GLr(AfF )/K) must be described.
As our convention differs from that of [Pi13], several formulas from there have to be trans-
formed to be used here. For instance, in the isomorphism (8.1) a double coset [(ω, g)]
now corresponds to a point on the moduli space that was represented by the double coset[(ωT , (gT )−1)] in [Pi13]. The change in convention also affects the functoriality in Propo-
sition 8.16, in whose proof the precise relationship is indicated. We wish to apologise for
the resulting inconvenience.
In Section 9 we review the relevant facts about the Satake compactification of M rA,K
of M rA,K . The crucial properties in Proposition 9.3 are that the composite map ΓU/Ωr ↠
Γ/Ωr ↪ M rA,K(C∞) extends to an e´tale morphism U → M rA,K(C∞) for the larger domain
U from Section 7 and that, repeating this after transformation by arbitrary elements of
GLr(AfF ), the images of these maps cover a Zariski open subset M r,+A,K(C∞) of M rA,K(C∞)
whose closed complement has codimension ⩾ 2. Using this map we can identify the pullback
of the generalised Drinfeld module on M rA,K with that constructed over U in Section 7.
In Section 10 we use these facts to show that an analytic modular form is holomorphic
at infinity if and only if the corresponding section of Lk over M rA,K(C∞) extends holomor-
phically to a section over M r,+A,K(C∞). By rigid analytic analogues of the Hartogs principle
and of GAGA the latter condition is equivalent to being the restriction of a section of Lk
over M rA,K(C∞) in the algebro-geometric sense, thereby establishing our first main result,
Theorem 10.9.
This earns us our piece of cake in Section 11, where we deduce that the space of modular
forms of each weight k is finite dimensional, and that the graded ring of modular forms of
3
all weights for fixed Γ is a normal integral domain that is finitely generated as a C∞-algebra.
The final Section 12 explains how the comparison isomorphism between analytic and
algebraic modular forms behaves under Hecke operators on both sides.
7 Universal family of Drinfeld modules
As a preparation for the following sections, we construct the universal family of Drinfeld
modules on Γ/Ωr associated to an A-lattice L ⊂ F r and study its behaviour at the standard
boundary component. We first review the necessary details about Drinfeld modules and
generalised Drinfeld modules.
Consider any scheme S over F . For any line bundle E on S, let EndFq(E) denote the
ring of Fq-linear endomorphisms of the group scheme underlying E. (These endomorphisms
need not commute with scalar multiplication by OS.) By [Dr74, §5], any such endomor-
phism is a finite sum ∑i biτ i for sections bi ∈ H0(S,E1−qi), where τ ∶ E → Eq, x↦ xq
denotes the q-power Frobenius morphism. Set deg(a) ∶= dimFq(A/(a)) for any a ∈ A ∖ {0}
and deg(0) ∶= −∞.
Recall that a Drinfeld A-module of rank r over S is a pair (E,ϕ) consisting of a line
bundle E over S and a ring homomorphism
(7.1) ϕ ∶ A → EndFq(E), a ↦ ϕa =
r deg(a)
∑
i=0
ϕa,iτ
i
with ϕa,i ∈ H0(S,E1−qi) satisfying the two conditions:
(a) The derivative dϕ ∶ a↦ ϕa,0 is the structure homomorphism A↪ F → H0(S,OS).
(b) For any a ∈ A ∖ {0} the term ϕa,r deg(a) is a nowhere vanishing section of E1−qr deg(a).
If instead of (b) we require only:
(c) For any point s ∈ S and any non-constant a ∈ A there exists i > 0 with ϕa,i /= 0;
we obtain the notion of a generalised Drinfeld A-module of rank ⩽ r over S from [Pi13,
Def. 3.1]. Over any point s ∈ S, the map ϕ then defines a Drinfeld A-module of some rank
rs satisfying 1 ⩽ rs ⩽ r.
An isomorphism of (generalised or not) Drinfeld A-modules over S is an isomorphism of
line bundles that is equivariant with respect to the action of A on both sides. Furthermore,
following [Pi13, Def. 3.8], a generalised Drinfeld A-module (E,ϕ) over S is called weakly
separating if, for any Drinfeld A-module (E′, ϕ′) over any field F ′ containing F , at most
finitely many fibers of (E,ϕ) over F ′-valued points of S are isomorphic to (E′, ϕ′).
The analogous notions are used over a rigid analytic base S.
For the following construction we fix a finitely generated projective A-submodule L ⊂ F r
of rank r. Recall that elements of F r are viewed as row vectors and points in Ωr as column
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vectors. Any ω ∈ Ωr thus determines an A-lattice Lω ⊂ C∞ of rank r. Let eLω be the
associated exponential function from (2.1). For any a ∈ A ∖ {0} we have an inclusion of
A-lattices Lω ⊂ a−1Lω of finite index, so eLω(a−1Lω) is a finite Fq-subspace of C∞. Thus
(7.2) ψLωa ∶= a ⋅ eeLω(a−1Lω)
is a polynomial in EndFq(Ga,C∞) which by Proposition 2.3 (a) and (b) satisfies the functional
equation ψLωa (eLω(z)) = eLω(az). Setting also ψLω0 ∶= 0, we obtain the Drinfeld A-module(Ga,C∞ , ψLω) over C∞ that is uniformised by the lattice Lω. As ω varies over Ωr, the
exponential function eLω(z) is holomorphic in (z,ω) ∈ C∞ ×Ωr; hence ψLωa is holomorphic
in ω ∈ Ωr for each a ∈ A. Together this therefore defines a Drinfeld A-module
(7.3) (Ga,Ωr , ψL)
of rank r over Ωr.
Also, any element ℓ ∈ F r determines a holomorphic section
(7.4) µLℓ ∶ ω ↦ eLω(ℓω)
of Ga,Ωr which depends only on the residue class ℓ + L. For any non-zero ideal N ⊂ A
with Nℓ ⊂ L this section lies in the N -torsion subgroup ψL[N] of ψL. Varying ℓ + L over
N−1L/L this endows the Drinfeld A-module (Ga,Ωr , ψL) with a full level structure of level N
by mapping
(7.5) N−1L/L Ð→ ψL[N], ℓ +L ↦ µLℓ .
Next consider an arbitrary element γ ∈ GLr(F ). Then for any ω ∈ Ωr we have
Lω = Lγ−1γω = j(γ,ω) ⋅ Lγ−1 ⋅ γ(ω) by (1.3). Multiplication by j(γ,ω)−1 thus induces
an isomorphism of Drinfeld A-modules
(7.6) (Ga,C∞ , ψLω) ∼Ð→ (Ga,C∞ , ψLγ−1 ⋅γ(ω)).
Here the target is the pullback of the Drinfeld A-module (Ga,Ωr , ψLγ−1) via the isomorphism
γ ∶ Ωr → Ωr, ω ↦ γ(ω), evaluated at ω. Multiplication by the holomorphic function
j(γ, )−1 thus induces an isomorphism of Drinfeld A-modules
(7.7) (Ga,Ωr , ψL) ∼Ð→ γ∗(Ga,Ωr , ψLγ−1)
over Ωr. Also, for any ℓ ∈ F r, using Proposition 2.3 (b) we can calculate
(7.8)
µLℓ (ω) = eLω(ℓω)
= ej(γ,ω)⋅Lγ−1⋅γ(ω)(j(γ,ω) ⋅ ℓγ−1 ⋅ γ(ω))
= j(γ,ω) ⋅ eLγ−1⋅γ(ω)(ℓγ−1 ⋅ γ(ω))
= j(γ,ω) ⋅ µLγ−1
ℓγ−1
(γ(ω)).
Multiplication by j(γ, )−1 thus also sends the level N structure ℓ+L ↦ µLℓ of (Ga,Ωr , ψL)
to the level N structure ℓγ−1 +Lγ−1 ↦ γ∗µLγ
−1
ℓγ−1
of γ∗(Ga,Ωr , ψLγ−1).
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Now let Γ < GLr(F ) be an arithmetic subgroup whose right action on F r normalises the
lattice L. Recall from [Dr74, Prop. 6.2] that Γ < GLr(F ) acts discontinuously on Ωr; hence
the quotient Γ/Ωr exists as a rigid analytic space by [FvdP04, §6.4]. Let πΓ ∶ Ωr ↠ Γ/Ωr
denote the projection morphism.
Assume that Γ acts freely on Ωr. Then Γ also acts freely on Ga,Ωr = Ga × Ωr through
γ(z,ω) ∶= (j(γ,ω)−1z, γ(ω)), so the quotient EΓ ∶= Γ/(Ga ×Ωr) exists and is a line bundle
on Γ/Ωr. By construction the space of its sections over any open subset U ⊂ Γ/Ωr is
(7.9) EΓ(U) ∶= {f ∶ π−1Γ (U)→ C∞ holomorphic ∣ ∀γ ∈ Γ ∶ f(γ(ω)) = j(γ,ω)−1f(ω)}.
This line bundle comes with a natural isomorphism
(7.10) π∗ΓEΓ
∼
Ð→ Ga,Ωr .
For any γ ∈ Γ the equality πΓ = πΓ ○ γ induces a commutative diagram
(7.11)
π∗ΓEΓ ∼
(7.10)
// Ga,Ωr
≀

γ∗π∗ΓEΓ ∼
(7.10)
// γ∗Ga,Ωr Ga,Ωr ,
where the vertical map on the right is multiplication by j(γ, )−1. The isomorphism (7.7)
for all γ ∈ Γ implies that there is a unique Drinfeld A-module of the form (EΓ, ψ¯L) over
Γ/Ωr such that (7.10) induces an isomorphism
(7.12) π∗Γ(EΓ, ψ¯L) ∼Ð→ (Ga,Ωr , ψL).
Moreover, since Γ normalises L, it acts on N−1L/L for any non-zero ideal N ⊂ A.
For any residue class ℓ+L that is fixed by Γ, the formula (7.8) implies that the associated
torsion point µLℓ descends to a torsion point µ¯
L
ℓ of (EΓ, ψ¯L). In particular, if Γ acts trivially
on N−1L/L, the level N structure (7.5) descends to a unique level N structure of (EΓ, ψ¯L)
(7.13) N−1L/L Ð→ ψ¯L[N], ℓ +L ↦ µ¯Lℓ .
Now set ΓU ∶= Γ ∩ U(F ) as in (4.2) and let Λ′ ∶= ι−1(ΓU) ⊂ F r−1 be the corresponding
subgroup from (4.4), which is commensurable with Ar−1. Then by Theorem 4.16 there
exist an admissible open subset U ⊂ C∞ × Ωr−1 containing {0} × Ωr−1 and a holomorphic
map
(7.14) ϑ ∶ ΓU/Ωr Ð→ U , [(ω1ω′)]z→ (eΛ′ω′(ω1)−1ω′ )
which induces an isomorphism of rigid analytic spaces ΓU/Ωr ∼Ð→ U ∩(C×∞ ×Ωr−1). Also πΓ
factors through projection morphisms
Ωr
πΓU //
πΓ
44ΓU/Ωr π
ΓU
Γ // Γ/Ωr.
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For all γ ∈ ΓU , the definition (1.2) implies that j(γ,ω) = 1 and hence eLγ(ω) = eLω and
ψ
Lγ(ω)
a = ψLωa . For ease of notation we denote the function on Ga × ΓU/Ωr induced by ψLωa
again by ψLωa . Then the Drinfeld A-module (Ga,Ωr , ψL) is the pullback under πΓU of a
unique Drinfeld A-module of the form (Ga,ΓU /Ωr , ψL) over ΓU/Ωr. Moreover the isomor-
phism (7.12) descends to a natural isomorphism
(7.15) (πΓUΓ )∗(EΓ, ψ¯L) ∼Ð→ (Ga,ΓU /Ωr , ψL).
Proposition 7.16 There exists a unique generalised Drinfeld A-module of the form (Ga,U , ψ˜L)
over U such that (Ga,ΓU /Ωr , ψL) = ϑ∗(Ga,U , ψ˜L).
Its restriction to {0} ×Ωr−1 ⊂ U is a Drinfeld A-module of constant rank r − 1.
Proof. We will show that the exponential function C∞ × (U ∩ (C×∞ ×Ωr−1))Ð→ C∞,(z,ϑ([ω])) ↦ eLω(z) associated to the Drinfeld A-module extends to a holomorphic func-
tion on C∞ × U . Writing ω = (ω1ω′) as before, we will express eLω(z) as an infinite product
in the variables (z, u,ω′) for u = uω′(ω1) ∶= eΛ′ω′(ω1)−1 and show that this product also
converges near u = 0.
For this we define subgroups L′ and L1 by the commutative diagram with exact rows
0 // F r−1 // F r // F // 0
∪ v′↦(0,v′) ∪ (v1,v′)↦v1 ∪
0 // L′ // L // L1 // 0.
Since L is commensurable with Ar, the subgroups L′ and L1 are commensurable with Ar−1
and A, respectively. Next, for any (ℓ1, v′) ∈ L and any λ′ ∈ Λ′ we have (1 λ′0 1 ) ∈ ΓU and hence(ℓ1, v′)(1 λ′0 1 ) = (ℓ1, ℓ1λ′ + v′) ∈ L. In particular this implies that ℓ1Λ′ ⊂ L′. As both Λ′ and
L′ are commensurable with Ar−1, this is an inclusion of finite index if ℓ1 /= 0.
Next we fix a subgroup L˜1 ⊂ L which maps isomorphically to L1 under the projection
F r ↠ F . Then for any ω = (ω1
ω′
) ∈ Ωr we have Lω = L˜1ω ⊕L′ω′. Using Proposition 2.3 (a)
and the definition (2.1) of the exponential function, for any z ∈ C∞ we thus have
(7.17) eLω(z) = eeL′ω′(Lω)(eL′ω′(z)) = z˜ ⋅ ∏
ℓ∈L˜1∖{0}
(1 − z˜
eL′ω′(ℓω))
with z˜ = eL′ω′(z). To transform the denominator write ℓ ∈ L˜1 ∖ {0} in the form ℓ = (ℓ1, v′)
with ℓ1 ∈ L1 ∖ {0} and v′ ∈ F r−1. Then we have an inclusion of lattices Λ′ω′ ⊂ ℓ−11 L′ω′, and
by the F∞-linear independence of the coefficients of ω′ the index is precisely [L′ ∶ ℓ1Λ′] <∞.
By the additivity of the exponential function we have
eΛ′ω′(ℓ−11 ℓω) = eΛ′ω′(ω1 + ℓ−11 v′ω′) = u−1 + eΛ′ω′(ℓ−11 v′ω′)
7
with u = eΛ′ω′(ω1)−1. Using Proposition 2.3 again we deduce that
eL′ω′(ℓω) = ℓ1 ⋅ eℓ−1
1
L′ω′(ℓ−11 ℓω)
= ℓ1 ⋅ eeΛ′ω′(ℓ−11 L′ω′)(eΛ′ω′(ℓ−11 ℓω))
= ℓ1 ⋅ eeΛ′ω′(ℓ−11 L′ω′)(u−1 + eΛ′ω′(ℓ−11 v′ω′)).
By the definition and the additivity of the exponential function this in turn yields
eL′ω′(ℓω) = ℓ1 ⋅ (u−1 + eΛ′ω′(ℓ−11 v′ω′)) ⋅ ∏
ℓ′∈L′∖ℓ1Λ
′
modulo ℓ1Λ
′
(1 − u−1 + eΛ′ω′(ℓ−11 v′ω′)
eΛ′ω′(ℓ−11 ℓ′ω′) )
= ℓ1 ⋅ (u−1 + eΛ′ω′(ℓ−11 v′ω′)) ⋅ ∏
ℓ′∈L′∖ℓ1Λ
′
modulo ℓ1Λ
′
eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) − u−1
eΛ′ω′(ℓ−11 ℓ′ω′)
= ℓ1 ⋅
1 + eΛ′ω′(ℓ−11 v′ω′) ⋅ u
u[L
′∶ℓ1Λ′]
⋅ ∏
ℓ′∈L′∖ℓ1Λ
′
modulo ℓ1Λ
′
eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) ⋅ u − 1
eΛ′ω′(ℓ−11 ℓ′ω′)
=
ℓ1
u[L
′∶ℓ1Λ′]
⋅
∏
ℓ′∈L′ mod ℓ1Λ′
(1 − eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) ⋅ u)
∏
ℓ′∈L′∖ℓ1Λ′ mod ℓ1Λ′
eΛ′ω′(ℓ−11 ℓ′ω′) ,
where the last transformation uses the fact that (−1)[L′ ∶ℓ1Λ′]−1 = 1 because [L′ ∶ ℓ1Λ′] is a
power of q. Plugging this into the formula (7.17) we conclude that
(7.18) eLω(z) = z˜ ⋅ ∏
(ℓ1,v′)∈L˜1∖{0}
⎛⎜⎜⎝1 − z˜ ⋅
u[L
′
∶ℓ1Λ
′]
ℓ1
⋅
∏
ℓ′∈L′∖ℓ1Λ′ mod ℓ1Λ′
eΛ′ω′(ℓ−11 ℓ′ω′)
∏
ℓ′∈L′ mod ℓ1Λ′
(1 − eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) ⋅ u)
⎞⎟⎟⎠
.
As (ℓ1, ℓ′) runs through L˜1 ∖{0}, the index [L′ ∶ ℓ1Λ′] goes to infinity. Using the geometric
series we can therefore expand the right hand side of (7.18) as a power series in u whose
coefficients are functions of (z˜, ω1). We will show that this expression converges locally
uniformly for all z˜ ∈ C∞ and all (u,ω1) in a suitable tubular neighbourhood of {0} ×Ωr−1.
For this take any n > 0. By Proposition 4.7 (c) there exists a constant cn > 0, such
that for any ω′ ∈ Ωr−1n and any v
′ ∈ F r−1∞ we have ∣eΛ′ω′(v′ω′)∣ < cn. In particular this
inequality holds for ℓ−11 ℓ
′ and ℓ−11 (ℓ′ − v′) in place of v′. Thus if ∣u∣ ⩽ rn ∶= (2cn)−1, we have∣eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) ⋅ u∣ < 2−1, so the geometric series for
1
1 − eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) ⋅ u
converges uniformly to a value of norm 1. Combining the inequalities yields the bound
RRRRRRRRRRRRRRRR
u[L
′∶ℓ1Λ
′]
ℓ1
⋅
∏
ℓ′∈L′∖ℓ1Λ′ mod ℓ1Λ′
eΛ′ω′(ℓ−11 ℓ′ω′)
∏
ℓ′∈L′ mod ℓ1Λ′
(1 − eΛ′ω′(ℓ−11 (ℓ′ − v′)ω′) ⋅ u)
RRRRRRRRRRRRRRRR
⩽
r
[L′∶ℓ1Λ
′]
n c
[L′∶ℓ1Λ
′]−1
n∣ℓ1∣ =
2−[L
′∶ℓ1Λ
′]
∣ℓ1∣cn .
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As both ∣ℓ1∣ and [L′ ∶ ℓ1Λ′] go to infinity with ℓ1, for any R > 0 this proves that the right
hand side of (7.18) converges uniformly for all (z˜, u,ω′) ∈ B(0,R)×B(0, rn)×Ωr−1n . Varying
n and R it therefore converges locally uniformly on C∞ ×T for the tubular neighbourhood
T ∶= ⋃n⩾1B(0, rn)×Ωr−1n and the limit is a holomorphic function of (z˜, u,ω′). Substituting
z˜ = eL′ω′(z), which is already a holomorphic function of (z,ω′) ∈ C∞ ×Ωr−1, thus yields a
holomorphic function E(z, u,ω′) on C∞ × T such that
(7.19) eLω(z) = E(z, eΛ′ω′(ω1)−1, ω′)
for all z ∈ C∞ and ω = (ω1ω′) ∈ Ωr with ϑ([ω]) ∈ T . Now recall that for any ω ∈ Ωr, the Drinfeld
A-module ψLω is characterised by the fact that for each a ∈ A∖ {0} the function ψLωa is an
Fq-linear polynomial in C∞[z] satisfying the functional equation ψLωa (eLω(z)) = eLω(az).
Writing this as an identity of power series in z and observing that eLω(z) = z + (higher
terms), it follows that each coefficient of ψLωa is a certain polynomial with coefficients in
A in finitely many coefficients of eLω(z). By what we have just proved, these coefficients,
as functions of (eΛ′ω′(ω1)−1, ω′), extend to holomorphic functions of (u,ω′) ∈ T . Thus the
same is true for the coefficients of ψLωa . In other words, there is a unique holomorphic
function ψ˜La on C∞ × T , which is an Fq-linear polynomial of degree ⩽ r deg(a) in z, such
that
(7.20) ψLωa (z) = ψ˜La (z, eΛ′ω′(ω1)−1, ω′)
for all z ∈ C∞ and ω = (ω1ω′) ∈ Ωr with ϑ([ω]) ∈ T . Setting ψ˜L0 ∶= 0, the fact that a↦ ψLa is an
Fq-algebra homomorphism by continuity implies that a↦ ψ˜La is also Fq-algebra homomor-
phism. Moreover, the fact that ∂
∂z
ψLa = a identically implies that
∂
∂z
ψ˜La = a identically as
well. Furthermore, by continuity the functional equation ψLωa (eLω(z)) = eLω(az) extends
to a functional equation
(7.21) ψ˜La (E(z, u,ω′), u,ω′) = E(az, u,ω′)
for all z ∈ C∞ and (u,ω′) ∈ T . If we substitute u ∶= 0, the right hand side of (7.18) becomes
just z˜ = eL′ω′(z); hence E(z,0, ω′) = eL′ω′(z). Thus (7.21) reduces to the equation
(7.22) ψ˜La (eL′ω′(z),0, ω′) = eL′ω′(az).
For any ω′ ∈ Ωr−1 the map a↦ ψ˜La ( ,0, ω′) is therefore the Drinfeld A-module of rank r−1
associated to the lattice L′ω′ ⊂ C∞. All this together proves that a ↦ ψ˜La constitutes a
generalised Drinfeld A-module of rank ⩽ r over T , whose restriction to the locus u = 0 is a
Drinfeld A-module of constant rank r − 1.
We have thus proved the desired statement over T . Since ψ˜L is already given over
U ∩ (C×∞ ×Ωr−1), the existence and uniqueness also follows over U , as desired. ◻
9
8 Drinfeld moduli spaces
Let Aˆ ≅∏pAp be the profinite completion of A and AfF = Aˆ⊗AF the ring of finite ade`les of F .
For any open compact subgroup K < GLr(Aˆ) let M rA,K be the Drinfeld modular variety of
level K, which is a normal integral affine algebraic variety over F . The associated rigid
analytic space over C∞ possesses a natural isomorphism
(8.1) GLr(F )/(Ωr ×GLr(AfF )/K) ∼Ð→ M rA,K(C∞),
whose precise characterisation we shall describe below. For any g ∈ GLr(AfF ) let πg denote
the composite morphism
(8.2) Ωr // GLr(F )/(Ωr ×GLr(AfF )/K) ∼(8.1) //M rA,K(C∞),
[ω] ✤ // [(ω, g)].
Consider the arithmetic subgroup
(8.3) Γg ∶= GLr(F ) ∩ gKg−1.
Then πg factors through an isomorphism Γg/Ωr ∼Ð→Mg(C∞) for a unique connected com-
ponent Mg of M rA,K ×SpecF SpecC∞. In other words we have a commutative diagram
(8.4)
Ωr
πg
//
πΓg

M rA,K(C∞)
Γg/Ωr ∼ //(

ig
66❧❧❧❧❧❧❧❧❧❧❧
Mg(C∞).
∪
For any γ ∈ GLr(F ) and k ∈K we have [(ω, g)] = [(γ(ω), γgk)] and hence
(8.5) πg = πγgk ○ γ.
For any two elements g, g′ ∈ GLr(AfF ) we have Mg =Mg′ if and only if g and g′ represent
the same double coset in GLr(F )/GLr(AfF )/K. Thus for any choice of representatives
g1, . . . , gn ∈ GLr(AfF ) we have
(8.6) M rA,K ×SpecF SpecC∞ =
n
∐
i=1
Mgi .
Since M rA,K is integral, these connected components over C∞ are Galois conjugate over F .
Let FK denote the field of constants of M rA,K (which is a certain ray class field of F that
can be characterised uniquely by abelian class field theory). Then the different connected
components Mgi are just the varieties obtained by base change M
r
A,K ×SpecFK SpecC∞ for
all F -linear embeddings FK ↪ C∞.
For later use we also record:
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Proposition 8.7 Elements g1, . . . , gn ∈ GLr(AfF ) form representatives of the double quo-
tient GLr(F )/GLr(AfF )/K if and only if their determinants det(g1), . . . ,det(gn) form rep-
resentatives of F ×/(AfF )×/det(K).
Proof. Direct consequence of strong approximation for the simply connected reductive
group SLr to the effect that the closure of SLr(F ) in GLr(AfF ) is SLr(AfF ). ◻
Now assume that K is fine, which by [Pi13, Def. 1.4] means that the image of K in
GLr(A/p) is unipotent for some maximal ideal p ⊂ A. Then by [Pi13, Prop. 1.5] there is
a natural universal family of Drinfeld A-modules (E,ϕ) over M rA,K , using which one can
interpret M rA,K as a fine moduli space of Drinfeld A-modules with some generalised level
structure. The pullback of (E,ϕ) under the morphism (8.1) can be described as follows.
Viewing elements of F r and Aˆr and (AfF )r as row vectors, for any g ∈ GLr(AfF ) we set
(8.8) Lg ∶= Aˆ
rg−1 ∩ F r ⊂ (AfF )r,
which is a finitely generated projective A-module of rank r. Since K < GLr(Aˆ), by con-
struction the right action of Γg on F r normalises Lg. Moreover, the assumption that
K is fine implies that all torsion elements of Γg are unipotent; hence Γg acts freely on
Ωr. There is therefore a natural Drinfeld A-module (EΓg , ψ¯Lg) over Γg/Ωr such that
π∗Γg(EΓg , ψ¯Lg) ≅ (Ga,Ωr , ψLg) by (7.12). For this there is a natural isomorphism
(8.9) i∗g(E,ϕ) ∼Ð→ (EΓg , ψ¯Lg).
Moreover, suppose that K is the principal congruence subgroup of level N
K(N) ∶= {k ∈ GLr(Aˆ) ∣ k ≡ Idr mod N}
for some non-zero idealN ⊂ A. ThenM r
A,K(N)
represents the functor which to any scheme S
over F associates the set of isomorphism classes of tuples (E,ϕ,µ) consisting of a Drinfeld
A-module (E,ϕ) of rank r over S and a full level N structure µ ∶ N−1Ar/Ar → ϕ[N]. For
any g ∈ GLr(AfF ) we then have
Γg = {γ ∈ GLr(F ) ∣ (ℓ +Lg)γ = ℓ +Lg for all ℓ ∈ N−1Lg}.
Thus the Drinfeld A-module (EΓg , ψ¯Lg) on Γg/Ωr is endowed with a full level N structure
µ¯Lg ∶ N−1Lg/Lg → ψ¯Lg[N] by (7.13). To any coset ℓ +Ar ⊂ N−1Ar associate the coset
(8.10) ℓg +Lg ∶= (ℓ + Aˆr)g−1 ∩ F r ⊂ N−1Lg.
This induces an isomorphism N−1Ar/Ar ∼→ N−1Lg/Lg. The isomorphism (8.9) sends the
level N structure ℓ +Ar ↦ i∗gµ(ℓ +Ar) to the level N structure ℓ +Ar ↦ ℓg + Lg ↦ µ¯Lℓ . In
fact this characterises the isomorphism (8.9) uniquely. Moreover, since M r
A,K(N)
is a fine
moduli space for Drinfeld A-modules with a full level N structure, this also characterises
the isomorphism (8.1) uniquely in this case.
11
For an arbitrary open compact subgroup K, choose any N such that K(N)◁K. Then
the finite group K/K(N) acts on M r
A,K(N)
by transforming the level N structure, and
the quotient is naturally isomorphic to M rA,K . The group K/K(N) also acts by right
multiplication on GLr(F )/(Ωr ×GLr(AfF )/K(N)), and the isomorphism (8.1) in the case
of K is obtained from that in the case of K(N) by taking quotients. In particular, the two
instances of the map ig from (8.4) for K and K(N) form a commutative diagram with the
projection M r
A,K(N)
↠M rA,K .
Similarly, if K is fine, in [Pi13, Prop. 1.5] the universal family on M rA,K was constructed
precisely so that its pullback is the given universal family over M r
A,K(N)
. The isomorphism
(8.9) in the case of K is the unique one whose pullback yields the isomorphism (8.9) in the
case of K(N).
It is useful to know that isomorphisms of Drinfeld modules can be characterised uniquely
by using just one torsion point. Since K is fine, its image in GLr(A/p) is unipotent for
some maximal ideal p ⊂ A, and so it fixes some non-zero coset ℓ + Aˆr ⊂ p−1Aˆr. For each
g ∈ GLr(AfF ) the subgroup Γg then fixes the corresponding coset ℓg +Lg ⊂ p−1Lg defined by
(8.10). The associated torsion point µ
Lg
ℓg
thus descends to a nowhere zero p-torsion point
of (EΓg , ψ¯Lg) over Γg/Ωr. On the other hand, choosing N ⊂ p, the group K/K(N) fixes
the coset ℓ + Aˆr; hence the associated p-torsion point coming from the level N structure
descends to a nowhere zero p-torsion point of the universal family (E,ϕ) over M rA,K .
By construction the isomorphism (8.9) identifies the respective p-torsion points. As any
isomorphism of Drinfeld modules is scalar and hence determined by the image of any
non-zero point, it follows that the isomorphism is uniquely characterised by this.
In the following we care mostly about the composite isomorphism
(8.11) π∗g (E,ϕ) = π∗Γg i∗g(E,ϕ) ∼(8.9) // π∗Γg(EΓg , ψ¯Lg) ∼(7.12) // (Ga,Ωr , ψLg).
This changes with g as follows. Consider any g ∈ GLr(AfF ) and γ ∈ GLr(F ) and k ∈ K.
Since K < GLr(Aˆ), from (8.8) we deduce that
Lγgk = Aˆ
rk−1g−1γ−1 ∩ F r = (Aˆrg−1 ∩F r)γ−1 = Lgγ−1.
The isomorphisms from (8.11) for g and for γgk thus fit into a diagram
(8.12)
π∗g (E,ϕ) ∼(8.11) for g //
(8.5)
(Ga,Ωr , ψLg)
≀ (7.7)

γ∗π∗
γgk
(E,ϕ) ∼(8.11) for γgk // γ∗(Ga,Ωr , ψLγgk),
where the vertical map on the right is multiplication by j(γ, )−1. Using (7.8) one veri-
fies that the isomorphisms preserve some nowhere vanishing torsion point. Thus the two
composites must coincide; in other words the diagram (8.12) commutes.
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We end this section by looking at functoriality. Consider a second open compact sub-
group K ′ < GLr(Aˆ) and an element h ∈ GLr(AfF ) such that hK ′h−1 < K. Then there is a
well-defined map
(8.13) Jh ∶ GLr(F )/(Ωr ×GLr(AfF )/K ′) // GLr(F )/(Ωr ×GLr(AfF )/K),[(ω, gh)] ✤ // [(ω, g)].
If h has coefficients in Aˆ, we have Aˆr ⊂ Aˆrh−1 and hence
Lg = Aˆ
rg−1 ∩F r ⊂ Aˆrh−1g−1 ∩ F r = Lgh
for any g ∈ GLr(AfF ). Thus for any ω ∈ Ωr we have Lg ⋅ ω ⊂ Lgh ⋅ ω, and using Proposition
2.3 (a) we obtain an isogeny of Drinfeld modules
(8.14) η˜h ∶= eeLg ⋅ω(Lgh ⋅ω) ∶ (Ga,Ωr , ψLg)Ð→ (Ga,Ωr , ψLgh).
By contrast, if h−1 has coefficients in Aˆ, we have Aˆrh−1 ⊂ Aˆr and hence Lgh ⊂ Lg, which
yields an isogeny of Drinfeld modules
(8.15) ξ˜h ∶= eeLgh ⋅ω(Lg ⋅ω) ∶ (Ga,Ωr , ψLgh)Ð→ (Ga,Ωr , ψLg).
By construction the isogenies η˜h and ξ˜h are mutually inverse isomorphisms if h ∈ GLr(Aˆ).
In analogy with (8.2) write
π′gh ∶ Ω
r // GLr(F )/(Ωr ×GLr(AfF )/K ′) ∼(8.1) //M rA,K ′(C∞),
[ω] ✤ // [(ω, gh)].
Proposition 8.16 (a) Via (8.1) the map Jh corresponds to a morphism of varieties
Jh ∶ M
r
A,K ′ Ð→M
r
A,K .
(b) For every g ∈ GLr(AfF ) we have πg = Jh ○ π′gh.
Now assume that K and K ′ are fine, and let (E,ϕ) and (E′, ϕ′) denote the respective
universal families on M rA,K and M
r
A,K ′. Then:
(c) If h has coefficients in Aˆ, there is a natural isogeny ηh ∶ J∗h(E,ϕ) → (E′, ϕ′) which
for every g ∈ GLr(AfF ) makes the following diagram commute:
π∗g (E,ϕ) (b)
≀ (8.11) for g

π′∗ghJ
∗
h(E,ϕ) π
′∗
gh
ηh
// π′∗gh(E′, ϕ′)
≀ (8.11) for gh
(Ga,Ωr , ψLg) η˜h // (Ga,Ωr , ψLgh).
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(d) If h−1 has coefficients in Aˆ, there is a natural isogeny ξh ∶ (E′, ϕ′) → J∗h(E,ϕ) which
for every g ∈ GLr(AfF ) makes the following diagram commute:
π′∗gh(E′, ϕ′)
≀ (8.11) for gh

π′∗
gh
ξh
// π′∗ghJ
∗
h(E,ϕ) (b) π∗g (E,ϕ)
≀ (8.11) for g
(Ga,Ωr , ψLgh) ξ˜h // (Ga,Ωr , ψLg).
(e) For any a ∈ A ∖ {0} such that both h and ah−1 have coefficients in Aˆ, we have
ηh ○ ξa−1h = ϕ′a and ξa−1h ○ ηh = J
∗
h
ϕa.
(f) If h ∈ GLr(AfF ) is a scalar matrix and K = K ′, then Jh is the identity morphism.
If in addition h = a ⋅ Idr for a ∈ A ∖ {0}, then ηh = ϕa. If instead h = a−1 ⋅ Idr for
a ∈ A ∖ {0}, then ξh = ϕa.
Proof. (Sketch) The formulas in (b), (e), and (f) follow by direct calculation from the
constructions in (8.13) and (8.14) and (8.15), once the remaining assertions are proved.
The constructions of Jh and ξh in (a) and (d) are those of [Pi13, Props. 2.6–7]. (Except
that due to the change of convention explained in Remark 1.8 the present morphism Jh
corresponds to the morphism J(hT )−1 from [Pi13, Prop. 2.6], and the present isogeny ξh
to the isogeny ξ(hT )−1 from [Pi13, Prop. 2.7].) Roughly speaking, by taking invariants
everything reduces to the case that K = K(N) and K ′ = K(N ′), where Jh and ξh can be
described explicitly using the modular interpretation.
The construction of ηh in (c) is dual to that of ξh and follows the same principles. For an
alternative construction observe that the formulas in (e) characterise ηh uniquely in terms
of ξa−1h. Noting that the endomorphism ϕ′a of (E′, ϕ′) also factors through the isogeny
ξa−1h ∶ (E′, ϕ′) → J∗h(E,ϕ) constructed via the modular interpretation, one can construct
ηh by the formula ηh ○ ξa−1h = ϕ′a and deduce its properties from that. ◻
Proposition 8.17 Consider open compact subgroups K,K ′,K ′′ < GLr(Aˆ) and elements
h,h′ ∈ GLr(AfF ) such that hK ′h−1 <K and h′K ′′h′−1 <K ′. Then we have:
(a) Jhh′ = Jh ○ Jh′.
(b) ηhh′ = ηh′ ○ J∗h′ηh if K,K
′,K ′′ are fine and h,h′ have coefficients in Aˆ.
(c) ξhh′ = J∗h′ξh ○ ξh′ if K,K
′,K ′′ are fine and h−1, h′−1 have coefficients in Aˆ.
Proof. Direct calculation for the maps in (8.13) and (8.14) and (8.15). ◻
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9 Satake compactification
According to [Pi13, Def. 4.1], any normal integral proper algebraic variety M rA,K over F
which contains M rA,K as an open dense subvariety, such that the universal family (E,ϕ)
extends to a weakly separating generalised Drinfeld A-module (E¯, ϕ¯) over M rA,K , is called
a Satake compactification of M rA,K. By [Pi13, Thm. 4.2], such a Satake compactification
exists and is projective over F , and together with its “universal family” (E¯, ϕ¯) it is uniquely
determined up to unique isomorphism. The proof, however, tells us very little about what
the boundary of this compactification looks like.
A rigid analytic construction of the same Satake compactification was given by Kapra-
nov [Ka87] in the special case A = Fq[t] and by Ha¨berli [Ha¨17] in general. They explicitly
construct a rigid analytic space that is projective over C∞ and has a natural stratifica-
tion by finitely many rigid analytic spaces of the form Γ′/Ωr′ for integers 1 ⩽ r′ ⩽ r and
arithmetic subgroups Γ′ < GLr′(F ). Ha¨berli also proves that the result is naturally iso-
morphic to M rA,K(C∞). What we need from this is an analytic description of M rA,K along
all boundary strata of codimension 1, where the fibers of the universal family (E¯, ϕ¯) are
Drinfeld modules of rank r − 1.
Since M rA,K is integral and contains M
r
A,K as an open dense subvariety, each connected
component Mg of M rA,K ×SpecF SpecC∞ is open and dense in a connected component Mg
of M rA,K ×SpecF SpecC∞, and the decomposition (8.6) extends to a decomposition
(9.1) M rA,K ×SpecF SpecC∞ =
n
∐
i=1
Mgi .
Also, the field of constants ofM rA,K is again FK , and the connected componentsMgi are just
the varieties obtained by base change M rA,K ×SpecFK SpecC∞ for all F -linear embeddings
FK ↪ C∞.
Assume that K is fine. Consider any g ∈ GLr(AfF ), and set Γg,U ∶= Γg ∩ U(F ) and
Λ′g ∶= ι
−1(Γg,U) ⊂ F r−1 as in (4.2) and (4.4). By Theorem 4.16 there exist an admissible
open subset Ug ⊂ C∞ ×Ωr−1 containing {0} ×Ωr−1 and a holomorphic map
(9.2) ϑg ∶ Γg,U/Ωr Ð→ Ug, [(ω1ω′)]z→ (eΛ′gω′(ω1)−1ω′ ),
which induces an isomorphism of rigid analytic spaces Γg,U/Ωr ∼Ð→ Ug ∩ (C×∞ ×Ωr−1).
Proposition 9.3 (a) There exists a unique morphism of rigid analytic spaces π¯g ∶ Ug →
Mg(C∞) making the following diagram commute:
Ωr
πΓg,U
// //
πg

Γg,U/Ωr   ϑg // Ug
π¯g

M rA,K(C∞)   //M rA,K(C∞).
(b) This morphism is e´tale and its image is a Zariski open subset of M rA,K(C∞).
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(c) Varying g ∈ GLr(AfF ), the union of the images of the different maps π¯g is equal to
M
r,+
A,K(C∞) for a certain Zariski open subset M r,+A,K of M rA,K whose complement has
codimension ⩾ 2.
Proof. This is due to Kapranov [Ka87] in the special case A = Fq[t], and to Ha¨berli
[Ha¨17] in the general case. ◻
Remark 9.4 For our application of Proposition 9.3 in the proof of Lemma 10.7, it would
suffice to have, for every g, an e´tale morphism on some arbitrarily small open subset Vg ⊂ Ug
that is not contained in C×∞ ×Ω
r−1, such that every connected component of codimension
1 of M rA,K(C∞)∖M rA,K(C∞) contains a point in the image of Vg for some g. It is probably
possible to prove this without the explicit description of M rA,K(C∞) by Kapranov and
Ha¨berli, using only the fact from [Pi13, Prop. 4.10] that the fiber of the universal family(E¯, ϕ¯) over the generic point of any irreducible component of codimension 1 ofM rA,K∖M rA,K
is a Drinfeld A-module of rank r − 1. But it would be a shame not to use the wonderful
results from [Ka87] and [Ha¨17] when they are available.
Next let (Ga,Ug , ψ˜Lg) be the generalised Drinfeld A-module over Ug that is furnished by
Proposition 7.16.
Proposition 9.5 There exists a unique isomorphism of generalised Drinfeld modules over Ug
π¯∗g (E¯, ϕ¯) ∼Ð→ (Ga,Ug , ψ¯Lg),
whose pullback under ϑg ○ πΓg,U ∶ Ω
r → Ug is the isomorphism
π∗Γg,Uϑ
∗
g π¯
∗
g (E¯, ϕ¯) 9.3 (a) π∗g (E,ϕ) ∼(8.11) // (Ga,Ωr , ψLg) ∼7.16 // π∗Γg,Uϑ∗g(Ga,Ug , ψ¯Lg).
Proof. Over Ug∩(C×∞×Ωr−1) the isomorphism is obtained from the construction preceding
(7.15). The extension to Ug follows from analytic versions of [Pi13, Props. 3.7–8], which say
that homomorphisms and isomorphisms of generalised Drinfeld modules extend uniquely
under open dense embeddings of normal integral schemes, and whose proofs work equally
well in the analytic setting. ◻
Proposition 9.6 In the situation of Proposition 8.16 we have:
(a) The morphism Jh ∶M rA,K ′ →M
r
A,K extends uniquely to a morphism J¯h ∶M
r
A,K ′ →M
r
A,K.
Now assume that K and K ′ are fine, and let (E¯, ϕ¯) and (E¯′, ϕ¯′) denote the respective
universal families on M rA,K and M
r
A,K ′. Then:
(b) If h has coefficients in Aˆ, the isogeny ηh ∶ J∗h(E,ϕ)→ (E′, ϕ′) extends uniquely to an
isogeny η¯h ∶ J¯∗h(E¯, ϕ¯)→ (E¯′, ϕ¯′).
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(c) If h−1 has coefficients in Aˆ, the isogeny ξh ∶ (E′, ϕ′) → J∗h(E,ϕ) extends uniquely to
an isogeny ξ¯h ∶ (E¯′, ϕ¯′)→ J¯∗h(E¯, ϕ¯).
Proof. (Sketch) Assertions (a) and (c) are proved in [Pi13, Prop. 4.11]. The same kinds
of arguments establish (b). ◻
Finally, the formulas in Proposition 8.16 (e), (f) and in Proposition 8.17 automatically
extend to the respective Satake compactification, because the extended morphisms already
exist and two morphisms on an integral scheme are equal if they coincide on an open dense
subscheme.
10 Analytic versus algebraic modular forms
We keep the notation from the preceding section, and first we also assume that K is fine.
Let Lie E¯ denote the Lie algebra of E¯, which is an invertible coherent sheaf of modules on
M rA,K . (It is naturally isomorphic to the sheaf of sections of E¯, but in the present context
it is safer to view it as the Lie algebra.) Consider the dual invertible sheaf L ∶= (Lie E¯)∨.
By [Pi13, Thm. 5.3] this is ample. For any integer k we abbreviate Lk ∶= L⊗k. Following
[Pi13, Def. 5.4] we have:
Definition 10.1 An algebraic Drinfeld modular form of weight k and level K is an ele-
ment of the space
Malgk (M rA,K) ∶= H0(M rA,K ,Lk).
Since M rA,K is a projective algebraic variety with field of constants FK , this is a finite-
dimensional vector space over FK or, depending on one’s point of view, over F . Our aim
is to relate it with a space of analytic modular forms. Note that the decomposition (9.1)
yields natural isomorphisms
(10.2) Malgk (M rA,K)⊗F C∞ ≅ H0(M rA,K ×SpecF SpecC∞,Lk) ≅
n
⊕
i=1
H0(Mgi ,Lk).
Also, any irreducible component Mg of M rA,K ×SpecF SpecC∞ has field of definition FK ;
hence pullback induces an isomorphism
(10.3) Malgk (M rA,K)⊗FK C∞ ≅ H0(Mg,Lk).
Let Lan denote the invertible sheaf on the rigid analytic space M rA,K(C∞) obtained from L.
Its pullback π∗gL
an is an invertible sheaf on Ωr, which must be trivial, because Ωr is a Stein
space ([SS91, Prop. 4]). In fact, we have an explicit trivialisation: The isomorphism of line
bundles π∗gE → Ga,Ωr underlying the isomorphism of Drinfeld modules (8.11) induces an
isomorphism for the dual of the sheaf of sections
(10.4) π∗gL
an ∼Ð→ OΩr .
Via this trivialisation, the pullback of any section s ∈ H0(M rA,K(C∞), (Lan)k) becomes a
holomorphic function π∗g s ∶ Ω
r → C∞.
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Lemma 10.5 For any section s ∈ H0(M rA,K(C∞), (Lan)k) and any g ∈ GLr(AfF ) and γ ∈
GLr(F ) and k ∈K we have
π∗gs = (π∗γgks)∣kγ.
Proof. Since L is the dual of the invertible sheaf of sections of E¯, the commutative
diagram (8.12) yields a commutative diagram
π∗g (Lan)k ∼(10.4) for g //
(8.5)
OΩr
≀ multiplication by j(γ, )k

γ∗π∗γgk(Lan)k ∼(10.4) for γgk // γ∗OΩr OΩr .
For any ω ∈ Ωr, evaluating s at the point πg(ω) = πγgk(γ(ω)) therefore yields the equality
j(γ,ω)k ⋅ (π∗g s)(ω) = (π∗γgks)(γ(ω)).
In view of (1.5) this implies that
(π∗g s)(ω) = j(γ,ω)−k ⋅ (π∗γgks)(γ(ω)) = ((π∗γgks)∣kγ)(ω),
as desired. ◻
Lemma 10.6 The map π∗g induces an isomorphism
H0(Mg(C∞), (Lan)k) ∼Ð→ Wk(Γg).
Proof. By definition the pullback by πg yields an isomorphism from H0(Mg(C∞), (Lan)k)
to the space of Γg-invariant sections in H0(Ωr, π∗g (Lan)k). But for every γ ∈ Γg we have
πγg = πg ○ γ−1 = πg by (8.5); so by Lemma 10.5 the γ-invariance translates into the formula
π∗gs = (π∗gs)∣kγ. By Definition 1.9 the image of π∗g is therefore just the space of weak
modular forms Wk(Γg). ◻
Lemma 10.7 The map π∗g induces an isomorphism
H0(Mg ,Lk) ∼Ð→ Mk(Γg).
Proof. By rigid analytic GAGA due to Ko¨pf [Ko¨74, Satz 4.7], analytification yields an
isomorphism H0(Mg,Lk) ∼→ H0(Mg(C∞), (Lan)k). Next, setM+g ∶=Mg∩M r,+A,K(C∞) for the
Zariski open subset M r,+A,K of M
r
A,K from Proposition 9.3 (c). Since Mg is normal integral
and the complement Mg ∖M+g has codimension ⩾ 2, by Bartenwerfer [Ba76, Satz 10] the
restriction map induces an isomorphism H0(Mg(C∞), (Lan)k) ∼→ H0(M+g (C∞), (Lan)k).
By Lemma 10.6 any section s ∈ H0(Mg(C∞), (Lan)k) corresponds to a weak modular form
π∗gs ∈ Wk(Γg). It remains to determine when s extends to a section inH0(M+g (C∞), (Lan)k).
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We first analyse when it extends to the image of the map π¯g from Proposition 9.3 (a).
Recall that L was defined as the dual of the invertible sheaf of sections of E¯. Thus the
isomorphism of generalised Drinfeld modules in Proposition 9.5 induces an isomorphism
(10.8) π¯∗gL
an ≅ OUg .
Let ϑ¯ ∶ Ωr → Ug be the composite morphism in the top row of the diagram in Proposition
9.3 (a). Then by construction the pullback of the trivialisation (10.8) to Ωr via ϑ¯ is just
the trivialisation in (10.4). Thus s extends to a section of (Lan)k over the image of π¯g if
and only if the function π∗g s ∶ Ω
r → C∞ is the pullback via ϑ¯ of a holomorphic function
Ug → C∞. Here π∗gs is already a ΓU -invariant function and therefore possesses a u-expansion
by Proposition 5.4. Thus it is the pullback of a holomorphic function on Ug if and only if
it is holomorphic at infinity in the sense of Definition 5.12.
Now recall that for any g, g′ ∈ GLr(AfF ) we haveMg =Mg′ if and only if g′ = γgk for some
γ ∈ GLr(F ) and k ∈K. By Proposition 9.3 (c) the partial compactification M+g is therefore
the union of the images of the maps π¯γgk for all such γ and k. By the above argument
for γgk in place of g, it follows that s extends to a section in H0(M+g (C∞), (Lan)k) if and
only if for all γ and k the pullback π∗
γgk
s is holomorphic at infinity. But by Lemma 10.5
we have π∗γgks = (π∗g s)∣kγ−1. Varying γ we thus conclude that π∗g induces an isomorphism
from H0(M+g (C∞), (Lan)k) to the space of modular forms Mk(Γg). Combining everything
yields the desired result. ◻
Theorem 10.9 If K is fine, the maps π∗g and the isomorphisms (10.3) respectively (10.2)
induce isomorphisms
Malgk (M rA,K)⊗FK C∞ ∼Ð→ Mk(Γg),
Malgk (M rA,K)⊗F C∞ ∼Ð→
n
⊕
i=1
Mk(Γgi).
Proof. Direct consequence of Lemma 10.7. ◻
The above isomorphisms are functorial in the following sense. Consider a second fine
open compact subgroup K ′ < GLr(Aˆ) and an element h ∈ GLr(AfF ) such that hK ′h−1 <K.
By Proposition 9.6 (a) this data determines a morphism J¯h ∶M rA,K ′ Ð→M
r
A,K . As before
let (E¯′, ϕ¯′) denote the universal generalised Drinfeld module on M rA,K ′ . Let L′ denote the
dual of the invertible sheaf of sections of E¯′.
With h fixed, consider any sufficiently divisible scalar a ∈ A ∖ {0}, so that the element
ha ∈ GLr(AfF ) has coefficients in Aˆ. As a consequence of Propositions 8.16 (f) and 8.17, we
then have J¯ha = J¯h. The derivative of the isogeny η¯ha in Proposition 9.6 (b) thus induces
an isomorphism (dη¯ha)∨ ∶ J¯∗hL = J¯∗haL ∼Ð→ L′.
Lemma 10.10 The isomorphism
ρh ∶= a ⋅ (dη¯ha)∨ ∶ J¯∗hL ∼Ð→ L′
is independent of the choice of a.
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Proof. Consider a second element b ∈ A ∖ {0} such that hb has coefficients in Aˆ. Then
so does hab, and Propositions 8.17 (b) and 8.16 (f) imply that ηhab = ηb ○ ηha = ϕ′b ○ ηha.
Taking derivatives we deduce that dηhab = dϕ′b ○ dηha = b ⋅ dηha and hence ab ⋅ (dηhab)∨ =
ab ⋅ b−1 ⋅ (dηha)∨ = a ⋅ (dηha)∨. Interchanging a and b implies that ab ⋅ (dηhab)∨ = b ⋅ (dηhb)∨
and hence a ⋅ (dηha)∨ = b ⋅ (dηhb)∨. Finally, this equality over the dense open subscheme
M rA,K ′ automatically extends to an equality over M
r
A,K ′. ◻
Using pullback and the isomorphism ρh we can now define a natural F -linear pullback
map on modular forms, again denoted J∗h , by the commutative diagram
(10.11)
J∗h ∶ M
alg
k (M rA,K) //Malgk (M rA,K ′)
H0(M rA,K ,Lk) J¯
∗
h //H0(M rA,K ′ , J¯∗hLk) ρ
k
h // H0(M rA,K ′ ,L′k).
To describe its behavior under the isomorphisms from Theorem 10.9, for any g ∈ GLr(AfF )
consider the arithmetic subgroup Γ′gh ∶= GLr(F ) ∩ ghK ′(gh)−1, which by construction is
contained in the arithmetic subgroup Γg ∶= GLr(F ) ∩ gKg−1.
Proposition 10.12 For any g ∈ GLr(AfF ) the diagram
Malgk (M rA,K) J
∗
h //
π∗g

Malgk (M rA,K ′)
π′∗
gh

Mk(Γg)   //Mk(Γ′gh)
commutes, where the horizontal map on the bottom is the inclusion map.
Proof. Assume first that h has coefficients in Aˆ. As L and L′ are the duals of the invertible
sheaves of sections of E¯ and E¯′, Proposition 8.16 (c) yields a commutative diagram
π∗gL
an
≀ (10.4) for g
π′∗ghJ
∗
hL
an
π′∗
gh
ρh = π
′∗
gh
(dηh)
∨
// π′∗ghL
′an
≀ (10.4) for gh
OΩr
(dη˜h)
∨
// OΩr .
By the construction (8.14) of η˜h we have dη˜h = 1. The desired commutativity thus follows
from the definition of π∗g and π
′∗
gh.
In the general case take any a ∈ A ∖ {0} such that ha ∈ GLr(AfF ) has coefficients
in Aˆ. Repeating the above calculation twice with (g, h) replaced by (g, ha) and (gh, a),
respectively, and noting that π′
gha
= π′
gh
, yields a commutative diagram
π∗gL
an
≀ (10.4) for g
π′∗
gha
(dηha)
∨
// π′∗ghaL
′an
≀ (10.4) for gha
π′∗ghL
′an
π′∗
gha
(dηa)∨
oo
≀ (10.4) for gh
OΩr
id // OΩr OΩr .
idoo
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Here dηa = dϕ′a = a by Proposition 8.16 (f), hence the upper horizontal arrow on the right
is multiplication by a−1. Together we thus obtain the commutative diagram
π∗gL
an
≀ (10.4) for g
π′∗
gh
ρh = a⋅π
′∗
gha
(dηha)
∨
// π′∗ghL
′an
≀ (10.4) for gh
OΩr
id // OΩr ,
and again the desired commutativity follows from the definition of π∗g and π
′∗
gh. ◻
Proposition 10.13 (a) If K =K ′ and h ∈K, then J∗h = id.
(b) If K =K ′ and h = a ⋅ Idr for a ∈ A ∖ {0} then J∗h = ak ⋅ id.
(c) For any fine open compact subgroups K,K ′,K ′′ < GLr(Aˆ) and elements h,h′ ∈
GLr(AfF ) such that hK ′h−1 <K and h′K ′′h′−1 <K ′, we have J∗hh′ = J∗h′ ○ J∗h .
Proof. Direct computation using Proposition 8.17. ◻
Now recall that the elements g1, . . . , gn appearing in Theorem 10.9 are the representa-
tives of the double quotient GLr(F )/GLr(AfF )/K used in (8.6). Likewise choose represen-
tatives g′1, . . . , g
′
n′ of the double quotient GLr(F )/GLr(AfF )/K ′. For each 1 ⩽ j ⩽ n′ consider
the arithmetic subgroup Γ′
g′
j
∶= GLr(F ) ∩ g′jK ′g′−1j , and choose 1 ⩽ ij ⩽ n and γj ∈ GLr(F )
and kj ∈ K such that γjg′jh
−1kj = gij . Then direct calculations show that γjΓ
′
g′
j
γ−1j < Γgij
and that the following diagram commutes:
(10.14)
n′
∐
j=1
Γ′
g′
j
/Ωr ∼(π′g′j ) //

GLr(F )/(Ωr ×GLr(AfF )/K ′) ∼ //

M rA,K ′(C∞)
Jh
n
∐
i=1
Γgi/Ωr ∼(πgi) // GLr(F )/(Ωr ×GLr(AfF )/K) ∼ //M rA,K(C∞),
where the vertical map in the middle is [(ω, g)]↦ [(ω, gh−1)] and the one on the left sends
a coset Γ′
g′
j
ω in the j-th subset to the coset Γgij γj(ω) in the ij-th subset.
Proposition 10.15 If K and K ′ are fine, the map J∗h from (10.11) and the isomorphisms
from Theorem 10.9 for K ′ and K fit into a commutative diagram
Malgk (M rA,K)⊗F C∞
≀ 10.9

J∗
h
⊗id
//Malgk (M rA,K ′)⊗F C∞
≀ 10.9
n
⊕
i=1
Mk(Γgi) // n
′
⊕
j=1
Mk(Γ′g′
j
)
(fi)ni=1 ✤ // (fij ∣kγj)n′j=1.
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Proof. For each 1 ⩽ j ⩽ n′ we have a commutative diagram
Malgk (M rA,K) J
∗
h //
π∗
g′
j
h−1
%%❏
❏❏
❏❏
❏❏
❏❏
❏
π∗gij
zz✈✈
✈✈
✈✈
✈✈
✈✈
Malgk (M rA,K ′)
π′∗
g′
j

Mk(Γgij ) f ↦ f ∣kγj //Mk(Γg′jh−1)   incl. //Mk(Γ′g′j),
which commutes on the left by the equation γjg′jh
−1kj = gij and Lemma 10.5, and on the
right by Proposition 10.12 for g = g′jh
−1. Summing over all j yields the desired formula. ◻
Finally consider an arbitrary open compact subgroup K < GLr(AfF ). Let K˜ be any
open normal subgroup of K which is fine, for instance, the principal congruence subgroup
K(N) for a sufficiently divisible non-zero ideal N ⫋ A. Then by Proposition 10.13 the
maps J∗h for all h ∈ K induce a right action of K/K˜ on the space of modular forms of
level K˜. In [Pi13, Def. 5.4] we defined:
Definition 10.16 The space of algebraic Drinfeld modular forms of weight k and arbi-
trary level K is the space of K-invariants
Malgk (M rA,K) ∶= Malgk (M rA,K˜)K .
Once defined using one choice of K˜, the same equality then holds for arbitrary open
compact subgroups K˜◁K < GLr(AfF ). This makes Malgk (M rA,K) independent of the choice
of K˜. Moreover, for any g ∈ GLr(AfF ) we define the pullback map π∗g on Malgk (M rA,K)
as the restriction of the map π∗g on M
alg
k
(M r
A,K˜
). Using Proposition 10.12 in the case
h = Idr we find that this is again independent of the choice of K˜. Likewise we can define
a map J∗h ∶ M
alg
k (M rA,K) →Malgk (M rA,K ′) for arbitrary h, K, K ′ as the restriction to K-,
resp. K ′-invariants from suitable smaller open compact subgroups. With this we can now
conclude:
Proposition 10.17 Theorem 10.9 and Propositions 10.12 and 10.13 and 10.15 hold for
arbitrary open subgroups.
Proof. (Sketch) For all h ∈ K we have hK ′h−1 = K ′, so using Proposition 10.15 with
K replaced by K ′ we can translate the right action of K/K ′ on Malgk (M rA,K ′) ⊗F C∞ to
the space ⊕ n
′
j=1Mk(Γ′g′
j
). This action interchanges the summands Mk(Γ′g′
j
) whenever g′j
lies in the same coset GLr(F )giK, and the stabiliser of such a summand acts through
the action of all γ ∈ Γgi by f ↦ f ∣kγ. But the space of invariants in Mk(Γ′g′
j
) under this
action is simply Mk(Γgi). Taking invariants we thus deduce the second isomorphism in
Theorem 10.9 for the group K. The remaining statements follow in the same way by taking
invariants in each case. ◻
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11 Finiteness results
Theorem 11.1 For any congruence subgroup Γ < GLr(F ) we have:
(a) dimC∞ Mk,m(Γ) <∞ for any integers k and m.
(b) Mk,m(Γ) = 0 whenever k < 0 and r ⩾ 2.
(c) The graded ring M∗(Γ) ∶= ⊕k⩾0Mk(Γ) is a normal integral domain that is finitely
generated as a C∞-algebra.
Proof. First assume that Γ is the principal congruence subgroup Γ(N) associated to
some level 0 /= N ⫋ A. Setting K ∶= K(N), for g = 1 the arithmetic subgroup Γg from
(8.3) is then Γ. By Theorem 10.9 we thus have H0(M rA,K ,Lk) ⊗FK C∞ ≅ Mk(Γ). As
space of sections of a coherent sheaf on a projective algebraic variety it is therefore finite
dimensional, proving (a). Moreover, since L is ample by [Pi13, Thm. 5.3], this space is
zero if k < 0 and every irreducible component of the variety has dimension ⩾ 1, proving (b).
Also, the ring ⊕k⩾0H0(M rA,K ,Lk) is a normal integral domain that is finitely generated as
a C∞-algebra by [Pi13, Thm. 5.6], proving (c).
Next, for any two congruence subgroups Γ′ ◁ Γ, the respective space or graded ring
for Γ is obtained from that for Γ′ by taking invariants under a certain action of the finite
group Γ/Γ′. The statements for Γ thus follow from those for Γ′.
Finally, for an arbitrary congruence subgroup Γ < GLr(F ) consider the finitely gener-
ated A-submodule L ∶= Γ ⋅Ar ⊂ F r, and choose an ideal 0 /= I ⫋ A such that IL ⊂ Ar. Let Γ′
be the subgroup of elements of Γ that act trivially on L/IL. Then Γ′◁Γ and Γ′ < GLr(A).
Also Γ′ is again a congruence subgroup, so it contains Γ(N) for some level 0 /= N ⫋ A. As
Γ′ < GLr(A), we then have Γ(N)◁ Γ′◁ Γ, and the statements for Γ follow from those for
Γ(N) by applying the above reduction step twice. ◻
Proposition 11.2 Let Γ < GLr(A) be a congruence subgroup whose image in GLr(A/p)
is unipotent for some maximal ideal p ⊂ A. Then for every k ≫ 0 there exists a non-zero
cusp form of weight k for Γ.
For an explicit construction of such cusp forms using Eisenstein series see Remark 16.11.
Proof. Choose a level 0 /= N ⫋ A such that Γ(N) < Γ, and set K ∶= K(N) ⋅ Γ < GLr(Aˆ).
Then K is fine, and for g = 1 we have Γg = K ∩GLr(A) = Γ. Let ∞ denote the reduced
divisor on M rA,K with support M
r
A,K ∖M
r
A,K . By Theorem 10.9 and the definition of cusp
forms we then have
H0(M rA,K ,Lk(−∞))⊗FK C∞ ≅ Sk(Γ).
As L is ample, the left hand side is non-zero for all k ≫ 0, as desired. ◻
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12 Hecke operators
Consider any element h ∈ GLr(AfF ) and any open compact subgroups K, K ′ < GLr(Aˆ)
such that hK ′h−1 < K. Then by (10.11) and Proposition 10.17, there is a well-defined
pullback map
(12.1) J∗h ∶ M
alg
k (M rA,K) Ð→ Malgk (M rA,K ′)
satisfying Proposition 10.13.
We can also construct a natural map in the other direction. Since J∗h is an isomorphism
if hK ′h−1 =K, we restrict ourselves to the case that h = Idr and K ′ <K. Choose an open
subgroup K˜ <K ′ which is normal in K. Then by Definition 10.16 we have
(12.2)
Malgk (M rA,K)   J
∗
Idr //Malgk (M rA,K ′)  w J∗
Idr
**❯❯
❯❯❯
❯❯❯
❯❯
Malg
k
(M r
A,K˜
)K   //Malg
k
(M r
A,K˜
)K ′
trace
mm


//Malg
k
(M r
A,K˜
).
We define the dotted arrow by
(12.3) f z→ trace(f) ∶=∑h′ J∗h′f,
where h′ runs through a set of representatives of the quotient K ′/K. The composite of
this trace map with the vertical isomorphisms in (12.2) is the pushforward map
(12.4) JIdr,∗ ∶ M
alg
k (M rA,K ′) Ð→ Malgk (M rA,K).
Now consider any element h ∈ GLr(AfF ) and any open compact subgroup K < GLr(Aˆ),
bearing no particular relation with each other. Then we call the pair of morphisms
(12.5) M rA,K M
r
A,K∩h−1Kh
Jhoo
JIdr //M rA,K
the Hecke correspondence on M rA,K associated to h. The composite map
(12.6) Th ∶ M
alg
k (M rA,K) J
∗
h //Malgk (M rA,K∩h−1Kh) JIdr,∗ //Malgk (M rA,K)
is called the Hecke operator on Malgk (M rA,K) associated to h. It depends only on the double
coset KhK.
The composites of Hecke operators are calculated as follows:
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Proposition 12.7 For any h, h′ ∈ GLr(AfF ) and any open compact subgroup K < GLr(Aˆ)
the Hecke operators on Malg
k
(M rA,K) satisfy
Th′ ○ Th = ∑
h′′
[K ∩ h′′−1Kh′′ ∶K ∩ h−1Kh ∩ h′′−1Kh′′] ⋅ Th′′
where h′′ runs through a set of representatives of the double quotient
(hKh−1 ∩K)/hKh′/(K ∩ h′−1Kh′).
Proof. This is [Pi13, Prop. 6.10] with the change of conventions taken into account. ◻
In the rest of this section we work out how the maps JIdr ,∗ and Th translate under the
isomorphism from Theorem 10.9.
Proposition 12.8 Consider any open compact subgroups K ′ < K < GLr(Aˆ) and any
representatives g1, . . . , gn of the double quotient GLr(F )/GLr(AfF )/K and representatives
g′1, . . . , g
′
n′ of the double quotient GLr(F )/GLr(AfF )/K ′. For each 1 ⩽ i ⩽ n consider the
arithmetic subgroup Γgi ∶= GLr(F )∩giKg−1i and for each 1 ⩽ j ⩽ n′ the arithmetic subgroup
Γ′
g′
j
∶= GLr(F ) ∩ g′jK ′g′−1j . Then the map JIdr ,∗ from (12.4) and the isomorphisms from
Theorem 10.9 for K ′ and K fit into a commutative diagram
Malgk (M rA,K ′)⊗F C∞
≀ 10.9

JIdr,∗⊗id //Malgk (M rA,K)⊗F C∞
≀ 10.9
n′
⊕
j=1
Mk(Γ′g′
j
) // n⊕
i=1
Mk(Γgi),
(fj)n′j=1 ✤ // (∑
j,γ
fj ∣kγ)ni=1,
where, for each index i, the sum extends over all pairs of indices 1 ⩽ j ⩽ n′ and elements
γ ∈ GLr(F ) ∩ g′jKg−1i up to left multiplication by Γ′g′
j
.
Proof. Suppose first that K ′◁K. Then for any h ∈K and any 1 ⩽ i ⩽ n there is an index
1 ⩽ jih ⩽ n′ and an element γih ∈ GLr(F ) such that g′jih ∈ γihgih−1K ′. By Propositions 10.15
and 10.17 the map J∗h ⊗ id thus corresponds to the map
(fj)n′j=1 z→ (fjih ∣kγih)ni=1.
Next observe that jih is unique and γih is unique up to multiplication on the left by Γ′g′
jih
,
and both depend only on i and the coset K ′h. Summing over all cosets K ′h ⊂ K thus
shows that JIdr ,∗ ⊗ id corresponds to the map
(fj)n′j=1 z→ ∑
K ′h
(fjih ∣kγih)ni=1 = (∑
j,γ
fj ∣kγ)ni=1
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with the indicated summation over (j, γ). This proves the assertion in the case K ′◁K.
In the general case, one must take an open compact subgroup K˜ < K ′ which is nor-
mal in K, choose representatives for GLr(F )/GLr(AfF )/K˜, write down the commutative
diagrams from Proposition 10.15 for the maps J∗Idr ∶ M
alg
k (M rA,K) → Malgk (M rA,K˜) and
J∗Idr ∶M
alg
k (M rA,K ′) →Malgk (M rA,K˜) and J∗h ∶ Malgk (M rA,K˜) Ð→ Malgk (M rA,K˜) for all h ∈ K,
and eliminate everything concerning K˜ from the resulting expression for JIdr,∗ ⊗ id. We
leave this direct and tedious calculation to the reader. ◻
Proposition 12.9 Consider any element h ∈ GLr(AfF ), any open compact subgroup K <
GLr(Aˆ) and any representatives g1, . . . , gn of the double quotient GLr(F )/GLr(AfF )/K.
Then the Hecke operator Th from (12.6) and the isomorphism from Theorem 10.9 fit into
a commutative diagram
Malgk (M rA,K)⊗F C∞
≀ 10.9

Th⊗id //Malgk (M rA,K)⊗F C∞
≀ 10.9
n
⊕
i=1
Mk(Γgi) // n⊕
i=1
Mk(Γgi),
(fi)ni=1 ✤ // (∑
i′,δ
fi′ ∣k δ)ni=1,
where, for each index i, the sum extends over all pairs of indices 1 ⩽ i′ ⩽ n and elements
δ ∈ GLr(F ) ∩ gi′KhKg−1i up to left multiplication by Γgi′ . Moreover, the index i′ that
actually occurs in the sum depends only i and h.
Proof. Set K ′ ∶=K ∩ h−1Kh and choose representatives g′1, . . . , g
′
n′ of the double quotient
GLr(F )/GLr(AfF )/K ′. For each 1 ⩽ j ⩽ n′ select an index 1 ⩽ ij ⩽ n and elements
γj ∈ GLr(F ) and kj ∈K such that γjg′jh−1kj = gij . Then by Propositions 10.15 and 12.8 we
have a commutative diagram
Malgk (M rA,K)⊗F C∞
≀ 10.9

J∗
h
⊗id
//Malgk (M rA,K ′)⊗F C∞
≀ 10.9

JIdr,∗⊗id //Malgk (M rA,K)⊗F C∞
≀ 10.9
n
⊕
i=1
Mk(Γgi) // n
′
⊕
j=1
Mk(Γ′g′
j
) // n⊕
i=1
Mk(Γgi),
(fi)ni=1 ✤ // (fij ∣kγj)n′j=1 ✤ // (∑
j,γ
fij ∣kγj ∣kγ)ni=1,
where, for each index i, the sum extends over all pairs of indices 1 ⩽ j ⩽ n′ and elements
γ ∈ GLr(F ) ∩ g′jKg−1i up to left multiplication by GLr(F ) ∩ g′jK ′g′−1j . Using the fact that
fij ∣kγj ∣kγ = fij ∣k γjγ we can rewrite this as
(12.10) (fi)ni=1 z→ (∑
j,δ
fij ∣k δ)ni=1,
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where, for each index i, the sum extends over all pairs of indices 1 ⩽ j ⩽ n′ and elements
δ ∈ GLr(F ) ∩ γjg′jKg−1i up to left multiplication by GLr(F ) ∩ γjg′jK ′g′−1j γ−1j .
To analyse this sum note first that by construction we have γjg′j = gijk
−1
j h. For each
j the element δ therefore runs through GLr(F ) ∩ gijk−1j hKg−1i up to left multiplication by
GLr(F ) ∩ gijk−1j hK ′h−1kjg−1ij .
For any j and δ that occur in the sum this shows that δgi ∈ gijk
−1
j hK. Taking determi-
nants and using the fact that kj ∈ K we deduce that det(gi) and det(gijh) represent the
same coset in F ×/(AfF )×/det(K). The coset of det(gij) therefore depends only on i and h,
but not on j. By Proposition 8.7 it follows that ij depends only on i and h, but not on j.
For the rest of the proof we therefore fix indices i and i′ such that det(gi) and det(gi′h)
represent the same coset in F ×/(AfF )×/det(K), and we can restrict ourselves to indices j
with ij = i′.
Note that this already proves the last statement of the proposition. It also shows
that δ lies in GLr(F ) ∩ gi′KhKg−1i . Moreover, since hK ′h−1 < K and kj ∈ K, we have
GLr(F )∩gi′k−1j hK ′h−1kjg−1i′ ⊂ GLr(F )∩gi′Kg−1i′ = Γgi′ . Thus any equivalence class of pairs(j, δ) in the sum (12.10) determines a unique coset Γgi′δ.
Suppose that two pairs (j, δ) and (j′, δ′) determine the same coset Γgi′δ = Γgi′δ′. Write
δ′ = εδ with ε ∈ Γgi′ . Since δ ∈ gi′k
−1
j hKg
−1
i and δ
′ ∈ gi′k−1j′ hKg
−1
i , it follows that δ
′ lies
in both εgi′k−1j hKg
−1
i and gi′k
−1
j′ hKg
−1
i . Multiplying by gi from the right we deduce that
εgi′k
−1
j hk = gi′k
−1
j′ h for some k ∈ K. By the definition of Γgi′ we have g
−1
i′ ε
−1gi′ ∈ K, and
since kj , kj′ ∈ K, we find that k = h−1kjg−1i′ ε
−1gi′k
−1
j′ h ∈ K ∩ h
−1Kh = K ′. The calculation
εγjg
′
jk = εgi′k
−1
j hk = gi′k
−1
j′ h = γj′g
′
j′ now implies that g
′
j and g
′
j′ represent the same double
coset in GLr(F )/GLr(AfF )/K ′. By the choice of g′1, . . . , g′n′ as representatives of these
double cosets it follows that j = j′. Thus both δ and δ′ lie in GLr(F ) ∩ gi′k−1j hKg−1i , and
hence ε = δ′δ−1 lies in GLr(F ) ∩ gi′k−1j hKh−1kjg−1i′ . Since also ε ∈ Γgi′ = GLr(F ) ∩ gi′Kg−1i′
and kj ∈K and hKh−1∩K = hK ′h−1, we then actually have ε ∈ GLr(F )∩gi′k−1j hK ′h−1kjg−1i′ .
This shows that the map sending an equivalence class of pairs (j, δ) in the sum (12.10) to
the coset Γgi′δ is injective.
Consider now an arbitrary element δ ∈ GLr(F ) ∩ gi′KhKg−1i . Choose k ∈ K such that
δ ∈ gi′k−1hKg−1i . By the choice of g
′
1, . . . , g
′
n′ there exists an index j with GLr(F )gi′k−1hK ′ =
GLr(F )g′jK ′. Since γjg′j = gijk−1j h, we deduce that GLr(F )gi′k−1hK ′ = GLr(F )gijk−1j hK ′.
By the same argument as above it follows that i′ = ij , and we can find an element ε ∈ GLr(F )
such that εgi′k−1h ∈ gi′k−1j hK
′. Since hK ′h−1 < K and kj, k ∈ K, we then have ε ∈
GLr(F )∩ gi′k−1j hK ′h−1kg−1i′ < GLr(F )∩ gi′Kg−1i′ = Γgi′ . Thus εδ ∈ GLr(F )∩ εgi′k−1hKg−1i =
GLr(F )∩gi′k−1j hKg−1i , and so the coset Γgi′δ arises from the pair (j, εδ) in the sum (12.10).
In other words the map sending an equivalence class of pairs (j, δ) in the sum (12.10) to
the coset Γgi′δ is surjective.
All this together shows that in (12.10) we can equivalently sum over all δ ∈ GLr(F ) ∩
gi′KhKg
−1
i up to left multiplication by Γgi′ . Also, since fij = fi′ ∈ Mk(Γgi′), the function
fi′ ∣k δ depends only on the coset Γgi′δ. This finishes the proof. ◻
Finally, we define Hecke operators on analytic Drinfeld modular forms as follows:
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Definition 12.11 For any arithmetic subgroups Γ, Γ′ < GLr(F ) and any element δ ∈
GLr(F ) we define the associated Hecke operator by
Tδ ∶ Mk(Γ′)Ð→Mk(Γ), f z→∑γ f ∣k γ,
where γ runs through a set of representatives of the quotient Γ′/Γ′δΓ.
Using (1.6) and Proposition 6.6 one finds that this is well-defined, and by construction
it depends only on the double coset Γ′δΓ. Also, since the action of GLr(F ) preserves cusp
forms and Mk(Γ) ∩ Sk(Γ ∩ δ−1Γ′δ) = Sk(Γ), the Hecke operator induces a map
(12.12) Tδ ∶ Sk(Γ′)Ð→ Sk(Γ).
We can now rewrite the formula in Proposition 12.9 as follows.
Theorem 12.13 The map on the bottom in Proposition 12.9 is equal to
(fi)ni=1 ✤ // (∑
i′,δ
Tδ(fi′))ni=1,
where, for each index i, the sum extends over all pairs of indices 1 ⩽ i′ ⩽ n and double
cosets Γgi′δΓgi ⊂ GLr(F )∩gi′KhKg−1i . Again the index i′ that actually occurs depends only
on i and h.
Proof. By construction the set GLr(F )∩gi′KhKg−1i is invariant under left multiplication
by Γgi′ = GLr(F ) ∩ gi′Kg−1i′ and right multiplication by Γgi = GLr(F ) ∩ giKg−1i , and it is a
finite disjoint union of double cosets Γgi′δΓgi. The formula results by direct computation
from (1.6). ◻
Remark 12.14 In Theorem 12.13 it can happen that GLr(F ) ∩ gi′KhKg−1i decomposes
into several double cosets. This is related to the fact that the algebraic Hecke operator Th
is by construction defined over F , whereas the analytic Hecke operator Tδ is only defined
over C∞. Thus if M rA,K∩h−1Kh(C∞) has more connected components than M rA,K(C∞), their
common field of definition FK∩h−1Kh is a proper extension of the field of definition FK of the
connected components of M rA,K(C∞), and the algebraic Hecke operator Th can be viewed
as an analytic Hecke operator Tδ followed by a trace map with respect to FK∩h−1Kh/FK .
References
[Ba76] Bartenwerfer, W.: Der erste Riemannsche Hebbarkeitssatz im nichtarchimedischen
Fall. (German) J. Reine Angew. Math. 286/287 (1976), 144–163.
[BBP1] D. J. Basson, F. Breuer, R. Pink: Analytic Drinfeld Modular Forms of Arbitrary
Rank, Part I: Analytic Theory. Preprint May 2018 24p.
28
[BBP3] D. J. Basson, F. Breuer, R. Pink: Analytic Drinfeld Modular Forms of Arbitrary
Rank, Part III: Examples. Preprint May 2018 30p.
[Dr74] Drinfeld, V. G.: Elliptic modules (Russian), Mat. Sbornik 94 (1974), 594–627 trans-
lated in Math. USSR Sbornik 23 (1974), 561–592.
[FvdP04] Fresnel, J., van der Put, M.: Rigid Analytic Geometry and its Applications,
Birkha¨user, 2004.
[Go80b] Goss, D.: π-adic Eisenstein Series for Function Fields, Compositio Mathematica
41 (1980), 3–38.
[Ha¨17] Ha¨berli, S.: Satake compactification of analytic Drinfeld modular varieties, Ph.D.
thesis, ETH Zu¨rich 2018. (in preparation)
[Ka87] Kapranov, M. M.: Cuspidal divisors on the modular varieties of elliptic modules.
(Russian) Izv. Akad. Nauk SSSR Ser. Mat. 51 (1987), no. 3, 568–583, 688; translation
in Math. USSR-Izv. 30 (1988), no. 3, 533–547.
[Ko¨74] Ko¨pf, U.: U¨ber eigentliche Familien algebraischer Varieta¨ten u¨ber affinoiden
Ra¨umen. (German) Schr. Math. Inst. Univ. Mu¨nster (2) Heft 7 (1974), iv+72 pp.
[Pi13] Pink, R.: Compactification of Drinfeld modular varieties and Drinfeld modular
forms of arbitrary rank. Manuscripta Math., 140 Issue 3-4 (2013), 333–361.
[SS91] Schneider, P., Stuhler, U.: The cohomology of p-adic symmetric spaces. Invent.
Math. 105 (1991), 47–122.
Department of Mathematical
Sciences
University of Stellenbosch
Stellenbosch, 7600
South Africa
djbasson@sun.ac.za
School of Mathematical and
Physical Sciences
University of Newcastle
Callaghan, 2308
Australia
florian.breuer@newcastle.edu.au
and
Department of Mathematical
Sciences
University of Stellenbosch
Stellenbosch, 7600
South Africa
Department of Mathematics
ETH Zu¨rich
8092 Zu¨rich
Switzerland
pink@math.ethz.ch
29
