Abstract: This paper presents the robust multi-objective design of a lateral feedback control law for a large flexible blended wing body (BWB) type passenger aircraft. An initial controller is synthesized and optimized using a convex synthesis approach based on the Youla parameterization and an LMI formulation. A multitude of both time-and frequency-domain design constraints are considered aiming to improve disturbance rejection. The obtained control law is numerically validated on several mass cases of the aircraft model, showing high loads alleviation and vibration reduction performance while obeying all stringent design constraints.
INTRODUCTION
Control of flexible aircraft is by now a widely studied task (Hanel [2001] , Jeanneau et al. [2005] , , ), driven by potential weight savings and thus potentially increased fuel efficiency. Novel concepts in civil aviation such as blended wing body (BWB) aircraft introduce numerous new challenges to this class of multi-objective control design problems (see Mialon and Hepperle [2005] ).
The central challenge for a control engineer is to translate the given specifications efficiently and effectively into design parameters for the utilized synthesis methods (usually from optimal or robust control). Typically, these constraints are either stated as weighting functions in the frequency domain (H ∞ / H 2 control, DK-iterations) or as objective function weightings (as in LQ control). One design method with the capability of considering both time-and frequency-domain constraints and objectives at the same time is convex synthesis, which is applied here. aircraft model. Numerous stringent constraints and goals are given in the time and frequency domain. An initial controller is designed using robust modal control design (Magni [2002] ) to partially fulfill these goals. Based on the preshaped plant, a convex synthesis approach using the Youla parameterization and an LMI formulation is taken, optimizing directly for the remaining time-and frequencydomain goals. Moreover, a heuristic algorithm to achieve strong stabilization is proposed. A stable feedback law is obtained and validated successfully on all considered mass cases. High performance in loads alleviation and vibration reduction are achieved, and particularly the time-domain response specifications are obeyed, easing the task of subsequent command shaping (feedforward design), see Schirrer et al. [2010d] .
Previous, closely related studies include a general integrated methodology for multi-objective robust control design (Schirrer et al. [2010a] ), LQ-based lateral control designs of the considered BWB aircraft (Schirrer et al. [2010b] ), followed by the application of a genetic algorithm for parameter optimization of a multiobjective H ∞ DKiteration design (Schirrer et al. [2010c] ). The feedback controller designed in this paper is incorporated in subsequent feedforward control design in Schirrer et al. [2010d] . Longitudinal BWB control using LPV control concepts has been studied in Westermayer et al. [2010] .
The paper is structured as follows: the utilized theory is listed and developed in Sec. 2, the aircraft system model is introduced in Sec. 3, followed by initial and convex feedback control design in Sec. 4 and Sec. 5. Sec. 6 discusses the obtained results, followed by conclusions.
DESIGN METHODOLOGY
A convex representation of the feedback design problem is obtained via the Youla parameterization (Youla et al. [1976] ). An initial controller which performs robust pole placement via partial eigenstructure assignment is de-P = P 11 P 12 P 21 P 22 P = P 11 P 12 P 21 P 22 signed and absorbed into the design plant. The convex feedback synthesis is thus carried out on a chosen, preconditioned design plant in the form of an LMI problem. The obtained control law is validated and its performance is evaluated on a discrete set P = {P j : j = 1, . . . , m} of linearized validation systems (in state-space form):
Robust eigenstructure assignment
As initial controller an output feedback is designed by robust eigenstructure assignment using the techniques and tools given in Magni [2002] . Given a state-space system P as in (1) (subscript j omitted for brevity), q triplets (λ i , v i , w i ) (eigenvalue, input-, and output directions, respectively) are assigned in closed loop (with q ≤ p where p is the number of measurements). Let X = CV + DW , V = [v 1 , . . . , v q ], and W = [w 1 , . . . , w q ] hold. The output feedback gain to assign the given eigenstructure is
(2) where the pseudo-inverse of X yields the norm-minimal feedback gain for q < p, if q = p and X non-singular, the inverse of X can be used instead.
Youla parameterization
For an appropriately partitioned plant P and a (stabilizing) feedback controller K in standard form as in Fig. 1 (left) the (stable) closed-loop transfer T is
where F l is the lower LFT and I is a unit matrix.
The Youla parameterization adds auxiliary controller inputs v and outputs e, such that the closed-loop transfer T ev is zero. Connecting an arbitrary stable and compatible transfer function Q(s) (Youla parameter) with free order between e and v parameterizes all stabilizing controllers affinely in Q(s). In the case of an initially stable plant (or a stabilized plant with an absorbed initial controller), this extension is depicted in Fig. 1 (right), see Boyd et al. [1994] . Equation (3) becomes:
With P 22 (strictly proper) and Q (both stable),
the state space representation of K is:
In implementations Q(s) has to be restricted to a finite, weighted sum of n basis functions. A parameter-affine state-space realization (i = 1, . . . , n)
can be formed with input-or output-parametrization:
Remarks:
• Stabilizing initial controllers in state observer -feedback gain form can be exploited to yield an efficient representation (see Alazard and Apkarian [1999] ).
• Various choices of basis functions Q i (s) in (10) are reviewed in Dardenne [1999] .
Linear Matrix Inequalities (LMIs)
An LMI problem is a convex optimization problem commonly used in control design (see Boyd et al. [1994] ) as:
The matrices F i = F i T ∈ IR n×n are symmetric and fixed,
T are the decision variables, and c T is the cost vector. The constraint F (x) 0 means that the matrix F (x) be positive-semidefinite, i.e. that it possesses only non-negative eigenvalues.
Convex control design
With a plant parameterized in affine form (4), important time-and frequency-domain requirements can be stated as LP, QP, or LMI constraints (convex in the parameters θ), see Dardenne [1999] . Similarly, by bounding a constraint by an additional free variable instead of a constant, any such constraint can be turned into an objective.
Time-domain: SISO l ∞ bounds
A central benefit of convex synthesis methods is the direct incorporation of time-domain constraints and objectives, which enables template-based step-response shaping. Closed-loop timedomain responses are affine in θ:
To constrain a time-domain response z(t) by given lower and upper time-domain bounds
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t k ∈ {t 1 , . . . , t N }, the expansion into the affine form yields two LP-type constraints for each t k :
(16) Note that (15)-(16) also represent two (scalar) LMI constraints and can directly be plugged into an LMI problem.
Frequency-domain: MIMO H ∞ bound
The constraint G ∞ < x can be discretized for a stable G(jω) at a frequency grid ω k ∈ {ω 1 , . . . , ω N } via N constraints σ(G(jω k )) < x. These can be translated into (real-valued) LMI constraints:
where ℜ(·), ℑ(·), and (·) H indicate the real part, imaginary part, and the Hermitian transpose, respectively. This LMI is affine in the parameters (see Dardenne [1999] ). Note that this constraint asserts G stable a priori and is thus not applicable to enforce stability of the controller K.
(18) For a sufficiently fine and broad finite frequency gridding, (18) can be approximated by the Riemann sum
Note that only real terms remain due to the properties of the trace and the Hermitian transpose. The matrix Γ is positive (semi-)definite, making the function h 2 (θ) convex, and Γ can be decomposed into its Cholesky factors Γ = L T L. Then, an LMI constraint equivalent toh 2 < x (x ∈ IR + ) is given as (see Sima [2001] )
Note that this constraint is of fixed size ((n + 1) × (n + 1)) with respect to the frequency grid size N , which allows to use high approximation precision by a fine grid in the precalculation of β, γ, and Γ .
Adaptive constraint refinement The optimization problem size is primarily determined by the number of independent Youla parameter components and by the number of gridpoints at which constraints (or objectives) are defined.
An adaptive grid refinement procedure has thus been implemented for high computational efficiency: 
Strong stabilization constraint
To obtain a stable controller with the convex design outlined above, a constraint to ensure stability of A K in (9) is necessary. The LMI formulation of Lyapunov stability (P = P T ≻ 0)
is however, although sufficient, not affine in the parameters and is thus not applicable. Moreover, high order n K of A K yields a large problem as there are
For this reason, a heuristic algorithm is proposed that embeds a convex region in the non-convex strong stabilization feasibility set Θ sstab = {θ ∈ IR n : λ K (θ) < 0}. Exploiting the fact that the parameter space origin θ = 0 ∈ Θ sstab yields a stable controller, the algorithm is given as follows:
(b.1) Find 2n simplex polytope corners (l = 1, . . . , n, e l = [0, . . . , 0, 1, 0, . . . , 0] T is the l-th unit vector)
3) Maximize a scalar 0 < δ ≤ 1 such that a given number M ≫ 1 of randomly sampled points θ ∈ δ · Ξ pass the actual stability test
This construction is computationally efficient (the initial polytope has only 2n vertices, the hypercube has only 2n facets, and the line search over δ can be efficiently done via binary search). Finally, the inherent conservativeness can be reduced by alternately applying this algorithm and the actual LMI optimization, with the optimizer θ * as new starting point for the hypercube construction.
AIRCRAFT LATERAL MODEL
Longitudinal and lateral flight mechanics and aeroelastic effects of a large blended wing body aircraft pre-design and their coupling were modeled in an integrated fashion by the authors' project partners (Stroscher et al. [2010] ). These models have been used in Westermayer et al. [2010] , Schirrer et al. [2010b] and Schirrer et al. [2010c] already. This study only considers the lateral dynamics as well as the flexible structure modes and aerodynamic lag states to design and validate lateral control laws. A set of k = 18 linearized state space systems (1) for various parameter values of fuel and payload mass (at fixed cruise altitude and airspeed) is available. The state vector x is composed of 4 flight-mechanic states (side slip angle β, roll rate p, yaw rate r, roll angle φ), 24 elastic states (12 structural modes), as well as 10 aerodynamic lag states. The integrator states ψ (yaw angle) and y (horizontal displacement) are neglected in this study. These systems are augmented as shown in Fig. 2 by actuator and sensor dynamics. Utilized inputs u for control design are:
• Symmetric rudder deflection and rate u RU ,u RU • One collected antisymmetric aileron deflection and rate: outer, middle, and inner ailerons are deflected equally (u AIL ,u AIL ), see also Fig. 3 .
The actuator dynamics G act are modeled via 2 nd -order low-pass filters.
Utilized outputs y for control design are:
(1) Side slip angle β CG (near the CG position) (2) Roll rate p (3) Yaw rate r (4) Roll angle φ which are each subject to a time delay of 160 ms (due to signal processing latency, modeled via 2 nd -order Padé approximations) and low-pass filtered via Butterworth filters of 2 nd order. The sensor filters are collected in G sens in Fig. 2 . The augmented system P is of order 58.
Additional exogenous input and output signals for validation are considered -a wind gust disturbance input (lateral wind speed w = v lat ) as well as two structure loads outputs Mx wing and Mx fin (inner moments about the x-axis at the wing root and at the fin root) and the lateral acceleration Ny CG (near the CG position). Fig. 4 ). The SISO transfer functions from rudder to side slip and to yaw rate exhibit slow SISO right half plane (RHP) zeros around q = 0.001. These pose fundamental limitations for SISO control designs that attempt to shape side slip or yaw rate dynamics because they are far inside the required controller bandwidth. However, no slow RHP MIMO zeros appear in the MIMO plant, so MIMO designs yield satisfactory rigid-body response performance as shown in Schirrer et al. [2010b] . Moreover a number of low-damped poles affect the disturbance (lateral wind) -lateral acceleration path strongly, which is relevant for passenger comfort and possibly fatigue (see Fig. 4 ). The damping of the most critical mode around 20 rad /s should thus be increased robustly. 
Control goals
A control law to robustly shape the lateral reference and disturbance responses should be synthesized, with special emphasis on maneuver loads alleviation and disturbance rejection. Tab. 1 shows the set of relevant control specifications.
INITIAL FEEDBACK CONTROL DESIGN
To achieve most of the general and tracking specifications in Tab. 1, an initial controller is designed by robust partial eigenstructure assignment (utilizing the MATLAB Robust Modal Control Toolbox in the book Magni [2002] ):
(1) The low-frequency rigid-body dynamics is robustly assigned by low-pass-filtered output feedback. A truncated design plant with rigid-body and 2nd-order actuator dynamics is utilized. The DR mode is assigned at p 1,2 = −0.4 ± 0.4j, the remaining two real poles are placed as to fulfill the step response time constants. The control law with absorbed Butterworth filters is of order 6. (2) The damping of a high-frequency flexible mode at about 20 rad /s is increased via a bandpass-filtered output feedback through eigenvector projection. Bandpass 2nd-order Butterworth filters are utilized, the flexible mode is reassigned at an increased damping, and a nearby mode is pinned (reassigned) at its location to avoid its destabilization. The resulting combined control law is of order 10.
A comparison of open-and closed-loop validation step responses for selected, extremal mass cases is depicted in Fig. 5 . It is evident that the controller yields mainly satisfactory results, however, the decoupling specifications are not entirely fulfilled (see roll reference (scaled aileron) to side slip). The initial control law K init is absorbed into the plants, and these preconditioned plants are used for convex dynamic feedback control design.
AIL ( The convex optimization problem is formulated with specific constraints and objectives (see Tab. 2). The cost function is the sum of an H ∞ , an H 2 , and a time-weighted l ∞ objective, each normalized to 1 for the initial, precompensated plant. The parameter bounds for strong stabilization were found via the algorithm in Sec. 2.5 which yields better performing stable controllers as compared to merely downscaling the Youla parameter of an unstable controller for this problem. Constraint C1 restricts the parameters to the obtained hypercube bounds.
The problem is solved to optimality and the constraint design grids are adaptively refined until all constraints are fulfilled on finely-spaced validation grids. Constraint C6 was found necessary in validation to limit fin loads in the roll maneuver, so it was added and the problem re-solved.
As an example, the AIL → Ny CG step response in Fig. 6 (right) illustrates objective O3 with its bounds and the adapted definition grid. This, together with constraint C4 (whose effect is seen in Fig. 5 ), has the important consequence of achieving a coordinated turn and reasonably low lateral accelerations. All other responses are at least as good as those of the precompensated plant, with a number of notable improvements after optimization:
• Decoupling and coordinated turning is realized robustly (see Fig. 5 ).
• Disturbance attenuation is improved, particularly in v lat → Ny CG (see Fig. 6 (left)) and v lat → β CG . • Wing and fin root peak and DC loads are decreased in the RU and AIL step responses. Finally, the loads induced by the roll and side slip maneuvers are decreased as compared to the initial control design. In Schirrer et al. [2010d] , the subsequent dynamic feedforward design focuses on maneuver loads alleviation specifically.
Detailed analysis of the entire validation set shows performance deficits in low-fuel mass cases for the v lat → Mx wing and v lat → Ny CG transfers which can potentially be assessed by utilizing a robustly performing initial controller. Some suitable design methods are a robust multimodel eigenstructure assignment (see Magni [2002] ), or LFTbased µ synthesis (D-G-K-iterations, Q-µ-iterations Dardenne [1999] ), or the synthesis of a scheduled control law (if the fuel level is available online for control) as in Torralba et al. [2009] .
CONCLUSIONS
A state-of-the-art flight control design for the lateral dynamics of a large, flexible BWB transport aircraft predesign model has been performed. A multitude of partially conflicting goals and constraints in the time, frequency, and eigenstructure domains have been directly considered. An initial controller has been designed using robust partial eigenstructure assignment. Then, a convex synthesis has been performed, optimizing the closed loop for the remaining frequency-and time-domain objectives under timedomain and strong stabilization constraints. The resulting controller is validated at a set of aircraft mass cases with various fuel and payload levels at cruise conditions and performs well in the entire domain in terms of tracking, decoupling, and disturbance rejection. Problematic mass cases have been identified and discussed.
Ongoing work includes feedforward design (carried out in Schirrer et al. [2010d] ), explicit incorporation of structured uncertainties (Q-µ-iterations), and scheduling techniques.
