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Abstract 11 
Artificial neural networks (ANNs) were developed which enable evaluation of long-term permeability losses that occur in 12 
permeable reactive barriers (PRBs) used in groundwater remediation. The network architectures consist of non-changing 13 
input and output layer(s) while the optimal hidden layer types and structures were determined through trial-and-error. Fluid 14 
residence time within the PRB, pressure drop, inlet volumetric flow rate, dynamic viscosity of fluid, average porosity, 15 
average particle size and the length of the reactor were selected as the input parameters to estimate the output parameter, 16 
namely, permeability. Of all experimental data available for each ANN structure, 70% was used for training, 15% for 17 
validation and the remaining 15% for testing the ANN. The ANN structures were developed using a combination of soft 18 
computing techniques and mathematical association of varying physical parameters. Predictions obtained from the 19 
optimized ANN structures were compared with linear and non-linear regression models to assess their performance. The 20 
results indicate that ANN performs significantly better than the regression models and ANN modelling is a promising tool 21 
for the simulation and assessment of the permeability decline in PRBs. 22 
Keywords Artificial neural network (ANN) · Permeability Loss · Permeable reactive barrier (PRB) · Zero-valent iron 23 
(ZVI) · Mineral precipitation 24 
1 Introduction 25 
Permeable reactive barrier (PRB) is a well-known technology for groundwater treatment (U.S. EPA 2002; Das 2002; 26 
Chandrappa and Das 2012, 2014). It is a passive in-situ treatment wall (porous) filled with a reactive material and installed 27 
perpendicular to the groundwater flow in the subsurface (Fig. 1). The PRBs capture the contaminant plumes, break down 28 
the contaminants and release the treated water into the surroundings. The contaminants are chemically, physically and/or 29 
biologically treated through the main processes of immobilization and transformation depending on the type of the reactive 30 
material. Conventionally, zero-valent iron (ZVI) is the reactive material used in PRBs but other materials such as 31 
surfactant-modified zeolites and peat moss have also been used (Chandrappa and Das 2012, 2014). ZVI has been widely 32 
used in PRBs as it is a highly reactive material and is suitable for treatment of various kinds of contaminants, i.e., heavy 33 
metals and hydrocarbons (Scherer et al. 2000; Vignola et al. 2011). One of the main limitations of this technology has to 34 
do with somewhat unpredictable longevity of the treatment system. This is mainly due to the intricate physico-chemical 35 
processes, which occur in the PRB during the treatment process, one of which is permeability losses (Philip et al. 2003; Li 36 
et al. 2005; Ruhl et al. 2011; Wilkin et al. 2014). 37 
Permeability decline of ZVI in PRB primarily takes place due to mineral precipitation (Liang et al. 2003; Hosseini et al. 38 
2011). Apart from participating in reactions that are capable of degrading the contaminants, ZVI will also react with 39 
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dissolved oxygen and other mineral constituents in the groundwater (mainly carbonates) as well as the water itself to form 40 
iron hydroxides. The formation of these secondary precipitates produces a coating on the ZVI particles surface and clogs 41 
the pores in the ZVI barrier. As a result, a decline in the porosity, and therefore, permeability of the ZVI barrier occurs, and 42 
the access of the contaminants to ZVI becomes constrained. 43 
 44 
 45 
 46 
 47 
 48 
 49 
Fig. 1 Schematic diagram showing contaminated groundwater flowing through a PRB 50 
As PRB is a passive treatment system, there are no additional forces that drive the flow of contaminant plumes through 51 
the PRB (Das, 2005; Chandrappa and Das 2014). Therefore, the contaminated groundwater may bypass if the barrier is 52 
blocked significantly due to the reduction in permeability, and thus, the main function of the PRB, i.e., contaminants 53 
treatment, may be lost. As such, it is important to have an idea of the permeability loss over time for particular design of a 54 
PRB. It is evident from several literatures (e.g., Wilkin et al. 2002; Reardon 2005; Johnson et al. 2008) that the 55 
permeability loss occurs after the PRB has been installed in the subsurface. However, the data collected from field scale 56 
are difficult to use directly to determine the long-term permeability losses due to the fact that there are many uncontrolled 57 
parameters that affect the process. On the other hand, due to the time limitations, the data collection which is prolonged for 58 
many years in laboratory scale studies is often not practical. In principle, an approach based on computational fluid 59 
dynamics (CFD) may be employed to determine permeability losses (e.g., see, Liu et al. 2011) and the mathematical 60 
modelling should be capable of determining if there is a decline in the permeability (Jeen et al. 2012). However, the CFD 61 
tools generally require complex solution procedures for the governing equations for mass transport and fluid flow besides 62 
any other constitutive equations for changes in the physico-chemical properties of the PRB. The CFD models generally 63 
assume that the in-situ processes in the PRB can be described by well-defined parameters and governing equations; 64 
however, this is not necessarily the case.  65 
In a different context, it can be seen that several researchers have applied the artificial neural networks (ANNs) in 66 
predicting the permeability for porous domains (e.g., oil reservoirs, membrane filters for water treatment) and have 67 
concluded that ANN performed well and provided accurate results (Afshari et al. 2014; Inthata et al. 2013; Karimpouli et 68 
al. 2010). The ANN is a computational tool composed of simple elements working in parallel commonly known as 69 
neurons (Hanspal et al. 2013), which imitate the workings of the human brain and nervous system. The neurons are 70 
grouped into three interconnected layers (the input, hidden and output layers) (Modrogan et al. 2010; Deka and Quddus, 71 
2014). It is used as an alternative to logistic regression, which is a statistical technique with the same goal of predicting an 72 
outcome variable based on pre-determined set of input parameters. However, ANN is not a physically based approach and 73 
it relies on the network’s ability to understand given information and/or outputs from physically based relationships 74 
derived using other methods, e.g., CFD and/or experiments (Tu 1996; Deka and Quddus, 2014). For example, ANN 75 
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architectures were developed to determine dynamic capillary pressure effects in two-phase flow in heterogeneous porous 76 
domains which used data from computational flow physics-based studies (Das et al. 2015). 77 
In the context of this work, ANN is an attractive option as it can be used to determine the slow process of permeability 78 
decline in PRB much beyond the span of typical laboratory experiments. ANN allows a continuous learning process where 79 
the input data can continuously be updated creating a larger database for better training and validation of the ANN 80 
structure, hence, enabling better predictions. The input and output parameters for the ANN structures can be controlled and 81 
varied to simulate a process where data are missing or only discreet data points are available, e.g., see the work by Zargari 82 
et al. (2013). Zargari et al. claimed that the most accurate permeability data from the laboratory experiments do not 83 
provide a continuous profile along the line of measurement. Therefore, they used ANN to predict the porosity and 84 
permeability of their porous domain of interest which were then compared with the experimental results. It was concluded 85 
that the ANN models provided lower errors and the results from porosity modelling is better than from the permeability 86 
modelling.  87 
Motivated by the above background, this work aims to develop artificial neural networks (ANNs) for predicting the 88 
permeability losses in PRB. The main objective is to develop the ANNs and use them to model the permeability losses that 89 
take place in zero-valent iron permeable reactive barriers (PRBs). A variety of single and double hidden layer ANN 90 
structures were designed to predict permeability decline at different pressure points of a laboratory scale PRB which was 91 
carried out mainly by varying the number of neurons in the hidden layer(s). Bearing in mind that increasing the number of 92 
neurons and the number of hidden layers do not necessarily determine how good an ANN structure is, a statistical analysis 93 
of the obtained results was carried out to identify the best ANN structures by comparing them to regression models.  94 
 95 
2. Methodology 96 
 97 
2.1 Data Collection 98 
 99 
The reference datasets used for the development and implementation of the ANN were obtained from well-defined in-100 
house laboratory experiments. For this purpose, two clear acrylic square tubes (Hindleys Ltd., Sheffield, UK) with the 101 
dimensions of 10 cm height x 4.45 cm width x 4.45 cm length and wall thickness of 0.63 cm were packed with ZVI of two 102 
different particle sizes, namely, coarse (2.35 ± 0.01 mm) and fine (0.40 ± 0.02 mm) sizes. The density of then ZVI particles 103 
obtained from pycnometer measurement was 7.25 g/cm3. For the fine and coarse ZVI beds, the initial porosities at the time 104 
of packing the particles were 0.62 and 0.52, respectively. 105 
 106 
 107 
 108 
 109 
 110 
Fig. 2 Schematic diagrams of (a) experimental setup for collecting of data of permeability losses over time and (b) location 111 
of pressure ports 112 
 113 
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Fig. 2 illustrates the schematic diagram of the experimental setup where water flowed through the column at the initial 114 
flow rates of 0.29 mL/min and 0.24 mL/min for coarse and fine ZVI, respectively. The fluid pressure was measured using 115 
pressure meters at different time intervals from the 4 pressure measuring ports, P1, P2, P3 and P4. The differential pressure 116 
used in this study is denoted as ΔP with the subscript of port location, i.e. ΔP12 means the difference in pressure between P1 117 
and P2. The permeability values at any particular time were calculated from Darcy’s law (Holdich, 2002; Das et al., 2005; 118 
Nassehi and Das, 2007) using the measured data from the experiments. Please note that although the data are collected 119 
from laboratory scale (small) experiments, the designed set up represent real field scale values. This is because the relevant 120 
parameters were kept similar to the field conditions as far as possible. For example, the flow rate was set to simulate 121 
typical groundwater flow and the ZVI packing in the cell was similar to a real PRB. 122 
 123 
2.2 ANN Modeling 124 
In this study, MATLAB’s ANN toolbox was used to develop single and double hidden layer ANNs. The reference data 125 
were imported into MATLAB using appropriate calling functions after which each network was trained. The training was 126 
carried out by dividing the collected data into three sets: 70% for training, 15% for validation and 15% for testing the ANN 127 
structures. During training, the number of neurons hidden layer(s) was varied from 2 to 12 neurons to determine the 128 
optimum architecture. A correlation coefficient, R and slope, m, with values close to 1 and an intercept value close to 0, 129 
were the criteria used to indicate a good ANN structure. Each structure was trained at least 20 times and an average of the 130 
best 10 network training data results were further analysed to determine the best single- and double- hidden-layered 131 
structures for each of the 4 sets of data. Details of the extensive analysis carried out on the results obtained are discussed in 132 
the following sections. 133 
 134 
Before training the neural networks, some default processing functions were altered by changing some of the network 135 
parameters to scale the input and targets to be within the desired range. The epoch limit was set to 200 iterations, the goal 136 
for error was set to 0 and the {mapstd} function (i.e., the function that processes the data matrices by mapping each row’s 137 
means and deviations to the default value) was used to normalise the training dataset values to lie between 0 and 1. In 138 
addition, regression analysis was carried on the reference experimental data to validate the ANN performance, details of 139 
which will be discussed subsequently. 140 
 141 
As shown in Table 1, the input variables include fluid residence time, pressure drops at four (4) measuring ports in the 142 
ZVI filled cells representing small laboratory scale PRBs (see Fig. 2), inlet flow rate, dynamic viscosity of fluid, average 143 
porosity (initial values), average particle size (initial values) and the length of the laboratory scale reactor while 144 
permeability was the output variable. The input and output variables were selected as they are known to affect either the 145 
flow of a fluid through the porous materials and hence, the permeability losses. 146 
 147 
In artificial neural networking, the output values can be determined at a time from the given set of input variables, 148 
combining the pressure drop results obtained from the 4 measuring ports (∆P12, ∆P13, ∆P34 and ∆P24). The fine and coarse 149 
ZVI data were combined in order to have a substantial number of datasets. However, the process of developing the ANN 150 
architectures would be very complex, and could introduce artificial over-fitting of the data. Hence, relatively simple ANN 151 
structures, shown in Fig. 3, were used for single-hidden-layer model and double-hidden-layer model with seven inputs. 152 
The mentioned structures were used to model the permeability decline in the PRB utilising the data obtained from the 4 153 
pressure measuring ports separately using the same six other input variables in the input layer of the ANN architecture.  154 
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 155 
Table 1 Statistics of the input and output variables used for ANN modeling 156 
 157 
 Independent 
variable 1: 
time (day) 
Independent 
variable 2: 
viscosity 
(g/ms) 
Independent 
variable 3: 
length of the 
reactor (m) 
Independent 
variable 4: 
porosity 
Independent 
variable 5: 
particle size 
(mm) 
Independent 
variable 6: 
pressure 
drop (mbar) 
Independent 
variable 7: 
inlet flow rate 
(ml/h) 
Dependent 
variable: 
permeability 
(m2) 
Range 0-72 9.13x10-4 0.1 0.52-0.62 2.35-4 0-6.84 14.4-17.4 2.33x10-10- 
3.58x10-7 
Mean 
value 
- - - 0.57 3.175 1.33 15.9 4.15x10-8 
Standard 
deviation 
- - - 0.07 1.17 1.49 2.12 6.57x10-8 
 158 
 159 
 160 
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Fig. 3 The two proposed ANN structures containing seven inputs (a) single-hidden-layer model and (b) double-hidden-layer 163 
model 164 
 165 
2.3 Performance Testing 166 
 167 
After developing various ANNs, the data collected were used as the testing data. Utilizing Microsoft Excel, the following 168 
criteria were employed to compare the performance of the ANN and regression models: average absolute relative error, sum 169 
squared error, threshold statistics, correlation coefficient, and Nash-Sutcliffe efficiency. These are discussed below.  170 
 171 
Average Absolute Relative Error (AARE): 172 
This measure of accuracy is the average of the relative errors usually expressed as a percentage and is defined as follows:     173 
                                                      AARE = 1
𝑁
∑ �
𝑆𝑐𝑐𝑐−𝑆𝑜𝑜𝑜
𝑆𝑜𝑜𝑜
�𝑁𝑖=1 × 100                                                       (1) 174 
where N is the total number of data points predicted; 𝑆𝑜𝑜𝑜 and 𝑆𝑐𝑐𝑐  are the observed and calculated permeabilities, 175 
respectively. Good model performances are indicated by lower AARE values. 176 
 177 
Sum Squared Error (SSE): 178 
This represents the total squared deviation between the observed and calculated values. It is also used as a measure of 179 
variation within a group of data. It is defined by the formula 180 
 181 
    SSE = ∑ (𝑁𝑖=1 𝑆𝑜𝑜𝑜 − 𝑆𝑐𝑐𝑐)2                                                     (2) 182 
 183 
If all model results were identical the SSE would be 0.  184 
 185 
(a) 
(b) 
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Threshold Statistics (TS): 186 
Here, a set of threshold values are used to distinguish ranges of values when the predicted behavior of a model varies in an 187 
important way. The threshold statistics for a level of absolute relative error (ARE) of x% is defined by the formula 188 TS = 𝑁𝑥
𝑁
                                                                                      (3) 189 
 190 
where Nx is the predicted number of data points for which the absolute relative error falls below the x%. The percentages 191 
used in this work are 5, 10, 25, 50 and 100%. This equation measures the consistency in prediction errors. Large threshold 192 
values indicate better model performance. 193 
 194 
Correlation Coefficient (R): 195 
The Pearson product moment coefficient R is defined by the equation 196 
 197 R = ∑(𝑆𝑜𝑜𝑜−?̆?𝑜𝑜𝑜)×(𝑆𝑐𝑐𝑐−?̆?𝑐𝑐𝑐)
�∑(𝑆𝑜𝑜𝑜−?̆?𝑜𝑜𝑜)2×(𝑆𝑐𝑐𝑐−?̆?𝑐𝑐𝑐)2                                                                                 (4) 198 
where ?̆?𝑜𝑜𝑜 and ?̆?𝑐𝑐𝑐  are the average observed and calculated permeability values, k. This equation was used to show the 199 
dependency between simulated and observed data. A good model is indicated by having R-values nearing 1.0.  200 
 201 
Nash-Sutcliffe efficiency (E): 202 
The Nash-Sutcliffe efficiency coefficient E is defined by the formula: 203 E = 1 − ∑(𝑆𝑐𝑐𝑐−𝑆𝑜𝑜𝑜)2
∑(𝑆𝑜𝑜𝑜−?̆?𝑜𝑜𝑜)2                              (5) 204 
Values of E nearing unity signify high accuracy of predicted data and hence, indicate a good model.  205 
 206 
2.4 Multiple Regression Analysis 207 
 208 
Multiple regression analysis (MRA) is a statistical analysis method. It construes the variance of a dependent variable using 209 
given independent variables. In order to find the best permeability-predicting model, MRA was employed by using 210 
experimentally collected and observed permeability results to serve as independent and dependent variables, respectively. In 211 
this paper, both linear and non-linear MRA were adopted. They were used as comparisons to the predictions acquired using 212 
ANN. The regression data analysis tool of Microsoft Excel was utilized for all regression modelling work.  213 
 214 
Linear multiple regression (LMR): 215 
LMR was employed to generate a mathematical relationship that describes variations on the permeability, regressed against 216 
all seven independent input parameters 217 
 218 
 𝑘 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 … + 𝛽7𝑥7                                                                                   (6) 219 
 220 
where: k is the permeability;  𝛽0 → 𝛽7 are the regression coefficients to be estimated using the ANOVA regression tool; and 221 
𝑥1 →  𝑥7 are the independent variables which are all raised to the power of 1. 222 
 223 
Non-linear multiple regression (NLMR): 224 
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In this work the non-linear multiple regression (NLMR) was also applied to evaluate the ANN result. By applying the same 225 
variables as in LMR, NLMR uses a polynomial range of different orders as investigated by Jain and Indurthy (2003). The 226 
general forms of the equations for NLMR have been chosen as recommended by Jain and Indurthy (2003), where the 227 
permeability values are regressed as shown below.  228 
 229 
𝑘 = 𝛽0 + 𝛽1(𝑥1)0.05 + 𝛽2(𝑥2)0.05 … + 𝛽7(𝑥7)0.05                                           (7) 230 
𝑘 = 𝛽0 + 𝛽1(𝑥1)0.5 + 𝛽2(𝑥2)0.5 … + 𝛽7(𝑥7)0.5                                                                                         (8) 231 
𝑘 = 𝛽0 + 𝛽1(𝑥1)1.25 + 𝛽2(𝑥2)1.25 … + 𝛽7(𝑥7)1.25                                                                                     (9) 232 
 233 
3 Results and Discussion 234 
3.1 Data Collection 235 
The experimentally determined plot of flow rate at the outlet (mL/h) versus time (day) for both coarse and fine ZVI particles 236 
is shown in Fig. 4. For the same inlet flow rate, and, hence, fluid pressure at the inlet, it can be seen that the outlet flow rate 237 
is continuously decreasing with time. The outlet flow rate is significantly reduced for both particle sizes, i.e., from 18 mL/h 238 
to 1 mL/h and from 14.5 mL/h to 8 mL/h for the coarse and fine ZVI particles, respectively. This indicates that the 239 
permeability is decreasing, thus reducing the flow rate for the same imposed inlet fluid pressure. 240 
 241 
Fig. 4 Outlet flow rate (mL/h) versus time (day) for ZVI beds consisting of coarse and fine ZVI particles. Please note that 242 
data are presented starting from 2 days as the PRBs take approximately 2 days to reach steady values. 243 
As shown in Fig. 2, the pressure drop values were measured across 4 different reference points of ΔP12, ΔP14, ΔP13 and 244 
ΔP24. The permeability (k) values were calculated from the directly measured data from the experiment using Darcy’s law. 245 
Fig. 5 illustrates the permeability across the 4 different reference points at different time periods for the coarse and fine 246 
particles. The trend is more obvious for coarse particles but it can still be observed that the permeability is decreasing in the 247 
similar patterns for both particle sizes. As the reactor is small, the differences in the losses in permeability values at different 248 
locations are small and it seems that the permeability values are quite close to each other as well. These permeability values 249 
are used as a reference data for developing the ANN structure which will be discussed in the following section.  250 
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  252 
Fig. 5 The intrinsic permeability values (k, m2) versus time (day) for (a) coarse and (b) fine ZVI particles  253 
3.2 ANN Modeling 254 
3.2.1 Training and validation of ANN structures 255 
Fig. 6 depicts typical plots for training and post-training analysis of an ANN structure for a selected pressure point, i.e., ∆P13. 256 
It was observed that the mean-square errors decreased as the network training process progressed.  257 
 258 
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 260 
Fig. 6 (a) Trained network analysis and (b) post-training analysis for ANN [7-4-6-1] model of ∆P13 data 261 
 262 
The number of iterations (epochs) was varied for all ANN models trained. This was due to the fact that the validation 263 
test stops the training of the network when the peak performance is achieved. It can be seen from Fig. 6(b) that the post-264 
training analysis provided the best linear fit of the data points (shown in red linear line) between the plot of the outputs (Y) 265 
on the y-axis and the targets (T) on the x-axis. It is also confirmed by the high R value of 0.997. The line of best fit is then 266 
used to determine the correlation coefficient, slope and intercept which were the results used to decide the best ANN 267 
structure. Table 2 shows the post analysis results of the best ANN structures using each of the 4 sets of reference data. 268 
Generally, good results were obtained using the ∆P12, ∆P13 and ∆P34 but not with the ∆P24 data. We believe this is due to the 269 
shortage of data points, but as more experimental data become available in the future, better prediction would be achieved.  270 
3.2.2 ANN Performance Testing 271 
From the AARE plots depicted in Fig. 7, it is evident that the ANN structures have AARE values with a magnitude 10 272 
times lower than that of the regression models, i.e., the ANN structures performed significantly better than the linear and 273 
non-linear regression models. However, there were two exceptions where the ANN structures designed with the ∆P12 and 274 
∆P24 data performed in a similar manner to the non-linear regression (Fig. 7(a)) and linear regression (Fig. 7(d)), 275 
respectively, possibly due to data shortage (74 data points). Nevertheless, the ANN [7-10-12-1] model showed some 276 
improvement. It can be seen from Fig. 7(b) that the ANN [7-4-6-1] model had a  low value  when the ∆P13 data was used, 277 
while in Fig. 7(a) the AARE values for the ANN structures designed using the ∆P12 data are all of similar magnitudes. Also, 278 
from Fig. 7(c), it can be observed that the ANN [7-2-1] performed notably better than the other ANN structures having a 279 
value of 15.61 when the ∆P34 data was utilized. 280 
Table 2 Post training data of the best ANN structures using experimental data from 4 different pressure points 281 
ANN structure Correlation coefficient,  R Slope, m Intercept, c 
∆P12 
 
7-2-1 0.9167 0.7476 7.42E-13 
7-4-1 0.9211 0.8350 4.88E-13 
7-6-1 0.9161 0.8720 5.28E-13 
7-2-4-1 0.9113 0.8450 8.21E-13 
7-4-6-1 0.9328 0.8310 7.05E-13 
7-6-8-1 0.9304 0.8220 7.41E-13 
∆P13 
 
7-2-1 0.9730 0.8650 6.58E-13 
7-8-1 0.9718 0.9520 2.39E-13 
7-10-1 0.9485 0.9030 3.66E-13 
7-4-6-1 0.9926 0.9730 8.73E-15 
(a) (b) 
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7-8-10-1 0.9752 0.9330 2.68E-13 
7-10-12-1 0.9639 0.9170 4.74E-13 
∆P34 
 
7-2-1 0.9782 0.9810 4.62E-14 
7-4-1 0.9745 0.9520 1.50E-13 
7-6-1 0.9723 0.9670 1.05E-13 
7-2-4-1 0.9696 0.9020 8.73E-15 
7-4-6-1 0.9534 0.9070 3.86E-13 
7-10-12-1 0.9732 0.9400 1.86E-13 
∆P24 7-2-1 0.4732 0.2165 4.76E-12 
7-6-1 0.4098 0.1878 6.06E-12 
7-10-1 0.5082 0.2740 5.13E-12 
7-2-4-1 0.5519 0.3443 4.69E-12 
7-8-10-1 0.6261 0.4180 3.78E-12 
7-10-12-1 0.6383 0.4590 4.01E-12 
 282 
Fig. 7 illustrates the SSE comparisons and it signifies that the regression models perform poorly for all the 4 datasets. 283 
Particularly, the x0.05 non-linear regression model performed the worst in all 4 cases with errors of 1.19x10-20, 2.96x10-20, 284 
2.79x10-21 and 6.15x10-20. From Fig. 8(a), it can be seen that the ANN structures designed using the ∆P12 data performed 285 
similarly with the exceptions of ANN [7-2-1] which had higher error of 2.61x10-22. This trend with the ANN [7-2-1] model 286 
was also seen with the ∆P13 data as shown in Fig. 8(b) with the value of 3.55x10-22, the ANN [7-4-6-1] model is seen to 287 
perform the best using the ∆P13 data with the value of 1.56x10-23.  From Fig. 8(c), it can be observed that the ANN [7-10-12-288 
1] performed well with the ∆P34 data (error: 1.20 x10-25). In terms of the ANN structures designed with the ∆P24 data, 289 
although the SSE values were higher than anticipated, the double hidden layer structures are seen to perform better than the 290 
single layer structures. The results improved as the number of neurons in the double hidden layer was increased, i.e., ANN 291 
[7-10-12-1] performed the best with an error value of 7.74x10-21. 292 
293 
 294 
Fig. 7 Comparisons of the AARE of the regression (linear and non-linear) and ANN structures at different reference points 295 
(a) ∆P12; (b) ∆P13; (c) ∆P34; and (d) ∆P24  296 
(a) ∆P12 (b) ∆P13 
(c) ∆P34 (d) ∆P24 
12  
  297 
 298 
Fig. 8 Comparisons of the SSE between regression and ANN structures at different reference points (a) ∆P12; (b) ∆P13; (c) 299 
∆P34; and (d) ∆P24  300 
 301 
 302 
Fig. 9 Comparisons of E and R between regression and ANN structures at different reference points (a) ∆P12; (b) ∆P13; (c) 303 
∆P34; and (d) ∆P24 304 
(a) ∆P12 (b) ∆P13 
(c) ∆P34 (d) ∆P24 
(a) ∆P12 (b) ∆P13 
(c) ∆P34 (d) ∆P24 
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 305 
 306 
Fig. 10 Comparison of threshold values between regression and the ANN structures at different reference points (a) ∆P12; 307 
(b) ∆P13; (c) ∆P34; and (d) ∆P24 308 
 309 
Comparisons between the regression (linear and non-linear) and ANN models using efficiency (E) and correlation 310 
coefficient (R) as presented in Fig. 9 also highlight how poorly the regression models performed with the non-linear 311 
regression models performing the worst. For example from Fig. 9(d), the x0.05 non-linear regression model is seen to have an 312 
efficiency E of -0.267 and a correlation coefficient R of 0.000121, which are very low values. On the other hand, the ANN 313 
structures had high efficiency and correlation coefficient values, with most values nearing 1 except the models designed 314 
using the ∆P24 data with the highest efficiency and correlation coefficient values being 0.7072 and 0.6383, respectively. It is 315 
logical to expect that the ANNs would perform better than the LR and NLR models as the ANNs are trained to the data 316 
obtained while the LR and NLR are simply regressed using the available data points. The data collected from the 317 
experiments are governed by Darcy’s law which is a linear relationship between permeability and other factors that affect 318 
the flow hydrodynamics (e.g., pressure drop). However, the permeability losses in the PRBs seem to be a non-linear process 319 
and consequently, none of the LR and NLRs performs well.  320 
 321 
Observing the threshold statistics plots, the underperformance of the regression models is again apparent as Fig. 10 322 
shows. From Fig. 10(a), the poor performance of the NLR (x0.05) is visible where none of the AARE values fell into the 323 
threshold statistics categories. In contrast, it can be seen that the ANN [7-4-1] structure performed the best with a TS-5 324 
value of 87.84 and 100% of its AARE values were within the TS-100 category. The TS values obtained from the ∆P24 data 325 
were again lower than anticipated. Even for TS-100, the highest value obtained was only 48.65 obtained by both ANN [7-8-326 
10-1] and [7-10-12-1]; these might be due to the data shortage as discussed previously. 327 
 328 
It is evident from the performance testing by comparing the results from ANN prediction to that of the regression models 329 
(both linear and non-linear) that the ANN has higher accuracy. From the comparisons of all ANN models and the error 330 
statistics, it also seems that the best performing models are single-hidden-layer model ANN [7-2-1] with the data at the 331 
pressure point of ∆P34 and double-hidden-layered model ANN [7-4-6-1] with the data at the pressure point of ∆P13. In order 332 
to demonstrate how the permeability data compare, Fig. 11 is prepared which depicts the permeability versus time plots 333 
using the data from one of these ANN structures, namely: (a) single-hidden-layered model ANN [7-2-1] and the regression 334 
(a) ∆P12 (b) ∆P13 
(c) ∆P34 (d) ∆P24 
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models; and (b) double-hidden-layered model ANN [7-4-6-1] and regression models. The structures of these two ANNs are 335 
shown in Fig. 3 which we used to explain the proposed ANNs. The data from these ANNs were compared with the 336 
reference permeability data correspondingly to determine the accuracy of the ANN and regression models. The figure 337 
reflects that the predictive abilities of regression (linear and non-linear) models are significantly poor. Although the linear 338 
regression models performed slightly better than the non-linear regression models, they do not provide sufficient 339 
representation of the reference permeability data. On the other hand, ANN structures, both single and hidden layer equally 340 
provide a much more accurate depiction of the characteristic behavior of the reference permeability data. In Fig. 11, the LR 341 
and NLR equations at ∆P34 are given by k = 3.75E-12 + 7.51E-15 (X1) - 2.74E-12(X2) + 5.02E-12(X7) and k = 3.75E-342 
12+7.51E-15(X10.5)-2.74E-12(X20.5) + 5.02E-12(X70.5), respectively. The LR and NLR equations are k = 8.997E-12-1.47E-343 
13(X1)-2.44E-12(X2) + 1.11E-11(X7) and k = 8.997E-12-1.47E-13(X10.5)-2.44E-12(X20.5)+1.11E-11(X70.5) at ∆P13, 344 
respectively. 345 
 346 
347 
Fig. 11 The plot of permeability versus time for: (a) Reference data, ANN [7-2-1], LR and NLR (0.5) models at ∆P34; and 348 
(b) Reference data, ANN [7-4-6-1], LR and NLR (0.5) models at ∆P13 349 
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4 Conclusions 350 
The main objective of this study, i.e., to create a permeability-predicting ANN structure has been achieved. ANNs (single 351 
and double hidden layered) and regression (linear and non-linear) models were attempted and the complex relationships 352 
between the observed permeability decline and the physical parameters characterizing the process were determined. The 353 
deployed data used for model development, network training, performance evaluation and further analysis were gathered 354 
from in-house experiments data. Permeability loss is one of the main limitations of the ZVI-PRB technology, and it has been 355 
established that ANNs can model these permeability losses better than regression models. From the performance statistics 356 
parameters, which comprise the average absolute relative error (AARE), sum squared errors (SSE), threshold statistics (TS), 357 
correlation coefficient (R) and efficiency (E), the high performance of ANN for predicting the permeability decline in PRBs 358 
is demonstrated. It can be seen from the correlation coefficient value in the post-training data that the best single and 359 
double-hidden-layer ANN structures are ANN [7-2-1] at ∆P34 and ANN [7-4-6-1] at ∆P13, respectively. According to all 360 
performance comparison criteria, these two structures reflect the best results.  In addition, these structures are matched with 361 
the proposed ANN structures. In summary, ANN is shown to be a reliable tool in predicting the permeability loss in PRB 362 
system and the best ANN structures that should be adopted are ANN [7-2-1] and ANN [7-4-6-1]. 363 
 364 
References 365 
Afshari A, Shadizadeh SR, Riahi MA (2014) The use of artificial neural networks in reservoir permeability estimation from 366 
well logs: focus on different network training algorithms. Energy Sources, Part A: Resources, Utilization and Environmental 367 
Effects 36(11):195-1202 368 
Chandrappa R, Das DB (2012) Solid Waste Management: Principles and Practice. Springer-Verlag.  369 
Chandrappa, R, Das DB (2014) Sustainable Water Engineering: Theory and Practice. John Wiley and Sons.   370 
Das DB (2002) Hydrodynamic modelling for groundwater flow through permeable reactive barriers, Hydrological Processes 371 
16(17): 3393-3418 372 
Das DB (2005) Hydrodynamic modelling for coupled free and porous domains while designing permeable reactive barriers. 373 
IAHS Red Book Series, IAHS Publication 298:136-143 374 
Das DB, Hanspal NS, Nassehi V (2005) Analysis of hydrodynamic conditions in adjacent free and heterogeneous porous 375 
flow domains. Hydrological processes 19(14):2775-2799 376 
Das DB, Thirakulchaya T, Deka L, Hanspal NS (2015) Artificial neural network to determine dynamic effect in capillary 377 
pressure relationship for two-phase flow in porous media with micro-heterogeneities, Environ. Process. 2:1-18 378 
Deka L, Quddus M (2014) Network-level accident-mapping: Distance based pattern matching using artificial neural 379 
network. Accident Analysis & Prevention 65:105–113 380 
Jain A, Indurthy P (2003) Comparative analysis of event-based rainfall-runoff modelling techniques-deterministic, statistical 381 
and artificial neural networks. Journal of Hydrological Engineering 9(6):93-98.  382 
Hanspal NS, Allison BA, Deka L, Das DB (2013) Artificial neural network (ANN) modelling of dynamic effects of two-383 
phase flow in homogeneous porous media. Journal of Hydrodynamics 15(2):540-554 384 
Holdich RG (2002) Fundamentals of particle technology. Midland Information Technology and Publishing, Nottingham.  385 
Hosseini SM, Ataie-Ashtiani B, Kholghi M (2011) Bench-scaled nano-Fe0 permeable reactive barrier for nitrate removal. 386 
Ground Water Monitoring & Remediation 31(4):82-94 387 
16  
Inthata S, Kowtanapanich W, Cheerarot R (2013) Prediction of chloride permeability of concretes containing ground 388 
pozzolans by artificial neural networks. Materials and Structures 46(10):1707-1721 389 
Ja'fari A, Moghadam RH (2012) Integration of ANFIS, NN and GA to determine core porosity and permeability from 390 
conventional well log data. Journal of Geophysics and Engineering 9:473-481 391 
Jeen S, Amos RT, Blowes DW (2012) Modeling gas formation and mineral precipitation in a granular iron column. 392 
Environmental Science & Technology 46:6742-6749. 393 
Johnson RL, Thoms RB, Johnson RO (2008) Field evidence for flow reduction through a  zero-valent iron permeable 394 
reactive barrier. Ground Water Monitoring and Remediation 28(3):47-55 395 
Karimpouli S, Fathianpour N, Roohi J (2010) A new approach to improve neural networks' algorithm in permeability 396 
prediction of petroleum reservoirs using supervised committee machine neural network (SCMNN). Journal of Petroleum 397 
Science & Engineering 73:227-232 398 
Li L, Benson CH, Lawson EM (2005) Impact of mineral fouling on hydraulic behavior of permeable reactive barriers. 399 
Ground Water 43(4):582-896 400 
Liang L, Sullivan AB, West OR, Kamolpornwijit W, Moline GR (2003) Predicting the precipitation of mineral phases in 401 
permeable reactive barriers. Environmental Engineering Science 20(6):635-653  402 
Liu S, Li X, Wang H (2011) Hydraulics analysis for groundwater flow through permeable reactive barriers. Environmental 403 
Modeling & Assessment 16:591-598 404 
Modrogan C, Diaconu E, Orbulet OD, Miron AR (2010) Forecasting study for nitrate ion removal using reactive barriers. 405 
Revista De Chimie 61(6):580-584 406 
Nassehi V, Das DB (2007) Computational Methods in the Management of Hydro-environmental systems. IWA publishing, 407 
London 408 
Phillips DH, Watson DB, Roh Y, Gu B (2003) Minerological characteristics and transformations during long-term operation 409 
of a zerovalent iron reactive barrier. Journal of Environmental Quality 32(6):2033-2045 410 
Reardon EJ (2005) Zero valent irons: Styles of corrosion and inorganic control on hydrogen pressure buildup. 411 
Environmental Science & Technology 39(18):7311-7317 412 
Ruhl AS, Kotre C, Gernert U, Jekel M (2011) Identification, quantification and localization of secondary minerals in mixed 413 
Fe0 fixed bed reactors. Chemical Engineering Journal 172:811-816 414 
Scherer MM, Richter S, Valentine RL, Alvarez PJ (2000) Chemistry and microbiology of permeable reactive barriers for in 415 
situ groundwater clean up. Critical Reviews in Environmental Science and Technology 30:363-411 416 
Tu JV (1996) Advantages and disadvantages of using artificial neural networks versus logistic regression for predicting 417 
medical outcomes. Elsevier 49(11):1225-1231 418 
U.S. EPA (2002) Field applications of in-situ remediation technologies: permeable reactive barriers, EPA 68-W-00-084  419 
Vignola R et al. (2011) Zeolites in a permeable reactive barrier (PRB): One year of field experience in a refinery 420 
groundwater-Part 1: The performances. Chemical Engineering Journal 178:204-209 421 
Wilkin RT, Puls RW, Sewell GW (2002) Long-term performance of permeable reactive barriers using zero-valent ion: 422 
Geochemical and microbiological effects. Ground Water 41(4):493-503 423 
Wilkin RT, Acree SD, Ross RR, Puls RW, Lee TR, Woods LL (2014) Fifteen-year assessment of a permeable reactive 424 
barrier for treatment of chromate and trichloroethylene in groundwater. Science of the Total Environment 468-469:186-194 425 
17  
Zargari H, Poordad S, Kharrat R (2013) Porosity and permeability prediction based on computational intelligences as 426 
artificial neural networks (ANNs) and adaptive neuro-fuzzy inference systems (ANFIS) in southern carbonate reservoir of 427 
Iran. Petroleum Science and Technology, 31, 1066-1077. 428 
