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Virtual surgical simulations can provide reliable and repeatable learning experiences in a 
safe environment, from acquiring basic skills to performing full procedures. Yet, a high-
fidelity, practical and immersive surgical simulation platform involves multi-disciplinary 
topics, such as computer graphics, haptics, numerical calculation, image processing as 
well as mechatronics. Depending on the detailed simulation, various surgical operations 
such as puncture, cut, tear, burning and suture may need to be simulated, each comes 
with very specific requirements on medical equipment and micro skills. Nevertheless, we 
believe that virtual surgery simulation has great potential in surgical training, education, 
and planning for medical advancement, and we endeavour to push the boundaries in this 
field through this Ph.D. candidature. 
Surgical manipulation is based on muscular memory, which could only be attained 
by repeated practising through extensive surgical operations. Extending the frontier of 
graphics surgical simulation, haptic feedback provides an innovative, bi-directional 
interaction bridge between surgeons and operating environment with a more intuitive 
and natural manipulation interface. Both force and torque interactions can be generated 
between the virtual surgical tool controlled by the surgeon through haptic devices and 
patients in virtual surgical scenarios. Compared to visual and audio rendering, haptic 
rendering research is still at an infant stage. Physics-based simulation in various surgical 
manipulation environments is required to be integrated into high-performance haptic 
rendering algorithm, such as real-time tissue deformation. Collision detection is another 
complicated domain by multi-contacts, space limitation, and requirements to maintain 
the synchronization between visual and haptic sensation.  
One key limitation of existing surgical simulations is the rigidity of the models, as 
most real-life surgical procedures involve soft/deformable tissues. How to render such 
deformation in real-time and with high fidelity is one of the most significant requirements 
in the realistic surgical simulation. A large part of the realization of a surgery simulation, 
particularly for minimally invasive surgery, such as endoscope simulation, relies upon the 
ability to describe soft tissue response during the simulated intervention.  Several 
approaches have been proposed over the past decades to model soft-tissue deformation 
in real-time (most of them for solid organs), usually based on elastic mechanics’ theory 
and finite element method (FEM) approach to solve the partial differential equations 
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(PDEs). Although significant improvements have been obtained, these works remain of 
limited clinical use and most of them rely on linear consist. Moreover, these works 
require development of accurate models that reconstruct accurate anatomy mesh and 
biomechanical characters of soft tissues, as well as the physiology of the patient and 
interactions with the surgical tools. How to maintain this great amount of numerical 
calculation algorithms in real-time while providing an increased level of realism with the 
simulation, is a huge scientific challenge. This is also the main purpose of this Ph.D. 
dissertation, to intraoperatively support the virtual surgical simulation by providing a 
seamless blending among theories, algorithms, and implementations for both scientists 
and engineers dedicating in the real-time visuo-haptic rendering of volumetric 
deformation. 
This thesis presents a physics-based deformable model capable of describing the 
mechanical behaviour of anatomical structures with improved accuracy. In addition, a 
physics-based visuo-haptic surgical engine which efficiently handles different surgical 
manipulations in real-time, has been developed. Soft tissue models are based on 
biomechanical experiments and continuum mechanics for greater accuracy. Finally, we 
implemented these within the Unity 3D framework for demonstration purposes, which 
is the Physics-Surg Engine. Such advanced models will not only increase the realism of 
future training systems but also act as a bridge toward the development of patient-
specific preoperative planning as well as the VR/AR/MR implementations for the 
operating room. The outcomes of this study have been published in relevant journals and 
conferences. 
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In this chapter, a brief survey on the literature surrounding this research topic is 
introducing, types of training environments, limitations and obstacles, and recent work 
on each stage of real-time physics-based deformation of surgical simulations. The 
research motivation is addressed in Section 1.1, after that, the research objective of this 
thesis is discussed in Section 1.2. In Section 1.3, a proposed approach for this study is also 
have been discussed. Finally, in Section 1.4, the skeletal structure of this thesis is 
addressed. 
1.1. Motivation 
Conventional medical interventions aim to address the problems of educating and 
training doctors: these procedures usually take extended period to learn the 
complications and risks associated with the actual surgical procedure.  Virtual surgery 
simulations are able to provide reliable and repeatable learning experiences in a safe 
environment, thus allowing the trainees to gradually improve their skills and eventually 
to be capable of handling real-life procedures. Yet, this emerging simulation is a very 
complicated multi-disciplinary research direction, which involves computer graphics, 
haptics, numerical calculation, medical imaging as well as mechatronics, etc. [1]. Domain 
knowledge associated with different surgical operations such as puncture, cut, tear, 
burning, and suture are key to immersive training but at the same time extremely difficult 
to represent [2]. Nevertheless, it is believed that virtual surgery simulations have great 
potential in surgical education and planning applications [1], [3]–[6]. 
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Figure 1.1: System Diagram of Virtual Surgical Simulation 
Figure 1.1 demonstrated the general topics related to virtual surgical simulation, 
including the five aspects in related research knowledge, key techniques, surgical 
operations needing to be simulated, objects as well as the applications. For all these 
applications, the basic aim is to implement the visual and haptic rendering (visuo-haptic) 
integration in real time, and  the primary aim is to simulate the procedures realised by 
the physician and surgical operations on anatomical structures and tissues, i.e., the 
common element among the various targeted applications is the reconstruction of 
interaction: the physicians must be able to directly interact with the simulated scene, not 
only in visualisation but also the tactile sense. It implies that all simulation loops should 
be developed and computed in real time, both on hardware and on visuo-haptic 
algorithms.  
Soft tissue deformation modelling holds a significant place in the surgical simulation. 
A large part of the realism of a simulation, particularly for minimally invasive surgery, 
such as endoscope simulation, relies upon the ability to describe soft tissue response 
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during the simulated intervention [7], [8].  When the surgical operation does not change 
the inherent structure of the soft tissue (such as palpation, and grab), rendering of visuo-
haptic simulation only needs to perform the corresponding deformation by external 
forces involving the deformation analysis and surface friction simulation.  When the 
contact forces between the surgical tool and the soft tissues reached a threshold, such 
as cutting and tearing, the basic structure of the virtual tissue change, involving topology 
reconstruction, fracture mechanics theory [9], [10], which are more difficult to simulate 
in real-time. Apart from that, knot and line collision detection between tools and soft 
tissues, friction obstacles, biological diversity and individual’s diversity are exacerbating 
the simulation process on soft tissue deformable simulation.  
Several approaches have been proposed over the past decades to model soft-tissue 
deformation in real-time (most of them for solid organs) based on elastic mechanics 
theory and finite element method (FEM) approach to solving the partial differential 
equations (PDEs) [11], [12]. Yet, these works remain limited clinical use and most of them 
relied on linearized constitutive laws [13]. Besides the force-based method, such as mass-
spring method (MSM), FEM, there is also another category of simulation algorithms 
named position based dynamic (PBD) methods [14], such as shape matching and 
meshless methods [15], [16]. Moreover, deformation requires to develop accurate 
models that can reconstruct accurate anatomy mesh and biomechanical characters of 
soft tissues, as well as the physiology of the patient and interactions with the surgical 
tools. How to maintain this great amount of numerical calculation algorithms in real-time 
while providing an increased level of realism with the simulation, is also demanding and 
a huge scientific challenge. This concern also forms the main purpose of this Ph.D. thesis, 
to intraoperatively support the virtual surgical simulation by providing a real-time visuo-
haptic framework in deformation modelling of volumetric soft tissues deformation. 
1.2. Objective 
As virtual surgical simulations are entirely in the virtual world, every single step 
mentioned above is computational demanding in real-time. The balance between 
accuracy and speed will be the principal challenge for every simulator design [17]–[20]. 
Apart from that, haptic rendering algorithms and mechanical behaviours of various 
deformable organs are much different. Additionally, different internal structures are 
another computational challenge to implement, physiology relevant simulations during 
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surgery procedure (such as breathing, heartbeat, and blood flow, etc.) should also be 
reproduced faithfully. A highly realistic simulator would also allow not only training of 
complex surgical procedures but surgical planning and per-operative guidance [21], [22]. 
In the past decades, substantial progress has been achieved and medical simulation can 
be categorised into abundant areas of research. In this Ph.D. research, we followed the 
trend of haptic-enabled and physics-based deformable models capable of describing with 
great accuracy in mechanical behaviour of anatomical structures. The major challenges 
along this specific research come from the following four aspects. 
 Physics-based soft tissue deformable modelling. The simulator must also 
consider the physics involved in the deformation of anatomical structures. 
Indeed, when a pressure is exerted on a given organ, the latter must deform and 
react according to its mechanical properties. Apart from that, deformable 
interactions between the surgical tools and the soft tissue, such as cutting, 
tearing and burning, not only in the tissue of linear elasticity and homogeneous 
model but also the bio-material exhibiting viscoelastic, non-linear and 
anisotropic are all needed to be considered by interactive surgical simulators. 
 Clinic data-based haptics rendering. Due to the recent advances in the field of 
haptics, the sense of touch has brought such training into the next level with 
enhanced immersion and interactivity [23], [24]. Nevertheless, the challenge of 
accurate and realistic haptic feedback cannot be overlooked, due to the high-
frequency update requirement (500 - 1000Hz) for a smooth sense of touch [25], 
many existing force calculation models are based on either artificial or animal-
based experimental data, without the real haptic scene from the operation. 
 Immersive physics-based visual rendering. Visually rendered in terms of a 
number of visible features that reconstructed in simulated environments, not 
only the basic aspects such as colours, brightness, shadows etc. [26], but also the 
specific human organs and surgical tools need to be rendered. Therefore, a series 
of complex calculations are required for all visible structures within each image 
(~60Hz). Apart from that, how to implement the VR/AR/MR technologies 
seamlessly to achieve an immersive training framework is also another challenge 
needed to be resolved. 
 Integrated surgical training engine with the evaluation system. Another crucial 
aspect, especially in medical applications accurate simulating [27], [28]. Different 
from the Isolated surgical training module, physics-based surgical training engine 
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should handle all the physics-based simulations behind each specific surgical 
training scenarios, furthermore, general surgical training modules and 
corresponding assessments after the surgical manipulations should be also 
included for the individual post-training evaluation.   
1.3. Contributions 
As mentioned above, modelling the deformation of anatomical structures in real-time 
through visuo-haptics is the major challenge in surgical simulation. In this thesis, we 
followed the trend of physics-based deformable models capable of describing with great 
accuracy in the mechanical behaviour of anatomical structures. What is more, we 
developed multiple effective visuo-haptic surgical engines to handle a variety of surgical 
manipulations in real-time. Soft tissue models are based on biomechanical experiment 
and continuum mechanics for greater accuracy. Finally, we implemented these 
applications within the Unity 3D framework for demonstration. Such models will not only 
permit to increase the realism of future training systems but will also act as a bridge 
toward the development of patient-specific preoperative planning as well as the 
VR/AR/MR implementations for the operating room. Our proposed approaches are 
outlined below: 
 Physics-based deformable simulation algorithm. We conduct the biomechanical 
experiments to obtain the original data to set tissue deformation and the tool-
tissue interaction force model. Inspired by continuum mechanics and CG 
animation, physics-based simulation approaches will combine FEM and PBD, 
leading to an effective, robust, yet precise simulation algorithm fits for multiple 
non-linear viscoelasticity tissue deformation situations.  
 Clinic-based force rendering and patient-specific visual rendering. Clinical data 
based haptic rendering of various specific surgical manipulations will be 
dedicated to solving the technical aspects and challenges in surgical simulation, 
which include clinic experiments and collision detection with different surgeries. 
Patient-specific visual rendering was addressed in this work, including patient-
specific CT modelling and the BRDF-based shader rendering for the visual 
pipeline.  
 Physics-based surgical training engine design.  A comparison of existing 
simulator in virtual surgery in Figure 1.1 demonstrated that most of the existing 
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virtual surgery is focused on only one specific surgery, or one specific operation 
such as a puncture or tearing.  Through this thesis, we prospect to propose a 
uniform surgical simulator including not only a few surgical motions but also a 
composite of multiple surgery models. The anticipant functions of the framework 
are demonstrated in Table 1.1.  
 Customised training system evaluation approaches. After the physics-based 
rendering algorithms have been proposed and integrated for surgical training 
framework, another aspect of this research is to establish the face and content 
reliability, construct, and criterion validations to test and verify the system 
practicability in medical application. Both objective and subjective customised 
assessment approaches utilized in these validations will verify the hypothesis of 
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real puncture 
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Table 1.1: Function models in our surgical simulation framework 
1.4. Thesis Organization 
After this introduction, in the next chapter, a critical literature review about 
biomechanical characteristics of soft tissue will be discussed. Furthermore, we review the 
previously proposed architecture of haptic-enabled surgical training system, and 
compare the advantages and disadvantages of each surgical simulators and the haptic 
rendering methods. After that, physics-based visual rendering is introduced in details. 
Last but not least, we review the existing validation methods in the medical simulation.  
In Chapter 3, we focus on the physics-based simulation methods in soft tissue 
deformation, two force-based methods (MSM and FEM) and position-based method are 
compared and analysed respectively. Based on these, we proposed a hybrid PBD-based 
deformable model to simulate the tissue deformation and the surgical tool-tissue 
interaction simulation in this part. Multi-layers puncture deformable model, soft tissue 
cutting model, and the cluster-based volumetric deformation algorithms are also 
proposed.  
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In Chapter 4, clinic-data based haptic rendering and BRDF-based patient-specific 
visual rendering of various surgical manipulations are introduced. These clinic-data based 
haptic rendering methods are dedicated to solving the technical aspects and challenges 
in surgical simulation. Furthermore, patients-specific CT modelling and the BRDF-based 
shader rendering for the visual pipeline are discussed. After that, the immersive surgical 
environments rendering with VR, AR and MR are also described in this part. 
In Chapter 5 and Chapter 6, implementations based on our proposed research 
novelties have been demonstrated. We introduce the integration details of our physics-
based visual-haptic rendering algorithm in Chapter 5. After that, the surgical training 
engine named: Physic-Surg, which was proposed based on the Unity 3D platform, is 
discussed in Chapter 6.  
In Chapter 7, the novel surgical training engine: Physic-Surg is implemented based on 
the abovementioned algorithms, including two basic training modules, the SimPCNL, 
dedicated to the simulation of Image-Guide Surgery, and the SimVATS, which for the lung 
cancer surgical simulation. In addition, the validations and assessments are also 
discussed.  
Finally, Chapter 8 summarises the contributions of this dissertation, presents the 






In Chapter 2, a survey of the relevant surgical simulation, and the physics-based medical 
rendering algorithms of the medical trainer is given. In Section 2.1 we compare existing 
surgical training frameworks, after that, physics-based deformation theories of soft 
tissue in the surgical simulation have been addressed in Section 2.2. In Section 2.3 and 
2.4 we discuss the basic haptic and visual modelling and rendering pipelines, respectively. 
Finally, in Section 2.5 the summarisation of various physics-based rendering methods has 
been given in surgical simulation. 
2.1. Medical Simulators of Surgical Training  
As demonstrated in Figure 2.1, both visual and haptic pipelines in the virtual surgical 
simulation are required to be rendered in real-time during the system operation. When 
collisions are detected between the tip of the surgical instrument and the tissue surface, 
the contact point (line or surface) needs to be immediately updated with the position 
information the physical-based model. The physics-based model based on its own 
mechanical property will calculate the magnitude and direction of the force between the 
surgical instrument and the virtual tissue, while physical-based soft tissue calculates the 
displacement of deformation by the external force in real time. According to the 
calculated displacement and direction of each point, the node position is constantly 
updated, and the visualisation pipeline is constantly refreshed on the screen. It can be 
observed that in a very short period of time, typically 1 ms, the entire surgical system 
needs to accomplish all the above tasks, which is a huge challenge for the real-time 
requirement. Therefore, this study focuses on the common and representative key 
technologies in virtual surgical simulation: an in-depth study of soft tissue deformation 
and selecting the typical and difficult physical-based visuo-haptic volumetric deformation 
as the study objective.  
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Figure 2.1: Visuo-haptic Pipeline in Virtual Surgery Simulation 
Combining realistic visualisation with haptic feedback provides repetitive, hygienic 
and immersive simulation experiences for various surgical procedure training. This also 
increases the effectiveness of surgical skill training and reduces the risks associated with 
complicated procedures. There have been a number of previous works on this in the 
literature. In this thesis, we only focus on the medical simulators with haptic feedback. 
One of the most common surgeries is laparoscopy, Halic [29] conducted an inexpensive 
virtual reality laparoscopic cholecystectomy surgical simulator, then Gaudina et al. and 
De Paolis [30] utilised the same haptic device Omni and based on a java scripts application, 
which includes visualisation, correspondence, and register models. Most of the 
laparoscopic simulator employed dual hands operation and without GPU acceleration. 
Endoscopy could examine the interior lesions of a human visceral and cavities of body 
facilitated. Delorme et al. [31] developed the system named NeuroTouch for cranial 
microsurgery training with an endoscope. Jiang et al. [32] integrated another endoscopic 
simulator for the third ventriculostomy, and Punak et al. [33] utilized 4-DoF haptic devices 
to simulate the three steps of developing an endoscopic endonasal surgery. Apart from 
the minimally invasive surgery simulator, dental training is another popular medical 
simulation. Tse et al. [34] made the first haptic dental procedures simulator called hapTEL 
which allows dental drilling and removing. Another oral implantation simulator was 
developed by Chen et al. [35] named “Computer Assisted Preoperative Planning for Oral 
Implant Surgery” (CAPPOIS) which can set the medical environment and store the data 
of trainees. A recent research made by Wang et al. [36] extended this technique by 
employing dual-manual interaction to facilitate practical implementations in dental 
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simulation [37]. They developed a dental surgery simulator named iDental which study 
the interaction force between the dental tools and tongue. Arthroscopy [38] is another 
significant surgery which has been applicated in virtual simulations. Heng et al. developed 
the first arthroscopic surgical simulator by OpenGL. After he designed a bone drilling 
simulator for fracture surgery [39] and Cecil [40] created a haptic-enabled trainer named 
“Less Invasive Stabilization System” (LISS). Most of the arthroscopy simulator focus on 
bone drilling training with force feedback. Biopsy, which is a puncture surgery for a 
sampling of cells or tissues for examination, in this area Ni [41] developed a virtual reality 
simulator of “Ultrasound-Guided” (UG) liver biopsy simulating, Selmi [42] conducted a 
complete studying environment which provides didactic teaching for numbers of 
exercises of biopsy application. Yi et al. [43] adapted and calibrated geometry and size of 
soft tissues by stewing special spots on the surface . In optometry, Wei [44] proposed an 
immersive configurable and extendable surgical station that implements surgical 
simulation with an Augmented Reality (AR) technique. Additionally, this simulator 
employed the head-mounted display (HMD) to rendering the visual simulation, and AR 
techniques (by cameras) to mimic the slit lamp orientation during this simulation [24]. 
For some specific surgical operation, needle puncture and suturing simulator has been 
developed in many studies, Jia [45] and Payandeh.S [46] are conducted a needle suturing 
simulator in 2010, after that Ricardez et al.  focused on creating an external suture 
surgical environment named SutureHap [47] Palpation is surgeons analyze the force 
feedback of tissues and viscera to detect anomalies on body surface via their fingers. The 
latest development is Chen [35] created a tumour location simulator facilitated by 
deformable tissue probing data. Before this, another palpation simulator is proposed by 
Ullrich and Kuhlen [23]. This system implements needle puncture applications, which is 
a normal procedure palpation. PalpSim is a simulator created by Coles et al. [48] in 2011, 
it was conducted to replace real surgical scenarios based on AR with three haptic devices. 




Table 2.1: Comparison of existing medical simulators design  
  Time Authors Device Handle DOF Validation Details 
Laparoscopy 
2010 Halic and De Omni Dual 6/3 No Gastric banding task 
2012 Gaudina et al.  Omni Dual 6/3 No Laparoscopic surgery 
2012 De Paolis Falcon & Omni Dual 6/3 No Laparoscopic suture 
2013 Hernansanz et al. Desktop Single 6/3 No Smoke & Bleeding 
Endoscopy 
2011 Punak et al. Omni Dual 6/3 No Close a wound 
2012 Delorme et al. Freedom 6s Dual 6/3 No Tumor-debulking & Aspirator 
2013 Jiang et al. Omni Dual 6/3 No Ventriculostomy 
Dental 
2010 Tse et al. Falcon Single 3/3 No Drill 
2012 Wang et al. Desktop Single 6/3 No Check and Tongue 
2012 Chen et al. Omega 6 Single 4/3 No Drill 
2012 Kosuki and Okada Omni Single 6/3 No Touch and Drill 
Orthopedics 
2004 Heng et al. Own device Dual 4/3 No Knee Arthroscopy 
2013 Chen and He Premum Single 6/6 No Driller 
2013 Cecil et al. Premum Single 6/6 No LISS surgery 
Biopsy 
2011 Ni et al. Omni & Premium Single 6/3 No Needle 
2013 Selmi et al. Omni Single 6/3 No Ultrasonic & Needle 
Liver 2010 Yi et al.  Omega 3 Single 3/3 No Cutting 
Optometry 2012 Wei et al. Omni Single 6/3 Yes Object Remove & Injection 
Suturing 
2010 Jia and Pan Desktop Single 6/3 No Needle 
2010 Payandeh.S Omni Dual 6/3 No Needle 
2012 Ricardez et al. Omni Dual 6/3 No Needle 
2014 Choi et al. Omni Dual 6/3 No Needle 
Palpation 
2011 Coles et al.  Falcon & Omni Dual 6/3 No Finger 
2012 Ullrich and Kuhlen Omni Dual 6/3 No Hand/Needle 




2.2. Physics-based Deformable Simulation of Soft Tissue 
From the perspective of human soft tissue anatomy, soft tissue can be summarized as 
thin-walled cavity and massive solid, the formers such as blood vessels, stomach, 
intestine, bladder, and other tissues, the latter such as skin organs, fat, muscle and other 
organisations. The soft tissue is usually non-uniform and anisotropic. According to the 
requirements of different virtual surgery, soft tissues models in elasticity, Linear, 
viscoelastic physical model can be established [49]. Linear elastic model is relatively 
simple, with fast calculation speed which can be simulated by geometric-based models. 
However, they cannot reflect the viscoelastic properties caused by creep, relaxation, 
which leads the deformation simulation lack of authenticity [50]. Nonlinear 
characteristics generally include geometric nonlinearity (namely strain and displacement 
nonlinearity) and physical nonlinearity (namely stress and strain non-linear), 
viscoelasticity is described stress-strain-time relation which will be discussed in more 
detailed in the next sections of this chapter. Here we briefly compared the geometric-
based models and physics-based models, then focus on the geometric-based with 
biomechanical analysis. 
The non-physical modelling method based on geometry is also a typical deformation 
modelling technique, which mainly includes the non-uniform scaling of object shape 
method, and the shape by controlling points method. Free-form deformation (FFD) 
method, which moving the curve or surface control points to achieve deformation 
including Bezier method, B-spline method, and the non-uniform rational B-spline (NURBS) 
[51].. They control the movement of the control points to simulate the deformation of 
the model. Deformation control and motion interaction is more convenient. In 1997, 
Gibson proposed a deformation for construction, the chain model of the non-physical 
model of the chain. This method separates the virtual objects into loops of interlocking 
rings, each of which is connected to the surrounding eight lock rings. Each connection 
sets a minimum moving distance and a maximum moving distance. Therefore, when a 
lock ring moves, it will detect the surrounding connection that are not there with the 
maximum travel distance. The principle of this model is using an intuitive method instead 
of the partial differential equation in the physics-based simulation.  
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Figure 2.2: Comparison of deformable soft tissue simulation algorithms 
Figure 2.2 demonstrated the simulation algorithms based on physics and geometric, 
none algorithms will get rid of the contradiction between accuracy and system speed. 
Physic-based simulation sacrifices more speed on the numerical calculation in exchange 
for a more accurate model, while geometric-based simulations are on the contrary side. 
Physics-based deformable simulation is a sophisticated and precise research territory in 
CG which emerged in late 1980 to reproduce physically plausible animations. The physics-
based methods directly solve the partial differential equations by numerical calculation 
to get accurate simulation results. These methods include the mass-spring model (MSM) 
[52], finite element method (FEM) [53], boundary element method (BEM) [54], control 
position-based method (PBD) [55] and meshless method [15]. Physical-based simulation 
are now able to be implemented by the quick improvement of the calculated capability 
of CPUs, and even GPUs in latest decades. It can be predicted that the physical-based 
simulations in real time will be the mainstream trend in the medical applications. In this 
thesis, we focus on these challenges and introduce essential and edge-cutting solvers in 
terms of real-time physics-based simulation. 
The research topic of this thesis is the robust physics-based simulation of deformable 
tissues in computer graphics with haptic feedback for applications in virtual surgery or 
some other special effects. In contrast to previous works, we plan to develop simulation 
approaches based on FEM and PBD combination, which use a spatially fixed simulation 
grid for discretization. We first attempt to use them for simulations of deformable bodies. 
We also focus on the animation of deformable volumetric bodies using continuum 
mechanical approaches by tetrahedral or hexahedral meshes. These approaches are 
widely used in computer graphics since they allow a higher degree of realism. However, 
such integration methods may impose problems when simulating large deformations, 
which are essential in many computer graphics applications. The physics model we 
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proposed requires that they should handle materials ranging from stiff elastic, elastic-
plastic and viscoelastic objects. Force model we proposed should not only support 
interaction and control of various virtual objects but also the rendering the deformation 
and fracturing according to tissue futures. Furthermore, accurate and stable haptic 
algorithms are required during the interactions through virtual simulations. 
2.2.1. Biomechanical Characteristics of Soft Tissue 
Generally, all biological tissues are composed of solid and liquid components, which 
demonstrate different degrees of viscoelasticity. In this thesis, we only discuss the soft 
human tissue simulation such as skin, viscera, blood vessels, trachea, muscles, etc. Most 
of the time, elastic modulus, damping coefficient, density, and other physical 
characteristics are utilised to simulate viscoelasticity, anisotropy, non-uniformity, and 
other characteristics. Summarised from the literature, three mainstream human soft 
tissue models are discussed: linear elasticity, non-Linear elasticity, and viscoelastic model. 
Linear elasticity is the simplest model with fast calculation and implementation. However, 
it cannot reflect the creep and relaxation characters caused by tissue viscoelasticity. Non-
Linear elasticity includes geometric nonlinearity (namely the nonlinear strain and 
displacement) and physical nonlinearity, (namely stress and strain), viscoelastic describes 
the relationship among stress, strain and time. In this thesis, we focused on the 
nonlinearity viscoelastic model simulation and the details of the modelling theory. The 
viscoelastic models are usually consisting of spring and damper as the basic components, 
which are called elastic and viscous, respectively. When the external force is  𝐹 , 
elongation of the spring is   𝜇 , 𝐹 = 𝑘𝜇  (𝑘   is the elastic coefficient), stress and strain 
relationship can be expressed as 𝜎 = 𝐸 , and viscous the component is in force can be 
expressed as 𝐹 = 𝜂?̇?  ( 𝜂  is the viscosity coefficient), unit area of stress and strain 
relationship can be expressed as 𝜎 = 𝜂 ̇, different viscoelastic models are combinations 
of these two components. There are three common models: Maxwell model, Voigt Model 
and composite models. 
Maxwell Model: 
Simple Maxwell model which consists of spring and dampers in series together which 
demonstrated in Figure 2.3. 
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Figure 2.3: Diagram of the Maxwell model  
The spring’s compressive elastic modulus is 𝐸, the shearing modulus of elasticity is 
𝐺, According to Hooke's law, we have the following relationship: 
𝜎 = 𝐸 , 𝜏 = 𝐺𝛾 
𝜎, , 𝜏, 𝛾 are the normal stress, positive strain, shear stress, shear strain respectively. 
Viscosity coefficient of the damper is 𝜂, the strains of the spring and the damper are 
1 and  2 respectively, according to the Newton’s second law is satisfied: 
𝜎 = 𝜂 ̇, 𝜏 =  𝜂?̇? 
= 1 + 2 









When ̇ = 0, the initial condition is t = 0,𝜎 = 𝐸 0, the law of stress decay with time 
can be: 
𝜎(𝑡) = 𝐸 0𝑒
−𝐸𝑡 𝜂⁄  
Voigt Model: 
Voigt model consists of a spring and a damper in parallel connection, which 
demonstrated in Figure 2.4. 
 
Figure 2.4: Diagram of the Voigt model  
Both spring and damper have the same displacement, the role of the total stress in 
the model: 
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𝜎 = 𝜎1 + 𝜎2 = 𝐸 +  𝜂 ̇ 
Voigt model can be described Voigt creep behaviour, when 𝜎0 maintain, 𝑡 =  0, 




(1 − 𝑒−𝐸𝑡 𝜂⁄ ) 
Composite Models: 
As the two models mentioned above are a two-parameter model, which can only 
represent the creep. To more accurately describe the viscoelastic behaviour, composite 
models were built consisting Maxwell unit and Voigt unit parallel or series with springs 
or dampers. Figure 2.5 shows the comparison among all the viscoelastic models. The 
object of our research is deformable viscera, elastic model, without increasing the 
complexity of the algorithm and time complexity of the case, as far as possible to increase 
the precision for the model, built a universal model for a variety of soft tissues. 
 
Model Name Diagram Force Object Equation
Spring linear spring
Damper viscous fluid





Standard Linear Model relaxation creep
General Maxwell stress relaxation
General Voigt creep
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Figure 2.5: Biomechanical viscoelastic model characteristics of soft tissue 
2.2.2. Mass-Spring Method for Deformable Simulation 
Mass-spring method (MSM) is supposed to be the simplest approach of force based 
dynamic to represent and simulation. MSM method is made of abundant particles 
connected through the springs which is an ideal construction in time integration 
techniques of simulation. Such a physics-based simulation is straightforward; however, it 
also comes with several defects during the simulation: 
 Object deformation depends on the stiffness parameter of spring 
•  Difficult to tune the desired behaviour by setting the spring characters 
• Less accuracy and stability in a complex deformation 
            
Figure 2.6: Basic spring unit of the mass spring system  
Figure 2.6 demonstrated the basic spring unit of standard MSM system, which 
consists of 𝑀 points with masses 𝑚𝑖 , positions 𝑥𝑖  and velocities 𝑣𝑖 , 𝑖  ∈ 1…  𝑀. These 
mass points are connected by a set 𝑇 of springs(𝑖, 𝑗, 𝑙0,𝑘𝑠, 𝑘𝑑) , 𝑖, 𝑗 are demonstrate the 
adjacent particles, 𝑙0  is the rest length, 𝑘𝑠  is the stiffness and 𝑘𝑑  is the damping 
coefficient. Forces acting on the particles can be expressed:  
𝑓𝑖 = 𝑓
𝑠(𝑥𝑖, 𝑥𝑗) = 𝑘𝑠
𝑥𝑗 − 𝑥𝑖
|𝑥𝑗 − 𝑥𝑖|
(|𝑥𝑗 − 𝑥𝑖| − 𝑙0) 
𝑓𝑗 = 𝑓
𝑠(𝑥𝑗, 𝑥𝑖) = −𝑓
𝑠(𝑥𝑖, 𝑥𝑗) = −𝑓𝑖 
 𝑓𝑖 + 𝑓𝑗 = 0 proportional to (|𝑥𝑗 − 𝑥𝑖| − 𝑙0) , the constant 𝑘𝑠 is proportional to the 
relative elongation with the constant 𝑘𝑠/𝑙0, 𝑓
𝑠 is the force of spring, and the 𝑓𝑑 is the  
force of damping then we can obtain the damping force calculated: 
𝑓𝑖 = 𝑓





𝑑( 𝑥𝑗 , 𝑣𝑗, 𝑥𝑖, 𝑣𝑖) = −𝑓𝑖 
Then we combine these two forces together in one force we can derive: 
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𝑓(𝑥𝑖, 𝑣𝑖 , 𝑥𝑗, 𝑣𝑗) = 𝑓
𝑠(𝑥𝑖, 𝑥𝑗) + 𝑓
𝑑(𝑥𝑖, 𝑣𝑖 , 𝑥𝑗, 𝑣𝑗) 
Explicit Integration 
Explicit Euler integration is based on Newton’s second law which is 𝑓 = 𝑚?̈?, solving for 
the acceleration we can got ?̈? = 𝑓/𝑚, ?̈? means the second derivative with time of the 





?̇? = 𝑣 
The solution of these two equations are: 




















∆𝑡 is the time step of discreteness and t means the number of the frame, based on 
the above equations, we can yield these two update functions: 
𝑣𝑡+1 = 𝑣𝑡 +
∆𝑡 𝑓(𝑥𝑡 , 𝑣𝑡)
𝑚
 
𝑥𝑡+1 = 𝑥𝑡 + ∆𝑡 𝑣𝑡 
However, the Euler integration scheme supposes that extra force is constant with the 
entire time step will lead the system instability. This method expresses an outstanding 
performance when the tiny stretch happens on a spring and the adjacent points’ 
movement head to each other. However, when the value of the time step becomes larger, 
all particles will exceed the equilibrium configuration, which leads the force increased 
dramatically at every frame and finally with an explosive distortion. A popular method to 
improve this situation is employed higher accurate integration methods such as fourth 
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order Runge-Kutta integrators. The high degrees’ integrators sample the forces with 
multiple times in every single frame will decrease the mistakes discussed above. 
Runge-Kutta Integration 
𝑥𝑡 is the current position and 𝑣𝑡 is the current velocity, 𝑥𝑡+1 and  𝑣𝑡+1 are the position 
and velocity in next time step, second order Runge-Kutta integrator replace equations 
are: 
𝑎1 = 𝑣
𝑡                                                                     𝑎2 = 𝑓(𝑥














𝑥𝑡+1 = 𝑥𝑡 + ∆𝑡 𝑏1                                                       𝑣
𝑡+1 = 𝑣𝑡 + ∆𝑡 𝑏2 
Because the forces should be evaluated two times at each time step which means 
this method spends as twice the time as Euler method. Nevertheless, second-order 
Runge-Kutta is much more accurate than Euler scheme, which means half-time step using 
Euler will gain half error in contrast to one-fourth error in the Runge-Kutta integration. 
Here are the 4-Runge-Kutta integration formulas that is one of the most popular 
numerical calculation in engineering with fourth order accuracy and result in 1/16 of the 
error: 
                        𝑎1 = 𝑣
𝑡                                                             𝑎2 = 𝑓(𝑥




























𝑡 + ∆𝑡𝑐2                              𝑑2 = 𝑓(𝑥
𝑡 + ∆𝑡𝑐1, 𝑣
𝑡 + ∆𝑡𝑐2)/𝑚 
𝑥𝑡+1 = 𝑥𝑡 +
∆𝑡
6
( 𝑎1 + 2𝑏1 + 2𝑐1 + 𝑑1)      𝑣
𝑡+1 = 𝑣𝑡 + ∆𝑡 
∆𝑡
6
( 𝑎2 + 2𝑏2 + 2𝑐2 + 𝑑2)                  
Verlet Integration 
Runge-Kutta scheme can be improved accuracy and stability through sampling the forces 
four times during the one-time step mentioned above. Many numerical calculation 
methods are proposed by this theory, Verlet integration method is among, which is also 
the simplest and easiest implemented real-time application. The core concept of this 
method is keeping the ∆𝑡 in an additional variable which can be employed these variable 
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values for the next accurate prediction. Two-time directions could be written with Taylor 
expansion of the positions as: 






𝑥(𝑡)∆𝑡3 + 𝑂(∆𝑡4) 






𝑥(𝑡)∆𝑡3 + 𝑂(∆𝑡4) 
𝑥(𝑡 + ∆𝑡) = 2𝑥(𝑡) − 𝑥(𝑡 − ∆𝑡) + ?̈?(𝑡)∆𝑡2 + 𝑂(∆𝑡4) 
= 𝑥(𝑡) − [𝑥(𝑡) − 𝑥(𝑡 − ∆𝑡)] + 𝑓(𝑡)∆𝑡2/𝑚 + 𝑂(∆𝑡4) 
Bring the velocity back in by incorporating this method and add it into the frame step 
time, we can get: 




𝑣𝑡+1 = (𝑥𝑡+1 − 𝑥𝑡)/∆𝑡 
Different from the above-mentioned scheme, it is only the 1-order accurate of 
velocity, which is not been calculated. It is another method to address the position in the 
last frame. 
Implicit Integration  
Spring’s stiffness defined the deformation range. Both of smaller time-step and stiffer 
springs are required to maintain the stability of the whole system. However, it is 
important that unconditionally integration stability in all circumstances and fit for 
different time-step figures obtained in different refresh rate situations with real-time 
simulation. Implicit integration method is one of the best choices to solve this problem. 
As the explicit integrations, there is also a various scheme in implicit integrations, Euler 
is the most commonly used implicit integration method in physics-based CG animations. 
Euler integration demonstrated in implicit ways as: 
𝑣𝑡+1 = 𝑣𝑡 + ∆𝑡𝑓(𝑥𝑡+1)/𝑚 
𝑥𝑡+1 = 𝑥𝑡 + ∆𝑡𝑣𝑡+1 
As the first move to figure out these challenges for the whole MSM system, it should 
be combined positions, velocities and forces of the system could be demonstrated as: 
𝑣𝑡+1 = 𝑣𝑡 + ∆𝑡𝑣𝑓(𝑥𝑡+1)/𝑚 
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𝑥𝑡+1 = 𝑥𝑡 + ∆𝑡𝑣𝑡+1 
Deleted the friction force, the force now is decided by the particle poisons, without 
including velocities. Then, Euler integration introduces amount numerical damping in 
typical situations, which means physical damping are unnecessary in this system. 
𝑥 = [𝑥1
𝑇 , … , 𝑥𝑛
𝑇]𝑇 
𝑣 = [𝑣1
𝑇 , … , 𝑣𝑛
𝑇]𝑇 
𝑓(𝑥) = [𝑓1(𝑥1, … , 𝑥𝑛)
𝑇 , … 𝑓𝑛(𝑥1, … , 𝑥𝑛)
𝑇]𝑇 
Mass matrix M ∈ ℝ3𝑛×3𝑛 , which the values of the diagonal 𝑚1,𝑚2,…, 𝑚𝑛along the 
diagonal, we can yield equations as: 
𝑀𝑣𝑡+1 = 𝑀𝑣𝑡 + ∆𝑡𝑓(𝑥𝑡+1) 
𝑥𝑡+1 = 𝑥 + ∆𝑣𝑡+1 
Substituting of above two equations results for the unknown velocities 𝑣𝑡+1 in next 
time step could be: 
𝑀𝑣𝑡+1 = 𝑀𝑣𝑡 + ∆𝑡𝑓(𝑥𝑡 + ∆𝑡𝑣𝑡+1) 
Solver of Newton-Raphson 
Newton-Raphson method is another method to solve this problem. This algorithm 
begins with the unknown 𝑣𝑡+1and utilized the iteratively to improve this process. At the 
end, resulting the linear system is solved with an accurate approximate value, which 
facilitated by the linearized equations at current state.  
𝑀𝑣𝑡+1 = 𝑀𝑣𝑡 + ∆𝑡[𝑓(𝑥𝑡) +
𝜕
𝜕𝑥
𝑓(𝑥𝑡) ∙ (∆𝑡𝑣𝑡+1)] 
= 𝑀𝑣𝑡 + ∆𝑡𝑓(𝑥𝑡) + ∆𝑡2𝐾𝑣𝑡+1 
 [𝑀 − ∆𝑡2𝐾]𝑣𝑡+1= 𝑀𝑣𝑡 + ∆𝑡𝑓(𝑥𝑡) 
𝐴𝑣𝑡+1 = 𝑏, 
Force between particles 𝑖 and 𝑗 means a four 3×3 sub-matrices: 𝐾𝑖,𝑖 , 𝐾𝑖,𝑗 ; 𝐾𝑗,𝑖  and 
𝐾𝑗,𝑗  to the global matrix 𝐾  at positions. In the purpose of evaluate these four sub-
matrices, it can be deduced as: 






                                                                       = 𝑘𝑠
𝜕
𝜕𝑥𝑖




                                                                       = 𝑘𝑠(−𝐼 +
𝜕
𝜕𝑥𝑖












                                                                       = −𝐾𝑖,𝑗 = 𝐾𝑖,𝑗 = −𝐾𝑗,𝑖 
2.2.3. Finite Element Method for Deformable Simulation 
The original concept of the finite element method (FEM) was derived from the 
applications of structural mechanics to solve the problem of elastic mechanics. After that, 
it was extended to a variety of equations described by different disciplines. Although the 
original finite element method is mostly used in engineering calculation, with the 
continuous enhancement of computer performance, and the further demand for the 
authenticity of graphic representation. The finite element method is gradually applied to 
many simulation fields of computer graphics. In graphics, soft tissue is usually modeled 
as a continuum of 3D body, of which the most important three components are: 
displacement, stress and strain. The one-dimensional case was demonstrated in figure 
2.7 below 
 
Figure 2.7: Hooke’s law applied to a beam  
𝐴 is the cross sectional of the beam, since the force 𝑓𝑛  apply on this system, the 
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Where 𝐸 is Young’s modulus to describe the stiffness of the material. σ =
𝑓𝑛
𝐴
 and ε =
∆𝑙 / 𝑙, then the equation can be simplified as: 
σ = Eε 
A 3D deformable object can be defined by an undeformed shape, rest shape and 
initial shape, as well as some material properties. Rest shape is a subset of continuous 
three-dimensional of space, denoted as Ω , where the points are x ∈ Ω  is called the 
material coordinates. When force is applied to the rest shape, the position of 𝑥 moves to 
𝑝(𝑥), since 𝑝(𝑥) is defined on all materials, then 𝑝(𝑥) is a vector space on Ω, 𝑢(𝑥) =
𝑝(𝑥) − 𝑥 is the displacement field. 
Strain 
To employ Hooke's law access into the three-dimensional space, the strain in the 
deformed body are the differences. For example, one end of the fixed cantilever, the 
upper side is the tension, however, the lower side is under pressure. The strain is actually 
a function of the material coordinates, denoted = (𝑥), strain should be 0 if the object 
is not deformed, because a simple spatial displacement cannot cause deformation, the 
stress is 0 too, which means the stress is determined by the displacement domain. In 
three-dimensional space, the displacement field has three parts: 𝑢(𝑥) =
[𝑢(𝑥, 𝑦, 𝑧), 𝑣(𝑥, 𝑦, 𝑧), 𝑤(𝑥, 𝑦, 𝑧)]𝑇 , each component can be 𝑥, 𝑦  and 𝑧 axis differential. 
Strain is not a single value, because objects is only a point in a three-dimensional world, 
which can be compressed in one direction at the same time, in the other direction of 
tension. Strain can be expressed as a tensor on a 3 by 3 matrix: 
𝑢(𝑥) = [𝑢(𝑥, 𝑦, 𝑧), 𝑣(𝑥, 𝑦, 𝑧), 𝑤(𝑥, 𝑦, 𝑧)]𝑇 , 
ε = [
𝑥𝑥 𝑥𝑦   𝑥𝑧
𝑥𝑦 𝑦𝑦   𝑦𝑧
𝑥𝑧    𝑦𝑧   𝑧𝑧
] 








(∇u + [∇u]𝑇) 
The former one is called the Green's nonlinear strain tensor, and the latter is the 
Cauchy linear strain tensor. The Cauchy’s tensor misses the secondary portions which 
24 |  
 
means it cannot acquire the amount of rotation. The gradient matrix of the displacement 
domain is as follows: 
∇u = [
𝑢𝑥 𝑢𝑦   𝑢𝑧
𝑣𝑥 𝑣𝑦   𝑣𝑧
𝑤𝑥     𝑤𝑦   𝑤𝑧
] 
The letter 𝑥, 𝑦  and 𝑧  mean partial derivative, and the strain tensor can be easily 
obtained after finding the gradient matrix. 
Stress 
Stress refers to the force per unit area, and strain, stress can also be expressed as a third-
order tensor: 
σ = [
𝜎𝑥𝑥 𝜎𝑥𝑦   𝜎𝑥𝑧
𝜎𝑥𝑦 𝜎𝑦𝑦   𝜎𝑦𝑧
𝜎𝑥𝑧    𝜎𝑦𝑧   𝜎𝑧𝑧
] 
After we obtained the stress, if we want to calculate the force on the surface, we still 
need to know the normal on the surface, and then through the following formula: 
𝑑𝑓
𝑑𝐴
=  σ ∙ n 
Constitutive Laws 
Hooke’s law reads in three dimensions could be demonstrated as: 
𝜎 =E  
Here, both strain and stress are 3-order tensors, for isotropic materials, Hooke's law 


























































































 𝑣 is the Young's modulus and is in the range of (0-1/2), which is the physical quantity 
to describes the solid material resistant to deformation. 
Equation of Motion 
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Because the mass of an infinitesimal element has not been defined, each side of the 
motion equation could be addressed as the volume 𝑑𝑥 ∙ 𝑑𝑦 ∙ 𝑑𝑧 of the element, which is 
demonstrated in Figure 2.8. 
𝜌?̈? = f(x) 
 
Figure 2.8: Infinitesimal volumetric element of a deformable body. 
Stress is the force per unit area, the stress can be multiplied by the area of internal 


















𝑓𝑠𝑡𝑟𝑒𝑠𝑠 = 𝛻𝜎 = [
𝜎𝑥𝑥,𝑥 + 𝜎𝑥𝑦,𝑦 + 𝜎𝑥𝑧,𝑧
𝜎𝑦𝑥,𝑥 + 𝜎𝑦𝑦,𝑦 + 𝜎𝑦𝑧,𝑧
𝜎𝑧𝑥,𝑥 + 𝜎𝑧𝑦,𝑦 + 𝜎𝑧𝑧,𝑧
] 
Where, again, the comma represents a spatial derivative. The entire partial 
differential equation (PDE) can be reduced to: 
𝜌?̈? = 𝛻 ∙ 𝜎 + 𝑓𝑒𝑥𝑡 
Through this equation, we can find out the internal force, and then find the 
acceleration, which can be updated for the location. To sort out the FEM solution pipeline, 
we can have this mainly steps: 
 Density and external force values obtained 
 Define material coordinate X and world coordinate P 
 Calculate the displacement field 𝑢 =  𝑝 − 𝑥 
 Calculate the displacement gradient, and strain tensor can be obtained (Green 
strain tensor or Cauchy strain tensor) 
 Calculation of stress domain according to the Hooke's law 
 Acceleration calculate according to Newton's second law 
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 Update 𝑃 (𝑥) using display or implicit integration 
Material Linearity means the stress-strain relationship of a material complies with 
the simple Hooke's law. (Linear), Geometric Linearity means the strain tensor uses a 
Cauchy tensor. The linear result of material linearity and set linearity is the linearity of 
kinetic PDE. The advantage of linear PDE is easy to solute, most of deformable objects 
simulation are assumed to be linear, which makes the calculation simple and achieves 
faster computational speed, nevertheless, for huge rotations and reshaping, the linear 
simplification on the set will cause some distortive phenomena, the following part will 
discuss the solutions. 
Finite Element Discretisation 
Finite element discretisation is the main algorithm of the FEM algorithm. In this thesis, 
we work with vertex positions only. In the finite element method, the simplest method 
is to discrete tetrahedral as a finite element, such a mesh is called tetrahedral mesh. In 
each tetrahedral mesh, it is much simpler if the deformation domain is a constant, 
however sometimes this results in a stress of zero and then cannot simulate a deformed 
object. 
 Geometric area discretisation. The geometric region is subdivided demos into 
elements with certain characteristics, such as triangles and tetrahedral etc. 
 Element study. Displacement pattern of each element determined based on 
displacement coefficients, then use the elasticity geometric equation, the 
physical equation, the stress and strain with the node displacement array 
representation. 
 Energy expressed by the element and the external load. The element stiffness 
matrix and the equivalent of the element nodes is determined by the difference 
between the potential. 
 Minimum potential energy principle. The first-order extreme value of the 
element displacement array, expressed by the coordinate transformation, local 
coordinates, and global coordinates. 
 Global stiffness equation established. After the coordinate translation between 
the global and local, the stiffness equation need to be set for the calculation. 
 Boundary conditions. Obtaining linear or differential equations for the 
displacement. 
27 |  
 
 Displacement solves. The strain distribution is obtained by the geometric 
equation, and the stress distribution is obtained from the physical equation. 
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  Time Authors Algorithm Solution GPU Contribution 
Tetrahedral 
1999 Bielser et al. Mass-spring Explicit/Semi-Implicit No Basic Tet 
2000 Cotin et al. Tensor-mass Explicit No Hybrid Elastic Model 
2000 Mor and Kanade FEM Explicit No Progressive 
2001 Nienhuys et al. FEM Static Yes FEM in GPU 
2002 Bruyns et al. Mass-spring Explicit No / 
2005 Zhong et al. FEM Static No FEM 
2005 Wu and Heng FEM Static Yes Static in GPU 
2006 Steinemann et al. Mass-spring Explicit No Snapping 
2009 Chentanez et al.  FEM Implicit Yes Needle 
2010 Lee et al. FEM Static No / 
2014 Courtecuisse et al. FEM Implicit Yes Surgical simulation 
2014 Li et al. FEM Explicit No Volumetric 
Hexahedral 
1999 Frisken-Gibson ChainMail Local relaxation No Linked volume 
2010 Jerabkova et al. CFEM Implicit No CFEM 
2011 Dick et al. FEM Implicit No Octree 
2011 Seiler et al. FEM Implicit No Octree 
2013 Wu et al. CFEM Implicit No Residual stress, collision 
Polyhedral  
2007 Wicke et al. PFEM Implicit No PFEM 
2008 Martin et al. PFEM Semi-Implicit No Harmonic basis functions 
Meshless 
2005 Pauly et al. Particles Explicit No Fracture 
2006 Steinemann et al. Particles / No  Fronts propagation 
2009 Pietroni et al. Particles / No / 
2012 Jung and Lee Particles Semi-Implicit No Dynamic BVHs 
Table 2.2: Comparison discretization algorithms in FEM and Meshless 
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2.3. Haptic Collision Detection and Rendering  
Amongst human senses, touch is the only bilateral sense. That means, it enables the 
human to both send and receive the stimuli (tactile, torque, and other details) in contact 
with external objects [56]. This is known as “Active sense”. The other senses including 
vision, audition, smell, and taste, are called “Passive sense”, humans only receive the 
information from the external world. By the word “Haptics”, scientists and researchers 
refer to the science of manipulating the objects and external environments through 
human’s (or machine’s) touch sensory system [57]. In other words, it means how to 
manipulate objects and the associated perception sensory, which demonstrate in Figure 
2.9 [58]. Researchers in this field usually develop, test, and refine devices for tactile and 
force feedback and also develop software that enables the trainer to feel the virtual 
objects or remote real ones. In such operation, objects’ features such as shape 
(dimensions), weight, surface texture, and even sometimes temperature are studied, 
analysed, and replayed. In this study, human, machine, and/or mixed of both may “touch” 
the objects and or surrounding environment; and the objects and surroundings can be 
true, virtual and mixed of both [59]. Also, other senses such as visual or audio may 
accompany the haptic operation. There are many sciences and technologies such as 
mechanics, mechatronics, psychology, neurophysiology, control, and computer are used 
in haptics to investigate the human touch and its associated reflection with the 
surrounding environment [60]–[62]. 
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Figure 2.9: Perception and manipulation of human haptic interaction [61] 
Haptic technology deals with the synthesis of touch and force (haptics, in general) to 
enable us to interact with virtual environments through haptic interfaces. In short, haptic 
interfaces generate the sense of touch in the form of force feedback (for receptors in the 
muscles and joints) and tactile feedback (for sensors located under the skin) [63]. This is 
also essential for surgical simulations: the gestures of the user must be captured in order 
to be reproduced by virtual medical instruments on the simulated environment with a 
good fidelity. Besides the classification of haptic devices in Figure 2.10 [63], Table 4 
demonstrated the detailed performances comparison of existing haptic devices recently. 
After comprehensively considering various surgical factors, adhere to the principles of 
force accuracy and range, the Phantom Omni produced by Geomagic was selected as the 
haptic device in our research. 
 
Figure 2.10: General categories of haptic devices [66] 
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Rendering of the haptic for physical interaction in medical environment through the 
reversible articulated haptic devices has been mentioned above. The user holds the end 
effector of the device which is often designed to resemble the tools used during the 
procedure. However, the link between the immersion of force feedback and the precision 
of the interaction of surgical simulation is indirect. Furthermore, as the real-time 
constraints of haptic feedback are even more severe, it is difficult to maintain the uniform 
of quality in the modelling. There are several issues for providing haptic rendering from 
a real-time physics-based simulation of a complex environment: 
 Stability. if the control is not passive, haptic rendering should be artificially 
adding force in the simulation and creates instabilities. Additionally, the 
simulation must be very robust to all possible gestures of a user and remain 
stable in any case. 
 Delays and the Stiffness. The haptic control needs to be computed at least 1 kHz 
for contacts with a moderate stiffness (for very stiff contacts or to capture 
vibrations, even higher refresh rates are needed [61]). 
 Transparent feedback. The haptic rendering must reproduce the forces of the 
real world and the control methods employed for coupling the haptic device to 
the simulation should prevent haptic artifact such as excessive damping. 
 Mechanical interactions. Particularly in the case of medical procedure 
simulations, the haptic feedback should account for a large variety of mechanical 
interactions. These interactions can be complex of various natures, relating on 
the instruments and on the nature of the intervention. In the case as needle 
insertion, for instance, the interactions are in addition closely linked to 





























































































































































3.5 1 14.5 15 NA NA NA 2.5 2 2.5 NA NA 
Stiction(N) 0.26 0.26  0.26   0.26 0.26  NA NA NA NA NA NA NA NA NA NA 
Force 
Resolution 
NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 
Force 
Bandwidth 
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(Nm/N/mm) 15.2/0 25/0 19.7/1725 10.1/0 10.1/255 9/750 250/0 2.5/0 2.5/150 2.5/151 
Stiffness 
(N/mm) 5.5 2 10 3 3 10 10 NA 2 2 








NA  2000 1000  NA  1000  1000  1000   1000  1000  1000 
Price 
(×1000€) 
10 35 60-70 20 25 50 43 NA 25 29 
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2.3.1. Collision Detection for Haptic Rendering 
Collision detection is a fundamental and universal challenge in the physics-based surgical 
simulation. Collision detection for haptic rendering is different with the conventional 
collision detection algorithms in CG simulations [64]. The conceptual framework of 
collision detection is to make fully pairwise intersection detection for all objects in the 
virtual environment [65]. The prosperity of haptic research in surgical simulation has 
accelerated the demand for superior collision detection methods. Yet most collision 
detection algorithms have several constraints or hypothesis on the applications, and the 
common solutions may not apply to all situations [66]–[68]. 
Octrees 
Octree method is “built by recursively subdividing volume containing an object into 8 
octants and retaining only those octants that contain the original object as nodes in the 
tree” [69].  It is simple to trigger data structure self-driven and self-adaptive to elegant 
and efficient recursive algorithms. Nevertheless, there is a typical defect of Octrees is 
that different layers consisted of the hierarchy cannot fit all the underlying object tightly 
[70]. 
Sphere-trees 
As the spheres are rotationally invariant in the virtual world, which means they can 
update rapidly with high efficiency.  It is also simple to calculate the distances among all 
spheres, and the distance by over-laps, which are the major two advantages of employed 
this algorithm [71]. The primary disadvantage of Sphere-tree is that sphere elements 
cannot approximate certain various objects efficiently. With the purpose of improving 
efficiency, operators can design a medial axis surface first, placing the spheres on this to 
provide a compact-fitting approximation to the target. Such method was facilitated in 
[72]. 
Axis Aligned Bounding Boxes (AABB)-Trees 
AABB algorithm is the easiest implement method that could be utilized in all CD 
algorithms [73]–[75].  Before constructing this method, we need to find both of the 
maximum and minimum spot orthogonally projected on the Cartesian coordinates [76].  
After that, facilitated with these spots, distances are calculated on each x, y and z-axis for 
everything[77]. AABB is in the collection means their intervals with each axis overlap. 
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When the triangles number of both collision objects are more than the threshold value, 
this method divides the one into four subsets of AABB as 4 different objects. The process 
of divide usually can be manipulated by comparing objects offline, which means is only 
used for the complicated surgical scene, and usually, the rendering time-cost is much 
higher than the CD cost time [73]. 
Oriented Bounding Boxes (OBB)-Trees 
Oriented Bounding Boxes (OBB) -Tree is a kind of hierarchical representation “utilized a 
rectangular bounding box at an arbitrary orientation” in the 3D scene [78]. In an ideal 
assumption, the OBB should be oriented as tightly as possible encloses on an object. This 
method performs the most precise detection by of collision. However, the disadvantages 
are that it is slower to update and hard to orientate [79]. 
K-DOPs 
This approach also utilized hierarchies by discrete orientation polytopes, convex 
polytopes facets are determined by halfspaces whose outward normal “come from a 
small fixed set of k orientations” [80].  Moreover, it integrates few highly complex and 
large deformable objects, because of haptic rendering in real-time. If there are the 
number of objects rejected or accepted with high speed, the update time acquires for 
these approximations may generate unanticipated result [81]. This kind of method is one 
of the AABBs generalisations, and therefore also limited by the nodes updating 
dynamically [82].   
2.3.2. Haptic Rendering 
Haptic rendering is indicated as the process of calculating and generating forces in 
response to manipulators among virtual environment interaction, in other words, it 
mainly cares about two key points: position (3D vector) of the haptic point and force 
generation that feeds back to the manipulator. Similar to graphics rendering, identical 
with historically based on existing algorithms, haptic rendering based on the pipeline of 
visual rendering [83]. Haptic rendering between virtual surgical tool and surgery 
environment basically consist as follows [84]: 
 Calculate the configuration of the virtual surgical tool. 
 Calculate and demonstrate the forces between the surgical tool and objects 
collision. 
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Figure 2.11 shows the overview of components of haptic rendering pipeline through 
a visuo-haptic simulation device. The left diagram demonstrates the main pipeline with 
device configuration input and force generate output. Right diagram shows the visuo-
haptic rendering in detail: a sampling of haptic interface position and pairing it to the 
virtual graphic, detecting collisions among surgical tools and operation environments, 
after that calculating the force should be feedback and generating the force and torque 
effects to the haptic device manipulator.  
 
Figure 2.11: Components of a standard haptic rendering pipeline 
God-object rendering method is introduced by Salibury in [85], which facilitates to 
boost the stiffness tactile sense via visually enforcing without penetration happening. In 
this method, haptic rendering is represented as a 3DoF virtual sphere (the god-object) 
which according to the surgical environment, which is shown in Figure 2.12. The 
algorithm is extended “virtual proxy” by Ruspini [86]. Both of the methods can be 
classified as a framework coupling with visual pipeline which also mentioned in [87] and 
[88]. In Adam’s research, stability and performance are increased of haptic rendering. In 
2007, god-object method expanded from 3DoF to 6DoF which not only includes the force, 
but the torque proposed by Ortega [89]. After that, the research is focused on how to 
minimization the errors between the real locations of haptic devices and the virtual proxy. 
However, these approaches are limited to contact constraints and do not account for 
other types of mechanical constraints. 
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Figure 2.12: Surface contact point and spring force model [90] 
To settle the restriction of refreshment during the deformation of soft organs or 
human tissues, one solution strategy is to integrate a special district to represent the 
constraints divided in the different virtual scenario. This expression not only could let 
haptic rendering in a signal pipeline by physics simulation but facilitate to minimize the 
model computing time of the simulation by C. Jay et al. [91] and G. Aloisio et al. [92].On 
the contrary, in the method presented in E.Basafa et al. [93]and its extensions presented 
in the following section, we rely on an asynchronous computation, at low rates, of the 
full compliance matrix in the contact space.  
2.3.3. State-of-Art Haptic-enable Surgical Simulation SDKs 
There are several haptic interaction pipelines such as CHAI3D, Open Haptics, Novint SDK 
and HAPI. In this thesis we focus on the haptic applications in surgical simulation, which 
are the frameworks to design and accomplish visuo-haptic surgical simulation pipelines, 
such as SOFA, OpenSurgSim, and MSML.  
2.3.3.1. SOFA Framework 
SOFA is the most famous frameworks in surgical simulation [94], which is the prime 
objective focusing in dynamic simulation research, providing a common software 
framework for the community [95], [96]. The key difference of open source C++ library 
among other open source solutions is the modularity and the flexibility of its architecture 
design [97]. Furthermore, independently developed algorithms can be incorporated 
within the same simulation engine minimising integration time. Additionally, it allows the 
modification of simulation parameters such as deformable behavior, surface data 
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representation, integration solver, constraints, collision algorithm, and so on. Figure 2.13 
shows a primal target application for medical simulation for laparoscopy. SOFA 
architecture supports a multi-modal representation, i.e., simulation components can 
have several representations connected together through mapping whereby allow us to 
use different geometric models for a given body [98]. As described previously, SOFA 
presents an efficient solution for medical research simulators. However, SOFA presents 
a few weaknesses that need to be solved. Documentation is incomplete, the main loop 
is not customisable, and constraint-based methods are difficult to implement.  
 
Figure 2.13: SOFA application for medical simulation of laparoscopy [99] 
2.3.3.2. OpenSurgSim SDK 
OpenSurgSim is an open-source project dedicated to real-time surgical simulation. It 
supports an open outline that for the necessary models for various medical simulations, 
for instance, medical device mimic, graphics, and haptics rendering as well as collision 
detections [100]. Developers can refactor the framework, reconstructed models, 
function solvers, or PDE solvers. “Physics-based simulation in an immersive desktop-type 
environment where users hold actual surgical tools while watching a stereo display of the 
physics-based interaction of tool to tissue superimposed over them” [101], the 
remarkable factors of this framework are as follows:  
 The multi-functional framework which not only facilitates surgeons to reorganize 
the anatomical structures of human but also can be implemented as the medical 
training devices. 
 Surgical simulation and medical validation can be implemented with this 
framework. 
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 Detailed documentation and introduction are supplied to represent the 
implementations. 
Collaboration diagram of OpenSurgSim framework is demonstrated in Figure 2.14, 
the graphics rendering pipeline is the main pipeline and most of the functions are utilized 
to define and construct the visual rendering in this framework. 
 
Figure 2.14: Collaboration diagram of OpenSurgSim framework [103] 
2.3.3.3. Medicine Simulation Mark-up Language (MSML) 
Medicine Simulation Mark-up Language (MSML) is a framework to describe the scenes 
of 3D model for various simulation tools [102]. It helps the developers with various pre-
processors for 3D models called Operators and exports for Sofa Framework or Abaqus.  
The MSML framework is integrated as a hybrid platform of Python and C++ [103]. This 
XML-based framework of MSML fits for most of the medical simulations. Since most of 
the components could be integrated into this platform, MSML framework acts as a link 
bridge between the visual modelling pipeline and the medical training pipeline. 
 
Figure 2.15: Matching workflow of a complete surface MSML [104]  
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However, these Haptic-enabled surgical SDK and implementations have several 
drawbacks: 
Firstly, in the haptic rendering, most of the force feedback feeling are based on the 
surface of the organ, as well as the tension or friction, when the depth interventions 
occurring with complicated situations, such as contact with the human organ-inside 
vessels or bones, real-time concurrent rendering by framework is still a thorny challenge.  
Secondly, although these Haptic-enabled surgical SDK effects have been classified 
and addressed for a visuo-haptic pipeline integration, the relations between these two 
pipelines are yet to be figured out. Visual rendering depends on the graphics rendering 
has been studied for decades, especially in the game industry, while how the haptic 
rendering pipeline integrated with these existing graphics rendering seamlessly to 
provide the best immersion feeling is few studied. 
Thirdly, different form geometric-based surfaces models, volumetric-based 
deformable tissue model should combine with biometric characteristics in both visual 
and haptic aspects, such as the bleeding, breath, non-Linear elasticity, or viscoelastic. 
Existing simulation framework have simplified these features as the linear or limited in 
the dynamic simulation.  
Last but not least, frameworks should be for quick prototyping of procedures which 
involve deformation, and which are indeed common in medicine. It is essential to provide 
a medical feedback scene after the surgical training or simulation. It is of paramount 
importance to integrate open source libraries to build the framework. Moreover, such 
integration should allow the developer to get both the best of the flexibility and 
modularity of the libraries and extend the framework itself. Source code modifications of 
the used open source tools were considered as a minimum, so the installation will not 
become overwhelming. Manipulators can save and load project settings for a specific 
human organ model and the number of frames per second in the simulation environment 
will be able to demonstrate the interactions in real time are also the issues need to be 
addressed urgently.  
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Figure 2.16: Integration of our Physics-Surg Engine framework 
The aim of this Ph.D. research is dedicated to develop a universal physics-based 
surgical engine for surgical simulation tasks. This framework is based on some topics 
covered as a background in the previous chapter. Thereafter, a key element in the design 
is to allow users to interact with deformable objects in a simulation environment by 
means of the sense of touch. Furthermore, depending on the number of forces exerted, 
virtual objects should deform accordingly based upon an underlying mathematical model. 
The framework is targeted mainly at medical staff to whom pre-operational training in a 
simulation environment becomes an important tool to perform efficiently in a surgery 
room. In addition, the aim is to build a framework for quick prototyping of procedures 
which involve deformation, and which are indeed common in medicine. Furthermore, it 
is essential to provide a framework for testing different models in regards to deformation 
and haptics. It is of paramount importance to integrate open source libraries to build the 
framework. Moreover, such integration should allow the developer to get both the best 
of the flexibility and modularity of the libraries and extend the framework itself. Source 
code modifications of the used open source tools were considered as a minimum, so the 
installation will not become overwhelming. The graphical user interface becomes an 
important aspect of the project as this will be the interaction part for the user to handle 
the most important library settings used, especially for the mechanical behaviour, 
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straightforward method for interacting with virtual deformable objects while modifying 
its settings. Additionally, users can save and load project settings for a specific human 
organ model. The last but not the least is to increase the number of frames per second 
in the simulation environment, so the users will be able to interact in real time. 
2.4. Physics-based Visual Rendering for Medical Simulation 
Benefit from the burgeoning improvement on computer graphics (CG) and virtual reality 
(VR) technologies, virtual surgery is considered as a method that can reduce the cost of 
surgical training for surgeons effectively. Yet, suffering from the inauthentic artificial 
model in existing commercial VR surgical simulator, only few physics-based renderings 
are applied in the medical field. Especially, the rendering of soft tissues in the human 
body, which is commonly employed in the fields of games and movie animation. 
Furthermore, minimally invasive surgeries (MIS) usually accompany with a high risk of 
injury to organs, nerves, and vessels due to the limitations in operating space, viewing 
angle, and lighting conditions. The visual properties of human soft tissues have a high 
dynamic range and there is the individual pathological difference [104]. Therefore, virtual 
surgery requires higher requirements for the immersive reproduction and realistic visual 
effects as operation room (OR) scenes. Most current virtual surgical simulators focus on 
the interactions between the surgical tools and human tissue during surgery and ignore 
the realistic surgical environment and human tissue rendering. In consequence, trainees 
are constantly aware that they are in a fake virtual training environment, rather than the 
actual surgical process [105].  
In this context, the physics-based rendering method is considered to be an effective 
way to provide more visual information. In addition, due to real training scenarios, virtual 
reality technology will also improve clinical effectiveness [106]. Traditional surgical 
simulation rendering models commonly utilize empirical models [102], [107] or methods 
based on video images [108]. In general, these applications propose a fitting parameter 
that interacts with a traditional empirical model. However, this assumption-based 
accuracy of the material properties cannot be guaranteed. Physical-based rendering (PBR) 
methods provide a highly realistic visual affection and accurate rendering pipeline, 
however, only a few works focus on PBR in surgical simulations. PBR refers to a material 
that accurately represents the real world using a realistic shader model. Therefore, to 
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create a 3D scene with realistic visual rendering, a physical rendering based BRDF 
provides a practical method. 
2.4.1. BRDF-based Soft Tissue Rendering 
Chung proposed image-based BRDF for the medical simulation [109],which is based on a 
specific location of the light source and the camera, using a photo and any geometric 
shape to sample the isotropic material. However, the location of all components should 
be defined in advance in this algorithm. Lim et al. proposed BRDF as an SfS (Shape-from-
Shading) illumination equation to recover the geometry [110], [111], which uses the 
intensity of the endoscopic image pixel as the BRDF sample of the organ to estimate its 
geometry. In 2004, Chung et al. introduced a method of retroreflective BRDF sampling in 
video bronchoscopy images [109]. The defect of this method is a merely small sample of 
incident light and the BRDF coverage are addressed. To this end, Chung et al. proposed 
another BRDF algorithm which is like the Phong model in 2006. In 2011, Cenydd et al. 
improved image-based BRDF to measure BRDF in the human brain [112]. Taking the 
space and time constraints into account of the surgery, Qian et al. addressed a VR medical 
simulator of laparoscopic surgery [113], including the use of microfacet models for 
material rendering. VR applicated in the medical field has dramatically boosted in the 
field of surgical planning, surgical navigation, and rehabilitation training [114].  
VR simulation is used to train inexperienced surgeons to familiarize themselves with 
the operating room environment and surgical procedures. In addition, a brief 
preoperative VR preheating can help surgeons to integrate into the surgical environment 
faster [115]. Although VR has made great progress in the medical field, there have been 
major improvements in techniques and visual effects, and even naked-eye 3D technology 
has been applied to them [116], [117]. However, these applications have neglected the 
effect of the operating room environment on the effects of surgical training. In this thesis, 
we propose a realistic visual rendering method for human lungs in virtual surgery. Based 
on the Cook-Torrance model, we improved the calculation of diffuse and specular 
reflections. In addition, we created a highly immersive surgical scene to improve the 
effectiveness of surgical training. Finally, we integrated a head-mounted display (HMD) 
virtual reality application with our physical-based rendering algorithms to validate this 
highly immersive surgery simulation system. 
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2.4.2. Immersive Surgical Environments 
Virtual reality (VR)-based surgical simulations have attracted many research attention 
over the years and gradually turned into a real-life medical training simulation solution, 
providing highly immersive and repeatable training experience, without ethical or 
hygienic issues[118]–[121]. Due to the recent advances in the field of augmented reality 
(AR) and mixed reality (MR), cognitive sense has brought into the next level surgical 
simulator with enhanced immersion and interactivity[122]–[124]. The traditional trainer 
is a comment and portable trainer for the medical students, but its lacks the normative 
subjective assessment and objective  performance evaluation metrics inside the 
system[125], [126]. The VR simulator compensates the flaws of the peg transfer box 
simulator. Maciel. A developed a virtual reality laparoscopic skill trainer named VBLaST, 
with real-time evaluation function for the peg transfer [127], and the Lap MentorTM 
simulator[128], [129]. C. Loukas compare the AR-based peg transfer with the box and VR 
simulator[130] and T. Huber added a highly immersive 360° real operating room 
environment to construct an MR training environments[131], [132]. Nevertheless, there 
is no comparative study has focused these various categories simulators on the surgical 
training, in another word, which one is the most effective simulator to shorten the 
surgical learning curve, thereby to compare advantages and disadvantages of these 
simulators.  
2.5. Summary 
In Chapter 2, we summarise the biomechanical characteristics of soft tissue and survey 
of the physics-based deformable simulation methods have been provided. Furthermore, 
a detailedly review of CD, rendering visuo-haptic framework and the latest haptic-
enabled medical simulation SDKs and integrations are addressed. After that, physics-
based visual rendering is introduced in detailed in this chapter, including concepts, and 
classifications of visual modelling and haptic rendering. BRDF-based visual rendering 
methods and the advantages and disadvantages of the existing immersive surgical 
training environments are also mentioned in this chapter. Therefore, we can summarise 
that a novel immersive physics-based medical simulation framework is in urgent need to 
figure out the above-mentioned challenges.
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Chapter 3 
3.  Physics-based Real-time Surgical 
Deformation Simulation 
In this chapter, a novel hybrid physics-based real-time deformation simulation algorithm 
for surgical simulation is proposed. In section 3.1, we introduce a novel hybrid position-
based dynamics with viscoelasticity model, and cluster-based shaping matching model 
deformation simulation of the surface mesh for volumetric soft tissue, respectively. In 
Section 3.2, I focus on soft tissue cutting simulation: highlights of the proposed cutting 
simulation methods are addressed in detail, including the tetrahedron cutting and the 
position-based cutting algorithms. In Section 3.3, a conclusion is drawn about the 
proposed deformation algorithms and further research on physics-based deformation is 
detailed. 
3.1. Soft Tissue Deformation Simulation 
From the abovementioned review in Chapter 2, FEM performs the worst in real-time 
deformable simulation because of the matrix manipulation and the expensive 
computational cost on the linear sparse system, even using GPU for optimization. MSM 
with the explicit integration method, the efficiency is as quick as the PBD, however, the 
accuracy may be affected. The most time-consuming operation is the constraint and the 
mapping. Gauss-seidel is utilised to handle this constraint one by one, which is much 
faster than the FEM matrix calculation. From the accuracy perspective, FEM is the best 
as it is based on the continuum mechanics which can simulate the real biology tissue. 
MSM is based on the Hook’s law which seems to be a simplified FEM. However, it does 
keep the volume constraint, PBD utilized the geometry-driven method, whose accuracy 
is based on the constraining. The more constrained, the more accuracy in the system. 
From the stability perspective, PBD has demonstrated the best performance, FEM with 
explicit algorithms, when with the high stiffness coefficient, huge time step, which will 
lead the penetration. To solve this problem, an implicit algorithm can be used, with a 
higher time consumption. PBD controls a position changes of the particles directly and 
avoid the force and speed, therefore providing greater stability to the system, even in 
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huge time-step. Different from mechanical or material engineering simulation, real-time 
simulation such as surgical simulation, efficiency is the primary target. Compared with 
force-based simulation algorithms, efficiency and stability are the two significant 
advantages of PBD as shown in Table 3.1. 
 Mass-spring FEM PBD 
Integration Explicit Implicit Explicit Implicit Numbers of Iterations 
Efficiency High Low low low high 
Accuracy low low high high 
Medium 
 
Stabile Low medium low medium high 
Application Real-time simulation Biomechanics CG & Game 
Table 3.1: Researchers A Survey of Real-time Physic-based Deformation in Surgical Simulation 
The proposed hybrid physics-based real-time deformation simulation framework is 
shown in Figure 3.1. We combine the discretisation of FEM and constraint-based PBD for 
the geometric model and physics model respectively, to balance the contradiction 
between the accuracy and the speed. After that, we integrate the visual mapping sharers 
on the hybrid physics-based deformable model to render the immersive surgical scenario. 
 
Figure 3.1: Implementation of the hybrid physics-based real-time based deformable simulation framework 
3.1.1. Position-based Deformable Model 
In contrast to FEM, the position-based method (PBD, also called the meshless method) 
does not require a mesh for simulation. Through this new approach, the system can be 
represented by a series of particles that interaction to the elastic governing equations. 
Introduced from computational mechanics, an overview of meshless methods for cutting 
and fracturing can be found in [15], [16]. The advantage of meshless methods is that they 
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do not require explicit coding of the material topology and can be used even when the 
connectivity of the particles is hard to control without employed mistakes [133]. However, 
the meshless approach requires the calculation of node-to-node adjacencies in each 





scalar constraint function 𝐷𝑖: ℝ
3𝑛𝑗 → ℝ 
set of indices {𝑖1, … 𝑖𝑛𝑗} , 𝑖𝑘 ∈ [1,…𝑁] 
stiffness parameter 𝑘𝑗 ∈ [0…1] 
type unilateral or bilateral 
Table 3.2: Parameter meaning in PBD method 
Since the algorithm simulates time-second-order systems, it is necessary to specify 
the position and velocity of the particles in (1) - (3) before the simulation cycle begins. 
Lines (5) - (6) perform simple explicit forward Euler integration steps for velocity and 
position. The new position 𝑝𝑖 is not directly assigned to the position, but only used as a 
prediction. Non-permanent external constraints (such as collision constraints) are 
generated at the beginning of each time step in the line (7) from the beginning. Here, the 
original position and the predicted position are used in order to perform continuous 
collision detection. The solvers (8) - (10) then iteratively correct the prediction positions 
so that they satisfy the Mcoll outer and 𝑀 inner constraints. Finally, the position and 
speed are updated using the correction position 𝑝𝑖. If this is not done, the simulation 
does not produce the correct behaviour of the second-order system, detailed procedures 
of PBD method is demonstrated in Figure 3.2. 
1：for all vertices 𝑖 do 





5：    for all vertices 𝑖 do 𝑣𝑖 ← 𝑣𝑖  + ∆𝑡𝑤𝑖𝑓𝑒𝑥𝑡(𝑥𝑖) 
6：    for all vertices 𝑖 do 𝑝𝑖 ←  + ∆𝑡𝑣𝑖 
7：    for all vertices 𝑖 do genCollConstraints (𝑥𝑖 → 𝑝𝑖  ) 
8：    loop solver Iteration times 
9：        projectConstraints (𝐶1 ⋯⋯𝐶𝑀+𝑀𝐶𝑜𝑙𝑙 , 𝑝1 ⋯⋯𝑝𝑁 ) 
10：   end loop 
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11：   for all vertices 𝑖 do 
12：      𝑣𝑖 ←(𝑝𝑖 − 𝑥𝑖)/∆𝑡 
13：      𝑥𝑖 ← 𝑝𝑖  
14：   end for 
15：   velocityUpdate (𝑣1 ⋯⋯𝑣𝑁 ) 
16：end loop 
Figure 3.2: Simulation procedures of PBD method 
Solvation Method: 
(8) - (10) is the main loop to calculate, or predicted the for each particle in the system. 
Since the asymmetry, the PDEs are in general non-linear. The formula of a simple distance 
constraint 𝐷( 𝑞1, 𝑞2) = (𝑞1 − 𝑞2)
2 − 𝑑2 causes a non-linear equation. To solve this, the 
mass point needs to be spatial discretisation, after that the motion equation need to be 
solved: 
𝐷1(𝑄) ≻ 0 
… 
𝐷𝑀(𝑄) ≻ 0 
𝐷(𝑞 +△ 𝑞) =  𝐷(𝑞) + 𝛻𝑞𝐷(𝑞) ∙△ 𝑞 + 𝑂(|△ 𝑞|
2) = 0. 
𝛻𝑞𝐷1(𝑞) ∙△ 𝑞 = −𝐷1(𝑞) 
… 
𝛻𝑞𝐷1(𝑞) ∙△ 𝑞 = −𝐷𝑀(𝑞) 
When 𝑀 ≠  3𝑀 the linear system resulting matrix will non-symmetric and cannot 
invertible. To figure out this problem, system pseudo-inverse of the matrix needs to be 
employed, which can obtain the best solution. Handling inequalities cannot be directly 
utilized as the same in Newton-Raphson. 
Gauss-Seidel Solver 
The non-linear Gauss-Seidel method usually employed to solve constraint equations in 
PBD method. Every constraint matched with a single scalar equation of position 𝐷(𝑄) ≻
0. PBD solves this kind of problem like given q we want to find a correction △ 𝑞 such 
that 𝐷(𝑞 +△ 𝑞) = 0 , it should be emphasized that the PBD method also linearizes the 
constraint for each constraint. Equation of linearize constraint can be express as: 
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𝐷(𝑞 +△ 𝑞) ≈  𝐷(𝑞) + 𝛻𝑞𝐷(𝑞) ∙△ 𝑞 = 0 
△ 𝑞 = 𝜆𝛻𝑞𝐷(𝑞) 
For each single particle 𝑖, the vector can be calculated as: 







Compared with the Newton-Raphson, the uniformisation happens respectively in 
every single constraint. As these updates of positions influence the linearisation in next 
constraint, linearisation will depend on the real positions. Figure 3.3 demonstrated the 
projection of constraint, the ∇𝑝𝑖is according the the inverse mass 𝑤𝑖 = 1/𝑚𝑖  
 
Figure 3.3: Constraint projection: 𝐷(𝑞1, 𝑞2) = |𝑞1 − 𝑞2| − 𝑑. 
Stretching and Bending Constraint 
Stretching and Bending constraints are the normal constraint method utilized in PBD 
simulation, consider the  (𝑞1, 𝑞2) = |𝑞1 − 𝑞2| − 𝑑  derivative for each particle 
∇𝑝1𝐶((𝑞1, 𝑞2) = 𝑛  and  ∇𝑝2𝐶((𝑞1, 𝑞2) = −𝑛 , define the scaling s =
|𝑞1−𝑞2|−𝑑
2
 then we 















Bending constraint are utilised in cloth simulation, each neighbour triangles 
(𝑞1, 𝑞3, 𝑞2) and (𝑞1, 𝑞2, 𝑞4)  , 𝛿0 is the initial dihedral angle between triangles and 
bilateral bending constraint function can be expressed[14]: 
𝐶𝑏𝑒𝑛𝑑(𝑞1, 𝑞2, 𝑞3, 𝑞4) = 𝑎𝑐𝑜𝑠 (
(𝑞2 − 𝑞1) × (𝑞3 − 𝑞1)
(𝑞2 − 𝑞1) × (𝑞3 − 𝑞1)
∙
(𝑞2 − 𝑞1) × (𝑞4 − 𝑞1)
(𝑞2 − 𝑞1) × (𝑞4 − 𝑞1)
) − 𝛿0 
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3.1.2. Hybrid Deformable Model based on MSM and PBD 
The concept of the proposed algorithm is to divide the behavioural model into two parts: 
the nonlinear viscoelastic particle spring reflects the general physical properties of the 
soft tissue, which based on the MSM and the complex effects such as incompressibility 
and stability are processed based on the extended PBD. We can summarize the flow of 
our hybrid algorithm as follow: First, nonlinearity and viscoelasticity are reflected in the 
spring force calculation step, and the extended spring force is introduced as an external 
force to estimate the particle position. Then, the constrained projection loop step begins 
to modify the position to satisfy the constraint function equation. We use extension PBD 
to maintain the deformation effect, which depends on the iterator count. This method 
maintains the stability of the final particle position. The tissue we simulate is composed 
of a set of mass points, constraints, and springs, and the goal of the deformation 
calculation is to find the actual position of each particle in each time step. The position 
of the mass point is controlled by its total force load. For our approach, based on 
Newton's second law of motion: 
𝑓𝑡𝑜𝑡𝑎𝑙 = 𝑓𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 + 𝑓𝑠𝑝𝑟𝑖𝑛𝑔 + 𝑓𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 = 𝑀?̈? 
𝑥 = [𝑥1  𝑥2  ```𝑥𝑛 ]
𝑇 means the column vector of the particle position, ?̈? is the second 
derivative of the particle position versus time and is usually described as the acceleration 
of the particle. 𝑀  diagonal matrix of mass. 𝑓𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 = [𝑓𝑐1  𝑓𝑐2  ```𝑓𝑐𝑚 ]
𝑇  is the 
constraint column vector, 𝑓𝑠𝑝𝑟𝑖𝑛𝑔 and 𝑓𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 are the column vectors of the spring and 
the external force, respectively. In order to solve the particle position state of each time 






𝑥𝑛+1 − 2𝑥𝑛 + 𝑥𝑛−1
∆𝑡2
) 
To determine the 𝑓𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡, the constraint energy potential based on the PBD could 
be defined as： 
𝐶𝑒𝑛𝑒𝑟𝑔𝑦(𝑞1, 𝑞2, 𝑞3, 𝑞4) =
1
2





Where 𝑘𝑖 is the spring constant of the spring, 𝑑𝑖  is the  remaining length between  𝑞𝑖 
and 𝑞0 . The formula above describes the elastic potential energy of the deformable 
tetrahedron 𝑞1𝑞2𝑞3𝑞4: 
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∑ 𝜔𝑗𝑗 |∇𝑞𝑗𝐶(𝑞1, … 𝑞𝑛)|
2 ∇𝑞𝑖𝐶(𝑞1, … 𝑞𝑛) 
𝐶(𝑞1, … 𝑞𝑛) is the constraint of all points on an object;  ∇𝑞𝑖𝐶(𝑞1, … 𝑞𝑛) is the gradient 
of the constraint point 𝑞𝑖 , whose direction depends on the maximum change, finally, 
from the above equation, we can get: 
∆𝑞𝑖 =











Next, we integrated 𝑓𝑠𝑝𝑟𝑖𝑛𝑔  to simulate the nonlinearity and viscoelasticity of soft 
tissue. Nonlinear spring stiffness and particle dampers are described below. The spring 
force of each particle 𝑖 could be demonstrated as: 




𝑓𝑑𝑎𝑚𝑝𝑒𝑟 = (𝑏0 + 𝑏1 × ‖𝑥𝑖 − 𝑥𝑖
0‖)?̇? 
This direct velocity damping force acts on the particle group to simulate 







3                                              |∆𝑙𝑖𝑗 ≤ ∆𝑙𝑐|
(𝐴 + 𝐵(|∆𝑙𝑖𝑗| − |∆𝑙𝑐|)) 𝑠𝑔𝑛(∆𝑙𝑖𝑗)          |∆𝑙𝑖𝑗 > ∆𝑙𝑐|
 





𝑘𝑖𝑗  corresponds to ∆𝑙𝑖𝑗 = ‖𝑥𝑖 − 𝑥𝑗‖ − 𝑙𝑖𝑗
0 , therefore, the spring stiffness is a cubic 
polynomial at low displacement and linear at high displacement. 
From the above steps, the only added portion compared to the conventional PBD is 
the spring force calculated in the predicted position step. Therefore, the time cost of each 
time step of this method is slightly higher than the PBD. However, it is still acceptable to 
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meet the needs of real-time morphing applications while achieving unconditional 
stability and more complex modelling of deformation behaviour as shown in Figure 3.4. 
 
Figure 3.4: Energy constraint illustration of hybrid deformable model constraints  
3.1.3. Cluster-based Volumetric Deformation Simulation 
Shape matching constraint (SMC) needs no connectivity and which can be facilitated to 
constraint entire set of particles consisting the whole objects. Different from the 
mentioned methods above, SMC must set the original position of all the particles 𝑥𝑖
0. 
There is no need to utilise function-based constraint, however, to describe projection 
depends on each particle constraint condition directly, the SMC diagram is demonstrated 
in Figure 3.5. 
 
Figure 3.5:  𝑥𝑖
0 original shape - deformed shape 𝑥𝑖 - matched shape 𝑔𝑖. 
In order to obtain the projected locations matched with the original shapes, we need 
to give two sets of points  𝑥𝑖
1 and 𝑝𝑖 , 𝑅 represent the rotation, 𝑡 and 𝑡1 are translation 
vectors, where the 𝑤𝑛 = 𝑚𝑖, then: 
∑𝑤𝑛(𝑅( 𝑥𝑖
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Relative location can be expressed 𝑞𝑖 =  𝑥𝑖
1 −  𝑥𝑐𝑚
1  and  𝑝𝑖 = 𝑥1 − 𝑥𝑐𝑚 , optimal 
rotation matrix is 𝑅 and the optimal linear transformation is 𝑀, which means term is 
minimized as ∑ 𝑚𝑖(𝑀q𝑖 − p𝑖)
2
𝑖 . Configure the derivatives as all coefficients of 𝑀 to zero, 










𝑀𝑞𝑞  as a symmetric matrix and which means no rotation, polar decomposition 
𝑀 𝑝𝑞 = 𝑅𝑄, symmetric part is 𝑄 = √𝑀𝑝𝑞
𝑇𝑀𝑝𝑞 and rotational part is 𝑅 = √𝑀𝑝𝑞
𝑇𝑄−1, 
then we can express the projected positions: 
𝑝𝑖 = 𝑅( 𝑥𝑖
0 −  𝑥𝑐𝑚
0 ) + 𝑥𝑐𝑚 
To control the clusters directly, we should calculate each particle’s weight among this 
clusters, we introduce the weight 𝑤𝑖 for the cluster 𝑐 ∈ 𝐶. As an example, the centre of 





We experimented with five weighting schemes in our implementation. The first, and 
simplest, weighting scheme divides the particles mass evenly among the 𝑛𝑖  clusters it 
belongs to, 𝑤𝑖, This scheme corresponds to the “box” kernel, or constant weights, 
box(𝑥𝑖 , 𝑥𝑐 , ℎ) = 1 
Every particle has their own position and rotation and serves as some kind of ‘joint’ 
for the body. Every particle is connected to one or more clusters with a weight between 
0.0 and 1.0. Just like skinning for animations, it defines how much a cluster influences the 
transform of a particle. This means that if you want a rigid body, there would only be one 
cluster and all the particles would be connected to this cluster with weight 1.0. As an 
example, the Stanford bunny in Figure 3.6, the red dots mean the cluster and the white 
circles represent the radius of the cluster. Each yellow circle is mean the particles in the 
3D demo when the clusters are overlapping on the 3D model mean the user could define 
the deformable parameters, which is demonstrated in the left-right of Figure 3.6. 
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Figure 3.6: Cluster-based shape matching algorithm diagram of PBD. 
3.2. Interactions Dissection Simulation of Soft Tissue 
Soft tissue models for surgical training can be divided into two categories. One type is a 
single layer soft tissue model of the fascia, similar to the skin, the vessel walls, and the 
envelope of the organ, which can be reduced to a single layer mesh. Another type of soft 
tissue is volumetric-based soft tissue; the chunk of such a tissue, such as the brain and 
various internal organs. For the PBD algorithm, the single-layer soft tissue model can 
achieve the visual effect of cutting by dividing the triangle of the mesh surface, similar to 
the simulation effect of the cloth. In this paper, we propose a method of combining MSM 
and PBD to achieve this. For the volumetric-based soft tissue deformation simulation of 
a solid block, we use the tetrahedral cutting method based on the cluster principle to 
tetrahedral the block organ in advance, after that, the control the particle motion of the 
tetrahedral apex of the PBD algorithm to realize the cutting simulation of soft tissue. 
3.2.1. Surface Mesh Cutting of Soft Tissue 
During the virtual surgical cutting single-layer soft tissue simulation process, as the 
scalpel edge cutting plane moves, the triangle edge collision detection between the blade 
edge and the tissue model surface will produce a series of intersecting mesh vertices, as 
shown in Figure 3.7 (1), after that, according to the position of the surface vertices, we 
intersect the index number of the intersecting grid unit with the adjacent triangle vertices, 
which is demonstrated in Figure 3.7 (2). The subdivided mesh boundaries are then 
projected onto a plane at a distance from the cutting plane and the model of the mesh 
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geometry and topology information is updated simultaneously. Mesh subdivision is 
implemented to generate the new triangle mesh for a better-refined boundary. Finally, 
in the final step of completing the virtual surgical surface cutting process, the topology 
of the original mesh is decomposed and changed. Based on the tissue cutting method of 
MSM and PBD, the real-time and accuracy of the cutting are greatly improved, and the 
stability and immersion of the system could also be ensured. 
 
Figure 3.7: Diagram of surface mesh cutting for soft tissue 
In the process of removing the irregular mesh triangle patch at the intersection 
boundary, a large irregular jagged cutting boundary is often generated, especially when 
cutting the irregular soft tissue surface model, which has a great influence on the visual 
effect, and this is actually the cutting effect during the surgical procedure is different, 
which greatly reduces the training immersion of the system. In order to solve this 
problem, we can achieve a smoother processing of the slit edge by refining the apex of 
the slit to generate a more refined mesh. In the traditional way, the Bezier curve and 
other curve smoothing methods, our proposed algorithm, retains more details of the 
cutting edge and saves the mesh in the cutting process in a more accurate form, which is 
demonstrated in 3.7 (5). 
3.2.2. Volumetric Dissection of Soft Tissue 
For the cutting of the block object, when the scalpel slides on the surface of the object, 
the scalpel is abstracted into a straight-line segment with only the length and no 
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thickness. As shown in Figure 3.9, the position of the sword and the position of the handle 
are recorded at each moment. The corresponding points at adjacent moments together 
constitute the cutting plane. In the process of calculating the collision with the 
tetrahedron, it is mainly necessary to calculate the intersecting intersection point, that 
is, the intersection point and the intersection point of the cutting plane and the 
tetrahedron. In our algorithm, the positions of the line segments in the current and last 
time steps are stored to form a scan surface that is constructed by joining the 
corresponding endpoints of the two-line segments (Figure 3.8). Next, to determine the 
sweep surface and intersection created by the cutting edge, the following two tests are 
required. The first is to detect the intersection between the scalpel tip path and the 
tetrahedral surface. The other is to detect the intersection of the scanning surface and 
the tetrahedral edge. Adjacent tetrahedrons that share edges or faces are updated 
accordingly. If the cutting edge no longer passes through the intersecting edges or faces, 
the original tetrahedron will be subdivided. To update the PBD physical model, the 
Continue Stretch, Volume Hold, and Energy Hold constraints should be removed. And you 
must also add new constraints for subdividing tetrahedrons. The spring stiffness of the 
new edge can be calculated by interpolation of its adjacent connecting edges. Finally, 
once the scalpel leaves the surface of the mesh, the tetrahedral cut ends at the same 
time. Considering the symmetry and rotation transformation, we enumerate five 
common subdivisions based on the number of intersecting faces and the edges of the 
tetrahedron (Figure 3.9). After subdividing all tetrahedrons, the internal mesh will 
separate along the scanning surface. Due to the large size of the tetrahedron as the 
internal geometric element of the soft tissue model, it is possible to avoid the merging of 
small or poorly shaped tetrahedrons after subdivision. It also reduces the computational 
cost of the cutting process.  
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Figure 3.8: Common tetrahedral generation model of cutting   
 
Figure 3.9: Cutting surface generation of volumetric cutting 
After virtual cutting and subdividing the mesh surface mesh and the tetrahedron, 
new tetragons and their surface areas are needed to generate new polygons. Figure 3.10 
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illustrates this process. There are two main processing, the first one is the formation of 
the cut surface which is shown in 3.10 (1), before cutting, there are tetrahedrons P1, P2, 
P3 and P4, and two surface triangles. The vector ?⃗?  represents the normal of the surface 
mesh. There are two subdivision structures for the cutting surface, one is the subdivided 
triangle of the surface, as shown in Figure 3.10(4), and the other is the subdivision 
tetrahedron 3.10(4) generation after the cutting, in which the triangle is subdivided. The 
principle is similar to the cut subdivision of a mesh structure, which is a re-mapping of 
existing and newly added surface vertices to the correct subdivision tetrahedron. By 
scanning between the surface and the tetrahedron; and between the scanning surface 
and the surface triangle. Then, we triangulate the outer and inner surfaces (the inner 
surface is created by connecting the intersection of the tetrahedron and the triangle 
intersection, the red triangle). At the same time, we subdivided the original tetrahedron. 
After subdivision, we need to reconstruct the mapping between surface vertices and 
tetrahedrons. Finally, we subdivide the tetrahedron into a vertex tetrahedron and a 
bottom tetrahedron, as shown in Figure 2.13(5). 
 
Figure 3.10: New tetrahedral generation of cutting surface  
The mapping relationship between the tetrahedron and the surface vertices is 
another challenge that needs to be solved after the cutting is completed. Figure 3.11 
illustrates this process. Before cutting, the original tetrahedron (Tet A) contains a triangle 
whose vertices are S1, S2 , nd S3, as shown in the left figure of Figure 3.11. After the three 
vertices intersect the vertex of the cutting plane, the new four vertices are generated: S4, 
S5, S6 , nd S7. The tetrahedral Tet A is subdivided to produce four tetrahedrons Tet A-I, 
Tet A-II, Tet A-III, and Tet A-IV, and three new tetrahedral vertices P5, P6, P7 are generated. 
As shown in Figure 3.11 (middle). When the program updates the cutting plane, due to 
the existence of the stretching constraint, the parallel vertices S4, S5, S6 and S7 of the 
triangular patch are split into the vertices of the new triangle, that is, S4 and S5 begin to 
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separate, as do S6 and S7. For existing vertices (S1, S2, and S3), we only calculate whether 
it is in the subdivision of the subdivision and establish a link between the vertices and the 
connected tetrahedron, as shown in Figure 3.11 (right). For intersecting vertices, the pair 
of vertices cannot be easily divided into two different tetrahedrons because they have 
the same position, the associated vertices and the tetrahedral subdivision of the 
tetrahedron and the subdivided triangle patches and vertices are detailed demonstrated 
in Figure 3.11. 
 
Figure 3.11: Tetrahedral remapping for volumetric cutting  
3.3. Summary 
In this chapter, we presented our innovative novel hybrid physics-based real-time 
deformation simulation for surgical simulation. We introduced a novel hybrid position-
based dynamic with viscoelasticity model and cluster-based shaping matching model for 
the deformation simulation of the surface mesh and volumetric soft tissue respectively. 
In Section 3.2, we focused on the soft tissue cutting simulation, by highlighting of the 
proposed cutting simulation methods are addressed in detail, including the tetrahedron 
cutting and the position-based cutting algorithms. 
 




4. Clinic-data based Haptic 
Rendering and Patient-specific Visual 
Rendering 
In this chapter, the clinic-data based haptic rendering methods and the novel patient-
specific BRDF-based visual rendering for the surgical simulation are proposed. In section 
4.1, three haptic-rendering algorithms have been discussed for the specific surgical 
simulators rendering, which are the IGS and the MIS surgeries. In Section 4.2, patient-
specific medical image reconstruction method and the highlights of the proposed BRDF-
based visual rendering method are addressed in details, including the image-based 
lighting method which affords more immersive visualisation and better rendering 
effectiveness. In Section 4.3, the general framework of the immersive surgical 
environments rendering is demonstrated. Finally, in Section 4.4, a summarization of the 
haptic and visual rendering based on the suggested methods. 
4.1. Clinic-data based Haptic Rendering 
Haptically-enabled virtual surgical simulations have attracted many research attention 
over the years and gradually turned into a real-life medical training simulation solution, 
providing highly immersive and repeatable training experience, without ethical or 
hygienic issues. Due to the recent advances in the field of haptics, the sense of touch has 
brought such training into the next level with enhanced immersion and interactivity. 
Nevertheless, the challenge of accurate and realistic haptic feedback cannot be 
overlooked, due to the high-frequency update requirement (1000 Hz), many existing 
force calculation models are based on either artificial or animal-based experimental data. 
In this part, we proposed an immersive clinical-based real-time force feedback data 
based haptic rendering model, such model is obtained through a customised 6DOF force 
recording system and fitted as the force rendering model for the haptic pipeline. In 
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addition, segmented and reconstructed patient-specific CT images are also being used to 
assist with providing higher specification and immersion for the scenario. Last but not 
least, the proposed VR simulator has incorporated an ultrasound database and audio 
recording to complement the training immersion and minimise the gap between virtual 
and reality. To the best of the authors’ knowledge, it is innovative to integrate 
intraoperative multi-sensation data directly into haptically-enabled VR medical training 
simulation.  
4.1.1. Real-time Needle Force Modelling Based on Direct Clinic Data  
Based on Fung’s study, human soft tissues’ mechanical properties are characterised by 
inhomogeneity, non-linearity, anisotropy, and viscoelasticity. It is therefore difficult to 
provide a definitive equation for it, and most existing mechanical modeling works are 
based on empirical models and data. Specifically, the four percutaneous therapy 
procedures are: the needle tip contacting but without invasion skin; tip and the sheath 
of the needle sequentially inserting through the multi-layers tissue; needle forwarding in 
the tissue; and lastly, pulling out of the tissue. Since the pullout processing is not required 
for training, this thesis only focuses on the needle puncture into procedure analysing. 
Based on the abovementioned procedures, the overall puncture force expression is as 
follows: 
𝑓(𝑥) = 𝑓𝑠𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠(𝑥) + 𝑓𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑥) + 𝑓𝑐𝑢𝑡𝑡𝑖𝑛𝑔(𝑥) 
𝑥 means the depth of needle penetration. As far as we know, the needle puncture 
procedures feature continuity, uncertainty and independence, which maybe hard to 
describe with the existing model. Here, we introduced the periodic extension idea, to 
converts the non-periodic puncture force into a periodic function with extending the 
function definition domain to the entire real field. Because of the real-time puncture 
force are centred on the low-frequency part, according Fourier transforms, each periodic 
function can be decomposed of numbers of trigonometric periodic functions, which is 
the Fourier series. The equation as follow:  
𝑓(t) = 𝑎𝑛 cos(𝑘𝜔𝑡) + 𝑏𝑛 sin(𝑘𝜔𝑡) 
Because the Euler formula: 𝑒𝑖𝑡 = cos𝑡 + 𝑖sin𝑡,, we transformed the trigonometric 
function into an exponential form: 
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Based on the above formula, the superposition coefficient of a function expression 
with a known periodic function can be obtained by integration. In our simulation, since 











According to this, we introduced finite triangular periodic functions to approach the 
puncture force function f(t) to describe the final model as: 




𝑎𝑘 and 𝑏𝑘 are the Fourier coefficient, N means terms number of the Fourier series. 
The force model is analyzed through frequency spectrogram to determine the Fourier 
series N, which is set from 1 to 8. 
In the proposed training framework, a urologist guides the real-time C-ARM or 
ultrasound image navigation to locate the minimal invasive position for needle insertion. 
To provide an immersive haptic rendering of such dual-hand operation, we implemented 
both ultrasound force and needle insertion force within one haptic rendering loop.  Fig. 
4 demonstrates the proposed two different haptic rendering algorithms schematic, 
which could potentially be used in many other image-guided medical simulations.  
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Figure 4.1: Schematic overview of multi-force rendering during ultrasound navigated renal percutaneous 
surgery. 𝐹𝑎⃗⃗  ⃗ and 𝐹𝑏⃗⃗⃗⃗  means the external pressure on the ultrasound and the puncture needle. Force rendering 
of ultrasound and needle in two diverse ways which introduced below 
Ultrasound Force: Ultrasound force rendering is based on the god-object proxy and the 
virtual-coupling algorithms. The force 𝐹𝑎⃗⃗  ⃗  means the vertical external force from the 
surgery’s hand, which attaches to the top of the ultrasound probe. Target position inside 
renal determines the force feedback on the ultrasound probe and takes into 
consideration of both the rigid ribs and soft multi-layer tissue. We propose to separate 
this procedure into two states: 1) initialization state, where the initial position of the 
ultrasound probe detects collision with the skin and virtual proxy not penetrating the 
visual object and no force feedback in this should be generated. 2) penetration state with 
no beyond-the-ribs plane (yellow line in Fig. 4), when the 𝑃𝑜𝑠𝑈𝑙𝑡𝑟𝑎(𝑡0)  turns to the 
𝑃𝑜𝑠𝑈𝑙𝑡𝑟𝑎(𝑡) , with external force on ultrasound probe increaseing and proxy starting 
penetration into the objects and further away from the 𝑃𝑜𝑠𝑈𝑙𝑡𝑟𝑎(𝑡1) where the distance 
is ∆𝑑 = 𝑃𝑜𝑠𝑈𝑙𝑡𝑟𝑎(𝑡1) − 𝑃𝑜𝑠𝑈𝑙𝑡𝑟𝑎(𝑡0). According to the Hook’s Law: 𝐹𝑈⃗⃗  ⃗ = 𝑘∆𝑑, all three major 
layers of the human soft tissue: skin, fat and fascia will generate resistant force. In 
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addition, the ribs, specifically the 11th rib and 12th rib, also contribute to the resistant 
force, which means:  
𝐹 𝑈 = 𝐹 𝑠𝑘𝑖𝑛 + 𝐹 𝑓𝑎𝑡 + 𝐹 𝑓𝑎𝑠𝑐𝑖𝑎 + 𝐹 𝑏𝑜𝑛𝑒 
In this case, the backside of human was selected as the percutaneous surgery 
position. According to Petrofsky. J [33] the average thickness of human back’s skin and 
fat is approximate 0.8 mm, fat and muscle thickness are 8.4 mm and 39 mm, furthermore 
coefficients (stiffness and damping) are employed from [34] as demonstrated in Table 
4.1. 
Component Thickness(mm) Stiffness(N/m) Damping(N/m2) 
Skin 0.8 331 3 
Fat 8.4 83 1 
fascia 39 497 3 
Table 4.1: Parameters of human tissue for the needle puncture surgery 
The ultrasound probe’s visual proxy is constrained out of the skin surface, while the 
virtual proxy needs to be constrained to the depth of 48.2 mm (sum of all three layers). 
Apart from the vertical constraint, we also set the horizontal constraint which is the 
collision between virtual proxy of the ultrasound probe with the 11th or 12th rib. Based 
on these we can calculate the force in these stage as: 
𝐹 𝑠𝑜𝑓𝑡 = {
𝑘𝑠𝑘𝑖𝑛∆𝑑,   0 < ∆𝑑 < 0.8
𝑘𝑠𝑘𝑖𝑛∆𝑑 + 𝑘𝑓𝑎𝑡(∆𝑑 − 0.8), 0.8 < ∆𝑑 < 9.2
𝑘𝑠𝑘𝑖𝑛∆𝑑 + 𝑘𝑓𝑎𝑡(∆𝑑 − 0.8) + 𝑘𝑓𝑎𝑠𝑐𝑖𝑎(∆𝑑 − 9.2), 9.2 < ∆𝑑 < 48.2
}  
 
Figure 4.2: Haptic proxy rendering of ultrasound head with soft and rigid objects 
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To improve our model for calculated form the traditional multi-layer soft tissue 
models, we also calculate the force between 11th and 12th ribs as demonstrated in 
Figure 4.2. 𝐹 𝑠𝑜𝑓𝑡 refers to the resultant force of different layers, when the virtual proxy 
immersed in the tissues, the  𝐹 𝑏𝑜𝑛𝑒 should be the resultant force of 𝐹 11𝑡ℎ  and 𝐹 12𝑡ℎ, which 
can be calculate form the angle 𝜃, and  𝐹𝑈⃗⃗ ⃗⃗  is: 







Needle Force: the novel forcing model we proposed is based on the intraoperative 
data of the needle puncture shows in equation (10). We set four layers for the force 
rendering for the percutaneous puncture procedures, which is based on the depth form 
the skin to the percutaneous target. The state I is from the needle touching on the virtual 
surface to the skin break, with the optimal force fitting parameter N=4. When the needle 
tip cut into the fat layer and moving through in stage II, the optimal fitting parameter is 
N=6. Stage III and IV are the states when the needle tip cut into the human back fascia 
and the renal fibrous capsule, and their respective fitting parameters are 8 and 6. As the 
needle cut through human tissue during the states, the virtual proxy is in the same 
position of real needle’s tip position, we need to constrain the dimension of needle 
movement after the tip penetration, which means it can only move forward and back in 
one dimension (Purple arrows in Figure. 4.1). Based on the abovementioned models, the 
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4.1.2. Surgical Clamps Force Rendering in Minimal Invasive Surgery 
Except for the physically-based algorithms of needle puncture modelling with soft tissue 
simulation mentioned above, another significant simulation procedure is the haptic 
rendering between surgical clamps and human soft tissues. During minimal invasive 
operation, surgeons operate several soft tissues by different kinds of instruments, we 
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constructed the tools such as a grasper, stapling, clamp, and scalpel, coupled the visual 
model of surgical tools with a mesh-based physical model which is employed for collision 
detection. This is the essential step since the haptic rendering loop should run 
approximately 900 Hz to provide a continuous feedback [134]. Left image of Fig. 6 depicts 
one of these surgical instruments and its collision volume. Geomagic Touch, which 
provides 3DOF force output and 6DOF force input, is adopted as the surgical haptic 
rendering device. During simulation, an inclusive bounding volumes collision detection is 
computed in parallel to allow a higher frame rate, which is required for the haptic 
rendering provides the input for tools. Both surgical tools haptic rendering methods are 
integrated in the one haptic loop. For the grasp manipulation of the left hand, we 
calculate the force feedback as a result for summation of the vectors departing from the 
center of each sphere under collision detected with the grasp bounding volumes and the 
closest point in the tool which is shown in Figure 4.3 (left) of this process. The resulting 
vector direction provides the direction of the force and the amount of penetration gives 
the amount of force. The haptic feedback handle the vessel and bloods haptic rendering 
according to the identical procedure because both models are generated by PBD.  
For the stapling haptic rendering simulation, as far as we know, the action force is 
produced in Figure 4.3. the force of the surgical clamps is consisting of five different of 
force, since the 𝐹 = −𝑘𝑥, which is the Hooks law, for the Figure 4.4 below: 
𝐹𝑥 = 𝐹s, 𝐹𝑦 = 𝐹l, 𝐹𝑧 = 𝐹𝑝, 𝐹𝑡 = 𝐹𝑡𝑤𝑖𝑠𝑡 , 𝐹𝑔 = 𝐹𝑔𝑟𝑎𝑠𝑝  
The resultant force 𝐹𝑛 could be expressed as: 
𝐹𝑛 = 𝐹𝑙 + 𝐹𝑠 + 𝐹𝑝 + 𝐹𝑔 + 𝐹𝑡 = 𝐹𝑙𝑖 + 𝐹𝑠𝑗 + 𝐹𝑝𝑘 + 𝐹𝑔𝑙 + 𝐹𝑡𝑚
= 𝐹𝑛(𝑐𝑜𝑠𝜃𝑙𝑖 + 𝑐𝑜𝑠𝜃𝑠𝑗 + 𝑐𝑜𝑠𝜃𝑝𝑘 + 𝑐𝑜𝑠𝜃𝑔𝑙 + 𝑐𝑜𝑠𝜃𝑡𝑚) 
𝑖, 𝑗, 𝑘, 𝑙, 𝑚 , means the unit vectors in the  𝑙, 𝑠, 𝑝, 𝑔, and 𝑡  directions, respectively. 
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When the surgical clamp squeezes the soft tissue, the displacement could be: 
𝐷(𝑡) = [𝑙(𝑡), 𝑠(𝑡), 𝑝(𝑡), 𝑔(𝑡), 𝑡(𝑡)]
= 𝑙(𝑡)𝑖 + 𝑠(𝑡)𝑗 + 𝑝(𝑡)𝑘 + 𝑔(𝑡)𝑙 + 𝑡(𝑡)𝑚 
Because the velocity is the first order derivative of the 𝐷(𝑡) and the acceleration is 









































The average magnitude of acceleration w.r.t gravity ‘𝑔’ over a time period of 0 to 𝑇 




















The force and the acceleration data could be rendered as the visual and haptic 
cooperation, with the 1KHZ refreshments.  

Figure 4.3: Surgical clamps forces generation from the instrument-tissue collision  
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The interaction between HIP and a polyhedral scene is enabled by the ‘god object’ 
method. When surgical jaw is stabilised and in the pick-up condition, the peg’s relative 
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To calculate dual hands claps manipulations between the target position is 
demonstrated in Figure 4.4, The relative position of the spherical pivot is then calculated 
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Figure 4.4: Surgical clamps grasping force rendering for single and dual tools  
For the stapling haptic rendering simulation, as far as we know, no haptic rendering 
algorithms have been proposed on such surgical applications. Different from the 
tetrahedrons-based model of lung tissue, we introduced the rope rendering model to fill 
the vessel models with one-layer particles with triangle mesh constraints and each 
particle connected with basic stretch constraints. When the stapling operation 
happening, we set the linear stapling clips in three statuses: when both of the clips 
detecting the collisions between the particle in vessel, the haptic feedback begin to 
rendering; when the angle 𝜃 > 0°, the force accumulated same as the grasp rendering; 
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when 𝜃 = 0°, system disable the force loop, both constrain fracturing and there is no 
longer a visual rendering of the particles between the two clips of stapling, which is 
illustrated in the right of the Figure 4.5. 

Figure 4.5: Haptic proxy rendering of clamp stapling operation 
4.2. Patient-specific BRDF-based Visual Rendering Visual 
Rendering 
Medical imaging is a technique used for the representation of the human body (or a part 
of the body) for clinical purposes and medical science. This field covers radiology, 
endoscopy, thermography, microscopy and nuclear medicine among others. Medical 
imaging is one of the most useful diagnostic tools since you can get a diagnose or an 
overview of the trauma without having to operate and open the patient up. All these 
methods require very little of the patient and are relatively safe. As this is a large field in 
medicine, we will only focus on the different imaging techniques present in surgical 
simulation. Computed Tomography (CT) is a medical imaging method providing far more 
details than for example ultrasound. It uses two X-ray beams crossing each other to 
produce a series of two-dimensional X-ray images of the body, which rotates around the 
body during the scanning. These images will then become the three-dimensional CT 
image of the body. They can be used to produce virtual images that show what a surgeon 
would see during an operation or an image of the area of trauma before the surgery. This 
means that CT scans allow the doctor to examine the interior of the body without having 
to operate or perform intrusive examinations. Detecting tumors and other problems are 
also achievable through CT scan images 
The necessary step to build an image-based BRDF is to get the geometry of the object. 
The CT scan slices obtained are the basis for a three-dimensional reconstruction of the 
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lung and chest models. To build the model with much details and realistic performance, 
we adopted a full set of original CT image to reconstruct the operational model. To 
reproduce the visual objects into the virtual environment, firstly, patients-specific CT 
images (DICOM) were imported to construct clinic simulation, segmentation functions 
like threshold and region growth are employed here to the ROI extraction. After that, 3 
professional thoracic surgeons are invited to revise the auto-segmentation result with 
manual correction. Traditional empirical models, such as Blinn and Phong have been 
widely used in computer graphic rendering, however, they do not meet the requirement 
for high-quality visual rendering. Therefore, physics-based rendering was proposed, such 
as the microfacet model, which conforms to the real physics process was considered a 
better choice. 
      The Microfacet theory describes that on a microscopic scale, any surface can be 
described by many absolute smooth micromirrors, and the normal of each microfacet 
are different. The Microfacet model could be separated into two parts: the diffuse 
reflection 𝑓
𝑑
















 are the coefficients of 𝑓𝑑 and 𝑓𝑠. The diffuse term 𝑓𝑑 uses the 
Disney model, following Fresnel's Law of Refraction, where the light experiences two 
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𝐷90
= 0.5 + 2(𝑛 ∙ 𝑣)2𝑟𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠  
Where 𝐶 is the color value, 𝑛 is the surface normal vector, 𝑣 is the vector pointing to 
the camera (observation point), and 𝑙  is the vector pointing to the light source. For 
specular reflection 𝑓𝑠, its Cook-Torrance form can be described as: 
𝑓𝑠 =
𝐷𝐹𝐺
4(𝑛 ∙ 𝑣)(𝑛 ∙ 𝑙)
 
Where 𝐷 is a normal distribution function that determines the appearance of the 
surface of the object, defines the highlight range, and the spot size. 𝐹 is the Fresnel item, 
generally using Schlick approximation. 𝐺 is a geometric attenuation term that describes 
the occlusion of the surface of the object: 




𝜋((𝑛 ∙ 𝑣)2(𝛼2 − 1) + 1)2
 
Where 𝛼 = 𝑟𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠2 . The Fresnel equation is complicated. In order to better 
deal with retroreflective, we make a Schlick approximation to the 𝐹 term: 
𝐹 = 𝐹0 + (1 − 𝐹0)(1 − (𝑛 ∙ 𝑣))
5 
For the 𝐺 term, Heitz pointed out that using the Schlick model to approximate the 
Smith visibility function is not precise enough. The highly corresponding with Smith 
function shows a better result. It could model the correlated between masking and 
shadows based on the the microfacet’s height. 
𝐺 =




−1 + √1 + 𝛼2𝑡𝑎𝑛2(𝜃𝑋)
2
 
Where 𝜒+(𝑎) is a step function When 𝑎 ≥ 0,  𝜒+(𝑎) = 1, when 𝑎 < 0,  𝜒+(𝑎) = 0. 
In thoracoscopic surgery, the endoscope is the only light source inside the human body. 
The visual rendering pipeline is based on the patient-specific CT image reconstruct mesh, 
to present the lifelike rendering model of visualisation, we chose the physics-based 
rendering (PBR) algorithm during the simulation. Different from the empirical 
bidirectional reflectance distribution functions (BRDF), the microfacet model with more 
physics process could be adjusted during the visual rendering. The based model of our 
BRDF is: 
𝑓𝑑/𝑠 =
∫𝛺𝑓𝑚(𝑣, 𝑙, ℎ, 𝑆)𝐺(𝑣, 𝑙, 𝑆)𝐷(𝑆, 𝛼)(𝑣 ∙ 𝑆)(𝑙 ∙ 𝑆)𝑑𝑆
(𝑛 ∙ 𝑣)(𝑛 ∙ 𝑙)
 
In this equation, 𝑓𝑑 mean the diffuse reflection part and the 𝑓𝑠 means the specular 
reflection part. 𝑣 means the visual direction, 𝑛 means the normal of the mesh, 𝑙 means 
the incident direction, ℎ  means the halfway vector,  𝑆  means the hemisphere and 𝛼 
means the material roughness (range [0,1]). 𝐺(𝑣, 𝑙, 𝑆) and 𝐷(𝑆, 𝛼) means the geometric 
attenuation and distribution of the normal. Because of the different Fresnel term (𝑓𝑚), 
the diffuse and specular reflection have a different form, based on the empirical 
rendering model of Disney and the specific glistening effects of human organ, we modify 
the Disney model as: 
𝑓𝑑 =
(1 + (𝐹𝐷90 − 1)(1 − (𝑛 ∙ 𝑣))
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Where 𝐹𝐷90 = 0.5 + cos (𝑙 ∙ ℎ)
2𝛼. Towards to the specular term 𝑓𝑠, we introduce 
the classic Cook-Torrance BRDF model to deliver which is like:  
𝑓𝑠 =
 𝐷(ℎ, 𝛼)𝐺(𝑣, 𝑙, ℎ, 𝛼)𝐹(𝑣, ℎ)
4(𝑛 ∙ 𝑣)(𝑛 ∙ 𝑙)
 
 There are several distributional functions that can be utilised to describe the real 
environments, focus on the abdominal simulation, we employed the GGX defined as: 
𝐷(ℎ, 𝛼) =
 𝛼2𝜒(ℎ)
𝜋(𝑛 ∙ ℎ)2(𝛼2 + 𝑡𝑎𝑛2(𝜃𝑥))
2 =
 𝛼2𝜒(ℎ)
𝜋(𝑛 ∙ ℎ)2 (𝛼2 + (




Where the 𝜃𝑥 is the normal angle and the define of 𝜒(𝑥) is: 
𝜒(𝑥) = {
1   𝑖𝑓 𝑥 > 0
0   𝑖𝑓 𝑥 ≤ 0
 
The geometric attenuation means the microfacets shadowing of the objects, which 
can be demonstrated as:  





1 + √1 + 𝛼2
1 − (𝑣 ∙ 𝑙)2
(𝑣 ∙ 𝑙)2
 
The basic approximated Fresnel function model presented by Shlick C. can be 
demonstrated: 
𝐹 = 𝐹0 + (1 − 𝐹0)(1 − cos(𝜃))
5 
4.3. Immersive Surgical Environment Rendering 
Based on the reviewed literature above, we identified that the immersive surgical 
environments include three major sensations (haptics, visual and audio) which need to 
be reproduced in the medical simulators, and each sensation can be provided with 3 
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Real-time Built-in No 
Mistake alarm  
Reduce error 
rate 
Real-time No change no 
Table 4.2: Classification of the immersive degrees of the surgical environment 
For the perception of haptic rendering, force modelling of the soft tissue could 
reproduce the realistic tactile sense between the surgical tools and the human organ, 
which may facilitate the trainer to distinguish the details of the tissue and familiarize with 
operating procedures. Apart from that, real surgical tools and the high DOF haptic device 
will also provide a high immersive surgical instrument familiarity practice environment, 
which could also boost the trainer’s surgical skills. 
 For the visual perception, the realistic patient model provides an authentic surgical 
model which may improve the training fidelity, tissue deformation and the surgical 
effects (such as bleeding, burning, and smoking) could also make up the physics 
immersion parts of the training. Both original visual and audio from the surgical room 
environment could provide a cognitive training environment which could improve the 
trainers’ cognitive sensation during the surgery. Tool-tissue interaction audio could 
create a high immersive all-around training scenario to help the novice integrated into 
the surgical environments faster, and the mistake audio alarm is used to assist the trainer 
to reduce the operation mistake effectively.  
With respect to immersion on haptics, force model, operation tool and the degree of 
freedom can all be categorised into three levels. The top level of immersive force 
rendering model involves biomechanical experiments with specific surgical 
manipulations, such as needle puncturing, electrocautery burning and cutting by linear 
stapling, etc. Furthermore, identical surgical instruments with OR room as well as a 
customised haptic device with a high degree of freedoms are also the essential 
components for the realistic force rendering. The middle level of the haptic immersion 
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involves empirical force modelling, such as the constitutive models-based continuum 
mechanics and elastic mechanics, real surgical tools connected on the off-the-shelf 6DoF 
haptic device through 3D print connectors. The minimum level of the haptic immersion 
involves some basic simplified force models (such as Hook’s law) and standard haptic 
stylus as surgical tools. 
 
Figure 4.6: The implementation of medical training platform with direct intraoperative data. 
With respect to immersion on visual rendering, we identified four key visual elements 
that should be satisfied in the surgical training environment. Patient model is the 
foundation of anatomical identification and tissue-tool interactions during the simulation, 
top-level involves specific patient model reconstructed from a set of medical images 
(CT/MRI/Ultrasound) containing individual anatomical structures which could facilitate 
the trainee can not only immerse in a high accuracy scenario but also totally obtain the 
patient’s preoperative conditions. Mid-level still adopts actual patient’s data; however, 
it forms publicly available online databases, different from the top-level model, it merely 
provides a reasonable visual effect without the matching with other virtual elements. The 
minimum level model is the artificial human models based on generic human anatomy 
made by the commercial 3D reconstructed software, such as Maya or 3D Max. 
Deformation reflects the impact between the surgical tools and soft tissue during the 
training and is a crucial clue. The top-level deformable simulation is physics-based 
deformation which directly solves the partial differential equation by numerical 
calculation to get accurate simulation results, such as MSM, FEM and the PBD mentioned 
above. Mid-level modelling methods are based on the geometry by moving the vertex or 
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surface to achieve the mesh deformation, such as the Bezier-based method and B-spline, 
for more accurate such as non-uniform rational B spline (NURBS) method. Visual 
rendering classification is quite similar with the deformation which also included the 
physics-based, geometric-based and general level. Top-level surgical environment 
involves the dynamic 360° OR scene rendering, the mid-level refers to static image-based 
environments, and the minimum level model is the artificial 3D models based on 3D 
reconstruction software. Surgical effects levels mean the visual effects implementations 
such as the bleeding and smoking during the operation. 
From the beginning to the end of the simulation, the audio of patient’s heart rate 
should be rendered, the most immersive one should be related the patient’s real-time 
heart beating conditions, for example when the massive bleeding or dyspnea during the 
simulation, the heart rate should turn to high frequency. Apart from that, the surgical 
tools sound, such as the electric-scalpel or electrocautery are also another audio needs 
to be rendered, which is also demonstrated in Table 4.2. Except for the various audio 
aspects of patient’s prospect, the doctor’s breath sound is also another important 
immersive aspect, which means if the patient’s situation becomes emergency, the 
doctor’s breath should also turn to fast. 
4.4. Summary 
In this chapter, clinic-data based haptic rendering and patient-specific visual rendering 
solution have been proposed, which could render various real-time surgical training 
scenes. The implementation of the clinic-based approach could enhance the fidelity and 
immersion of the medical training environment. Haptic interaction and the BRDF-based 
visual rendering algorithms are presented to show a better performance of the proposed 
methods. The physics-based approaches could be used not only in a surgical training 
environment but also in medial navigation and rehearse environments. 




5. The Framework of Real-time 
Immersive Medical Simulator 
Integration  
In this chapter, a novel patient-specific physics-based visual rendering for the surgical 
simulation is proposed. In section 5.1, we discuss the general architecture of the 
proposed framework integration. In Section 5.2, highlights of the proposed deformable 
algorithms implementation are addressed in details. In Section 5.3, the clinic-data based 
visuo-haptic rendering pipelines implementation are demonstrated, and immersive 
surgical environment implementation is introduced in Section 5.4. Finally, in Section 5.5, 
we summarise the contributions on account of the proposed method. 
5.1. General Architecture of the Proposed Framework 
The aim of the physics-based surgical simulator framework is to propose a solution to 
achieve better training immersion by incorporating multiple higher-fidelity factors 
towards a trainee’s sensations (Vision, Touch, and Hearing) during virtual training 
sessions. Base on the theoretic discussion in Chapter 3 and 4, the main architecture of 
this work is a: the 3-tier framework implemented towards trainee’s sensations (Vision, 
Touch, and Hearing) during virtual training sessions, as shown in Figure 5.1, For the visuo-
haptic rendering, clinic data-based force data from real operation room should be 
recorded, which could provide the 100% immersive haptic rendering source, furthermore, 
patient-specific visual rendering also need to be addressed for the visual pipeline 
rendering. It is innovative to integrate intraoperative multi-sensation data directly into 
haptic-enabled VR medical training simulation which could complement the training 
immersion and minimise the gap between virtual and reality. 
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Figure 5.1: Diagram of the general architecture of the proposed integrative implementation framework. 
5.2. Physic-based Deformation Algorithms Implementation 
For the deformation algorithms implementation, each soft body we proposed consists of 
several particle and clusters (volumetric). The processing of the soft model generation 
could be split into four parts: import the original triangle mesh and discretise it into 
tetrahedrons. After that, system upload the vertex into the particle data for the PBD-
based deformable simulation and then set particle parameters, such as position, velocity 
and rigid, then update these data to the CPU. After the numerical computation of the 
solver, we need to fetch the data from the CPU and map the vertex of the body and the 
rendering the model. The detailed processing of the implementation is demonstrated in 
Figure 5.2.  
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Figure 5.2: Physic-based deformation algorithms implementation processes.  
For the surface mesh and the volumetric deformation implementation, as described 
in abovementioned physics-based deformable methods, we choose the initial cluster 
centers by introduced k-means with an additional two-step, iterative optimisation also 
performed: 
 Update the number of the cluster centres 
 Update the mass and the position of the particles based on the new cluster centres. 
In the implementation of our algorithm, instead of calculating the nearest cluster 
centre for each particle like the traditional k-means, we introduced the standard 
spherical range query to include all particles within a given distance d. Calculating the 
weights requires evaluating the above kernel for each particle in each cluster and 
maintaining the running sum of the weights of each particle. Updating the cluster centre 
requires calculating the weight of each cluster using the weights calculated in the 
previous step. In order to satisfy the first requirement that all particles belong to at least 
one cluster, we add all particles that are not within the neighbourhood radius d of any 
cluster centre to the nearest cluster (in a similar manner to the k-means algorithm). Any 
such particle immediately signals that the algorithm does not converge. For the mesh-
based deformation simulation, the clustered particles are added by subdividing the 
triangle mesh, and then applies the above algorithm to the deformation simulation of 
each particle and adjacent clusters, and finally rendering texture and shaders are added 
on the deformed body, as shown in Figure 5.3(a). For the deformation of volumetric 
object, according to the same theory, the triangular mesh is replaced by the tetrahedron, 
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after generated tetrahedral, each vertex added the cluster clustering and corresponding 
particles, in order to achieve the deformation of the volumetric simulation, as shown in 
Figure 5.3 (b), when the external force is applied to the ears of the bunny demo, the 
physics-based model of the internal deformation and the visual rendering model. 
 
Figure 5.3: Physic-based deformation model implementation (mesh and volumetric) results.  
For the implementation of the cutting simulation, we will add the particles on the 
vertices according to the cutting algorithm mentioned above. After that, we need to 
refine the edge of the cutting during the cutting process. The particles achieve 
deformation based on the PBD algorithm after cutting which is shown in Figure 5.4.  Apart 
from that, we use volumetric object anatomy to achieve volumetric cutting. Since the 
volume mesh consists of tetrahedral elements, the line is selected as the hidden shape 
of the surgical instrument and the swept volume becomes the scan surface. The 
anatomical algorithm of the volume mesh is similar to surface cutting: find the 
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intersection and subdivide the original primitive. There are two types of intersections 
between the tetrahedral mesh and the scanning surface: edge intersections and face 
intersections. Finally, the intersecting tetrahedrons are divided into small elements 
according to the intersection state. After the edge is smoothed, the particles and clusters 
should be added again, to achieve the deformation and physical simulation after cutting, 
which is demonstrated in Figure 5.4. 
 
Figure 5.4: Physic-based cutting algorithms implementation (mesh and volumetric) results.  
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5.3. Clinic-data Based Visuo-haptic Rendering Pipelines 
Implementation 
5.3.1. Clinic-data Based Haptic Rendering Implementation 
To demonstrate the highlighted direct intraoperative data feature, the proposed medical 
training platform mainly focuses on three specific aspects. In Figure 5.5 we adopted a 
specific procedure (percutaneous biopsy) as an example to introduce the detailed 
implementation of the proposed training framework, as well as the major components 
and their respective functionalities. 
 
Figure 5.5: Clinic trail set up for the puncture force data collection.  
Data collection, as described previously in Table I, three major intraoperative data 
need to be collected: clinic trials for collecting the puncture feedback force from the 
needle, patient-specific images from CT and enhanced CT, and audios being played 
throughout the surgical procedure. In addition, surgical environments including the guide 
image and the peripheral visual details could also be collected for better immersion. 
Data Reproduction is key to the accurate representation of clinic data in the 
proposed simulator, and a few hardware devices and software packages are needed. We 
recorded the force data in real-time to fit the force rendering, reconstructed the CT 
images into 3D mesh model for the virtual patients and the training environment. Audios 
from different surgical stages were also recorded using a high-quality stereo microphone.  
Number Operation room Virtual simulation 
1 Guide image recording Original guide image 
2 Audio recording Hi-fi headphone 
3 Ultrasound head Ultrasound head 
4 ATI Nano 17 PHANTOM Omni 
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5 18G Trocar needle 18G Trocar needle 
6 Patient CT reconstruction 
7 Force output Force rendering 
8 Surgical Environment HTC Vive 
Table 5.1: Components comparison between the surgical room and virtual surgical simulation 
Clinical data collection trials are set up in the division of urology in Yunnan First 
People's Hospital, Kunming, Yunnan, China. All clinical data are collected by professional 
surgeons and the data collection procedure referred to the patients and surgery are 
anonymous and non-identifiable. The clinical data adopted in this thesis was provided to 
the authors through a public link to a database on haptic force feedback. 
(http://civ.ynnu.edu.cn/ChineseShow.aspx?ID=1). Figure 5.5 shows the clinical system 
setup for clinical data collection, and the detailed system components in the surgical 
room implementation are demonstrated in Table 5.1. According to one of the 
professional surgeons working in the hospital, the actual percutaneous therapy involves 
a urologist holding the percutaneous instrument to conduct the percutaneous surgery 
while real-time force data is recorded. The procedure involves a force acquisition 
component (ATI Nano-17), a guide image recording component (ultrasound), as well as 
an audio recording component. 
Force acquisition component is implemented based on a standard trocar needle (18G 
COOK trocar needle), which is a flexible surgical instrument consisting of a needle core 
and needle sheath, as demonstrated in Figure 5.5. A force sensor, a data collector and a 
power supply were also integrated with the trocar needle. The force sensor is an ATI 
Nano-17, with X, Y, Z ranges -1010N, -10~10N, -30N~30N, and accuracy of 0.01N. It 
connects to the rear end of the trocar needle through a customised 3D print connector. 
Table 5.2 demonstrates the pseudo code of ultrasound force rendering during the 
puncture. 
Algorithm:  Haptically-enabled Ultrasound Guide Needle Puncture Simulation 
Input: init_HIP_Ultra, current_HIP_Ultra, init_Pos_Needle, current_Pos_Needle, puncture_start, 
disable_HIP, release_Devices, force_Needle_Constrain 
Output: force_Ultra, force_Needle 
1: if          puncture_State = = TRUE then 
2:             init_HIP_Ultra = current_HIP_Ultra,  
                init_Pos_Needle = current_Pos_Needle 
4:             puncture_start = FALSE 
5:            disable_HIP = TRUE 
6: else 
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7:            translation_Depth_Ultra = current_HIP_Ultra - init_HIP_Ultra  
8:            translation_Depth_Needle = current_Pos_Needle- init_Pos_Needle 
9:            init_Direction = current_Direction - init_Direction 
10:          disable_Rotation = TRUE 
11:          force_Needle_Constrain = TRUE 
12:            If       0 < translation_Depth_Ultra < 48.2 && 0 <     
                          translation_Depth_Needle < 48.2                 
13:                     force_Ultra =   translation_Depth* Stiffness_Coeff +  
                         translation_Depth*Damping_Coeff 
14:          force_Needle = 𝑎0 + ∑ (𝑎𝑘 𝑐𝑜𝑠(𝑘𝜔𝑡) + 𝑏𝑘 𝑠𝑖𝑛(𝑘𝜔𝑡))          
𝑁
𝑘=1  
15:                         If           force_Ultra_t2 - force_Ultra_ t1 > 2 * F max                                        
16:                                      force_Ultra_ t2 = force_Ultra_ t1 + F max 
17:                        else 
18:                                     force_Ultra_t2 - force_Ultra_ t1 > F max 
19:                                                force_Ultra_ t2 = (force_Ultra_t2 + force_Ultra_ t1) / 2 
20:             else 
21:                      force_Ultra = F max 
22:                     force_Needle = F max 
23: end if 
24: release_Devices 
Table 5.2: Pseudo code of ultrasound force rendering during the needle puncture 
5.3.2. Patient-specific Visual Rendering Implementation 
Visual rendering pipeline is responsible for setting up visual rendering based on the real 
CT images data, which is developed under the platform of the Integrated Development 
Environment (IDE) of VS2015. CT images are acquired from a public database with no 
identifiable data. Based on a high-resolution scan by Siemens Corporate Research (The 
CT scan data is 512×512×3172 and 0.51×0.51×0.50 mm), as demonstrated in Figure 
5.6(left).  To reproduce the visual objects into the virtual environment, the following 
procedures are conducted. Firstly, CT images (DICOM format) were imported to 
reconstruct surgical simulation demo, segmentation functions like threshold and region 
growing are employed here to the ROI extraction. After that, 3 professional urologists 
from the Yunnan First People’s Hospital were invited to revise the auto-segmentation 
result with manual correction, which is demonstrated in the middle of Figure 5.6. 
Secondly, we employed the marching cube algorithm to reconstruct the images into 3D 
mesh model, after redundant mesh cleaning and Laplacian smoothing processing to keep 
the ribs, renal, skin and the lesion for the intervention biopsy surgery. Programmes such 
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as VTK, CTK, ITK, IGSTK, and QT were adopted to demonstrate the realistic visual effect, 
as shown in Figure 5.6. 
  
Figure 5.6 Visual rendering procedures on our platform, left line is the patient-specific CT data pre-processing 
before the reconstruction; the middle line is the model reconstruction and clearing stage; the right line is the 
finally visual rendering and shading setting for the simulation. 
Finally, we employed the shader programming to put the vertex color on. We 
converted the visualization demo into mesh modelling including collider components, 
collider mesh of each layer was also created in the simulation system. The virtual patient 
was rendered with the optional transparency with size variable, enabling the trainees to 
visually monitor their needle insertion accurately. A number of triggers are designed to 
respond to needle tip touching different layers of the renal demo. It is also facilitated to 
determine which costa will be punctured by the trocar needle inserting current route. 
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Figure 5.7: Physics-based rendering effects of surgical tools and the organ, the left picture is the comparison 
between the real needle (left-bottom) and the rendering one, the right picture is the comparison between the 
real porcine (right-bottom) and the rendering kidney in our system 
5.4. Immersive Surgical Environment Implementation  
Apart from the visual and haptic pipeline rendering for the surgical simulation, there are 
three categories of surgical environment audio data that need to be reproduced during 
simulation for the background. The first category is the sound of medical device normal 
operation in a surgical environment. These medical devices include heart monitor (1 in 
Figure 5.8), anaesthesia (2 in Figure 5.8) and breathing (3 in Figure 5.8) apparatus. These 
equipments are needed as the general anaesthesia (Propofol), which puts the patient 
into unconsciousness, and the patient’s condition needs to be monitor in real time. As 
muscle relaxant during anaesthesia could also cause the patient to stop breathing during 
the surgery, the breathing apparatus is needed to keep the respiration. These sounds 
were recorded and played back as the ambient sound in our training system. Specifically, 
to ensure the accuracy of the puncture, the breathing apparatus needs to be on hold for 
approximately half a minute to ensure the surgery is operated in a static state. This means 
the of breathing apparatus sound will need to stop and the frequency of heart rate audio 
should increase. Such details were recorded and represented through the setting of a 
collision trigger linked with the collision detection between needle tip’s and the virtual 
patient’s skin.  
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Figure 5.8: Surgical devices need to be audio rendering during the surgical simulation, which are 1-heart 
monitor, 2- anaesthesia apparatus and 3-breathing apparatus 
The second category is the sound of surgical tools in operation, such as the electric 
scalpel, electrocautery, and pedal devices. A surgical-tools audio library was built to 
record the intraoperative audio data, which were then used in combination with haptic 
rendering through the collision triggers on the corresponding virtual objects. The third 
category is the sound of alerts during surgery indicating operations mistakes. These are 
crucial to the smooth process of a surgery and can be abrupt to surgeons if they are not 
well trained. To improve the surgical skills on our training framework, we recorded these 
alert sounds and associated them with potential operations mistakes such as blood vessel 
injury, rib injury, infundibular injury as well as PCS (pelvi-calyceal system) perforations. 
When trainees committed an operation mistakes, the corresponding alert will be played 
and urge the trainee to conduct proper techniques to handle the condition. 
For the SimVATS environment implementation, we used a 360-degree camera to take 
a live video of the right upper lobe resection (Figure 5.9-f) in place of the virtual reality 
operation room environment. The video is mapped to a sphere created on Unity 3D. In 
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addition, we use Unity Mesh to create a sphere based on the regular octahedron partition. 
After that, the SteamVR camera was fixed at the center of the sphere. We also created 
scenes in conventional thoracoscopic surgery such as the patient's body and the surgical 
instrument model in a virtual scene. 
 
Figure 5.9: Steps of our method to build a virtual surgery system. (a) Surgery video, (b) Original CT images, (c) 
Geometry reconstruction, (d) Physical-based rendering, (e) 360° video, (f) Highly immersed system. Physics-
based rendering 
5.5. Summary 
In this chapter, we introduced a general architecture of the proposed framework of 
the system integration. The physics-based deformation algorithm of the soft tissue has 
been implemented with the clinic-data based haptic rendering model and the patient-
specific visual rendering model. Furthermore, a high immersive surgical environment 
with VR/AR/MR training background has also been evaluated for the medical simulator. 
In the next chapter, the implemented details on the Unity engine will be introduced. 
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Chapter 6 
6. System Implementation in Unity 
3D Platform 
In this chapter, we present implementation details on the Unity3D framework based on 
the abovementioned physics-based methods. We address the reasons of surgical 
implementation framework selection in Section 6.1. In Section 6.2, we outline the 
Physics-SurgEngine implementation issues. In Section 6.3, we introduce the deformable 
algorithms implemented in Unity 3D and in Section 6.4 the novel clinic based visuo-haptic 
integration methods are illustrated. In Section 6.5, we present the surgical environments 
of VR/AR/MR implementations with the corresponding hardware devices and the Unity 
engine architectures. Finally, we summarise the platform implementations and the 
contributions in Section 6.6. 
6.1. Selection of the Implementation Platform 
To evaluate the algorithms and the implementation details of the proposed method and 
collaborative framework, the corresponding implemented platform and the physics-
based simulated algorithms should be applicated to support the real-time immersive 
virtual training environment based on clinic-based data formats. The implementation 
should also provide generic and intuitive procedures to create, modify and collaborate 
with objects based on the visuo-haptic simulation methods. Apart from that, the basic 
framework should be based on immersive physics-based simulation framework because 
it is the most significant contribution from this thesis. As we discussed abovementioned, 
there are various existing commercial physics-based simulators such as the Cry Engine, 
the UNREAL Engine, and the PhysX, as well as some application-specific protocols such as 
the deformable simulator, Bullet and the haptic-enabled SDK: CHAI3D. Since our 
implementation does not aim to bind to a specific surgical training application, we 
decided to use a scalable and stable framework. Unity 3D is a game engine designed as a 
physics engine integrated basic visual and audio rendering functions. Although physics-
based deformation and haptic rendering are not built in this engine, the managed plugins 
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and native plugins create channels for the third-party code libraries that would otherwise 
not be available to Unity. Apart from that, Unity contains a mature integration with the 
commercial VR, AR and MR devices, compared with other platforms, Unity 3D has the 
following advantages: 
 Unity 3D is an international open standard graphic rendering engine which has 
been approved by the International Standard Organization. It could provide 
various templates for the reconstruction, rendering and playback of real-time 
graphics content embedded in applications supporting a wide array of the 
domain and user scenarios.  
 Unity 3D provides various programming languages such as C# and JavaScript, 
which could be integrated and extended with other applications, furthermore, 
the plugin function will still be more compatible with the multi-platform contents. 
 Unity 3D integrated abundant visual collision detection and rendering 
approaches in its framework, which could satisfy our requirement for immersive 
visual and haptic collaboration.  
Based on the advantages and the specific requirements in our surgical simulation 
system above, Unity 3D is chosen as the basic structure in our implementation platform. 
6.2. Outline of the Physics-Surg Engine Implementation 
The Physics-Surg engine we proposed is an immersive and multi-functional surgical 
engine designed for the medical simulation, which includes the IGS training module: 
SimPCNL, and the MIS training module: SimVATS. The Physics-Surg is integrated based 
on the Unity 3D for the haptic rendering, a cross-platform plugin has been written to call 
back the force model rendering. Below we detailed the processing of each pipeline 
rendering: for visual rendering pipeline, the CT images have been reconstructed to the 
FBX mesh files. Then the bidirectional reflectance distribution functions (BRDF), a 
physics-based rendering (PBR) algorithm, has been employed to post-processing 
rendering by the shading language. Except for the rigid rendering part, a physics-based 
deformation rendering module by the Bullet plugin and the mass-spring algorithm have 
been also added. The force rendering is through a series of callback functions form the 
HD library in Geomagic SDK, the force rendering function was called in the Unity. Because 
of the differences between the visual (60 HZ) and haptic (1000HZ) refreshment rate, 
synchronization needs to be achieved between visual and haptic rendering by the 
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“Update” function of Unity. Finally, the physic engine needed to be invoked to integrate 
the visual, video and force rendering in the training scene, to meet the real-time 
interactive surgical simulation. The collider box has been added in the Unity engine based 
on collider detection on both surgical tool and the virtual organ.  Once the collision 
detection has been detected, visual, haptic and audio embedded model will be rendered 
with corresponding effects in real-time. This plug-in architecture was used to bridge 
between the custom game code and the specific applications for our Physics-Surg Engine, 
the detailed implementation diagram of overall integrations is shown in Figure 6.1, which 
includes the physics, visual and haptic plugins.  
  
Figure 6.1: Diagram of visual, haptic, and audio integrative implementation.  
6.3. Physic-based Deformation Implementation in Unity 3D 
To transfer the C++ code for the C# code within Unity, native plugin file is needed. 
Through the plugin, the required function is passed to the unity program, so that the 
internal functional loop of unity is realized. The function library of the deformation calls 
the functions in the two function libraries of Tetgen and Eigen, and the corresponding 
functions need to be compiled through a plugin program. After passing, a dynamic link 
library of .dll is generated, and the internal deformation function of Unity is realized 
through Unity's plugin interface, and the corresponding functions are embedded into 
each tactile frame and visual rendering to realize real-time deformation simulation. 
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Figure 6.2: Basic lifecycle flowchart of the Unity 3D engine. 
Specifically, for the deformable implementation in Unity 3D, the procedures imbed 
in the Unity lifecycle include three main steps. In the initialization step, the functions of 
the Physics-Surg Engine should be imported into the Unity loop, which is shown is Figure 
6.2, after that, the PhysSovlers, which includes the soft tissue deformable algorithms in 
Chapter 3, should be implemented to calculate the particle instantaneous position. After 
that, the reconstructed 3D model (.FBX or .OBJ) from the patient-specific CT should be 
imported and discretise for the volumetric deformable rendering. Secondly, in the 
‘Update’ command, the real-time operational deformation should be mapping in the CPU 
calculator, after the solvers calculate the deformable parameters, mesh or volumetric 
based deformable model are rendered in each frame. Finally, after the update step, 
system shutdown function is based on the destroy functions in Unity 3D, to destroy the 
solvers and the whole deformable framework, the detailed implementation procedures 
are shown in Figure 6.3. 
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Figure 6.3: Diagram of deformation plugin for the Physics-Surg Engine framework in Unity 
Figure 6.4 demonstrates the deformable model we implemented in the Unity 3D 
based on our Physics-Surg Engine framework. The mesh model is imported and 
discretised for the pre-processing deformation. After that, physics-based deformable 
algorithm is implemented based on the position-based deformation. Finally, the 
visualisation procedure is need to be rendered, which is also demonstrated in Figure 6.4. 
 
Figure 6.4: Deformable 3D model integration in Unity 3D for our Physics-Surg Engine framework 
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6.4. Visuo-haptic Collaboration in Unity 3D 
6.4.1. Visual Rendering Implementation in Unity 3D 
The visual rendering pipeline of Unity is based on the GameObject and the 
component, which includes the transform, MeshFilter, and the MeshRender. Apart from 
these basic visual rendering components, there are also several coding based visual 
rendering effect could be implemented, such as the texture, shader, and the UV 
rendering data. Figure 6.5 shows the human lung rendering pipeline in Unity 3D, we 
reconstructed the lung based on the marching cube method. 
 
Figure 6.5: Diagram of visual rendering pipeline in Unity 3D. 
 
Figure 6.6: Unity Native Plug-in structure for VTK visual rendering.  
To reduce the impact of lighting calculations on system performance, we employed 
the image-based lighting (IBL) algorithm. This method utilizes cube maps instead of 
regular lighting in the environment. Through the cube map function in Unity, we created 
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a cube map using a picture of the surrounding environment. Cube map allows reflections 
from the surrounding environment to participate in rendering calculations. For game 
engine rendering components, the most time-consuming part is the post-processing 
phase. Considering the complexity of the actual scene and thoracoscopy lighting, we have 
reduced the rendering based on deferred shading and the pipeline focuses on material 
rendering.  
 
 Figure 6.7: Diagram for the human lung physics-based visual rendering  
Figure 6.8 shows an example of VATS surgical steps of physics-based rendering 
result renderer and overall structure rendering pipeline. First, we need the model of 
geometric reconstruction in Chapter 4, which was modified under the guidance of a 
surgical expert. Then we created textures such as diffuse maps, normal maps, etc. with 
the help of the designer. With Unity's ShaderLab, we have developed a lighting model 
and BRDF shader for virtual thoracic surgery. Finally, we conducted some optimizations 
and corrections. 
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Figure 6.8: VATS surgical steps of physics-based rendering result screenshot 
6.4.2. Haptic Rendering Implementation in Unity 3D 
The haptic device we implemented for the force rendering in Unity, PHANTOM Omni, 
provides 6 degrees of freedom input and 3 degrees of freedom output for haptic 
rendering in a virtual environment. In addition, the system integrates two haptic device 
application programming interfaces (HDAPI and HLAPI), through which the type and 
magnitude of programmable force rendering can be implemented. Friction, resistance 
and external force could be achieved through these two programming interfaces. These 
two library functions are based on C++ library function, which means in the Unity 
environments call process, the native plugin calling method is still referred to the library 
during haptic rendering process and is delivering it into Unity. It should be noted that the 
refresh rate of visual rendering needs to be kept at 60-120 HZ, but for tactile rendering, 
the refresh rate is up to 1000 HZ, so during the plugin call, the visual and tactile rendering 
pipeline is implemented by the asynchronous method, the unity native plugin we wrote 
for the haptic is demonstrated in Figure 6.9. 
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Figure 6.9: Diagram of haptic plugin for the Physics-Surg Engine framework in Unity  
Figure 6.10 demonstrated the workflow of the collision detection and the haptic 
threads working procedures, the mesh colliding box of Unity 3D handle the collection 
detections between the surgical tools and the target tissue. Collision data through the 
haptic plug-in is employed to call-back the functions of the haptic device to rendering the 
force in real-time. 
 
Figure 6.10: Collision detection and the haptic thread rendering diagram. 
Due to visual rendering loop, it is sufficient to provide 60-120 frames per second 
(FPS) to guarantee a smooth visual feedback, and human of touch is much more sensitive 
with respect to the temporal resolution. Here, a frequency of preferably 1000 Hz is 
required to provide an acceptable force feedback. This requirement for haptic rendering 
requires a decoupling of the physically-based simulation from the visual rendering path. 
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In Unity 3D, the general visual and haptic plugin we developed is based on the 
asynchronous invocation, which means during the visual rendering pipeline rendering 
loop (60-120 HZ), the haptic rendering pipeline rendering refreshment is 500-1000 HZ. 
This rendering solution could save the computational resource for the whole system, and 
coincide with the human natural perception principles, which is demonstrated in Figure 
6.11. 
 
Figure 6.11 Visual and haptic rendering thread cooperation for the surgical training system in Unity 3D. 
6.5. VR/AR/MR Surgical Implementation in Unity 3D 
Immersive surgical environment implementation in Unity 3D is also the plug-in based 
implementations,  different from the abovementioned custom-built plug-in for physics, 
visual and haptic rendering, the environment plug-ins are hardware based. For the virtual 
reality environments rendering, the HTC VIVE builtin plug-in (Steam VR) for Unity 3D is 
employed for the surgical environment rendering. For AR surgical environment, we 
utilised the Vuforia plugin for Unity 3D, which provides abundant implementations for 
the AR environment construction. For the mixed reality surgical environment rendering, 
the Mixed reality Toolkit from Microsoft HoloLens is introduced to rendering the 
holographic environment setup, all these implementation details are demonstrated in 
Figure 6.12.  
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Figure 6.12: Diagram of surgical environments for the Physics-Surg Engine framework in Unity 
6.6. Summary 
In this chapter, we introduced our implementations to validate the proposed physics-
based algorithms and the simulation platform. Unity 3D is selected as the 
implementation framework after strict consideration and comparison, framework-
specific issues are also concluded. We integrated native plugins to the Unity 3D 
framework and the clinic-based haptic and visual rendering algorithm. Different from 
human tissue’s physical properties can be rendered by the patient-specific CT 
reconstructed objects. Still staying within the Unity 3D rendering pipeline, we integrated 
the perform concurrent visuo-haptic rendering on VR, AR and MR surgical simulation 
scenes with the haptic device and 3D displays. In the next chapter, to verify the 
development and practical value of the implementations in Unity 3D, the novel surgical 
training framework: Physics-Surg Engine will be presented. 
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Chapter 7 
7. Application:  Physics-Surg Engine  
In this chapter, the methods and algorithms designed in chapters 3 through 6 for 
different theoretical modules for physics-based surgical simulation based on the existing 
studies discussed in the background (chapter 2) have been integrated into the Physics-
Surg Engine. These physics-based rendering strategies and integrated approaches are 
implemented detailed for three commonest specific surgical applications. In Section 7.1, 
an overview of Physics-Surg engine framework has been addressed to describe the basic 
underlying visual, haptic and audio rendering pipelines integration. After that, modules 
designing for the Image Guide Surgery (SimPCNL) and the Video-assisted Thoracoscopic 
Surgery (SimVATS) have been presented in Section 7.2 and 7.3 respectively, software and 
hardware design with the specific assessment results have been also discussed in this 
chapter. In Section 7.5, we addressed a summarisation about the Physics-Surg Engine 
implementation in the surgical simulation field. 
7.1. Overview of Physics-Surg Engine 
The Physics-Surg engine is an immersive multi-functional surgical training engine for 
medical simulations, including the IGS training module: SimPCNL and MIS training 
module: SimVATS. Since the engine integrates versatile rendering of touch, vision, and 
audio, different hardware training devices can be equipped on this engine. Different 
surgical training modules can realize the surgical training of kidney and lung through the 
CT surface reconstruction rendering function that comes with the engine. In each 
rendering pipeline, the physical model based visual-touch rendering functionality has 
been added to the system software. Specific modules include the PCNL Puncture Training 
Module, the PCNL Practise Module, and the Surgical Planning Module for PCNL Surgery. 
The VATS training module includes basic training modules (such as Peg transfer, cutting 
and suturing training modules, etc.), VATS right upper lobe surgical training module and 
the VR/AR/MR training environment modules. The overall software architecture of the 
system is shown in Figure 7.1. 
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Figure 7.1: Diagram of visual, haptic, and audio integrative implementation.  
7.2. IGS Training Modules: SimPCNL 
Nephrolithiasis morbidity happens to 10%-15% of the world population. Among those, 
the relapse rate with various complications to the human urinary system is also 
significantly high (50%) [135], [136]. To substitute the conventional open surgery 
approach which brings enormous trauma and prolonged recovery time to patients, three 
new medical approaches have been implemented: Percutaneous Nephrolithotomy 
(PCNL), Ureterorenoscopy (URS) and Extracorporeal Shockwave Lithotripsy (ESWL). 
Among these, PCNL is recognized as the most effective procedure to stone removal (>90% 
stone-free rate) [137], and is suitable for most sizes of renal stones, even the 
staghorn stones and renal stones in children and obesity people. Nonetheless, the 
precise and accurate technical requirement for performing PCNL is extremely high and is 
a major challenge for many urologists. During PCNL, fluoroscopy is used to monitor the 
procedure, and an 18-gauge diamond-tripped trocar needle medial to the posterior 
axillary line is penetrated into the human trunk and broke into the renal capsule, across 
the renal cortex and pyramid, and eventually reach the target calyx [138]. As one of the 
most typical image guide surgery, a percutaneous therapy decreases patient surgical 
injury and reduces post-operation complications. Nonetheless, the traditional training of 
percutaneous surgery is usually conducted through animals or cadavers, which can be 
unintuitive to trainees.  













Figure 7.2: PCNL surgery trajectory in the kidney [138] 
Figure 7.2 shows the structure of a human kidney which is clearly demonstrated that 
the kidney is a rich blood supplying organ [139]. Therefore, most common complications 
in PCNL are related to bleeding and infection [140]. Internal anatomic diversity, 
important neighbouring organs, as well as the structural complexity of renal stones, leads 
even in minimally invasive surgery, there are still exist much unpredictability. For the 
reasons listed above, needle trajectory needs to avoid vessels and viscera with high 
accuracy on puncture point and inserted depth. At present, only 11% of urologists have 
the ability to the PCNL surgery [141]. Such a low percentage is mainly due to the lack of 
high-fidelity training. Traditional puncture training approach used by urologists is placed 
porcine kidney within chicken carcass to simulate the puncture process [142]. However, 
this rough simulation is a huge difference between real surgery in accuracy and 
coincidence.  
7.2.1. Simulator Design 
The main contribution of SimPCNL is the higher fitting degree force modelling based on 
real-time clinic data. In addition, dynamic biomechanics experimental framework is also 
designed to provide higher specification and immersion haptic-enabled VR training 
model for fluoroscopy-guide PCNL skills acquisition which demonstrated in Figure 6.3, 
detailed functions comparison with PERC Mentor, the commercial PCNL trainer, shows in 
Table 7.1.  
Function PERC Mentor SimPCNL 
Anatomy Source Artificial CT Rebuilt 
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Fluoroscopy Imaging Artificial C-Arm 
Price 100000USD 10000USD 
Multilayer Model   
C-ARM Control   
Radiation Free   
Real-Needle and Tools   
Tactile Sensation   
Scoring System   
Tissue Deformation   
Stereo Display   
Trajectory Recording   
Penetration Recording   
 Force Recording   
Velocity Recording   
Renal Anatomy Education   
Unlimited Reuse   
Portable   
Table 7.1:  Function Comparison between PERC and SimPCNL 
To date, no simulator has employed the clinic data-based dynamic needle force 
model in the PCNL training with the real-time respiration, meanwhile, we also integrated 
original dynamic fluoroscopy images, without complex in VR PCNL trainer in the first time. 
Finally, we also establish the face and content reliability, construct, and criterion 
validations of the SimPCNL. Objective and subjective assessment approaches are utilized 
in these validations to verify the hypothesis of a better performance for PCNL training. 
.  
(a) 
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                                              (b)                                                                                                 (c) 
Figure 7.3: The immersive virtual training platform of Sim PCNL 
With a workstation of i7 6700(3.4GHz) CPU, 8GB memory and 1070 NVIDIA Graphics 
GPU, two PHANTOM Omni reproduce the dual-hands force rendering, HTC VIVE provides 
the 3D visual rendering with head tracking and a Beat Solo 2 wireless headphone provides 
the real-time surgical audio. Components details corresponding with the operation room 
were demonstrated in Table 7.2. 
Number Operation room (Fig. 6.3-a) Virtual simulation (Fig. 6.3-b) 
1 Guide image recording Original guide image 
2 Audio recording Hi-fi headphone 
3 Ultrasound head Ultrasound head 
4 ATI Nano 17 PHANTOM Omni 
5 18G Trocar needle 18G Trocar needle 
6 Patient CT reconstruction 
7 Force output Force rendering 
8 Surgical Environment HTC VIVE 
Table 7.2: PCNL components in the operation room and the virtual simulator 
7.2.2. System Evaluation  
36 novices and 18 experts’ urologists are invited to assess the virtual reality training 
platform. Before the training session starts, a didactic introduction of system operation 
and a demographic questionnaire are provided to both expert and novice groups. 
Customized-built Global Rating Scale questionnaire (GRS) is introduced for the subjective 
evaluation. Time interval of transfer evaluation is 30 min between the first-round and the 
second-round groups of the novices, which should be the same in both SimPCNL and 
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PERC Mentor simulators. After finishing the first-round training experiments of both 
simulators, all 54 trainees’ performance was recorded by the objective questionnaires to 
evaluate our system with details of urological skills improvement, the only expert group 
received a face and content questionnaire of the simulator since their effectiveness 
experienced evaluation. In the second-round training session, only the 36 novices which 
have been separated into two groups, the Sim PCNL group (18 novices) the PERC Mentor 
group (18 novices). After aforementioned two rounds experiments, all 54 trainees’ 
performances were recorded by the objective questionnaires to evaluate the SimPCNL 
with details of urological skills improvement and be compared with the PERC Mentor’s 
data in the Transfer and criterion validations. Detailed evaluation flow chart is 
demonstrated in Figure 7.4.                                   
  
Figure 7.4:  Evaluation flow chart of SimPCNL simulator  
7.2.3. Results  
This study detailed established face, content, construct and criterion validity of the 
simulator demonstrated the performance of SimPCNL simulator is a reliable educational 
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trainer for PCNL surgical skills acquisition in clinical practice. Face and content of SimPCNL 
simulator are demonstrated in Table 7.3, for comparison with PERC Mentor, we utilized 
the same subjective questionnaire in the literature [16], experts participated this 
evaluation had clinical surgical experience of PCNL in more than 50 times. Comparison 
result demonstrates both PERC Mentor and SimPCNL overall useful appraisal are 4 in a 
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Table 7.3: Validation comparison between former studies with this research 
Simulation complexity and graphics on visualization were shows a higher score on 
SimPCNL, this can be explained by the real fluoroscopy images are integrated into 
SimPCNL operation face which provides an accurate visual indication for experts. On the 
other hand, the training tools and assessment tool displayed a better performance on 
PERC Mentor, this result may arouse by the needle simulator in current version utilized 
the real surgical needle integrated with a low-fidelity stylus of haptic device of simulator, 
which may be confusing for the experts, moreover the missing of foot pedal fluoroscopy 
controls may also let the score deduction. Comparing to PERC Mentor, all experts had a 
consensus of SimPCNL as being a reliable and excellent training tool for urology trainees 
of the face and content performances. 
Besides the subjective validation on face and content, more objective evaluations 
also require of construct validity. To our knowledge, this study is the first time to validate 
a VR PCNL simulator by utilized original fluoroscopy imaging and force recording, which 
provided a high-fidelity simulation of PCNL construct validity. The GRS score comparison 
with PERC Mentor is demonstrated in Figure 7.5 In both PCNL cases, experts had 
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significantly shorter resection times than novices. In addition, SimPCNL simulator 
demonstrated a higher score in the Identify anatomy and the Overall performance, 
however, PERC Mentor performs a better gap between experts and novice in most of the 
GRS scores. Objective measurement dis-played that the Operation time and Fluoroscopy 
time are much higher than the PERC Mentor, this may be-cause of the time cost for the 
control of C-arm in our simulation. The Rib injury number in SimPCNL is much lower than 
the PERC Mentor, the reason should be the facilitation of the guiding hand which can 
detect the rib before puncture. Blood vessel injury is much higher and without 
statistically significant in SimPCNL is because of the reconstruction model from spiral CT 
which includes many blood capillaries, however many of these vessels injure can be 
ignored during PCNL. 
 
Figure 7.5:  Construct validation between PERC and SimPCNL 
After the SimPCNL training, there is an obvious improvement in the novice group 
which shows in Figure 11, novice group shows a high improvement in decreasing the total 
procedural time and fluoroscopy time, reducing collecting system and perforations 
attempting puncture number. The pre-test and post-test of GRS scores comparison, to 
our surprise, novice group perform many better results SimPCNL training than the 
experts. This could be explained that the repetition of the same task increasing test-
retest reliability error. Compared with the pre-training group, group with the post-
training shows the highest scores in both GRS and the objective measurement, which 
verified our hypothesis that the quantitative analysis of surgical skills in PCNL training 
procedures can lower the learning curve of the PCNL skills acquisition. Detailed 
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comparisons among two groups of improvement evaluations on SimPCNL and PERC 
Mentor is shown in Figure 7.6. 
 
Figure 7.6:  Transfer validation after training between PERC and SimPCNL 
For the system subjective questionnaire evaluation result, novices’ appraisement 
demonstrated significantly higher than experts’ in total performance. Details of the 
subjective evaluation of the VR-based training simulator are shown in Table 7.4. 
Subjective Questionnaires Expert Novice  
Dynamic force model effects (range 1-5)   
Realism of respiratory 3.7 3.9 
Realism of haptic feedback 3.9 4.2 
Realism of needle insertion 4.1 4.1 
Haptic fatigue 2.3 1.4 
System evaluation (range 1-5)   
VR graphic performance 3.9 4.2 
Surgical tools manipulation 3.4 3.7 
Visual fatigue 1.1 1.2 
Comfortable of HMD training 3.7 3.5 
Hand-eye coordination training 4.1 4.5 
Overall appraise 3.6 3.4 
Exceptions (range 1-5)   
Surgical Navigation 3.1 3.5 
Surgical Planning 4.2 4.7 
Novice Training 4.7 4.6 
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Resident Practice 3.9 4.1 
Surgical Rehearse 3.5 3.8 
Table 7.4: Results of subjective evaluation of the VR-based training simulator 
Criterion validation which includes “correlation of results of the tool with established 
tool” and the predictive validity. To our knowledge, this study is the first time to validate 
a VR PCNL simulator by utilized original fluoroscopy imaging and quantitative analysis of 
operation techniques, we summarized all the validations studies of the existing 
benchmark PERC Mentor and compared SimPCNL with it in face, content, construct 
validation and skills improvements through the subjective and objective assessments. 
SimPCNL GRS scores and objective evaluation showed at least a same high-level 
performance as PERC Mentor in PCNL surgical training in Figure 6.5 and 6.6, even better 
in several aspects such as face and contents validation on graphic and simulation of ease, 
number of punctures and rib injury, especially the group of quantitative feedbacks 
training. The limitations and problems of the SimPCNL simulator that missing the foot 
pedal fluoroscopy controls and guide-wire simulation which used to perform insertion 
with accurate immersion provided by the training simulator. The comparison data of 
PERC Mentor is not from one experiment because we can not find a study includes all 
these validities of PERC Mentor. Evaluation of learning curve improvement and predictive 
validation of SimPCNL will be the further studies for the training of percutaneous renal 
access. The real-time respiratory motion effect during the VR biopsy simulator is 
demonstrated in Figure 7.7. 
 
Figure 7.7: SimPCNL with dynamic respiratory motion 
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7.3. MIS Training Modules: SimVATS 
Video-assisted thoracoscopic surgery (VATS) is the most common minimal invasive 
surgery (MIS) therapy for lung carcinomas, the most widespread cancer in the world with 
only approximately 16% five-year survival rate [143]. VATS is preferred over thoracotomy 
for treating stage T1 or T2 lung carcinoma referred to its minimum invasive excision and 
postoperative short-term recovery time. Furthermore, hospitalization outcomes show 
the patients’ quality of life (QoL) and follow-up adjuvant chemotherapy endurance are 
significantly promoted compared with traditional thoracotomy, without interfering with 
survival outcomes. Haptically-enabled Virtual Reality (VR) surgical simulator has been 
verified that it is able to facilitate the technical procedures involved in various surgeries 
and boost the novices’ muscle memory learning curve, with a highly realistic and 
deliberate presentation to achieve medical competence[144]. Especially, in minimize 
invasive surgery applications, the laparoscopic trainers have become the most promising 
field of surgical simulation, such as the LapSim® (by Surgical Science), LAP Mentor® (by 3D 
System), as well as RLT® (by ReachIn) [145].  
However, to the best of the authors’ knowledge, a kind of blank still is on the 
commercial market of the VR-based haptic-enabled surgical simulator on VATS training. 
Although B. Solomon etc. introduced the VR concept into VATS surgical education, the 
software they proposed is only a 3D visual rendering model mainly used for pulmonary 
anatomic structure demonstration, without a detailed procedures simulation of VATS 
[146]. Surgical Science company then released a beta version unit on VATS surgical 
training based on the laparoscopic platform: LapSim in 2016 [147], this VR-based VATS 
lobectomy represented a high performance of the visual rendering, such as the tissue 
deformation and surgical tools manipulation. Nevertheless, the force feedback function 
has not been appended on this beta unit, which has been verified as one of the most 
crucial indispensable features in surgical training simulators. In addition, the laparoscopic 
operation platform has been addressed various negative performances during transfer 
into actual competency in VATS lobectomy own to the nature differentiations between 
laparoscopy and VATS in surgical procedures and skills. Until now, there was no 
commercially available VR-based VATS lobectomy surgical trainer, the main challenges 
we summarized are:  
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 Large individual differentiation in both thoracic anatomical structure and cancer 
lesion (How to simulate?);  
 Complicated specifically surgical procedures during the pulmonary lobe VATS, 
there are 24 specific surgical steps during the right upper VAST surgery we 
summarised (What to simulate);  
 Lack of the objective assessments of VATS technical skills (How to assess?). 
7.3.1. Simulator Design 
In the light of the development of commercial VR-based laparoscopic surgical simulators, 
LapSim® (by Surgical Science) and LAP Mentor® (by 3D System), and after observed 
considerable VATS lobectomy operations in the thoracic surgery department of Yunnan 
First People's Hospital, we chose the three-port standardized anterior VATS surgery as 
the simulated content. As the commonest surgical approach in lung carcinomas 
lobectomy, the three-port VATS descried as opened 3 single diameters of 1.5 cm incisions 
in the side of patient’s thorax, one for endoscopic camera recording the operation field 
and another two are the operative tunnels for surgical instruments stretching in and out 
to dissect and staple the lesion [7]. As shown in Figure 7.8, based on the procedures need 
to be simulated in the above-mentioned, the hardware of VATS simulation system is 60 
× 67 × 160 cm and principally composed of a 24-inch naked eye 3D display, a footswitch 
pedal, two VATS surgical devices connected with dual haptic devices (Touch, Geomagic) 
with one held as the drag instrument and another one mimics the stapling device, an 
endoscope connected with a 3D mouse, an HMD and a workstation. 
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Figure 7.8: CAD rendering and the hardware of SimVAST prototype design 
 We employed the Geomagic Touch as the haptic feedback rendering device, which 
can supply 6 DOF input and 3 DOF output force. The 3D Connexion mouse connected 
with the medical endoscope by a customized 3D print connector is to simulate the angle 
transformation of surgical view during the operation. HTC Vive HMD and the 3D display 
are utilized to provide dual synchronized cognitive training environments respectively for 
the trainee and the observers during the VATS simulation. All the compositions and the 
specific types of the VATS simulator system are demonstrated in Table 7.5, the 
summation of all the cost is no more than $20000. Components of Hardware in VATS 
simulator System. 
Num Name Type 
1 Naked-Eye 3D display Customized 24-inch LED 
2 Mouse & keyboard Logitech MK270 
3 Haptic devices Geomagic Touch 
4 3D mouse 3D Connexion SpaceMouse Pro 
5 3D HMD HTC VIVE 
6 Pedal Footswitch pedal dual  
7 Endoscope Olympus WA53005A HD 
8 Linear stapling ENDO RLC 3025L 
9 Right-angle clamp Gold Suppler 18cm 
10 Trocar STORZ 30160MP/30103MP 
Table 7.5: Components of VATS hardware porotype design 
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Figure 7.9: Training modules of the SimVAST Simulator design, 1-main UI of the training, 2- Basic training 
module: Peg transfer, 3- Basic training module: Fascia Dissection, 4-Basic training module: Rope manipulation, 




Figure 7.10: Training modules of the SimVAST Simulator design, 1-main UI of the training, 2-Basic training 
module: Peg transfer, 3-Basic training module: Fascia Dissection,  
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7.3.2. System Evaluation  
We chose the VATS right upper lobe (VRUL) dissection as the simulative content in our 
system, different from the former simulators of single procedure training pattern, we 
extracted the top 6 critical surgery procedures from the 24 VATS steps as our system 
simulation tasks which are demonstrated in Figure 7.8. During VRUL surgery, the surgeon 
manipulates organs and tissues using various instruments. We also modelled these tools 
(grasper, stapling, clamp, and scalpel) and coupled the graphical rendering with a simpler 
physical model which is shown in Figure 7.11. 
 Step 1:  Surgical tunnel set up: puncture 3 holes (1.5cm diameter) through the 
chest wall, one between 7th and 8th ribs for the endoscope; others two are 
between 8th and 9th ribs, 3rd and 4th ribs for the surgical instrument working 
holes (Fig. 7.11-1) [148]; 
 Step 2: Open the horizontal fissure: adjust the angle of the camera, toggle the 
lobe to find the right horizontal fissure, peel open the horizontal fissure with the 
ultrasound scalpel (Fig. 7.11-2);  
 Step 3: Dissection of upper pulmonary vein: dissociate upper pulmonary vein, 
then use linear stapling to cut off the upper pulmonary vein (Fig. 7.11-3); 
 Step 4:  Dissection of upper pulmonary artery: dissociate the upper pulmonary 
artery, then use linear stapling to cut off the upper pulmonary artery (Fig. 7.11-
4); 
 Step 5:  Dissection of upper leaf bronchus: dissociate the upper leaf bronchus, 
then use linear stapling to cut off the upper leaf bronchus (Fig. 7.11-5). 
 Step 6: Dissection of horizontal fissure: use linear stapling to cut off the 
horizontal fissure between the upper and middle lobe (Fig. 7.11-6); 
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Figure 7.11: Surgical procedures and the surgical instruments of VATS right upper lobe (VRUL) dissection 
operation, which are provided by the thoracic surgery department of Yunnan First People's Hospital. 
Comparisons between groups (novice–expert) were analysed using the Mann–
Whitney U-test (continuous variables) or the chi-square test (categorical variables) of the 
stored data on VATS simulator. P pre-training and post-training data in the 2 groups were 
compared using paired t-tests. Spearman rank order correlations were calculated to 
determine correlations between the objective simulator derived scores and the GRS 
based on pre-training and post-training results. P-value <0.05 was considered statistically 
significant. Analyses were performed using the software package, IBM SPSS Statistics, 
version 20.0. 
7.3.3. Results  
We selected dual Phantom Omni as the haptic device for all experiments, which were 
conducted on a workstation using Intel i7 6700 (3.4 GHz), 8 GB memory, NVIDIA 1070 
Graphics (4 GB) and Windows 10 (64 bit) OS. Haptic rendering update rate approximate 
1 KHz and the visual refreshment frequency is 60 Hz. Comparisons between groups 
(novice–expert) were analysed using the Mann–Whitney U-test (continuous variables) or 
the chi-square test (categorical variables) of the stored data on our system [14]. P Pre-
training and post-training data in the 2 groups were compared using paired t-tests. 
Spearman rank order correlations were calculated to determine correlations between 
objective simulator derived scores and the GRS based on pre-training and post-training 
results. An evaluation of clinical realism and the effectiveness of educations was carried 
115 |  
 
out in the department of thoracic surgery. We collected all the subjective questionnaires 
with the 12 questions by 9 experienced surgeons, the details scores are shown in below. 
 
Figure 7.12: VATS surgical training snapshots on our SimVATS simulator 
The 9 experts had lower values in both of the objective measurement than the 
novices (GLT: 37.2 ± 2.1 versus 24.4 ± 1.4; STL: 47 ± 4.1 versus 39 ± 2.7; GAA: 84 ± 7.1 
versus 75 ± 4.7; SAA: 74 ± 2.4 versus 67 ± 4.2; BL: 21 ± 8.0 versus 12 ± 3.7; UVD: 21 ± 4.1 
versus 10 ± 5.1; UAD: 11 ± 1.7 versus 7 ± 2.1; UBD: 33 ± 3.6 versus 27 ± 4.2; UD: 57 ± 7.1 
versus 41 ± 6.1; MVD: 28 ± 3.1 versus 24 ± 1.7; MAD: 35 ± 2.4 versus 37 ± 2.6; MBD: 19 ± 
4.4 versus 10 ± 1.5; MD: 69 ± 5.1 versus 51 ± 4.6; NS: 9 ± 1.4 versus 7 ± 1.5; WSV: 20 ± 2.4 
versus 8 ± 0.5; WSA: 10 ± 2.4 versus 2 ± 0.4; WSB: 20 ± 1.6 versus 7 ± 0.5; WSL: 10 ± 0.4 
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versus 10 ± 0.5), All the differences are proving to be statistically significant (P <0.05), 
which are demonstrated in Figure 7.12. 
 
Figure 7.13: Construct validation data of VATS simulator 
Compared to the control group’s performance, the post-test group show a significant 
improvements in the VATS skills GLT: 37.2 ± 2.1 versus 34.2 ± 1.8; STL: 47 ± 4.1 versus 34 
± 4.5; GAA: 84 ± 7.1 versus 82.25 ± 4.1; SAA: 74 ± 2.4 versus 75.24 ± 6.7; BL: 21 ± 8.0 
versus 14 ± 3.1; UVD: 21 ± 4.1 versus 15 ± 3.7; UAD: 11 ± 1.7 versus 12 ± 0.8; UBD: 33 ± 
3.6 versus 35 ± 2.7; UD: 57 ± 7.1 versus 47 ± 8.8; MVD: 28 ± 3.1 versus 24 ± 5.3; MAD: 35 
± 2.4 versus 31 ± 4.4; MBD: 19 ± 4.4 versus 14 ± 2.7; MD: 69 ± 5.1 versus 54 ± 6.6; NS: 9 
± 1.4 versus 6 ± 2.0; WSV: 20 ± 2.4 versus 12 ± 1.8; WSA: 10 ± 2.4 versus 8 ± 1.1; WSB: 20 
± 1.6 versus 10 ± 1.3; WSL: 10 ± 0.4 versus 4 ± 0.2). 
  
Figure 7.14: Improvements validation data of VATS simulator 
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Compared to the animal-based or the traditional box-training method, the exciting 
VR surgical simulators cost much higher, typically in the price range of $25,000 to $35,000 
per unit [149]. Moreover, nonetheless, it has a steep learning curve for novice residents 
to acquire highly deliberate skills and achieve surgical competence. The innovative 
contribution of our system consists of VAST simulator hardware design, whole 
procedures of VAST surgical scenario rendering in both visual and haptic pipelines, a new 
haptic rendering algorithm, and the deformation simulation of lung tissue by GPU-based 










Model Source Artificial Artificial CT Rebuilt 
Manipulation Single hand  Dual hand 
Price - 25000USD 10000USD 
Real Surgical Tools    
Tactile Sensation    
Scoring System    
Tissue Deformation    
Stereo Display    
Camera Control    
Lymph Nodes Clean    
Trajectory Recording    
Force Recording    
Velocity Recording    
Thoracic Anatomy 
Education 
   
Unlimited Reuse    
Portable -   
Table 7.6: Function comparisons among the VR-based VATS simulator  
A pilot study of the system evaluation results by the thoracic surgeons has also been 
conducted to further validate the immersion and reliability of the system. This study 
firstly established a whole system implementation and evaluation evidence for the 
haptic-enabled VATS surgical simulator. Overall performances of our system revealed 
several potential applications for the surgical lung carcinomas education. Our simulation 
has a significant improvement in the following aspects: Computation performance: our 
implementation reached a 100 FPS versus 45 FPS in previous work, apart from that, we 
conducted a larger scale scene with detailed volumetric models and rendering. The 
results of the system evaluation performance show that after the VATS simulator training 
the improvement of novices is shown in Fig. 7.13, novice demonstrated statistically 
significant improvement in reducing the grasp length and the damages of the middle lobe, 
decreasing the number of attempts to stapling the vessels and the number of wrong 
stapling. The pretest and posttest of objective scores are a comparison in Fig. 7.14, to our 
surprise, many posttest values obtained after VATS simulator training in the novice group 
118 |  
 
were better than the construct validity value obtained for the experts. This could be 
explained by the fact that the learning may have been due to the consequence of the 
repetition of the same task adding test-retest reliability error. Compared with the control 
group (G1), group with the quantitative feedbacks training shows the highest scores in 
both GRS and the objective measurement, which verified our hypothesis that the 
quantitative analysis of operation techniques in VATS training procedures can lower the 
learning curve of the VATS skills acquisition. Our VATS simulator trainer also performs 
with satisfied overall realism and usefulness based on the subjective answers by the 
experienced thoracic surgeons, more than 90 presence of the participants consider the 
deformation of soft tissues were realistic and 87 percent of participants reviewed realism 
of the face and content. For the stapling task, 78 percent of surgeons manipulated less 
than 9 times, which indicates a plausible visual rendering realism. Overall usefulness in 
learning fundamental surgical skills got a 3.8 average score among all responses, which 
means that the majority of the participants agreed on good usefulness in training of VATS 
skills. 
7.4. Surgical Environment Evaluation among VR/AR/MR 
Virtual reality (VR)-based haptic-enabled surgical simulations have attracted many 
research attention over the years and gradually turned into a real-life medical training 
simulation solution, providing highly immersive and repeatable training experience, 
without ethical or hygienic issues[118]–[121]. Due to the recent advances in the field of 
graphics rendering and  computational capabilities, cognitive surgical simulator sense has 
brought into the next level surgical simulator with enhanced immersion and 
interactivity[150], [151]. On the other hand, augmented reality (AR) and mixed reality 
(MR), which could seamlessly overlay the virtual computer-generated elements on the 
real-world scene has also widespread implemented on the surgical training 
simulators[152]–[154]. However, compared to the traditional trainer, the advantages 
and disadvantages of each trainer, additionally, which virtual simulator is the most 
effective for the surgeons during the training have not been discussed among these four 
simulators on the peg transfer training. For the further developments on these issues, 
the aim of this study is to build the contrastive validation on the haptic-enabled peg 
transfer training by use of the VR, cognitive-VR, AR and MR trainer.  
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To minimize the platform difference affection in the contrast experiments, all kinds 
of training scenarios have been integrated on the Physics-Surg Engine we proposed, 3D 
printed virtual block and peg models are prepared for the Box trainer comparison. To 
ensure the same training block between the real and virtual peg transfer platform, the 
STL file has been exported from the Blender and 3D print the all the six blocks and the 
peg base for the box training.  For the AR peg transfer simulation, a web camera: Logitech 
CC2900ep HD 1080p has been utilised as the detected sensor for the display, and for the 
cognitive VR (CVR) and the MR training, HTC VIVE is used to show the surgical 
environments[155]. Especially, for the real surgical environments rendering, the 
Samsung Gear 360 camera has been employed to record the 360° video in the operation 
room (OR) of a real laparoscopy surgery in Yunnan First People's Hospital[156]–[158]. 
 
Figure 7.15: Left image is the CAD rendering of our training simulator, and right is the corresponding 
implementation. 
7.4.1. System Evaluation  
The evaluation trainees include 24 medical students and 6 professors underwent the peg 
transfer procedures on the five different simulators conducted in the department of 
thoracic surgery of Yunnan First People's Hospital. Both experts and novices firstly 
receive a demographic data questionnaire to the training background comparison, the 
novice group surgeon’s postgraduate year of training (PYG) is between 3 and 8 and the 
expert’s group is between 11 to 30. We collected the VR and the HMD used experienced 
of each group, which used to validate if the virtual game experience may affect the 
training. The demographic details of the trainees show in Table 7.7.  
 Group A (Novices) Group B (Experts) 
Number 24 6 
Age, years 25.5 (24-29) 42.2 (39-56) 
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Postgraduate year of training 4 (3-8) 12 (11-30) 
Male, % 92 83 
Right-handed, % 100 87 
Box trainer experienced <10 >50 
VR game experienced 5/24 1/6 
HMD experienced 3/24 1/6 
Table 7.7: Demographic data of the peg transfer trainees. 
After the demographic data questionnaire collection, both novice and expert groups 
received a didactic teaching from a developer of these simulators with the tasks and 
techniques of peg transfer (approximated 30 min). After that, participants begin to 
perform the training curriculum on each training module twice with only the second time 
data was recorded for the validation, the order of training is the box, virtual reality, 
cognitive virtual reality, augmented reality and mixed reality.  The 20-minute break 
should be interspersed between each peg transfer training module. For the training task, 
firstly the trainee needs to adjust the virtual endoscope to reach the proper position and 
angle to obtain the best viewing perspective of the operating scene, after that, two 
clamps are used to grasp and transfer the block model on the peg base. The left-hand 
clamp grabs the block on the left peg and passes it to the right clamp, then the right 
clamp places the block on the right-side peg, after finishing each single training module, 
the trainees need to complete the questionnaire to assess each simulator performance 
along with a 5-point Likert scale. After finished all training modules, all 30 trainees’ 
performance is recorded by the software built-in metrics to evaluate with details of 
surgical skills and be compared with the each other, questionnaires of overall 
performance should also be filled to evaluate face and content performance. The 
evaluation details of the subjective and construct questions are demonstrated in Table 
7.8 and 7.9. 
Face and content validity questions: (Score: 1-5) 
Q1: Realism of peg model (Visual) 
Q2: Realism of endoscope model (Visual) 
Q3: Realism of surgical clamps (Visual) 
Q4: Realism of surgical environment (Visual) 
Q5: Comfortable of training content in HMD (Visual) 
Q6: Overall realism of visualisation? 
 
Q7: Realism of peg manipulation (Haptic) 
Q8: Realism of endoscope manipulation (Haptic) 
Q9: Realism of surgical clamps manipulation (Haptic) 
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Q10: Realism of interaction between the surgical clamps and Peg (Haptic) 
Q11: Overall realism of manipulation? 
Q12: Overall face and content realism of simulator? 
 
Q13: I would like to recommend this simulator to VATS surgical training for medical students? 
Q14: I would like to recommend this simulator as an assessment tool for VATS surgical skills? 
Table 7.8: Subjective questionnaire of the face and content assessment. 
Evaluation criteria Experts Novices 
Totally operation time (T)   
Surgical clamps track length (CL)   
Endoscope track length (EL)   
Surgical clamps angle accumulation(CA)   
Endoscope angle accumulation (EA)   
Numbers of Surgical clamps drop (ND)   
Table 7.9: Construct evaluation criteria between experts and novices. 
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Figure 7.16: Physics-Surg Engine evaluations of different surgical environments.  
7.4.2. Results 
Aiming at the perceptual perceptions of visual and tactile sensations during the use of 
the five simulators, we set up a subjective questionnaire with 14 questions using the 
scoring method of 5-point Likert-type scale. After the test of the expert group and the 
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novice group trainee, the questionnaire was filled in separately for the experience during 
the operation. The 30 subjective questionnaires were collated to find the average value. 
The results of the expert group and the novice group are shown in Figure 7.17, 
respectively. Through these data, it can be found that the Box and MR scores are higher. 
 
Figure 7.17: Face and content assessment comparison of the on five kinds of surgical environments, (a) expert 
group, (b) novice group. 
For the construct assessment score of the objective evaluation, there are several 
interesting findings, for the expert group, VR training module without any other 
environments surrounding demonstrated a better performance than the cognitive and 
the mixed reality modules, however in the novice group the AR module shows a better 
performance than the VR and other modules. That may because the experts have more 
experience on the 2D screen operation during the laparoscopic surgery which similar with 
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VR training modules and the AR trainer could provide a real 3D stereoscopic vision as the 
real experience. 
 
Figure 7.18: Construct assessment score of the objective evaluation, (a) totally operation time, (b) surgical 
clamps track length, (c) endoscope track length, (d) surgical clamps angle accumulation, (e) endoscope angle 
accumulation, (f) numbers of surgical clamps drop. 
Clamp moving trajectory comparison during the simulation is demonstrated in the 
Figure 7.19, it shows that the constructive difference between these four training groups, 
and AR and MR group of experts demonstrated a better-concentrated trajectory than 
other groups. For the novice group, the AR group demonstrated a more concentrate 
trajectory than other groups. 
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Figure 7.19: Clamp moving trajectory comparison during the simulation, (a) VR group, (b) AR group, (c) CVR 
group, (d) MR group 
In terms of haptics, the Box Simulator is superior to the other four simulators; the AR 
simulator is the best in terms of interactive module and in the interactive environment 
part, which is the immersion, MR Simulator > CVR Simulator > Box Simulator, and 
conventional VR and AR simulators have almost no surroundings and are less immersive. 
Compared with novices, experts show short operating time and skilled operation skills, 
but as the training time and frequency increase, the gap between novice and expert is 
significantly smaller than before training, especially the AR simulator. In a short period of 
time, the surgical simulator can improve the operation skills of the trainees to a certain 
extent; although the MR simulator is not perfect in this test, it provides a highly realistic 
and realistic operating room for hospital interns and residents. The environment, closer 
to the real surgery site, has great potential for development. Experiments and evaluation 
results conducted by both professional and novice thoracic surgeons show that AR 
trainer is able to provide a more balanced training environment on visuo-haptic fidelity 
and accuracy, the box trainer and MR trainer demonstrated the best realism 3D 
perception and surgical immersive performance respectively, cognitive VR trainer shows 
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a better clinic effect that the traditional VR trainer. Detailed combining of this systematic 
approach, tuned with specific fidelity requirements, medical simulation systems, which 
would be able to provide a more immersive and effective training environment. 
 Advantages Disadvantages 
Box 
Realistic force feedback 
Realistic 3D perception 
Cost-effective 
Portable and easy to use 
Low integration 
Lack of objective assessment 
Low immersion 







Without OR environment 






Motion track (HMD) 
Virtual-OR environment 
Narrow FOV 





Realistic 3D perception 
Low immersion 
Without OR environment 
Environmental Influence 
MR 




OR environment distortion 
Narrow FOV 
Table 7.10: Comparison of various training environments for Physics-Surg Engine 
7.5. Summary 
In this chapter, a novel surgical training engine named Physics-Surg Engine has been 
introduced in detailed. Two comprehensive surgical training frameworks and related 
medical applications are addressed to demonstrate the evaluation of the physics-based 
simulation algorithms. Each of the simulation algorithms is demonstrated its contribution 
for the specific surgical applications. This unified surgical training engine offers a method 
to address various soft tissue properties within a framework and implemented with 
various output surgical devices. Compared with the existing medical simulation 
frameworks, the physics-based surgical rendering procedure with the incorporation of 
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clinic-based haptic rendering method and patient-specific clinic-data based modelling is 
the two most obvious advantages.  However, it is to admit that our surgical engine and 
framework are not suitable to all kinds of surgical training scenes. For instance, they are 
not exactly working well with interventional and bone surgery therapies.
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Chapter 8 
8. Conclusion and Future Work 
In this chapter, we conclude the works addressed in this thesis. A briefly summarisation 
is discussed in Section 8.1. In Section 8.2, we identity the future research area. 
8.1. Conclusion 
After a comprehensive investigation on related literature and strictly study on existing 
and medical projects in the area of haptic-enabled medical simulation. I was motivated 
to develop the real-time physics-based deformation to approach collaborative clinic-data 
based modelling and visuo-haptic interaction in shared surgical simulation environment. 
The research and evaluation results achieved have been presented in 5 journals and 7 
conference papers, which are demonstrated in the “List of Original Publications”. The 
developed software and contributions were showcased at the exhibition of IEEE SMC 
2016/2017/2018. Main research and development novelties of this Ph.D. dissertation are 
conducted as follow: 
 A novel algorithm for soft tissue simulation. Inspired by continuum mechanics 
and CG animation, physics-based simulation approaches will combine FEM and 
PBD, leading to an effective, robust, yet precise simulation algorithm that are 
appropriate for multiple non-linear viscoelasticity tissue deformation situations. 
 A novel visuo-haptic rendering method Clinic-data based haptic rendering of 
various specific surgical manipulations will dedicate to solve the technical aspects 
and challenges in surgical simulation, which involove clinic experiments and 
collision detection during different kinds of surgeries. Patient-specific visual 
rendering has been addressed in this work, which includes patients-specific CT 
modelling and BRDF-based shader rendering for the visual pipeline. 
 An innovative physics-based simulation framework for immersive surgical 
training. After comparison of existing simulators in virtual surgery, we have 
found that most of the existing virtual surgeries are focused on only one kind of 
surgery, or one kind of operation such as puncture or drilling.  Through this thesis, 
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we proposed a uniform surgical simulator which not only includes different kinds 
of surgical motions but also a composite of multiple surgery models.  
 A novel design of the Physics-Surg Engine with several comprehensive 
programming examples and customized evaluation methods. Modules 
designed for the Image Guide Surgery (SimPCNL), the Video-assisted 
Thoracoscopic Surgery (SimVATS) and the Craniotomy Surgery (SimNeuro) have 
been presented in this thesis respectively, software and hardware design with 
the specific assessment results have also been discussed in our study. 
8.2. Future Work 
While working on the proposed modelling algorithms and physics-based surgical 
framework simulation, I have identified certain future work directions on these topics.   
8.2.1. Physics-based Deformation of Soft Tissue 
Although position-based deformation could handle most real-time simulations of the 
mesh and volumetric soft tissue deformations, compared to the force-based dynamics, 
the accuracy, and stability of the deformations are still the greatest challenges. There are 
still several future work needed to be solved: firstly, during the PBD-based simulation, 
deformation of the soft tissue is depending not only on the elastic coefficient but also on 
the time step and whether it converges. On the one hand, we prefer that the system is 
convergent because we want to apply the constraints in real time. If the system doesn't 
converge, the tissue deformation could be fake and strange. However, on the other hand, 
we do not want the system completely converge, because the fully convergent simulation 
of the soft tissue will appear stiff and inflexible. Apart from that, time step is also another 
problem needed to be improved, for the force-based dynamics. No matter how long the 
time step is selected, when the object is stationary, its deformation is in the same 
condition (steady state), but for the PBD, the longer the time step, the softer the tissue 
simulation. The solution we chose in this thesis is to set the time step as 1/60 s, because 
of the human visual system and the game industry setting, which had been validated 
acceptably by experiments. Nevertheless, dynamically adjustment of the time step size 
is expected during the high-polygoned surgical simulation for the memory conservation. 
Thirdly, the discretization of the model also affects the deformable simulation, even for 
force-based dynamics. The deformable simulation results of the coarse mesh is strikingly 
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different from the fine mesh. The difference is in the force-based dynamics, when the 
density of a mesh is large enough. Continuing to refine the mesh will not affect the 
simulation results since the grid of the mesh is already dense enough. But for the PBD 
simulation, constantly thinning a mesh does not converge to a specific result, which is as 
unstable as the mass-spring system. For force-based dynamics, we can introduce the 
adaptive mesh to solve this problem, which means chosing the fine mesh when the 
feature is detailed, and vice versa. However, for the PBD, this adaptive mesh may cause 
a huge problem, since even a little refinement of the deformation results will be far apart 
from the originally obtained mesh. All these problems should be solved in the future work.   
8.2.2. Visuo-haptic Rendering of Surgical Simulation 
Algorithms that prevent the tissue from self-penetrations, on the other hand, still can 
expand the possibilities for realistic interaction between surgical tools and the tissue 
structure. The challenge in inter-tissue collision detection is to develop efficient enough. 
The performance needed could be achieved by exploiting the graphics hardware, for 
example. In real open surgery scenarios, however, surgeons try to omit cutting whenever 
it is possible because every cut results in destructions of tissue structures. The clinical use 
of cut procedures supported by our simulation environment is therefore limited to 
opening the skin tissue and to excising pathological tissue, e. g. tumors. For all remaining 
tasks of an open surgery operation, far more complex algorithms have to be developed, 
which allow to displace tissue on a fiber structure level and to scrape tissue away from 
bones. While most avaiable force feedback devices only support positional reaction 
forces, they should also take torques into account in the near future. The extension of 
the haptic rendering with torque forces would increase realism, especially for a tool like 
a scalpel. Furthermore, with increasing performance of workstations, more and more 
complex representations of surgical tools will be manageable. Hence, the existing set of 
surgical tools may be extended, e. g. with surgical scissors. 
8.2.3. Physics-Surg Engine Implementations 
Our proposed the Physics-Surg Engine is now only a surgical training module for 
immersive simulation, however, the multi-functional surgical simulation engine should 
include a surgical training module, and a surgical rehearsal, and surgical navigation 
module as well. For the surgical rehearsal module function, the patient-specific surgical 
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model should be implemented which is not only for a CT reconstruction visualisation 
module but also for a tactile and auditory operating room environment reconstruction. 
The requirements for surgical navigation are more complex, which need higher clinical 
trial requirements and more accurate real-time reconstruction algorithms.  This is also a 
huge challenge for existing surgical simulation engines. In addition, the surgical engine's 
hardware device compatibility requires more freedom of haptic devices to support a 
higher resolution visual rendering platform, which is robust to system software 
algorithms and also real-time. Higher requirements, additional GPU-based deformation 
algorithms, and adaptive mesh complexity adjustments are also essential for future 
surgical simulation engine work. 
8.2.4. Expansion of the Uniform Surgical Simulation with Other Human 
Sensations  
Five classic human feelings in the physical world (vision, hearing, taste, smell, and touch) 
are complementary to each other during surgical training. The existing surgical training 
modules only include renderings that mostly include both tactile and visual, which the 
rendering of hearing, taste, and olfaction is relatively small. In this thesis, we propose a 
unified surgical simulation framework that combines vision and touch. However, for the 
immersion of the surgical environment, we can further expand and support several other 
perceptions during the surgical training process, for example: the sound generated by 
the patient's respiration during the surgical training, the smell and the rendering of the 
doctor's own breathing, heartbeat and other aspects during the operation. In addition, 
in terms of immersive environments, mixed reality technology has gradually replaced the 
training modules of VR and AR Therefore, how to add existing virtual reality contents into 
the interactive-enabled MR surgical training module is also another challenge needed to 
be solved in the future.
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