We propose and prove a convergence of the semi-implicit finite volume approximation scheme for the numerical solution of the modified (in the sense of Catté, Lions, Morel and Coll) Perona-Malik nonlinear image selective smoothing equation (called anisotropic diffusion in the image processing). The proof is based on L 2 a-priori estimates and Kolmogorov's compactness theorem. The implementation aspects and computational results are discussed.
Introduction
In this paper we study the convergence of the semi-implicit finite volume scheme for the following nonlinear initial-boundary value problem
where Ω ⊂ R d is a rectangular domain, I = [0, T ] is a scaling interval, and g is a decreasing function,
We assume that
is a ball centered at 0 with radius σ) (1.8) and by the term ∇G σ * u in (1.1) we mean
u is an extension of u given by periodic reflexion through the boundary of
In the image processing, (1.1)-(1.3) arises in the nonlinear data filtration, edge detection and image enhancement and restoration [14] , [5] . The initial condition u 0 (x) represents the greylevel intensity function of the image which we want to process. The solution u(t, x) of (1.1)-(1.3) represents the family of scaled (filtered, smoothed) versions of u 0 (x); t is understood as an abstract parameter called scale. In general, the processing of u 0 by evolutionary PDE like (1.1) is called image multiscale analysis [1, 2, 11, 15] and, in a sense, it represents an embedding of the initial image to the so called nonlinear scale space. In our case, (1.1)-(1.3) represent a slight modification of the well-known Perona-Malik equation called also anisotropic diffusion in computer vision community. It selectively diffuses an image in the regions where the signal is of constant mean in spite of those regions where the signal changes its tendency. This diffusion process is governed by the shape of the function g and its dependence on ∇u which is in a sense an edge indicator [14] . We note that in original Perona-Malik formulation ∇u stands in the place of ∇G σ * u in (1.1). However, if the product g(s)s is decreasing, the Perona-Malik equation can behave locally like the backward heat equation, which is an ill-posed problem. So, for g's used in practice (g(s) = 1/(1+s 2 ), g(s) = e −s ) both existence and uniqueness of a solution cannot be obtained. One way how to preveal that mathematical disadvantage has been proposed by Catté, Lions, Morel and Coll in [5] . They have introduced the convolution with the Gaussian kernel G σ into the decision process for the value of the diffusion coefficient. This slight modification (for σ small, the models are close and in a sense ∇G σ * u → ∇u for σ → 0) allowed them to prove the existence and uniqueness of the weak solution for the modified model and to keep all practical advantages of original formulation. Moreover, the usage of the Gaussian gradient makes the process more stable in the presence of noise. It has made explicit a presmoothing included implicitly in numerical realizations of Perona-Malik equation, too. Due to homogeneous Neumann boundary conditions the solution tends to
