This paper deals with Lavrentiev regularization for solving linear ill-posed problems, mostly with respect to accretive operators on Hilbert spaces. We present converse and saturation results which are an important part in regularization theory. As a byproduct we obtain a new result on the quasi-optimality of a posteriori parameter choices. Results in this paper are formulated in Banach spaces whenever possible.
Introduction
Converse and saturation results are an important part in regularization theory for solving illposed problems. Related results for Tikhonov regularization were developed many years ago and are well known, see Groetsch [1, Chapter 3] and the references therein, or Neubauer [9] . In the present paper we show that similar results can be obtained for Lavrentiev regularization when accretive linear bounded, and possibly non-selfadjoint, operators on Hilbert spaces are involved. Our work is inspired by the two papers [9, 15] . At several steps, however, the technique used in the present paper differs substantially from the one used in the two papers [9, 15] since no spectral decomposition is available in our setting, in general. As a byproduct we obtain a new result on the optimality of a posteriori parameter choices for Lavrentiev regularization.
We start more generally with the consideration of equations on Banach spaces, i.e.,
where A : X → X is a bounded linear operator on a real or complex Banach space X with norm · , and f ∈ R(A). Our focus is on operators having a non-closed range R(A) which in fact implies that the considered equation (1.1) is ill-posed. Note, however, that this range condition will be explicitly stated in this paper whenever needed. In the sequel we restrict the considerations to the following class of operators: Definition 1.1. A bounded linear operator A : X → X on a Banach space X is called nonnegative, if for any parameter γ > 0 the operator A + γI : X → X has a bounded inverse on X , and
holds, with some constant M ≥ 1 that is independent of γ.
The notation "nonnegative" is introduced by Komatsu [7] ; see also Martinez/Sanz [8] . In many papers, no special notation is used for property (1.2). where γ > 0 is a regularization parameter. In addition we have 4) where δ > 0 is a given noise level. We next consider fractional powers of the operator A that may serve as a tool to describe smoothness of solutions for equation (1.1).
Definition 1.3.
For 0 < p < 1, the fractional power A p : X → X of a nonnegative bounded linear operator A : X → X on a Banach space X is given by (see, e.g., Kato [5, formula (12) ]) the improper operator-valued integral
For arbitrary values p > 0, the fractional power A p of the operator A is defined by A p := A p−⌊p⌋ A ⌊p⌋ , where ⌊p⌋ denotes the largest integer which does not exceed p. △ For each 0 < p < 1, the identity (1.5) defines a bounded linear operator A p : X → X . In inverse problems, smoothness of a solution u of equation (1.1) is often described in the form u ∈ R(A p ) for some p > 0. This allows to deduce convergence rates for Lavrentiev regularization in the case of noise-free data (with respect to γ) as well as in the case of noisy data (in terms of δ then). The subject of this paper is to present converse and saturation results for those convergence rates. In other terms, the impact of the convergence rates on the smoothness of the solution is considered, and the maximal possible rates are identified. The outline of the paper is as follows. Section 2 deals with converse and saturation results for Lavrentiev regularization in case of exact data. In Section 3, a theorem is presented which provides the basis for the converse and saturation results in case of noisy data. This theorem has also impact on the optimality of parameter choices for Lavrentiev regularization, and related results are stated in Section 3 as a byproduct. In Sections 4 and 5, converse and saturation results in case of noisy data are presented, and Section 6 serves as an appendix which provides some auxiliary results. The main results of this paper are formulated in Theorems 3.8, 4.5 and 5.1.
Converse and saturation results in case of exact data

Introductory remarks
Throughout this section let A : X → X be a nonnegative bounded linear operator on a Banach space X . Our main interest are operators with a non-closed range R(A), but nowhere in this section this is explicitly required. Comments on the closed range case can be found at the end of this section, cf. Remark 2.7.
In a first step, and also as preparation for converse and saturation results related with noisy data presented in the following sections, we consider Lavrentiev regularization in case of exact data, and we also introduce the corresponding approximation error: for any u ∈ X let u γ ∈ X and e γ ∈ X be given by
We note that the approximation error e γ , sometimes also called bias, can be represented as follows:
The smoothness of a solution u, given in the form u ∈ R(A p ) for some p > 0, has impact on the speed of convergence u γ → u as γ → 0. We cite the following well-known result; for a proof, see, e.g., [12, Example 4.1].
Proposition 2.1. Let A : X → X be a nonnegative bounded linear operator on a Banach space
For recent results on the convergence of Lavrentiev regularization with adjoint source conditions u ∈ R((A * ) p ) in Hilbert spaces, see, e.g., Hofmann/Kaltenbacher/Resmerita [3] and Plato/Hofmann/Mathé [14] . Two natural questions arise in the context of Proposition 2.1:
• Are the given convergence results in that proposition optimal, or, in other terms, are the conditions u ∈ R(A) and u ∈ R(A p ) considered there also necessary, respectively?
• Is the range of values for p, considered in Proposition 2.1, maximal?
We show in this section that the answers to those questions are basically affirmative. The related results are called converse and saturation results for Lavrentiev regularization in case of exact data, respectively.
Converse results in case of exact data
We start with three converse results related with exact data. PROOF. We consider the decomposition u = u R + u N with u R ∈ R(A), u N ∈ N (A), see Lemma 6.1 in the appendix. This decomposition yields
according to Proposition 2.1. The assumption of the theorem now implies u N = 0, and from this the statement of the theorem follows. [6, equation (4.10) ] for the details). From [6, Proposition 4.13] the identity A q (A −q u) = A q−q u = u then follows which means u ∈ R(A q ), and this completes the proof of the theorem.
We note that the statement of Theorem 2.3 cannot be extended to the case q = p, in general. For a counterexample related with Tikhonov regularization, see Neubauer [9, p. 521 ]. In the case p = 1, the situation is different: Theorem 2.4. Let A : X → X be a nonnegative bounded linear operator on a reflexive Banach space X , and let u ∈ X . In the case u γ − u = O(γ) as γ → 0 we necessarily have u ∈ R(A).
PROOF. From Theorem 2.2 we obtain u ∈ R(A), and we next show that u ∈ R(A) holds. By assumption we have (A + γI) −1 u = O(1) as γ → 0, and thus there exists an element v ∈ X and a sequence (γ n ) of positive real numbers with γ n → 0 as n → ∞ such that we have weak convergence (A + γ n I) −1 u ⇀ v as n → ∞. From this, weak convergence A(A + γ n I) −1 u ⇀ Av as n → ∞ follows. On the other hand, due to u ∈ R(A) we have strong convergence A(A + γ n I) −1 u → u as n → ∞, and this shows Av = u.
Saturation in case of exact data
We next present a saturation result for Lavrentiev regularization with exact data. 
Some additional observations
Some conclusions of this section remain true under weaker hypotheses. Details are given in the following corollary. As a preparation we introduce the notation R + = {γ ∈ R | γ > 0}. We note that in the case "X Hilbert space, M = 1" (the operator A is accretive then, cf. the following section), the modified hypotheses in parts (a) and (b) of the preceding corollary coincide with the original hypotheses considered in Theorems 2.4 and 2.5, respectively. This is an immediate result of the monotonicity of the functional γ → e γ /γ, cf. Lemma 6.4 in the appendix. We conclude this section with a remark on the closed range case.
Remark 2.7.
Note that throughout this section we do not require that the range R(A) is nonclosed. In case of a closed range, i.e., R(A) = R(A), the results of Proposition 2.1 and Theorems 2.2 and 2.4 can be summarized as follows:
The case 0 < p < 1 considered in Theorem 2.3 is not relevant in the closed range case, while the saturation case considered in Theorem 2.5 still is. △ 3 Optimality concepts
Preliminaries
This section serves on the one hand as a preparation for the noisy data related converse and saturation results presented in the subsequent sections. The results of the present section, however, may be of independent interest: the impact on the optimality of parameter choices for Lavrentiev regularization is also established. Our main results in this section are obtained for operators on Hilbert spaces, but the preliminaries presented in this first subsection are considered for Banach spaces. So, throughout the present subsection we assume that A : X → X is a nonnegative bounded linear operator on a Banach space X . Our main focus is on operators A with a non-closed range R(A) or a nontrivial nullspace N (A).
The maximal best possible error of Lavrentiev regularization with respect to a given u ∈ X and a noise level δ > 0 is given by
The quantity P δ (u) may serve as a tool for considering quasi-optimality of special parameter choices for Lavrentiev regularization, cf. Definition 3.1 below. First, however, we introduce other quantities that are often used in this direction: for u ∈ X , δ > 0 and 1 ≤ p ≤ ∞ we define
where M is the constant from (1.2). Similar to some relations between p-norms on R 2 , we obviously have
for each u ∈ X and δ > 0, with 1 < p < ∞. The most important quantity from this set of numbers is R δ 1 (u). This is due to the fact that u δ γ − u ≤ u γ − u + M δ γ holds for each f δ ∈ X with Au − f δ ≤ δ. We next introduce two notations related with the optimality of parameter choices; see Raus/Hämarik [16] for similar notations. Other optimality concepts can be found in Vainikko [17] . Definition 3.1. Let A : X → X be a nonnegative bounded linear operator on a Banach space X . We call a parameter choice 0 < γ = γ(δ, f δ ) ≤ ∞ (with the notation u δ ∞ := 0) for Lavrentiev regularization
• strongly quasi-optimal, if there exists a constant c > 0 such that for each u ∈ X , δ > 0 and
• weakly quasi-optimal, if there exists a constant c > 0 such that for each u ∈ X , δ > 0 and
We obviously have P δ (u) ≤ R δ 1 (u) for each u ∈ X and δ > 0, so each strongly quasi-optimal parameter choice is weakly quasi-optimal.
We now consider a modified discrepancy principle (sometimes called MD rule) which turns out to be a weakly quasi-optimal parameter choice strategy for Lavrentiev regularization in Banach spaces. It is an open problem, in case of ill-posed problems, if the modified discrepancy principle is strongly quasi-optimal in such a general setting. For accretive operators on Hilbert spaces, however, strong quasi-optimality can be verified. Details are given in the following subsection. △
Quasi-optimality in Hilbert spaces
For the following investigations we need to restrict the considered class of operators. We note that for real Hilbert spaces, condition (3.3) means Au, u ≥ 0 for each u ∈ H, and the operator A is called monotone then. Throughout this subsection we consider an accretive bounded linear operator A : H → H on a Hilbert space H. Our main result of this subsection is Theorem 3.8 below, but first we introduce another quantity which is related to the concept of weak quasi-optimality (and variants of it sometimes are used as definition in fact, see, e.g., Hohage/Weidling [4] ):
The quantities Q δ (u) and P δ (u) in (3.1) differ in such a way that inf and sup are interchanged.
The following proposition relates Q δ (u) with R δ p (u) from (3.2), i.e., weak quasi-optimality of a parameter choice for Lavrentiev regularization can by characterized by Q δ (u). Note that in the current situation (accretive operators) we may consider those numbers R δ p (u) with M = 1. 
PROOF. The proof of part (a) is elementary, and details are left to the reader. We only note that under the given conditions on the operator A we have (A + γI) −1 = 1 γ for each γ > 0. The statement in part (b) is an immediate consequence of part (a).
We note that the assumption R(A) = H in the preceding proposition is essential.
Strong versus weak quasi-optimality
Let A : H → H be an accretive bounded linear operator on a Hilbert space H, with R(A) = H. For the proof of our main theorem of this section, we need to consider perturbations f δ = f + δv ε with v ε ∈ H, v ε = 1, such that the data error δv ε is nearly amplified by a factor 1/γ when the operator (A + γI) −1 with γ > 0 is applied to it. The following lemma provides the basic ingredient.
Lemma 3.6. Let A : H → H be an accretive bounded linear operator on a Hilbert space H,
with R(A) = H. For parameters 0 < ε ≤ γ and v ε ∈ H with v ε = 1 and Av ε = ε we have
PROOF. We have
and this already completes the proof.
We note that the assumption R(A) = H in the preceding lemma is essential. This property is equivalent with R(A) = R(A) or N (A) = {0}, cf. Lemma 6.1 in the appendix. It is also equivalent with 0 ∈ σ(A), the spectrum of A. This assumption guarantees, for arbitrarily small ε > 0, the existence of elements v ε ∈ H with the properties stated in Lemma 3.6.
In the proof of Theorem 3.8 considered below, we apply Lemma 3.6 with some specific v ε ∈ H that in fact is obtained by an accretive transformation of the element u. This guarantees that an inner product that occurs in the mentioned proof takes nonnegative values only. The following lemma provides the basic ingredient for the construction of those special elements v ε .
Lemma 3.7. Let A : H → H be an accretive bounded linear operator on a Hilbert space H. Let u ∈ H, u ∈ R(A) ∪ N (A), and let
For each real number 0 < ε <
Au u
there exists a parameter β = β(ε) with Aϕ β(ε) = ε.
PROOF. The function β → Aϕ β obviously is continuous on R + , and the lemma then follows from the asymptotic behaviours
In the sequel, the two statements in (3.7) will be verified. We consider first the case β → 0. Obviously A(A + βI) −1 u = u − β(A + βI) −1 u is uniformly bounded with respect to β > 0, and in addition we have (A + βI) −1 u → ∞ as β → 0, cf. part (c) of Corollary 2.6. This already completes the proof of the first statement in (3.7). We next consider the case β → ∞. From a simple expansion and Lemma 6.2 in the appendix we obtain
which is the second statement in (3.7). This completes the proof of the lemma.
We next show that for accretive ill-posed operators on Hilbert spaces, the notions "strongly quasi-optimal" and "weakly quasi-optimal" are equivalent. This theorem provides the main result of this section.
Theorem 3.8. Let A : H → H be an accretive bounded linear operator on a Hilbert space H,
with R(A) = H. Then we have R δ 2 (u) ≤ P δ (u) for each u ∈ H and δ > 0.
PROOF. 1)
In a first part we show that R δ 2 (u) ≤ P δ (u) holds for each u ∈ R(A). (a) We consider the trivial case u ∈ N (A) first. Then we have e γ = −u for each γ > 0, and in (3.1) we may consider ∆ = −δ u u then. From this, P δ (u) ≥ u = R δ 2 (u) easily follows. (b) Let us now consider the case u ∈ R(A) ∪ N (A). We first show that
holds, where v ε = −ϕ β(ε) for 0 < ε < Au u , and ϕ β(ε) is chosen as in Lemma 3.7. In fact, we have
and then we obviously have
We now expand, for γ > 0 fixed, the term on the right-hand side of (3.9):
For the inner product we have, by definition,
which has a nonnegative real part since the operator (A + β(ε)I) −1 is accretive. This implies (3.8).
(c) We next show that the inequality (3.8) remains valid if the infimum on the right-hand side is considered for γ away from zero. For this purpose we choose some γ 0 with
, 2 Au u and show in the sequel that
holds. In fact, we have
by monotonicity of the norm of the resolvent operator, see Lemma 6.4 in the appendix, and Lemma 3.6 has also been applied. From this, (3.10) follows easily.
(d) We proceed now with an estimation of the right-hand side of (3.10): For γ ≥ γ 0 and ε ≤ γ 0 2 we have, by Lemma 3.6,
and from (3.10) we then obtain
Letting ε → 0 now gives R δ 2 (u) ≤ P δ (u), and this completes the first part of the proof. 2) In the second part of the proof, we show that the inequality R δ 2 ≤ P δ holds not only on H\R(A) but all over the Hilbert space H.
(a) As a preparation we observe that, for δ > 0 fixed, the functionals P δ (u) and R δ 2 (u) both are continuous with respect to u. In fact, we have e γ (u) − e γ ( u) ≤ u − u for each u, u ∈ H, and from this the two inequalities
are easily obtained.
(b) We are now in a position to verify that R δ 2 ≤ P δ holds over H. In fact, we already know that this estimate holds on H\R(A) (see the first part of this proof), and in addition the functionals P δ and R δ 2 are continuous on H for δ > 0 fixed, see (a) of the second part of this proof. The assertion now follows from the fact that each nontrivial linear subspace of a normed space has an empty interior so that any u ∈ R(A) is the limit of a sequence of elements not belonging to R(A).
This completes the proof of the theorem.
For symmetric, positive semidefinite operators, a result similar to that of Theorem 3.8 can be found in Raus [15] . As an immediate consequence of Theorem 3.8 we obtain the following result.
Corollary 3.9. Let A : H → H be an accretive bounded linear operator on a Hilbert space H, with R(A) = H. Then any parameter choice strategy for Lavrentiev regularization is weakly quasi-optimal if and only if it is strongly quasi-optimal.
Example 3.10. Under the conditions of Corollary 3.9, the parameter choice strategy considered in Example 3.2 is weakly quasi-optimal (cf. again Example 3.2) and therefore also strongly quasi-optimal. For symmetric, positive semidefinite operators, this is already observed in Raus [15] . △
Converse results in case of noisy data
Introductory remarks
The degree of smoothness of a solution u, described here by the property u ∈ R(A p ) for some p > 0, has impact on the decay rate of the best possible maximal error P δ (u) as δ → 0. We cite the following well-known result; for a proof, see, e.g., [12, Example 4.1] . As a preparation we note that our main interest are operators having a non-closed range R(A), but this is nowhere explicitly required in this section. Further notes on the closed range case are given at the end of this section, cf. Remark 4.7.
Proposition 4.1. Let A : X → X be a nonnegative bounded linear operator on a Banach space X .
PROOF. The modified discrepancy principle, cf. Example 3.2, satisfies, see [13, Theorems 2.5 and 4.4], u δ γ → u as δ → 0 in the case u ∈ R(A). In addition, for 0 < p ≤ 1 we have
The statement of the proposition now easily follows.
We note that standard a priori parameter choices may be used as well in this proof. We may address the same topics as for exact data:
• Are the given convergence results in Proposition 4.1 optimal, or, in other terms, are the conditions u ∈ R(A) and u ∈ R(A p ) stated in parts (a) and (b) there also necessary, respectively?
• Is the considered range of values for p, considered in part (b) of that proposition, maximal?
We show in this section that the answers to those questions basically are affirmative, when accretive operators on Hilbert spaces are considered.
The converse results in case of noisy data
We start with a simple converse result which even holds in reflexive Banach spaces in fact.
Proposition 4.2.
Let A : X → X be a nonnegative bounded linear operator on a reflexive Banach space X , and let u ∈ X . If P δ (u) → 0 as δ → 0, then necessarily u ∈ R(A) holds.
PROOF. We consider the decomposition u = u R + u N with u R ∈ R(A), u N ∈ N (A), see Lemma 6.1 in the appendix. From this and the consideration of f δ = Au in the definition of P δ we obtain
for each δ > 0. The latter estimate in (4.1) follows again by Lemma 6.1 in the appendix and the fact that e γ (u R ) ∈ R(A) holds for each γ > 0. Letting δ → 0 in (4.1) shows u N = 0 which completes the proof.
The following lemma serves as preparation for the converse and saturation results related with noisy data. 
Then we have It immediately follows from Lemma 4.3 that this parameter choice strategy is strongly quasioptimal. Note that this strategy is of theoretical interest only, and moreover note that the existence of γ δ follows from Corollary 6.3 in the appendix. △
We now present the main converse result related with noisy data. 
PROOF. If R(A) = H holds, then the statement of the theorem follows immediately from Proposition 2.1. We now assume that R(A) = H, and without loss of generality we may also assume that u = 0 holds. Due to the usage of γ in (3.1), we change notation here and show e γ = O(γ p ) as γ → 0. Let γ > 0 be arbitrary but fixed, and let δ = δ(γ) be given by
cf. Lemma 4.3. From that lemma we now obtain
for some constant c which may be chosen independently from δ, and then δ 1/(p+1) ≤ cγ and thus δ p/(p+1) ≤ c p γ p holds. This finally gives
and this completes the proof of the theorem.
As an immediate consequence of Theorems 2.3, 2.4 and 4.5 we obtain the following result. (a) Let 0 < p < 1.
Remark 4.7. Let A : X → X be a nonnegative bounded linear operator on a reflexive Banach space X . Throughout this section we have not required that the range R(A) is non-closed, in general. In case of a closed range, i.e., R(A) = R(A), the results of Propositions 4.1 and 4.2 can be summarized as follows:
The case 0 < p < 1 considered in Theorem 4.5 (in the Hilbert space setting in fact) is not relevant in the closed range case. If we have even R(A) = R(A) and N (A) = {0} (which in fact is equivalent to the identity R(A) = X , cf. Lemma 6.1 in the appendix), then P δ (u) = O(δ) as δ → 0 holds for each u ∈ X . This follows from max γ≥0 (A + γI) −1 < ∞. △
We have completed our considerations of converse results for Lavrentiev regularization in case of noisy data. Saturation will be considered in the next section.
Saturation in case of noisy data
We are now in a position to present a saturation result for Lavrentiev regularization in case of perturbed data. PROOF. We prove the theorem by contradiction and assume that u = 0 holds. For any γ > 0 consider
cf. Lemma 4.3. From this lemma we then obtain
and thus δ 1/2 = O(γ ) as γ → 0. Note that δ = δ(γ) > 0 for each γ > 0, and δ → 0 as γ → 0. This finally gives
Theorem 2.5 now yields u = 0, a contradiction to the assumption made in the beginning of our proof.
Remark 5.2. We note that the assumptions in Theorem 5.1 may be weakened without changing the conclusion of the theorem. We may in fact replace the condition P δ (u) = O(δ 1/2 ) as δ → 0 by lim inf δ→0 P δ (u)/δ 1/2 = 0 there. The only necessary modification in the proof of Theorem 5.1 is that γ = γ δ in (5.1) is chosen as a function of δ > 0 then, i.e., δ = γ 2 δ (A + γ δ I) −1 u , and part (b) of Corollary 2.6 is also applied in this case. Further notes on γ δ are given in Remark 4.4. Note that we have γ δ → 0 as δ → 0 which follows from Corollary 6.3 in the appendix.
The weakened version of Theorem 5.1 implies that for given u = 0 and δ 0 > 0, there exists a constant c > 0 such that
We note that there exists a result for Tikhonov regularization which is similar to Theorem 5.1. For Tikhonov regularization, however, a weakening like the one considered in the present remark is not possible. For a counterexample see Neubauer [9] . △ Remark 5.3. Note that the assumption R(A) = H made in Theorem 4.7 includes the case R(A) = R(A), N (A) = {0} (closed range, nontrivial nullspace). Note moreover that the saturation level is different if R(A) = H holds. In this case we have (even for nonnegative operators on Banach spaces) P δ (u) = O(δ) as δ → 0 for each u ∈ H, cf. Remark 4.7. △
Auxiliary results for nonnegative operators
In this section we present some auxiliary results which are being used at several places in this paper. We start with a structural result on the range and nullspace of a nonnegative operator on a reflexive Banach space. We now present results on the behaviour of the bias and the resolvent. and by letting σ → 0 then. Next we consider monotonicity. For 0 ≤ σ 1 ≤ σ 2 we have (I + σ 2 A) −1 (I + σ 1 A) = ωI + (1 − ω)(I + σ 2 A) −1 with 0 ≤ ω := σ 1 σ 2 ≤ 1. Therefore (I + σ 2 A) −1 (I + σ 1 A) ≤ 1 holds, and then (I + σ 2 A) −1 u ≤ (I + σ 1 A) −1 u easily follows. This means that the functional g in (6.1) is monotonically decreasing on R + , and therefore the function e γ is monotonically increasing with respect to γ.
As an immediate consequence of Lemma 6.2 we obtain the following result. In a Hilbert space setting we finally present a monotonicity result for the resolvent. H → H which obviously is an accretive invertible operator. The first part of this proof shows that γ → (A + (γ + ε)I) −1 u is decreasing on R + which means that γ → (A + γI) −1 u is decreasing on the interval (ε, ∞). Letting ε → 0 then yields the desired monotonicity result. This completes the proof of the lemma.
