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Abstract
This thesis describes photoelectron emission measurements made at the surface
of Highly Oriented Pyrolytic Graphite (HOPG) using ultrashort laser pulses. It
concentrates on the observation and understanding of a new phenomenon whereby
infrared laser pulses of just 1.5eV photon energy can be used to generate photo-
electrons with kinetic energies of up to 80eV.
Intensity dependence measurements depict a highly nonlinear excitation process
and for p-polarised light observations can be explained by a high-order multiphoton
excitation mechanism. Comparisons with photoelectron spectra taken using XUV
pulse trains show a striking resemblance suggesting that the same final states
excited by multiple IR pulses can also be reached by a single XUV photon.
Interferometric autocorrelation measurements of the photoemission signal show
increasingly high nonlinearity at greater photoelectron energies and a simulation
of the interferometric data constructed using Optical Bloch Equations agreed with
experiments showing that in the highly non-linear regime the autocorrelation shape
depends almost exclusively on the nonlinearity of the excitation. XUV-IR pump-
probe measurements are also presented and the technical difficulties of such mea-
surements discussed.
Finally a novel technique of velocity map imaging of photoemission from a surface
has been demonstrated for the first time at the HOPG surface.
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Chapter 1
Introduction
In order to capture and record any ‘fast’ event occurring on a short timescale it is
necessary to use a tool that operates at an even shorter timescale. For example,
when photographs are taken at sporting events it is common to observe blurring of
fast moving objects such as a ball in the image. This occurs when the shutter speed
of the camera is slower than the motion of the ball and as such it is impossible to
capture the exact position of the ball at a given time.
Ultrashort pulses provide the means to measure the fundamental dynamics of
nature in real time. Over the past 20 years, the widespread ability to generate
pulses of femtosecond duration (1fs = 10−15 seconds) has given rise to the field
of femtochemistry [1], the real-time study of molecular dynamics and structural
changes in chemical reactions that occur on femtosecond timescales. In 1999 the
Nobel prize for chemistry was given to Professor Ahmed H. Zewail “for showing
that it is possible with rapid laser technique to see how atoms in a molecule move
during a chemical reaction” [2].
For a given power, the electric field strength of a laser pulse increases as the pulse
duration decreases. Over the past decade significant developments have been made
with regards to the production of these intense few-cycle laser pulses and the
1
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understanding of their interactions with atomic systems [3]. One important result
of such strong field interactions is High-order Harmonic Generation (HHG) where
it has been shown that pulses of sub-femtosecond duration can be achieved by the
generation of few-cycle pulses at a higher carrier frequency [4]. This discovery has
underpinned the growth of “attosecond science” where the production of pulses
with an attosecond duration (1 attosecond=10−18 seconds) allows the measurement
of electron transitions from one state to another [5].
1.1 The UK Attosecond Project
The research presented in this PhD thesis was carried out as part of the UK At-
tosecond Technology Project. This was a collaborative project funded by the Basic
Technology Programme to produce the first source of attosecond laser pulses in
the UK. The collaboration was made up of 6 different universities and institutions
whose roles are summarised in Figure 1.1. The main aims of the collaboration
were split into three: 1) the production of XUV (eXtreme Ultra Violet) pulses,
2) the characterisation of XUV pulses and 3) demonstration experiments. The
beamline was based at the Blackett Laboratory, Imperial College London.
This thesis concentrates on research carried out between the Nanoscale Physics
Research Laboratory (NPRL), University of Birmingham and Imperial College
London to demonstrate the use of few-cycle infra red pulses and XUV pulse trains
at surfaces. Experiments reported concentrate on photoelectron emission from
the surface of Highly Oriented Pyrolytic Graphite (HOPG) and in particular to
an effect observed whereby photoelectrons with kinetic energies of up to 80 eV
could be generated by infrared photons of just 1.5 eV.
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Figure 1.1: Summary of the UK Attosecond Technology Project: A collabo-
ration of six universities and research institutions to work towards the produc-
tion, measurements and demonstration of attosecond duration pulses (figure
taken from the original project plan).
1.2 Overview of Thesis Structure
Following on from this introduction chapter, Chapter 2 outlines the relevant back-
ground theory required for a full understanding of the experiments carried out
including: few-cycle laser pulses, the production of attosecond pulses, the HOPG
surface and strong field effects occuring at laser-surface interactions.
As previously discussed the main emphasis of this thesis is placed on work carried
out at Imperial College London. This data is presented in Chapter 3 and Chapter
4.
Chapter 3 is entitled “Photoelectron Spectroscopy of the HOPG Surface”. A
technical background section describes the experimental apparatus and special
techniques used. Photoelectron emission spectra taken from the HOPG surface
are then presented. It is found that infra red (IR) pulses of just 1.5 eV energy can
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be used to generate photoelectrons with surprisingly high kinetic energies of up
to 80 eV. Intensity dependence measurements are presented and found to depict
a highly non-linear excitation process. The polarisation dependence of photoelec-
trons generated at the surface is also presented. For p-polarised light the kinetic
energies of electrons measured match up with nonlinearity estimates calculated
from the intensity dependence measurements so that the high kinetic energy pho-
toelectrons can be explained by a high-order multiphoton excitation mechanism.
For s-polarised light however it is thought that competing excitation processes
such as tunnel ionisation or thermal effects also contribute to the signal. Rele-
vant strong field phenomena such as space charge and ponderomotive acceleration
are also discussed. Comparisons between photoelectron spectra generated by IR
pulses and those taken by XUV pulse trains aid identification of the conduction
band states excited. It appears that the same states accessed by single-photon
excitation by XUV photon can also be probed by the high-order IR multi-photon
process in the strong-field regime suggesting some kind of final-state selection ef-
fect.
Chapter 4 is entitled “Interferometric Measurements and Optical Bloch Simula-
tions of Photoelectron Emission from the HOPG Surface”. This chapter con-
centrates on time-dependent photoelectron measurements at the HOPG surface.
Firstly interferometric autocorreleation (IAC) measurements of the photoemission
signal generated by 1.5 eV IR pulses are presented. The autocorrelation shape
produced is found to vary with increasing photoelectron kinetic energy with the
regions of high kinetic energy displaying high orders on nonlinearity. An initial
attempt at an IR pump-XUV probe experiment is also presented where it is shown
that an XUV pulse can be used to probe the excitation by the IR pulse of low lying
states below the vacuum level. Experimental difficulties overcome and potential
improvements to the beamline are also discussed. In the final part of chapter 4,
the Optical Bloch Equations (OBE) have been used to model laser interactions
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at the surface. The method used to create the model is explained including the
incorporation of the high orders of suspected multi-photon transitions observed
experimentally. Simulations are then compared to both the IAC data and also to
the XUV-IR experiment.
Chapter 5 presents some additional data taken at the NPRL laboratory in Birm-
ingham. Velocity map imaging of photoemission from the HOPG surface has been
demonstrated and it can be seen that photoelectrons are emitted at angles of up to
30 degrees from the HOPG surface. This is the first time, to the authors knowledge
that such measurements have been made at a surface. A demonstration is given
of different modes of operation of the detector along with simulations. Where
possible, comparisons are made with the photoelectron spectroscopy data taken
at Imperial College (described in Chapter 3 and 4)
Finally overall conclusions are presented for each chapter along with a discussion
of how the research could progress in the future.
1.3 Author’s Contribution
All data presented in this thesis have been taken by myself with assistance from
various other collaboration members. All plots made and analysis carried out have
been done by myself unless otherwise referenced. Where computer programs used
have been written by other members of the collaboration it has been stated in the
text.
The beamline at Imperial College was built by Dr. Joseph Robinson and Dr.
Charles Haworth and the surface science system initially assembled by Dr. Christophe
Huchon.
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1.4 Papers Resulting from the Thesis
Band structure effects in highly non-linear photoelectron emission from
graphite with femtosecond laser pulses
Emma L. Catton, Andrey Kaplan, Joseph S. Robinson, Miklos Lenner, Christophe
Huchon, Christopher Arrell, Jonathan P. Marangos, JohnW. G. Tisch and Richard
E. Palmer
Re-draft in preparation following rejection by Physical Review Letters
Interferometric studies of high kinetic energy electron emission gener-
ated by intense few-cycle laser pulses
Emma L. Catton, Andrey Kaplan, Joseph S. Robinson, Miklos Lenner, Christophe
Huchon, Christopher Arrell, Jonathan P. Marangos, JohnW. G. Tisch and Richard
E. Palmer
Final draft in preparation
Chapter 2
Background Theory
2.1 Ultrashort Laser Pulses
2.1.1 Motivation for Ultrashort Pulses
Improvements in laser technology have paved the way for the production of increas-
ingly shorter pulses [6]. As the temporal duration of pulses that can be achieved is
reduced, the time resolution with which molecular, atomic or electronic processes
can be probed is improved, opening up doors to new areas of science that can be
studied in real-time. Fig. 2.1 shows the characteristic lifetimes of various processes
that can be studied using ultrashort pulses.
In the past ten years significant developments have been made and the “femtosec-
ond barrier” has been broken [3]. The production of pulses with sub-femtosecond
durations has led to the ability to investigate the electronic motion occurring at
these ultrashort timescales, giving rise to the field collectively known as “attosec-
ond science” [7] or “attosecond physics” [5]. Key measurements made to date
include the measurement in real time of an atomic core hole [8], the direct mea-
surement of a light wave [9] (summarised in Fig. 2.2) and more recently the first
7
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Figure 2.1: Ultrafast Timescales: A summary of the characteristic lifetimes
of various processes that can be probed using light pulses in either the UV/Vis-
ible/IR regime or using XUV/X-Rays (adapted from[6])
attosecond measurements made at a solid which will be discussed in more detail
on page 37 [10, 11].
2.1.2 Mathematical Description of an Ultrashort Pulse
An ultrashort pulse travelling in the z direction may be described by Eq. 2.1 where
the term A(z,t) contains a description of the pulse envelope, ω is the frequency of
the carrier wave, k is the wavenumber (k = 2pi/λ) and φ0 is the Carrier-Envelope
phase (CEP) [6].
E(z, t) = A(z, t)ei(ωt−kz+φ0) (2.1)
The pulse envelope is usually assumed to be Gaussian in shape whereby the tem-
poral intensity profile can be given by e
− 2t2
∆t2
P [12]. An example of such a pulse with
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Figure 2.2: [9] Direct Measurement of a Light Wave (a) Experimental method:
photoelectrons generated in neon gas by a 93 eV (250 attosecond) single pulse
are measured in the presence of a sub 5 fs 750 nm infra red pulse as a function
of pump-probe delay between the two pulses (b) The photoelectrons measured
experience a shift in kinetic energy due to the presence of the IR field. This
kinetic energy shift directly represents the amplitude of the IR laser pulse.
a duration of 8 fs (3 cycles) is shown in Fig. 2.3.
The carrier-envelope phase, φ0, as shown in Figure 2.3 is given by the difference
in time between the maxima of the carrier and that of the envelope.
For ease of use in derivations it is common [13] to define the temporal phase, φ(z, t)
as:
φ(z, t) = ωt− kz + φ0 (2.2)
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Figure 2.3: ADiagram of a 3-cycle (8 fs at 800 nm) Pulse: The phase difference
beteween the Carrier and Envelope is given by Φ, the Carrier-Envelope Phase
where φ(z, t) describes the changes in carrier frequency over time, so Eq. 2.1 can
simply be written as:
E(z, t) = A(z, t)eiφ(z,t) (2.3)
The instantaneous frequency can be calculated from the differential of the temporal
phase to give:
ω(z, t) =
dφ(z, t)
dt
(2.4)
For a fuller understanding of the behaviour of ultrashort pulses and the way in
which they can be manipulated it can be useful to describe the pulse in the spectral
domain. The temporal and spectral descriptions are related by the Fourier and
inverse Fourier transforms:
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E(t) =
1
2pi
∫ +∞
−∞
E(ω)e−iωtdω (2.5)
E(ω) =
∫ +∞
−∞
E(t)eiωtdt (2.6)
From this relationship it can be shown [14] that the spectral width of the pulse,
∆ω and the pulse duration ∆t can be combined to give the inequality ∆t∆ω ≥ 1
2
.
As it is easier in the laboratory to measure the FWHM of the frequency spectrum,
∆ν and the FWHM of the pulse duration, ∆t, the relationship is often quoted as
the time-bandwidth product, TBP where TBP = ∆t∆ω and its value depends on
the pulse shape used (TBP = 0.441 for a Gaussian pulse shape, 0.315 for a sech2
pulse and 0.886 for a square pulse). When the inequality is satisfied i.e. when the
pulse duration is as short as the spectral profile will allow, the pulse is said to be
transform limited.
Where Equation 2.1 gave a description of the pulse in the temporal domain, the
pulse can similarly be described in the spectral domain by Equation 2.7, where
A(z, ω) ∝ e− ln(16)ω2
∆ω2
and φ(z, ω) s the spectral phase.
E(z, ω) = A(z, ω)eiφ(z,ω) (2.7)
2.1.3 Choice of Gain Medium to Support Ultrashort Pulses
Commercial lasers that can output pulses of ∼30 fs duration are now readily
available. The generation of such short pulses can be attributed to the properties
of the gain medium chosen, usually Titanium Sapphire Ti:Al203, a sapphire (Al203)
crystal doped with titanium so that Ti3+ ions replace some of the Al3+ ions. The
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titanium sapphire lasers used in the experimental work of this thesis are described
in much more detail in experimental chapters 3 and 5.
The large gain bandwidth (the range of frequencies over which optical amplification
can take place) is the primary feature of Ti:Al203 that makes it so suitable for
the generation of ultrashort pulses [15]. When irradiated with visible light, the
absorption band is extremely wide, ranging from ∼450 nm - 600 nm with a peak at
around 500 nm (A pump laser lying in the blue-green part of the visible spectrum
is chosen to excite the medium). The unusually broad range in photon energies
which can be absorbed occurs due to electric field effects that are caused by the
bigger size of the Ti ions as compared to the original Al ions [16].
The emission band of the medium, centred at 750 nm, is also extremely broad with
a width of 200 nm. This large bandwidth is the essential factor for the generation
of such short puses due to the time-bandwidth product. Another advantage of
Ti:Al203 as a gain medium is that sapphire has good thermal conductivity, this
means that at the high peak powers of the pump lasers used, thermal effects do
not present a problem.
2.1.4 Dispersion of Ultrashort Pulses
From the definition of the time-bandwidth product, a pulse with an ultrashort
duration will have a large spectral bandwidth. Great care has to be taken when
choosing suitable optics for the short pulses as the propagation through any optical
medium can vary for different wavelength components and can therefore lead to
significant changes in the profile of the pulse and it’s duration.
It is possible to describe the dispersion of a pulse in a medium using the spectral
phase which can be expanded by the following Taylor expansion around a central
reference frequency, ω0 and where n is an integer [13]:
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φ(ω) = φ0 +
∞∑
n=1
1
n!
dnφ(ω)
dωn
∣∣∣∣
w0
(ω − ω0)n (2.8)
The first term in the expansion, φ0 is the Carrier-Envelope Phase (CEP). Whilst
this can be important in experiments using few-cycle pulses [17] it does not con-
tribute to dispersion of the pulse as it does not change the pulse shape.
The second term in the expansion is the group delay
(
dφ(ω)
dω
∣∣∣∣
ω0
)
which describes
the time taken for the pulse to propagate through the material. The group delay
is given by the propagation distance divided by the group velocity vG where:
vG(ω) =
(
dk
dω
)−1
(2.9)
The third term in the expansion,
(
d2φ(ω)
dω2
∣∣∣∣
ω0
)
is commonly known as the group
delay dispersion (GDD) (although is sometimes referred to as second-order disper-
sion). It describes the rate at which a pulse is stretched as it propagates through a
medium due to different spectral components of the pulse propagating at different
group velocities. GDD is dependent on the material through which the pulse is
travelling and is measured in fs2. The effect that GDD has on a pulse propagating
through a medium is given by equation 2.10 where τi is the initial pulse duration
before the wavepacket enters the medium and τf the duration afterwards [15].
τf = τi
√
1 +
(
4ln2
GDD
τ 2i
)2
≈ 4ln2GDD
τi
(2.10)
For IR pulses travelling through an optical medium such as silica the GDD will
have a positive value, indicating that shorter wavelengths will be delayed relative
to longer wavelengths. If the instantaneous frequency of a pulse (the derivative of
the phase with respect to time as seen in Equation 2.4) varies as a linear function
of time then the pulse is described as being “chirped” where a positive GDD will
Chapter 2. Background Theory 14
Figure 2.4: Manipulation of Chirped Pulses to Create Short Pulses: A
schematic showing a transform limited pulse which is broadened by Self Phase
Modulation (SPM) resulting in down-chirp of the pulse. The chirp is then com-
pensated for by transmission through an optical media such as a prism pair
which introduces negative Group Delay Dispersion (GDD) The end result is a
temporally compressed pulse. Figure taken from [6]
introduce an up-chirp meaning that the instantaneous frequency increases with
time. Optical components such as prism pairs, grating pairs and chirped mirrors
can be used to apply negative GDD to a pulse and therefore to compress it in
time. To some extent this can be used to pre-compensate for unavoidable dis-
persive optics placed in the beam path. As pulses become shorter and therefore
have a greater bandwidth dispersion effects will increase, for example, a 30 fs pulse
travelling through 580 cm air and 0.3 cm glass will be stretched to 38 fs. For an
8 fs pulse travelling the same path the resulting pulse will have stretched to 78 fs
[18]. Control of the GDD is the underlying mechanism behind the production of
ultrashort laser pulses using Chirped Pulse Amplification and must also be an im-
portant consideration during experiments in order to preserve the time resolution
of the pulse. Fig. 2.4 shows a schematic representation of the pulse compression
of a transform limited pulse achieved via the exploitation of dispersion effects.
Further details of the experimental methods used are given in Chapter 3.
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2.2 Ionisation Processes in Strong Laser Fields
Ionisation of an atomic system by an intense laser (and therefore in the presence
of a strong electric field) may be described by different processes depending on the
intensity of laser used.
At intensities of around 1012 W/cm2 to 1013 W/cm2 a multiphoton process will
dominate where multiple photons are absorbed by a bound electron until it has
been given enough energy to escape the potential. If excess photons are absorbed
the photoelectron will leave the potential with excess energy. A schematic of the
process is shown in Figure 2.5 (a)). If the same initial state of a system is excited
by different multiples of the number of photons then the resulting photoelectron
spectrum will contain repeated features, separated by the energy of the photon
that are known as Above Threshold Ionisation (ATI) peaks.
At higher laser intensities of roughly 1014 W/cm2 to 1015 W/cm2 for atomic sys-
tems, the dominant excitation mechanism will be tunnel ionisation. A schematic
of the process is shown in Figure 2.5 (b). At these field strengths the presence of
the electric field will cause a distortion of the atomic potential (shown by the solid
black line in Figure 2.5) until a potential barrier is formed. It is then possible
for some of the wave packet to tunnel out into the continuum. The onset of such
behaviour marks the start of the Strong Field regime [6]. At even higher laser
intensities the atomic potential will become distorted to such an extent that there
is no longer a barrier present and the electron may escape, a process known as
above threshold ionisation. In contrast to the photoelectron spectrum with a peri-
odic structure (ATI) generated by multiphoton ionisation the spectrum produced
in the case of tunnel ionisation is expected to be smoother in appearance [19].
The Keldysh parameter γ, may be used to distinguish between the two regimes
[20, 21], and is given by given by Equation 2.11 where Ip is the ionisation potential,
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Figure 2.5: Ionisation Processes: a) Multiphoton ionisation: an electron
bound in a potential may absorb multiple photons giving it enough energy to
escape b) Tunnel ionisation: in the strong field regime the potential in which
the electron is bound may become distorted forming a potential barrier through
which the electron wavepacket can tunnel to escape.
me is the electron mass, ω the laser frequency, and E is the electric field amplitude.
It is derived from the ratio of the binding potential (the work function for a solid
and ionisation potential for a gas) and the quiver energy (potential energy gained
in the E-Field). If the quiver energy is much less than the binding potential then a
perturbative approach is valid [22] i.e. a value of γ << 1 or γ >> 1 would indicate
that the transition lies in the tunnelling or multiphoton regime respectively. It has
however recently been shown that the two regimes may overlap [23] and are not
mutually exclusive.
γ =
w
E
√
2meIp
e
(2.11)
Since γ is dependent on the laser pulse duration it is more likely that the tunelling
regime can be reached at intensities below the damage threshold of the surface if
the pulses are ultrashort. Figure 2.6 shows a summary of the different regimes
according to the laser intensities used.
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Figure 2.6: Regimes of Nonlinear Optics: An illustration of the different
nonlinear effects observed with respect to laser intensity. The boundaries shown
are for guidence and do not represent a sharp cut off. For the strong field regime
shown the intensities correspond to visible and near-infrared light. (figure taken
from [6])
2.3 Photoemission from Surfaces
2.3.1 The Photoelectric Effect
When a surface is illuminated by photons of known energies the distribution of
the kinetic energies of photoelectrons emitted provides direct information about
it’s electronic structure. The binding energy EB of an electron can be extracted
from the measured kinetic energy using Einstein’s photoelectric equation:
EK = hv − EB − φ (2.12)
where hv is the energy of the photon and φ is the work function.
The type of surface states that can be probed by the photons will depend on their
wavelength. Ultraviolet Photoelectron Spectroscopy (UPS) [24] is used to study
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valence band states whereas the states that can be probed by X-Ray Photoelectron
Spectroscopy (XPS) range from the valence band to core levels [25]. Clearly for
the laser based PES experiments reported in this thesis the XUV pulses will be
able to probe states which lie further into the valance band than infrared pulses
will however it should also be noted that IR light has a penetration depth on a
micron scale and so the PES will contain contributions from the bulk as well as
the surface. For XUV wavelengths all photoelectrons will be generated from the
upper layers of the surface.
In order to obtain a good energy resolution it is important that the photons are
monochromatic. The ease of interpretation of the photoelectron spectrum depends
on the bandstructure of the surface of interest. In some cases which are harder to
analyse the kinetic energy spectrum will correspond to a map of the energy levels
and density of states of both the valence band and the conduction band.
2.3.2 Time Resolved Photoelectron Spectroscopy at Sur-
faces
Two-Photon Photoemission (2PPE) has proved to be a popular technique over
the past two decades combining the ability to measure excited state energies by
standard photoemission techniques with measurements of the lifetimes of the states
[26, 27, 28].
Uses of the technique have included the measurements of excited surface states
and image potential states [29, 30, 31, 32], coherent excitation of wave packets [33],
observation of polarization effects [34] and electronic states of molecular adsorbates
on surfaces [35].
In 2PPE electrons are excited from an initial state lying below the Fermi level by
the first photon (the pump pulse) to an intermediate state and then the second
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Figure 2.7: Schematic Representation of Time Resolved Two Photon Photo-
electron Emission: (a) An electron is excited by a pump pulse (in this case with
energy 3hv) from an initial state |i > to an intermediate state |n > and then
from |n > to a final state |f > by a probe pulse (hv). Photoelectron spectra
can be taken in two ways (i) at a constant pump-probe delay as a function of
kinetic energy (ii) at a fixed kinetic energy as a function of pump-probe delay.
(b) A diagram to show the general model used to calculate the 2PPE spectra
(of the experiment shown in part (a)) where ∆a and ∆b are finite detuning of
the relevant states. Figure taken from [27].
photon (the probe pulse) further excites it to a state above the Fermi level from
which it can be detected. Because of the nature of this second order process,
where it is the intermediate level that is being probed, the energies of states that
can be studied are limited as it is only possible to probe those unoccupied surface
states that are found above the Fermi level but below the vacuum level. The two
photons used are of different energies, their wavelength can be chosen to a certain
extent by frequency doubling or tripling of the initial pulse [27].
Figure 2.7 shows a schematic of the 2PPE method which can be separated into
two variations: Energy resolved 2PPE involves taking the photoelectron spectrum
at a fixed pump-probe delay time over all kinetic energies (labelled (i) in Figure
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2.7 (a)). For time resolved 2PPE (TR-2PPE) on the other hand, electrons are
recorded at a fixed kinetic energy as a function of pump-probe delay (labelled (ii)
in Figure 2.7 (a)).
The width of a pump-probe spectra will depend not only on the population lifetime
of the excited state but also on scattering effects. Scattering processes will result
in a decay of coherence, for inelastic scattering this will result in a decay of the
population itself, whereas quasielestic scattering is defined as that which destroys
phase coherence whilst leaving the population of an excited state unchanged. The
overall dephasing rate can be extracted from the linewidth of an energy dependent
2PPE measurement [36]. Accurate extraction of lifetime parameters from the
experimental data, can be achieved by comparison of the experimental spectrum
with a model of the excitation process, usually simulated using solutions of the
Optical Bloch Equations (OBE) [34, 36, 37]. It is even possible for excited state
lifetimes shorter than the pulse duration to be extracted [31]. A full explanation
of the OBE’s including different decay parameters is given in Chapter 4.
Although TR-2PPE is a popular method for measuring femtosecond-scale life-
times, at present it is not transferable to shorter (sub fs) measurements because
both the pump and the probe pulse must have a duration smaller than the process
to be probed. At present it is not technically possible to produce two such isolated
pulses of attosecond duration that can be delayed with respect to each other so
less direct methods such as “attosecond streaking” are necessary [10].
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2.4 Surface Plasmons and Field Enhancement
2.4.1 The Basic Properties of Surface Plasmons
This section describes the theory of surface plasmons and field enhancement which
will later prove to be an important consideration when interpreting experimental
observations of photoelectons with high kinetic energies generated at a surface.
A surface plasmon polariton is an electromagnetic wave that propagates along
the interface between a conductor and a dielectric. When an incident light wave
is coupled to a surface plasmon mode the free electrons at the surface of the
conductor will oscillate collectively at the frequency of the incident light wave
[38, 39]. Using Maxwell’s equations and appropriate boundary conditions it can be
shown (Appendix 1) that only p-polarised light can be coupled to surface plasmons.
The wave vector kSP for a surface plasmon can also be derived from Maxwell’s
Equations (Appendix 1) and is frequency dependent [39]:
kSP =
ω
c
(
12
1 + 2
)1/2
(2.13)
where 1 in the dielectric constant of the dielectric e.g. air and 2 is the dielectric
constant of the conductor, usually a metal.
This is shown in Figure 2.8 (c) compared to the linear wave vector of a free
photon. In order for a light wave (with wave vector, k) to be coupled to a SP the
momentum mismatch between the two has to be solved. Two such methods of
phase-matching are prism coupling [40] which makes use of the higher dielectric
constant of a glass prism (the in-plane momentum of the metal is kx = k
√
 sin θ),
and grating coupling [41] where a grating with a lattice spacing = a is patterned
onto a surface and phase matching achieved when kSP = k sin θ ± ng (n is the
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Figure 2.8: Schematic diagram showing the basic properties of a surface
plasmon. (a) The plasmon wave is transverse magnetic (TM) whereH is in the y
direction and the electric field is normal to the surface. The E-field component is
enhanced close to the surface and decays exponentially with increasing distance
in the z direction. (b) The decay length δd of the electric field away from the
metal surface is ∼ 0.5× the wavelength of the incident light whereas the decay
length into the metal (δm) is much less, determined by the skin depth of the
material, this is the cause of the enhanced E-field field. (c) The solid line shows
the dispersion curve for a surface plasmon mode compared to a free photon
(dashed line). The momentum mismatch between the two at a single frequency
is shown. This must be overcome in order to couple the light to a plasmon
mode. Figure taken from [38]
order; 1, 2, 3... and g is the grating parameter g = 2pi/a where a is the periodicity
of the grating).
2.4.2 The Derivation of Field Enhancement as a Result of
Surface Plasmons
The following derivation (taken from [42]) shows that the excitation of plasmons
at a metal surface by p-polarised light can produce a significant enhancement in
the optical electric field. This is significant at strong laser intensities as a field
enhancement of a few orders of magnitude can result in different behaviour of the
surface [43, 44, 45].
Figure 2.9 is a schematic diagram of the coupling process. It is assumed for this
derivation that the plasmons are excited at an air/metal interface. The dielectric
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Figure 2.9: Excitation of A Surface Plasmon: Schematic diagram to show the
excitation of a surface plasmon using a coupler (dashed lines) such as a prism or
a grating including random surface roughness. In this case the upper medium
e.g. air has a real dielectric constant 1 whereas the solid medium (e.g. a metal)
has a complex dielectric constant defined as 2 = 
′
2 + i
′′
2(figure and caption
adapted from [42])
constant of the air is real and is given by 1 but that of the metal is complex and
can be defined as 2 = 
′
2 + i
′′
2 . For a propagating surface mode the conditions

′
2 < −1 and ′′2  −′2 must be valid. The derivation does not depend on the
type of coupler (depicted in Figure 2.9 as the dashed black line) and is therefore
valid for coupling by random surface roughness.
Assuming a very small amount of intrinsic damping, the effect of the optimised
coupler will be small and therefore can be ignored so that the electromagnetic
fields of an excited surface plasmon mode propagating in the x direction can be
given by Equation 2.14 and Equation 2.15 where E is the electric field, H is the
magnetic field and Hy the magnetic field component in the y direction.
HSP = Hyyˆ exp[i(kSPx− ωt))

exp(−q1z) if z > 0
exp(+q2z) if z < 0
(2.14)
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ESP =
cHy
ω
exp[i(kSPx− ωt)]

(iq1xˆ− kSP zˆ)exp(−q1z)/1 if z > 0
(−iq2xˆ− kSP zˆ)exp(+q2z)/2 if z < 0
(2.15)
kSP and qi are given by Equation 2.16 and Equation 2.17 and their real components
satisfy R(kSP ), R(qi)> 0.
kSP =
ω
c
(
12
1 + 2
)1/2
(2.16)
qi =
ω
c
( −2i
1 + 2
)1/2
(2.17)
The time-averaged power flow per unit length in the y direction (i.e. perpendicular
to the direction of propagation) can be calculated using Equations 2.14-2.17 by:
PSP = c
8pi
∫ +∞
−∞
dzR{ESP ×H∗SP} · xˆ (2.18)
Which gives the following where ESP (0
+) is the electric vector just outside of the
surface.
PSP = ω1
16pi
|ESP (0+)|2
|q1|2 + |kSP |2R
{
kSP (1q
′
1 + 2q
′
2)
2q
′
1q
′
2
}
(2.19)
Throughout this derivation a prime indicates a real component and a double prime
indicates an imaginary component. The power dissipated in the ‘metal’ by the
plasmon mode per unit area is given as by Equation 2.20 where the power atten-
uation coefficient, α = 2kSP .
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− dPSP
dx
= αPSP (2.20)
Next the net power added to the metal per unit area by coupling of the light wave
i.e. the intensity must be considered. This is given by Equation 2.21 where E0 is
the electric vector of the incident beam and R is the power reflectance.
If a steady-state system is assumed then Equation 2.20 and Equation 2.21 should
be balanced:
I =
c
8pi

1/2
1 cosθ|E0|2(1−R) (2.21)
αPSP = c
8pi

1/2
1 cosθ|E0|2(1−R) (2.22)
Which can be re-arranged making use of all previous equations and assumptions
to give the ratio of |ESP (0
+)|2
|E0|2 i.e. the field enhancement:
|ESP (0+)|2
|E0|2 =
2 cos θ(‘2)
2(1−R)

1/2
1 
′′
2(−′2 − 1)1/2
(2.23)
If −‘2  1 is true then the maximum increase in intensity of the surface plasmon
can be given approximately by the ratio of distance along the surface that the
wave can coherently propagate, α−1 to the spread of the wave in the z direction:
|ESP (0+)|2
|E0|2
∼= 2q
′
1
2kSP
∼= 2(−
′
2)
1/2(−′2 − 1)

1/2
1 
′′
2
(2.24)
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2.4.3 Localised Surface Plasmons
Localised surface plasmons (LSP) are non-propagating modes of oscillation that
may be excited naturally (i.e. without the need for coupling techniques) at sub-
wavelength sized structures or defects on a surface when an oscillating electromag-
netic field is present [46].
Unlike surface plasmon polaritons it is possible for localised plasmons to be excited
by both s- and p-polarised light. Excitation by s-polarised light will occur at the
defect/structure due to the inhomogenity in the z dependence of  which acts as
a confining potential for the surface wave (analogous to a particle bound in a
quantum mechanical potential well) [47, 48]. In many cases the photoemission
signal from a rough or purposely structured surface is shown to be greater for
s-polarised light than for p-polarised light [49, 50, 51, 52].
Field Enhancement due to LSP is important and it is well known that a system
excited by a femtosecond pulse can lead to these extremely localised fields known
as “hot spots ” where the magnitude of the local field can exceed the exciting field
by many orders (up to 106 [53]). The high field strengths reached are a result of the
localisation in three dimensions rather than the one dimentional localisation of a
SPP. The hot spots are known to produce enhanced nonlinear responses [54] and it
should also be pointed out that the extreme spatial dependence is thought to break
the translational invariance of the system thereby offering a continuous source of
momentum such that the dipole approximation no longer holds i.e. non-vertical
transitions can take place [53].
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2.5 The Generation of High Kinetic Energy Pho-
toelectrons at Surfaces Using Femtosecond
Laser Pulses
The generation of photoelectrons using ultrashort pulses is of growing interest
[55, 56] where there are clear uses for ultrashort electron pulses such as time
resolved electron diffraction [57].
Despite the fact the ultrafast surface dynamics is a relativly large and well estab-
lished field there are still areas of nonlinear photoemission from surfaces that are
not yet fully understood [22]. There are several different cases [41, 50, 58, 59, 60]
where photoelectrons with somewhat surprisingly high kinetic energies have been
reported. In most cases explanations can be given for these observations however
for others [61, 62], the excitation or acceleration mechanism is not clear, high-
lighting the need for a better understanding of high-order nonlinear excitation
processes.
This section discusses a selection of excitation and acceleration mechanisms by
which ultrashort laser pulses can be used to generate photoelectrons with high
kinetic energies.
2.5.1 Ponderomotive Acceleration of Electrons Mediated
by Surface Plasmons
Photoelectrons with high kinetic energies of up to 25 eV [41] and 0.4 keV [58] have
been reported from metal films when laser pulses of with durations of 60 fs-800 fs
and 27 fs respectively have been used to excite surface plasmons in the film via a
grating or by prism coupling.
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The high kinetic energies of the photoelectrons measued are attributed to those
which have first overcome the work function by multiphoton excitation (Intensity
dependence measurements give an order of nonlinearity corresponding to the num-
ber of photons required to overcome the workfunction) and subsequently gained
ponderomotive energy due to the oscillating field of the plasmon.
Figure 2.10 shows examples of data taken by Kupersztych et al. [41] where it can
be seen that the kinetic energies of the photoelectrons generated by this mechanism
are strongly dependent on both the laser intensity and also the pulse duration. The
kinetic energy of the photoelectron is given by the sum of its initial multiphoton
energy (after overcoming the work function) and it’s quiver energy also known as
the ponderomotive potential, UP which is given in Equation 2.25. The longer the
time that an electron spends in the field of the plasmon the more potential energy
it can gain.
UP =
e2E20
4meω2
(2.25)
For a typical laser intensity used in these experiments of I = 1.6 ×1011 W/cm2 the
electric field due to the laser can calculated from the relationship (I = 1
2
√
µ00
E2 to
be E = 1.13×109 V/m). If this value is put into Equation 2.25 along with the laser
frequency of ω = 2pic/800 nm An estimate for the ponderomotive energy gained at
the HOPG surface is just 0.01 eV. However the inclusion of a conservative estimate
for the field enhancement at the surface of 1 order of magnitude would bring this
value up to 1eV.
For few cycle pulses it has been shown that the ponderomotive electron acceleration
may be directly controlled by the Carrier-Envelope Phase (CEP) of the pulse [17].
It has also been shown [63] that polarization gating using two elliptically polarised
pulses coupled to a film by a prism coupler can improve upon the original prism
coupling method demonstrated by Irvine et al. [17] by increasing the effective
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Figure 2.10: Ponderomotive acceleration of photoelectrons generated by sur-
face plasmon assisted multiphoton photoelectron emission at a gold film. A
sinusoidal grating was used to couple light into the 200nm film. (i) Laser In-
tensity Dependence: Photoelectron spectra generated by a 60fs laser pulse at
intensities of (a) 1.67 × 109 W/cm2, (b) 4 × 109 W/cm2, (c) 6.5 × 109 W/cm2
and (d) 8× 109 W/cm2 (ii) Pulse Duration Dependence: Photoelectron spectra
generated at a laser intensity of 3.2×109 W/cm2 by pulses with durations of (a)
60fs, (b) 190fs, (c) 400fs and (d) 800fs. Figure taken from and caption adapted
from [41]
.
intensity, generating a high-gradient evanescent field that will accelerate electrons
allowing them to obtain double the maximum kinetic energy as compared to the
one pulse method. The symmetrical experimental set-up of the two pulses also
ensures that the electrons propagate in the direction of the surface normal.
2.5.2 Field Enhancement
In other cases where photoelectrons with high kinetic energies have been observed
it is suspected that field enhancement due to localised surface plasmons can play
a part in the excitation of an electron (rather than the acceleration of an already
liberated electron as described above). Aeschlimann et al. observed photoelec-
trons with excessive kinetic energy at the Cu(110) and Cu(100) surfaces [50] and
explained their existence proposing localised hotspots due to surface roughness.
They suggested that at such hotspots, field enhancement would bring the electric
field ‘felt’ by the electron up to a value at which tunnelling ionisation would be
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possible, this would otherwise not be plausible at the relatively low (108 W/cm2)
laser intensities used. The smoothed nature of their photoelectron spectra (no
ATI peaks) was used to support this argument.
2.5.3 Space Charge
When multiple photoelectrons are generated at a surface in close proximity to
each other in a vacuum they will experience a mutual Coulomb repulsion. The
kinetic energies of electrons in an electron cloud above the surface will be affected
differently by this repulsion which causes an overall broadening and shift in the
photoelectron spectrum where electrons from the part of the electron cloud that
is closest to the surface will slow down, whereas electrons further away from the
crystal surface will be accelerated. An example of a typical shift and distortion of
a photoelectron spectrum due to space charge effects is that given by Petite et al.
[60] who studied the photoelectron spectrum from metallic targets at intensities
of 106-108 W/cm2. A copy of their data is shown in Figure 2.11.
Space charge is a more important concern for intense laser interactions at metal
surfaces due to the greater current densities involved. Riffe et al. [64] reported
femtosecond thermionic electron emission from metal surfaces in the presence of
strong space charge fields (They measured a current density of 550 A/cm2). By
choosing to work with the HOPG surface rather than transition metals (which
have the benefit of well-defined features in the photoelectron spectrum [26]) it is
possible to avoid Coulomb explosion effects that would occur at the laser intensities
used.
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Figure 2.11: High Energy Photoelectrons generated by Space Charge: Ex-
perimental data taken from Petite et al. [60] using 35 picosecond pulses of
2.34eV energy incident on an aluminium surface. Laser intensities shown are
(a) 5 × 106W/cm2, (b) 3.5 × 107W/cm2 and (c) 1.2 × 108W/cm2 The origin
of the high energy photoelectrons observed was been explained by the energy
broadening of the electron cloud generated at the surface.
2.5.4 High Kinetic Energy Photoelectrons Observed at In-
sulating Materials
Photoelectron spectroscopy of the CsI surface to investigate electron excitation
dynamics at intensities close to the optical breakdown threshold [59] showed that
electrons with kinetic energies of up to 24 eV could be generated. 40 fs laser pulses
with a wavelength of 800 nm were used at intensities of 3×1012 W/cm2. Fig. 2.12
shows the photoelectron spectra. Similar behaviour was also reported at other
insulating materials such as diamond [65].
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Figure 2.12: High Kinetic Energy Photoelectrons Generated at Insulator Sur-
faces: Photoelectron Spectra taken at the CsI surface using 800nm pulses at
intensities of (1) 0.6 TW/cm2,(2) 1.2 TW/cm2,(3) 2.4 TW/cm2,(4) and (5) 3
TW/cm2. (Specrum (5) is shown on a log scale whereas (1)-(4) are given on a
linear sale) Figure taken from [59]
The possibility of space charge effects was ruled out as such effects should cause
the enitre spectrum to broaden i.e. to extend towards lower energies as well as
higher energies. The low energy peak in the CsI however remains at a constant
energy. Ponderomotive acceleration of photoelectrons was also ruled out and the
photoelectrons were interpreted as the result of complex, interbranch transitions
within the conduction band.
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2.6 Attosecond Physics
Whilst the Ti:Al203 laser can be used to routinely produce pulses of ∼30 fs [15]
and these pulses can be compressed down to durations of 5 fs [66] an absolute
limit exists at this value which corresponds to only two laser cycles.
There are two main methods by which this “femtosecond barrier” can be broken.
One of these, stimulated Raman scattering has been shown to successfully pro-
duce sub-femtosecond pulse trains [67] however this thesis will concentrate on the
alternative method; the generation of attosecond pulses via High-order Harmonic
Generation (HHG).
2.6.1 High-order Harmonic Generation: The 3 Step Model
High-order Harmonic Generation (HHG) involves the focusing of a few cycle laser
pulse onto a target to generate harmonics with such a high order that their wave-
length lies in the XUV regime. A few-cycle pulse in the XUV regime will have a
sub-femtosecond duration. Commonly the target used will be a gas jet of a gas
such as argon or neon whereby laser intensities of 1× 1014 W/cm2 are required for
HHG to occur [68].
The process can most easily be explained using the semi-classical “Three Step
Model” first suggested be Paul Corkum in 1993 [4]. This model describes a single
atom’s response when excited by a laser pulse in the strong-field regime.
Under the influence of the strong electric field of the laser, particularly at the
peaks of the electric field amplitude the Coulomb potential that binds a valence
electron to the core of an atom can become distorted to such an extent that the
electron can tunnel out of the barrier (shown as step 1 in Figure 2.13). Once
free in the continuum the electron will be accelerated under the influence of the
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Figure 2.13: Schematic of the 3-step semi-classical explanation of High Har-
monic Generation: 1) Tunnel ionisation possible due to distortion of the atomic
potential by the strong laser field (the original Coulomb potential shown by
black dashed line and the distorted potential by the solid black line). 2) Ac-
celeration of the free electron in the laser field firstly away from the original
atom and then back as the field changes direction. 3) There is a probability
that the returning electron will recombine with the parent ion. Potential en-
ergy gained by the electron during the acceleration process can be released as
an XUV photon.
oscillating field of the laser and when the linearly polarised field changes direction
the electron will be accelerated back in the direction of the original atom (step 2
in Figure 2.13). Once the electron returns there is a chance that it will combine
with the parent ion, in this case, the energy gained during the acceleration can
be released as an XUV photon (step 3 in Figure 2.13), the re-collision process can
also result in other effects such as secondary electron emission or the excitation of
bound electrons.
Figure 2.14 is a schematic portrayal of a typical HHG spectrum. The intensity of
the odd harmonics generated starts to fall initially before reaching a plateau where
the harmonic intensity stays constant with increasing harmonic order (frequency)
until the cut-off region is reached. Since an electron can be released around each
peak amplitude and since the pulse is symmetric about the axis of propagation,
the HHG process will repeat itself at every half cycle giving rise to a train of
attosecond pulses with a separation in time of half the laser period, this has been
demonstrated experimentally by Paul et al [69] and will correspond, in the spectral
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Figure 2.14: Diagram of the HHG Spectrum: Odd harmonics are produced,
separated by twice the frequency of the driving laser. After an initial fall in
intensity with increasing harmonic order the intensity stays stable forming a
plateau until finally reaching a cut-off value which is dependent on the gas used
and the experimental conditions.
domain, to a separation in harmonics of 2ω [70].
The energy of the XUV photon depends directly on the energy gained by the
electron during the acceleration process. Depending on the time at which an
electron is released it will follow a different trajectory, spending a different amount
of time in the presence of the field. The energy gained by the electron “wiggling”
in the electric field, known as the ponderomotive energy depends on the time that
the electron spends in the field. “Long trajectories” are followed when the electron
is released around the very peak of the E-field and “short trajectories” occur when
the electron is released at slightly later times and have a shorter time of transit
[3, 71]. The maximum photon energy possible (corresponding to the cut-off point
in Fig. 2.14) is given by IP + 3.17UP [4], where IP is the Ionisation potential of
the gas used as a target and UP is the ponderomotive potential (sometimes called
the ponderomotive energy or quiver energy) given by Equation 2.25.
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2.6.2 Attosecond Pulse Trains vs. Single Attosecond Pulses
As shown in Fig. 2.14, High Harmonic Generation gives rise to a comb of different
harmonics. In the time domain this will correspond to a train of attosecond
pulses. In the experiments reported in this thesis such pulse trains have been used
to investigate the surface however it should be pointed out that it is possible to
isolate single attosecond pulses which are required for attosecond time-resolved
experiments [9, 72].
There are two main ways in which isolated attosecond pulses may be produced.
The first is by filtering part of the HHG spectrum. If the IR driving laser pulse has
a duration of ∼5 fs then the HHG spectrum will have a smooth continuum at the
highest harmonic orders instead of the tail in individual peaks shown at the cut-off
in Figure 2.14 [73]. This continuum occurs for very short pulse only because there
is only one re-collision at the maximum energy. For a longer pulse there are many
re-collisions around the maximum energy. By filtering out the rest of the HHG
spectrum to keep only this cut-off continuum region a single pulse is selected.
The second method is polarisation gating. This method works by modulating
the polarisation of the driving IR pulse so that the electron/wavepacket collision
can be controlled and only a single return occurs. Again, this single re-collision
event is the condition for a single attosecond pulse [74]. An advantage of the
polarisation gating method is that single cycle pulses can be produced so a shorter
pulse duration achieved. Sansone et al. have achieved a pulse duration of just
130 as at a 36 eV photon energy (1.2 optical cycles). The ability to isolate pulses
within this spectral range is also an advantage because photon energies of 36 eV
are useful to study the excitation of the outermost electrons in atoms, molecules
and solid state systems [75]. (In comparison the cut-off for neon harmonics is
around 90 eV [72]).
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Unfortunately the minimum pulse duration which could be achieved by the Impe-
rial College laser was ∼7 fs which is above that required to generate the continuum
in the HHG spectrum so it was not possible to generate single attosecond pulses.
One advantage of using the XUV pulse trains is the increased signal as compared
to the case of an isolated single pulse.
2.6.3 Attosecond Measurements at Surfaces
To date, the majority of experiments utilising pulses with attosecond timescales
have been carried out in the gas phase. With increased understanding and im-
provements in experimental techniques interest is now turning to their potential
use in the more complex solid state systems. There is a wide range in potential
applications in solids since many condensed matter phenomena have timescales of
a few femtoseconds and below such as plasmons, charge screening, hot electrons
and electron-hole dynamics [5].
Figure 2.15 shows examples of surface processes that could be probed using attosec-
ond pulses. Possible measurement techniques are suggested, the first of which is
attosecond streaking spectroscopy, where photoelectrons are liberated by the XUV
pulse whilst in the presence of an E-field. The emitted electrons will experience
a change in momentum that is proportional to the vector potential of the E-field
at the instant the electron is released [76]. As such, electrons released at different
times experience different initial velocities and so a photoelectron energy spec-
trum is a map of the initial temporal emission profile of the electrons and hence
of the temporal profile of the XUV pulse. In the 2005 experiment by Gouliel-
makis, attosecond streak spectroscopy is used to map out the intentensity profile
of a few-cycle IR pulse using a 250 as XUV pulse. In this case the broadening
(“streaking”) observed is very small but the recorded photoelectrons also exhibit a
significant shift in energy which is linearly proportional to the vector potential of
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Figure 2.15: Excitation and relaxation processes that can be investigated
using attosecond pulses. Figure taken from[5]
oscillating IR field at the time at which the electron was liberated [9]. In these type
of experiments the laser field is usually chosen to be weak enough to not excite
electrons but strong enough to result in a change in momentum of the photoelec-
trons liberated by the XUV pulse [5]. The other method shown in Figure 2.15 is
Attosecond tunnelling spectroscopy. Using this method it is possible to probe the
lifetime of bound states by releasing electrons from these bound states by tunnel
ionisation [77]. Both of the spectroscopic methods described above require a weak
pump pulse (XUV) and strong probe pulse (e.g. a few-cycle IR pulse).
In principle the standard TR-2PPE experiments as described on page 19 would
be possible in the attosecond regime providing both pump and probe pulses had
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a suitably short duration, at present this is not experimentally feasible. Another
prediction for attosecond measurements at surfaces is an experimental method
proposed by Stockman et al. [78]. They propose that by combining attosecond
streaking spectroscopy and photoelectron emission microscopy (PEEM) into one
tool, the “attosecond nanoplasmonic-field microscope”. As in streaking experi-
ments this would involve an initial few-cycle IR pulse and an XUV pulse which
would be delayed relative to each other. The few-cycle pulse could be used to excite
localised surface plasmons at defects or nanostructures and then the XUV pulse
would generate photoelectrons which would be accelerated by the plasmonic field
and detected with both spatial (nm) and energy resolution using the PEEM. The
combination of the nanometer spatial resolution and ∼100 as temporal resolution
would make the tool extremely useful to study localised plasmon effects includ-
ing use as a testing device for optoelectronical components, however experimental
verification of the method has yet to be published.
Although the future for attosecond surface experiments looks bright there are
very few examples to date of successful experiments [5], this is probably due to
the high levels of complexity involved. The most significant measurements are
those performed by Cavalieri et al. [10]. By using a streaking technique on a
tungsten crystal they measured a relative delay between electrons excited by the
XUV pulse from the conduction band and from the 4f core state as 110 ±70 as.
These measurements are shown in Fig. 2.16. Calculations of the photoelectron
spectra made by Zhang et al. [11] also showed a similar temporal shift between
the conduction band electrons and the core level electrons.
Solid state systems have also been investigated as targets for HHG [79, 80]and it
has been found that by utilising field enhancement due to localised plasmons at
nanostructured surfaces it is possible to lower the laser intensities required to only
1011 W/cm2 [44].
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Figure 2.16: Delayed photoemission observed by attosecond streaking spec-
troscopy of the conduction band (red) and 4f states (blue) of a tungsten crystal.
Both curves show the shift in kinetic energies of photoelectrons liberated from
the respective states in tungsten by an XUV photon in the presence of an IR
few cycle pulse. The relative delay between the two curves gives the relative
delay of the two excitation processes. Figure taken from [10]
2.7 Autocorrelation Techniques
An autocorrelation measurement is a scan over time of two identical pulses that
have been split from one initial pulse and are then recombined in such a way that
the relative temporal delay (τ) between the two pulses can be altered. Autocorre-
lation techniques are primarily used as a tool to measure the duration of a pulse
however they can also be used to investigate lifetimes for example of excited sur-
face states [34]. Such measurements can be used to obtain information about the
nonlinearity of a process and also the phase (coherence) [81]
The intensity of the re-combined signal from the two pulses as a function of τ is
given by:
I1(τ) =
∫ +∞
−∞
|E(t) + E(t− τ)|2dt (2.26)
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Figure 2.17: Intensity Autocorrelation Measurements: (a) A schematic dia-
gram of a second harmonic intensity autocorrelator where BS is a beam splitter
and NL is a nonlinear crystal (b) An example of an intensity autocorrelation
measurement of a 127 fs pulse where the pulse duration is taken from the FWHM
measurement using the 1/
√
2 Gaussian factor.
It is common for the two pulses to be recombined at a nonlinear crystal (usually a
birefringent second harmonic generation (SHG) crystal such as BBO (beta Barium-
Borate) or KDP (Potassium Dihydrogen Phosphate)) resulting in an improvement
of the signal to noise ratio. In this case the signal of the second harmonic at the
output of the crystal can be described by:
I2(τ) =
∫ +∞
−∞
∣∣|E(t) + E(t− τ)|2∣∣2dt (2.27)
which can be expanded to give:
I2(τ) =
∫ +∞
−∞
∣∣{E(t) exp i[ωt+Φ(t)]+E(t−τ) exp i[ω(t−τ)+Φ(t−τ)]}2∣∣2 (2.28)
The generation of the second harmonic inside the crystal is discussed in more
detail in Appendix B.
There are two different types of autocorrelation measurements; intensity autocor-
relation, shown in Fig. 2.17 and interferometric autocorrelation, shown in Figure
2.18. .
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Figure 2.18: An Example of Chirp Dependence of an Interferometric Auto-
correlation Trace: (a) A schematic diagram of a typical interferometric auto-
correlator (b) An interferometric autocorrelation trace (i.e. power measured by
the detector as a funtion of pump-probe delay) of a 15 fs sech2 pulse with no
chirp (c) A trace taken for chirped pulse of identical duration. A smaller width
is observed. Figure taken from [15]
The important difference between the two methods lies in the re-combination of
the two pulses. For intensity autocorrelation measurements the two pulses are
combined on the crystal at an angle to each other so their momentum vectors
at the point of spatial overlap are not identical, for interferometric autocorelation
however the combined pulses follow a collinear path. The result of this total overlap
is that the AC trace will exhibit bright and dark fringes with a periodicity equal
to one cycle of the laser i.e. temporal interference. For linear autocorrelation,
at the delay corresponding to the point of maximum constructive interference the
amplitude of the field will be twice that of an individual pulse, this will corresponds
to a measured intensity of four times that of the individual pulse. For SHG
autocorrelation this will be equal to 16 times the initial intensity. This leads to
the 8:1 ratio as seen in Figure 2.18 since the background is just the sum of the
intensity from the two pulses.
Another effect of the collinear geometry is that the trace will be sensitive to the
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chirp of the pulse as shown in Figure 2.18(b) and (c). A disadvantage of this
is that the trace could be misinterpreted and the pulse duration underestimated
however an advantage is that using numerical analysis packages that can be bought
commercially, it is possible to extract some limited information about the chirp
[15]. The geometrically simplistic design of the interferometric AC technique over
its rival makes it the favoured tool for pulse characterisation in the femtosecond
regime down to the few cycle regime. For pulses entering the few-cycle regime (∼15
fs and below) the preferred method of pulse characterisation is frequency resolved
optical gating (FROG) which is derived from the SHG intensity autocorrelator
but gives a full spectral and temporal description of the pulse simultaneously. It
is described in more detail in Chapter 3 .
2.8 Graphite
The work reported in this thesis has been carried out at the surface of HOPG
(Highly Oriented Pyrolytic Graphite). There were several factors which influenced
the choice of material: The HOPG surface can be easily and reliably prepared,
common practice is to use adhesive tape to cleave off the top layers [82, 83] which is
considerably easier than other samples which require sputter and annealing cycles.
It is also chemically inert so it is less important that low vacuum conditions (below
10−9 mbar) are reached as compared to other reactive surfaces. The recent rise
in interest surrounding graphine [84, 85] means that graphite is still very much
topical however it has also been fairly well studied, no doubt in part due to the
ease in which is can be prepared. The band structure has been well characterised
previously both theoretically [86, 87] and experimentally [82, 83, 88, 89, 90] and
the optical properties studied [91, 92].
The properties of graphite allowing the simple preparation techniques can be ex-
plained by it’s structure. Figure 2.19 (a) shows an example of the stacking sequence
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Figure 2.19: (a) The ABA stacking of sheets of graphine to form graphite (b)
Two-dimensional section of the Brillouin zone taten at the zone centre. Figure
and caption taken from [86]
of layers of graphene, each made up of hexagonal lattices of carbon atoms. The
carbon atoms in graphite are sp2 hybridised (2s, 2px, 2py involved in the hybridi-
sation) so that these orbitals take a trigonal planar shape. This results in each
carbon atom forming 3 strong σ bonds with other carbon atoms in the same layer
forming the hexagonal lattice. The remaining p orbital (2pz) lies normal to the
plane of the other orbitals and overlaps sideways with other 2pz from the other
carbon atoms to form weaker pi bonds above and below each sheet of graphine.
The delocalised electrons in these pi bonds are responsible for the semimetallic
behaviour of graphite i.e. its electrical conductivity.
Figure 2.20 shows the band structure of graphite as calculated by Marinopoulos
et al. [86]. The corresponding points on the Brillouin zone are shown in Figure
2.19 (b).
Previously, ultrashort pulse have been used at the HOPG surface to investigate
several effects including: Image potential states [93], Phonon mediated intraband
cooling over ∼100 fs timescale [94] and better understanding of laser-matter in-
teractions such as the formation of sub-wavelength apetures using near-ablation
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Figure 2.20: Graphite Band Structure: shown allong high symmetry direc-
tions of the Brillouin zone. 0eV corresponds to the Fermi Level and arrows
denote interband transitions. Figure and caption taken from[86].
fluences [43]. The work of Huang et al. [43] showed a good exmple of the change
in material properties when in its highly excited state and the need for a better
understanding of such laser-matter interactions.
Chapter 3
Photoelectron Spectroscopy of
the HOPG surface
3.1 Introduction
Improvements in laser technology have underpinned a trend towards increasingly
shorter laser pulses which have traditionally been tested and used in gas phase
experiments [3]. Recently a combination of few-cycle IR pulses and attosecond
duration XUV pulses have been used to make real-time measurements of electron
excitations at the surface of a tungsten crystal [10, 11] highlighting the applications
of such short pulses at surfaces. This chapter describes collaborative experiments
carried out at the Blackett Laboratory, Imperial College London using surface
science equipment belonging to Birmingham University and a beam-line built by
Imperial College. The motivation behind the collaboration was to work towards
attosecond measurements at surfaces.
The surface of HOPG (Highly Oriented Pyrolytic Graphite) has been investigated
by Time of Flight (ToF) photoelectron spectroscopy using both few-cycle infra red
laser pulses of 13 fs duration (photon energy = 1.55 eV) and also XUV pulse trains
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(photon energy ∼ 30eV − 45eV ). In the short pulse/strong field regime produced
by IR few-cycle pulses at the surface it was found that these photons of 1.55 eV
energy could be used to generate photoelectrons with kinetic energies of up to 80
eV.
A description of the experimental apparatus used is given and the methods used
to collect the photoelectron data explained. The photoelectron spectra taken
from the HOPG surface are presented and analysed. Finally, possible mechanisms
leading to the observation of such high energy photoelectrons are discussed.
3.2 Technical Background
3.2.1 The Production and Characterisation of Few Cycle
Laser Pulses
All experiments described in this chapter were carried out at the Attosecond Beam-
line in the Blackett Laboratory, Imperial College. The beamline was driven by a
Titanium:Sapphire CPA (Chirped Pulse Amplification) system (model:CompactPRO)
bought from Femtolasers GmbH. The system produced Infra Red (IR) pulses of 30
fs duration at a 1 kHz repetition rate with a central wavelength of 800 nm (spectral
range 750-850 nm) and a typical energy of ≤ 1 mJ. As shown in Fig.3.1, the 30
fs duration IR output from the Femtolasers system could be used as standard to
perform experiments or by using a hollow fibre pulse compression technique they
could be used to generate few-cycle IR pulses with a minimum duration of 7 fs.
These temporally compressed pulses could then also be used for surface experi-
ments. Both the original 30 fs pulses and the hollow fibre compressed pulses could
be fully characterised (spectrally and temporally) using frequency resolved optical
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Figure 3.1: Overview of the light sources used for surface science experiments
at Imperial College. The 30 fs pulses produced by the drive laser can be broad-
ened spectrally using a hollow fibre setup to generate pulses with a tunable
duration ranging from 7-30 fs. Experiments may be carried out at the surface
using either the 30 fs IR pulses from the drive laser, the shorter pulses from
the hollow fibre or alternatively XUV pulse trains generated by High Harmonic
Generation (HHG).
gating (FROG). They could also be used to generate XUV pulse trains by High
Harmonic Generation (HHG).
Detailed descriptions of the equipment and methods used are given below:
3.2.1.1 Chirped Pulse Amplification
Chirped Pulse Amplification (CPA) provides a mechanism by which the peak
power of a laser pulse may be increased to levels that would otherwise cause
damage to the Titanium:Sapphire laser crystal. The nonlinear response of the
laser crystal forms the basis for Kerr Lens Mode-locking (KLM), a passive method
of mode-locking where the chosen mode will correspond to the shortest pulse which
the cavity can support. In the laser gain medium, the central most intense part
of the gaussian beam profile experiences a different refractive index to the outer
part of the beam creating a lensing effect. This effect is what allows for passive
mode-locking; for a hard aperture approach a simple aperture blocks the less
focused beam paths corresponding to a lower laser intensity. Alternatively for soft
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Figure 3.2: A Diagram of the Chirped Pulse Amplification Process: The
output pulse from the oscillator is stretched temporally before being amplified.
Re-compression of the amplified pulse results in an ultrashort pulse with high
peak power. Figure adapted from [96].
aperture KLM as used in the CompactPRO system the overlap of the laser pulse
and the pump pulse within the gain medium is greatest for the highest intensity
more focussed pulses thereby leading to their increased gain until eventually over
many complete trips around the laser cavity only one peak, the shortest and most
intense, will remain. A problem with the KLM approach is that in extreme cases
self-focusing will lead to laser intensities above the damage threshold of the gain
medium thereby imposing a limit on the peak power of the pulse which may
be generated. Chirped pulse amplification, invented by Donna Strickland and
Gerard Mourou in the 1980’s [95] allows for this limit to be overcome. The pulse
is temporally stretched (chirped), reducing its intensity before amplification and
then re-compressed afterwards resulting in an ultrashort pulse with higher peak
power than would otherwise have been possible. This is illustrated in Fig 3.2.
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Figure 3.3: Schematic of the laser oscillator and stretcher. PL: pump laser
(CW, 4 W, 532 nm), L: lens, Ti:S: titanium sapphire crystal, CM: chirped
mirror, WP: wedge pair, OC: output coupler, CP: compensating plate, BS:
30:70 beamsplitter, FI: Faraday isolator, TOD mirrors: chirped mirrors for
third order phase compensation, GB: 10 cm long SF10 glass block, RR: retro-
reflector, PO: pick-off mirror, PD: photodiode. (figure and caption taken from
[97]).
3.2.1.2 The Titanium Sapphire Laser System
The oscillator used (Femtosource Scientific PRO Oscillator) consisted of a Kerr
lens mode-locked Ti:Sapphire crystal pumped by a Verdi V5 (by Coherent) as illus-
trated in Fig.3.3. The Verdi pump laser is a frequency doubled Neodynium:Yttrium
Orthovanadate (Nd:YV04) with a maximum output of 5 W and a wavelength of
532 nm. The oscillator produces 10 fs IR pulses with a central wavelength of 800
nm (FWHM 100 nm) at a 75 MHz repetition rate with a power of 400-450 mW.
The output pulses from the oscillator pass through a Faraday isolator, preventing
back reflections from propagating around the cavity. Before entering the stretcher,
multiple reflections off chirped mirrors pre-compensate for third order dispersion
(TOD) in the amplifier crystal and compressor prisms. The pulses are then passed
through the stretcher, a 10 cm long glass block twice and back through the TOD
mirrors to the amplifier.
The amplifier used was a multi-pass Ti:Sapphire amplifier pumped by a Corona
(made by Coherent) pump laser. A schematic of the amplification process is shown
in Figure 3.4. The Corona is a frequency doubled Q-switched Nd:YAG laser with
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Figure 3.4: Schematic of the multi-pass amplifier. L1,2: telescope for pump
beam, L3: lens for focusing of pump beam, PBFM: pump beam focusing mirror,
P1-4: periscopes, IRFM1, 2: infra-red focusing mirrors, RR1,2: retro-reflectors,
PBS1,2: polarising beam- splitters, PC: Pockel’s cell, BC: Berek polarisation
compensator, PO1,2: pick-off mirror, VC: vacuum chamber, BW: Brewster win-
dow, Ti:S: titanium sapphire crystal, C: Peltier cooling, PD: photodiode (figure
and caption taken from [97]).
1 kHz repetition rate and output pulses of 160 ns duration with a power of 13
W (energy 13 mJ/pulse). An evacuated chamber houses the Ti:Sapphire crystal
and peltier cooling maintains the operational temperature of the crystal at 250
K. This reduces unwanted effects of thermal lensing that would reduce the gain
and enables higher pump energies to be used without damaging the crystal. The
vacuum of 50 mbar prevents the occurrence of condensation and subsequent laser
damage to the crystal. The focussed pump beam is passed through the crystal
twice depositing about 90% of the pulse energy. The IR pulse passes through the
Ti:Sapphire crystal a total of 9 times. During the first 4 passes the pulses that
temporally overlap with the pump pulse are all amplified. A Pockel’s cell chooses
the most energetic pulse from this pulse train thereby changing the repetition
rate from 75 MHz to 1 kHz. The remaining 5 passes of the amplifier ensure that
the pulses leave the amplification stage with an energy of 1 mJ corresponding
to a total gain of 106. At this stage the pulses are still stretched and must be
re-compressed. This is achieved using a double-passed prism compressor made up
of four prisms. The prisms compress the pulses to a 30 fs duration maintaining
80% of the 1mJ energy from the amplifier. A pair of prisms within the compressor
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Figure 3.5: Schematic diagram showing the final stage of the production of
few-cycle pulses [98].
are mounted on a vernier translation stage and translational adjustments can offer
some control over pulse duration including pre-compensation for dispersion effects
of the final pulses e.g. through air.
3.2.1.3 Pulse Compression using a Hollow Fibre
The laser output of 30 fs duration pulses could be further compressed down to ∼ 7
fs using hollow fibre pulse compression. The use of a hollow fibre in the compression
of ultrashort pulses was first demonstrated by Nisoli et al. in 1996 [66]. The fibre,
filled to a high pressure with noble gas forms a waveguide along which the pulse
propagates. During propagation the spectrum of the incident pulse is broadened by
self-phase modulation (SPM). Reflections at the inner surface generate significant
losses which discriminate against high order modes and for this reason long fibres
(e.g. 70 cm - 1 m) are usually chosen to ensure that only the fundamental mode
can propagate. The output of the hollow fibre is then compressed using either
prisms or chirped mirrors resulting in few cycle pulses.
For the experiments described in this thesis, a variation of this technique was used
with the difference being that the gas inside the hollow fibre was differentially
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pumped to produce a pressure gradient along the fibre starting with a vacuum
(10−1 mbar) at the input (Figure 3.5). The hollow fibre is contained in a chamber
and the gas is injected into the light exit end of the chamber and pumped out from
the entrance. Compared to a more traditional statically filled fibre, differential
pumping leads to a higher transmission rate and increased spectral broadening.
The energy output of a traditional hollow fibre is limited by plasma formation and
damage at the entrance to the fibre so eliminating the gas at the entrance to the
fibre allows for higher input power to be used. It has been shown that differentially
pumped fibres can be used to produce sub 10 fs pulses with an energy of up to 5
mJ [99]. Another advantage, with more relevance to this work (where the input of
the hollow fibre has a maximum of 700-800 µJ) is that by adjusting the pressure of
gas in the fibre, the duration of the output pulse may be varied smoothly without
affecting the energy of the output.
A series of chirped mirrors are used to compress the pulse resulting in a minimum
duration of 7 fs. The final pulses have a bandwidth of FWHM ∼650-900 nm, 1
kHz repetition rate and an energy of < 500µJ .
3.2.1.4 Pulse-Characterisation by Frequency Resolved Optical Gating
Second Harmonic Frequency-Resolved Optical Gating (SHG FROG) provided a
means of pulse characterisation for infra-red pulses from both the laser output and
also the hollow fibre output (see Figure 3.1). As previously described (page 43) a
FROG trace displays both spectral and temporal information simultaneously.
The FROG at Imperial College is constructed using high bandwidth components
including silver mirrors and a broadband (600-1000 nm) 0.46 mm thick 50:50
beamsplitter used to split the fundamental into two equal IR pulses. A diagram
of the set-up is shown in Fig.3.6. The pulse generated by reflection off the beam
splitter passes through a compensating plate to ensure equal passage through the
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Figure 3.6: A Diagram of the FROG Apparatus Used for Measurements of
the Pulse Duration. Two equal pulses are generated using a broadband 420 µm
beam splitter (BS in diagram). The compensating plate (CP) ensures each pulse
passes through the same thickness of glass. The two pulses are then crossed in
the BBO crystal, generating a second harmonic. The aperture (Ap) removes
IR fundamental. Using the delay stage (DS) a SHG autocorrelation signal is
generated which is imaged by an imaging spectrometer made up of variable slit
(VS), UV transmission grating (TG) and a CCD camera sensitive to UV light.
A lens (L) creates an image of the crystal at the slit (VS) of the spectrometer.
material and therefore equal dispersion of the two pulses. A motorised translation
stage with micron precision was used to delay one pulse with respect to the other.
The two arms of the autocorrelator were then crossed in a BBO (beta Barium-
Borate) crystal. As previously described in the theory section (page 41), when
the two non-collinear pulses overlap in the crystal both in space and time, a
second harmonic signal is generated. This second harmonic signal is imaged using
a thin fused silica lens onto a variable slit entrance of an imaging detector. A
transmission grating inside the spectrometer acts to spectrally disperse the signal.
As the translation stage is moved this signal is imaged over a range of delays using
an imaging spectrometer. The end result is known as a FROG trace where one
axis corresponds to the delay, τ between the pulses and the other axis corresponds
to wavelength. An example of such a trace is shown in Figure 3.7. Commercial
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Figure 3.7: A FROG measurement taken before an experiment on the
graphite surface: a) shows the FROG trace. The air path travelled by the
beam from the laser source to the experiment was accounted for along with all
optical components used so that any effects occurring due to dispersion were
included b) gives the intensity (integrated over time) of the second harmonic
signal measured as a function of the wavelength in nm c) gives the signal inten-
sity (integrated over the spectrum) measured by the spectrometer as a function
of pump-probe delay (τ) in femtoseconds. After applying a sech2 fit (∆τ/∆t
= 1.54) the FWHM measured corresponded to a pulse duration of 13 fs.
software by Femtosoft Technologies was required to retrieve the pulse duration
and temporal phase as well as the pulse spectrum and spectral phase.
3.2.2 The Production of XUV Attosecond Pulse Trains
The vacuum beamline used to generate XUV pulse trains and to focus them and/or
few-cycle IR pulses onto the surface is shown in Figure 3.8. The beamline was large
with a complex arrangement in order to accommodate the needs of several users
but this thesis will concentrate only on those elements required for surface science
experiments.
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The first chamber of the vacuum beamline (from left to right) was the High Har-
monic Generation (HHG) chamber. An off-axis parabolic mirror (labelled M1 in
Figure 3.8) was used to focus the few-cycle IR pulses into an argon gas jet. At
the focus, at laser intensities of (∼ 1014 W/cm2), it was possible to generate trains
of odd harmonics in the extreme ultra-violet (XUV) spectrum via High Harmonic
Generation (HHG). For more details on the theory behind the HHG process see
page 33. Two different varieties of gas jet were used to generate harmonics for
experiments. The first was a piezo driven pulsed gas jet with KHz repetition fre-
quency and the second variety a differentially pumped double walled tube target.
Both were found to produce comparable HHG spectra. The KHz gas jet had the
advantage that the argon gas was only present during the laser pulse therefore less
strain was put on the turbo molecular pumps providing the vacuum. As a down-
side however its constituent parts could be unreliable and fixing faults was both
expensive and time-consuming. The double walled tube target was constructed of
a thin metal inner tube (∼5 mm diameter) with small apertures for the focussed
beam and a larger outer plastic tube (∼3 cm diameter) with slightly larger holes
for the beam to pass through either side of the focus. The outer tube was differen-
tially pumped using a scroll pump. This design for a continuous flow tube target
was found to significantly outperform an earlier tested version made of just the
outer tube because it allowed the pressure of argon within the interaction region
to be raised without damaging the vacuum pumps. The base pressure of the HHG
chamber, with no argon gas present was 1× 10−6 mbar.
After the production of the XUV harmonics pulse train, the fundamental IR beam
had to be removed. This was accomplished using a 200 nm Al filter mounted on a
motorised filter wheel (FW in Fig. 3.8) housed in a separate chamber between the
HHG chamber and an analytical chamber. The filter removed the IR fundamental
and any harmonics with a photon energy 11 eV and below.
It was possible to measure the harmonics and hence the photon energies incident
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Figure 3.8: Diagram of beamline for surface science experiments at Imperial
College. Consisting of an off-axis parabolic mirror, M1 which creates a focus of
the fundamental at the gas jet, GJ; a flat mirror, M2; motorised filter wheel,
FW; grating, G; imaging microchannel plate MCP for imaging of harmonics;
gold toroidal mirror,TM and differential pumping chamber, DP.
Figure 3.9: Diagram of HHG imaging technique: Side view of the HHG pro-
cess and measurements. The off-axis parabolic mirror, M1 creates a focus of the
fundamental beam at the gas jet, GJ. A 200 nm Al filter, F removes the funda-
mental and selects a range of harmonics. The grating, G imaging microchannel
plate MCP for imaging of harmonics; gold toroidal mirror,TM and differential
pumping chamber, DP.
on the surface. Figure 3.9 shows a side view of the vacuum beamline. After
the filter chamber, the beam entered an analysis chamber. During experiments
the beam simply passed through this chamber onto the next where it could be
focussed onto the surface. A grating at the base of the analysis chamber (labelled
G in Figure 3.9) was attached on a motorized stage and could be controlled from
outside the vacuum allowing it to be raised into the path of the beam. The
grating separated individual harmonics along the vertical axis, those with lower
energy were reflected by a greater angle so were observed furthest away from the
initial laser axis. The line spacing of the grating was not constant so that the focal
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Figure 3.10: HHGmeasurements taken using a flat field spectrometer: Higher
order harmonics generated using neon gas created a visible cut-off point at 73eV ,
the upper transmission limit of the Al filter. (a) Harmonics generated by neon
gas, raw MCP data (c) Neon harmonics in eV. This cut off point was used to
calibrate the measurements of harmonics generated in argon. (b) Harmonics
generated by argon gas, raw MCP data (d) Energy spectrum of harmonics
generated in argon gas.
point of each harmonic was imaged along the same plane and could therefore be
measured using a standard flat imaging MCP with a phosphor screen. The MCP
image was then recorded using a CCD camera. The MCP itself was mounted on a
differentially pumped flange which could be moved along the vertical axis to allow
a wide range of harmonic energies to be imaged.
Typical measurements taken by the MCP are shown in Figure 3.10 (b). To extract
useful information from such an MCP image it was necessary to identify which
peak corresponded to which harmonic. For calibration purposes neon gas was used
to generate harmonics (Figure 3.10 (a) ) and the harmonics transmitted by the
Al filter were observed and recorded. The HHG spectrum for neon extends to
significantly greater energies than that of argon [100]. At these energies it was
possible to observe the upper cut-off of the Al filter which was known to appear
at 73 eV [101]. The position on the MCP screen (distance from the initial laser
axis) could then be converted to photon energy in eV. The resulting HHG spectra
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are shown in Figure 3.10 (c) (neon) and (d) (argon). From the argon spectrum of
harmonics used in the experiments it can be seen that the four strongest harmonics
incident on the surface are the 21st (32.5 eV), 23rd (35.6 eV), 25th (38.7 eV) and
27th (41.7 eV).
For a typical experiment, the IR laser energy measured at the entrance to the
HHG chamber was 0.235 mJ. Assuming a harmonic conversion efficiency of 107
incident photons per harmonic (XUV) photon generated, a filter transmission of
30% and a further loss of 30% (i.e. a transport efficiency 70 %) due to the beamline
optics it can be estimated, over the harmonic spectrum that each harmonic order
will correspond to 5pJ. Over the HHG spectrum shown in Figure 3.10 (d) this
corresponded to 1.7× 105 photons/sec (∼ 170 photons/pulse).
3.2.3 The Surface Science Apparatus
The surface science system was a homebuilt system, constructed at the Nanoscale
Physics Research Laboratories, University of Birmingham. It consisted of sepa-
rately bought, commercial parts, mainly from Omicron NanoTechnology GmbH.
As shown in Fig. 3.11 the system comprised of three main sections: The main
chamber, where photoexcitation experiments were carried out using a Time of
Flight (ToF) mass spectrometer; the junction chamber, where surfaces could be
treated and prepared and the STM chamber, where samples could be imaged with
nanoscale resolution.
During experiments the sample was mounted in the main chamber at the base of a
differentially pumped cold finger which could be moved in XYZ directions as well
as rotationally. The sample was positioned roughly at the centre of the chamber
at the focal point of the laser created by the toroidal mirror (Figure 3.8), such
that the ToF was positioned over the laser spot to collect electrons and/or ions at
a normal angle of incidence (Figure 3.11).
Chapter 3. Photoelectron Spectroscopy of the HOPG surface 60
Figure 3.11: Surface Science Apparatus: a) Top View diagram: During
experiments the sample is located at roughly the centre of the main chamber
such that the surface lies at the beam focus and is normal to the Time of Flight.
Sample transfer systems including a load lock to allow the sample to be placed
inside and moved about the chambers without breaking the vacuum. If required
surfaces can be prepared in the junction chamber and imaged using the STM.
b) Photograph of the Surface Science Apparatus: Features as before, the XYZ
manipulator allows micron scale positioning of the sample in the XY direction,
coarse positioning in the Y direction and rotational adjustments. c) Diagram
to show Time of Flight detection: Light is incident at a 65◦ angle with electrons
and/or ions detected normal to the surface.
Individual features of the surface science system are described in more detail below:
3.2.3.1 The Time of Flight Mass Spectrometer
The linear time-of-flight (ToF) mass spectrometer is a well established tool for the
detection of ions having first been described by Wiley and McLaren in 1955 [102].
For the case of the apparatus used in these experiments, ToF methods can not only
be used to detect both positive and negative ions but also to study photoelectrons.
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Figure 3.12: a) Diagram to show ToF mechanism: Electrons and/or Ions
are accelerated away from the sample in the electric field generated by voltages
applied to the sample and lens. In the case shown, a -ve sample potential and
+ve lens potential facilitates the detection of -ve ions and electrons. Electrons
with greater kinetic energy will travel faster in the field free drift tube therefore
reaching the detector earlier than their slower counterparts. Similarly Ions with
lower mass will arrive before those with higher mass b) Example of SIMION
Simulation: 2D cross section of 3D simulation of electron trajectories (electrons
shown with angular distribution of +/- 2 degrees). The sample is the“initial”
position of electrons and the MCP detector (not shown due to scale) is the “fi-
nal” position. A range of “initial” kinetic energies were used as initial conditions
and then the trajectories calculated along with final time of flight values that
were then compared to the ToF spectrum.
The principle of ToF is shown in Figure 3.12 (a). Ions and/or electrons are created,
in this case by the laser interaction at the surface. Voltages are applied to the
lens and sample and the electrons/ions are accelerated by the resulting potential
V = Ed where d is the distance between two potentials and E is the electrostatic
field created as a result of the voltages applied.
After acceleration, the electrons/ions of mass m and charge, q will have gained
potential energy = qV which is converted into kinetic energy as given in Equation
3.1 [103]
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EK =
mv2
2
= qV = zeV (3.1)
The velocity of an ion is therefore:
v =
(
2zeV
m
) 1
2
(3.2)
Once accelerated, the ions/electrons travel through a field free flight tube of length,
L. Since they travel at a constant velocity, the time, t taken to travel this distance
(shown in Figure 3.12) is given by:
t =
L
v
(3.3)
Substituting Eq.3.2 into Eq.3.3 gives:
t2 =
m
z
(
L2
2eV
)
(3.4)
Electrons/ions are detected at the end of the flight tube by an MCP detector.
From Equation 3.4 it can be seen that that ions with a lower mass/charge ratio
will reach the detector before those with a greater mass/charge ratio. For electrons
the picture is even more simple, as they all have the same mass, the time of flight
depends simply on their kinetic energies with electrons with the greatest kinetic
energies arriving first. For the experiments reported in this thesis, the primary
interest was electrons so very small voltages were used, typical values of +6 V for
the lens and -1.8 V for the sample were chosen to maximise signal and resolution
but minimise any distortion effects. (NB to observe positive ions it was possible
to reverse polarities).
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The apparatus used was a Linear Time of Flight mass spectrometer with a 1m
long drift tube, bought from KORE Technology Ltd. A long drift tube gives
higher resolution measurements but if made too long this can be at the expense
of collection efficiency due to collisions/scattering/dispersion [103]. A Mu metal
shield was fitted around the drift tube to minimise any magnetic effects and the
separation between the ToF entrance and the sample ranged between 3mm-4mm.
A dual microchannelplate (MCP) was used to detect ions /electrons which were
then recorded over time by a multiple event time-to-digital converter (P7887 board
by FAST Com Tec). The resolution of the transient recorder (time to digital con-
verter) was 250 picoseconds. The actual resolution of the time of flight spectrum
(counts vs. time of flight) was given by the time response of the pre-amplifier of
the MCP. This gave an error on the time of flight reading of ±1.5 nanoseconds
[104].
SIMION simulations were used to extract the kinetic energies of electrons leaving
the surface from the time of flight spectrum. A 3D scaled diagram of the ToF set-up
(viewed as a 2D cross section) was created including the lens, entrance appeture,
sample and MCP detector. “Potentials” were applied to the sample and lens
pieces (the electrodes) so that the electric fields present in the experiment could
be calculated. Initial conditions for the charged particles could be set eg. position,
energy, angles etc. so that their trajectory in the presence of the calculated field
could be determined and hence the arrival times (time of flight) calculated. The
calculated arrival times were matched with the corresponding initial conditions to
determine which kinetic energies they corresponded to. A matlab program (based
on initial LabView programs written by Dr. Miklos Lenner) was written to convert
the ToF spectrum into a kinetic energy spectrum. This included a factor of ToF 3,
required by the Jacobian transformation such that the total yield in ToF is equal
to that in KE ie. |f(t)dt| = |f(E)dE|
For time of flight experiments it was possible to use either p-polarised or s-polarised
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light. This was adjusted using a high bandwidth ultrathin zeroth order half wave
plate on the laser table where horizontally/vertically polarised light at the laser
table corresponded to p/s polarisation at the surface.
3.2.3.2 Surface Preparation Techniques
The HOPG surface was prepared by cleaving of the top layers using adhesive tape
immediately prior to its introduction to the main chamber.
A small load lock chamber and transfer arm that could be separately vented and
pumped down to UHV allowed samples to be introduced to the main chamber
without destroying the vacuum.
For more complex surfaces the preparation chamber included a sputtering gun
bought from LK Technologies which was used for argon sputtering to remove sur-
face contaminants and an Omicron heater stage which could be used for both
direct and resistive heating. The preparation apparatus was successfully demon-
strated using the TiO2(110) and Si(111)7×7 surfaces which were prepared using
sputtering and resistive heating and direct flash heating respectively. Such surface
preparation, particularly involving movement of the sample around the vacuum
system is time consuming and cumbersome. This was a deciding factor when
choosing HOPG as a sample as well as the fact that the graphite band structure
is well understood yet graphite is still a material of current interest particularly
with respect to the isolation of graphene [84].
3.2.3.3 Scanning Tunnelling Microscopy
The Scanning Tunnelling Microscope situated in the surface science system was
an Omicron UHV STM 1, with a maximum scanning range of 2.3 µm × 2.3
µm. The underlying principle of STM involves an atomically sharp tip (usually
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made from tungsten) and a conducting surface brought to within angstroms of
each other. At this separation, when a voltage bias is applied across the gap
electrons may tunnel either from the tip to the sample or vice versa depending
on the direction of the bias. The current across the gap will decay exponentially
such that a small change in separation will have a great effect on the magnitude
of the current. Movement of the tip (or the sample depending on STM model)
can be controlled using piezoelectric transducers which expand or contract when
a voltage is applied. Applying a combination of a sawtooth voltage and a voltage
ramp to the x and y piezo respectively will cause the tip to scan the surface in
the xy plane. In constant current mode the current tunnelling across the gap is
kept constant by a feedback loop which compares amplified current readings to
a reference value. The resulting difference is used to drive the z-piezo which will
expand and contract, moving the tip towards or away from the surface depending
on surface protrusions. The z-piezo movements are recorded over the xy scan
producing what can be described as a topographic representation of the surface.
In constant height mode the tip-sample separation distance is kept constant. This
has advantages as scans are faster, however, this can only be used when the surface
corrugation is less than 1 nm. In fact, in either constant current or constant height
mode this is an over simplistic explanation as the tunnelling current depends not
only on the topography of the surface but also on its electronic structure.
3.2.3.4 Ultra High Vacuum Techniques
The surface science system operated at an ultra high vacuum of 4 × 10−10 mbar
however when open to the beamline a pressure of only 1 × 10−9 mbar could be
reached. Maintaining a good vacuum is particularly important when studying
reactive surfaces. A decrease in pressure results in an increase in the mean free
path of molecules inside the chamber, as this happens, the chance of molecules
colliding with the surface will decrease. The pressures of 1×10−9 mbar attainable
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when open to the beamline were a contributing factor to the choice of surfaces
used.
The vacuum was maintained using a variety of vacuum pumps. Initial evacuation
of the system was achieved using two turbo molecular pumps (one on the main
chamber and one on the ToF flight tube) both backed by a shared rotary pump
with an oil trap attached. The backing line reached a pressure of about 10-2
mbar whilst the turbo pump could reach and maintain a chamber pressure of 10−8
mbar. The transition between high vacuum and UHV was accomplished using
ion pumps. These consist of an anode and a cathode (usually titanium) with an
electric and magnetic field applied. Free electrons ionise incoming gas molecules
and as positive ions hit the cathode titanium is sputtered forming a film on the
anode. Titanium will react with all ionised gas molecules and the stable molecules
formed will be captured on the walls of the pump, anode and cathode.
A titanium sublimation pump (TSP) was used in addition to the ion pumps to
reach a lower working pressure primarily by remove hydrogen which, due to its
small size is not effectively removed from the system by other varieties of pump.
Unlike the other pumps on the system the TSP was not used continuously but was
used either on a when needed basis or programmed to be used after certain time
intervals (e.g. 24 hours). The mechanism uses a titanium filament which when
heated produces a vapour of titanium which will react with active gas molecules
present in the chamber. The stable products of this reaction are embedded on the
walls of the chamber.
Bake out heaters, heating tape and heat shields were used to bake the system
(at 150◦C) to remove water present inside the chamber after exposure to air e.g.
during maintenance.
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3.2.4 The Attenuation of Ultrashort Pulses
The photoelectron spectra presented in the following section were found to be
highly dependent on laser intensity and as such a brief description of the experi-
mental method used to vary the laser intensity is given here.
As previously discussed (page 12), the large bandwith of ultrashort pulses makes
them particularly susceptible to material dispersion leading to temporal broaden-
ing. This means that traditional optical methods to attenuate the laser power such
as neutral density filters are unsuitable. Using a trick of polarisation by reflection
(Figure 3.13b)) it was possible to control the intensity of the laser on the surface
using only a reflective surface and an ultrathin (broadband suitable) half wave
plate.
An extra beamline set up was constructed between the exit of the laser table and
the entrance to the HHG chamber. The IR fundamental was incident on a reflective
surface of a prism at Brewster’s angle as shown in Figure 3.13 a). A prism was
chosen as it had a large surface area, which was required to cover the whole beam
spot at grazing angles and because it could be mounted easily on a rotatable stage.
At an incident angle of Brewster’s angle all of the light reflected from the prism
surface is s-polarised Figure 3.13 b). An ultrathin half wave plate (1st λ/2) was
placed before the prism so that the polarisation of the incident laser beam could be
adjusted. When the half wave plate was set to transmit mostly s-polarised light,
the light reflected from the prism was maximal. If the half wave plate was set to
transmit p-polarised light the reflected signal was minimal as there was little or no
s-polarised light incident to be reflected. Rotating the half wave plate between the
minimum and maximum points allowed the amount of s-polarised light incident
and hence the intensity of the reflected light to be adjusted on a continuous scale.
A second half wave plate could be used to adjust the polarisation of the beam to
that required for the experiment, this was checked using a piece of Polaroid.
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Figure 3.13: Attenuation of Ultrashort Pulses using Reflective Optics: a)
Schematic Diagram of Attenuation set up placed in-between the output of the
laser table and the entrance to the HHG chamber. The first half wave plate
(1st λ/2) controls the laser intensity reflected from the prism (see main text
for more details) and the second half wave plate (2nd λ/2) can then be used
to change the polarisation of the light. Adjustable apertures (Ap) and multiple
mirrors (M1-M6) were required for accurate beam-pointing along the vacuum
beamline. b) (upper) Conditions for Brewster’s angle at which all reflected light
is s-polarised, (lower) Reflected intensity of s-polarised and p-polarised light as
a function of incident angle.
3.3 Photoelectron Spectroscopy Measurements
Using 13fs Infra Red Laser Pulses
3.3.1 A Description of the Photoelectron Spectra
The photoelectron spectrum of the HOPG surface produced by photons of 1.55 eV
energy was found to consist of three main features. It was immediately apparent
that the two features corresponding to highest kinetic energies occured at signifi-
cantly higher energies than might be initially expected for a surface with a work
function of 4. 5eV illuminated by photons of only 1.55 eV. Figure 3.14 and Figure
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Figure 3.14: Photoelectron spectra from the HOPG surface generated by p-
polarised infra red laser pulses with a photon energy of 1.55 eV and 13 fs pulse
duration. The four spectra shown correspond to different laser intensities
3.15 show the development of the three features in the spectrum with increasing
laser intensity for light that is p-polarised and s-polarised respectively. A log scale
has been used in the figures so that all three features may be viewed on the same
axis although it should be noted that on this scale each feature (i.e. each peak in
the spectrum) appears as a broad continua.
Taking first of all the case of p-polarised light: At a laser intensity of 4.77× 1010
W/cm2 (Figure 3.14, upper plot) the first peak in the photoelectron spectrum was
observed at a kinetic energy of 0.3 eV. At higher laser intensities (of 6.42 × 1010
W/cm2 and above) a second feature appears in the spectrum corresponding to
electrons with a peak kinetic energy of 3.5 eV. With a further increase in laser
intensity the centre of gravity of this band of photoelectrons is found to shift
towards higher energies (of up to 6 eV). The first peak is also seen to shift slightly
from ∼ 0.3eV to ∼ 0.4eV .
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Figure 3.15: Photoelectron Spectra taken at the HOPG surface generated
by s-polarised infra red laser pulses with a photon energy of 1.55 eV and 13 fs
pulse duration. The spectra shown correspond to the same four laser intensities
as in Figure 3.14
The third and final feature in the photoelectron spectrum corresponds to photo-
electrons with a peak kinetic energy of 26 eV and appears at a threshold intensity
of 1.55 × 1011 W/cm2. It is seen to grow rapidly with increasing laser intensity.
At the highest laser intensities the tail of this “fast electron” peak was found to
extend to kinetic energies of up to 45 eV. The apex of the ”peak” could be sen-
sibly judged with an accuracy of ±0.5 eV. This is greater than the uncertainty
introduced by the equipment which is estimated at ±0.3 eV as shown in Appendix
C.
For the case of s-polarised light (where the electric field oscillates only in the
plane of the surface) three distinct bands are also seen in the PES. The peaks of
each band were found to occur at kinetic energies of 0.3 eV, 3.5 eV, and 28 eV.
As described above for the previous polarisation and in Appendix C, the energy
measurements for the ”fast” electron feature carried an uncertainty of ± 0.3 eV
although this was overshadowed by the human error in deciding the peak value
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which was estimated at ± 0.5 eV. For this polarisation, at the lowest intensity of
4.77 × 1010 W/cm2 the two features at 0.3 eV and 3.5 are already visible. As in
the previous polarisation these two features at lower kinetic energies can be seen
to shift slightly with increasing laser intensities to kinetic energies of up to 0.4 eV
and 5 eV. The “fast electron” peak at 28 eV kinetic energy (a slightly higher peak
energy than the p-polarised case) appears at the lower threshold laser intensity of
1.2 × 1011 W/cm2 and has a tail extending to even higher kinetic energies of up
to ∼80 eV.
It should be noted that all laser intensities used in these experiments were below
the threshold for ion emission/ablation which occurs at 1.3× 1012 W/cm2 for the
HOPG surface [105, 106].
3.3.2 Nonlinearity Calculations
Photoelectron spectra were taken at a total of 11 different laser intensities ranging
from 4.77×1010 W/cm2 to 2.10×1011 W/cm2 (some of which have been displayed
in Figure 3.14 and Figure 3.15). This was the maximum possible range using the
reflective attenuation method.
At each laser intensity, the area under each peak of the spectrum (the integrated
yield) was measured. Since the photoelectron yield Y is proportional to IN where
I is the laser intensity and N the number of photons involved in the process,
the nonlinearity of the excitation process (the number of photons involved) was
extracted from the data by plotting log of the integrated yield verses log of the laser
intensity. This resulted in a straight line with a gradient equal to the nonlinearity
of the process as described by the following relationship:
logY − logY0 = N(logI − logI0) (3.5)
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where I and I0 are two values of the laser intensity and Y and Y0 are the corre-
sponding values of the photoelectron yield (ie. logY − logY0 and logI − logI0 are
the change in the y-axis and the change in the x-axis respectively, as required to
take the gradient).
The relationship between photoelectron yield and nonlinearity is well known [107]
and comes from a simple power law which states that the ionisation rate for an
N-photon transition is proportional to the Nth power of the laser photon flux Φ,
where Φ is the laser intensity divided by the photon energy [108]. This N-photon
ionisation rate is given by:
RN = σNΦ
N (3.6)
where σN is a generalised cross section with units of cm
2NsN−1. The probability
of ionisation is therefore given by [108]:
P =
∫
RN(t)dt (3.7)
For a pulse duration, T the following is true
P ≈ σNTΦN (3.8)
and thus if the photoelectron yield is considered to be proportional to the probabil-
ity of ionisation, the cross section, pulse duration and photon energy are constant,
the relationship in Equation 3.5 can be obtained from Equation 3.8.
The log-log plots are shown in Figure 3.16 for both p and s-polarised light and for
each of the three features in the PES. For the case of the lowest energy feature
(blue crosses in Figure 3.16) the nonlinearity of the excitation process appears
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Figure 3.16: A plot of the Integrated yield of each peak verses the laser
intensity (a) p-polarised light (b) s-polarised light. The integrated yield is shown
for three energy ranges of 0-2 eV (blue), 2-20 eV (red) and >20 eV (green)
corresponding to the three features observed on the photoelectron spectrum.
When plotted on a log/log scale a linear fit of the gradient gives an estimate for
the nonlinearity of the process giving rise to each feature. Vertical error bars
show the uncertainty of the energy measurement (i.e. the error in choosing the
limits over which to integrate) and the accuracy of the MCP (taken from the
accuracy of the gain applied). Since these errors are relatively small, the upper
and lower limits are only just visible. Error bars on the x axis correspond to
the uncertainty of the intensity measurements as discussed in Appendix C.
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to be 2nd and 4th order for p- and s-polarised light. Once the laser intensity
reached the threshold for the“fast electron peak” (the 26eV/28eV peak) however
the nonlinearity of the lowest energy feature is found, for both polarisations, to
reduce to a value of less than one. The same is seen for photoelectrons in the mid-
energy feature where nonlinearities drop from 7.7±0.09 (6.7±0.07) to 3.0±0.03
(3.5±0.03) for p-polarisation (s-polarisation). For the case of the “fast electrons”
nonlinearities calculated suggest a 22-photon process (22±4) for p-polarised light
and a 13-photon process (13±2) for s-polarised light. Errors were calculated using
residuals from the linear fit. By taking the photoelectron yield as the integrated
area under each peak these results give the value for nonlinearity averaged over
the whole peak. It was found however, for the case of the “fast electrons” that if if
smaller integrated sections were taken as slices within each peak and the process
repeated for each slice, the nonlinearity measured for each slice increased with
photoelectron kinetic energy within the peak.
The implications of these nonlinearity measurements are discussed in the context
of the known band structure of graphite on page 78.
3.3.3 Pulse Duration Dependence of Photoelectron Mea-
surements from the HOPG Surface
As shown by Kupersztych et al. [41] and described in more detail previously in
the theory section (page 27) photoelectrons generated by multiphoton excitation
may be accelerated in the ponderomotive field produced by a plasmon at the
surface. In order ascertain whether such a process could be responsible for the
high kinetic energies seen from the HOPG surface the effect of pulse duration on
the photoelectron spectrum was tested.
Figure 3.17 shows the difference between spectra produced by 10 fs pulses (red)
and 30 fs pulses (black) of equal laser intensity. Both s and p-polarisations are
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Figure 3.17: Photoemission from the HOPG surface taken by pulse durations
of 10 fs and 30 fs. The laser intensity remained constant at 1.6×1011 W/cm2
for all measurements shown. The upper panel depicts spectra taken using p-
polarised light and the lower panel depicts spectra taken using s-polarised light.
shown. Since the 10 fs pulse corresponds to ∼ 4 cycles of the laser and the 30 fs
pulse to ∼ 11.5 cycles it would be expected that if the electron energies observed
were a result of ponderomotive acceleration then the “fast electron” peak in the
spectrum corresponding to 30 fs pulses would occur at higher kinetic energies.
Kupersztych et al. show just this, that doubling the pulse duration results in a
significant shift of a peak to higher photoelectron energies. This is not consistent
with the HOPG results where the pulse duration appears to have little effect on the
photoelectron spectrum. If anything the shorter 10 fs pulses appear to generate
photoelectrons with very slightly higher kinetic energies. This is most probably
due to the higher peak power of the shorter pulse as equal energy is compressed
into a shorter pulse duration.
Ponderomotive effects can therefore be ruled out as the main cause of the high
kinetic energy electron peak. The nonlinearity measurements for HOPG are also
in agreement with this assumption because nonlinearity calculations undertaken
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in other investigations for electrons excited by ponderomotive acceleration have
shown that the number of photons involved in the excitation process are equal
to that required to overcome the work function [22]. In our case the nonlinearity
values measured are significantly greater.
3.4 Photoelectron Spectroscopy Using XUV Pulse
Trains
XUV harmonic pulse trains, as described in the Technical Background section
(page 55) were also used to excite the HOPG surface. Figure 3.18 (a) shows the
photoelecton spectrum generated by the XUV pulse trains. Figure 3.18 (b) shows
the spectral profile of the XUV pulses. As in the IR case this spectrum was found
to be made up of three distinct features. The peaks of these three features occured
at kinetic energies of 0.4 eV, 5 eV and 24.5±0.5 eV (uncertainty of measurement
as described in the previous section and in Appendix C).
It is immediately obvious that a striking similarity exists between this spectrum
and that taken using IR photons (Figures 3.15 and 3.14). It is therefore possible
to use this photoelectron spectrum to provide more information on the IR photo-
electron spectrum. It is more reasonable in this case that photons with energies of
∼36 eV can generate photoelectrons with ∼25 eV energy. This raises the question
of whether conduction band state(s) much above the Fermi level, which may be
reached by a single XUV photon, may also be accessed in the short pulse/strong
field regime by IR photons with energy of only 1.55 eV. This will be discussed fur-
ther in the subsequent sections as will possible mechanisms for such a transition
in relation to the known band structure of graphite. It is however worth noting at
this point that a multiphoton transition of non-linearity 22 as measured for the p-
polarised IR case would correspond to a total excitation energy of 22×1.55 = 34.1
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Figure 3.18: (a) Photoelectron spectra of the HOPG surface produced by
XUV pulse trains generated by HHG using argon gas. ”Vertical” corresponds
to s-polarised light and ”horizontal” corresponds to p-polarised light. (b) XUV
harmonic spectrum i.e. photon energies incident on the surface.
which is of similar value to the main harmonic contributions to the XUV photons
of 35.6 eV and 38.7 eV.
It might be expected that the XUV photoelectron spectrum might show some sig-
nature of the spectral profile of the XUV pulses (Figure 3.18(b)). For experiments
in the gas phase where a train of harmonics has been used to excite the medium it
is commonplace to observe repeated features in the photoelectron spectrum [109].
These could not be distinguished in the spectrum shown in Figure 3.18(a). Since
the range of kinetic energies observed in the photoelectron spectrum is comparable
with the spectral range of the envelope of the XUV harmonics it is possible that
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such effects would be seen if a greater XUV signal could have been used. Alterna-
tively, since the photoelectron spectrum depends not only on the spectral profile
of the XUV pulses but also the density of states of the initial state and that of the
final state it is possible that the signature of the harmonics could be smeared out
by the initial, occupied state in the valence band of graphite which is extremely
broad in energy [90].
3.5 Analysis and Discussion of the Photoelec-
tron Spectra taken at the HOPG Surface
3.5.1 Comparisons with Band Structure
In this section the photoelectron spectra taken are compared with the known
band structure in an effort to identify the initial and final states of the three
peaks observed in both the XUV and IR case and to attempt an explanation
for the striking similarity between the two. The band structure of graphite is well
studied both theoretically [86, 89, 91, 110] and experimentally [82, 83, 88, 111]. For
analysis of the photoelecton spectra, the work of Willis et al. [112] was particularly
useful as one of the few papers where the band structure was calculated for energies
of up to 50 eV (relative to the Fermi level).
Figure 3.19 shows the bandstructure of graphite as published by Bianconi et el.
[90]. This is based on the calculations of Willis et al. [112]. The scale on the hor-
izontal axis of the band structure plot corresponds to distance along the Brillouin
zone (in A˚−1). A direct comparison is made in the figure to the photoelectron
spectra taken and highlighted sections mark areas of the band structure which
match up to the peaks in the spectrum.
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Figure 3.19: Comparison of photoelectron spectra and known band structure.
The calculated bandstructure shown is taken from [90] the arrows indicate an
example of transitions to higher final states than observed in our experiments.
The blue shaded area highlights unoccupied states corresponding to the highest
kinetic energy peak in the photoelectron spectra. The red shaded area highlights
those states corresponding to the mid-kinetic energy peak observed at 3.5 eV
in the IR spectrum and 5 eV in the XUV spectrum.
Taking first of all the case for the photoelectron spectrum generated by XUV light:
For the highest kinetic energy peak at 24.5 ± 0.5 eV, if the photon energy is taken
to be that of the strongest harmonic contribution (the 23rd harmonic of energy
∼36 eV), the origin of the photoelectron can be calculated as the photon energy
minus the kinetic energy of the electron minus the work function of graphite (4.5
eV [29]) i.e. 36eV − 24.5eV − 4.5eV = 7eV . There is an occupied state, the pi
minimum which lies 7 eV below fermi level, at the Γ point to which this could
correspond. Although there is no unoccupied state in the conduction band at 29
± 0.5 eV (24.5 eV + work function) at the Γ point, there is pi state at the slightly
lower energy of 27 eV, lying 1.5 eV outside of the uncertainty limits. Taking into
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account the work function, the pi band at M-point on the Brillouin zone is therefore
a better fit to the kinetic energies of 24.5 ± 0.5 eV observed in the “fast electron”
peak. It should be noted that in older papers this part of the Brillouin zone is
referred to as the Q point but in more recent papers it is commonly referred to
as the M point [29, 91]. Thus, throughout this thesis the more modern notation
will be used. For this case where the photoelectrons originate from the M point it
can be assumed that the initial state would be the pi band lying ∼ 3 eV below the
Fermi level at the M point. This point on the Brillouin zone is known to be where
the greatest density of states occurs in the valence band [82] and as such would
be the most likely site in the valence band from which electrons could be excited.
At the lower end of the XUV spectrum, the 21st harmonic has energy of 32 eV.
For a transition starting from the M point 3 eV below the Fermi level this would
produce electrons of KE 24.5 eV (32 eV - 4.5 eV - 3 eV = 24.5 eV). It is therefore
thought that the photoelectron signal most likely corresponds to a transition from
the M point. However, since a potential transition at the Γ point lies just outside
of the experimentally observed energies it should not be totally discounted.
In Figure 3.19 the red highlighted section shows the parts of the band structure
which could correspond to the middle energy peak at ∼5 eV. Previous angle re-
solved photoemission experiments [83] using a synchrotron source have measured
a very strong secondary electron signal at 3.5 kinetic energy which is well known
to correspond with to the Γ point at 8 eV above the Fermi Level. For a photon
energy of 35 eV Law et al. [83] also observed a weaker secondary electron feature
at 10 eV above the Fermi level which fits well with the position of the peak in this
thesis. The lowest KE feature can be interpreted as the ‘cascade maximum’ which
is not a feature of the band structure but is a secondary electron feature due to
inelastic scattering of electrons [113].
Moving on to analysis of the infra red photoelectron spectrum, the measurements
of nonlinearity can be used to provide a total photon energy for the transitions.
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For the “fast electron” peak at 26 ± 0.5 eV (p-polarised light) nonlinearity mea-
surement suggested a 22 photon excitation process. This would correspond to a
total energy of 22× 1.55 eV = 34.1 eV. Taking into account the work function of
graphite, this would correspond to an initial state 3.6 ± 0.5 eV below the Fermi
level (34.1 - 26 eV(peak) - 4.5(work function) = 3.6 eV). Again this matches well
with the pi band at M point where the greatest density of states occurs. For s-
polarised light the energies and nonlinearity involved do not match up. Instead,
the calculated nonlinearity of 13 would give a total photon energy of just 13×1.55
eV = 20.15 eV which would correspond to an initial state already in the conduc-
tion band. Failure of an agreement between the nonlinerity measurements and
the photoelectron energies indicates that for s-polarisation unlike p-polarisation a
simple multiphoton analysis cannot be applied.
Initially a multiphoton-type approach fits well for the mid energy peak observed
at 3.5 eV. The nonlinearity measurements suggest an 8 (7) photon process for p
(s) polarised IR light. For a kinetic energy of 3.5 eV a 7 photon process would
point to an initial state at∼ 3eV below the Fermi level (7×1.55eV = 10.85eV and
10.85eV −3.5eV −4.5eV = 2.85eV ). Again, this matches up well with the M point
pi band approximately 3eV below the Fermi Level. The photoelectron energy also
matches up very well to a possible final state at the σ band at the M point. Schu¨lke
et al. show that for both cases where the electric field acts in the plane and/or out
of the plane of the surface this is an allowed transition[114]. Adopting the same
approach for an 8-photon process as suggested by the nonlinearity measurements
for p-polarised light, the total photon energy, 8×1.55eV = 12.4eV gives 12.4eV −
3.5eV −4.5eV = 4.4eV which matches up very well with the σ bands that occur at
rounghly 4.5 eV below the Fermi level at the Γ point. Final states at the bottom
of the σ∗ band at the Γ point are located 8 eV above the Fermi level, which is
again an excellent match with the observed kinetic energy peak at 3.5 eV. Once
again these are dipole-allowed transitions [114].
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Although this multiphoton picture appears to fit at the lower laser intensities
used, the interpretation fails for those intensities above the threshold intensity for
the “fast electron” peak. As previously described and shown in Figure 3.16, at
this point the gradient of the log-log plot changes suddenly giving a much lower
estimate for the nonlinearity. The position of the kinetic energy peak remains
constant at 3.5 eV so continues to match up well with the previously mentioned
states in the band structure.
Studies at a tungsten surface have shown that for intense IR pulses of a similar
intensity to those of this investigation [115] heating of the surface leads to an
increased electron temperature. Subsequently, thermal emission can lead to the
population of unoccupied states. This could certainly be the cause of the lowest
energy photoelectron feature (peak 0.3 eV). This explanation involving thermal
electrons is backed up by results from interferometric autocorrelation measure-
ments which will be presented in the next chapter.
It should be noted that the flight times of ions generated at the HOPG surface
at laser intensities around and above the ablation threshold were tested. It could
be seen from these measurements that even ions with a small mass/charge ratio
such as H− had significantly longer times of flight than the photoelectrons. Since
ions were not observed in the measurements described in this chapter, it is not
believed that any surface damage, whether sudden or gradual, would lead to the
phenomenon observed.
3.5.2 Space Charge
Since space charge effects have previously been cited at the cause of high electrons
detected in photoemission experiments [50, 116, 117] it is important to confirm
whether or not they could be the cause of the photoelectron features obxerved at
the HOPG surface. An example of a typical shift and distortion of a photoelectron
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Figure 3.20: A plot showing the number of electrons detected by the ToF
per pulse with respect to laser intensity. Photoelectrons detected for horizontal
polarised light (p-polarisation are shown in blue, photoelectrons detected for
vertically polarised light (s-polarisation) are shown in black
spectrum attributed to space charge effects is that given by Petite et al. [60] as
shown in the Chapter 2 on page 30.
It is possible to totally eliminate the possibility of space charge by reducing the
intensity of the laser such that only one photoelectron is produced [50] per laser
pulse i.e. that there are no other electrons present and therefore no repulsive forces.
This is done in many cases for photoelectron studies in metals where the threshold
laser intensities for such effects are much lower however it was not suitable for the
work presented in this thesis because the fast electron peak which was of most
significant interest does not occur at such low intensities.
For the data presented in this chapter, each photoelectron spectrum corresponds
to electrons collected over 100,000 laser pulses equating to an average yield per
pulse ranging from 0.1 to 7 electrons (Fig. 3.20) with increasing laser intensity. At
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the threshold for the 25 eV feature the average yield per pulse of 6 electrons corre-
sponds to a total current density of∼0.032 Amp/cm2 . Barbour et al. [118] showed
that the onset of space charge effects occurred at significantly higher current den-
sities of 3.5 × 105 amp/cm2. More recently, Riffe et al. [64] reported thermionic
electron emission from metal surfaces which they attributed to the presence of
strong space charge fields; they measured a current density of 550 amp/cm2. It
should be noted at this point that the average value of 6 electrons per pulse is an
underestimate as it assumes all photoelectrons created are detected however it lies
significantly below the threshold current density suggested by Barbour et al. and
also below the experimental parameters of Riffe et al.
The development of three separate features seen in the photoelectron data from
HOPG shows that the low energy features remain relatively stable with increasing
laser intensity, a situation also observed by Belsky et al. [59]. This is not consistent
with the space charge effects observed by Petite et al. where the shape of the
spectra varies significantly at lower laser intensities depending on laser intensity.
As explained by Passlack et al. [116], space charge will lead to a general broadening
of the kinetic energies observed which occurs in both directions (i.e. at higher and
lower kinetic energies). This is not observed in the HOPG data which, along with
the low curent density measured leads to the conclusion that space charge effects
do not play a significant role in the energies of photoelectrons observed from the
HOPG surface.
3.5.3 A Discussion of Different Excitation Mechanisms in
Relation to the HOPG Photoelectron Measurements
Suitable states that could give rise to the observed photoelectron features have
been identified however the mechanism by which this excitation occurs in the in-
fra red case (where the incident photon energy is just 1.55 eV) is not immediately
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obvious. This section discusses the evidence taken from the various photoelectron
measurements reported above and draws comparisons with relevant experiments
and theory from the literature. The excitation mechanisms reported in the litera-
ture are examined separately however it is possible that a mixture of two or more
different mechanisms could give rise to the high energy electrons observed from
the HOPG surface.
In some of the data taken, particularly for the case of p-polarised light, the non-
linearity measurements made match up extremely well with the observed kinetic
energies and known band structure of HOPG. This is highly indicative of a multi-
photon process. Examining the structure of the photoelectron spectra however the
photoelectron features observed could be described as having a smoothed nature.
This would be more consistent with a tunnelling excitation process [50] as opposed
to a multiphoton process. For a multiphoton excitation process it would expected
that discrete peaks in the photoelectron spectrum would be observed with a sep-
aration equal to the incident photon energy [119]. Such features, known as above
threshold photoemission (ATP), correspond to the excitation of the same initial
state by different multiples of the number of photons.
Theoretical work carried out by Faisal et al. used Floquet-Bloch theory to con-
struct a model of a combined laser-surface system [120] at a standard (non specific)
crystal surface. The electron emission spectrum calculated from the field modified
band structure is shown in Figure 3.21 for a laser intensity of 3 × 1010 W/cm2
(towards the lowest of laser intensities presented in the experimental work of this
thesis). This calculated spectrum shows a sequence of individual bands of elec-
trons with energies very similar to the two lower energy features observed in the
HOPG experiments. Within these calculated emission bands, they also observed
strips of no emission (white bands) with a periodic spacing equal to the incident
photon energy. This differs in appearance to ATP which has since been observed
experimentally [119] but matches well with the lower two photoelectron features
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Figure 3.21: Above-threshold surface emission calculated by Faisal et al.
[120]: A Floquet-Bloch model of the interaction between an intense laser and
a crystal surface generates an emission spectrum made up of bands of electron
energies with gaps in the emission occurring with a periodicity of the photon
energy. The authors find that including the presence of surface electronic band
structure results in the generation of greater energy photoelectrons as compared
to a standard free-electron model.
observed in the HOPG experiments with the exception of the white gaps. These
gaps in the calculated spectrum were found to vanish when the photon energy was
less than the width of the initial band from which the electron was excited. This is
the case for the HOPG experiments presented in this thesis as the photon energy
of 1.55 eV is considerably less than the width of the initial band (photoelectron
measurements of the valence band of graphite by Bianconi which show a broad
energy range of up to 20 eV [90]). Based on the shape of the features in the pho-
toelectron spectra it is therefore not possible to confirm that the excitation occurs
via either a tunnelling or a multiphoton process.
As described previously in the theory chapter (page 15) the Keldysh parameter, γ
can be used to distinguish between multiphoton and tunnelling ionisation processes
for strong field interactions. Substituting experimental parameters at the threshold
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laser intensity for the 26 eV peak into equation 2.11 and using the work function
of 4.5eV as the ionisation potential (as is common practice when the Keldysh
parameter is calculated for surfaces [119]), the value of γ calculated is 14. Since
γ = 1 marks the boundary between the two processes (values greater than 1 lie in
the multiphoton regime and those below 1 lie in the tunnelling regime) [21] this
would suggest that the excitation process of interest lies in the multiphoton regime.
By substituting γ = 1 into Equation 2.11 it can be seen that a laser intensity of
3.8× 1013 W/cm2 would be required for a tunnelling process, this is significantly
higher than the actual threshold intensity of the fast electron peak at 1.55× 1011
W/cm2. The mismatch between these two laser intensities calculated for tunnelling
ionisation can not however be used as definite proof that the excitation process
leading to the fast electrons is a multiphoton mechanism until all contributing
factors at the surface have been considered:
M. Wegner showed, for the GaAs surface [121] that for semiconductors with
me/m0 << 1 the condition for tunnelling may be reached at the lower laser in-
tensity of 1012 W/cm2. For the case of graphite me/m0 = 0.05 [110]. Using this
value for the conduction band effective mass in the Keldysh equation would give
a laser intensity of 1.3 × 1013 W/cm2 required for a tunnelling process to occur.
This value is still greater than that observed experimentally however one effect not
yet taken into account is the amplification of the electric field at the surface that
could be provided by a surface plasmon [42]. Since the evanescent field of a sur-
face plasmon polariton can lead to a field enhancement of 1-2 orders of magnitude
[45] i.e. an increase in the effective laser intensity of up to 4 orders of magnitude
(I = |E2|). Substituting these values of the field enhancement into the Keldysh
equation shows that the experimental conditions under which these fast electrons
are observed lie very much on the border of multiphoton processes vs. tunnelling
processes. It is therefore not possible to use the Keldysh parameter to make a
conclusive statement as to how the excitation occurs. It should also be mentioned
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that in gas phase experiments it has been shown that the two excitation processes
are not always mutually exclusive [23].
It should also be noted that the photoelectron spectrum initially appears to show
an uncanny resemblance to electron energy loss spectroscopy (EELS) measure-
ments of the HOPG surface. EELS measurements show a peak at ∼ 7eV corre-
sponds to the pi plasmon and a peak at ∼28 eV corresponds to the pi+ σ plasmon
[86]. However, once the workfunction of graphite is taken into account as has been
described above, the resemblance is no longer strong. Thus it is believed that the
electrons observed cannot simply be attributed to a plasmonic effect.
3.5.4 Experimental Evidence for Field Enhancement
At laser intensities such as those used in these experiments that lie below but
close to the threshold for ablation, the graphite surface exists in a highly-excited
state (excited state carrier concentration of ∼1020 cm−3). It has recently been
shown by Huang et al. [43] that under these conditions the excitation of surface
plasmons on the graphite surface is likely. They showed that when the surface
is in a highly excited state electrons are excited in abundance and so plasmas
are generated at the surface i.e. strong and localised fields are created. This is
explained by Weber et al. [42] and on page 22 of the theory chapter where it
can be seen that when the condition 
′′
2  −′2 (imaginary  −real) is satisfied
amplification of the field occurs. The real part of the dielectric function will be
negative for the high excited state carrier concentrations thus the condition will
be satisfied. The field enhancement observed at the graphite surface by Huang
et al. was found to occur predominantly at intrinsic defects on the surface (or at
purposely created nanostructures). As has been discussed in the section above, the
generation of such surface plasmon polaritons and subsequent field enhancement
at the graphite surface has a significant effect on the analysis of the HOPG data as
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it would suggest that tunnelling processes might occur. Grain boundaries (usually
at a separation of ∼1µm) formed on the surface by the production of HOPG can
act in a similar manner to a grating on the surface. The coupling of light to
plasmon polaritons at the HOPG surface can thus be explained by equation 3.9:
ksp = kl + kgr (3.9)
where ksp is the wave vector for the surface plasmon and kl and kgr are those for
the laser and grating respectively. They can be expanded to give equation 3.10.
ksp =
ω
c
sin θ +
2pi
a
(3.10)
where a is the periodicity of the grating and θ is the incident angle of the light.
Since the periodicity of defects on the surface is random the coupling efficiency will
be low as coupling will only occur when the defects are separated by a distance, a
that satisfies equation 3.10.
As described previously in the theory chapter (page 21) p-polarised light may be
coupled to surface plasmons polaritons at flat surfaces. It is possible however for
localised plasmons occurring at intrinsic defects on the surface to be excited using
either s-polarised and p-polarised light. These localised areas of field enhancements
are sometimes referred to as hot-spots [54].
A typical characteristic of the photoemission occuring at these hot-spots is that
they display a varied polarisation dependence (i.e. different defects at the same
surface can couple better to p-polarised light or to s-polarised light [122]). In
many cases the photoemission signal from a rough or purposely structured surface
is shown to be greatest for s-polarised light [49, 50, 51, 52]. For the HOPG
experiments it has been shown that fast electron features occur first at lower laser
intensities for s-polarised light than for p-polarised light. Also the photoelectron
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spectra produced by s-polarised light extends to higher energy photoelectrons. It
is clear from the experiments that the emission of such high energy electrons is
more efficient when a larger proportion of the E-field is acting in the plane of the
surface. This is highly suggestive that localised plasmons and subsequent field
enhancement could be involved.
Nonlinear photoelectron emission is known to occur at these hotspots [51] with
strong multiphoton processes [52] and proposed tunnelling excitation [50] being
attributed to the localised areas of field enhancement. Hotspots previously gen-
erated with similar laser wavelengths occurred on a ∼ 1 micron scale [51]. This
is significantly smaller than the focussed laser spot which forms an ellipsoid of
major axis 1380 µm and minor axis 250 µm on the surface and given the findings
of Huang et al. it is likely that such defects occur within the laser spot.
If such field enhancement is involved in the generation of the high energy electrons
observed it is possible that it could be used to explain the polarisation dependence
of the photoelectron spectra. It is clear that the fast electron excitation channels
are more efficiently accessed by s-polarised light where all of the E-field acts in
the plane of the surface than for p-polarised light where components of the E-
field lie both in and out of the plane of the surface. It is reasonable to expect
then that the overall field at the surface is greater for the case of s-polarised
light. Nonlinearity measurements showed that a multiphoton excitation process
could be used to explain the observed photoelectron energies for p-polarised light
but not for the s-polarised light. A speculative suggestion is that the extra field
enhancement in the s-polarised case pushes the system into the tunnelling regime
whereby a multi-photon picture fails to fully explain the photoelectrons observed.
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3.6 Summary and Discussion
Time of flight photoelectron spectroscopy experimental measurements have shown
that few-cycle laser pulses with a photon energy of 1.55 eV can be used to generate
photoelectrons with kinetic energies of up to 80 eV at a HOPG surface. The
excitation process was found to exhibit a significantly higher order non-linearity
(up to 22nd order) as compared to previous reports of high energy photoelectrons
generated by similar wavelengths at other surfaces [22].
Comparison of the IR photoelectron spectrum with that generated at the same
surface using XUV photons revealed striking similarities suggesting that the non-
linear excitation in the IR case could access the same final states as a straightfor-
ward one-photon excitation using XUV light. This has demonstrated for the first
time that band structure effects can survive into such a non-linear regime.
Experimental evidence has suggested that a multiphoton excitation mechanism
can be used to describe the generation of these high energy photoelectrons, par-
ticularly for the case of p-polarised light. Possible transitions at the M-point and
Γ point have been identified for the measurements made with p-polarised light.
These transitions lie within or just outside of the uncertainty of experimental
measurements respectively. At the laser intensities used however, and with some
evidence of field enhancement at the surface, excitation due to a tunnelling mech-
anism can not be completely ruled out, especially for the case of s-polarised light
for which nonlinearity measurements taken do not match up fully with observed
kinetic energies.
The use of few-cycle laser pulses as a source of femtosecond electron pulses [56]
is an area of growing interest and importance where clear uses of such electron
pulses include time resolved electron diffraction experiments [57]. A recent review
of non-linear photoemission by Ferrini et al. describes various mechanisms by
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which photoelectrons with high kinetic energies may be created however there
are no previous reports in the literature of photoelectrons generated by such a
high-order process or of apparent signatures of such excited states in the band
structure (it has previously been shown that multiphoton transitions of 2nd-4th
order can excite unoccupied states just above the vacuum level at the Cu(001)
surface [123]). Ferrini et al. also highlighted the lack of detailed theory currently
available to describe such laser-matter interactions.
Time-resolved photoemission experiments at the HOPG surface have been under-
taken to provide further understanding of the excitation process leading to these
high energy photoelectrons and the timescales involved. These experiments are
presented in the next chapter.
Chapter 4
Interferometric Measurements
and Optical Bloch Simulations of
Photoelectron Emission from the
HOPG surface
4.1 Introduction
This chapter concentrates on the application of interferometric techniques to fur-
ther investigate the photoelectron emission generated at the HOPG surface by
few cycle infra red laser pulses as described in the previous chapter. The back-
ground theory of interferometric and pump-probe experiments has been described
in Chapter 2 along with the theory behind few cycle laser pulses which allow for
increased temporal resolution.
The first of two experiments presented in this chapter is the Interferometric Auto-
correlation (IAC) of the photoelectron emission from the surface. This is achieved
using two equal IR pulses separated in time by a delay τ and the shape of the
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resulting interferogram is used to provide information on the nonlinearity of the
excitation process as well as the coherence. The experimental method is described
and the results presented with some qualitative analysis. Particular attention is
paid to the photoelectrons generated with extremely high kinetic energies of >20
eV. Throughout this chapter the experimental set up used is that as previously
described in Chapter 3 but with the laser output from laser table directed through
one of two interferometers placed after laser table before the entrance to the vac-
uum beam-line.
The second experiment presented in this chapter is an IR pump-XUV probe mea-
surement at the HOPG surface. In principle such an experiment can be used to
make time-resolved measurements at the surface on an attosecond timescale. In
reality the challenging experimental conditions and limited beam time available
meant that attosecond resolved measurements could not be achieved however the
IR-XUV pump-probe method was tested on the HOPG surface where the IR pump
was used to excite low lying conduction band states below the vacuum level. The
experimental techniques used are described including experimental obstacles that
were successfully overcome. The IR pump - XUV probe measurements made at
the HOPG surface are presented and discussed.
Finally, the Optical Bloch Equations (OBE’s) have been used to construct a simu-
lation of the experimental measurements to aid interpretation of the results. Stan-
dard OBE’s have been modified and solved numerically to allow the simulation
of high order multiphoton transitions thought to lead to photoelectrons observed
at the HOPG surface with kinetic energies >20 eV. The OBE’s are explained
and a brief summary of previous literature given. The numerical method used to
solve the equations is discussed along with the effect of various parameters such
as damping terms, detuning and pulse area. Particular attention is paid to the
adaptation of the equations to include nonlinearity and how this effects measure-
ments. Lastly, the application of the OBE’s to the experimental measurements
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described above above are presented and the fit between the data and simulation
are discussed.
4.2 Interferometric Autocorrelaton Measurements
of the Photoemission Signal Generated by
13fs IR Pulses
4.2.1 Experimental Method: Interferometric Autocorrela-
tion Measurements using 13fs IR Pulses
Interference autocorrelation measurements of the photoelectron emission from the
surface were made using a Michelson Interferometer built by Dr. Eva Heesel from
UCL (University College London). 13fs infra red pulses from the hollow fibre
output (as described in Chapter 3) were split into two pulses of equal intensity
using an ultrathin (612 ± 5nm) 50:50 beamsplitter. A schematic diagram of the
interferometer is shown in Figure 4.1 where it can be seen that the two beam
paths are created from the beamsplitter to mirror M3 (stationary arm) and the
beamsplitter to M4 (variable arm). The relative delay between the two pulses could
be changed by altering the position of mirror M4 thereby increasing/decreasing the
path length of the variable arm. Both arms were recombined at the beamsplitter
such that the spatially overlapped pulses followed a collinear path into the HHG
chamber.
Coarse movement of mirror M4 was provided by a motorised linear translation
stage (Physik Instrumente) with a maximum range of 100 mm (corresponding to
a relative delay between the pulses of 667 ps) and a minimum step size of 1 µm
(6.67 fs). Fine movement was achieved using a piezoelectric transducer stage (also
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Figure 4.1: Schematic diagram of the Interferometer used for autocorrelation
measurements of the photoelectron signal. The incident laser pulse from the
laser table is split into two identical pulses at the beam splitter (BS). One pulse
follows the stationary arm of the interferometer (M3), the other follows the
variable arm of the interferometer (M4). The relative delay between the pulses
is achieved by altering the path length between the beam splitter and mirror
M4 travelled by pulses in the variable arm. The linear translation stage (PI)
provides coarse movements and finer steps can be made using a piezoelectric
transducer stage (PZ).
from Physik Instrumente) which had a maximum range of motion of 38 µm and
a minimum step size of 1nm (6.67 attoseconds). LabView programs were used to
control the positions of the two stages during experiments.
The absolute position of the stages at which the two pulses were temporally over-
lapped was found to vary from day to day because the optimisation of the output
from the laser table affected the beam pointing. A HeNe (Helium Neon) laser
that followed the same path as the laser was used for initial alignment purposes,
however it was necessary to determine the exact position of zero delay using the
IR pulses before the experiment. This was achieved by performing a linear auto-
correlation firstly on a coarse scale by setting the piezo stage at its mid point and
scanning the linear stage whilst recording the laser power using a Thorlabs digital
optical power meter. The power meter output could be recorded using a Labview
program. Once the linear position at which power reading was maximum had been
located, the linear stage could be set to this value and then the process repeated on
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a finer scale by scanning the piezo stage to determine the most accurate position
measurement of the zero delay point.
Once an accurate position for the temporal overlap had been determined the piezo
was sent to either the most positive/negative delay of interest. A ToF photoelec-
tron spectrum was taken at the desired delay and then the stage stepped in the
required negative/positive direction. Ensuring that steps were always taken in a
single direction prevented any error caused by hysteresis of the piezo stage.
The primary purpose of the interference autocorrelation (IAC) measurements of
the photoemission signal from the HOPG surface was to provide further under-
standing of the excitation process leading to the generation of high kinetic energy
electrons as described in Chapter 3. As such, the laser intensity used for the IAC
experiments was chosen such that each pulse separately was below the thresh-
old intensity required to observe the ‘fast’ (>20 eV) electrons but so that the
constructive interference between the two pulses lay above the threshold.
4.2.2 Results: Interferometric Autocorrelation Measure-
ments using 13fs IR Pulses
Photoelectron spectra were taken at various pump-probe delays starting from -
15 fs up to +15 fs with step sizes of 0.3 fs from -2 fs to +2 fs and 0.5 fs steps
elsewhere. These step sizes were chosen to maximise resolution whilst minimising
the actual lab time taken to perform the experiment as laser drift presented a
problem allowing approximately 1 hour experimental time before re-alignment
was necessary. The photoelectron spectra taken at each delay have been put
together in Figure 4.2 and Figure 4.3 to show the photoemission as a function of
pump-probe delay.
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Figure 4.2: Photoelectron emission interference autocorrelation for p-
polarised Light: A 2D colour plot of the photoelectron emission from the HOPG
surface as a function of pump-probe delay of two equal 13 fs p-polarised laser
pulses. Photoelectron kinetic energies of (upper panel) 20 eV-50 eV (lower
panel) 0 eV-20 eV are shown separately and colour displays the photoelectron
yield as given in the colorbar (arb. units) The fringes shown correspond to
temporal interference and have a periodicity equal to the laser cycle of 2.67 fs.
Figure 4.2 shows the 2D colour plot of the photoelectron emission interference au-
tocorrelation for p-polarised light. Three separate bands of photoelectron energies
can be resolved which correspond to the three features of the photoelectron spec-
trum as described in Chapter 3 with peak kinetic energies of 0.3 eV, 3.5 eV, and
26-28 eV. The different behaviour of these three bands can be seen as a function
of the delay time between the two pulses. The colour scale gives the number of
electrons collected and the highest energy electrons observed (>20 eV) are shown
on a different scale in the upper plot. Figure 4.3 gives the same information for
the case of s-polarised light.
Immediately visible across all kinetic energies are the interference fringes (running
vertically along the 2D figure). These correspond to constructive and destructive
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Figure 4.3: Photoelectron emission interference autocorrelation for p-
polarised Light: A 2D colour plot of the photoelectron emission from the HOPG
surface as a function of pump-probe delay of two equal 13 fs p-polarised laser
pulses. Photoelectron kinetic energies of (upper panel) 20 eV-90 eV (lower
panel) 0 eV-20 eV are shown separately where the x-axis gives the time delay
between the pump and probe pulses, the y axis gives the kinetic energies of the
photoelectrons measures and colour displays the photoelectron yield as given in
the colorbar (arb. units). As in Figure 4.2 the fringes observed correspond to
interference of the two pulses in time and have a periodicity equal to the laser
cycle of 2.67 fs.
temporal interference between the two pulses and result from the collinear nature
of the two pulse outputs from the Michelson interferometer thereby confirming
the coherent nature of the excitation process. The periodicity of the fringes was
measured as 2.67 fs, the time taken for one complete laser cycle. The shape of
these fringes can also be seen in Figure 4.4 and Figure 4.5 where the photoelectron
signal has been integrated over kinetic energy ranges of 0-1.2 eV, 1.2-20 eV and 20
eV-45 eV/90 eV for p/s polarised light. This allows the shape of the autocorelation
envelope to be viewed more clearly for each individual band of electrons from the
original spectra.
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Figure 4.4: Interferometric autocorrelation shapes for p-polarised pulses: The
autocorrelation signal as shown in Figure 4.2 has been integrated over each of
the three photoelectron features and is plotted as a function of pump-probe
delay.
Figure 4.5: Interferometric autocorrelation shapes for s-polarised pulses: The
autocorrelation signal as shown in Fig. 4.3 has been integrated over each of the
three photoelectron features and is plotted as a function of pump-probe delay.
Asymmetry in the autocorrelation shape about zero delay is though to be due
to laser drift.
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For the electrons with lowest kinetic energy (peak∼ 0.3 eV) the interference fringes
show saturation and a lifetime of the process extending far beyond the range of
delays used.
The mid-energy photoelectron feature (corresponding to electrons with a peak ki-
netic energy of ∼3.5 eV) can also be seen to extend to longer delay times with
interference fringes observed across the whole delay range. In this case however
the interference fringes can be seen more clearly than for the lower energy photo-
electrons. A narrowing of the linewidth of the individual fringes is also observed
with increasing photoelectron kinetic energy.
The shape of the autocorrelation traces can be seen more clearly in Figure 4.4 and
Figure 4.5 where the total photoelectron signal has been averaged over each elec-
tron feature and plotted as a function of pump-probe delay. The mid-energy peak
(integrated over kinetic energies from 1.2 eV - 20 eV) appears to show a typical
1st-order envelope shape with the base line at 0.5 on the normalised scale [14].
In contrast, for a 2nd order interferometric autocorrelation the contrast ratio of
8:1 i.e. the base line would start at ∼ 0.2 on a normalised scale. With increasing
electron kinetic energy, the mid-energy autocorrelation envelope shape becomes
more and more nonlinear in behaviour until the envelope appears similar to that
for electrons in the highest kinetic energy range of >20 eV. These highest energy
photoelectrons, which are of most interest can be seen (Figure 4.2 upper and Fig-
ure 4.3 upper) to produce extremely sharp interference fringes with an individual
linewidth shorter than one optical cycle. Figure 4.4 and Figure 4.5 show how the
electron counts between the fringes is zero at delays corresponding to destructive
interference. The FWHM of the autocorrelation envelope is measured as 9.5 fs
for p-polarised light and 14 fs for s-polarised light. For a standard autocorrelation
measurement the ratio ∆τ = 1.54∆t is usually used as a rule of thumb to convert
from delay time ∆τ to time ∆t this takes into account the intensity FWHM of the
pulse itself. The factor 1.54 corresponds to a sech2 pulse fit and a Gaussian fit
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has a scale factor of 1.414 which will give a slightly higher estimate if converting
data from ∆τ to ∆t. For the case of this experiment, the pulse intensity FWHM
measured by FROG trace was 13 fs so an experimental FWHM (in delay time τ)
would be expected to be 18.4 (sech2 fit) or 20.02 (Gaussian fit). This is the case
for the mid-energy photoelectrons shown in red in Figure 4.4 and Figure 4.5. For
the ‘fast electrons’ however the FWHM of the autocorrelation envelope is found
to be significantly less at 9.2 fs for p-polarised light and 14 fs for s-polarised light.
The shape of the autocorrelation trace for the low energy electrons (0 eV - 1.2
eV) shown in Figure 4.4 and Figure 4.5 is also somewhat unexpected with an
asymmetry about the baseline, leading to the baseline being located at a value of
0.75 on a normalised scale.
The Optical Bloch Equations (OBE) have been used to model this autocorre-
lation trace to provide more information on these measurements, concentrating
particularly on the case of the high energy electrons. This theoretical treatment
is described in the later parts of this chapter.
4.3 IR/XUV Pump Probe Measurements
4.3.1 Experimental Method: IR-XUV Pump Probe Mea-
surements
The final and most complicated measurements made using few-cycle pulses at the
HOPG surface were those using a combination of few-cycle IR pulses and XUV
pulse trains to perform IR pump/XUV probe experiments. The vacuum beamline
used has been described previously (Figure 3.8). In order to generate the pump
and probe pulses an annular Michelson interferometer, constructed by Imperial
College was placed before the beamline.
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The interferometer generated two coherent beam paths with a variable relative
temporal delay of up to 250 fs. Custom made mirrors (M1 and M4 Figure 4.6)
had 2 mm diameter holes drilled through them at a 45 degree angle. M1 was
used to separate the 7 fs IR fundamental pulses into two different paths, an outer
beam with a ring shaped spot profile and an inner beam corresponding to the
missing hole inside of the ring. The inner beam travelled over a variable path
length controlled by the movement of mirrors M6 and M7, positioned on a piezo
stage. The inner beam was also the strongest of the two beams by a power ratio
of 5:1 chosen so that it was powerful enough to be used to generate an XUV pulse
train for the pump beam. The annular (ring shaped) beam formed the IR probe
beam. After being recombined by the second ring shape mirror M4 both beams
were focused onto an argon gas jet in the HHG chamber to generate XUV pulse
trains by an off-axis parabolic mirror (see page 55 for an explanation of the HHG
method). After the gas jet both pulses passed through a homebuilt split filter
consisting of an inner 200nm aluminium filter mounted on an annular plate. The
purpose of this glass ring was to filter out any XUV generated by the outer beam
while the Al filter transmitted the XUV pulse trains whilst blocking the inner IR
beam. The net result was an IR outer ring-shaped beam and an XUV inner beam.
The two were focussed onto the surface by the gold toroidal mirror which focusses
to the same point irrespective of wavelength.
A key part of the experimental design was the split filter and separate glass plate
of equal thickness. These were not present initially and the annular interferometer
operated in a slightly different configuration. A major drawback to the initial set-
up, only discovered once experiments started, was that the two IR beams interfered
temporally in the gas jet. The resulting interference fringes (in time) resulted in a
harmonic yield that varied periodically as a function of pump-probe delay. As the
photoelectron signal in turn depended on the intensity of the incident light it was
found that any pump-probe photoelectron measurements were dominated by the
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Figure 4.6: Schematic diagram of the XUV-IR pump probe experiments: Mir-
ror M1 separated the IR fundamental into an outer ring shaped IR beam and
inner IR beam. The inner beam could be delayed with respect to the outer
beam using a piezo stage. Both beams were then focussed into the gas jet
where XUV pulse trains were generated by HHG. A home-made split filter (SF)
had an aluminium filter centre which passed XUV but blocked IR light and an
ultrathin glass outer ring which blocked XUV and transmitted IR. A glass slide
(GS) ensured both pulses travelled through an equal thickness of glass. The
inner XUV pulse and outer IR pulse were focussed to the same spot on the
surface by the gold toroidal mirror (TM).
temporal interference fringes. The purpose of the initial glass plate (GS in Figure
4.6) was to delay the inner IR pulse by a substantial amount before the gas jet so
that the two pulses no longer interfered in time. The outer IR pulse could then
be delayed by an equal amount after the gas jet by the doughnut shaped piece of
glass of equal thickness which made up the outer part of the split filter (SF).
In such a complicated beamline set-up laser drift was a large problem, affecting the
hollow fibre output, harmonic generation and general alignment. The alignment
of the experiment from start to finish (i.e. from the laser cavity to the surface
including finding the temporal overlap of pump and probe pulses) was a lengthy
process taking an average of 5-8 hours. Re-optimisation after significant beam
drift could take from 10 mins to 1 hour. In an attempt to reduce experimental
time and therefore maximise the work that could be done within a finite allocated
beamtime the collection of data was fully automated. This was done using a
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LabView8 program written by Justin Steele-Davies from Reading University. The
program could interface with the FastCom card on one PC to collect ToF data
whilst also having an interface with the piezo stage controlled by another PC.
After each ToF spectrum had been recorded the piezo stage was quickly moved
to its new position corresponding to the next pump-probe delay so that the next
ToF scan could take place. The ToF results could be viewed throughout the
process and parts of the spectrum of interest could be monitored as a function of
delay so that bad data sets could be terminated early reducing wasted time. The
automated system was successful in reducing the effect of laser drift as much as
possible. The beam pointing was still a significant problem though and in the long
term, for future experiments at Imperial College a corrective feedback system has
been planned. For all IR/XUV experiments, the pulse duration of the Infra red
pulse was 7fs. The duration of the XUV pulses could not be measured although
the characterisation of the XUV pulses formed the main aim of the team from
Oxford University who were involved in the Attosecond collaboration.
4.3.2 Results and Discussion: IR-XUV Pump-Probe Mea-
surements
Initially the intensities of the XUV and IR light were chosen such that the pho-
toelectron signal created by each one individually was roughly equal. Using these
parameters the pump-probe scans recorded no changes whatsoever as a function
of pump-probe delay time. It is thought that this was simply due to low cross
sections.
The XUV signal could be further maximised at the expense of the IR intensity.
The photoelectron spectra recorded at these intensities are shown in Figure 4.7.
Although the IR pulse itself did not generate significant yield of photoelectrons the
pump-probe scan was successful in that a change in yield could be seen around the
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Figure 4.7: Photoelectron measurements taken before pump probe experi-
ments to show the individual contribution from the IR pump (lower panel) and
XUV probe (upper panel). In this case the XUV signal was maximised resulting
in an extremely low yield from the IR pump alone.
zero delay position. It should be noted that using these experimental parameters,
dictated by the inherent design of the laser beamline the IR-XUV pump-probe
measurements could not be used to probe the strong field effects leading to high
energy photoelectrons reported in Chapter 3. It was not possible to measure the IR
laser intensity during the experiment however it was substantially below 4.7×1010
W/cm2.
For the case where the XUV light alone was incident on the HOPG surface (Figure
4.7 upper plot), the photoelectron spectra was the same as that described in
more detail in Chapter 3 however due to the short collection times required for
the pump probe experiment the feature above kinetic energies of 20 eV could
not be resolved. During pump-probe measurements the combined IR and XUV
photoelectron spectra taken at different delay values was also very similar and
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Figure 4.8: IR-XUV Pump-Probe Raw Data: Shown on a time of flight scale
vs. delay where negative delay values correspond to the XUV pulse arriving
first and positive delay values correspond o the IR pulse arriving at the surface
first.
could not be distinguished from the XUV only spectrum.
The raw data for the IR-XUV pump-probe measurement is shown in Figure 4.8.
It has been displayed on a time of flight scale in µs rather than on the converted
kinetic energy scale as the regions of interest can be distinguished more easily.
The horizontal band seen in Figure 4.8 from ∼ 0.4 µs to ∼ 0.9 µs corresponds
to photoelectrons with kinetic energies of 2 eV - 20 eV and the band seen at ∼1
µs corresponds to those photoelectrons with less than 2 eV kinetic energy. There
was a significant laser drift throughout the experiment hence the overall laser
intensity at negative delays (left hand side) was much higher than that at positive
delays. The bright feature seen stretching from delays of -20 fs to +20 fs is the
measurement of interest. It can be seen more clearly in Figure 4.9.
Figure 4.9 (a) shows the total photoelectron signal integrated over all photoelec-
tron kinetic energies as a function of pump-probe delay. In Figure 4.9 (b) and (c)
the integrated yield has been taken over the two separate features of the PES, from
2 eV - 20 eV and 0 eV - 2 eV respectively. The background slope due to laser drift
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Figure 4.9: Photoelectron Yield vs. Pump-Probe Delay: The photoelectron
yield shown corresponds to the normalised integration of the signal (a) over all
electron kinetic energies (no upper limit), (b) for photoelectrons with energies
of 2 eV - 20 eV, (c) for photoelectrons with energies from 0 eV - 2 eV. Error
bars show the uncertainty of the points which results from the subtraction of a
linear background slope as explained in the text.
during the experiment has been assumed to be linear and a linear fit of the slope
has been subtracted from the data. The difference in the number of photoelectrons
before and after the scan were consistent with the observed drop in laser intensity
over the same interval i.e measured before and after the experiment. Error bars
shown in Figure 4.9 show the standard deviation of the difference between the
value of the signal and the linear estimate of the background slope attributed to
laser drift. The “delay zero” point was determined from the maximum of a IR-IR
pump-probe interference trace performed immediately prior to the scan. The ul-
trathin pieces of glass had to be removed to perform the IR-IR test scan. Taking
the accuracy of the measurement of thickness to be 0.5 µm, this corresponds to a
temporal uncertainty of 1.67 femtoseconds.
From the data taken it can be clearly seen that whilst the IR pulse alone does not
generate a significant photoelectron signal, its presence as a pump pulse before the
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XUV probe signal leads to an increase in photoelectron signal around delay zero.
There is little difference between the integrated yield taken from different parts of
the photoelectron spectrum (i.e. between Figures 4.9 (a) and (b)) showing that
the generation of all electrons is enhanced by the same extent by the presence of
the IR pump. Oscillations in the integrated signal are observed however these lie
within the range in uncertainty of the measurements.
It is possible for the IR pulse to excite low lying conduction band states located
below the vacuum level [32] that could not be probed the IR pulse alone. If
the cross section for excitation by the XUV pulse is greater from such a surface
state as compared to the initially occupied valence band states then the overall
photoelectron yield would increase as observed. Further discussion of the data is
made in the following section as a result of comparisons with the Optical Bloch
Equations.
4.4 The Optical Bloch Equations
4.4.1 Background
The Optical Bloch Equations (OBE) are commonly used as a tool to model the
interaction between a two level system (ground state and excited state) and a laser
field as a function of time [26, 28, 31, 81, 124, 125]. In this thesis Optical Bloch
Equations have been used to model interferometric measurements at the HOPG
surface, concentrating particularly on the IAC measurements using 13 fs IR pulses.
The time dependence of an excited state can, to a simple extent, be described using
the Schro¨dinger equation where excitation and stimulated emission can be taken
into account. For a fully accurate description of a system however, the inclusion
of relaxation terms (spontaneous emission) are also required. Such spontaneous
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emission will result in the population of a statistical distribution of light field
states and will therefore leave an atom in a distribution of momentum states
[126]. For this reason, rather than the single wavefunction used to describe the
system as with the Schro¨dinger equation, it is necessary to describe the system
as a distribution of wavefunctions. To calculate the probability that an atomic
system exists in a certain statistical distribution of states a density operator must
be used to characterise the statistical mixture of quantum states. The Optical
Bloch Equations describe the evolution of the matrix elements of this density
operator over time. It should be emphasised that the OBE’s describe a simple
atomic picture of two levels; the effect of band structure or band width are not
taken into account.
Previous examples in the literature have shown that the Optical Bloch Equations
may be used to extract extra information from time resolved photoemission ex-
periments. Hertel et al. showed that OBE’s could be used to extract the lifetimes
of excited states on the Cu(111) surface from experimental 2- colour pump-probe
data despite the face that the surface state lifetimes in question were shorter than
the pulse duration used. Some of their data are shown in Figure 4.10 (a) and (b).
This method of OBE analysis may only be used if the actual zero delay point is
known precisely (i.e. the peak of the temporal profile of the pump pulse) as it
relies on the measurement of a shift in the photoemission peak with respect to
the temporal profile of the pulse [31]. For resonant transitions (ωtransition = ωlaser)
the population of the excited state will lag behind the temporal profile of the
pulse. Since the photoemission observed experimentally corresponds, in the case
of Hertel et al. to the population of the intermediate state |2 > the shift observed
experimentally can be compared to models constructed using OBE’s of a two level
system and the lifetime of the state extracted from the model. In Figure 4.10(b)
the OBE pump-probe results are shown on a normalised scale where the dotted
line is the time profile of the pulse which is followed exactly by the population
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Figure 4.10: Examples of OBE simulations from the literature: (i) Experi-
mental data for pump-probe 2PPE measurements of the Cu(111) surface using
4.2 eV pump and 2.1 eV probe. Schematic diagram of the excitation and the
2PPe spectra are shown in the right panel and pump-probe measurements in
the left panel (ii) OBE simulations corresponding to (i) where the model ig-
nores the second photon creating a 2 level model of the ground state |1 > and
intermediate states |2 > ((i) and (ii) taken from [31]) More details are given in
the main text. (iii) Interferometric autocorrelation measurements of the sur-
face state (upper) and bulk (middle panel) at the Cu(111) surface and an OBE
simulation of the IAC from the surface state, taken from [34].
of the excited state for a non-resonant excitation and the solid black curves show
the population of the excited state for a resonant excitation with two separate
damping conditions. The time integrated pulse envelope is shown by the dashed
line and can be compared with the resonant transition for T =∞ to show the in-
accuracy incurred using the simple rate equation (Fermi’s Golden Rule) to model
the situation.
Investigating the same copper surface, Ogawa et al. demonstrated for the first time
that interferometric photoemission experiments from a surface could be modelled
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successfully using the Optical Bloch Equations. The experimental data and a
simulation corresponding to the IAC measurements from the surface state (SS) are
shown in Figure 4.10 (c) (top figure and bottom figure respectively). Oscillations
observed experimentally at long delays with a periodicity corresponding to the
second harmonic were also observed in the OBE model and their origin attributed
to the nonlinear polarisation oscillations which can give rise to second harmonic
generation at surfaces.
More recently Georges et al. have presented a 4 level (a three photon transi-
tion) model of interferometric autocorrelation photoemission measurements where
comparisons are made between resonant and non-resonant excitations at a gold
surface [127]. They improved upon previous OBE models ([28, 31, 81, 124, 125])
by including multiphoton transition matrix elements between the 4 levels to fully
describe the non-resonant continuum-continuum transitions. Whilst the output
of this approach compares more favourably to experimental data for non-resonant
transitions it is significantly more complex mathematically and as such is beyond
the scope of this thesis. It should however be noted that the IAC measurements
at the HOPG surface presented in this thesis are much more consistent in shape
to the resonant transition models used as a comparison by Georges et al. and
so are more likely to correspond to resonant transitions in which case the model
described below is accurate.
4.4.2 Standard Optical Bloch Equations for a Two Level
System
Starting with a time dependent wavefunction Ψ(r, t) and the Hamiltonian Hˆ the
Optical Bloch Equations can be derived to give a general explanation of the laser-
atom interaction[128]. It is assumed that the incident laser light is monochromatic
with a frequency of ω.
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The wavefunction describes an atom which can exist either in the ground state ψ1
or the excited state ψ2.
Ψ(r, t) = C1(t)Ψ1(r, t) + C2(t)Ψ2(r, t) (4.1)
The total Hamiltonian Hˆ is given by:
Hˆ = HˆE + HˆI (4.2)
The inclusion of the interaction Hamiltonian HˆI in addition to the standard atomic
Hamiltonian HˆE (as used in the time-dependent Schro¨dinger Equation) allows the
interaction of the electric and magnetic fields of the laser radiation with the atom
to be described in position and time. Since the most important contribution to
HˆI comes from the electric dipole moment (−eD)in the electric field (E0 cosωt)
the interaction Hamiltonian can be given by:
HˆI = eD.E0 cosωt (4.3)
By applying the total Hamiltonian (4.2) to the time-dependent wavefunction (4.1)
it can be shown [128] that the equations for the coefficients C1 and C2 can be given
by:
d2C1
dt2
= −iV cosωt exp(−iω0t)C2 (4.4)
d2C2
dt2
= −iV∗ cosωt exp(iω0t)C1 (4.5)
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Where V includes the matrix element X12 and the electric field E0. The matrix
element X12 includes the transition dipole moment.
V = eE0X12
~
(4.6)
To continue with derivations of the laser-atom interaction it is convenient to define
a density matrix ρ(t)
ρ(t) =
 ρii ρij
ρji ρjj
 (4.7)
Where the individual elements of the matrix are given by:
ρ11 = |C1|2
ρ22 = |C2|2
ρ12 = C1C
∗
2
ρ21 = C2C
∗
1
(4.8)
The diagonal terms in the density matrix are known as the population terms and
are related to the average population of the ground or excited state where Equation
4.9 is always true.
ρ11 + ρ22 = 1 (4.9)
The off-diagonal terms are complex and satisfy the relationship
ρ12 = ρ
∗
21 (4.10)
Chapter 4. Interferometric Measurements and Optical Bloch Simulations of
Photoelectron Emission from the HOPG surface 115
Differentiating the off-diagonal terms in (4.8) shows that the equations of motion
for the density matrix can be taken simply by using the equations of motion for
the coefficients:
dρ12
dt
= C1
(
dC∗2
dt
)
+ C∗2
(
dC1
dt
)
(4.11)
Substituting (4.4) and (4.5) into (4.8) gives:
dρ22
dt
= −dρ11
dt
= −i cosωt(V∗ exp(iω0t)ρ12 − V exp(−iω0t)ρ21)) (4.12)
dρ12
dt
=
(
dρ21
dt
)∗
= iV cosωt exp(−iω0t)(ρ11 − ρ22) (4.13)
Finally the rotating wave approximation can be made. Assuming that ω (laser
frequency) is close in magnitude to ω0 (transition frequency), it is assumed that
terms oscillating at a frequency of (ω0+ω) have a negligible effect compared to
those terms oscillating at (ω0-ω). By removing these rapidly oscillating terms
from (4.12) and (4.12) gives [128]:
dρ22
dt
= −dρ11
dt
= −1
2
iV ρ˜12 + 1
2
iV ρ˜21 (4.14)
dρ˜12
dt
=
(
dρ˜21
dt
)∗
=
1
2
iVρ11 − 1
2
iVρ22 + i(ω12 − ωl)ρ˜12 (4.15)
Equation 4.14 and Equation 4.15 are the basic Optical Bloch Equations. In this
case the substitution ρ˜12 = ρ12exp[−i(ω12 − ωl)t] has been made and the Rabi
frequency, V is given as before. The electric field, E(t) depends on the simulation
used i.e. single pulse, pump-probe and also on the pulse shape assumed. The
electric field used in these investigations for a single Gaussian pulse was E(t) =
E0exp(−t/tG)2 where tG = tp√2ln2 , tp is the FWHM of the pulse. The terms ωl and
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ω12 are the laser frequency and the transition frequency respectively ( previously
defined as ω and ω0 in the derivation).
4.4.3 A Numerical Solution to the Optical Bloch Equa-
tions
For a simple two level system as in (4.14) and (4.15) it is possible to solve the
equations using the substitution of trial solutions however a numerical method
was chosen instead so that changes such as the inclusion of damping terms or
nonlinearity could be made more easily. The four interdependent Optical Bloch
Equations can be written in a matrix form as shown in Equation 4.16.

0 0 i1
2
V −i1
2
V
0 0 −i1
2
V i1
2
V
i1
2
V −i1
2
V i(ω0 − ω) 0
−i1
2
V i1
2
V 0 −i(ω0 − ω)


ρ11
ρ22
ρ˜12
ρ˜21

=

dρ11
dt
dρ11
dt
dρ˜12
dt
dρ˜21
dt

(4.16)
Equation (4.16) can then be rearranged to give (Equation 4.17) with the condition
that ∆t is a very small change in time.

∆ρ11
∆ρ22
∆ρ˜12
∆ρ˜21

= ∆t

0 0 i1
2
V −i1
2
V
0 0 −i1
2
V i1
2
V
i1
2
V −i1
2
V i(ω0 − ω) 0
−i1
2
V i1
2
V 0 −i(ω0 − ω)


1
0
0
0

(4.17)
A matlab program was written whereby initial conditions could be entered for
the population and coherence terms. For a system in its ground state these are
ρ11 = 1, ρ22 = ρ˜12 = ρ˜21 = 0. The program then calculated the change in
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Figure 4.11: Rabi oscillations of population density of a two level system:
Time is given (x-axis) in units of 2piV where V is the Rabi frequency. Initial
conditions are ρ11 = 1, ρ22 = 0 i.e. the lower state is fully populated, upper
state is empty.
population density of the upper and lower states, ∆ρ22 and ∆ρ11 and change in
coherence terms, ∆ρ˜12 and ∆ρ˜21 which resulted in response to the laser interaction
over the small time step. The output values of ∆ρ11, ∆ρ22, ∆ρ˜12 and ∆ρ˜21 were
then added to the initial conditions before the next iteration. The program was
looped over time such that the process repeated itself outputting the calculated
values of ρ at each time step over a given range in t. These calculated values could
then be plotted as a function of time. Since V = eE(t)X12~ and E(t) is defined for
a Gaussian pulse as before the time dependence from the matrix comes from this
term.
By plotting the population terms ρ11 and ρ22 (Figure 4.11) as a function of time,
the time dependence of the population of the two states can be seen where one unit
on the x-axis corresponds to 2piVt. In the case of 4.11(a) there is no detuning and
the population can be seen to oscillate sinusoidally between the ground state and
excited state with a period of 2piVt. V is the Rabi frequency as has previously been
defined and the oscillations are known as Rabi Oscillations. In Figure 4.11(b) the
same plot has been made for a system with detuning factor (ω0−ω) of V2 resulting in
oscillations with a shorter period and a lower maximum population of the excited
state.
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4.4.4 The Pulse Area
The pulse area, Θ can be used to describe the state in which a system is left after
interaction with a laser pulse[12]. It is therefore an important parameter which
must be taken into account when modelling such laser-atom interactions. If a
pulse is at resonance with a system, It is defined in equation 4.18 where µ12 is the
dipole moment.
Θ =
∣∣∣∣µ12~
∫ +∞
−∞
E(t)dt
∣∣∣∣ (4.18)
Figure 4.12 has been calculated using the before mentioned matlab program. It
shows the response of a two level system to three pulses of different pulse areas
where in this case pulse area has been controlled by altering the FWHM of the
pulse (the temporal profile of the three pulses is shown in the top row). Since the
program is unit-less, an arbitrary value of E0 and µ12 have been chosen and the
time axis is measured in number of cycles (for 800 nm, one cycle would correspond
to 2.67 fs). It can be seen from Figure 4.12 that when Θ = pi, known as a “pi pulse”,
the laser pulse results in a total inversion of the population. The population terms
for the ground state and excited state are shown in red and blue respectively. For
the middle pulse shown in Fig. 4.12 where the pulse duration is 4 cycles, the ratio
of Θ/pi is almost 2. From the plot of the population terms it can be seen that such a
“2pi” pulse results in the population completing a full cycle, firstly a total inversion
and then back again to the initial values i.e. one “Rabi Flopping” oscillation. The
third plot shows an example of a longer pulse duration of 6 cycles. In this case,
since the pulse area is under 3pi the population terms oscillate twice, finishing just
below the initial values. Had the pulse area been equal to 3pi the population terms
would have returned to the original values. The same trend follows for higher
multiples of pi and 2pi with the total number of population oscillations increasing
with Θ.
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Figure 4.12: Time dependence of population for three different pulse areas.
There are no damping terms included
In terms of the Matlab simulation the pulse area plays an important role since it
can be used to match the program inputs to the experimental conditions. Measure-
ments of the laser intensity and pulse duration can be used along with estimates
of the dipole moment to calculate the pulse area. This pulse area can then be
checked to make sure that the simulation input values represent the experimental
conditions. It is important that a pi pulse or less is used so that the lifetime of
the excited state of interest can be measures i.e. that the population change is
caused by spontaneous rather than stimulated emission. In order for the effects of
spontaneous emission to be taken into account and incorporated into the Matlab
program it is necessary to include damping terms into the Optical Bloch Equations
[126].
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4.4.5 Damping Terms
Damping terms have been added to the Optical Bloch Equations following the
method used in references [12, 26, 28, 31, 34]. In this case the equations for a
simple two level system are given by Equation 4.19 and Equation 4.20.
dρ22
dt
= −dρ11
dt
= −1
2
iV ρ˜12 + 1
2
iV ρ˜21 − ρ22
T1
(4.19)
dρ˜12
dt
=
(
dρ˜21
dt
)∗
=
1
2
iVρ11 − 1
2
iVρ22 + i(ω12 − ωl − 1
T2
)ρ˜12 (4.20)
T1 is the energy (i.e. population) damping term which corresponds to the lifetime
of the excited state. T2 is known as the total dephasing time and is given by the
following:
1
T2
=
1
2T1
+
1
T ∗2
(4.21)
Where T ∗2 is the ”true dephasing” term [31] and accounts for the decay in coherence
of the system without any population decay [129] which occurs as a result of elastic
scattering. Whilst the elastic collisions by definition only affect the off-diagonal
density matrix elements by relaxing off diagonal matrix elements [130] and not the
state populations, spontaneous emission and ionisation affect both the population
of states and also the coherence.
The value of T2 or T
∗
2 could not be taken directly from any of the PES data from
the HOPG surface (In 2PPE experiments it is possible to measure T2 from the
intrinsic linewidth measurements, Γ as Γ = 2/T2). As suggested by Hertel et
al. for resonant and coherent transitions the assumption T2 = 2T1was made [31]
where T1 was the free parameter to be varied. Initially sensible estimates based
on previous lifetime measurements of similar states [29, 32, 94] of few to tens of
femtoseconds were used for the lifetime of the excited state, T1.
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Figure 4.13: One Pulse OBE Simulation: The population of the excited state
ρ22 as a result of one pulse is simulated for two different excited state lifetimes
T1. The pulse area, Θ = 0.02, and a pulse of 5 cycles (13 fs pulse for 800
nm) was used. The black line shows the normalised population term and the
red dashed line shows the normalised E-field temporal profile for comparison.
The x-axis is given in units corresponding to complete cycles with the arbitrary
value of 100 given to the peak of the E-field. For T1 = 2 the risetime (temporal
difference between the E-field peak and population peak) is 2.4 cycles and for
T1 = 20 this increases to 5.7 cycles.
Fig. 4.13 shows the population of the upper state of a two-level system in response
to one laser pulse as a function of time. The affect of the parameter T1 can be
seen by comparison between the two plots of T1 = 2 and T1 = 20. Figure 4.14
shows a model of the same population term as a function of pump-probe delay
between two equal pulses in an IAC experiment. To model the Interferomeric
Autocorrelation measurements i.e. the excited state population as a function of
pump-probe delay, the matlab program was modified to calculate the population
terms as in Figure 4.13 but this time as a function of the combined E-feld of the
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Figure 4.14: Lifetime Dependence of Interferometric Autocorrelation Model:
The same parameters were used as in Figure 4.13 however for an Interferometric
Autocorrelation experiment. In this case the x-axis corresponds to the time
delay between the two pulses and is given in units of number of cycles.
two pulses. The program was then put inside an external loop to iterate over the
pump-probe delay τ and the total population term (integrated over time t) at each
delay was plotted as in Figure 4.14.
4.4.6 A Two-Level OBE Model of a Multi-Level System
In order to model the IAC measurements at the HOPG surface it was necessary
to incorporate the high orders of non-linearity measured into the Optical Bloch
Equations. This was achieved by describing the multi-level transitions involved
in a multiphoton process as a two level system. The method was based on that
first proposed by Diels [12, 131]. The multi-level system was described as having a
total number of levels = n+1, where the lowest level is |0 > and the highest |n >
i.e. n is the nonlinearity (number of photons) of the excitation process. The rates
of changes in populations of the initial (ρ00) and final (ρnn) states could then be
calculated in the same manner as before for the standard 2-level OBE model, this
time however using the modified differential equations Equation 4.22 and Equation
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4.23. The off-diagonal matrix elements (ρ0n) once again described the coherence
of the system.
˙˜ρ0n = i(∆0n) + iκnε˜
n(ρnn − ρ00)− ρnn
T2
(4.22)
ρ˙nn − ρ˙00 = 2κn [ε˜n∗ρ˜0n + ε˜nρ˜∗0n]−
ρnn
T1
(4.23)
The term κnε˜
n in Equation 4.22 is the generalised Rabi frequency (given as V
in previous equations) for the multiphoton transition and is proportional to the
electric field raised to the nth power. The scale factor κn is proportional to the
product of all intermediate dipole moments of the multilevel transition[12, 131].
For the case of this work it was assumed that the dipole moments were all equal
as as with the simpler model a sensible estimate was made and checked using the
pulse area. The electric field was again be described by ε(t) = ε0exp(−t/tG)2 for
a single pulse and by ε˜(t) = ε(t)+ ε(t− τ)e−iωτ for interferometric measurements.
∆0n is the detuning of the final state.
Damping terms can be included as previously described (page 120) and are shown
in Equation 4.22 and Equation 4.23 where T1 is the finite relaxation time of the
excited final state and T2 the total dephasing rate (incorporating T
∗
2 is the ‘pure
dephasing’ time which describes the decay in coherence of the system by elastic
scattering processes [128]).
The coupled differential equations could be solved numerically as before, using the
Matlab program. Depending on the description of the E-field used the population
or coherence terms could be calculated either as a function of time for a single
pulse, or in order to model the IAC measurements, as a function of pump-probe
delay between two pulses.
Figure 4.15 shows the population of the nth state in responce to a single pulse
as a function of time (in number of cycles) for three different nonlinearities. A
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Figure 4.15: One Pulse Simulation Examining the Effect of Nonlinearity on
Population of the Excited Final State: The plots show the population of the
nth state as a function of time for three different multiphoton transitions, a one
photon, five photon and 10 photon excitation respectively. The pulse duration
modelled has a FWHM of 5 cycles and the lifetime of the excited state T1 was
set as 2 cycles. The red dotted line shows the envelope of the effective E-field
in each case (i.e. ε˜n) which has been centred at an arbitrary value in time of
100 cycles.
resonant transition has been assumed (no detuning factor) and a lifetime of the
excited state, T1 = 2 cycles used. The short lifetime was chosen simply to make
the axis more convenient. Measurements from the plots show that the time taken
for the population to reach its maximum, the “risetime” decreases with increasing
nonlinearity from 2.4 cycles for n=1 to 0.5 cycles for n=5 and 0.2 cycles for n=10.
ε˜n is also plotted in the figures, shown by the red dashed lines. For the nonlinear
picture the pulse area can still be described by the integral over time of the tran-
sition rate (the generalised Rabi frequency) Since the Rabi frequency is given by
κnε˜
n, the equation for pulse area becomes Θn =
∣∣∣∫ +∞−∞ κnε˜ndt∣∣∣ [12].
The effect of nonlinearity, n on the autocorrelation shape can clearly be seen in
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Figure 4.16: Interferometric Autocorrelation Simulation: Nonlinearity de-
pendence. Equation 4.22 and Equation 4.23 have been solved for two identical
laser pulses (FWHM 5 cycles) and the resulting population of the nth state is
shown as a function of pump-probe delay for four different nonlinearities. The
lifetime of the nth state was T1 = 20cycles and the detuning = 0
Figure 4.16. With increasing nonlinearity the FWHM of the envelope of the IAC
decreases as do the width of the constructive fringes themselves. The number of
actual fringes visible also decreases. For the 1st order process, sub peaks are visible
at the extreme tails of the IAC (these are more clearly seen in Figure 4.14 for the
case of T1 = 2 cycles). These were also reported by Ogawa et al. and are shown
in Figure 4.10 (c). They can be attributed to nonlinear polarisation terms as in
the case of second harmonic generation at a surface. The sub-peaks also appear
at nl=2 but then evolve with increasing nonlinearity to the sub peaks shown in
Figure 4.16 (b) for nl = 5. For higher nonlinear orders of nl = 7 and above, the
sub peaks are no longer visible as shown in Figure 4.16 (c) for nl = 10 and (d) for
nl = 20. A simple comparison with the experimental data e.g. Figure 4.4 shows
that whilst the highest KE photoelectrons have an IAC fingerprint similar to that
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of the high order nl simulations Figure 4.16 (b)-(d), the lower KE features behave
more as one would expect of a single photon transition such as those shown in
Figure 4.14.
The detuning factor of the upper level [12] is defined as ∆n = ω0n−nωl. For all the
examples shown in this section detuning has been set to zero i.e. the multiphoton
transition has been assumed to be resonant.
Different values of the detuning parameter have been tested and it has been found
that for the most part the value of the detuning parameter does not effect the rise-
time of the population term (the rise-time can observed using a one-pulse model)
and so also has no effect on the IAC 2-pulse model. The overall population yield
however does decrease as the detuning is increased. The exception to this was
at low nonlinearities when a significantly large detuning factor was chosen such
as 100× Rabi frequency. At such values the population was found to follow the
temporal profile of the pulse as observed by Hertel et al. for non-resonant transi-
tions. If the program were improved to include a full description of multiphoton
transition matrix elements as demonstrated by Georges et al. for a 4-level sys-
tem [127] then detuning effects could be investigated in more detail however for
such high-order processes the calculations required are considerably beyond the
scope of this thesis. In the simulations made by Georges et al. the IAC shape
looks different for non-resonant transitions as compared to resonant transitions.
For the non-resonant case, oscillations are observed at long delays outside of the
main envelope of the IAC that are not seen in their resonant model and which are
not seen experimentally in the HOPG data for the ‘fast electrons’ (oscillations are
observed at longer delays for the lower KE electrons of 1 eV).
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4.5 Comparison between Experimental Data and
Simulations
4.5.1 Modelling the Interferometiric Autocorrelation of High
Kinetic Energy Photoelectrons Generated at the HOPG
Surface using 13 fs Infra Red Pulses
As has been discussed in Chapter 3, high kinetic energy (peak at ∼26 eV) pho-
toelectrons produced at the HOPG surface by p-polarised 13fs IR laser pulses are
believed to have been excited by a high-order multiphoton mechanism. Interfero-
metric autocorrelation measurements of the photoemission have been reported in
this chapter and since no competing excitation processes or saturation effects are
believed to be present it is possible to simulate these time-dependent measure-
ments using the Optical Bloch Equations.
Using Equation 4.22 and Equation 4.23 the IAC taken from the ‘fast’ electron
signal (peak 26 eV) have been modelled. The number of photons involved in the
excitation mechanism (i.e. the nonlinearity, n) have been extracted from intensity
dependence measurements using the method previously described in Chapter 3.
Previously, the average value of nonlinearity for each feature in the photoelectron
spectrum was measured by plotting the integrated yield over the whole feature
against the laser intensity. In fact it can be shown that if smaller sections are taken
from within one feature of the photoelectron spectra, the nonlinearity will vary
across the feature, increasing with increasing kinetic energy of the photoelectrons.
Fig. 4.17 shows the photoelectron spectra taken at three different laser intensities.
Two extreme sections of the ‘fast electron’ feature are highlighted with kinetic
energy ranges of 20-25 eV and 40-45 eV. The nonlinearity measurements for each
section are shown below and yield a value of n = 17 and n = 23 respectively (The
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Figure 4.17: Extraction of Nonlinearity from Experimental Data: Two sec-
tions have been chosen from the high kinetic energy peak in the photoelectron
spectrum with kinetic energy ranges of 20-25 eV and 40-45 eV. The log of the in-
tegrated electron yield over each section was plotted against the log of the laser
intensity to measure the order of nonlinearity. These values were measured as
n=17 and n=23 respectively.
averaged value of nonlinearity previously calculated over the entire fast electron
peak was 22). Based on the residuals of the linear fit an error of 20% is calculated
for the order of nonlinearity.
These values of n=17 and n=23 were fed into Equation 4.22 and Equation 4.23
resulting in the plots shown in Figure 4.18 (a). To compare the results from the
simulation with experimental data, integrated electron yields from the data are
presented over the same chosen KE ranges of 20-25 eV and 40-45 eV showing the
corresponding ‘slice’ of the experimental autocorrelation Figure 4.18 (b). A spline
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Figure 4.18: A Comparison Between Interferometric Autocorrelation Mea-
surements and Corresponding Simulations made using the Optical Bloch Equa-
tions: (a) Simulations of the IAC for photoelectrons of energies 20-25 eV (blue)
and 40-45 eV (red) where the nonlinearity value used in the model has been
extracted from experimental data as shown in Figure 4.17. (b) Experimental
measurements: the photoelectron yield integrated over the same energy ranges
as in (a), plotted as a function of pump-probe delay
fit of the experimental data has been added to the plot to aid comparison between
the two.
From Figure 4.18 it can be seen that the differences between the two experimental
autocorrelation traces are reproduced well by the two simulations, where only the
value of nonlinearity has been changed. It is clear that the shape of the autocorre-
lation trace is dependent on the number of photons involved in the excitation. For
both the experimental data and the simulation the FWHM of the IAC envelope is
seen to decrease for higher photoelectron kinetic energies (i.e. a higher nonlinear
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order). The interference fringes themselves can also be seen to become narrower
with increasing nonlinearity.
The autocorrelation trace taken from the experimental data has a slightly asym-
metrical shape. This is thought to be due to laser instabilities and the subsequent
temporal broadening of the pulse throughout the experiment. The simulated in-
terference fringes also appear narrower than their experimental counterparts. This
can be due in part to the limited resolution of the delay times as the central fringe,
where smaller steps in delay time were taken appears much sharper. Unfortunately
improvements in the resolution that could have been made by using smaller step
sizes would have been at the expense of a longer experimental time and therefore
more laser drift.
The FWHM of the IAC envelope is also smaller in the simulation than for the
experimental data. Since the model assumes a multiphoton excitation process, any
such differences could indicate the presence of other excitation mechanisms (i.e.
tunnel ionisation). The broadening of the experimental data however should not be
affected by the transport of the excited electrons through the material since at the
energies observed, the mean free path of an electron is only a few angstroms and
so the electrons recorded must originate from the top layer of graphite. Dispersion
of the ultrashort pulses due to the airpath and optical components were fully
accounted for in the FROG measurements so the greater FWHM of the envelope
in the experimental case is unlikely to be due to an under-estimate of the pulse
duration.
For the purpose of the simulations shown in Figure 4.18 the value of the scale
factor, κ was chosen so that Θ =
∫
κnε˜
ndt pi. For such values of Θ there will be
no population saturation or Rabi flopping. The initial estimates for the damping
parameters were chosen, based on previous measurements of excited states in
graphite [29, 32, 94], as T1 = 20fs for the lifetime of the excited state and the
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relationship T2 = 2T1 [31] as before. Other values of T1 were also tested ranging
from sub-cycle timescales up to 52 fs (20 cycles). In fact it was found that at these
high orders of nonlinearity the shape of the IAC became only very weakly if not
at all sensitive to the decay terms. This observation can be explained by the fact
that for highly nonlinear orders the probability of exciting the electron to the nth
state vanishes extremely rapidly once the two pulses are not directly overlapped in
time. The shape of the autocorrelation will therefore depend much more strongly
on this probability of excitation than on the relaxation properties of the excited
state.
4.5.2 An OBE Simulation of IR Pump-XUV Probe Exper-
iment at the HOPG Surface
The OBE’s have also been used to provide further understanding of the IR-XUV
pump-probe experiments made at the HOPG surface (page 107). The experimental
data revealed that the generation of photoelectrons across the entire energy range
of the photoelectron spectrum was enhanced around the zero delay point where
the two pulses overlapped in time.
Since there is no photoelectron signal produced by the IR pulse alone, any excited
state populated by the IR pulse must lie below the vacuum level. Xu et al. [32]
studied the lifetime of such conduction band states in graphite. They reported that
the lifetime of the conduction band state followed a linear inverse relationship with
the energy of the state. Figure 4.19 shows their data where the x-axis gives the
energy above the Fermi level and the y-axis shows the lifetime in femtoseconds.
Estimates for the lifetimes of states that could be excited by the IR pump pulse
were taken from Figure 4.19 and were used as the free parameter T1 in the Matlab
program to solve the OBE’s for a single pulse. It was assumed that the probe
(XUV) pulse excited the electron simply from the conduction band state of interest
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Figure 4.19: Lifetime of Conduction Band States in HOPG vs. Energy above
the Fermi Level taken from [32].
to the detector (as in the work by Hertel et al. [31]) so the simulation of the
population term resulting from the pump pulse alone represents the photoelectrons
observed. As in the previous simulations presented in this chapter the conditions
Θ pi and T2 = 2T1 were used.
Assuming that the initial state for electrons is the pi band 2-3 eV below the Fermi
level where the density of states is known to be greatest [82] it is most likely that
a 2-photon or 3-photon process would be responsible for the excitation since a
single photon transition would not give the electron sufficient energy with which
to overcome the Fermi level. Also, if the work of Xu et al. [32] is correct then a
higher final energy is more likely to lead to the relatively short FWHM of ∼30 fs
observed experimentally (taken as a rough value from the experimental points in
Figure 4.20). For a 3-photon excitation the total photon energy is 3×1.55 = 4.65,
if the initial state was 3 eV below the Fermi level this gives E −EF = 1.65 which
corresponds to a state with a 20 fs lifetime [32]. Figure 4.20 shows the experimental
data points along with three separate examples of the OBE simulation using input
parameters of 20 fs for the lifetime of the excited state, and the nonlinearity equal
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Figure 4.20: Comparison Between Experimental Data for IR pump-XUV
probe Measurements and Simulations Made Using the Optical Bloch Equations:
Experimental data is shown as black crosses and the simulation by coloured
lines. The lifetime of the excited surface state was estimated as 20fs and the
number of photons required to excite it varied between 1 (blue), 2 (green) and
3 (red).
to 1, 2 and 3.
It can be seen from Figure 4.20 that the simulations do not show a great correlation
with the shape of the experimental data however the peak yield of the experimental
data lies within the range of peak positions predicted by the three simulations
and the FWHM predicted using the OBE’s is also comparable to that measured
experimentally. The short rise-time of <5 fs predicted by the OBE simulations
however is not observed in the experimental data which shows a more symmetrical
shape. If the laser drift background was not strictly linear as assumed it is possible
that the removal of the background could result in such a distortion of the rising
slope of the pump-probe trace. Unfortunately as the intensity of the laser was not
recorded during experiments this cannot be confirmed.
By varying the input parameters of the simulation it could be seen that the rise
time increased with increasing lifetime T1 of the excited state but decreased with
increasing nonlinearity. The FWHM of the population peak, i.e. the tail of the
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peak, was found to increase with T1 and also with increasing nonlinearity. Whilst
the longer rise-time shown for the first order excitation (blue line in Figure 4.20)
is more representative of that observed experimentally Xu et al. predict longer
lifetimes (up to 80 fs) for conduction band states just above the Fermi level. It
is clear from the experimental data that the surface state excited could not have
such a long lifetime. It is therefore possible to predict that a 2-photon or 3-photon
process excites the state.
4.6 Summary and Discussion
4.6.1 Summary: Interferometric Autocorrelation Measure-
ments of the Photoelectron Emission Generated at
the HOPG surface by 13 fs IR pulses
Interferometric Autocorrelation measurements of the photoemission signal gener-
ated from the HOPG surface by two equal 13 fs IR pulses have been presented.
The shape of the autocorrelation has been shown to vary significantly across differ-
ent kinetic energies taken from the photoelectron spectrum. For p-polarised light
the Optical Bloch Equations have successfully been used to model the autocorre-
lation fingerprint. Using OBE’s modified for multiphoton transitions and taking
estimates of the nonlinearity from intensity dependence measurements (Chapter 3)
the simulation was found to match well with the experimental data and changes in
the envelope shape and fringe linewidth of the IAC that occurred with increasing
electron kinetic energy were reproduced by the simulation. The good fit between
the experiment and the simulation proves that for the case of p-polarised light,
a multiphoton mechanism can be used adequately to explain the fast electrons
observed.
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For the case of s-polarised light the multiphoton mechanism did not match up (i.e.
kinetic energies observed did not match the nonlinearities measured) and so it is
thought that competing excitation processes are present, whether these competing
processes are thermal or tunnelling in nature they can not be accounted for using
this OBE model.
The OBE simulation itself showed that a relatively simple two level system could
be used to describe a resonant multiphoton transition, even at extremely high
nonlinearities. At such high nonlinearities it was found that the shape of the
interferometric autocorrelation relied almost exclusively on the number of photons
involved in the excitation process with very little effect from the lifetime of the
excited state or detuning of the system.
4.6.2 Summary: IR Pump-XUV Probe of the HOPG Sur-
face
An IR-XUV pump-probe experiment has shown that 7 fs IR pulses of low inten-
sities < 1 × 1010 W/cm2 incident on the HOPG surface can be used to excite
low-lying conduction band states i.e. below the vacuum level. The lifetime of
the excited state has been probed using XUV pulse trains. The Optical Bloch
Equations have been used to simulate the population of the excited surface state
as a function of time.
Qualitatively the experimental data shows some resemblance to the electron yield
predicted by the OBE’s however the sharp rise-time expected in the yield is not
reproduced in the data. It is possible that background removal from the data could
contribute to such differences. If the results could be repeated it would be bene-
ficial to record the laser intensity at each photoelectron measurement throughout
the experiment so that any background drift could be corrected for more accu-
rately. A feedback system using electronically controlled mirror mounts to correct
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for the drift is also planned. Of course, it is also possible that the symmetrical
shape could be due to an excitation process that cannot be accounted for by the
OBE Model.
As the first experiment for the XUV-IR beamline, several experimental difficulties
had to be overcome to obtain data, the most notable being interference between the
pump and probe pulses in the HHG gas jet. Despite improvements made however
there is still plenty of scope for improvement for future work. Most importantly for
successful IR-XUV experiments the issue of low signal intensity must be improved
upon. One way in which this could be improved significantly with minimal effort
would be to install a bigger toroidal mirror as this accounted for a 90% loss of
IR intensity. The improvement in IR pump signal could also mean that a greater
proportion of the initial IR pulse could be used for harmonic generation thereby
increasing both pump and probe. Unfortunately such changes were not possible
during the beam-time scheduled for these experiments. Whilst the collaboration
between the two institutions has now come to an end the XUV-IR experiments
have given valuable experience to both sides regarding attosecond measurements
at surfaces. Imperial College are now drawing on the experience to create their
own surface science chamber to be used with the beamline reported in this chapter
and at NPRL in Birmingham there is now a new laser capable of producing pulses
of a few cycle duration (once a hollow fibre apparatus has been installed), which
could ultimately be used to provide attosecond pulses using a pre-existing HHG
beam line.
Chapter 5
Velocity Map Imaging at the
HOPG Surface
5.1 Introduction
Velocity Map Imaging (VMI) is a technique primarily used in gas phase chem-
istry to study the energy released when molecular bonds are broken as a result
of laser excitation. The method is an extension of the standard time-of-flight
technique with the key difference being the ability to measure the component of
initial velocity perpendicular to the central axis of the detector. The principle is
summarised in Figure 5.1 where it can be seen that the displacement, x measured
using an imaging MCP (Multichannel Plate) detector is given by the product of
the velocity component and the time of flight. A key technique in modern VMI
measurements is the ability to sample the velocity distributions of ionised parti-
cles in such a way that all ions/electrons generated with the same initial velocity
vector will be imaged at the same point on an imaging MCP detector.
In this chapter a new design of a velocity mapping instrument is tested whereby
the imaging technique has been applied for the first time to the authors best
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Figure 5.1: A Schematic Diagram to Show the Principle of Velocity Map
Imaging: An MCP detector records the position, x of an electron or ion which
is determined by the product of the component of velocity perpendicular to the
drift tube axis and the time of flight (labelled ToF).
knowledge, to study ions and electrons generated by laser/surface interactions.
Angularly resolved photoelectron emission measurements from the HOPG sur-
face are presented and comparisons made where possible to the earlier work from
Chapter 3 and Chapter 4.
5.2 Background
5.2.1 Ion Imaging and Velocity Map Imaging
Ion imaging apparatus was first demonstrated by Chandler and Houston in 1987
[132] who investigated the photodissociation of methyl iodide CH3I using a crossed
beam set-up, showing that it was possible to measure directly the angular distribu-
tion of the ions created. Ions were accelerated by an extractor consisting of a pair
of grids and imaged using a microchannel plate (MCP) and phosphor screen (Fig.
5.2). A CCD camera could then be used to record this two-dimensional projection
of the three-dimensional velocity distribution of the “ion cloud”[132]. The main
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Figure 5.2: Schematic diagram of ion imaging apparatus used by Chandler
and Houston (1987) to study the photo-dissociation of methyl iodide. Figure
taken from [133].
drawback of this type of apparatus is that the image recorded is a convolution
of both the angular distribution and the spatial distribution of the ions i.e. the
angular resolution is limited by the range in initial positions from which the ions
are created.
Eppink and Parker (1997) solved the issue of resolution by replacing the extractor
grid with electrostatic lenses [134]. This technique, known as “velocity map imag-
ing” (VMI) allows for all particles produced with the same initial velocity vector
to be mapped onto one single point on the detector irrespective of their initial
positions in the interaction.
5.2.2 Image Analysis Methods
In the traditional case of gas phase experiments such as photodissociation or pho-
toionisation an excitation event will lead to the production of two fragments which,
in the centre of mass frame, will fly in opposite directions with equal momentum.
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Over time, if the event is repeated many times, the fragments will form a spherical
distribution in velocity space. This distribution is known as a Newton sphere.
In VMI experiments it is common to explain results using the term Total Kinetic
Energy Release (TKER), defined as the total excess energy left over after subtract-
ing the internal energy of the products created. In photoionisation experiments
the photoelectron will get all the TKER as its mass is so much smaller than that
of the resulting ion however for dissociation of a symmetrical molecule such as O2
the TKER would be shared equally between the two oxygen atoms. Since ionisa-
tion or dissociation products with a lighter mass will therefore have more velocity
their newton sphere will have a larger radius as compared to a product with a
greater mass. The recorded image seen on an MCP detector is a two dimensional
projection of this three dimensional distribution so the objects with higher kinetic
energy will be observed nearer the outer edges of an MCP detector. The polari-
sation of the laser used to initiate the process of interest will also have an effect
on the resulting image since molecules will align themselves along the polarisation
axis leading to an an-isotropic pattern.
One way to deconstruct the Newton sphere is using an Abel transformation which
extracts the information from the 2D image that has been crushed from the original
3D projection [135]. It works by taking a function of x and converting it into polar
co-ordinates using Fourier transform convolution theorem [133]. Collecting data
from the entire Newton sphere creates a large amount of data and therefore gives a
higher signal to noise ratio and better resolution than other methods. A standard
inverse Abel transformation can only be used however if the image is azimuthally
symmetric (i.e. has a cylindrical symmetry about an axis that is parallel to the
face of the detector).
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5.2.3 The Slicing Technique
Another method of image analysis is known as “slicing” and can be used when
the Abel transformation is not valid. When an event occurs and a Newton sphere
is created, a delayed electric field pulse or constant low acceleration voltage can
allow the sphere to expand before being projected onto an MCP [136]. A detector
can then be gated to select only a narrow slice of the ion packet that is of interest
[137] (In gas experiments the central part of the Newton sphere is usually selected).
[138, 139]. There are some disadvantages to the slicing method; increasing the time
delay causes peaks to broaden. As intended this allows slices to be made more
easily up to a point however too much broadening can lead to overlap of close
features eg. different isotopes. Even when there is only one isotope present then
too much broadening can still be a disadvantage since it can it lead to distortion
effects that occur when the ion cloud gets to be the same size as ion optics [139].
5.3 The Velocity Map Imaging Experimental Set-
Up
5.3.1 The Laser System: Spitfire Regenerative Amplifier
An overview of the laser system used in these experiments, based around a Spectra
Physics Spitfire Regenerative Amplifier is shown in Figure 5.3. The purpose of the
Spitfire laser cavity is to amplify the 80 femtosecond, 300 mW pulses generated by
the Spectra Physics Tsunami, a mode locked Ti:Sapphire oscillator. The pulses
produced by the Spitfire can have energies of up to 1 W and a minimum pulse
duration of 100 fs.
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Figure 5.3: A Schematic Overview of the Spitfire Laser System
The amplification process is chirped pulse amplification (CPA) as described pre-
viously Chapter 3 (page 48). In the case of the Spitfire, the seed pulses from the
Tsunami are stretched by a grating/mirror combination and then propagate the
cavity. A synchronisation and delay generator (SDGII) is used to select which
pulses propagate. After being selected the pulses will follow multiple passes
through the Ti:Sapphire amplifier pumped by 25 W, 527 nm pulses from the
Q-switched Nd:YLF Merlin laser. Before leaving the Spitfire cavity the amplified
pulses are re-compressed by a second grating/mirror combination.
5.3.2 The Experimental Beamline
The experimental beamline is shown in Figure 5.4 is that used for pump-probe
experiments at the surface. Pulses from the laser table are directed through a
Mach-Zehnder interferometer as shown. They are split by the beamsplitter and
then one pulse is delayed with respect to the other by increasing and decreasing
the path length it follows using a retro-reflector mounted on a motorised stage
that could be controlled by a LabView program. For single pulse experiments the
same layout was used but with only one arm of the interferometer being used. It
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Figure 5.4: Schematic Diagram of the Beamline Set-Up for Pump-Probe
Experiments at the Surface: A Mach-Zehnder Interferometer splits the output
pulse from the laser table into two using beam splitter BS so that one pulse may
be delayed with respect to the other by movement of the retro-reflector, RR
mounted on a motorised stage. Light from both arms of the interferometer are
focused by lens, L and re-combined at the focus on the surface in a non-collinear
arrangement. Neutral density filters (ND) are used for energy attenuation of the
pulses and a flipper mirror, FM can be flipped down to give a different beam path
so that the pulse duration can be measured by SHG intensity autocorrelation.
was also possible (not shown in Fig. 5.4) to direct laser light through the ports
lying at 90◦ angles to the axis of the VMI. Such alignment was not used in surface
experiments but was used for initial testing in the gas phase. A thin convex lens
is used to focus the two light paths onto the surface where they are re-combined
(unlike the experiments of Chapter 3 and Chapter 4 the ∼130 fs pulses do not have
such a large bandwidth so dispersion effects are less of an issue). Laser attenuation
is achieved using neutral density filters. A flipper mirror allows the beam paths
to be changed so that the focus lies on the surface of an SHG crystal forming
an SHG intensity autocorrelator that can be used to measure the pulse duration.
The process has been described in more detail in the theory section on page 41,
where Figure 2.17 shows an example of a measurement taken of the 130 fs pulses
described in this section.
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Figure 5.5: A Scaled Diagram of the Velocity Map Imaging Detector. Figure
adapted from [140]
5.3.3 VMI Detector
The detector used in these experiments was purposely designed by Dr. Andrey
Kaplan and built by Stefan Kaesdorf, a one-man company specialising in custom-
made designs. A scaled diagram of the detector is shown in Figure 5.5. To the
authors best knowledge this is the first VMI detector designed to measure pho-
toelectrons and ions emitted from a surface. For Velocity Map Imaging of ions a
vacuum of less than 10−5 mbar is required [135] otherwise extra collisions would
disturb the path of the ions. The equipment descried in this thesis has been de-
signed to work with surfaces and therefore operates in UHV and throughout the
experiments presented in this chapter was mantained at a vacuum of 10−9 mbar.
Compared to a standard gas phase VMI Detector the electrostatic lenses are sig-
nificantly smaller [140]. This is due to the fact that when the laser is focussed on
a spot at the surface the interaction area is much more localised than in the gas
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phase case and therefore the detector does not need to be designed to accommodate
such a large acceptance range.
The sample can be grounded or a potential applied if desired giving an increased
flexibility for the type of experiment that can be carried out. The entrance aperture
acts to select the ions/electrons that may enter the detector. The geometry of the
aperture diameter and its separation from the sample allows only electrons/ions
from the surface to enter the detector. A potential can also be applied to the
entrance aperture to attract particles however care should be taken with electrons
as a large potential will affect the resolution of measurements.
Lens 1 and lens 2 are used to guide the charged particles through the detector
and to reduce any astigmatism of the entrance optics. Such astigmatism takes the
form of a curvature of the image plane which means that only part of the velocity
distribution is imaged at the flat plane of the detector. Lens 1 and 2 can thus
be used to reduce this curvature to the image plane generated by the entrance
aperture since they are concentric with the aperture lens. Along with the other
components to which the other potentials are applied, the lenses can be used to
determine the mode of operation of the detector.
Imaging of the collected particles is achieved by a Micro-Channel Plate (MCP)
which lies on a floating linear potential. Part of this, the base potential is present
constantly throughout operation and the other part, the gate voltage is applied
as required and is used to control the temporal window over which the MCP can
“see” the electrons/ions i.e. for slicing measurements. A phosphor screen converts
the multiplied electron counts into photons which are then observed using a CCD
camera.
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Figure 5.6: Velocity Resolution Mode: Simulation of 1 eV photoelectrons
emitted from the HOPG surface when imaged in velocity map imaging mode
(VMI). One grid unit (visible as squares in the zoomed view) is set as 250 µm
so that the distribution of initial points corresponds to the diameter of the spot
size of the laser on the surface.
5.3.3.1 SIMION Simulations of the Paths taken by Electrons in The
VMI Detector due to Different Electrostatic Potentials Applied
A unique feature of this VMI detector, made possible by the chosen configuration of
electrostatic lenses is that it can be operated in two different modes. By altering
the potentials applied to the lenses it is possible to alternate between velocity
resolution and spatial resolution. These two modes are shown in Figures 5.6 and
5.7.
For velocity map imaging, the voltages applied to the electrostatic lenses are chosen
carefully to ensure that all ions/electrons which have the same velocity vector when
leaving the surface will be projected onto the same point on the MCP irrespective
of their initial position on the surface. A SIMION simulation of this mode is
shown in Figure 5.6 where photoelectrons have been modelled for three different
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Figure 5.7: Spatial Resolution Mode: Simulation of 1 eV photoelectrons
emitted from the HOPG surface when working in the “microscope mode”
starting positions within 0.5 mm of each other on the sample and for three different
emission angles of -15, 0 and +15 degrees at each starting point. It can be seen
that the end position on the MCP is determined by the velocity vector and not
by the starting position on the surface. In “Microscope Mode” as shown in Fig.
5.7 the opposite is true and the position on the MCP is a linear magnification of
that on the surface.
5.3.3.2 Time Gating of the VMI Detector
As discussed on page 140, it is not possible to implement an Abel transform
for surface experiments [135] it is therefore necessary to select the part of the
photoelectron/ion spectrum of interest by its time of flight i.e. to use a slicing
technique. It is well known that the time resolution of a VMI experiment is
limited by the lifetime of the phosphorus screen to typical values of about 60 ns
[141]. In the case of this detector, initial tests have shown the best resolution
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to be 90 ns. A simulation was constructed using typical VMI-mode potentials
to examine groups of photoelectron with different kinetic energies. Taking the 3
features of the PES measurements from HOPG reported in Chapter 3 which had
respective kinetic energies of 1 eV, 6 eV and 30 eV it was predicted that their
time of flight would be equal to 23.6 ns, 22.6 ns and 20.6 ns. This lies significantly
below the resolution of the detector. Ions on the other hand were separated on a
µs timescales so could be easily resolved.
5.4 VMI Measurements at the HOPG Surface
5.4.1 Intensity Autocorrelation Measurements in Velocity
Mapping and Microscope Imaging Modes
Using the experimental beamline shown in Fig. 5.4 the photoelectrons generated
at the HOPG surface using 130 fs 800 nm pulses were measured. Figure 5.8 (a)
and (b) shows the raw data taken from the MCP at a set pump-probe delay using
a laser intensity of 5.5 × 1011W/cm2 for velocity mapping and microscope mode
respectively.
SIMION simulations have been made to analyse the velocity mapping data which
is of main interest. The distance in pixels measured on the MCP detector has been
converted into angle in degrees where 0◦, the emission normal from the surface has
been defined as the point of maximum signal on the MCP.
According to the principle of operation of the the VMI, particles with no transverse
component of momentum will be recorded at the centre of the MCP screen. This
can be seen in figure 5.6. Thus, the central area spot can be taken to correspond to
to the emission of electrons normal to the surface. Unfortunately, it is not possible
to use the microscope mode measurements to calibrate the VMI measurements
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Figure 5.8: . Comparison of Photoemission Signal from the HOPG Surface
using two Different sets of Potentials: (a) Raw data for velocity resolved mode
(b) Raw data for spatial resolution mode. The laser was incident at a 45 degree
angle to the surface as shown in figures 5.5 and 5.4.
since the microscope mode measurements give positional information only and
the VMI measurements give velocity information only. However, the fact that the
maximum electron signal in the VMI measurements is a peak in roughly the centre
of the screen is highly indicative of a maximum at normal emission angles. In the
corresponding simulation shown in figure 5.6 it can be seen that no matter where
on the surface the electrons originate from, those emitted normal to the surface
will appear central on the MCP screen. Note that this is despite the fact that
the laser spot was not in the centre of the “view” of the detector, as shown in
the microscope mode image of figure 5.8(b). It is worth noting that, according to
the simulations, if the maximum angle of emission was for example 5 degrees in a
particular direction with relation to the graphite lattice then this would lead in a
shift of the image on the MCP in a particular direction, however if the preferred
angle of emission were symmetrical i.e. 5 degrees in every direction, this would
lead to a cone of photoelectron emission that would appear as a doughnut shape
on the MCP. For the purpose of analysing these experiments a central maximum in
electron emission has been assumed to correspond to electrons emitted normal to
the surface. Clearly for a more accurate analysis it would be desirable to calibrate
the signal using a sample with known emission properties however during the time
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available this was not possible.
In Figure 5.9 slices have been taken across the horizontal and vertical axis of the
MCP through the point of maximum signal and the distance along the detector
from the maximum converted into angle. These slices or cross-sections (not to
be confused with the “slicing” technique in time) have been plotted as a function
of pump-probe delay. Figure 5.9 (a) shows a 3D plot of the slices taken across
the horizontal axis, this is shown again from above in (d). Plot (b) shows the
total integrated signal as a function of delay and (c) shows the same information
as (a) and (d) but for for slices made across the vertical axis. From this data is
can be seen that the overwhelming majority of photoelectrons emitted from the
HOPG surface leave the surface over a range of emission angles spanning a total
40 degrees. If the assumption is correct that the maximum signal corresponds to
those photoelectrons emitted normal to the surface then this would correspond
to photoelectrons emitted at angles of 20 degrees to the normal or less in either
direction. Electrons emitted normal to the surface will correspond to those excited
at the Γ point [142]. This would agree well with the Γ point transitions described
in Chapter 3 to describe the photoelectron features presented in that chapter.
Transitions from the M point may also be present and would fall within an emission
angle of 20◦ [142]. At the higher laser intensities generated when the two pulses
overlap in time, the angle at which electrons are emitted is seen to increase to
values of up to 40◦ from the supposed normal emission angle. This broadening is
likely to be caused by thermal effects or secondary electrons.
For interest, Figure 5.9 (c) and (d) can be compared to the same measurements
using microscope mode. The x-axis has been converted to distance in mm on the
surface and appears to be wider than the actual value of 108µn (horixontal) and
66 µm taken from spot size measurements projected onto a 45◦ incident angle.
This asymmetric spot shape reveals itself in Figures 5.10 (a) and (b) where the
FWHM in (a) is wider.
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Figure 5.9: Intensity Autocorrelation of Photoelectrons from the HOPG Sur-
face Using a Velocity Map Imaging Detector: (a) 3D plot showing slices taken
from the maximum along the horizontal experimental axis (b) Total integrated
yield vs. delay (c) Slices taken through the maximum signal point along the
vertical experimental axis of the MCP as a function of pump-probe delay (d)
as in part (c) but with slices taken along the horizontal axis
5.4.2 Intensity Dependence Measurements
Since it is not possible to separate the kinetic energies of different energy photoelec-
trons using the current VMI set-up, seperate intensity dependence measurements
were made to provide more information. Extracting the nonlinearities from Figure
5.11 (using the same method as that for the PES signal in Chapter 3) it can be seen
that there are two different regimes, the first up to laser intensities of ∼ 5× 1011
W/cm2 and the second from there on upwards. In the first regime the nonlinear-
ity is estimated as 1.8 ± 0.19 for s-polarisation and 1.5 ± 0.25 for p-polarisation
and in the second regime to nonlinearities of 0.58 ± 0.01 for s-polarisation and
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Figure 5.10: Intensity Autocorrelation of Photoelectrons from the HOPG
Surface Using a VMI Detector in Microscope Mode: (a) slices taken along the
horizontal axis vs. pump-probe delay (b) slices taken along the vertical axis vs.
pump-probe delay (c) total integrated signal vs. delay.
0.54 ± 0.01 for p-polarisation. The nonlinearities measured for the “slow” photo-
electron peak in chapter 3 for p-polarised light were 2 and 0.46 over two regimes
(In Chapter 3, s-polarised light gave higher estimates of 3.7 and 0.8 respectively).
Such values are similar to these VMI extracted nonlinearities, particularly for the
p-polarised case, but lie outside of the experimental uncertainty of these VMI
measurements. The observed similarity between the two experiments may suggest
that the dominant photoelectron signal recorded using the VMI detector in either
mode comes from energies with approximately 1 eV and below. One observation
that should be highlighted is that although the intensity dependence behaviour
appears to mirror quite well that previously seen in Chapter 3, the laser intensity
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Figure 5.11: Nonlinearity measurements-Laser Intensity Dependence of the
VMI Photoemission Signal generated at the HOPG Surface by 130fs IR pulses:
The integrated yield was measured as the signal integrated over the area of the
MCP and the nonlinearity (the gradient) was extracted as explained on page 71.
Errors were also estimated using the methods previously described in Chapter
3 and Appendix C with the exception of the uncertainty of the total yield which
was taken from the accuracy of the voltages applied to the MCP.
at which the nonlinearity changes is much higher in the VMI experiments. It is
possible that this is because the laser intensity has been over estimated in the
VMI experiments which is probable as alignment onto the surface at a 45◦ angle
is difficult and it is quite likely that the laser could be clipped slightly before it
reaches the surface. This would not have been accounted for during the spot size
measurements.
5.5 Summary and Discussion
Initial testing of a novel velocity map imaging detector designed to work at solid
surfaces has been presented. These initial tests have demonstrated that the angle
at which electrons are emitted from the surface can be recorded using the imaging
technique. It was not possible to calibrate the angles of electron emission from
the surface however, the fact that the VMI image is central suggests that its
peak corresponds to those electrons with normal emission angles. A central peak
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of electron emission could correspond to those electrons emitted normal to the
surface i.e. primarily from the Γ point. For the HOPG surface the majority of
photoelectrons were measured leaving the surface at a range of angles believed to
correspond to angles of 20◦ and below. Intensity autocorrelation measurements
revealed a broadening at high laser intensities. It has also been shown that the
detector can be configured to act in a “microscope mode” whereby the spatial
distribution of the electrons are imaged rather than their velocity (component
perpendicular to the time of flight axis). This was found to be useful in pump-
probe experiments, allowing the spatial overlap of the two pulses to be checked.
It was revealed that the time resolution of the detector was limited by the response
time of the phosphor screen used to image the MCP counts. This meant that the
it was not possible in the current configuration to measure the angular distribution
for photoelectrons with different kinetic energies seperately. Intensity dependence
measurements matched those taken for low-energy photoelectrons presented in
Chapter 3 suggesting that these kinetic energies (∼1 eV) dominated the angular
dependence measurements. It would be possible for the detector to be sent back
to the manufacturer to adjust the floating potentials so that the detector would be
more sensitive to electrons however this would be at the expense of ion measure-
ments as smaller electrostatic potentials would not be sufficient to control their
paths to achieve velocity map imaging.
Chapter 6
Conclusion
The work presented in this thesis has described measurements of photoelectron
emission generated at the HOPG surface by ultrashort laser pulses. The thesis
project was carried out as part of a collaborative research effort with an overall
aim to generate, measure and demonstrate attosecond duration light pulses for the
first time in the UK. The specific aim of this thesis project was to work towards
attosecond measurements at surfaces, a goal which, prior to the start of the collab-
oration had never been achieved. Whilst experimental problems with the beamline
prevented measurements with such fine time resolution it was possible to use both
few-cycle infra red pulses and XUV pulse trains to study photoemission from the
HOPG surface. Most interestingly it was found that in the strong field regime,
at laser intensities below the damage threshold of the surface it was possible to
generate photoelectrons with kinetic energies of up to 80 eV using incident infra
red photons with only 1.55 eV energy.
Conclusions drawn from each chapter individually are presented below:
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6.1 Chapter 3 Conclusion: Photoelectron Spec-
troscopy of the HOPG Surface
In Chapter 3 it has been shown that photoelectrons with kinetic energies of up to
80 eV can be generated by infrared 13 fs pulses with an initial photon energy of
just 1.5 eV. Intensity dependence measurements were used to estimate the non-
linearity of the excitation process which is found to be extremely high (with values
of up to the 22nd order).
Comparison between the photoelectron spectra generated by the IR pulses and
that taken using XUV pulse trains revealed a striking resemblance. It is suggested
that the same final states which are excited by a single XUV photon can also be
excited my the non-linear IR excitation. This demonstrates that band structure
effects can survive into the strong-field non-linear regime.
A polarisation dependence of the results is also observed. Whilst the peak values
of PES features occur at roughly the same kinetic energies for both polarisations,
for s-polarised light it can be seen that the tail of ‘fast’ electrons extends to much
higher kinetic energies (80 eV as compared to 45 eV for p-polarised light). The
threshold laser intensities at which the electrons are observed is also lower for
s-polarised light. For p-polarised light the kinetic energies of electrons measured
match up with nonlinearity estimates. Initial and final states on the graphite band
structure at the M-point and Γ-point of the graphite lattice have been identified
which would lead to photoelectrons with kinetic energies either within or lying
just outside of the uncertainty range of the experimental values measured. The
phenomenon can therefore be explained by high-order multi-photon excitation.
For s-polarisation this is not the case so it is speculatively suggested that either
tunnel ionisation or thermal effects may also play a part in the excitation process.
Literature searches have revealed that surface plasmons and field enhancement
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can occur at the HOPG surface which is not widely reported. Taking into account
sensible estimates for field enhancement suggest that experimental parameters lie
in the multiphoton regime but close to the Keldysh limit for tunnelling. This sup-
ports the mechanism suggested for p-polarised light and the amiguity surrounding
s-polarised light. The apparent preference for s-polarised light might suggest the
presence of localised surface plasmons. It would be interesting to extend this work
by performing similar experiments on a purposely structured surface i.e. a grating
so that plasmon effects and therefore field enhancement could be manipulated.
6.2 Chapter 4 Conclusion: Interferometric Mea-
surements and Optical Bloch Simulations of
Photoelectron Emission from the HOPG Sur-
face
In Chapter 4 time-resolved measurements of the photoemission signal from the
HOPG surface were presented.
Interferometric autocorrelation of the photoemission signal generated by 13 fs in-
fra red pulses showed that the excitation process is coherent and that the fast
electrons are generated at the surface. The autocorrelation trace showed signa-
tures of the nonlinearities involved as both the trace envelope and the width of
individual fringes were observed to decrease with increasing photoelectron kinetic
energies. This autocorrelation shape was successfully modelled using the Optical
Bloch Equations where it was shown that the standard OBE’s could be modified
to describe a resonant multiphoton transition. At the high non-linearities involved
in the excitation it was shown that the number of photons was the dominant factor
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for the shape of the autocorrelation trace. Little effect was seen from the lifetime
of the excited state or the detuning of the system.
IR pump-XUV probe measurements were also made at the HOPG surface. It was
shown that a conduction band state lying below the vacuum level could be excited
by the IR pulse and probed using XUV pulse trains. Unfortunately low signal levels
and problems with laser drift meant that the data retrieved was not of high enough
quality to perform a proper quantitative analysis however a qualitative discussion
of the data and comparisons between the data and simulations suggest a 3-photon
excitation of a conduction band state below the vacuum level. The challenging
experimental method has been described in detail along with technical difficulties
that were overcome such as interference in the gas jet resulting in modulation of
the signal intensity. No attosecond measurements were achieved at the surface,
due principally to the inability to isolate single attosecond pulses but also due to
low signal levels. Potential improvements that could be made to the beamline to
improve data collection include a feedback loop to correct for beam drift and a
replacement of key optics to improve poor transmission efficiency along the beam
line.
6.3 Chapter 5 Conclusion: Velocity Map Imag-
ing of the HOPG Surface
Outside of the collaborative research that forms the core of this thesis, Velocity
Map Imaging has been demonstrated for the first time from a solid surface. It has
been shown both experimentally and by simulations that by the careful application
of electrostatic potentials it is possible to image the photoelectron emission from a
surface such that any electrons leaving the surface with identical velocity vectors
will be imaged at a single point on an imaging detector plate.
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Initial tests on the HOPG surface suggest that photoelectrons leave the surface at
angles of up to 40 degrees from the normal. These initial tests also revealed that
the VMI technique suffers from poor time resolution due to the time response of the
MCP and the phosphorous screen. This lack of resolution prevented the separate
imaging of photoelectrons with different kinetic energies however by comparison
to data taken in Chapter 3 it seems likely that the main contribution to the
photoelectron signal came from photoelectrons with low kinetic energies of around
1 eV.
6.4 Continuation of Work and Future Plans
The work presented in this thesis has concentrated on the interaction of few-cycle
laser pulses and attosecond pulse trains at surfaces. Unfortunately measurements
on an attosecond timescale were not achieved at the surface however significant
experimental difficulties were overcome and others have been identified. During
the course of these experiments being carried out the first (and so far the only)
demonstration of attosecond measurements in condensed matter has been pub-
lished by Cavalieri et al. [10], from the well established attosecond group headed
by Prof. Ferenc Krausz. The slow overall progress in the research area highlights
the technical difficulties involved in such experiments.
Whilst the collaborative research period has now ended many lessons have been
learned by both sides which can now be taken forward independently. The labo-
ratory in NPRL, Birmingham have now purchased a new laser which outputs 30
fs IR pulses and it is planned that hollow fibre compression techniques will be
used to achieve few-cycle pulses. The pulses could be used along an existing HHG
beamline to generate attosecond pulses for surface experiments. The fast count
ToF used for the work in Chapter 3 and 4 and the VMI detector used in Chapter
5 can be used on the same system, one to provide directional information and one
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to provide time resolved information although they cannot be operated simulta-
neously. It is planned that the new system can be used to further investigate the
role that surface plasmons play in electron acceleration. Using a purpose built
grating to couple plasmon polaritons to a surface it will be possible to control
the interaction and to investigate the photoelectrons emitted both with high time
resolution and also angular resolution.
The group at Imperial College are also planning to continue working on attosec-
ond measurements at surfaces and have designed and built a new surface science
chamber of their own, drawing on experience gained working with the Birming-
ham Surface Science Chamber; the complexity of the chamber used in this thesis
was above that required for simple surface experiments yet sample transfer and
vacuum management consumed valuable experimental time. As a result of the
collaborative research efforts both groups are now in a position to study surface
dynamics on few-cycle timescales.
Appendix A
Derivation of the Dispersion
Parameter, β and the Polarisation
Conditions of a Surface Plasmon
Polariton at a Metal/Dielectric
Interface
Surface plasmon polaritons at a metal/dielectric interface such as that shown in
Fig 2.8 (a) can be described mathematically (derivation followed from [46]) starting
from Maxwell’s equations (A.1)-(A.4):
∇ ·D = ρext (A.1)
∇ ·B = 0 (A.2)
∇× E = −∂B
∂t
(A.3)
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∇×H = Jext + ∂D
∂t
(A.4)
and the wave equation (A.5):
∂2E
∂z2
+ (k20− β2) (A.5)
Where E is the electric field, H is the magnetic field, D is the dielectric displace-
ment and B is the magnetic flux density. β is propagation costant, the component
of the wavevector acting in the direction of propagation.
If ∂
∂t
= −iω is assumed then (A.3) and (A.4) can be solved to give equations for
electric and magnetic field components in the x, y and z directions:
∂Ez
∂y
− ∂Ey
∂z
= iωµ0Hx (A.6)
∂Ex
∂z
− ∂Ez
∂x
= iωµ0Hy (A.7)
∂Ey
∂x
− ∂Ex
∂y
= iωµ0Hz (A.8)
∂Hz
∂y
− ∂Hy
∂z
= −iω0Ex (A.9)
∂Hx
∂z
− ∂Hz
∂x
= −iω0Ey (A.10)
∂Hy
∂x
− ∂Hx
∂y
= −iω0Ez (A.11)
This can be simplified for the case that propagation is in the x-direction and the
fields are homogeneous in the y-direction (
(
∂
∂x
= iβ
)
and
(
∂
∂y
= 0
)
) to give:
∂Ey
∂z
= −iωµ0Hx (A.12)
∂Ex
∂z
− iβEz = −iωµ0Hy (A.13)
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iβEy = −iωµ0Hz (A.14)
∂Hy
∂z
= iω0Ex (A.15)
∂Hx
∂z
− iβHz = −iω0Ey (A.16)
iβHy = −iω0Ez (A.17)
For TM modes (p-polarisation) only the components Ex, Ez and Hy are not equal
to zero so that the situation can be described by two governing equations (A.18)
and (A.19) and the wave equation(A.20):
Ex = −i 1
ω0
∂Hy
∂z
(A.18)
Ez = − β
ω0
Hy (A.19)
∂2Hy
∂z2
+ (k20− β2)Hy = 0 (A.20)
These can be solved for the separate cases of above and below the interface where
z > 0 corresponds to the dielectric insulating material with a real positive dielectric
constant of 2 and z < 0 to the metal with a dielectric constant of 1(ω) where
R[1(ω)] < 0. A1 and A2 are coefficients.
At z > 0:
Hy(z) = A2e
iβxe−k2z (A.21)
Ex(z) = iA2
1
ω02
k2e
iβxe−k2z (A.22)
Ez(z) = −A2 β
ω02
eiβxe−k2z (A.23)
And for z < 0:
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Hy(z) = A1e
iβxek1z (A.24)
Ex(z) = −iA1 1
ω01
k1e
iβxek1z (A.25)
Ez(z) = −A1 β
ω01
eiβxek1z (A.26)
k1 and k2 are the components of the wave vector perpendicular to the interface for
the metal and dielectric respectively. 1/ki is the decay length of the evanescent
field into either medium (i.e. i = 1,2).
From (A.21)-(A.23) and satisfying continuity of Hy and iEz at the interface it is
required that A1 = A2 and that:
k2
k1
= −2
1
(A.27)
Confinement of the wave at the surface requires that R[1] < 0 and 2 > 0. Also,
since A.21 and A.24 have to satisfy A.20 then:
k21 = β
2 − k201 (A.28)
k22 = β
2 − k202 (A.29)
which, when combined gives the dispersion relation:
β = k0
(
12
1 + 2
)1/2
= kSP (A.30)
where k0 =
ω
c
.
The same derivation can be applied for the TE case; the governing equations and
wave equation are given by:
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Hx = i
1
ωµ0
∂Ey
∂z
(A.31)
Hz = − β
ωµ0
Ey (A.32)
∂2Ey
∂z2
+ (k20− β2)Ey = 0 (A.33)
so that the field components are given by:
Ey(z) = A2e
iβxe−k2z (A.34)
Hx(z) = −iA2 1
ωµ0
k2e
iβxe−k2z (A.35)
Hz(z) = −A2 β
ωµ0
eiβxe−k2z (A.36)
z > 0 and
Ey(z) = A1e
iβxek1z (A.37)
Hx(z) = iA1
1
ωµ0
k1e
iβxek1z (A.38)
Hz(z) = −A1 β
ωµ0
eiβxek1z (A.39)
for z < 0
In this case, continuity of Ey and Hx give the condition:
A1(k1 + k2 = 0) (A.40)
This condition is only true if A1 = A2 = 0 since confinement to the surface means
thatR[k1] > 0 and R[k2] > 0. Surface plasmon polariton modes do therefore not
exist for TE modes so can be excited only for the TM case (by p-polarised light).
Appendix B
Second Harmonic Generation
(SHG)
In a non-linear optical medium (Such as a BBO crystal) the polarisation PNL
induced by an electric field E is given by:
PNL = 20dE
2 (B.1)
where d is the nonlinear optical coefficient.
If the electric field is defined as:
Eω(z, t) =
1
2
E(z, ω)
{
exp[i(ωt− kωz)] + exp[i(kωz − ωt)]
}
(B.2)
where
kω =
nωω
c
(B.3)
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then the polarisation induced by the field as it travels through the medium can be
given by:
PNLω (z, t) =
0d
2
E(z, ω)
{
exp[i(2ωt− 2kωz)] + exp[i(2kωz − 2ωt)]
}
(B.4)
The oscillation of this polarisation wave at a frequency of 2ω will then generate
an electromagnetic wave also oscillating at 2ω, given as:
E2ω(z, t) =
1
2
E(z, 2ω)
{
exp[i(2ωt− k2ωz)] + exp[i(k2ωz − 2ωt)]
}
(B.5)
where
k2ω =
n2ωω
c
(B.6)
The process of second harmonic generation will occur at any point along the length
of the crystal however for the most efficient yield of the second harmonic at the
exit of the crystal can be obtained if the individual SHG contributions are added
together constructively such that they grow cumulatively with increasing distance
travelled. In order for this to occur the phase velocity of the polarisation wave
must be equal to the phase velocity of the second harmonic generated:
2ω
2kω
=
2ω
k2ω
(B.7)
i.e. k2ω = 2kω. Using equations (B.4) and (B.7)this can be expressed simply as:
n2ω = nω (B.8)
This is known as the “phase matching condition” and for a birefringent crystal
can be achieved either by the orientation of the crystal or by it’s temperature.
Appendix C
Estimating the Uncertainty of
Experimental Measurements
C.1 Kinetic Energy of Electrons using Time of
Flight Mass Spectrometry
The Kinetic Energy, EK of an electron when it leaves the surface can be described
by the following equation:
EK =
me
2
(
L
t
)2
− Eacc (C.1)
where me is the mass of the electron, L is the distance travelled by the electron,
t is the time taken for the electron to travel from the surface to the detector and
Eacc is the kinetic energy gained by the electron before it enters the ToF.
This acceleration energy is generated by the potentials difference applied between
the lens of the ToF and the sample. The mean potential applied to the lens was
+5.86 V and the mean potential applied to the sample was -1.81V. Both of these
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could be measured with an accuracy of± 0.01 V. This gives an average acceleration
energy of 7.66 ± 0.02 eV.
With respect to the ToF spectrometer, it can be seen from the left hand side of
Equation C.1 that uncertainty can come from the measurements of L and t. The
drift tube was 1 m long and the lens/sample separation was 4mm. The separation
distance was measured with a micrometer screw gauge however the flight path
within the ToF could be measured with an accuracy of 1mm. The measurement
of flight path, L is therefore given by 1.004 ± 0.001m. In measuring t, the most
significant error came from the preamplifier of the MCP. This was specially chosen
for its fast reaction and had an uncertainty of ±1.5 nanoseconds. The electrons
observed with the shortest time of flight (i.e. those with the highest energy) had
a peak value of 0.25 µ s, corresponding to a percentage error of 0.6%.
Thus, the error on the tof measurement (left hand) can be given by:
(
δEK
|EK |
)2
=
(
2
δL
|L|
)2
+
(
2
δt
|t|
)2
(C.2)
δEK
|EK | =
√√√√4(( δL|L|
)2
+
(
δt
|t|
)2)
(C.3)
Substituting in the values of the previous paragraphs gives a value of 0.012 for
δEK
|EK | i.e a percentage error of 1.2% which is the most significant uncertainty of the
kinetic energy measurements.
This works out as a very small error in the measurement of “slow” electrons, for
example the experimental error as calculated above is only ± 0.0036 eV for the 0.3
“slow peak” in the photoelectron spectrum taken with p-polarised IR light. This
should be expected due to the fine temporal resolution of the ToF detector.
For the measurements of key interest, the “fast” electrons, the estimates detailed
above give measurements for the peak values of 26.0 ± 0.3 eV and 28.0 ± 0.3eV
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for p- and s-polarisations respectively. However, since it is not believed that the
“peak” of each electron feature could be measured more accurately than to the
nearest 0.5 eV, the errors on the kinetic energy measurements have been quoted
throughout the thesis as ± 0.5 eV. Where errors have not been quoted it should
be assumed that an error of ± 0.5 eV applies.
C.2 Laser Intensity Measurements
The intensity, I in W/cm2 of a laser pulse is given by:
I =
E
A× tp (C.4)
where E is the energy measured in J, A is the area of the spot size (in cm2) and
tp is the pulse duration (in seconds).
Since all components of Equation C.4 introduce some uncertainty, the standard
error calculation for the laser intensity measurements can be given by:
(
δI
|I|
)2
=
(
δE
|E|
)2
+
(
δA
|A|
)2
+
(
δtp
|tp|
)2
(C.5)
Over the range of laser intensities used, the mean of the energy measurements
|E| is 45 µJ with an error, taken from the power meter, of ±1 J (these energy
measuements have been directly taken from the power readings in mW which has
the same value as the energy in µJ since the repetition rate is 1KHz).
The spot size diameter, d, was measured as 325.1 ± 0.1 µm. The pulse duration
was measured by FROG to be 13 fs with an accuracy of ± 0.5 fs. Substituting
these numbers into Equation C.5 gave a value of 0.04 (4%) for δI|I| . This uncertainty
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estimate was used in plot 3.16 to generate error bars to show the uncertainty of
the intensity measurments.
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