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1. INTRODUCTION 
In the present paper we treat quadrature formulae on the real line with 
equidistant nodes involving a sequence of (not necessarily consecutive) 
derivatives. In Theorem 3.1 we obtain the optimal quadrature formula for 
Sobolev space of functions with an additional restriction on its Fourier 
transforms. The quadrature, which has been proved to be optimal, was 
introduced in [ 111 to the best of our knowledge. The quadrature formulae, 
considered in the present paper, were studied in [7] with respect to the 
optimal degree of precision. An explicit expression for the error of the 
optimal quadrature formula is given. A comparison of the results with 
those for quadrature formulae without derivatives, given in [2], under the 
same computational complexity is given. Other results concerning 
numerical integration on the real line can be found in [S, 6, 131. 
2. STATEMENT OF THE PROBLEM 
Let O=k,<k,<k,< ... <k,,-, (~21) be positive integers. The kth 
derivative of the function fat the point x is denoted byfCk’(x). For a given 
vector k,=(k,,k ,,..., k,-,) and 0 >O we consider the quadrature 
formula 
where c,, s = 0, 1, . . . . m - 1 are complex numbers and 
f:kd = f’ f’k’ (;). 
,s= -x 
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(2.1) 
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Let o, be the number of even integers in the sequence k, , k,, . . . . k, _ 1 
and o0 = m - 1 -0, be the number of odd integers. In [7] the following 
theorem has been proved: 
THEOREM A. A quadrature formula of the form (2.1) has the highest 
degree of precision equal to 2(0, + 1) CJ with respect to entire functions of 
exponential type which belong to L, . More precisely, if o0 d co, then such a 
quadrature formula is unique. 
In order to maximize the highest degree of precision we must make all 
ki even. In this case the unique quadrature formula of the highest degree 
of precision is determined by the system 
co= 1 
m-1 
1 c,( - 1 )k,‘2 vks = 0 (2.2) 
v = 1, 2, . . . . m - 1, 
which can be seen in [7]. 
If we fix the number (m - 1) of derivatives involved and if only even 
order derivatives occur in (2.1) then the highest degree of precision will be 
2mo. For each k, of the above type the quadrature formula of the highest 
degree of precision will be denoted by Q(f, k,, a). 
Further on in our investigations r will be an odd positive number. For 
a given r the following set of quadrature formulae will be considered 
M Ll,m,r :={Q(f,k,,~):k,-l<r-l}. (2.3) 
Let f denote the Fourier transform of a function f and V’ denote the 
variation of the functionfon the real line. Let W; BV be the usual Sobolev 
space [lo] of functions with rth derivative having bounded variation on 
the real line. We deline the following set of functions 
i-2,, := {f(x):f E w;.w, 
If(x)1 d c 1x1 -r- ’ for 1x1 > 1, c > O}. 
Properties of C?,,,: 
1. For fe Sz,, the quadrature formulae from MU,,,. are well defined. 
It follows from a lemma of Hardy [ 1, p. 1371: 
LEMMA A (Hardy). Zf f(x) E WYBV then the series 
is absolutely and un$ormly convergent in the interval [0, n/a]. 
409/165/2-17 
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2. The following inclusion holds 
(f(x):fe w; BV, 7r( Vf”‘) 6 c} c Q,,.. 
The above inclusion follows from the inequalities [4, p. 1891 and 
[12, pp. 10, 141: 
By using property 2 many examples of functions from Q,,. can be 
constructed. 
3. For every c 3 1 there exists f, E Q,,. such that 
^ 
fu@v) = pa ,;, )I+ I’ 1 v 1 > 1 and v integer. 
Our proof of property 3 is based on the following three lemmas. 
LEMMA B [4, p. 1921. Iffa~dpbelong to L,, then 
-&jr f(t) P dt =f(x). 
m 
LEMMAC [lo, p. 1221. Zf xk=a+kh, k=O, -&l, f2 ,... and g is an 
entire function of exponential type CJ which belongs to L,, then 
c Idxk)l Gh-‘(l +ha) IlsllL,. 
LEMMA D [9, p. 3081. Zf f(x) is an absolutely continuous in an interval 
[a, b] andf’E L,[a, b], then 
cf= j" If'(t)1 dt. 
u (I 
Proof of Property 3. Let us consider the even function ~Jx) defined as 
follows for k,,, =2tr/(r+ l)<a; 
4k.r - Ix-2avj) 
JJX) := 
k,,,(2m)‘+ ’ 
for lx-2avI Gk,,,, VB 1; 
0 for other x 2 0; 
fo(x) =.A( --xl for x < 0. 
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From the definition oflO it follows that 
Ij?Jx)l G c 1x1-‘- ‘, 1x13 1 and 
j32ov) = 
c 
(2a lVl)r+l’ 
14 3 1. 
Using Lemma B we obtain the representation 
(2.4) 
where B,, 1 is the (r + 1 )th function of Bernoulli [ 14, p. 421. 
From (2.4), Lemma C, and Lemma D it follows that fb(x) E W; BK 
DEFINITION 2.1. We call 
R(Q(L 0); Q,,) := sup 
f‘E Dr., 
Q(f, km 0) - j- f(x) dx . 
-10 
an error of the quadrature formula Q(f, k,, a) EM,,,, with respect o the 
function set Q,,,. 
The problem is to find the optimal quadrature formula in the set 
$:;k& k:, . . . . 
with respect to the function set Q,,, i.e., to find a vector 
kz ~, ), such that 
R(Q(k% 0); Q,,) = pm$ R(Q(k,, 0); Q,,). E Of??, 
560 DIMlTER P.DRYANOV 
3. EXISTENCE AND UNIQUENESS OF 
THE OPTIMAL QUADRATURE FORMULA 
We need the following lemma 
LEMMA E (Gantmacher [8, p. 991). Let m, < m, < . . . < my and 0 < 
tI <t, -c ... c t,. Then 
P’ 1 . . . p 
det i f >o. 
p . 4 ty 
Our main result (Theorem 3.1) is a consequence of the following lemma 
LEMMA 3.1. Let Q(f, kh,o) and Q(f, kk, CT) belong to M,,,,, for 
kk=(ko,kl,...,ki-l, ki, ki+l y..., km-,) and kk=(k,,k, ,..., ki._l,ky, 
ki+1,...,km-1 ). If k: < ki’ then the inequality 
WQKm 0); Q,,.) < WQ(K, 0); Q,,.) 
holds. 
Proof: Let Q(fi k,, a> E MC,,,. and f l 52,,,.. The coefficients c,, 
s = 0, 1, . ..) m- 1 of Q(f, k,, a) are uniquely determined via (2.2). From 
Lemma E and using Descarte’s rule of signs [3, p. 1703 we obtain the 
following properties for the coefficients: 
(a) c,#O, s=O, 1, . . . . m- 1; 
(b) sign(c,( - l)kS’Z) = (- l)“, s = 0, 1, . . . . m - 1; 
(c) sign(~~~~c,(-l)k~~2~k~)=(-l)m-‘forx>m-l. 
Applying the error representation [7 3, (3.1) for ~EI O,, we have 
Q(f, k,, c) - j- f(x) dx -cc 
(3.1) 
(in (3.1) we can change the order of summation because of 
If(x)1 <c/lxl’+ ’ for 1x1 2 1). 
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For fE Sz,, and (T > 1 we get via (3.1) and the property (c) 
QU km, 0) - irn f(x) dx -00 
s&c 
C(-l)m-l m-1 
,,,,>m(2cr lvl)‘fL ,zo Cs(-1)k~‘2Vk’ ( > . 
(3.2) 
If we substitute f = ( - 1)” ~ ’ f, (Property 3 of Sz,,) in (3.1) the following 
equality can be written 
QW,m-‘f&+j=m (-l)“p’f,(x)dx 
= &c ,& a,:i;; y; c,( - l)kJ2 Vk,. 
From (3.2) and (3.3) we conclude that 
(3.3) 
R(Q(L a):fiJ=2& c C(-1)m-1m~1(.,(--1)*,i2v*,. 
v>m WY+* s=o 
(3.4) 
Let the coefficients of Q(f, k;, (T) be CL and the coefficients of Q(f, k;, CJ) 
be cl, s=O, 1, . . . . m- 1. 
If we set 
i- 1 
R(x) := 1 (c: - c;)( - l)kS’2 xkA 
SZO 
+ c; ( - 1 )W XY _ c; ( _ 1 )W Xk; 
m-1 
+ 1 (cl - ci)( - 1 )kJ2 XkS (3.5) 
s=i+ 1 
and v Z m then the following equality holds: 
1 1 1 c;(-l)kP 1 1 
2kl 24 p-1 c;(-l)w 2% ;. 2”“l yh-I 
det f 
(m-l)kl (,&2 . (,&-I c;(-l)k;l;(M-l)k; (,,& (,&a+~ ,.. (,,&,-i 
,,h $2 .._ #-t +l )W @; Vk; $+I . ,$,-I 
1 1 1 1 1 
=(-I)“+’ R(v),jet ‘“’ “. 2k’-1 2k; 2kt+l _._ 2km-1 (3.6) 
(n~-l)~’ . (~-l)~,-l (m-1)“; (m-l)k,+I __. (m-l)km-, 
409/165/2-18 
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The equality (3.6) can be explained as follows: Let us consider the first 
determinant of the equality. We see from (2.2) that adding appropriate 
multiples (involving the cl) of column numbers 1, 2, . . . . i- 1, i+ 2, . . . . m to 
the ith column all the entries of the ith column except the last one can be 
made zero. Again using (2.2) it is possible to add to the ith column an 
appropriate linear combination (involving the cl’) of columns number 
1, 2, . ..) i - 1, i + 1, . . . . m such that the first m - 1 components remain zero 
whereas the last one becomes R(v). Then we develop the determinant by its 
ith column. Using Lemma E and property (b) of the coefficients we 
conclude from (3.6) that 
sign[( - l)mP’ R(v)] = - 1 for vam. 
The equality (3.7) is equivalent to the inequality 
(3.7) 
( 
i-l (-I)“-’ c c5(-pVk 
s=O 
m-l 
+cl(-1) k;f2 ,$I + C c;( - l)W* ,$s 
s=i+l > 
< (- I)“- ’ 1 ,-;( - l)W ,,k, 
m-l 
+ c;’ ( - 1) ’ k”f2 vk;’ + 1 c~( _ l)W $5 
> 
. (3.8) 
s=i+l 
Thus, taking the error representation (3.4) into account we complete the 
proof. 
Our main result can be stated as follows: 
THEOREM 3.1. If Q(f, k,, a) EM,,,, then 
NQ(km ~1; Qr,,) 3 NQ(k% 0.); fir,,), 
where kz = (0, 2, . . . . 2m - 2) and an equality holds if and only if k, = kz. 
Proof Applying Lemma 3.1 we may write the inequalities 
R(Q((ko, k,, . . . . k-l), a); Qr,,.)>R(Q((O, 2, k,, . . . . km-l), 0); fir,,,> ... 
B R(Q(k:, 0); Qr,,). 
If ki> 2i for some i, 1 d id m - 1 we have a strong inequality. This 
completes the proof. 
Remark 3.1. The optimal quadrature formula 
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has been introduced in [ 111, where a convenient way 
coefficients c,*, s = 0, . . . . m - 1 is given. If we set 
to compute its 
m-1 
P(x)= n 
( > 
(P(2s)I 
1-g = 1 +y (-l)“$y’ (3.9) 
.s= 1 s=l 
then 
,*-I~I~‘l. 
s (2s)! ' 
s=O, 1, . . . . m- 1. 
Using (3.4), (3.9), and (3.10) we give an explicit expression for the error 
of the optimal quadrature formula 
R(Q(k% 4;Qr,J=2fi (3.11) 
Remark 3.2. If we want to compare (3.11) with the error for the 
quadrature formula without derivatives under the same computational 
complexity we must replace CT by mo and substitute m = 1 in the formula 
(3.11). The error will be 
R(Q(k:, mo); Q,,,) = 2 fi 
= R(Q(kZ, 0); Qr,,) (3.12) 
and an equality holds if and only if m = 1. 
The conclusion drawn from (3.12) is that it is more efficient to involve 
no derivatives but increase the density of the nodes. 
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