Feed-forward technique to measure S-parameters under jamming CW high power out-of-band signals by González Rodríguez, Marta
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
MASTER THESIS 
 
 
 
 
 
 
 
 
 
 
 
TITLE: Feed-forward technique to measure S-parameters under jamming 
CW high power out-of-band signals. 
 
MASTER DEGREE:  Master's degree in Applied Telecommunications and 
Engineering Management 
 
AUTHOR:  Marta González Rodríguez 
 
ADVISORS: Juan Carlos Collado Gómez  
                     José María González Arbesú    
 
DATE:  July 7, 2017  
  
  
  
Title: Feed-forward technique to measure S-parameters under jamming CW 
high power out-of-band signals. 
 
Author: Marta González Rodríguez 
 
Advisors: Juan Carlos Collado Gómez 
                 José María González Arbesú       
 
Date: July 7, 2017 
 
 
Abstract 
 
In recent years, high-power radio frequency (RF) devices have become 
increasingly common due in part, to the high-speed telecommunications 
industry. The evolution of mobile devices drives to the use of wireless 
applications which will require different work frequencies and therefore the 
implementation of new and miniaturized devices. 
 
Moreover, passive intermodulation requirements at high-power levels, power 
handling of transmitting filters, thermal stability behaviour of duplexers, 
interference blockers, etc. are some examples of the increasing interest in 
characterizing passive devices such when they are driven by high power 
signals. 
 
Nowadays, there exist devices that use the above-mentioned power 
requirements. For example, a radar protection circuit of jamming signals 
incorporating frequency-selective auto-limiting devices must keep the low-
signal performance while dealing with high power signals. The high-power 
components used in these applications must be characterized for both linear 
and nonlinear operation. Therefore, complex calibration procedures must be 
done and the calibration standard must be able to handle the power without 
changing their parameters or alternatively, using previously characterized 
power standards.  
 
Feed-forward techniques have been shown very useful to measure passive 
intermodulation (PIM) without using narrowband filters. The objective in PIM 
measurements is cancelling the high-power tone before going into the 
spectrum analyzer. Since no filters are required, there are no restrictions 
between the separation of tones and the system is not-specific to a given 
narrowband bandwidth. 
 
This master thesis is focused in the study of the interference problem in high-
power transmitted signals and out-of-band transmissions through the design of 
different feed-forward cancellation algorithms with the aim of measure and 
characterize high-power components as well as study the nonlinear behaviour 
caused by thermal effects of Bulk Acoustic Wave (BAW) resonators due to the 
use of high-power signals. 
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INTRODUCTION 
 
In recent years, high-power RF devices have become increasingly common due 
in part, to the high-speed telecommunications industry. The evolution of mobile 
devices drives to the use of wireless applications which will require different work 
frequencies and therefore, the implementation of new and miniaturized devices. 
 
Passive intermodulation requirements at high power levels, power handling of 
transmitting filters, thermal stability behaviour of duplexers, interference blockers, 
etc. are some examples of the increasing interest in characterizing passive 
devices when they are driven by high power signals. 
 
In addition, a possible application could be devices in the scope of radar industry. 
For example, a radar protection circuit of jamming signals incorporating 
frequency-selective auto-limiting devices must keep the low-signal performance 
while dealing with high power signals. 
 
The high-power components used in these applications must be characterized 
for both linear and nonlinear operation. This characterization is typically 
performed with a modern vector network analyzer (VNA). Even measuring the 
reflection coefficient of a reflective limiter at its limiting state is not trivial by using 
a simple VNA. External high-power amplifiers, couplers and attenuators must be 
used and calibrations should be performed at each power since the booster 
amplifier may change their parameters as a function of the output power [1]. 
 
Because of that, complex calibration procedures must be done [2] and the 
calibration standard must be able to handle the power requirements without 
changing their parameters or alternatively, using previously characterized power 
standards [3]. 
 
Furthermore, the conventional procedure consists on measuring the device’s 
response at each frequency at high power levels to get its large signal response, 
such as the Hot S parameters and X-parameters. Note, that this is not the same 
that measuring the effect that a high-power jamming signal at a given frequency 
can produce in the scattering parameters (S-parameters) of a device at other 
frequencies as it is required, for example, in a radar protection circuit. 
 
Feed-forward techniques have been shown very useful to measure passive 
intermodulation (PIM) without using narrowband filters [4] [5]. The objective in 
PIM measurements is cancelling the high-power tone before going into the 
spectrum analyzer (SA). Since no filters are required, there are no restrictions 
between the separation of tones and the system is not-specific to a given 
narrowband bandwidth [4] [5]. 
 
One of the main objectives of this Master Thesis is to apply the same technique 
to measure the reflection coefficient (S11) of for example, very reflective devices. 
The main advantage of this technique is that does require neither costly power 
standards, nor other high-priced external components in comparison with high-
power external test sets [1]. Furthermore, the interference problem present on 
  
high-power transmitted signals and out-of-band transmissions will be analysed 
and solved by using the feed-forward cancellation algorithms. Lastly, different 
devices will be measured to prove the correct operation of the algorithms.  
 
The document is organized as follows. The first chapter presents the motivation 
of the master thesis, an introduction to feed-forward cancellation theory, 
moreover the state of the art of this technique and a brief description and 
formulation of the cancellation and vector modulator (VM) basic concepts. 
Chapter 2 focuses on the measurement set-up, with a description of the 
architecture and details about the verification process of the channel balancing 
between branches. Finally, a specification of the algorithms concerning the feed-
forward cancellation. The third chapter presents the cancellation algorithms 
simulation where its main features and key aspects will be discussed. The fourth 
chapter introduces the devices measurements and analysis and finally, the fifth 
chapter discuss the conclusions achieved with this master thesis in addition to 
the derived results and the future work related to that. 
 
This project has been realized in the scope of CSC (Communications and 
Components Systems) research group of the Signal Theory and Communications 
Department (TSC) of the Polytechnic University of Catalonia (UPC), and follows 
the opened research lines in previous studies and projects [6].  
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CHAPTER 1. INTRODUCTION TO FEED-FORWARD 
CANCELLATION 
 
This chapter presents the main drivers that justify the development of this master 
thesis as the motivation. Later, an introduction to the feed-forward cancellation 
theory, followed by a brief description of basic concepts and formulation. Also, 
the state of the art of the feed-forward cancellation, where different methods will 
be evaluated and discussed. Finally, the basic behaviour and main 
characteristics of a VM will be described. 
1.1. Motivation 
 
As discussed in the previous chapter the evolution of mobiles devices and, in 
general, wireless devices has led to the need of develop new techniques to 
characterize high-power components used in these applications. For instance, 
handset require amplifiers with output power levels approaching 36 dBm while 
base stations operate near 53 dBm. Even higher power levels are being used for 
applications such as radar and medical imaging. This characterization is typically 
performed by using a VNA which typically source and receive RF signals up to 
10 dBm and may be damaged at levels above 30 dBm. Therefore, when 
measuring high-power devices with a VNA, a specific set-up is needed [2]. 
 
Besides that, nowadays the use of microwave resonators is very common in 
many devices such filters, oscillators and tuned amplifiers. In this type of 
resonators, the size of the devices is usually directly related to the wavelength of 
the electromagnetic wave at a certain work frequency. Unfortunately, the use of 
microwave resonators is not suitable for these devices as there is a limitation in 
terms of integration due to their greater size with respect to other integrated 
components [6]. 
 
On the other hand, as commented on [6], the use of acoustic resonators allows 
the size of the devices be reduced considerably as they reduce the phase velocity 
around five orders of magnitude in comparison with the electromagnetic wave 
velocity due to the characteristics of wave propagation in an acoustic medium. 
BAW technology is the only one that can achieve the RF filter requirements 
commented before but the problem is that BAW resonators are quite non-linear.  
 
Related to that, it is known that one of the biggest problems in current 
communication services is the co-existence of different services. High power 
transmitted signals and out-of-band transmissions can be a source of 
interferences for a given communication service, and consequently, can provoke 
losing QoS or even making impossible the signal demodulation. The jamming 
signals can be mixed with the high-power transmitter signal of a transceiver in the 
antenna or in the first filtering device (duplexer or multiplexer) and provoke 
harmonics and/or intermodulation products that may fall at the frequency of the 
receiver channel. That will happen if those passive devices are even slightly 
nonlinear and will cause desensitization of the receiver. This effect is known as 
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passive intermodulation (PIM) and is stronger for electro-acoustic devices 
because of its intrinsic non-linear behaviour. 
 
Coming again to the matter of non-linearities on BAW resonators, their 
performance and behaviour could change drastically with temperature so, the 
measurement system will be also used to analyse the thermal-effects in BAW 
resonators. In addition, the feed-forward algorithm will be used to measure the S-
parameters of this kind of devices when they are driven by a high-power heating 
signal. 
 
1.2. Feed-forward cancellation theory 
 
Based on [5] it is known that feed-forward cancellation relies on feeding forward 
an antiphase, equal amplitude version of the signal to be cancelled. The feed-
forward signal and original signal are then summed and destructively interfere at 
a reference plane. Signals not related to the feed-forward signal are unaffected 
by the destructive interference. 
  
This makes feed-forward cancellation an attractive technique for measuring 
intermodulation distortion as might be the constricting factor in the effectiveness 
of high-dynamic-range communication systems. The amplitude of the feed-
forward signal must be equal to the probe signal, after the device under test 
(DUT), for cancellation to occur at the reference plane. Specifically, the equality 
of signal amplitude is guaranteed through verification of feed-forward channel 
transmission power value and transmission loss in the developed system. 
 
The process of cancelling a signal is mathematically a simple one, requiring only 
the summation of that signal with an equal amplitude anti-phase signal at the 
same frequency. However, nonidealities such as small imbalances in amplitude 
and phase must be considered. To have a better understanding of the 
cancellation theory the next figure will be used: 
 
 
Fig. 1. Basic block diagram for signal cancellation employing a feed-forward path with amplitude 
and phase shifting to generate an antiphase version of the rest signal [4]. 
 
As a main concept, the input to an analog canceller is a signal that needs to be 
transmitted to a DUT but be suppressed before signal detection. Specifically, in 
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the analog canceller, a test signal is split into two paths, providing a stimulus 
signal to the DUT and a feed-forward signal to phase and amplitude shifters; see 
Fig. 1. Nonlinearities in the DUT create a distorted signal at the output, while 
shifting on the feed-forward path outputs a cancellation signal. These signals are 
then recombined for detection and measurement. The feed-forward signal (B) 
destructively interferes with the signal from the DUT (C) so that the undesired 
original tone is suppressed, i.e., cancelled, at a final combination point to produce 
the cancelled signal (D). In the ideal case, the feed-forward signal has the same 
amplitude, but opposite phase, as the test signal resulting in total cancellation. 
Thus, the original signal is cancelled, leaving only distortion products at the output 
of the canceller. The cancelled signal is then detected using a conventional 
receiver, a vector signal analyzer (VSA), or a SA [7]. 
 
The amplitude of the feed-forward signal necessary to cancel a probe signal at a 
given reference plane is dependent on the DUT channel transmission 
characteristic and the DUT loss. These terms need not be separated to cancel 
the post-DUT probe signal and can be determined directly by a spectral power 
measurement at the reference plane. 
 
The canceller uses measurements of the amplitude of the signal at the output of 
the canceller with and without the cancellation signal applied. Without loss of 
generality, α is the voltage amplitude of an original component of the distorted 
signal when the shifters are adjusted so that there is no cancellation signal and β 
is the voltage amplitude of the same component with the cancellation signal 
applied. In the absence of nonidealities, perfect cancellation is obtained when 
β=0. Nonidealities include amplitude imbalance,  , and a phase imbalance,  . 
Restricting the development to discrete stimulus signals, the amplitude and 
phase imbalances result in a limit to the achievable cancellation: 
 
    cos21 log10 2 dBC                  (1) 
 
  being the voltage ratio between the cancellation and DUT reflected signals, 
whereas   is their antiphase imbalance. 
 
Where the cancellation level CdB, is defined as the ratio (linear scale) at the output 
of the combiner (D), between the HP signal reflected at the DUT without 
cancellation (C) and the cancelled signal (B). In (1) the amplitude imbalance εα is 
a linear voltage ratio of the cancellation and original tones. With ideal amplitude 
matching of the original and cancellation signals, i.e., 𝜀𝛼 = 1, and no offset from 
antiphase matching, i.e., 𝜀𝛷 = 0, then 𝐶𝑑𝐵 =  ∞ and then perfect cancellation is 
achieved. 
 
In the system developed in this master thesis, the VM controls the amplitude and 
acts as a phase shifter of the forward transmission of the VM and, consequently, 
the magnitude and phase of the cancellation signal at the Wilkinson combiner. In 
addition, the use of the VM and a digitally-controlled variable attenuator enables 
amplitude and phase correction between the DUT and feed-forward channels. 
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Moreover, on chapter 2 a detailed explanation of the employed set-up will be 
discussed.  
 
Cancellation methods using power minimization or gradient techniques are 
effective. However, the number of iterations to reach cancellation more than 30 
dB can be large in some cases. In the work described here, an algorithm is used 
to determine the amplitude and phase shift necessary for cancellation given the 
amplitude of the combined feed-forward and DUT signal. By using this algorithm, 
we seek to improve the iteration-related problematic as well as improve the 
maximum cancellation values. Further details of the cancellation algorithm will be 
discussed on chapter 2 and chapter 3.  
 
1.3. State of the art  
 
Feed-forward cancellation is a well-known technique for signal and noise 
suppression and active cancellers have been widely applied as reverse power 
cancellers (RPCs) for continuous-wave (CW) radar [8]-[11], for co-channel and 
adjacent channel distortion measurement [12]-[15], and for PIM measurement 
[4][5]. These cancellers typically employ a combination of amplitude and phase 
shifters or a vector modulator which require manual or slow iterative tuning for 
optimal cancellation. 
 
Several feed-forward cancellation systems for cancelling digitally modulated 
signals have been reported [16]-[18] being also mechanically tuned or optimized. 
Moreover, feed-forward linearization has been used for studying the 
intermodulation distortion which causes adjacent channel interference and co-
channel interference and is generated by non-linear power amplifiers [19]. In this 
case, the operation of a feed-forward lineariser circuit is based on the subtraction 
of two equal signals and is, therefore, sensitive to amplitude and phase 
imbalance.  
 
Others like [20]- [22] use self-jamming cancellation to suppress the unwanted 
leakage at RF level before it reaches the active part of the front end. Specifically, 
applied cancellation to passive RF identification (RFID) readers that transmit a 
continuous wave (CW) powering signal to remotely power up battery-less 
transponders, while simultaneously receiving a backscattered signal at the same 
frequency. 
 
Furthermore, [23] develops the concept of feed-forward noise cancellation 
system (FFCS) to increase the isolation between the transmitter and the receiver 
which are a common antenna in a frequency division duplex (FDD) radio front-
end. A cancellation performance of 50 dB was achieved in a bandwidth of 25 
MHz. 
 
On the other hand, [5] reported and analog canceller using digitally controlled 
vector modulators to automate the cancellation process. Also, they design an 
automated feed-forward measurement system with high dynamic range followed 
by a predictive formula used to calculate the phase shift required to automatically 
cancel a signal based only on the power of the applied signal and of the combined 
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feed-forward and applied signals. The system achieved up to 50 dB of analog 
cancellation and was used to characterize PIM of microwave components from 1 
Hz to 10 kHz [13], [14]. 
Following this path, [5] introduces a cancellation algorithm that requires the 
calibration of the VM used in the set-up (that is, finding a relation between VI and 
VQ to get a certain forward transmission). This algorithm can be used to measure 
the correlated and uncorrelated nonlinear distortion of an amplified wideband 
code-division multiple-access signal and can achieve a minimum of 70 dB of 
analog cancellation using a newton-based algorithm and the formulation 
commented before. On the other hand, companies like Agilent Technologies had 
used different calibration techniques to measure and characterize high-power 
components [1]. 
 
Furthermore, to make a summary of the main drawbacks and advantages of the 
existing calibration techniques, the next table will be used: 
 
Name of 
calibration 
Type of calibration Advantage Drawback 
 
 
 
Bench  
 
 
 
with VNA 
 
Model fit 
Tedious, change 
with frequency and 
work power 
Independent from the 
set-up 
Cancellation 
values might be 
poor due to the 
error when using 
the mathematical 
model of the VM 
Magnitude and phase 
variations of the 
branch will be 
compensated fast. 
 
 
 
 
 
 
 
 
In line  
 
 
cancellation branch with 
SA measuring 
 Phase information 
cannot be obtained 
because of the 
absence of 
interference. Only 
the module can be 
adjusted 
 
 
 
 
 
interference 
(cancellation 
+ DUT 
branches) 
 
 
 
 
VM 
model 
 
 
 
Speed 
Probably the 
cancellation is not 
very good because 
it supposes a 
mathematical 
model that does 
not fit well enough 
It’s adjusted for each 
frequency and power 
value 
 
Very slow 
 
Minimum 
search 
 
Always finds the best 
minimum value 
Set-up variations 
(phases) mismatch 
the result and force 
to repeat the 
minimum search 
Table. 1. Main advantages and drawbacks of different cancellation techniques. 
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As it can be seen on the literature, feed-forward techniques applied to CW high-
power signal has been studied through the years and cancelation methods using 
power minimization or gradient-based techniques are effective. We propose a 
new set-up for obtain S-parameters of devices on high-power conditions by using 
a jamming interference signal using a gradient-based with line search 
optimization algorithm that will enhance both the cancellation values and 
realization-time achieved in the past, taking advantage of an iterative-search 
cancellation method that will improve speed and accuracy in comparison of using 
a previous calibration procedure as in [5][7]. 
 
1.4. Vector modulator basic principles 
 
As explained before the VM plays a very important role on this master thesis as 
is on charge of make possible the cancellation by acting as a phase and 
magnitude shifter. Thus, it is important to describe the VM basic principles to have 
a better understanding of its functioning. Basically, a vector modulator is a device 
which applies a variable gain and phase shift to an arbitrary RF signal over a finite 
bandwidth. Specifically, the vector modulator used in this project is the Analog 
Devices AD8341 model [24].  
 
From a practical point of view, a vector modulator behaves as an attenuator in 
cascade with a phase shifter controlled by two voltages, an in-phase voltage VI 
and a quadrature voltage VQ. The names of these control voltages can be 
understood given the actual structure of the vector modulator, where the voltages 
multiply an in-phase and a quadrature branch of the input signal. 
 
 
Fig. 2. Vector modulator representation [24]. 
 
Two control signals, I and Q describe a 2-dimensional plane on which gain and 
phase offset of the normalized output signal and the normalized input signal 
voltage can be uniquely defined. That is the magnitude and phase of the S21 
parameter because both input and output reference impedances are 50 Ω. The 
formulas used to model this relationship are provided by the next equations: 
 
22
02121
 qi VVSS                           (2) 
   iq VVS , arctan2arg 021        (3) 
 
Being arctan2(y,x) the arctangent function with two arguments. This is the four-
quadrant arctangent of the real parts of the elements of x and y (-π ≤ atan2(y,x) 
≤ π). The purpose of using two arguments instead of one, i.e. just computing 
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a atan(y/x), is to gather information on the signs of the inputs to return the 
appropriate quadrant of the computed angle, which is not possible for the single-
argument arctangent function. Besides, these formulas reveal that in addition to 
a pair of control voltages there are also a gain and a phase shift (|S21|0 and 0, 
respectively) that should be determined to absolutely drive the vector modulator. 
 
Once the gain and phase shifts are known, a pair of driving voltages can be found 
for a given magnitude and phase of S21: 
 
 0
021
21
cos  
S
S
Vi      (4) 
 
 0
021
21
sin  
S
S
Vq      (5)
 
 
In practice, the control voltages Vi and Vq are driven over a DC baseband voltage 
(VBB) suggested by the vector modulator manufacturer and, consequently, the 
voltages applied to the in-phase and quadrature inputs of the vector modulator 
are: 
BBiI VVV         (6) 
BBqQ VVV        (7)   
 
  BBI V
S
S
V  0
021
21
cos      (8) 
  BBQ V
S
S
V  0
021
21
sin      (9) 
 
Because a constant S21 level can be represented (see next figure) as a 
circumference in the VI -VQ plane having its centre at (VBB, VBB), and recalling the 
previous equation, the voltages VI and VQ required to get a given phase shift  at 
the output of the vector modulator can be found through the next equation: 
 
  IBBIMAXII VVV ,,0, cos      (10) 
 
QBBQMAXQQ VVV ,,0, sin      (11) 
 
10  Introduction to feed-forward cancellation 
  
 
 
Fig. 3. Vector modulator gain curve representation [25]. 
 
In a previous project [25], the calibration of the vector modulators was made. 
Basically, the calibration finds the in-phase and quadrature levels (i.e. voltages) 
that allow a given magnitude and phase of the forward transmission scattering 
parameter (S21). These levels can be found as a voltage, in the range from 0V to 
1V for the AD5381. 
 
By using the characterization of the AD8341 done on [25] we can obtain the 
power gain behaviour of the vector modulators as the next figure shows: 
 
 
Fig. 4. Vector modulator Gain vs Vi and Vq voltages at different frequencies and input powers [26]. 
 
As mentioned before, we have used an Analog Devices AD8341 VM allowing a 
continuous magnitude control of 30 dB starting from -4.5 dB (this value may vary 
depending on the work frequency) and a continuous phase control of 360º. This 
amplitude and phase control of the RF input requires single-ended in-phase and 
quadrature voltages in the range from 0 to 1 V. The performance of the VM is 
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controlled by a National Instruments NI-9264 analog to digital converter (DAC) 
having 16 bits in a 10V scale, that is almost equivalent to 12 bits in a scale of 0-
1 V (0.3 mV). Furthermore, it is important to consider that power and phase 
imbalance can occur between paths and therefore the resolution of the DAC and 
more precisely the possible quantization will be crucial. The quantization error of 
the DAC is the ultimate limit on the achievable cancellation [7].  
 
 
Fig. 5. Forward gain response S21 of the vector modulator at 1.95 GHz with respect to in-
phase and quadrature voltages. 
 
Because Vi and Vq are generated by the DAC, the resolution on the synthesized 
phase of the VM increases when the attenuation is reduced. Figure 5 shows, as 
an example, the measured magnitude and phase variation of the VM S21 versus 
the in-phase and quadrature voltages. The contours of -7 dB and -17 dB are 
indicated in the figure. The -7dB contour perimeter is greater than the contour of 
-17 dB. As longer is the contour perimeter, greater is the number of discrete 
phase states to fine tune the phase of the cancellation path. 
 
Specifically, our system sets the DUT path power level at the SA at the same 
power level than the cancellation path for a VM attenuation of -7 dB. 
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CHAPTER 2. FEED-FORWARD CANCELLATION 
TECHNIQUES 
 
To be able of characterize some devices as commented on the introduction and 
study the nonlinear behaviour in BAW resonators, some simulations and 
measurements need to be carried out at first. The characterization process 
requires a high-power measurement system in addition to the cancellation 
algorithm. Therefore, chapter 2 focuses on the measurement set-up and the 
algorithms concerning the cancellation. 
2.1. Proposed architecture 
 
The proposed architecture can be seen at Fig. 2. Detailed information about all 
the components present in the architecture can be found in [6]. Moreover, the 
architecture is based on a feed-forward technique to cancel the reflected high 
power (HP) signal that drives the device under test (DUT) before going into the 
calibrated VNA.  
 
 
Fig. 6. Feed-forward cancellation set-up. 
 
The idea behind this is to drive a jamming signal in the DUT to heat the device 
and measure changes in its frequency behavior (S-parameters). Therefore, a 
high power (HP) signal must be generated to feed the DUT. This HP signal will 
be monitored with the SA, while the changes in the S-parameters of the device 
will be measured with the VNA. Nevertheless, as commented in previous work 
[1][2] the injected signal can compromise the integrity of the instrumentation, 
specifically the VNA.  
 
A way to avoid that the HP signal damages the VNA, is to apply a feed-forward 
cancellation technique before the HP signal goes into the VNA. Specifically, this 
technique consists on taking a reference of the heating signal before driving the 
device, see Fig. 6. This cancellation signal branch can change the attenuation 
and phase of the reference signal using a controlled vector modulator. Through 
the other path named DUT-branch, the heating signal drives the DUT. The 
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reflected power at the DUT is then combined with the reference signal before 
going into the VNA. The parameters of the vector modulator are modified in real 
time to cancel the signal reflected at the DUT as shown in Fig. 6. Then the 
scattering parameters of the DUT can be obtained avoiding that the HP signal 
goes into the VNA. 
 
A cancellation algorithm has been used to cancel the fundamental tone, reaching 
cancellations better than 95 dB; more details will be given in the next chapters. 
Note that it is not necessary to reach the 95 dB cancellation value to be able to 
measure the S parameters. It is sufficient that the interfering signal power reaches 
-70 dBm in the VNA. The SA has been used to monitor the power level of the 
heating signal and feed the algorithm method to eliminate the tone.  
 
It is important to note that the working bandwidth of the set-up is limited by some 
components as commented in [6]. Also, it is important to know the maximum 
power values on the different nodes of the set-up to avoid damaging the 
components of the system being the PAs and the VM the more critical. Further 
information about the maximum output power source value the DUT can be 
heated with a jamming signal, will be described on chapter 3 and chapter 4. 
 
Shown below, the block diagram of the entire measurement system, where the 
set-up discussed above has been added to the complete architecture. 
 
 
Fig. 7. Block diagram measurement system. 
 
As it can be seen on Fig. 7, a control PC with Matlab software oversees and 
controls the main devices. At first, the HP signal is generated via Standard 
Commands for Programmable Instruments (SCPI) using a National Instruments 
FSW-0010 signal source [26] and a proper network that provides the required 
isolation to avoid reflected signals going back to the signal generator, and 
attenuation to adequate the signal power level to the following stages avoiding 
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this way to overcome the damage input power value of any device. Later, this 
signal is divided into two branches using a MCLI PS2-17 power divider [27]. One 
is named the DUT-branch and the other the cancellation-branch.  
 
The DUT-branch includes a Vaunix LDA-302-H digital variable attenuator [28] 
followed by a Mini-Circuits ZHL-30W-252+HPA [29] high-power amplifier (HPA) 
and a Neotech GC0170.0230716F300 [30] isolator to protect it from reflected 
signals. The isolator also avoids that power-dependent changes of the HPA 
output impedance could affect to the error terms of the VNA calibration, which is 
performed at low power as detailed in chapter 4. The variable attenuator is placed 
before the amplifier to match the signal power level to the power level of the 
cancellation-branch at the point where both branches are combined, which is 
useful when dealing with very reflective DUTs. 
 
The cancellation-branch is mainly composed by a variable attenuator [28], an 
Analog Devices AD8341 VM [31] and a HPA [29]. The attenuation and phase of 
output VM signal are controlled by an in-phase voltage (VI) and a quadrature 
voltage (VQ). This cancellation signal, with the required phase and magnitude, is 
then amplified by the HPA followed by an isolator. The second variable attenuator 
is also located before the VM, whose mission is to adequate the level of the 
cancellation signal to the reflected power at the DUT, as it will be discussed in 
subsection 2.3. For example, a high value of this attenuator is convenient when 
the reflection coefficient of the DUT is low and therefore also the reflected power 
to be cancelled as it will be discussed in the next subsection. 
 
As shown in Fig. 7, the amplified cancellation signal is connected to a Microlab 
CA-13 90º hybrid coupler [32] that can separate the incident and the reflected 
power at the DUT input. The reflected and cancellation signals are then added 
using a Microlab CT series [33] Wilkinson power combiner. The magnitude and 
phase of the cancellation signal is modified to add both signals in opposite phase 
and equal magnitude. Note that the combiner must be able to dissipate the power 
of both signals when they are cancelled.  
 
At the combiner output, a Mini-Circuits ZGBDC35-93HP+ 35 dB [34] HP 
directional coupler is placed to probe the level of the signal at the coupled port 
using an Agilent N92220A [35] spectrum analyzer (SA). The through port of the 
directional coupler is connected to the Agilent E5071C VNA [36] through an 
Agilent N9356B [37] power limiter whose limiting threshold is 25 dBm, used to 
protect the VNA from damaging power levels if no cancellation of the HP signal 
is achieved. 
 
Probing the signal level at the coupled port of the directional coupler allows 
modifying the voltages VI and VQ of the VM to get the phase and amplitude of the 
cancellation signal. The required VI and VQ values are obtained in real time with 
a cancellation algorithm run by a computer, which is connected to the SA. A digital 
to analog converter (DAC) is used to generate the required voltages.  
 
When cancellation is achieved, the VNA will measure the reflection coefficient of 
the DUT without distortion of the HP signal. Using this configuration, the available 
input power to the device is 39 dBm (43 dBm HPA are used) and the variable 
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attenuator of the cancellation-branch allows measuring devices with reflection 
coefficients ranging from 0 to -50 dB keeping both paths properly balanced to 
allow cancellation. 
 
2.2. Channel balancing 
 
Control the power value in both the DUT and the cancellation branch will be an 
important milestone because depending on the channel balancing between the 
different paths, a greater or lesser cancellation value could be achieved. For this 
reason, it is almost mandatory to make a kind of verification stage in which the 
power value of the branches will be examined aiming for the perfect channel 
balancing. 
 
Fig. 8. Channel balancing setting process flowchart. 
 
As it can be seen on the Fig. 8, the setting procedure is divided into four main 
stages. On stage 1, the first step is to put the VM on a maximum gain state and 
its variable attenuator to minimum attenuation. Then, set the variable attenuator 
of the DUT branch at maximum attenuation and then take a measurement of the 
power value. The stage 2 is almost the same but now instead, the VM must be 
on maximum attenuation at the start and its variable attenuator at maximum. On 
the contrary, the variable attenuator of the DUT-branch at minimum. Once this is 
done, the next stage is to adjust the variable attenuator to achieve the channel 
balancing, this means that achieve the same power value in both branches. 
  
Finally, the phase will be adjusted by using the cancellation algorithms. Note that 
the attenuation of the DUT-branch must be minimum to ensure the maximum 
heating-power in the DUT. 
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2.3. Cancellation algorithm 
 
As commented before, a feed-forward cancellation algorithm is needed to cancel 
the jamming interference signal driven to the DUT. In our case, and due to our 
specific set-up configuration, the basic functioning of the algorithm will be as 
follows. 
 
Specifically, the VM is controlled by two DC voltages: VI and VQ. Both inputs set 
the amplitude and phase of the forward gain (S21) of the VM and, consequently, 
the magnitude and phase of the cancellation signal. 
 
The cancellation level C is defined as the ratio, at the output of the combiner, 
between the HP signal reflected at the DUT without cancellation and the 
cancelled signal. The figure of merit C depends on the phase and magnitude 
imbalance between the signals as described in (1). 
 
The cancellation level is maximum when both signals add having equal 
magnitude and are in opposite phase. The values of the required VI and VQ are 
found using a cancellation algorithm whose input is the power level measured at 
the SA. 
 
The variable attenuator is configured before measuring the high-power level at 
the SA that is coming from each branch separately, and configuring the VM for 
providing the minimum insertion losses. In addition, the variable attenuator is set 
to provide the same magnitude of both signals. 
 
The number of bits of the DAC is crucial to achieve a high cancellation level. The 
values of the in-phase and quadrature voltages are found using a cancellation 
algorithm whose input is the power level measured at the SA. 
 
Several algorithms can be found in the literature [7][20][22]. For example, [7] uses 
a cancellation algorithm that requires a previous calibration of the VM (that is, 
finding a relation between VI and VQ to get a certain forward gain). Though 
authors indicate that it is interesting to get the solution in the minimum number of 
iterations of the cancellation algorithm, the calibration is frequency and power 
dependent. In our set-up, we are interested in a procedure that does not require 
a VM calibration if frequency and power level change. The price to pay is that the 
algorithm usually takes more power samples to get the required cancellation 
level. 
  
Considering that (1) has just one maximum in the dynamic range of VI and VQ, a 
pair of cancellation algorithms has been developed. Regarding the gradient-
based, the algorithm finds the control voltages using a standard iterative gradient-
search method with line search optimization [38]-[41] that reduce the number of 
power samples to take by the SA. In practice, the algorithm searches for the 
minimum power measured by the SA at the frequency of the HP signal. The 
flowchart of the algorithms as well as its detailed description can be seen in the 
next subsection. 
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2.3.1. Brute force algorithm 
 
On a first approach, we created the so-called brute force algorithm that is based 
on a linear search of the minimum. Because we are working with a VM as phase 
an amplitude shifter, x-axis will correspond to the VI state values of the VM and 
y-axis to the VQ state values. Note that before VI and VQ were defined as voltages 
and working with the algorithm are denoted as states, being a state the 
conversion of the voltages into digital values. The basic idea falls into find a power 
value that is lower that the initial one, this way the algorithm will make a 
continuous search of the lowest value until reach a certain threshold that for us 
will represent the amount of cancellation needed. Right after, the next figure will 
show the complete control diagram of the brute force algorithm: 
 
 
Fig. 9. Brute force algorithm control diagram. 
 
18  Feed-forward cancellation techniques 
  
 
As the Fig. 9 depicts, the first stage of the algorithm consists on initialize certain 
variables such as the step size and the target power. Regarding the step size, 
this variable will determine on the first stage, the first jump the algorithm will make 
to find the desired power value, this means jump an amount on the x-axis and 
then on the y-axis. It is important to note that the step value cannot be neither too 
large o too small. If the value it is too large, we can jump to the edge of the range 
and if the value is too small the algorithm will take too much time to converge. 
Once the step size is chosen, we must set the target power that in our case will 
represent the cancellation value, as the difference between the starting power 
value and the final one is the amount of cancellation that the algorithm achieves. 
  
With that considerations on mind, then we minimize the power value making a 
comparison between the current point and the obtained one. If the obtained value 
is greater than the current one, the step value will be reduced in a half and the 
next jump will be in the opposite direction as it is possible that we have jump over 
the minimum point. This way, we will be minimizing the step size until it takes the 
minimum value that in our case it is one. Arrived at this point, we repeat the 
process for the along the y-axis. After each minimization, we check if the obtained 
value is lesser than the threshold, if that is the case, we finish the algorithm. 
 
 
 Fig. 10. Brute force step reduction example. 
 
As it can be seen on the Fig.10, there are two possible starting points marked in 
red. The one on the left side (with the path marked as a discontinuous line) finds 
the local minima at the first jump. On the contrary, the other initial points take 7 
steps to reach the absolute minima. As explained above, the algorithms start 
jumping with a large step corresponding with the 1 path, if the value of the power 
is greater than before the jump the step side is reduced to a half and we step 
back until we meet with the local minima of the x-axis that are the paths 2 and 3. 
Feed-forward cancellation techniques   19 
Once this process is done, we get under way to make the same on the y-axis. To 
that end, step 5 run through the first step jump, and 6 and 7 the following ones 
as the step is being reduced until accomplish the Absolut minima. 
2.3.2. Gradient-based algorithm 
 
In second approach, we attempt to polish the method as we observe some 
problems in the previous algorithm related to the converging-time and robustness 
because the brute-force algorithm is poorly adapted to the behaviour-change of 
the set-up related to changes of phase and power of the components (not 
adaptive). As we have mention before on chapter 1, it can be found in literature 
that algorithms based on gradient or newton method as in [39]-[41] can be very 
effective when finding a maximum or a minimum of a given function. 
 
Considering that the shape of our “work area” is known because we use the VM 
to make the cancellation, it is straight forward to think about a gradient-based 
algorithm, seeing that our main goal when finding the cancellation is to find the 
minimum of the VM surface. As commented above the algorithm finds the control 
voltages using a standard gradient-based method with line search optimization 
reaching the desired cancellation level in a reduced number of iterations and will 
improve the overall performance in comparison with the brute force. 
 
Specifically, the cancellation algorithm used in this master thesis is based on the 
method of the gradient descent in a bi-dimensional domain. The input of the 
algorithm is the power P measured at the output of the coupler by the spectrum 
analyzer. The search domain is defined by the in-phase and quadrature voltages, 
VI and VQ respectively, that control the vector modulator. Both values are in the 
range from 0 to 1V. 
 
A new VM state (given by the pair VI and VQ at iteration n+1) is calculated by 
computing the gradient of the power P in the previous state (given by the pair 
VI and VQ  at iteration n) as indicated by (12): 
 
      0  ,  ,,,
1


nVVPVVVV
nqinnqinqi

 (12) 
  
where the step parameter n is optimized to get the minimum value of measured 
power P along the gradient direction. Figure 11 shows the flowchart of the 
algorithm. It is assumed that the variable attenuators of the DUT-branch and 
cancellation-branch allow that the VM is in its optimum attenuation point. 
 
The algorithm starts at a given (Vi , Vq)0 that can be heuristically chosen or even 
using a solution from a fast algorithm [21] in order to get closer to a better 
cancellation level. 
 
Since gradient search is an iterative technique it is suited for set-ups were devices 
performance slightly changes with power or time. 
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Fig. 11. Gradient-based with line search optimization algorithm control diagram. 
 
Regarding the line search concept, it is known that in optimization the line search 
strategy is one of the two basic iterative approaches to find a local minimum of 
an objective function. Moreover, the line search approach first finds a descent 
direction along which an objective function f will be reduced and then computes 
a step size that determines how far x should move along that direction. The 
descent direction can be computed by various methods, in our case gradient-
based will be used. Also, the step size can be determined either exactly or 
inexactly. 
 
As the it can be seen on the Fig. 11, the first stage of the algorithm is as with the 
brute force, initialize the variables of the step size and the target power that will 
represent the same as before. The next step will be to find the initial point where 
the VM will be allocated, this is finding the optimum phase point by making a set 
of calculations. Once this stage it is done, we move to make the same as with the 
brute force algorithm, that is compare the initial power value with the target one. 
Now, the difference with respect the brute force is that a new variable is added. 
It is the “verror” that would give us more flexibility when finding the desired 
cancellation, meaning that a small error margin is allowed and because of that it 
is not necessary to find the exact value. 
 
Afterwards, if the initial power is greater we start the minimization, in this case we 
calculate the gradient at the initial point and we move through that direction. To 
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calculate the gradient, we measure four equidistant points (up, down, left and 
right) from the initial one. Once we have the four points, we calculate the slope in 
both directions (horizontal or VI and vertical or VQ) and we move along the 
gradient vector, see Fig. 12 below.  
 
 
Fig. 12. Gradient-based slope calculation explanation. 
 
It is important to notice that, as we get closer to the minimum the slope becomes 
higher, but we will need to move less and less (since the minimum is a natural 
inflection point). To solve that, we use the invers of the slope to move along each 
direction, we also need to add the line-search term “λn” as a multiplicative factor. 
If the value obtained after the gradient step is higher than the initial one, we 
reduce the value of λn until the obtained value is lower than the initial. When the 
obtained value is lower than the initial value we update the verror, reducing the 
step size and comparing again this obtained value with the threshold. If this new 
value is higher we start the minimization again, if it is lower we finish the algorithm. 
 
  
Fig. 13. Gradient-based step evolution (left) and ellipse example with gradient path 
representation (right). 
 
As the Fig. 13 depicts, it can be seen on the left the gradient-based step evolution 
on a 2D plane of a VM. Where it can be noticed the path employed to reach an 
inflection point that represents our minimum.  Besides, it can be observed that for 
each iteration the step value changes, depending on the gradient value and as 
mentioned before, the step size decreases as we get closer to the convergence. 
On the right, we have an example of an ellipse surface where the gradient-based 
algorithm is applied too.  The different colour lines represent a series of level sets, 
where it can be found also the minimum and it can be appreciated the different 
step the algorithms take to reach the convergence following the blue path. 
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CHAPTER 3. CANCELLATION ALGORITHMS 
SIMULATION 
 
Once the algorithms were defined and implemented, the next step is to test their 
performance. As we will work with a HP set-up, we decided that the best option 
should be to test it, at first, in form of simulations. Hence, the third chapter 
presents the cancellation algorithms simulation as well as its main features and 
key aspects. More precisely, the shape of the surface representing a VM is 
emulated in a synthetic way. In addition, some formulation related to the VM will 
be used as it is a key factor when implementing the cancellation as well as the 
DAC, more details will be given bellow. 
3.1 Phase and magnitude unbalance 
 
As commented in [5] in a feed-forward measurement system, there will be a 
difference signal which could be used in a standard iterative loop to cancel 
excitation tones. It is known that the process of cancelling a signal is 
mathematically a simple one, requiring only the summation of that signal with an 
equal amplitude and anti-phase signal at the same frequency. However, 
nonidealities such as small invariances in magnitude and phase must be 
considered as both, respectively limit the depth of cancellation achievable.  
 
Moreover, in our system we cannot control the phase values directly because we 
don’t use a predictive formula as in [5][7] to calculate and set the phase shift 
required to automatically cancel a signal. Instead, the in-phase and quadrature 
voltages of the VM will be used to control the amplitude and phase of the forward 
transmission of VM and, consequently, the magnitude and phase of the 
cancellation signal at the cancellation branch. 
 
From the datasheet of the AD8341 VM [24] and from the Fig.4 graph we know 
that continuous magnitude and phase control of the gain is possible by controlling 
the relative amounts of I and Q components. Considering the vector gain 
representation expressed in polar of Fig.14 it is known that the attenuation factors 
for the I and Q signal components are represented on the x and y-axis 
respectively. Also, the resultant of their vector sum represents the vector gain, 
which can also be expressed as a magnitude and phase following (14). So, by 
applying different combinations of basebands inputs, any vector gain within the 
unit circle can be programmed, see Fig. 14. Where the outermost circle 
represents the maximum gain magnitude of unity. The circle origin implies, in 
theory, a gain of 0. Nevertheless, in practice circuit mismatches and unavoidable 
signal feedthrough limit the minimum gain to approximately -34.5 dB. In addition, 
the phase angle between the resultant gain vector and the positive x-axis is 
defined as the phase shift. 
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Fig. 14. Vector modulator gain representation [24]. 
 
As we already said before on chapter 2, the cancellation level depends on the 
phase and magnitude imbalance between the cancellation signal and the 
reflected signal coming from the DUT. So, if we start from (1) we can redefine 
some parameters to match them to our system. At first, we start from the idea 
that the cancellation depends and is obtained as a function of a series of variables 
that in our case are the magnitude and phase imbalance and the number of bits 
of our DAC and given the following formula: 
 
(𝐶, 𝑉𝐼
𝑐, 𝑉𝑄
𝑐) = 𝑓 (𝜀𝛼
′ , 𝜀𝜙
′ , 𝑛𝑏𝑖𝑡𝑠)      (13) 
 
Being 𝜀𝛼
′ =
𝑃𝑖𝑛 𝑉𝑀
𝑃𝑜𝑢𝑡 𝐷𝑈𝑇
  the ratio between the power at the VM input and the power at 
the DUT output or in other words, the magnitude unbalance between both the 
cancellation and DUT branches, 𝜀𝜙
′  the phase unbalance between both branches 
and 𝑛𝑏𝑖𝑡𝑠 the number of bits of the DAC. We can calculate the cancellation as a 
function whose inputs are these three variables and the outputs will be the 𝑉𝐼
𝑐 
and 𝑉𝑄
𝑐 corresponding to the in-phase and quadrature states associated to each 
cancellation 𝐶 value. 
 
Moreover, the signal unbalance is controlled by both the variable attenuator and 
the in-phase and quadrature voltages of the VM. The only difference respect the 
previous Fig.1 is that the reference plane is shifted and we set it between the 
input of the VM and the output of the DUT, see Fig.15. Also, we add some new 
variables, 𝜀𝛼
′′ , 𝜀𝜙
′′  , 𝛷′′ different from the ones defined in (13). Considering on one 
hand, the magnitude and phase unbalance of both branches at the input of the 
VM and the DUT output (𝜀𝛼
′ , 𝜀𝜙
′ , 𝛷′) and on the other hand, the magnitude and 
phase unbalance at the output of the VM (𝜀𝛼
′′ , 𝜀𝜙
′′  , 𝛷′′), see Fig. 15. Defining this 
way, the global unbalance as: 
 
𝜀𝛼 =  𝜀𝛼
′ . 𝜀𝛼
′′            (14) 
𝜀𝜙 =  𝜀𝜙
′ + 𝜀𝜙
′′     (15) 
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Fig. 15. Modified block diagram for signal cancellation employing a feed-forward path with 
amplitude and phase shifting using a VM. 
 
Thus, following the Fig.15 and using the formulation of [24] we get:  
 
𝜀𝛼
′′ =  |𝑆21|
2 =  √(
𝑉𝐼 − 0.5
0.5
)
2
+ (
𝑉𝑄 − 0.5
0.5
)
2
 
|𝑆21|0  
2
√2
  (16) 
 
𝜀𝛷
′′ = atan2(𝑉𝐼 − 0.5, 𝑉𝑄 − 0.5) (17) 
 
𝛥𝛷′ =  𝛷𝑖𝑛 𝑉𝑀 + 𝛷𝑜𝑢𝑡 𝐷𝑈𝑇 = 𝜋 +  𝜀𝛷 
′    (18) 
 
𝛥𝛷′′ = 𝜋 +  𝜀𝛷
′′       (19) 
 
Being |𝑆21|0  a parameter that represents the maximum gain of the VM obtained 
at the -4.5 dB gain curve.  
 
Finally, considering (14),(15) and the Fig.15, we can redefine (1) as: 
 
 
𝐶 =  −10 log((𝜀𝛼. 𝜀𝛼
′ )2 −  2𝜀𝛼 . 𝜀𝛼
′ cos(𝜀𝜙 + 𝜀𝜙
′ ) + 1)  (20)  
 
As commented on subsection 2.3, cancellation level is obviously maximum when 
both signals add in opposite phase and equal magnitude. Considering the Fig.1 
concept of chapter 1, it is known that the process of cancelling requires only the 
summation of that signal with an equal amplitude anti-phase signal at the same 
frequency. Also, the input to an analog canceller is a signal that needs to be 
transmitted to a DUT but be suppressed before signal detection. 
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Fig. 16. Cancellation dependence with magnitude unbalance at VM output and number of bits of 
the DAC simulation. 
 
As the figure 16 depicts, it can be seen the above-mentioned dependence of the 
cancellation with both the magnitude unbalance (x-axis) and the number of bits 
of our DAC (y-axis) at VM output. Specifically, the magnitude unbalance is 
defined as the ratio between the magnitude of the VM and the unbalance of both 
branches at the input of the VM and the DUT output. Moreover, this magnitude 
unbalance is caused due to nonidealities and existing differences in power 
magnitude between the cancellation and DUT branch. So, taking that into account 
-30 dB unbalance means at the output of the VM there are 30 dB of difference 
with respect the output of the DUT. In addition, as it can be seen on the graph, 
the cancellation gets worse as the magnitude unbalance increases, considering 
it will be more difficult for the VM to find the appropriate magnitude for make the 
cancellation on the -30 dB curve being the area smaller. In fact, is the reason why 
once arrived at a certain point, if the resolution of bits is too small and the 
magnitude unbalance very large, negative cancellation values could be obtained. 
 
In general, this fact will provoke a degradation in the maximum possible 
cancellation value as it can be seen on the curve-trend represented above, as 
the magnitude unbalance increases when the power of the DUT-branch is 
reduced, the maximum cancellation value achievable decreases. Because the 
VM is controlled with two control voltages (VI and VQ) the amount of resolution on 
these voltage values will be critical when finding the cancellation.  
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Fig. 17. Magnitude and phase error representation on a VM surface. 
 
As the Fig.17 depicts, when finding the phase required to make the cancellation 
some error will be made. The number of bits of the DAC will be a very important 
factor when taking high cancellation values because it implies to use a small-area 
curve (-30 dB) and therefore take the right value to find the good cancellation 
point will be difficult will low DAC resolution. As it is expected, higher resolution 
(more bits) increases the amount of cancellation. 
If we want to find a desired point with a specific phase value (the value needed 
for maximum cancellation) the VM will not be able to get the exact value so, it 
would take the nearest value achievable, and therefore and error in phase and 
magnitude will be carried out. Also, as we use a smaller gain curve of the VM, 
the error on the magnitude will be increased because the area of the curve will 
be smaller too and the possibilities of finding a correct magnitude, also smaller. 
 
3.2 Maximum and minimum cancellation values  
 
Previously we have considered the unbalance simulation. Now we will analyse 
the maximum and minimum cancellation values achievable by using a simulated 
scenario. As we already know, the maximum and minimum cancellation values 
will be strictly related to both the number of bits of the DAC and magnitude and 
phase unbalance of the DUT-cancellation branch. Now, the worst cancellation 
value achievable depending on the magnitude unbalance, will be analysed at the 
VM input. 
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Fig. 18. Cancellation simulation for a 6 bits DAC. 
 
As the Fig.18 shows, it has been represented on the x-axis the magnitude 
unbalance at the VM input. Now, the difference with the unbalance section is that 
we will consider the unbalance at the VM input, this means at our reference plane, 
as the Fig. 15 showed before, and not at the VM output. On the other hand, along 
the y-axis the maximum and minimum cancellation values achieved. Where red 
line represents the worst cancellation value achievable (minimum cancellation) in 
the ideal case, this means without consider the phase and magnitude errors. On 
the contrary, the blue line represents the best cancellation value (maximum 
cancellation). This way we have a representation of both the best ant worse 
cancellation possible on a sweep of magnitude unbalance. 
 
As explained before, as the magnitude unbalance increases the cancellation 
values get worse since it is more difficult for the VM to match with the correct 
cancellation value. In general, the curves present a growing trend, as the 
magnitude unbalance decreases the branches are more equilibrated so the 
possible cancellation values increase too. Note that this representation is a 
simulation of a 6 bits DAC (we don’t have many VI and VQ states) and an adverse 
magnitude unbalance value that it is -30 dB cancellation, therefore we are 
simulating very poor conditions. Furthermore, the maximum of the graph is at -14 
and -22 dB of magnitude unbalance with 80 dB and 60 dB of cancellation 
respectively. 
 
After describing the behaviour of the simulations with respect to the magnitude 
unbalance the next step is to find the behaviour for a phase unbalance. Phase 
unbalance is defined as the difference of phases between the DUT and the VM. 
Specifically, controlling the phase unbalance will be a challenge as by using the 
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VM we can easily decide what magnitude we want but take an appropriate value 
of the phase might be difficult also depending on what gain curve we are located. 
 
 
Fig. 19. Cancellation for a -30dB magnitude unbalance at VM input (6bits) simulation.  
 
As the Fig.19 shows, we have a representation of the phase unbalance (x-axis) 
and the cancellation (y-axis) at -30dB magnitude unbalance. Note that, in this 
scenario we are not possible to obtain a cancellation because is too big and the 
final power has a greater value than the initial one so we have a reinforcement of 
the signal, not a cancellation. As in the previous figure, the worst possible 
conditions have been simulated. The results shown that only few combinations 
of phase unbalance are appropriate for make the cancellation true. Moreover, we 
have a maximum at 30 and 130 degrees respectively but in both cases the 
cancellation values achieved are unsatisfactory. The reason is that the 
combination of a very large magnitude unbalance with the phase unbalance it is 
very destructive for our requirements.  
 
The main idea that we want to show with this graph is that regarding the phase, 
small variations can be translated as large cancellation level variation at the time 
of find a cancellation, so the phase unbalance it is noteworthy in comparison with 
the magnitude unbalance. Note also, that the values of -7 and -5.3 dB of 
cancellation (minimum and maximum cancellation) of this figure matches, as 
expected, with the values obtained on the Fig. 18 at -30 dB. 
 
Subsequently, we will show the same graphs as before but now with a more 
realistic configuration. Specifically, generating a sweep of magnitude unbalance 
from -10 to 0 dB at VM input and a 12 bits DAC. 
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Fig. 20. Cancellation for a 12 bits DAC simulation. 
 
As it can be seen on the Fig.20, the results outperform the previous one. The 
main reason is the number of bits we have now, and, the minor-range magnitude 
unbalance value. So, doubling the number of bits we can reach a cancellation 
value 60% (from 80 dB on the Fig.10 to 128 dB on Fig.20 both maximum 
cancellation values) better than before, which is substantial. On the other hand, 
starting from -4.5 dB until 0 dB the progression of the graphs is to diminish. The 
reason is that at -4.5 dB we have the maximum gain state possible of the VM, 
thus, the quantity of cancellation achievable could be bigger but from there, it 
could not be possible to compensate one branch having much more power than 
the other one. 
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Fig. 21. Cancellation for a -10dB magnitude unbalance at VM input (12bits) simulation. 
 
As the Fig.21 depicts, now when representing the phase unbalance, it can be 
seen how we can achieve a lot of combinations of phase unbalance where the 
cancellation it is maximum, for example at 50 and 130 degrees. Because the 
magnitude unbalance is small-scale in comparison with the previous one, it can 
be obtained several cancellation values higher than 70 dB along all the phase 
sweep. Note that not just the improvement is on the best cancellation values, also 
in the minimum where the enhancement is meaningful as we get almost 60 dB of 
the cancellation values as the worst-case scenario. As before, the maximum and 
minimum of cancellations values of Fig.20 agrees the ones found in the current 
figure. 
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3.3 Convergence 
 
Once the unbalance and the min/max cancellation have been characterized, the 
next step is to analyse the convergence of both algorithms and compare them. 
 
As we explained on the chapter 2, we have developed two different algorithms. 
The first one was the brute force and the second one the gradient-based with line 
search optimization. Also, we already explained that in general terms gradient-
based was more robust and fast in comparison with the brute force, as it had 
some limitations in terms of time spent to find the minimum. 
 
In this subsection, the convergence of both algorithms will be a case of study to 
decide which one of the two performs better before implementing it in the current 
set-up. 
 
Fig. 22. Convergence comparison between both algorithms for 95 dB cancellation. 
 
As it can be seen on the Fig.22, on the x-axis we have represented the sample 
number (this is all the power readings that are performed during the cancellation 
process) and on the y-axis the cancellation value achieved. The gradient-based 
algorithms outperform by far the brute force algorithm as it takes less than half 
the number of samples. This algorithm reaches the desired cancellation level, 95 
dB in a reduced number of iterations. The main reason, is that brute force 
algorithm (blue plot) moves through an orthogonal basis (it only moves in one 
axis direction each time) as this can cause even negative cancellation values (i.e. 
when moving to a point with higher power value than the original). Also, it returns 
to a small cancelation value each time a new iteration starts, due to the restricted 
above-mentioned movement.  
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The main advantage of the gradient-based algorithm is that, instead, moves 
through the gradient vector avoiding the previous situation. So, for that reason 
we can see that on the red plot the tendency it is in ascending order, following a 
smooth path from reduced cancellation levels to the required cancellation unlike 
the blue plot that has some abrupt variations. Note that the slope variations that 
can be seen on both paths are due to the jumps of the algorithms when trying to 
find the local minima. 
 
Finally, on the Fig. 23 and Fig. 24 we have an example of the in-phase and 
quadrature states path evolution for the brute force algorithm in the first one and 
the gradient-based for the second one. As it can be seen, both figures follow the 
method illustrated on chapter 2, on Fig. 10 (brute force) and Fig. 13 (gradient-
based). 
 
Fig. 23. Brute-force in-phase and quadrature states path evolution for 75 dB cancellation. 
 
 
Fig. 24. Gradient-based in-phase and quadrature states path evolution for 75 dB cancellation. 
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CHAPTER 4. DEVICES MEASUREMENTS AND 
ALGORITHM ANALYSIS 
 
The fourth chapter aims to use the feed-forward algorithm in a real scenario to 
evaluate it and, for this reason, a series of measurements are made on different 
devices. Also, the algorithm analysis related to the time expended and its 
repeatability will be studied. Moreover, the measurements will be made using the 
set-up mentioned on chapter 2 and the gradient-based algorithm presented on 
chapter 3 where specifically, the study of the behaviour of a reflective device, a 
limiter and a BAW resonator will be done.  
4.1. System calibration 
 
As mentioned on the introduction a special calibration for the VNA is needed 
when doing HP measurements. Specifically, the VNA calibration will be made 
using a calibration kit. Using the electronic calibration (ECAL) N4431-6003 [42] 
we have performed two calibrations, narrowband and broadband with the active 
components switched on to evaluate the noise that they generate (CAL_ON). 
 
The VNA is calibrated at the reference plane defined as the point of connection 
of the DUT to the hybrid (see Fig.6). The VM is then set at minimum attenuation 
state, high-power amplifiers switched on and the source signal switched off. The 
source is switched off to avoid running the cancellation process during the 
calibration procedure. We have checked that the isolators placed at the output of 
the HPAs provide isolation enough to keep the calculated calibration error terms 
independent of the power of the source signal. Measurements of a SMA short will 
be then compared with measurements of the same device performed using a 
reference calibration (CAL_REF) that does not include the measurement system. 
 
Note that all the measurements were made using the source of the heating signal 
at 2.315 GHz as it corresponds to the resonance-frequency of the BAW 
resonators measured and regarding the other devices the choice of the frequency 
it did not matter. Also, a value of 65 dB of cancellation was employed in all the 
measurements since no greater values were needed for the devices study. 
 
Regarding the narrowband calibration, the measurement bandwidth is set from 
2.30 GHz up to 2.333 GHz. The power of the VNA is set to 10 dBm and the IF 
bandwidth is 1 kHz. The swept mode is activated and four averages are taken at 
each measurement point. The number of points is set to the maximum 1601 
points. Fig. 23 shows in black the S11 of a SMA-female short that was measured 
directly (CAL_REF) as a reference. Afterwards, the SMA-female short circuit is 
then connected through the measurement system. Blue trace of Fig. 25 
corresponds to the corrected measurements with the CAL_ON calibration. 
  
In this later case, the measurements were taken with the source of the heating 
signal at 2.315 GHz turned off, so no cancellation process was required. Fig. 25 
shows that the CAL_ON calibration provides accurate results and that the active 
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components (amplifier and vector modulator) introduce noise of around ±0.01 dB 
and 0.1º 
 
Fig. 25. S11 of a SMA-female short measured using CAL_REF (black) and CAL_ON (blue). 
Both calibrations are narrowband.  
 
In relation to the broadband calibration, in this case, the measurement bandwidth 
is set from 1 GHz up to 2.33 GHz and all the VNA parameters are set as the 
previous case. The heating signal was also turned off. 
 
Fig. 26. S11 of a SMA-female short measured using CAL_REF (black) and CAL_ON (blue). 
Both calibrations are broadband. 
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Fig. 26 shows the comparison between CAL_ON and CAL_REF measurements 
of the SMA short circuit. The noise is lower than ±0.01 dB at lower frequencies 
and a maximum ripple around ±0.02 dB appears in this frequency range even for 
the CAL_REF measurements. We attribute this small ripple to the quality of the 
ECAL calibration with input powers around 10 dBm [42] and the manipulation of 
the flexible coaxial in the process of connecting and disconnecting the ECAL set 
and the SMA-short. 
 
4.2. Reflecting device (short circuit) 
 
Once the VNA has been calibrated, we move to make the SMA-female short 
circuit measurement. With the VNA narrowband calibrated, we have increased 
step-by-step the power of the 2.315 GHz heating signal from 10 dBm to 25 dBm 
(measured at the DUT port) without using the cancellation algorithm. As it can be 
seen in Fig. 27, for input power levels higher than 20 dBm (yellow trace) the 
heating signal affects significantly the measurement. The HP signal at 2.315 GHz 
is clearly displayed at the VNA as it was expected, since the power going to its 
input port is 8 dB lower than the input power to DUT because of 90º hybrid power 
combiner, VNA limiter and cable insertion losses. An additional peak at 6 MHz 
below 2.315 GHz is also displayed. We have checked that this signal is not 
coming from any interference, intermodulation or other nonlinear effect of the 
measurement system so that is generated inside the VNA. 
 
Furthermore, the decrease of the reflection coefficient at high power levels is very 
significant at any frequency. At first glance, one could think that the SMA short is 
changing due to thermal effects but the limiter that protects the VNA and the VNA 
by itself may have a role. The limiter cannot be the responsible since it has a 
limiting threshold of 25 dBm and the power at its input is around 17 dBm, 8 dB 
lower than the input DUT power. 
 
The S11 decrease bellow 25 dBm, measured without cancellation algorithm (Fig. 
27), was due therefore to saturation effects of the circuitry of the VNA but in any 
case, is due to changes of the measured DUT. If the cancellation algorithm is 
active we can measure up to 35 dBm as it can be seen in Fig. 28 where 
measurements were taken from 10 dBm up to 35 dBm. As it was expected, there 
is no sign of the heating signal in the measurements. Below 25 dBm, heating 
effects in the SMA short show a slight decrease of the S11.  
 
At the highest power, losses of the SMA short circuit increase and the S11 phase 
decreases by one degree. Although we have not performed an estimation of the 
temperature increase at the short device, this is consistent with the thermal 
expansion coefficient of the Polytetrafluoroethylene (PTFE) material that 
surrounds the central pin of SMA short circuit. 
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Fig. 27. SMA-female short measurement using CAL_ON for several heating power levels. 
Measurements are narrowband and without calibration. 
 
 
Fig. 28. SMA-female short measurement using CAL_ON for several heating power levels. 
Measurements are narrowband and with cancellation. 
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Fig. 29 shows the broadband measurements from 1 GHz up to 2.33 GHz without 
cancellation (from 10 dBm to 25 dBm). The measurement provides incorrect 
results at moderate high-power levels even though the heating signal does not 
appear in the displayed trace (due to the limited IF bandwidth and the number of 
points). 
 
Fig. 29. SMA-female short measurement using CAL_ON for several heating power levels. 
Measurements are broadband and without cancellation. 
 
Fig. 30, shows the measurements from 10 dBm up to 35 dBm with cancellation. 
The traces below 35 dBm almost overlap and the ripple of the S11 increases at 
35 dBm with an averaged value greater that the one measured at lower power 
levels. 
 
Fig. 30. SMA-female short measurement using CAL_ON for several heating power levels. 
Measurements are broadband and with cancellation. 
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4.3. High-power limiter 
 
In addition, a SMA-connectorized high power limiter (LM200802-M-A-300) has 
been measured. The device output was terminated with a 50 ohms load. The 
input power of the heating signal at 2.315 GHz was increased from -5 dBm up to 
35 dBm. 
 
Fig. 31 and Fig. 32 show the reflection coefficient from the all-pass state to the 
limiting state without cancellation and with cancellation respectively. It is clear 
than the cancellation algorithm must be activated even when the return losses 
are still high and the reflected power is lower. 
 
Fig. 31. Measured S11 of the limiter without cancellation for several heating power levels. 
 
Fig. 32. Measured S11 of the limiter with cancellation for several heating power levels. 
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Fig. 33 shows the measured reflection coefficient inferred from Fig. 31 and Fig 
32 at two frequencies, 2.3 GHz (black) and 2.315 GHz (blue); without cancellation 
(dashed-dotted line with circles) and with cancellation (continuous line with 
asterisks). At the same frequency of the HP signal, the measurement provides 
incorrect measurement if no cancellation is applied, and note, that even there is 
no trace of the HP signal in the measurement of the S11 at 2.3 GHz the calculated 
S11 by the VNA is erroneous at high power levels (S11 greater than zero) if no 
cancellation is achieved. 
 
Fig. 33. Return losses of the limiter at 2.315 GHz with cancellation (continuous line with asterisks) 
and without cancellation (dashed-dotted line with circles). Black lines at 2.3 GHz. Blue lines al 
2.315 GHz. 
 
4.4. BAW resonator 
 
Finally, the reflection coefficient of an on-wafer electroacoustic BAW resonator 
has been measured. The VNA was calibrated with a TRL calibration standard 
ISS103-726B from Cascade Microtech [43]. BAW resonators are very reflective 
with a reflection coefficient very close to 0 dB even at frequencies around their 
resonance frequency, so they are very good candidates to test the developed 
measurement system. 
 
Fig 34 shows the measured input impedance of the resonator. The frequency of 
the heating power was set equal to the series resonant frequency of the resonator 
2.31 GHz and its power was swept from 5 to 35 dBm. All the traces almost overlap 
showing that there is no degradation of the resonator response and that it can 
deal with power up to 35 dBm without losing its performance. 
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Fig. 34. Measured impedance of a BAW resonator when heated with powers from 5 to 35 dBm. 
Narrowband calibration and cancellation have been used. 
 
Fig. 35 shows the measurements if the feed-forward cancellation had not been 
used. As it can be seen, the measured response around the frequency of the 
heating source is completely degenerated and makes useless the 
measurements. 
 
Fig. 35. Measured impedance of a BAW resonator when heated with powers from 5 to 35 dBm. 
Cancellation has not been used. 
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4.5. Repeatability 
 
One of the main points when working with the algorithm is its robustness and 
stability as it is important to be sure that the measurements can be reproduced 
several times.  
 
To study if the algorithm it is robust enough, two different tests were made. At 
first, the system was calibrated with the ECAL and following the same procedure 
as explained on subsection 4.1. Both tests were also made using a SMA-female 
short as DUT. The first one, is a survey about the evolution of the number of 
power samples all along different repetitions. For us, a power sample represent 
each time the algorithm takes a power value, therefore the value obtained is the 
number of power values that the algorithm takes to reach the desired cancellation 
value. The second one, a brief study about the variations of final power values 
versus repetitions.  
 
Note that in both cases the desired cancellation value is the same 70 dB, and 
each repetition means that one cancellation value is achieved. So, for the first 
test we set the algorithm to find 100 possible cancellations of 70 dB and then we 
save the number of power measurements of each repetition. 
 
 
Fig. 36. Number of power samples measured along 100 cancellation repetitions. 
 
From the results obtained in Fig 36, we can say that the mean of power samples 
taken along a hundred repetitions it is 25 approximately. As it can be seen on the 
graph, the algorithm can obtain the cancellation values with the same amount of 
power measurements each time; moreover, the standard deviation value it is 
5.14. From this result, we can extract that the algorithm it is quite repeatable. 
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Regarding the second test, a hundred repetitions were also set but now, the 
difference, is that we monitor the variations of the final power value instead of the 
number of power samples the algorithm takes each repetition. As the Fig 37. 
shows, the final value obtained from the cancellation is not the same. In this 
study, we got a mean value of -74.41 dBm and the standard deviation is 4.61 
dBm. The amount of spread of this value is significant but is always below the 
threshold marked (-70 dBm). The variations on the measurements are due to 
some power instabilities present on the system that will be discussed on the next 
subsection. Also, there exists a difference between the value set and the 
obtained, this is because the algorithm finds sometimes a solution bellow -70 
dBm. 
 
Fig. 37. Final power evolution values measured along a hundred repetitions. 
 
 
4.6. Power stability 
 
As mentioned before, when realising some measurements, we notice that the 
power value suffered a fluctuation and because of that, the same value of VI and 
VQ voltages would lead to different power values along the time. To study this 
effect, we made two measurements. The first one, a 5 hours test and the second 
one for 1 minute. In both cases, a cancellation value is set at first. Then, once the 
algorithm converges to this value, the VI and VQ values are stored. Finally, we will 
use these values and we will measure repeatedly the power value associated to 
the that pair of VI and VQ. Specifically, once per minute over five hours and once 
per second during one minute on the second case. 
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As the Fig.38. depicts, we have on the x-axis the repetitions and on the y-axis the 
power values. In this case, we set a -80 dBm power value. As it can be seen, 
there is a deviation of almost 10 dB on two hours. In addition, the slope on the 
graph is big at the initial state and it tends to reduce when reaching a steady 
state. This effect happens due to the shape of the surface of the VM.  
 
As we know from previous chapters, the VM surface seems like a “well” with an 
inflection point at the centre. Because of that, as the first point is the lowest one, 
this is when we are located on the bottom side of the well, and in consequence, 
a small movement on the surface implies a big variation on the power value. The 
variations on the surface might be due to noise on the system set-up. Moreover, 
we know that the DAC used has a step of 0.3 mV for the VI and VQ voltages and 
a noise value of 500 µVrms. Therefore, the least significant bit when commanding 
the DAC falls into that noise, so each time we will have a different value for the 
voltages. In addition, these fluctuations can be produced due to thermal 
fluctuations on the system, changing the VM performance. 
 
Fig. 38. Power value stability along five hours. 
 
 
Finally, as the Fig.39. shows, we made the same study within a minute for two 
different power values. On the left side, a -75 dBm and on the right side a -80 
dBm. As it can be observed, the deviation is not that big in comparison with the 
previous measure. Specifically, about 0.4 dB in both cases, which is much less 
significant. This means that the time-scale of this phenomena it is present for long 
timings. 
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Fig. 39. Power value stability along one minute. Cancellation of 70 dB (left-plot) and 80 dB 
(right-plot). 
 
4.7. System timing 
 
Finally, the system timing will be presented. Specifically, the time-expended for 
the main procedures when finding the cancellation will be presented. 
 
Name of procedure Time [s] 
Start-up of devices 20.17 s 
Power measurement 1.03 s 
DAC VI and VQ setting 0.23 s 
Cancellation having 25 power measures 32.78 s 
Table. 2. System timing summary. 
 
Moreover, as Table. 2. shows, at first, we have the start-up of the devices. 
Specifically, this procedure includes the proper set-up process of different 
devices such as the VNA and the SA and the signal source. Note that it is 
necessary to make this calibration to both monitor and control the signal when 
finding the cancellation. Then we have the power measurement, representing 
each time the algorithm reads a power value. Also, we have the DAC control 
signal for VI and VQ, we will use this procedure each time the algorithm is looking 
for the local and absolut minima. 
 
Finally, we have the cancellation procedure. As its name indicates, we 
understand as cancellation the process where different power measurements 
and DAC conversions are done when using the VM as a phase an amplitude 
shifter. As we already know, the cancellation algorithm takes 25 power 
measurements on average, so considering the values obtained we get: 
 
Tcancellation = nº of mean power measurement x (tpower measurement + tDAC) = 31.50 s 
 
Devices measurements and algorithm analysis   45 
The difference between the above calculations and the result of the table is due 
to some intended pauses situated on the code aiming for the proper response of  
 
the DAC and the VM. Finally, knowing that a cancellation process is formed by 
both the calibration and cancelation phases we can calculate the average time-
consumed by the algorithm when finding a cancellation value as: 
 
Ttotal = Tcalibration +Tcancellation = 51.67 s 
 
In view of the results, we can say that the algorithm will take about 52 s when 
talking about and average cancellation value of 70 dB. Note that, for greater 
cancellation values the amount of power measures will probably grow, so the 
algorithm it is very time-dependant and conditioned by the level of cancellation 
needed and the starting point. 
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK 
 
5.1. Conclusions 
 
This master thesis presents a measurement system that can measure S-
parameters under jamming CW high power out-of-band signals. To achieve it, 
different feed-forward cancellation algorithms were designed aiming the 
possibility to measure and characterize high-power components as well as study 
the nonlinear behaviour caused by thermal effects of BAW resonators due to the 
use of high-power signals. 
 
Summarizing, the most important conclusions are: 
 
1. The proposed architecture can measure and characterize devices when 
applying HP jamming or heating signals. 
2. Feed-forward algorithms have a good performance in terms of cancellation 
values achievable. Being the gradient-based stronger and faster in 
comparison with the brute force one.  
3. The effect of nonlinear behaviour caused by thermal effects on BAW 
resonators can be used as an important factor when designing filters for 
mobile applications, for example on the LTE band. 
4. The measurement system can be used on other HP conditions such as 
applications for radar or spatial purposes. 
 
Moreover, we have demonstrated that the feed-forward proposed architecture to 
measure reflection coefficients when a device is driven by a high-power signal is 
accurate without needing a high-power standard to calibrate the vector network 
analyzer. This architecture is especially useful for measuring the reflection 
coefficient of reflective devices at frequencies very close to the frequency of the 
high-power signal. Once proved the viability of the concept, the system could be 
easily modified to measure transmission parameters of a two-port device. 
 
On the other hand, measurements and modelling of thermal effects in filters 
would be also very interesting since the filters include several resonators with 
different topologies and there would be also heat propagation between 
resonators, which should be properly modelled. 
 
Finally, this master thesis has contributed in the creation of patent P201730571 
for the Spanish Ministry of Energy, Tourism and the Digital Agenda related with 
the high-power measurement system. 
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5.2. Future work 
The work developed during this master thesis outlines the problematic when 
dealing with a noisy set-up. Because of that, one important point to consider in 
future works could be solve the stability problem to achieve a more robust system 
although the results obtained until now are quite good performance-related. 
Regarding the measurement system, as mentioned above one of the next goals 
will be to measure the transmission parameters of a two-port device. Therefore, 
a new cancellation branch will be needed. This fact, implies the acquisition of new 
devices for its implementation. Also, it would be a good idea to characterize all 
the devices that are part of the measurement system to be able to have a better 
knowledge in the same way as to have a greater precision in some features, for 
example when dealing with the VM to find the cancellation value or adjusting 
beforehand the variable attenuators. 
Related to that, as previously mentioned the resolution of the DAC is an important 
factor when finding the cancellation points, so improving the resolution of the 
current DAC or replacing it for a more precise and with more resolution as for 
example the NI-9229, will give us more flexibility when finding the good 
cancellation points and therefore more possible solutions. Finally, the input power 
driven to the DUT could be increased replacing some components of the system 
and, therefore, higher cancellation values could be achieved. 
On the other hand, respect to the feed-forward algorithms some minor 
improvements on the code should be made. For example, to make the code 
friendlier implementing a general user interface (GUI) or to add some new 
functionalities as for example the automatic-adjusting of the variable attenuators 
or add the intermodulation distortion (IMD) characteristic to make it more 
versatile, even though the overall the performance is quite stable and robust. 
Finally, a good enhancement could be test new algorithms that allow faster 
convergences (less number of power samples). 
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