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Cette thèse s’inscrit dans le domaine des mathématiques appliquées, elle a été financée par leMinistère de l’Enseignement Supérieur et de la Recherche et a été eﬀectuée au Laboratoire
de Mathématiques et de leurs Applications de Pau 1, au sein de l’équipe Concha.
Concha 2 est une équipe du LMAP de l’Université de Pau et des Pays de l’Adour.
Son objectif est d’analyser et de développer des méthodes novatrices et des algorithmes eﬃcaces
pour la simulation d’écoulements complexes de fluides. Le développement de codes de calcul
(en C++) représente une partie importante de ses activités. Une librairie portant également le
nom de CONCHA© a été développée pour le prototypage rapide de codes de calcul et permet
la comparaison de diﬀérents schémas de discrétisations, de diverses méthodes éléments finis
(Galerkin continus, Galerkin discontinus, non-conformes, mixtes ...) et techniques d’estimateurs
d’erreur, d’adaptation de maillages, ou encore de modèles appliqués à des problèmes spécifiques.
Les plus significatifs concernent les équations d’Euler, de Navier-Stokes incompressibles et les
écoulements de polymères pour divers problèmes liés à l’aérodynamique, aux milieux poreux et
aux liquides viscoélastiques.
La modélisation et simulation numérique d’écoulements dans des domaines fracturés sont au
coeur de nombreuses applications, qui peuvent être industrielles (aérospatiale, milieu pétrolier ...)
mais également médicales (écoulement du sang, déformation des globules rouges ...). En outre,
de nombreux projets de recherche nécessitent le développement des méthodes robustes pour la
prise en compte de singularités telles que des fissures ou des perforations (on parle également de
problème d’interface), ce qui fait partie des motivations et des objectifs de Concha, ainsi que de
cette thèse.
1. LMAP - http://lma-umr5142.univ-pau.fr/live/
2. http://sites.google.com/site/conchapau/
1
2 CHAPITRE 1. INTRODUCTION GÉNÉRALE
Dans cette introduction générale, nous commençons dans un premier temps par exposer le
cadre, la situation, mais également par argumenter les motivations de la résolution de problèmes
dans de telles configurations, en rappelant les diﬀérentes études eﬀectuées sur ce sujet. Nous y
positionnerons nos analyses, améliorations et résultats obtenus par rapport aux travaux existants.
Puis, nous détaillerons en quelques mots les applications et évolutions possibles avec de tels
outils. Enfin, nous fixerons les outils et notations principaux.
1.1 Problématique - Objectifs - Perspectives
1.1.1 Présentation du cadre
Cette thèse porte sur l’étude théorique et numérique d’éléments finis non-conformes ([51],[52],[71],[63],[65],
...) ou pseudo-conformes ([34],[35]) pour des problèmes d’interface, en particuliers sur l’adaptation
de la méthode NXFEM (Nitsche-eXtended FEM [53]) à ce type d’élément.
Les problèmes d’interface sont couramment rencontrés dans des domaines tels que le milieu
pétrolier (modélisation de réservoirs, présence de failles, propagation d’un signal, repérage de
couches ...), l’aérospatiale (problème de chocs, de rupture), en génie civil, mais également dans la
biologie cellulaire (écoulement du sang, déformation des globules rouges) ...
(a) Discontinuité sur le maillage (b) Discontinuité non-alignée
Figure 1.1 – Position discontinuité-maillage
Il est important de situer nos contributions par rapport aux travaux réalisés sur les problèmes
d’interface.
✑ La première idée consiste à faire coïncider la singularité sur les lignes maillages (Figure
1.1(a)), on parle alors de maillages adaptés. De cette manière, la définition même des éléments
finis permet de bien poser les espaces, et la résolution des problèmes se déroule dans de bonnes
conditions. Babuška nous en a expliqué les résultats dans [3].
✑ La méthode Level Set [69] est apparue voici une trentaine d’années. Le principe de celle-ci
est de définir une fonction interface dans le domaine de calcul dont la courbe de niveau zéro
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est l’interface que l’on cherche à décrire. Cette méthode est une technique numérique pour le
suivi des interfaces mobiles, elle s’avère particulièrement pratique pour représenter des fissures
3D et eﬃcace pour la phase de propagation. La résolution d’une équation de convection permet
alors de prédire les mouvements de l’interface dans un champ de vitesse donné. Elle manipule
les changements topologiques naturellement, sa mise en œuvre est aussi directe en 2D qu’en 3D.
De plus, le calcul des caractéristiques géométriques du problème est particulièrement simple et
s’eﬀectue à l’aide du calcul du gradient de la fonction Level Set. [78]
Mais il n’est hélas pas toujours évident d’être dans cette configuration de maillages adaptés.
La simulation numérique sur des domaines à géométrie complexe reste un thème de recherche
actif et l’ajout d’une interface ne simplifie en rien ces études. L’indépendance entre maillage et
géométrie devient alors une configuration très attractive. Une méthode permettant de s’aﬀranchir
de maillages adaptés et conformes, amenant à utiliser des maillages non-adaptés et structurés,
donc "simples", serait plus souple (en terme d’hypothèses sur le maillage et son raﬃnement) et
donc plus facile à mettre en œuvre.
Parallèlement à ces travaux, certains se sont donc intéressés aux développements de méthode
dans le cas où la discontinuité n’est pas alignée avec le maillage (Figure 1.1(b)).
✒ Le premier réflexe a été de se ramener à la configuration précédente, à l’aide de raﬃnement
successifs. Mais la présence de singularités dégrade fortement la convergence de la méthode
élément fini, et il ne suﬃt pas de raﬃner fortement le maillage à proximité des singularités pour
obtenir une bonne solution. De plus, pour de grands domaines, avec des fractures multiples
pouvant se croiser, la tâche devient rapidement coûteuse, diﬃcile à gérer (les mailles peuvant
être de plus en plus déformées et aplaties ...), voir même impossible à satisfaire.
Diﬀérentes approches ont été proposées pour pallier ce problème, la plupart reposant sur
l’introduction de fonctions capables de représenter ce qu’il se passe au niveau de la fissure, mais
souvent ces approches faisaient perdre la bonne prise en compte des conditions aux limites.
Néanmoins, on retiendra que Barrett et Elliott [8] ont montré le premier ordre de convergence
pour une méthode linéaire par morceaux, mais avaient une erreur de consistence et MacKinnon
[62] a utilisé une approche alternative en construisant une nouvelle base FEM. Bramble et King
ont prolongé leurs travaux [18].
✒ En 1997, Babuška et Melenk ont introduit une méthode permettant d’avoir les fonctions
décrivant la singularité tout en respectant les conditions aux limites [4]. Leur principe est d’intro-
duire comme fonction de forme des fonctions capables de prendre en compte la singularité que
l’on veut traiter (connues par diﬀérentes approches) et de les régulariser sur le bord grâce à une
fonction (qui préserve les propriétés des fonctions introduites sur l’intérieur du domaine). Ils ont
montré qu’avec cette méthode, on retrouvait le taux de convergence normal.
✒ Plus récemment, le concept X-FEM (La méthode des éléments finis étendue - eXtended
Finite Element Method) [66] a été proposé pour tenir compte des problèmes de convergence des
éléments finis près d’éventuelles singularités du domaine. Cette méthode est une généralisation
de l’idée de Babuška et Melenk, où l’on s’autorise à enrichir l’espace élément fini usuel avec
des degrés de liberté supplémentaires et des fonctions singulières (des fonctions de heavyside,
solutions asymptotiques ...).
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Les méthodes numériques classiques tels que les méthodes éléments finis ou volumes finis pré-
sentent souvent une faible précision le long de discontinuités. La X-FEM permet d’obtenir une
amélioration de cette précision.
L’un des points faibles de la méthode est l’absence de formulation faible discret.
Les travaux autour de cette nouvelle approche se multiplient [15], se diversifient [33, 50], s’amé-
liorent [10].
✒ En 2002, A. Hansbo et P. Hansbo proposent une variante, basée sur la formulation de
Nitsche : la NXFEM (Nitsche eXtended Finite Element Method) [53]. Dans cette méthode, on
n’utilise que les fonctions de bases éléments finis, polynomiales, classiques. Ce qui permet de
conserver l’emploi des espaces éléments finis standard. Cette méthode est bien étudiée sur des
maillages triangulaires avec des approximations conformes des inconnues.
L’emploi de cette méthode se généralise, pour des applications diverses telles que les domaines
fictifs [13, 14] et à diﬀérentes méthodes éléments finis [64].
1.1.2 Motivations et objectifs
Les algorithmes ont été mis en œuvre en C++ dans la librairie CONCHA (voir Section 1.3),
en vue de résoudre des équations de type Darcy et Navier-Stokes. L’utilisation de maillages en
quadrilatères et hexaèdres intervient dans beaucoup de domaines applicatifs, et il est indispensable
de disposer d’éléments finis robustes et eﬃcaces permettant de garantir des ordres de convergences
optimaux (notamment dans le cas d’équations présentant des coeﬃcients fortement discontinus
ou anisotropiques) et d’obtenir des codes de calcul rapides.
L’utilisation d’éléments finis non-conformes est un choix judicieux dans de nombreuses ap-
plications. Mais dans le cas de maillages en quadrilatères ou en hexaèdres, la non-linéarité de
l’application - qui transforme l’élément de référence en un élement du maillage - soulève des
diﬃcultés aussi bien théoriques que numériques, sur lesquelles nous nous sommes penchés.
La méthode NXFEM, qui permet le traitement de discontinuités sur un maillage fixe, a été
principalement étudiée pour des maillages en triangles ou en tétraèdres avec des approximations
conformes des inconnues. La généralisation de cette méthode aux cas des maillages quadrilatères
ou en héxaèdres, avec des approximations non-conformes, restent un problème ouvert auquel
nous souhaitons donner des réponses.
1.1.3 Perspectives
Plusieurs pistes de recheches sont envisageables. Elles peuvent porter sur des aspects théorique
(amélioration des résultats et démonstrations établis), numérique (optimisation du code de calcul)
mais également sur le développement d’applications telles que le milieu pétrolier, l’aéronautique,
imagerie, globules rouges ...
Afin de mieux comprendre les perspectives à court et long termes, nous proposons d’exposer
celles-ci au fil de ce manuscrit, en fin de chaque chapitre.
1.2. OUTILS MATHÉMATIQUES COMMUNS AUX MODÈLES 5
1.2 Outils mathématiques communs aux modèles
Nous donnons ici les principaux outils que nous allons utiliser dans la suite de ce manuscrit.
Afin de ne pas alourdir la rédaction de ce mémoire, les notations les plus usuelles ont été rappelées
dans en annexes : Annexe D.1 pour les opérateurs diﬀérentiels, Annexe D.2 pour les espaces
fonctionnels.
1.2.1 Problème modèle
Dans une large partie de ce manuscrit, nous considèrerons le problème modèle elliptique
d’interface suivant : ￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = gD sur Γ,[K∇nu] = gN sur Γ. (1.1)
Afin de fixer les idées, nous pouvons par exemple assimiler ces équations à un problème de
diﬀusion thermique stationnaire, dans lequel le coeﬃcient de diﬀusion K serait discontinu le long
d’une interface Γ.
Dans tout ce qui suit, Ω sera un domaine borné
de RN (N sera précisé dans chacun des cas étudiés),
de frontière polygonale convexe ∂Ω et une délimita-
tion interne régulière Γ divisant Ω en deux ensembles
ouverts Ωin et Ωex (comme illustré sur la figure ci-
contre).
Nous supposons f ∈ L2 (Ω), gD ∈ C (Γ) et gN ∈ L2 (Γ) des
fonctions données, n la normale unitaire extérieure à Ωin.
Pour simplifier certains raisonnements, nous supposons que K est un coeﬃcient discontinu
positif et constant par morceaux, prenant respectivement les valeurs Kin et Kex sur chaque sous-
domaine Ωin et Ωex.
Pour ϕ suﬃsamment régulière sur Ωin ∪Ωex, nous définissons :
– ϕ ￿Ωin= ϕin et ϕ ￿Ωex= ϕex,
– le saut le long de Γ :
[ϕ] ∶= ϕin￿Γ −ϕex￿Γ , (1.2)
– la moyenne pondérée par le poids κ = (κin,κex) (avec κin + κex = 1) :{ϕ}κ ∶= κinϕin￿Γ + κexϕex￿Γ . (1.3)
Les poids κin et κex seront précisés ultérieurement, en fonction des méthodes employées.
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1.2.2 Approximation
L’annexe A - Section A.1 détaille les définitions les plus courantes ainsi qu’une brève biblio-
graphie. Nous rappelons ici les notations usuelles que nous utiliserons par la suite :
H famille de maillage,
Kh ensemble des cellules.
K ∈ Kh, K élément de Kh,
dK diamètre de K,
dh =maxdK ,
ρK rondeur de K,
Nh ensemble des noeuds (nodes),
Sh ensemble des côtés en 2D / face en 3D (sides).
S ∈ Sh, S élément de Sh,
S∂h ensemble des côtés/faces du bord,
S inth ensemble des côtés/faces intérieurs.
On ajoute les notations liées à la discontinuité :
Γ la discontinuité,
ΓK ∶= Γ ∩K, la partie de Γ dans K,
K in ∶=K ∩Ωin, la partie de K dans Ωin,
Kex ∶=K ∩Ωex, la partie de K dans Ωex
Kcuth ∶= {K ∈ Kh ∶K ∩ Γ ≠ ￿}, ensemble des cellules coupées par l’interface,
S int,inh ∶= ￿S ∈ S inth ∶ S ∩Ωin ≠ ￿￿, l’ensemble des côtés/faces intérieurs dans Ωin,
S int,exh ∶= ￿S ∈ S inth ∶ S ∩Ωex ≠ ￿￿, l’ensemble des côtés/faces intérieurs dans Ωex,
S int,cuth ∶= ￿S ∈ S inth ∶ S ∩ Γ ≠ ￿￿, l’ensemble des côtés/faces intérieurs coupés.
S∂,inh ∶= ￿S ∩Ωin ∶ S ∈ S∂h tel que S ∩Ωin ≠ ￿￿, l’ensemble des côtés/faces du bord dans Ωin,
S∂,exh ∶= ￿S ∩Ωex ∶ S ∈ S∂h tel que S ∩Ωex ≠ ￿￿, l’ensemble des côtés/faces du bord dans Ωex,
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S∂,cuth ∶= ￿S ∈ S∂h ∶ S ∩ Γ ≠ ￿￿, l’ensemble des côtés/faces du bord coupés.
(a) Illustration des notations sur un maillage
triangulaire
(b) Situation non autorisée
Figure 1.2 – Intéraction Maillage-Discontinuité
Nous avons également besoin d’établir des hypothèses sur la discontinuité :
A1 nous supposons que Kh est non-dégénérée (au sens de Ciarlet [25]), ie
dK
ρK
≤ C, ∀K ∈ Kh,
A2 nous supposons que pour chaque cellule coupée K, Γ coupe ∂K distinctement et exactement
deux fois, et dont au plus une fois chaque face (ex : Figure 1.2(b) rejetée),
A3 soit Γh le segment de droite reliant les points d’intersection entre Γ et ∂K (Figure 1.2(a)).
Nous supposons que ΓK est une fonction dépendant de la longueur Γh :
ΓK ∶= {(ξ,η) ∶ 0 < ξ < ￿Γh￿,η = δ (ξ)} ,
et
Γh ∶= {(ξ,η) ∶ 0 < ξ < ￿Γh￿,η = 0} .
Remarque 1.1. Dans le cas d’une interface rectiligne/plane, ΓK et Γh sont confondues.
La courbure de Γ étant bornée, les hypothèses A2 et A3 sont toujours remplies quand dh tend
vers 0. Ainsi, les hypothèses sont naturelles et peu contraignantes, et s’assurent que la courbure
de l’interface est bien prise en compte par le maillage.
Nous allons chercher une solution discrète uh = ￿uinh , uexh ￿ dans l’espace Vh, qui sera précisé
en fonction de la méthode employée.
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Pour tout k ∈ N, on notera par Pk (respectivement Qk) l’ensemble des polynômes de RN de de-
gré plus petit ou égal à k ( respectivement de degré plus petit ou égal à k en chacune des variables).
De manière générale, nous noterons par C ou c les constantes génériques.
1.2.3 Tests numériques
Afin d’évaluer les erreurs commises, nous eﬀecturons principalement deux types de tests : un
de validation, d’autres de robustesse et de comparaisons. Dans les deux cas, nous utiliserons des
solutions exactes (que nous expliciterons le moment venu).
Les résultats seront décrits sous forme de tableaux où :
– M représentera le nombre d’éléments du maillage (cardinal de Kh),
– ENorm (noté eh) correspondra à la norme énergie et L2errorcut à la norme-L2 du problème
considéré,
– concernant les maillages adaptatifs, ηh présentera l’estimateur d’erreur,
– de manière générale, ￿-RedR représentera le ratio entre deux itérations et ￿-Order repré-
sentera l’ordre de convergence de l’objet ￿,
– sur les courbes de convergence, ￿ FEM représentera la vitesse de convergence de l’objet ￿
avec une méthode EF classique (avec la même approximation polynomiale que la NXFEM
considérée).
L’ensemble des courbes de convergence, illustrant les données précédentes, sera représenté à
l’échelle logarithmique, avec pour axes :
– En abscisse : Nombres d’éléments du maillage,
– En ordonnée : Norme considérée.
Nous ajouterons pour certains tests des illustrations sur la configuration pour faciliter la
conpréhension ; de la solution, des diﬀérentes erreurs ou même de l’estimateur d’erreur pour
justifier et comparer nos travaux à la littérature existante.
Cette partie est divisée en plusieurs sous-sections : nous commencerons par présenter les
maillages (géométries) sur lesquelles nous faisons l’ensemble de nos tests ; puis nous porterons
notre attention sur les catégories d’essais eﬀectués (tests de validation, tests de robustesse, de
comparaisons) ; enfin, nous terminerons cette partie en détaillant la procédure de raﬃnement de
maillage qui est utilisée pour tester les estimateurs d’erreur.
1.2.3.1 Maillage
Découpage en triangles
Nous utiliserons deux types de maillages triangulaires : un maillage de type Criss Cross, et
un autre plus classique.
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(a) Maillage CC (b) Maillage TC
Figure 1.3 – Maillage en triangles
Le maillage Criss Cross est construit ainsi : le maillage de départ est un quadrangle
régulier, dont on construit les diagonales pour obtenir un maillage triangulaire (Figure 1.3(a)).
Ce genre de maillage sera par la suite nommé CC.
L’avantage d’un tel découpage est que l’on a un maillage parfaitement symétrique, ce qui permet
de déceler les problèmes plus facilement. De plus, lors de raﬃnement de maillages adaptatifs,
ce type de découpage permet de conserver les mêmes géométries de mailles et d’éviter lors de
procédures adaptatives les "noeuds suspendus" (dit Hanging Node - voir plus loin). Le petit détail
qui fâche, c’est que l’on a rapidement beaucoup de mailles ...
Le maillage triangulaire classique sera noté TC. Il n’est alors plus symétrique (Figure
4.7(b)) et présente des Hanging Node lors des raﬃnements adaptatifs.
Découpage en quadrangles
La plupart des tests seront eﬀectués sur un maillage cartésien et régulier (Figure 1.4(a)).
Afin de pouvoir justifier la robustesse de nos méthodes pour tout type de maillages en qua-
drangles, nous avons besoin de géométries plus complexes (Figures 1.4(b), 1.4(c), 1.4(d), 1.4(e)).
En eﬀet, la géométrie 1.4(a) présente de nombreux avantages (par exemple, la transformation F
de l’élément de référence à l’élément réel est alors aﬃne), mais elle détourne et eﬀace malheureu-
sement certaines réalités compliquées à traîter. C’est pourquoi nous considérons également des
maillages en quadrilatères déformés, qui conservent la bilinéarité de F .
De plus, notons que la procédure de raﬃnement standard - qui consiste à raﬃner en joignant
les milieux des côtés - crée des maillages successifs dans lesquels tous les éléments tendent à
devenir des parallélogrammes. La transformation F tend vers une transformation aﬃne. Afin de
maintenir la déformation des mailles quadrangulaires à chaque niveau de raﬃnement, nous avons
reproduit le même motif.
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(a) Cartésien et régulier (b) Distortion 1
(c) Distortion 2 (d) Distortion 3.
(e) Distortion 4.
Figure 1.4 – Maillages quadrangulaires
Découpage en hexaèdres
D’un point de vue mécanicien, un hexaèdre est usuellement l’image du cube biunité par
une tranformation Q1, et en général les faces d’un élément trilinéaire hexaèdrique ne sont pas
planes (voir par exemple [54]) et sont décrites par des paraboloïdes hyperboliques. Dans ce
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manuscrit, nous appelons hexaèdre un polyèdre dont ses faces sont planes. Nous utiliserons des
parallélépipèdes.
Figure 1.5 – Maillage hexaédrique
Toutefois, les tests 3D présentés ont eﬀectués sur ce maillage cartésien et régulier (Figure
1.5).
1.2.3.2 Tests de validation
On appellera test de validation une configuration simple, qui nous permet de vérifier facilement
l’ensemble des quantités calculées (l’aire de la surface d’intersection, les volumes de part et d’autre
de la discontinuité, calcul de la normale ...).
Figure 1.6 – Illustration
Nous emploierons pour cela un maillage cartésien (exemple
avec un maillage CC ci-contre 1.6), une discontinuité aﬃne
(Définition 1.1) ainsi qu’une solution exacte (précisée ultérieu-
rement).
Définition 1.1. Discontinuité aﬃne
Nous appelons par discontinuité aﬃne
– En 2D, une droite d’équation : ax + by + c =
0,
– En 3D, un plan d’équation : ax + by + cz + d = 0,
où a, b, c, d ∈ R.
Considérons le problème modèle (1.1), avec gD = gN = 0.
Dans un premier temps, nous avons comparé les résultats entre une configuration classique
sans discontinuité et celle avec interface, en prenant Kin = Kex = 1 et en variant la position et
l’inclinaison de la discontinuité. Ces configurations sont importantes pour mettre en évidence les
complications que l’on rencontre lorsque la discontinuité passe sur un noeud ou sur toute une
arête (face) du maillage. Ces points, qui ne sont jamais détaillés dans la littérature, posent des
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problèmes d’un point de vue de la mise en œuvre.
Ce n’est qu’après cette importante et essentielle étape que nous avons considéré Kin ≠ Kex. Ces
résultats constituent la dernière phase des tests de validation, et correspondent aux simulations
présentées dans ce qui suit.
1.2.3.3 Tests de comparaisons
Afin de conforter nos améliorations et nos analyses, nous avons cherché à situer et confronter
nos travaux à la littérature existante pour la résolution de problèmes d’interface.
Figure 1.7 – Illustration
Pour cela, dans le cas d’un maillage triangulaire, nous avons
utilisé l’exemple 2D proposé dans l’article des Hansbo [53],
exemple lui-même issu du papier [60].
Définition 1.2. Discontinuité courbe
Le test de discontinuité courbe que nous considèrerons (Figure
1.7) sera le suivant
– En 2D, un cercle d’équation :
(x − cx)2
rx2
+ (y − cy)2
ry2
− 1.0 = 0,
– En 3D, une sphère d’équation :
(x − cx)2
rx2
+ (y − cy)2
ry2
+ (z − cz)2
rz2
− 1.0 = 0,
de centre O = (cx, cy, cz) et de rayon R = (rx, ry, rz).
On considèrera pour ces tests le problème modèle (1.1), avec gD = gN = 0.
Cette situation sera employée pour des comparaisons en maillage triangulaire, et sur lesquelles
nous confronterons la méthode originale et la nôtre. Pour les autres types de maillages, nous ne
pourons pas confronter nos modifications à la méthode originale puisque celle-ci n’est donnée que
pour des éléments finis P1, nous les comparerons donc aux résultats obtenus sur des maillages
triangulaires avec notre méthode.
1.2.3.4 Tests de robustesse
Ces tests nous permettent de justifier l’eﬃcacité de nos améliorations et serons eﬀectués pour
des maillages triangulaires et quadrangulaires.
Pour cela, nous avons repris le cadre des tests de comparaisons, et nous avons :
– tantôt pour un même maillage, comparé la formulation des Hansbo et la nôtre sur certaines
quantités : erreurs énergie ou L2, l’erreur-L2 du flux, ou encore le saut du flux discret ...
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– tantôt pris des maillages diﬀérents, "déformés" (conservant néanmoins leur motif à chaque
étage du raﬃnement - Figure 6.22)
La première configuration va pouvoir nous aider à montrer la robustesse de nos modifications,
vis-à-vis des coeﬃcients de diﬀusion mais également par rapport à la géométrie. En eﬀet, en
fonction de la position de l’interface (par rapport aux noeuds, aux arêtes du maillage ...), nous
avons remarqué que certaines quantités étaient mal approchées, ce qui contribuait fortement
à la dégradation de la solution ou/et des erreurs. Nous eﬀectuerons ces comparaisons sur des
maillages triangulaires, en confrontant la méthode originale et nos modifications.
Pour des maillages en quadrilatères, nous emploierons donc la seconde configuration. Comme
énoncé précédemment, les maillages cartésiens eﬀacent certaines diﬃcultés comme la bilinéarité
de la transformation. Des découpages "déformés" nous permettent de conserver les propriétés
de tels maillages. Ainsi, pour justifier la robustesse de nos modifications, nous comparerons les
résultats obtenus sur un maillage cartésien et ceux sur des maillages "déformés".
1.2.3.5 Procédure de raﬃnement de maillage
Il existe plusieurs procédures de raﬃnement de maillage.
Plaçons-nous dans un maillage TC.
Pour chaque cellule, la procédure de raﬃnement consiste à joindre naturellement le milieu
de chaque côté (Figure 1.8). Cette procédure est la plus souvent rencontrée, elle est appelée
Red-Green.
Figure 1.8 – Procédure classique de raﬃnement d’une cellule TC
Dans le cadre d’un raﬃnement uniforme, on applique ce même procédé à toutes les cellules
du maillage (Figure 1.9).
Dans le cadre d’un maillage adaptatif, on applique ce procédé seulement aux cellules marquées
(Figure 1.10), c’est-à-dire celles qu’un indicateur (tel qu’un estimateur d’erreur) indique comme
devant être raﬃnées. Il apparait alors des Hanging Nodes ("noeuds suspendus").
Nous avons néanmoins supposé pour cette procédure qu’une arête pouvait avoir au plus un
Hanging Node (la Figure 1.11 présente une situation que nous ne voulons pas rencontrer : une
arête possédant deux Hanging Node).
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Figure 1.9 – Raﬃnement uniforme d’un maillage TC
Figure 1.10 – Raﬃnement adaptatif d’un maillage TC
Figure 1.11 – Situation non admise
Si néanmoins la situation 1.11 devait se produire, nous raﬃnons alors une fois la cellule
voisine (Figure 1.12).
Figure 1.12 – Correction
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Concernant les maillages CC, ils sont construits de sorte qu’il n’y ait pas de Hanging Node.
De cette manière, nous pouvons obtenir des résultats tout à fait satisfaisant pour des maillages
adaptatifs, sans nous soucier de la gestion des Hanging Node.
Ces maillages sont construits ainsi :
– on part d’un maillage quadrangulaire,
– on dessine les deux diagonales de chaque cellule du maillage.
Lors d’un raﬃnement uniforme :
– on part d’un maillage quadrangulaire,
– on marque et raﬃne toutes les cellules quadranguaires de ce maillage (en joignant les
milieux des côtés),
– on dessine les deux diagonales de chaque cellule du maillage.
Lors d’un raﬃnement adaptatif :
– on part d’un maillage quadrangulaire,
– on raﬃne les cellules marquées de ce maillage,
– on dessine les deux diagonales de toutes les cellules,
– on élimine les Hanging Nodes, en découpant en deux les triangles ayant un HN sur une de
ses arêtes.
Malgré cette procédure, il peut apparaître des Hanging Nodes, que l’on fait disparaitre comme
présent dans la Figure 1.13.
Figure 1.13 – Raﬃnement d’un maillage CC
1.3 Structure de la librairie Concha et implémentation de NX-
FEM
La librairie Concha est composée d’un coeur de calcul écrit en C++ et d’outils de pilotage
en Python. Nous donnons dans ce qui suit un bref aperçu de la structure de cette librairie de
manière à expliquer les principes d’implémentation des méthodes NXFEM. L’article [12] pourra
compléter nos propos.
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1.3.1 Structure du code C++
La partie C++ de la librairie Concha est constituée d’une collection de classes qui peuvent être
spécialisées, adaptées par le développeur en utilisant les possibilités d’héritage et de polymorphisme
du C++. Parmi ces classes, les suivantes jouent un rôle fondamental :
✒ Mesh : maillage de type général, contenant les mailles, faces, arêtes, points, mais également
un ensemble d’objets géométriques abstraits ("GeometricObject").
Selon ses besoins, le développeur peut enrichir le maillage par des entités géométriques supplé-
mentaires. Par exemple, des informations sur les noeuds suspendus (hanging nodes) sont ajoutés
aux maillages lors de raﬃnements locaux. C’est de cette manière également, que l’on définit les
éventuelles courbes ou surfaces de discontinuité.
✒ FiniteElement : classe abstraite de description des éléments finis.
✒ DofManager : gère l’ensemble des degrés de liberté, à partir du maillage et des éléments
finis utilisés.
✒ Variable : description des variables inconnues du problème, ainsi que les éventuels post-
process comme les erreurs et estimateurs a posteriori. On y précise notamment le type d’élément
fini rattaché à la variable et le nombre de composantes.
✒ Integrator : eﬀectue, pour un jeu de variables donné, des calculs d’intégrales sur une
entité géométrique du maillage (maille, face, arête). Les résultats sont stockés dans des matrices
et vecteurs locaux que l’on assemble ensuite dans la matrice et second membre du système.
✒ Application : les conditions de bords, le second membre, les conditions initiales et éven-
tuellement la solution exacte sont définis dans cette classe.
✒ Model : contenant la description du problème physique à résoudre et les "Applications”
associées. C’est ici en particulier que l’on précise l’ensemble des "Integrators” à prendre en
compte. Un certain nombre de modèles particuliers sont disponibles dans Concha. Nous avons
des modèles d’équations scalaires de convection-diﬀusion-réaction, bien pratique dans la phase de
tests et de validation, mais également des modèles plus complexes comme Stokes, Navier-Stokes,
Euler et Polymères.
✒ Solver : le "Model” est un attribut de cette classe qui stocke l’essentiel de la mémoire
allouée pour le système linéaire, à savoir la matrice et le second membre.
✒ Loop : boucle abstraite de laquelle dérivent, entre autres, les classes de gestion des marches
en temps et des itérations de Newton.
Un outil de selection de boucle ("LoopSelector”) spécialise la Loop de manière dynamique
en fonction du choix de l’utilisateur. Précisons que la résolution du problème et le calcul des
quantités de post-processing sont eﬀectués dans des "Loop” diﬀérentes et sont obtenus par deux
exécutions distinctes du code.
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L’utilisation de la librairie passe par la création d’un projet qui, dans sa plus simple expression,
se résume en un programme principal de quelques lignes. On y précise un fichier de paramètres
contenant le choix de modèle, d’application, l’élément fini rattaché à chaque variable, le fichier
maillage, etc. Il est bien sûr possible dans un projet, de spécialiser les classes décrites ci-dessus
en écrivant des classes dérivées. Des "Integrator” particuliers peuvent être mis en œuvre, leur
prise en compte se faisant dans un nouveau "Model”.
1.3.2 Les outils Python
Une exécution unique d’un projet n’est généralement pas suﬃsante. On peut être amené
à eﬀectuer par exemple une boucle d’adaptation de maillage en se basant sur un critère de
raﬃnement fourni par un estimateur d’erreur. Cela sous-entend de résoudre le problème physique
(première exécution), de calculer un certain nombre de post-process (deuxième exécution du
code), d’utiliser un outil de raﬃnement de maillages, puis de revenir à la première étape. La ges-
tion de ces boucles d’exécution, externes au code C++, est géré dans Concha par des outils Python.
Ces outils nécessitent leur propre ensemble de données que l’utilisateur devra également
prendre en charge (nombre d’itérations de raﬃnement, outils de maillages, etc). Un certain
nombre de boucles d’exécutions sont prédéfinies de manière à faciliter la tâche de l’utilisateur.
On retiendra notamment les boucles suivantes :
– AmrLoop : boucle standard d’adaptation de maillages à partir d’un estimateur d’erreur a
porteriori.
– AmrLoopHierarchic : boucle d’adaptation de maillages à partir d’un estimateur hierar-
chique (calcul de variation sur deux maillages emboîtés).
– ParameterLoop : boucle permettant de lancer plusieurs exécutions en faisant varier un jeu
de paramètres.
L’ensemble des tâches à eﬀectuer dans une boucle donnée, est précisé comme une liste de
chaînes de caractères, chacune précisant le nom d’une fonction Python. Pour la boucle "AmrLoop”,
la liste des tâches à eﬀectuer, à chaque tour de boucle, est la suivante :
["solve","postprocess","estimateerror","mark","refineMesh"]
Chacun de ces mots-clés est le nom d’une fonction Python qu’il est possible de surcharger à loi-
sir. La liste ci-dessus peut également être modifiée, pour supprimer ou ajouter des étapes de calcul.
La masse de données que l’utilisateur est contraint de gérer, à la fois pour les exécutables
C++ et pour les pilotes python, devient inévitablement conséquente. Toutefois, de nombreux
exemples de fichiers Python gérant l’ensemble de ces paramètres sont disponibles pour diﬀérents
modèles et applications.
1.3.3 Implémentation de NXFEM
Dans ce qui suit, nous décrivons succinctement les points-clés de la mise en œuvre de NXFEM
dans la librairie Concha.
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Les principales diﬃcultés à surmonter concernent la description des discontinuités, la gestion
des degrés de liberté (NXFEM générant des dofs supplémentaires sur les entités géométriques
traversées par une discontinuité) et enfin l’écriture des intégrales le long des discontinuités.
✒ Le maillage : tout d’abord, des classes de description des interfaces, dérivées de la classe
"GeometricObject” viennent enrichir le maillage et donnent accés à toutes les informations sur
les entités de maillages coupées par les interfaces.
À partir des équations de chaque discontinuité, un exécutable indépendant ("DiscontinuityConstructor”)
calcule les intersections entre les discontinuités et le maillage, et sauvegarde les résultats dans les
fichiers maillages les données.
Nous avons fait le choix ici de décrire les discontinuités de manière analytique à partir d’une
équation implicite. Une autre possibilité est de donner un maillage de chaque courbe, ou surface
de discontinuité. Cette option a, par exemple, été retenue dans le logiciel MetaGrid, développé
en partenariat avec la Société Total et qui a pour objectif d’améliorer la prise en compte des
failles dans les réservoirs pétroliers 3D.
✒ La gestion des degrés de liberté : L’étape suivante, a consisté à construire un
"DofManager” particulier capable de doubler les degrés de liberté associés à des entités géomé-
triques coupées par une discontinuité. On ne présuppose pas de la dimension d’espace, ni du type
d’éléments finis utilisé (CG, DG ou NC), ni de l’ordre de l’élément fini. Cela permet une mise en
œuvre unique et générale de NXFEM.
✒ Les intégrales le long des discontinuité : Les intégrales sur les mailles, faces et arêtes
coupées et le long des discontinuités sont traitées dans des "Integrator” spécifiques qui dé-
pendent du problème physique que l’on cherche à résoudre. De même, les calculs de post-process
comme les erreurs ou les estimateurs a posteriori ont dû être adaptés. Enfin, la construction de
nouvelles formules d’intégration numériques a été inévitable, pour intégrer sur des portions de
mailles, de faces, d’arêtes et le long des discontinuités.
Pour ce qui concerne les outils de pilotage Python, la tâche a été plus légère. Elle a consisté
essentiellement à lancer l’outil de construction des discontinuités. Celles-ci apparaissent alors
en tant que "GeometricObjet” dans les diﬀérents maillages employés. Par exemple, dans le cas
de la boucle "AmrLoop” décrite ci-dessus, il est nécessaire de redéfinir la fonction "refineMesh”
pour y ajouter l’appel à l’exécutable "DiscontinuityConstructor”.
Première partie
Une méthode NXFEM robuste
Dans cette partie, on présente la méthode NXFEM. Nous proposons trois chapitres :le premier présente la méthode originale développée par A. et P. Hansbo, nous y rappellons
les principaux outils, hypothèses et résultats obtenus sur des maillages en triangles [53]. Le
second chapitre propose une amélioration de cette méthode, en y détaillant l’analyse et les
résultats. Le chapitre trois confronte les deux méthodes dans quelques tests numériques. Enfin, le
dernier chapitre propose quelques perspectives.
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Chapitre 2
La méthode originale NXFEM
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Ce premier chapitre présente la méthode originale développée par A. et P. Hansbo [53], nousy rappellons les principaux outils, hypothèses et résultats obtenus sur des maillages en
triangles.
2.1 Problème modèle
Les principales notations et hypothèses concernant le problème modèle ont été rappelées dans
la Section 1.2.1.
On s’intéresse au problème (1.1), avec gD = 0 :￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] = gN sur Γ. (2.1)
On souhaite donc continuité de la solution u le long de l’interface, mais on s’autorise un saut
non-nul gN pour le flux.
On suppose f ∈ L2 (Ω) et gN ∈H1￿2 (Γ).
La formulation faible de (2.1) est la suivante :
￿ Trouver u ∈H10 (Ω) tel que :
a (u, v) = (f, v)Ω + (gN , v)Γ , ∀v ∈H10 (Ω) , (2.2)
où a (u, v) = (K∇u,∇v)Ω est la forme bilinéaire correspondant à l’opérateur elliptique.
On rappelle que ce problème admet une unique solution u = ￿uin, uex￿ ∈H2 (Ωin) ×H2 (Ωex),
et vérifie l’estimation a priori suivante ([23]) :
￿u￿1,Ω + ￿u￿2,Ωin∪Ωex ≤ C ￿￿f￿0,Ω + ￿gN￿1￿2,Γ￿ .
où C est une constante générique strictement positive.
21
22 CHAPITRE 2. LA MÉTHODE ORIGINALE NXFEM
2.2 Approximation
Les notations et hypothèses standard concernant le maillage ont été rappelées en Annexe A
- Section A.1 ainsi que dans la Section 1.2.1, celles concernant la discontinuité dans la Section 1.2.2.
Nous présentons les principaux résultats et étapes de la formulation variationnelle continue.
Vous trouverez néanmoins le détail de certains calculs et démonstrations dans l’Annexe B.
2.2.1 Formulation variationnelle discrète
La formulation variationnelle 2.2 n’est utilisable en discret que si le maillage est adapté à la
discontinuité. En eﬀet, u n’est pas dans H2(Ω) mais seulement dans H2(Ωin) ×H2(Ωex). Donc
toutes mailles coupées par la discontinuité engendreraient une perte d’ordre d’approximation
dans le cas d’une méthode élément fini standard.
Soit u ∈ H2(Ωin) × H2(Ωex) solution du problème 2.1. Pour toute fonction vin ∈ Vin ={H1(Ωin) avec vin = 0 sur ∂Ω ∩ ∂Ωin}, on aˆ
Ωin
div (−Kin∇uin) vin dx = ˆ
Ωin
Kin∇uin.∇vin dx − ˆ
∂Ωin
Kin
∂uin
∂nin
vin ds,
= ˆ
Ωin
Kin∇uin.∇vin dx − ˆ
Γ
Kin
∂uin
∂nin
vin ds

−ˆ
∂Ωin∩∂ΩKin
∂uin
∂nin
vin ds,
= ˆ
Ωin
Kin∇uin.∇vin dx − ˆ
Γ
Kin
∂uin
∂nin
vin ds
ie ˆ
Ωin
Kin∇uin.∇vin dx − ˆ
Γ
Kin
∂uin
∂nin
vin ds = ˆ
Ωin
fvin dx, ∀vin ∈ Vin. (2.3)
De même sur Ωex :ˆ
Ωex
Kex∇uex.∇vex dx − ˆ
Γ
Kex
∂uex
∂nex
vex ds = ˆ
Ωex
fvex dx, ∀vex ∈ Vex, (2.4)
où Vex est définie de manière symétrique à Vin.
En sommant les contributions (2.3) et (2.4), il vient alors sur Ω :
ˆ
Ωin
Kin∇uin.∇vin dx + ˆ
Ωex
Kex∇uex.∇vex dx − ˆ
Γ
￿Kin ∂uin
∂nin
vin +Kex ∂uex
∂nex
vex￿ ds = ˆ
Ωin
fvin dx + ˆ
Ωex
fvex dx
i.e. ￿
i=in,ex
ˆ
Ωi
Ki∇ui.∇vi dx − ˆ
Γ
￿Kin ∂uin
∂nin
vin +Kex ∂uex
∂nex
vex￿ ds = ˆ
Ω
fv dx
d′où ￿
i=in,ex
ˆ
Ωi
Ki∇ui.∇vi dx − ˆ
Γ
￿K∂u
∂n
v￿ ds = ˆ
Ω
fv dx
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où v = (vin, vex).
En combinant les définitions du saut 1.2 et de la moyenne 1.3 données en introduction :
[uv] = {u}κ [v] + [u] {v}κˆ . (2.5)
où κˆ = (κex;κin).
Démonstration. En eﬀet :
[uv] = uinvin − uexvex = (κin + κex)uinvin − (κin + κex)uexvex
= (κinuin + κexuex)(vin − vex) + κinuinvex − κexuexvin + κexuinvin − κinuexvex
= {u}κ [v] + (uin − uex)(κexvin − κinvex)
= {u}κ [v] + [u] {v}κˆ.
Il vient alors dans notre situation :
￿K∂u
∂n
v￿ = ￿K∂u
∂n
￿
κ
[v] + ￿K∂u
∂n
￿{v}κˆ .
Or ￿K∂u
∂n
￿￿Γ = gN .
Ainsi, on obtient : ￿K∂u
∂n
v￿￿Γ = {K∇nu}κ [v] + gN {v}κˆ .
Finalement, la solution du problème (2.1) vérifie :
ˆ
Ω
K∇u.∇v dx − ˆ
Γ
{K∇nu}κ [v] ds = ˆ
Ω
fv dx + ˆ
Γ
gN {v}κˆ ds, ∀v ∈ Vin × Vex. (2.6)
On s’appuie sur cette relation 2.6 pour donner la formulation variationnelle discrète.
On considère un espace d’élément fini Vh d’approximation non conforme de V =H10(Ω). Il
s’agit bien d’une approximation non conforme de V car les fonctions de Vh pourront admettre
des discontinuités le long de Γ.
Pour tenir compte de la condition de raccord [u] = 0 le long de Γ dans la formulation discrète,
il sera nécessaire de l’imposer de manière faible. Pour cela, nous allons utiliser la méthode de
Nitsche.
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2.2.2 Méthode de Nitsche
Le but initial de la formulation de Nitsche [68] était de pouvoir résoudre le problème de
Dirichlet sans imposer la condition aux limites dans la définition de l’espace élément fini (celle-ci
impliquant d’un point de vue numérique une modification de la matrice et du second membre).
Elle contourne alors cet aspect en imposant les conditions de bord au sens faible. Cela consiste à
rajouter des formes bilinéaires et linéaires appropriées sans imposer de conditions dans l’espace.
Illustrons cette méthode sur deux exemples simples du laplacien, avec deux types de conditions
aux limites.
Laplacien avec condition de Dirichlet non homogène
Considérons le problème :
￿ −△ u = f dans Ω,
u = g1 sur ∂Ω. (2.7)
avec g1 connue.
Le raisonnement est le suivant : Soit V =H1 (Ω), on prend v ∈ V et on intègre par parties. Il
vient pour tout v ∈ V : ˆ
Ω
∇u.∇v dx − ˆ
∂Ω
∂u
∂n
v ds = ˆ
Ω
fv dx. (2.8)
La condition u = g1 sur ∂Ω n’est pas exploitée. On symétrise de manière consistante la forme
(2.8) : ˆ
Ω
∇u.∇v dx − ˆ
∂Ω
∂u
∂n
v ds − ˆ
∂Ω
∂v
∂n
uds = ˆ
Ω
fv dx − ˆ
∂Ω
∂v
∂n
g1 ds. (2.9)
Enfin, on stabilise (pour garantir la coercivité discrète uniforme) et on obtient la formulation
variationnelle pour u ∈ V et pour tout v ∈ V :ˆ
Ω
∇u.∇v dx − ˆ
∂Ω
∂u
∂n
v ds − ˆ
∂Ω
∂v
∂n
uds + γ ˆ
∂Ω
uv ds = ˆ
Ω
fv dx − ˆ
∂Ω
∂v
∂n
g1 ds + γ ˆ
∂Ω
g1v ds,
(2.10)
où γ > 0 est un paramètre, dit de stabilisation.
Laplacien avec conditions de Dirichlet et Neumann
On considère le problème suivant :￿￿￿￿￿￿￿￿￿￿￿￿￿
−△ u = f dans Ω,
u = g1 sur ΓD,
∂u
∂n
= g2 sur ΓN . (2.11)
avec ∂Ω = ΓD ∪ ΓN et ΓD ∩ ΓN = ￿ ; g1, g2 connues.
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En remarquant que :
ˆ
∂Ω
∂u
∂n
v ds = ˆ
ΓD
∂u
∂n
v ds + ˆ
ΓN
∂u
∂n
v ds
= ˆ
ΓD
∂u
∂n
v ds + ˆ
ΓN
g2v ds.
Il vient de manière similaire au paragraphe précédent :
ˆ
Ω
∇u.∇v dx − ˆ
ΓD
∂u
∂n
v ds − ˆ
ΓD
∂v
∂n
uds + γ ˆ
ΓD
uv ds = ˆ
Ω
fv dx − ˆ
ΓD
∂v
∂n
g1 ds + γ ˆ
ΓD
g1v ds + ˆ
ΓN
g2v ds.
Remarque 2.1. Les conditions de Neumann sont donc traîtées de la même manière que dans le
cas classique (ie au second membre).
De manière générale, on notera que cette formulation permet de faire apparaitre (au sens faible)
les conditions de bord initialement non exploitées. Les termes que l’on ajoute sont symétriques,
conservent une formulation consistante et permettent d’obtenir les bonnes propriétés de coercivité
de la forme bilinéaire.
2.2.3 Formulation NXFEM
La méthode décrite par Hansbo-Hansbo a été établie sur des maillages triangulaires. Ainsi,
pour cette partie, on considère que H est une famille régulière de maillages, constitués de triangles.
Les auteurs ont cherché une solution discrète uh = ￿uinh , uexh ￿ dans l’espace Vh = Vinh ×Vexh où :
Vih ∶= ￿φi ∈H1 (Ωi) ∶ φi￿Ki est linéaire ,φi￿∂Ω = 0￿ , i = {in, ex} . (2.12)
Remarque 2.2. Les fonctions dans Vh peuvent être discontinues le long de Γ.
La méthode de Nitsche va nous permettre d’imposer le long de Γ la condition de raccord
au sens faible de la manière suivante : on symétrise, puis on stabilise de manière consistante la
forme bilinéaire a et la forme linéaire l :
a(uh; vh) = ￿
i=in,ex
ˆ
Ωi
Ki∇uh.∇vh dx − ˆ
Γ
{K∇nuh}κ [vh] ds − ˆ
Γ
[uh] {K∇nvh}κ ds+γ ˆ
Γ
[uh] [vh] ds,
et
l(vh) = ˆ
Ω
fvh dx + ˆ
Γ
gN {vh}κˆ ds − ˆ
Γ
[uh] {K∇nvh}κ ds+γ ˆ
Γ
[uh] [vh] ds.
Or la solution exacte vérifie [u] = 0 le long de Γ, les termes rajoutés sont donc consistants.
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La méthode NXFEM est définie par la formulation variationnelle discrète suivante :
￿ Trouver uh ∈ Vh tel que :
ah (uh, vh) = L (vh) , ∀vh ∈ Vh (2.13)
où :
ah (uh, vh) = ￿Ki∇uih,∇vih￿Ωin∪Ωex − ([uh] ,{K∇nvh}κ)Γ − ({K∇nuh}κ , [vh])Γ + (γ [uh] , [vh])Γ,(2.14)
avec i = {in, ex}, γ suﬃsamment grand (voir Lemme 2.1), et
L (vh) = (f, vh)Ω + ￿κexgN , vinh ￿Γ + (κingN , vexh )Γ . (2.15)
Ainsi, pour cette méthode, les conditions de raccord et de saut le long de Γ sont satisfaites
au sens faible au moyen d’une variante de la méthode de Nitsche.
De plus, Γ coupant le maillage de manière arbitraire (tout en respectant les hypothèses A1,
A2 et A3 fixées dans la Section 1.2.2), les paramètres κin￿ex doivent être choisis pour tenir compte
de a manière dont les éléments sont coupés.
Ainsi, pour compléter la méthode, Hansbo-Hansbo ont introduit κ = (κin,κex), défini sur chaque
élément par :
κi￿K = ￿Ki￿￿K ￿ , i = {in, ex} (2.16)
où ￿K ￿ ∶=mesure (K).
Par définition, on a 0 ≤ κi ≤ 1 et κin + κex = 1, ce qui permet de donner une première version
à l’expression de la moyenne 1.3 :{ϕ}κ = (κinϕin + κexϕex)Γ (2.17)
2.3 Principaux résultats
Nous rappelons ici les principaux propriétés et résultats de la méthode des Hansbo. Les (**)
indiquent que vous pourrez trouver la démonstration en Annexe B. Pour le reste, vous pourrez
vous reporter à l’article [53].
Lemme 2.1. (**) Coercivité de ah
La forme discrète ah (⋅, ⋅) est coercive sur Vh :
ah (vh, vh) ≥ C ￿￿￿vh￿￿￿2, ∀vh ∈ Vh, (2.18)
sous réserve que γ soit pris suﬃsamment grand. On a également continuité :
ah (u, v) ≤ C ￿￿￿u￿￿￿ ￿￿￿v￿￿￿, ∀u, v ∈ V, (2.19)
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avec
￿v￿21￿2,h,Γ ∶= ￿
K∈Kcuth d
−1
K ￿v￿20,ΓK , ￿v￿2−1￿2,h,Γ ∶= ￿
K∈Kcuth dK￿v￿20,ΓK ,￿￿￿v￿￿￿2 ∶= ￿∇v￿20,Ωin∪Ωex + ￿{∇nv}κ ￿2−1￿2,h,Γ + ￿ [v] ￿21￿2,h,Γ.
Lemme 2.2. (**) Consistance
Le problème discret (2.13) est consistant, dans le sens où :
￿ Pour u solution de (2.1), u ∈H2(Ωin) ×H2(Ωex) ∶
ah (u, vh) = L (vh) , ∀vh ∈ Vh.
Avec pour conséquence directe de ce lemme :
Lemme 2.3. Orthogonalité de Garlerkin
Pour u solution de solution de (2.1) et uh ∈ Vh, u ∈H2(Ωin) ×H2(Ωex) :
ah (u − uh, vh) = 0, ∀vh ∈ Vh.
Estimation d’erreur a priori
Théorème 2.4. Estimation d’erreur a priori
D’après les hypothèses A1−A3 donnée dans la Section 1.2.2, et pour uh solution du problème
(2.13), on obtient les estimations d’erreur a priori suivantes :
￿￿￿u − uh￿￿￿ ≤ Cdh￿u￿2,Ωin∪Ωex (2.20)
et
￿u − uh￿0,Ω ≤ Cd2h￿u￿2,Ωin∪Ωex (2.21)
Estimation d’erreur a posteriori
Cette estimation d’erreur a posteriori est obtenue en suivant les travaux de Becker et Ranna-
cher [11].
Pour cela, considérons le problème du contrôle des fonctionnelles linéaires j(e) de l’erreur, et
définissons les estimateurs locaux et globaux comme suit :
EK (uh) = ￿d2K￿f +∇ ⋅ (K∇uh) ￿20,Kin∪Kex + dK￿ ￿Ki∇uih￿ ￿20,∂K
+dK￿gN − [K∇nuh] ￿20,ΓK + 1dK ￿ [uh] ￿20,ΓK￿
1
2
(2.22)
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et
E(uh) = ￿￿ ￿K∈Kh d2KEK (uh)2￿￿
1
2
(2.23)
On obtient alors l’estimation d’erreur a posteriori suivante :
Théorème 2.5. Estimation d’erreur a posteriori
Pour une fonctionnelle linéaire j(⋅) continue dans L2 (Ω), soit J ∈ L2 (Ω) définie par le théorème
de représentation de Riesz, c’est-à-dire j(⋅) ∶= (J, ⋅)Ω.
Alors il existe une constante positive C telle que :
j(e) ≤ CE(uh)￿J￿0,Ω. (2.24)
On renvoie à l’article original [53] pour plus de détails.
Chapitre 3
Une variante robuste
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Ces travaux ont donné lieu à un article intitulé A robust variant of NXFEM for the interfaceproblem soumis et accepté dans la revue Comptes Rendus Mathématique - Académie des
Sciences - Paris (cf. [7]) dans lequel nous exposons une amélioration de la méthode ; ainsi qu’à
un proceeding de ECCOMAS’12 An adaptive NXFEM for the interface problem on locally
refined triangular and quadrilateral meshes (Proceedings of ECCOMAS’12 - cf. [6]) dans lequel
nous proposons un estimateur d’erreur par résidu. Enfin, ces travaux ont été présentés dans la
conférence avec comité de lectures ECCOMAS’12 (Viennes, Autriche, 2012).
3.1 Changements
On s’intéresse au problème (1.1) :
￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = gD sur Γ,[K∇nu] = gN sur Γ. (3.1)
Remarque 3.1. Le problème modèle de la méthode originale correspondait à ce problème (3.1)
avec gD = 0.
La formulation variationnelle continue du problème (3.1) est à peu de chose près la même
que pour l’étude précédente (voir 2.6).
On s’intéresse à la formulation discrète. Pour cela, plaçons nous dans le cas où H est une
famille de maillages réguliers Kh, constituée de triangles. Considérons les mêmes notations et
ensembles que précédemment, auxquels nous ajoutons :
Kinh ∶= {K ∩Ωin ∶ K ∈ Kh telle que K ∩Ωin ≠ ￿}
l’ensemble des parties de cellules dans Ωin, et
Kexh ∶= {K ∩Ωex ∶ K ∈ Kh telle que K ∩Ωex ≠ ￿}
l’ensemble des parties de cellules dans Ωex.
Nous travaillerons dans l’espace élément fini suivant :
Vh ∶= ￿vh ∈ L2(Ω), vh￿Ωin ∈ C(Ωin), vh￿Ωex ∈ C(Ωex), vh￿M ∈ P1(M) ∀M ∈ Kinh ∪Kexh ￿ . (3.2)
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Les fonctions de cet espace sont discontinues le long de l’interface Γ. Celle-ci est divisée en
un ensemble de segments :
SΓh ∶= {Γh ∶ K ∈ Kh tel que K ∩ Γ ≠ ￿} .
Soit vh ∈ Vh. Pour chaque segment S ∈ SΓh donné, nous fixons la normale unitaire nS (que
nous noterons simplement n) et nous définissons pour x ∈ S :
vh
in￿Γ(x) ∶= limε↘0 vh(x − εn), vhex￿Γ (x) = limε↘0 vh(x + εn).
De plus, les définitions du saut et de la moyenne restent inchangées de celles données en 1.2
et 1.3 : [u] (x) ∶= uin￿Γ(x) − uex￿Γ (x), {u}κ (x) ∶= κinuin￿Γ(x) + κexuex￿Γ (x),
avec le poids κin + κex = 1. Tout comme pour la méthode originale, on remarque qu’avec
κˆ = (κex;κin) : [uv] = [u] {v}κ + {u}κˆ [v] . (3.3)
Enfin, pour uh, vh ∈ Vh, nous définissons la forme bilinéaire comme suit :
ah(uh, vh) ∶= ￿
M∈Kinh ∪Kexh
ˆ
M
K∇uh ⋅ ∇vh dx − ￿
S∈SΓh
ˆ
S
￿[uh] ∂∗n,Kvh + ￿∂n,Kuh￿κ [vh]￿ ds, (3.4)
ainsi que la forme linéaire :
l(vh) ∶= ˆ
Ω
fvh dx + ˆSΓh gN {vh}κˆ ds −
ˆ
SΓh gD ∂
∗
n,Kvh ds, (3.5)
dans laquelle nous utilisons pour S ∈ SΓh , les dérivées discrètes suivantes :
∂∗n,Kvh ∶= ￿∂n,Kvh￿κ − γS [vh] ￿∂n,Kvh ∶= K∇vh ⋅ n ∶= K∇nvh￿ , (3.6)
qui dépendent de deux paramètres κ et γS (que nous noterons simplement γ dans la suite).
Quelque soit le choix de ces paramètres, la méthode demeure consistante :
Lemme 3.1. Soit u une solution régulière du problème (3.1). Alors, pour tout vh ∈ Vh, on a :
ah(u, vh) = l(vh).
Démonstration. Utilisons les notations que nous venons d’introduire, et reprenons les arguments
employés pour la démonstration de Lemme 2.2 de consistance (démonstration en Annexe B.2).
Par intégration par partie, il vient naturellement :
￿
M∈Kinh ∪Kexh
ˆ
M
K∇u ⋅ ∇vh dx = −ˆ
Ω
div(K∇u)vh dx + ￿
S∈SΓh
ˆ
S
￿∂n,Kuvh￿ ds,
En utilisant la définition (3.3), ainsi que la condition d’interface [K∇u] = gN , nous obtenons :￿∂n,Kuvh￿ = ￿∂n,Ku￿κ [vh] + ￿∂n,Ku￿ {vh}κˆ = ￿∂n,Ku￿κ [vh] + gN {vh}κˆ .
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De plus, [u] = gD le long de Γ, il vient alors :
ah(u, vh) = ˆ
Ω
f vh dx + ˆSΓh gN {vh}κˆ ds −
ˆ
SΓh gD (￿∂n,Kuh￿κ − γ [vh])ds = l(vh).
Le choix des paramètres κ et γ n’en reste pas moins essentiel, et est naturellement guidé par
l’analyse de la stabilité.
Pour cela, nous introduisons ￿vh￿2h,Γ = ∑
S∈SΓh γ￿ [vh] ￿2S , ainsi que la norme discrète ￿￿￿vh￿￿￿2 =∑
K∈Kinh ∪Kexh ￿K∇vh￿2K + ￿vh￿2h,Γ.
Tout d’abord, notons que :
ah(uh, uh) = ￿￿￿uh￿￿￿2 − 2 ￿
S∈SΓh
ˆ
S
[uh]￿∂n,Kuh￿κ ds.
En utilisant l’inégalité de Young, le dernier terme est borné :
ˆ
S
[uh]￿∂n,Kuh￿κ ds ≤ ￿uh￿h,Γ ￿￿￿ ￿S∈SΓh
1
γ
￿ ￿∂n,Kuh￿κ ￿2￿￿￿
1￿2 ≤ 14￿uh￿2h,Γ + ￿
S∈SΓh
1
γ
￿ ￿∂n,Kuh￿κ ￿2.
Ainsi, la coercivité de ah dépend de la validité de l’estimation du type :
￿
S∈SΓh
1
γ
￿ ￿∂n,Kuh￿κ ￿2 ≤ 14￿K∇uh￿2. (3.7)
Figure 3.1 –
Triangle coupé
Soit S ∈ SΓh dans un élément coupé K =Kin ∪Kex. On rappelle que le
choix des paramètres pour la méthode d’A. & P. Hansbo est le suivant :
κin = ￿Kin￿￿K ￿ , κex = ￿Kex￿￿K ￿ , γ ∶= Cmax{Kin,Kex}dK , (3.8)
où C > 0 est une constante indépendante de la géométrie et du
maillage.
Ce choix garantit la stabilité de la méthode et les bonnes convergences
d’erreur, indépendemment de la position de l’interface et de la géométrie de
l’élément coupé. En eﬀet, (démonstration complète en Annexe B.1), comme∇uh est constant sur chaque maille coupée, nous avons :
ˆ
S
￿∂nuh￿2Kin ds ≤ ￿S￿￿Kin￿
ˆ
Kin
￿∇uh￿2 dx, ˆ
S
￿∂nuh￿2Kex ds ≤ ￿S￿￿Kex￿
ˆ
Kex
￿∇uh￿2 dx.
(3.9)
(voir Lemme B.2 en Annexe B.1 ).
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Et on sait également que pour un maillage non-dégénéré :
￿S￿ ≤ dK , ￿Ki￿ ≤ d2K , ￿K ￿ ≥ Cd2K . (3.10)
Il vient alors :
1
2
ˆ
S
￿∂n,Kuh￿2 ds ≤ (κin)2 ˆ
S
K2in￿∂nuh￿2Kin ds + (κex)2 ˆ
S
K2ex￿∂nuh￿2Kex ds
≤ (κin)2Kin￿S￿￿Kin￿
ˆ
Kin
Kin￿∇uh￿2 dx + (κex)2Kex￿S￿￿Kex￿
ˆ
Kex
Kex￿∇uh￿2 dx
≤ Kin￿S￿￿Kin￿￿K ￿2
ˆ
Kin
Kin￿∇uh￿2 dx + Kex￿S￿￿Kex￿￿K ￿2
ˆ
Kex
Kex￿∇uh￿2 dx
≤ γ ˆ
K
K￿∇uh￿2 dx.
Il s’ensuit que la méthode est robuste par rapport à la géométrie du maillage. Les estimations
d’erreur d’ordre optimal sont démontrées dans [53]. Elles sont basées sur un opérateur d’interpo-
lation particulier, qui provient de la généralisation de l’opérateur standard d’interpolation sur les
triangles coupés et d’un opérateur de prolongement.
Soit S ∈ SΓh dans un élément coupé K =Kin ∪Kex. Choissisons à présent pour paramètres :
κin = Kex￿Kin￿
Kex￿Kin￿ +Kin￿Kex￿ , κex = Kin￿Kex￿Kex￿Kin￿ +Kin￿Kex￿ γ ∶= C KinKex￿S￿Kex￿Kin￿ +Kin￿Kex￿ , (3.11)
où C > 0 est une constante dépendante du degré polynomial mais ni des coeﬃcients de diﬀusion,
ni de la géométrie du maillage.
L’expression des poids coïncide avec celle où l’interface suit avec les lignes du maillage. Elle
est basée sur la méthode de Galerkin discontinue avec une pondération harmonique (voir [44]).
Notons que κin￿ex ≤ 1, et l’on obtient :
1
2
ˆ
S
￿∂n,Kuh￿2 ds ≤ (κin)2 ˆ
S
K2in￿∂nuh￿2Kin ds + (κex)2 ˆ
S
K2ex￿∂nuh￿2Kex ds
≤ (κin)2Kin￿S￿￿Kin￿
ˆ
Kin
Kin￿∇uh￿2 dx + (κex)2Kex￿S￿￿Kex￿
ˆ
Kex
Kex￿∇uh￿2 dx
≤ KinKex￿S￿
Kex￿Kin￿ +Kin￿Kex￿
ˆ
Kin
Kin￿∇uh￿2 dx + KinKex￿S￿
Kex￿Kin￿ +Kin￿Kex￿
ˆ
Kex
Kex￿∇uh￿2 dx
≤ γ ˆ
K
K￿∇uh￿2 dx.
Cette estimation conduit à une stabilité uniforme par rapport aux paramètres de diﬀusion
mais également par rapport à la géométrie des cellules coupées. En suivant l’analyse décrite
dans [53], nous pouvons également obtenir des estimations d’erreur d’ordre optimal pour cette
NXFEM modifiée.
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3.2 Analyse d’erreur a posteriori
Supposons pour cette étude que gD = gN = 0.
Considérons la norme énergie suivante :
￿￿￿u − uh￿￿￿2h ∶= ￿K1￿2∇(u − uh)￿2 + ￿u − uh￿2h,Γ, ￿u − uh￿2h,Γ ∶= ￿
S∈SΓh γ￿ [u − uh] ￿2. (3.12)
Nous l’appellerons ENorm dans les essais numériques.
Nous souhaitons contrôler l’erreur et mettre en place un estimateur d’erreur a posteriori ηh
de sorte que :
Théorème 3.2. Il existe une constante C indépendante du maillage et des coeﬃcients Kin￿ex,
telle que ￿￿￿u − uh￿￿￿ ≤ C ηh. (3.13)
Dans la construction d’un tel estimateur ηh, la principale diﬃculté - induite par le NXFEM et
l’emploi d’une méthode éléments finis continus - est le traitement de la non-conformité provenant
du dédoublement des inconnues sur les cellules coupées.
Nous introduisons tout d’abord l’ensemble des arêtes coupées :
S in￿exh ∶= ￿S ∩Ωin￿ex ∶ S ∈ Sh￿ . (3.14)
Dans la suite, on notera ωK le patch de K, constitué des mailles ayant au moins un sommet
commun avec K et on pose KΓh ∶= {K ∈ Kh ∶ ωK ∩ Γ ≠ ￿} , (3.15)
l’ensemble composé des cellules K de Kh dont le patch est coupé par Γ.
Pour K ∈ KΓh ∪Kh ￿KΓh , S ∈ S inh ∪ Sexh ∪ SΓh , et S ∈ SΓh , posons :
η2K ∶= e2K￿f + div(K∇uh)￿2K , η2S ∶= eS￿ ￿K∂uh∂nS ￿ ￿2S , ζ2S ∶= zS￿ [uh] ￿2S , (3.16)
avec
eK ∶= ￿￿￿￿￿￿￿￿￿￿￿
dK
min{Kin,Kex}1￿2 si K ∈ KΓh ,
dK
K1￿2 sinon,
eS ∶=
￿￿￿￿￿￿￿￿￿￿￿￿￿
dK
K
si S ∩ Γ = ￿,￿S￿￿Sˆ￿ min{Kin,Kex} sinon, zS ∶= γ
￿K ￿￿S￿2 .
Nous définissons l’estimateur d’erreur comme suit :
η2h ∶= ￿
K∈KΓh∪Kh￿KΓh η
2
K + ￿
S∈Sinh ∪Sexh ∪SΓh η
2
S + ￿
S∈SΓh ζ
2
S . (3.17)
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Il s’agit d’un estimateur d’erreur construit par résidu 1. L’estimateur (3.17) vérifie le théorème
3.2.
Nous utilisons pour cela l’opérateur d’interpolation de Scott-Zhang Ih ∶ V → Vh ∩ V défini
dans [76].
Remarque 3.2. À partir d’un certain maillage h, on admettra que chaque sommet Ni ∈ Nh
appartient au moins à une arête non coupée.
On note ωS le patch associé à K (S ⊂K). Celui-ci est constitué de cellules de Kh ayant au
moins un sommet N en commun avec K (N ∈Nh, S ⊂K).
Nous avons également besoin des résultats techniques suivants :
Lemme 3.3. Soient S ∈ SΓh et K ∈ Kh tels que S ⊂K, il existe une constante C1 indépendante
du maillage telle que :
￿v − Ihv￿2S ≤ C1 ￿S￿￿Sˆ￿ min{Kin,Kex} ￿K∇v￿2ωS . (3.18)
Démonstration. Démonstration de Lemme 3.3.
En utilisant le Lemme 3 de l’article de A. et P. Hansbo [53], on a :
￿v − Ihv￿2S = ￿S￿￿Sˆ￿ ￿vˆ − Iˆhvˆ￿2Sˆ ≤ C ￿S￿￿Sˆ￿ ￿vˆ − Iˆhvˆ￿20,Kˆ ￿vˆ − Iˆhvˆ￿21,Kˆ .
Nous pouvons alors appliquer le Lemme 4.3 de Scott-Zhang [76] avec
– p = 2, m = 0 et l = 1, on obtient
￿v − Ihv￿0,K ≤ C1 dK ￿∇v￿0,ωS ,
– p = 2, m = 1 et l = 1, on obtient
￿v − Ihv￿1,K ≤ C2 ￿∇v￿0,ωS .
Il vient alors
￿v − Ihv￿20,S ≤ C ￿S￿￿Sˆ￿ ￿∇v￿20,ωS ≤ C ￿S￿￿Sˆ￿ 1min{Kin,Kex}￿K∇v￿20,ωS .
Remarque 3.3. Notons que pour cette démonstration, nous utilisons l’interpolé classique de
Scott-Zhang, sur une arête non coupée. Il permet d’obtenir une inégalité dont la constante n’est
pas optimale (perte d’information sur les éléments coupés et leurs géométries). Nous pourrions
éventuellement améliorer cette dernière en considérant les arêtes coupées pour définir les valeurs
aux noeuds appartenant à des mailles coupées.
1. un exemple classique d’estimateur d’erreur par résidu est proposé en Annexe du manuscrit
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Remarque 3.4. La quantité ￿S￿￿Sˆ￿ apparaissant dans dS peut être majorée par C dK où C est une
constante indépendante du maillage, si ce dernier est régulier.
Lemme 3.4. Avec une constante C2 indépendante du maillage et des coeﬃcients, on a pour
tout vh ∈ Vh ￿
S∈SΓh γ
−1￿￿K∂vh
∂n
￿
κ
￿2S ≤ C2￿K1￿2∇vh￿2Ωin∪Ωex . (3.19)
Démonstration. Démonstration du Lemme 3.4.
Pour chaque S ∈ SΓh , au moyen de l’inégalité inverse et des définitions de κ et γ, on a :
1
2￿￿K∂vh∂n ￿κ ￿2S ≤ (κinKin)2 ￿S￿￿Kin￿ ￿∇vh￿2Kin + (κexKex)2 ￿S￿￿Kex￿ ￿∇vh￿2Kex
= κ2inKin ￿S￿￿Kin￿ ￿(Kin)1￿2∇vh￿2Kin + κ2exKex ￿S￿￿Kex￿ ￿(Kex)1￿2∇vh￿2Kex
= KinKex￿S￿(Kin￿Kex￿ +Kex￿Kin￿)2 ￿Kex￿Kin￿￿(Kin)1￿2∇vh￿2Kin +Kin￿Kex￿￿K1￿2ex ∇vh￿2Kex￿
≤ KinKex￿S￿
Kin￿Kex￿ +Kex￿Kin￿ ￿￿K1￿2in ∇vh￿2Kin + ￿K1￿2ex ∇vh￿2Kex￿
= γ ￿￿K1￿2in ∇vh￿2Kin + ￿K1￿2ex ∇vh￿2Kex￿ .
Lemme 3.5. Pour tout uh ∈ Vh, il existe v ∈H10(Ω) tel que
2￿
i=1 ￿K1￿2∇(uh − v)￿20,Ωi ≤ C3 ￿S∈SΓh eS￿ [uh] ￿2S , (3.20)
où C3 est une constante indépendante du maillage et des coeﬃcients.
Démonstration. Démonstration du Lemme 3.5.
Pour tout uh ∈ Vh, uh = uin,hχin + uex,hχex. On pose pour la suite I = {in, ex}.
On définit v comme suit :
– v = vinχin + vexχex, χi étant l’indicatrice sur Ωi,
– avec vi ∈H1(Ωi), vi = 0 sur ∂Ω ∩ ∂Ωi pour i ∈ I,
– vi￿S = κ˜exuin,h + κ˜inuex,h,∀S ∈ SΓh , avec
κ˜ex ∶= (Kin￿Kex￿)1￿2(Kin￿Kex￿)1￿2 + (Kex￿Kin￿)1￿2 κ˜in ∶= (Kex￿Kin￿)
1￿2
(Kin￿Kex￿)1￿2 + (Kex￿Kin￿)1￿2
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On a pour tout ϕ ∈H10(Ωi) :ˆ
Ωi
Ki∇vi∇ϕidx = ˆ
Ωi
Ki∇ui,h∇ϕidx,
ie ˆ
Ωi
Ki∇(vi − ui,h)∇ϕidx = 0.
Sachant que [v] ∶= vin − vex, on remarque que
(vi − ui,h)￿S = κ˜exuin,h + κ˜inuex,h − ui,h = ￿￿￿￿￿￿￿￿￿
−κ˜in [uh] pour i = in,
κ˜ex [uh] pour i = ex.
Pour tout S ∈ SΓh , on pose
Wexh ∶= {wex ∈H1(Ωex),wex = 0 sur ∂Ω ∩ ∂Ωex et wex￿S = κ˜ex [uh]},
et
Winh ∶= {win ∈H1(Ωin),win = 0 sur ∂Ω ∩ ∂Ωin et win￿S = −κ˜in [uh]}.
On a pour tout wi ∈Wih :ˆ
Ωi
Ki∇(vi − ui,h −wi)∇ϕidx = −ˆ
Ωi
Ki∇wi∇ϕidx. (3.21)
Posons ϕi = vi − ui,h −wi ∈H10(Ωi). En utilisant Cauchy-Schwarz, (3.21) s’écrit alors
￿K1￿2i ∇(vi − ui,h −wi)￿20,Ωi ≤ ￿K1￿2i ∇wi￿0,Ωi ￿K1￿2i ∇(vi − ui,h −wi)￿0,Ωi .
En ajoutant ￿K1￿2i ∇wi￿0,Ωi à chaque membre et en utilisant l’inégalité triangulaire, il vient
￿K1￿2i ∇(vi − ui,h)￿0,Ωi ≤ ￿K1￿2i ∇(vi − ui,h −wi)￿0,Ωi + ￿K1￿2i ∇wi￿0,Ωi ≤ 2￿K1￿2i ∇wi￿0,Ωi ,
ie ￿K1￿2i ∇(vi − ui,h)￿0,Ωi ≤ 2 inf
wi∈Wih ￿K1￿2i ∇wi￿20,Ωi .
Alors en utilisant la définition de ￿ ⋅ ￿1￿2,Γ donnée dans [25], il vient
￿K1￿2i ∇(vi − ui,h)￿20,Ωi ≤ Ki￿vi − ui,h￿212 ,Γ ≤ Ki￿κ˜i [uh] ￿212 ,Γ. (3.22)
Enfin, pour obtenir une majoration d’erreur sur ￿ ⋅￿0,S , on peut par exemple utiliser le résultat
donné dans [17] ￿κ˜i [uh] ￿21
2 ,Γ
≤ ￿
S∈SΓh
C￿S￿ ￿κ˜i [uh] ￿20,S ,
où C indépendante de Γ et Ω, i = {in, ex}.
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Finalement, (3.22) peut alors s’écrire
￿K1￿2i ∇(vi − ui,h)￿20,Ωi ≤ ￿
S∈SΓh Ki
C￿S￿ ￿κ˜i [uh] ￿20,S ,≤ ￿
S∈SΓh Kiκ˜
2
i
C￿S￿ ￿ [uh] ￿20,S .
Autrement dit :
￿K1￿2∇(v − uh)￿20,Ω =￿
i∈I ￿K1￿2i ∇(vi − ui,h)￿20,Ωi ≤ ￿S∈SΓh
C￿S￿ ￿Kexκ˜2ex +Kinκ˜2in￿ ￿ [uh] ￿20,S . (3.23)
Or
￿Kexκ˜2ex +Kinκ˜2in￿ = KinKex￿K ￿￿(Kin￿Kex￿)1￿2 + (Kex￿Kin￿)1￿2￿2 ,= ￿K ￿￿S￿ KinKex￿S￿￿(Kin￿Kex￿)1￿2 + (Kex￿Kin￿)1￿2￿2 .
Et on remarque que
KinKex￿S￿￿(Kin￿Kex￿)1￿2 + (Kex￿Kin￿)1￿2￿2 ≤ KinKex￿S￿Kin￿Kex￿ +Kex￿Kin￿ = γ.
Ainsi, on obtient finalement que :
￿K1￿2∇(v − uh)￿20,Ω =￿
i∈I ￿K1￿2i ∇(vi − ui,h)￿20,Ωi ≤ ￿S∈SΓh C
￿K ￿￿S￿2 γ ￿ [uh] ￿20,S . (3.24)
Remarque 3.5. La définition de v, donnée en début de démonstration, est importante et en
particulier le choix de la moyenne impacte beaucoup l’expression de eS.
En eﬀet, si l’on considère une moyenne classique (pondérée par 1￿2), il vient en suivant le
raisonnement précédent que eS = Kin +Kex2 : eS ne tient alors pas compte de la géométrie et est
"sur-évalué".
Afin de traiter la non-conformité de la méthode, nous introduisons P (uh) ∈ V défini pour
tout v ∈ V par
a(P (uh), v) = a(uh, v). (3.25)
Il s’agit d’une formulation faible des équations
div (K(∇(P (uh) − uh)) = 0 dans Ωin ∪Ωex et [K∇n(P (uh) − uh)] = 0 sur Γ.
En utilisant l’inégalité triangulaire, on a
￿￿￿u − uh￿￿￿ ≤ ￿￿￿u − P (uh)￿￿￿ + ￿￿￿P (uh) − uh￿￿￿ =∶ I + II. (3.26)
L’erreur de non-conformité II est bornée par le résultat du Lemme 3.5.
38 CHAPITRE 3. UNE VARIANTE ROBUSTE
Concernant le premier terme I, nous utilisons le fait que pour vh ∈ V ∩ Vh, vh interpolé de
Scott-Zhang, on a
a(uh, vh) = lh(vh) +E,
où E ∶= ￿
S∈SΓh
ˆ
S
[uh]￿∂n,Kvh￿κ ds.
En posant v ∶= u − P (uh), il vient ensuite
I2 = ￿￿￿u−P (uh)￿￿￿2 = a(u−P (uh), v) = a(u−uh, v) = a(u−uh, v−vh)+E = l(v−vh)−a(uh, v−vh)+E.
(3.27)
L’intégration par partie nous permet de décomposer les deux premiers termes de (3.27) comme
suit :
l(v−vh)−a(uh, v−vh) = ￿
M∈Kinh ∪Kexh
ˆ
M
(f + div(K∇uh))(v − vh)dx + ￿
S∈Sh∪SΓh
ˆ
S
￿K∂uh
∂nS
￿ (v − vh)ds.
(3.28)
Le premier terme de 3.28 peut être ainsi majoré :
￿
K∈Kh
ˆ
K
(f + div(K∇uh))(v − vh)dx ≤ CI ￿
K∈KΓh∪Kh￿KΓh dK￿f + div(K∇uh)￿K￿∇v￿ωK
≤ CI ￿￿￿ ￿K∈KΓh∪Kh￿KΓh
d2K
K
￿f + div(K∇uh)￿2K￿￿￿
1￿2 × ￿K1￿2∇v￿Ωin∪Ωex .
Le second terme de 3.28 se décompose en deux parties : une partie sur les arêtes du maillage
(S ∈ Sh), et une autre sur les arêtes de Γ (S ∈ SΓh ).
Pour S ∈ Sh, en utilisant le Lemme de Bramble-Hilbert, on a :
￿
S∈Sinh ∪Sexh
ˆ
S
￿K∂uh
∂nS
￿ (v − vh)ds ≤ CI ￿
S∈Sinh ∪Sexh d
1￿2
S ￿ ￿K∂uh∂nS ￿ ￿S￿∇v￿ωS
≤ CI ￿￿￿ ￿S∈Sinh ∪Sexh
dS
K
￿ ￿K∂uh
∂nS
￿ ￿2S￿￿￿
1￿2 × ￿K1￿2∇v￿Ωin∪Ωex .
Pour S ∈ SΓh , en utilisant le Lemme 3.3, il vient :
￿
S∈SΓh
ˆ
S
￿K∂uh
∂nS
￿ (v − vh)ds ≤ ￿
S∈SΓh ￿ ￿K
∂uh
∂nS
￿ ￿S ￿v − vh￿S
≤ C1 ￿
S∈SΓh ￿ ￿K
∂uh
∂nS
￿ ￿S ￿S￿1￿2min{Kin,Kex} ￿K1￿2∇v￿ωS .
Pour majorer E, on utilise le Lemme 3.4 et l’inégalité de Young 2. On obtient alors :
￿E￿ ≤ 14￿K1￿2∇vh￿2Ωin∪Ωex +C2 ￿
S∈SΓh γ￿ [uh] ￿2.
2. ∀￿ > 0 ∶ ab ≤ a22￿ + ￿b22
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Il ne nous reste qu’à sommer les équations précédentes, à appliquer l’inégalité de Cauchy-
Schwarz sur les produits de normes, utiliser le Lemme 3.5 pour traîter les termes ￿K1￿2∇v￿2Ωin∪Ωex
pour terminer la démonstration du Théorème 3.2.
Remarque 3.6. Numériquement, en comparant l’estimateur d’erreur avec la solution exacte, il
semble que la constante eK ne soit pas optimale et que l’on puisse prendre :
eK ∶= ￿￿￿￿￿￿￿￿￿￿￿
dK
min{Kin,Kex}1￿2 si K ∈ Kcuth ,
dK
K1￿2 sinon,
40 CHAPITRE 3. UNE VARIANTE ROBUSTE
Chapitre 4
Résultats numériques
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4.1 Détails de la mise en œuvre
Nous proposons ici d’expliquer la mise en œuvre sur des éléments triangulaires, avec des
éléments finis d’ordre 1. Nous généraliserons ces explications aux cas quadrangulaires, avec des
éléments finis d’ordre supérieur, dans un chapitre ultérieur.
(a) Transformation classique (b) Transformation partielle
Figure 4.1 – Transformation pour maillages triangulaires
On note (Figure 4.1) :
– K l’élément courant,
– Kˆ le triangle de référence,
– FK une P1-transformation (aﬃne) allant de Kˆ vers K.
De plus, ∀M ⊂K, on note :
– Mˆ = F−1K (M),
– et FM = FK ￿Mˆ .
On rappelle que l’on travaille dans l’espace élément fini suivant :
Vh ∶= ￿vh ∈ L2(Ω), vh￿Ωin ∈ C(Ωin), vh￿Ωex ∈ C(Ωex), vh￿M ∈ P 1(M) ∀M ∈ Kinh ∪Kexh ￿ . (4.1)
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Une base élément fini de Vh est obtenue à partir d’une base élément fini standard, en rem-
plaçant chaque fonction de base d’un élément coupé par deux nouvelles fonctions, à savoir ses
restrictions sur Ωin et Ωex respectivement. Ces deux nouvelles fonctions de base sont représentées
dans la mise en œuvre en utilisant les mêmes nœuds de la triangulation initiale 1.
Figure 4.2 – Intersection Discontinuité - Maillage triangulaire
Pour mettre en œuvre l’approximation discontinue, nous avons d’abord déterminé l’ensemble
des triangles traversés par Γ. Nous avons supposé qu’une cellule coupée K était divisée par Γ en
deux polygones (voir Figure 4.2).
Figure 4.3 – Transformation et notations
Pour déterminer l’approximation Γh de Γ (Figure 4.3) sur un élément coupé K, nous suivons
ces diﬀérentes étapes :
1. {a1, a2} = Γ ∩ ∂K,
2. ai = FK (aˆi), pour i = 1,2,
3. Γˆh = [aˆ1, aˆ2],
4. Γh = FK ￿Γˆh￿.
1. On rappelle que les degrés de liberté (ddl) ainsi que les fonctions de base du P 1 sont associées aux nœuds
géométriques.
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Remarque 4.1. Nous travaillons avec des éléments finis P1 De ce fait, nous avons choisi
d’approcher la discontinuité Γ par un segment sur chaque maille : nous avons donc seulement be-
soin de deux points {aˆ1, aˆ2} pour tracer la droite Γˆh. FK étant aﬃne, Γh sera également une droite.
Pour évaluer numériquement les intégrales des formes bilinéaire (2.14) et linéaire (2.15))
sur les éléments coupés ainsi que le long de la discontinuité, nous avons construit des formules
d’intégration numérique sur chaque polygone et sur l’interface. Ce processus nous permet ainsi
d’utiliser les techniques d’assemblage classiques des méthodes des éléments finis.
Figure 4.4 – Répartition des ddl
Pour tout vh ∈ Vh, vh￿Ωin est décomposée en utilisant les
fonctions de base des cellules recouvrant Ωin, et respective-
ment vh￿Ωex est décrite en utilisant celles des cellules recou-
vrant Ωex.
Dans un élément coupé, vh peut être exprimée en utilisant la
restriction des fonctions de base de K in et Kex comme suit :
vh￿Kin = 2￿
i=0αi ϕi￿Kin , vh￿Kex = 2￿i=0α′i ϕi￿Kex . (4.2)
De ce fait, afin de définir vh sur une cellule coupée, nous
avons besoin de six degrés de liberté αi et α′i with i = 0,1,2
(Figure 4.4).
Remarque 4.2. La continuité entre les éléments coupés et non-coupés est assurée grâce aux
définitions (4.1) et (4.2).
Afin d’obtenir une formule d’intégration sur chacun des polygones de Kˆ, chacun d’entre eux a
été découpé en triangles (Figure 4.5). Nous avons utilisé une formule de quadrature pour évaluer
toutes les modalités sur le triangle de référence Tˆ . Quant aux intégrales d’interface, nous avons
utilisé des quadratures de Gauss.
4.2 Test de validation
Considérons le problème (1.1), avec gD = gN = 0 :￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] = 0 sur Γ. (4.3)
Les données choisies sont de telle sorte que la fonction définie par
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Figure 4.5 – Découpage en triangles de chaque polygone
Figure 4.6 – Solution
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
x2
Kin
pour x ≤ ξ0
x2 − ξ20
Kex
+ ξ20
Kin
sinon,
(4.4)
est une solution exacte, linéaire.
Plaçons-nous sur le domaine Ω =] − 1,1[×] − 1,1[.
Prenons ξ0 = 0.91, Kin = 1 et Kex = 1000.
Les conditions de bord sont de type Dirichlet.
Enfin,le second membre de cette solution exacte est f = −4.
Remarque 4.3. De légères modifications ont été nécessaires pour tenir compte de la condition de
non-homogène de Dirichlet, , traîtées au sens faible dans la formulation variationnelle (quelques
details dans [53]).
Nous proposons ici d’analyser ENorm la norme énergie (équation (3.12)), L2errorcut la
norme-L2.
Nous obtenons les résultats attendus. En eﬀet, la solution que nous avons choisie et continue
et présente un raccord de son flux le long de l’interface. De plus, la discontinuité de son gradient
est correctement approchée. De ce fait, nous retrouvons les ordres de convergence optimaux,
ordre 1 pour la norme énergie ENorm, ordre 2 pour la norme-L2 (voir Figure 4.7(a)).
Remarque 4.4. Notons que ce résultat n’est pas propre au maillage CC. Pour confirmer cela,
voici la même simulation faite sur un maillage triangulaire TC (Figure 4.7(b)).
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(a) Maillage CC (b) Maillage TC
Figure 4.7 – Test de validation - Courbes de convergences sur des maillages triangulaires
4.3 Tests de robustesse et de comparaisons
4.3.1 Robustesse
Nous avons deux points à tester pour illustrer la robustesse de notre méthode : celle par
rapport aux coeﬃcients, l’autre en fonction de la géométrie. De ce fait, nous avons choisi une
forte variation des coeﬃcients pour démontrer le premier point, et nous avons fait translater la
discontinuité sur un maillage fixe pour faire varier la géométrie afin de justifier le second point.
Puis nous avons comparé certaines quantités.
Afin de pouvoir comparer nos résultats avec la littérature, nous nous sommes inspirés de
l’exemple 2D proposé dans l’article des Hansbo [53], exemple lui-même issu du papier [60].
Considérons le problème (1.1), avec gD = gN = 0. Plaçons-nous sur le domaine Ω =]0, 1[×]0, 1[
et considérons l’interface Γξ ∶= ξ× [0, 1], pour ξ ∈ R. Nous prenons Kin = 0.1, Kex = 10000 et faisons
varier la position de la discontinuité, ξ décrivant ξ0 = 0.49999 à ξ1 = 0.6249.
Les données choisies sont de telle sorte que la fonction définie par
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
x2
Kin
pour x ≤ ξ
x2 − ξ2
Kex
+ ξ2
Kin
pour x > ξ, (4.5)
soit une solution exacte.
La Figure 4.8 (gauche) permet d’illustrer la position de l’interface et la Figure 4.8 (droite)
compare l’erreur dans la norme énergie ENorm (équation (3.12)) pour la méthode originale [53]
et notre formulation robuste. Comme la solution exacte dépend de la position de l’interface, les
deux méthodes montrent une légère augmentation de erreur lorsque l’interface se déplace vers la
droite. En eﬀet, les deux méthodes présentent un comportement robuste et les diﬀérences dans
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l’erreur énergie sont relativement faibles, mais augmente lorsque l’interface se rapproche d’une
ligne de maillage.
Figure 4.8 – Position de l’interface (zoom sur le maillage, gauche) et comparaison de l’erreur
de la norme énergie avec les deux méthodes (droite)
Figure 4.9 – Comparaison des deux méthodes avec variation de la position de l’interface :
erreurs dans le flux reconstitué (gauche) et du saut dans le flux (droite)
La Figure 4.9 présente l’erreur de la norme-L2(Γ) dans le flux reconstitué ￿∂n,Ku − ∂∗n,Kuh￿S
(Figure de gauche) et le saut du flux discret ￿ ￿∂n,Kuh￿ ￿S (Figure de droite). Ici, les diﬀérences
entre les deux méthodes sont plus marquées. Lorsque l’interface s’approche d’une ligne du
maillage, la méthode NXFEM originale conduit à de larges erreurs, tandis que nos modifications
mènent à la robustesse souhaitée.
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4.3.2 Test de comparaison
Figure 4.10 – Solution
Considérons le problème (1.1), avec gD = gN = 0,
ainsi que la solution exacte suivante :
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
r2
Kin
si r ≤ r0,
r2 − r20
Kex
+ r20
Kin
sinon,
(4.6)
avec r ∶= ￿x2 + y2. Plaçons-nous sur le domaine
Ω =]0,1[×]0,1[, fixons r0 = 0.75, Kin = 1 et Kex =
1000.
Les conditions de bord sont de type Dirichlet, traîtées
de manière faible dans la formulation.
Enfin, le second membre donnant la solution exacte
précédente est f = −4.
M ENorm ENormRedR L2errorcut L2errorcutRedR
16 3.10e-01 1.00 2.41e-02 1.0
64 1.50e-01 2.07 4.61e-03 5.23290558198
256 7.13e-02 2.10 1.13e-03 4.09437377604
1024 3.51e-02 2.03 2.77e-04 4.06345551184
4096 1.75e-02 2.01 6.86e-05 4.03534756923
16384 8.73e-03 2.00 1.71e-05 4.01446312604
65536 4.36e-03 2.00 4.26e-06 4.01132132156
Table 4.1: Test de comparaison - Tableau de convergence
pour maillage CC
Les convergences des normes énergie et L2 sont données dans le Tableau 4.1 ainsi que la
Figure 4.11. Notons que leurs ordres de convergences respectifs semblent être approximativement
égaux à ceux obtenus avec la méthode NXFEM originale (Figure 4.12). De plus, comme pour
le test de validation, la solution que nous avons choisie est continue ainsi que son flux le long
de l’interface. De ce fait, nous retrouvons les ordres de convergence optimaux des deux normes
calculées (Figure 4.11).
Pour cet exemple, l’article des Hansbo [53] expose également une figure donnant l’élévation
de la solution approchée, avec leur méthode. La Figure 4.10 propose cette même élévation, avec
notre méthode.
Nous donnons également à titre indication la répartition de l’erreur ENorm et de l’erreur
L2errorcut en Figure 4.13. La solution que nous avons choisi ne présente pas de singularité, et la
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Figure 4.11 – Test de comparaison - Courbes de convergence pour maillage CC
Figure 4.12 – Courbes de convergence pour maillage CC - Comparaison entre les deux méthodes
discontinuité est correctement approchée. De ce fait, les erreurs sont situées sur les cellules où la
solution varie le plus, à savoir l’intérieur du dôme.
Ce test de comparaison a également été fait sur des maillages TC. Nous avons obtenu les
mêmes résultats (Tableau et courbes de convergence, élévation de la solution approchée, réparti-
tion de la ENorm et la L2errorcut).
Nous avons également implémenté cette situation pour Ω =] − 1; 1[×] − 1; 1[.
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(a) ENorm (b) L2ErrorCut
Figure 4.13 – Test de comparaison - Répartition de la ENorm et de L2ErrorCut
(a) Courbes de convergence (b) Élévation de la solution
Figure 4.14 – Simulation sur Ω =] − 1; 1[2 pour un maillage CC
Remarque 4.5. Cette configuration a été la première que l’on a testé. Elle nous a permis
d’obtenir des résultats de comparaisons (Courbes 4.14), en imposant des conditions de Dirichlet
(de manière forte dans la formulation) dès l’instant où l’interface ne touchait pas de cellules du
bord. Nous avons pu ainsi valider certaines parties du code.
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4.4 Test de l’estimateur d’erreur
Afin de tester notre estimateur d’erreur, reprenons l’exemple proposé par les Hansbo dans
[53], dont la solution exacte est donnée par
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
r2
Kin
si r ≤ r0,
r2 − r20
Kex
+ r20
Kin
sinon,
(4.7)
où r ∶=￿x2 + y2. Plaçons-nous sur le domaine Ω =] − 1,1[×] − 1,1[, et fixons r0 = 0.78, Kin = 1 et
Kex = 1000. Les conditions de bord sont toujours de type Dirichlet. Le second membre demeure
toujours f = −4.
4.4.1 Raﬃnement uniforme
Avec un raﬃnement uniforme de maillages triangulaires (nous rappelons que les procédures
de raﬃnements de maillages sont détaillés en introduction - voir 1.2.3), nous remarquons que le
comportement de convergence de l’estimateur ηh(M) est similaire à celui de l’erreur énergie eh,
comme le montre la première Figure 4.15 pour un maillage CC, ainsi que la seconde Figure 4.15
pour un maillage TC.
(a) Maillage CC (b) Maillage TC
Figure 4.15 – Courbes de convergence pour des maillages uniformément raﬃnés
4.4.2 Raﬃnement adaptatif
Pour cette section, nous proposons deux tests comparatifs : sur un problème d’interface, le
premier test confronte la procédure de raﬃnement adaptatif entre une méthode élements finis
classique et la méthode NXFEM à l’aide du test précédent ; le second entre la méthode NXFEM
originale et la méthode NXFEM robuste avec un autre jeu de données.
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Comparaison avec une méthode éléments finis standard
Reprenons le cas-test précédent et eﬀectuons une procédure adaptative. On rappelle que pour
cette précédure, l’un des avantages du maillage CC est qu’il n’a pas de nœuds suspendus. Ainsi
ce maillage nous permet de comparer facilement la méthode NXFEM avec une méthode éléments
finis classique.
(a) Avec NXFEM (b) Sans NXFEM (P1 classique)
Figure 4.16 – Raﬃnement de maillage CC - Répartition des cellules
Dans cet exemple, la solution est parfaitement symétrique, elle ne comporte aucune singularité
et la dérivée normale est bien approchée. Notre estimateur d’erreur concentre alors le raﬃnement
sur les cellules où la solution présente le plus de variations : le domaine Ωin est donc uniformément
raﬃné (Figure 4.16(a)) et nous obtenons des courbes de convergences tout à fait satisfaisantes
(Figure 4.17). En revanche, lors de l’utilisation d’éléments finis classiques P1, la procédure
adaptative (avec l’estimateur résiduel correspondant) concentre le raﬃnement autour de la
discontinuité (Figure 4.16(b)).
Choix des κ
Considérons le problème précédent sur le domaine Ω =] − 1,1[×] − 1,1[, avec les coeﬃcients
Kin = 109 et Kex = 1. Γ est le cercle de centre (0; 0) et de rayon r0 = 0.711. Les conditions de
bord sont de type Dirichlet nul. Le second membre est donné par f = 106e(−r￿d) avec d = 0.01 et
r = d(X −X0) où X ∈ Ω et X0 = (r0; 0).
Notons que le domaine Ω ne présente pas de singularité, la solution admet une très forte
variation au point x0 (Figure 4.18).
Ce test confirme nos précédentes conclusions : la procédure de raﬃnement avec la formulation
originale tend à raﬃner autour de la discontinuité, indépendamment de la solution (Figure 4.19),
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Figure 4.17 – Courbes de convergence d’un raﬃnement de maillage CC
Figure 4.18 – Élévation de la solution
car celle-ci est de plus en plus proche des lignes et des nœuds du maillage. Nous avions déjà
souligné ce comportement dans la section 4.3.
En revanche, la formulation robuste marque les cellules sur lesquelles la solution a le plus de
variations (Figure 4.20), à savoir autour du point x0 ainsi que sur Ωex.
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(a) (b)
(c) (d)
Figure 4.19 – Formulation originale - Raﬃnement d’un maillage CC
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(a) (b)
(c) (d)
Figure 4.20 – Formulation robuste - Raﬃnement d’un maillage CC
Chapitre 5
Perspectives
Pour un maillage en triangles et des éléments finis P1 conformes, plusieurs pistes de recherche
sont déjà envisageables.
✑ Dans la formulation robuste que nous avons proposé, nous avons étudié la problème
elliptique en tenant compte des conditions non-homogènes le long de l’interface (i.e. gD et gN
non-nuls), ce qui n’est pas le cas de l’estimateur d’erreur.
Dans un premier temps, celui-ci pourrait donc faire l’objet d’un "rapide" enrichissement afin qu’il
prenne en compte ces conditions non-homogènes.
✑ Toujours concernant l’estimateur d’erreur, nous avons utilisé l’interpolé de Scott-Zhang
sur des arêtes non coupées. La constante alors obtenue n’est pas optimale dans le sens où l’on ne
tient compte d’aucun élément coupé. On pourrait éventuellement obtenir une mailleure constante
si l’on construisait l’interpolé de Scott-Zhang en utilisant les arêtes coupées pour définir les
valeurs aux noeuds appartenant à des mailles coupées.
✑ Ensuite, il serait intéressant d’étudier le cas où K n’est plus un scalaire mais une matrice.
Cette situation est fréquente dans la résolution d’écoulements en milieu poreux par exemple, elle
devient même indispensable lorsque le milieu est anisotrope (i.e. le fluide peut s’écouler plus
rapidement dans une direction que dans une autre).
La matrice est en générale diagonale, mais les valeurs propres peuvent être diﬀérentes.
✑ Cette méthode mériterait également d’être étendue à diﬀérents types de maillages (qua-
drilatères, hexaèdres), à d’autres types d’éléments finis (conformes, non conformes, Galerkin
discontinus) et à des éléments finis d’ordre plus élevé (k ≥ 1), y compris dans l’approximation de
l’interface : cette piste fait en partie l’objet des Chapitres suivants.
✑ Enfin, une curiosité certaine nous pousserait à appliquer le principe de Nitsche à d’autres
types de problèmes, tels que des problèmes instationnaires, non-linéaires, des problèmes de
diﬀusion-convection, des problèmes de couplages ... Certaines de ces études seront abordées dans
la Partie III.
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Deuxième partie
Généralisation de NXFEM à
l’ordre supérieur
Cette partie présente les généralisations que nous avons apportées et nous proposons quatrechapitres pour les exposer : le premier étend la méthode robuste précédente aux éléments
finis continus Pk −Qk sur des maillages 2D (triangles, quadrangles) et 3D (tétraèdres,
hexaèdres), pour des interfaces planes et courbes ; les changements nécessaires pour une
résolution en DG et NC sont détaillés dans le chapitre deux ; enfin, le dernier chapitre propose
quelques pistes de recherches avec les outils développés dans cette partie.
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Chapitre 6
Résolution en éléments f ini
continus
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Introduction
Nous souhaitons étendre la méthode NXFEM précédente à l’ordre supérieur, avec une ap-proximation conforme (CG). Pour cela, replaçons-nous dans notre problème modèle 3.1 :￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] = 0 sur Γ. (6.1)
La formulation variationnelle continue du problème (6.1) est la même que dans les études
précédentes (voir 2.6). On s’intéresse à la formulation discrète.
Nous définissons les espaces éléments finis suivants :
CGh ∶= ￿vh ∈ C(Ω), vh￿K ○FK ∈ Rk(K) ∀K ∈ Kh￿ , (6.2)
où Rk est l’ensemble des polynômes Pk ou Qk, k ∈ N∗ le degré du polynôme, et
Vh ∶= {vh￿Ωin +wh￿Ωex , vh,wh ∈ CGh} . (6.3)
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On rappelle que la formulation variationnelle discrète du problème (6.1) est la suivante : Pour
uh, vh ∈ Vh, on définit la forme bilinéaire :
ah(uh, vh) ∶= ￿
M∈Kinh ∪Kexh
ˆ
M
K∇uh ⋅ ∇vh dx − ￿
S∈SΓh
ˆ
S
￿[uh] ∂∗n,Kvh + ￿∂n,Kuh￿κ [vh]￿ ds, (6.4)
ainsi que la forme linéaire :
l(vh) ∶= ˆ
Ω
fvh dx + ˆSΓh gN {vh}κˆ ds −
ˆ
SΓh gD ∂
∗
n,Kvh ds, (6.5)
où pour S ∈ SΓh , les dérivées discrètes ∂∗n,K sont données dans 3.6.
La démonstration de la coercivité de la forme bilinéaire (6.4) est une étape importante de
l’analyse. Celle-ci nous permet de prouver et justifier la convergence de notre méthode. (On
rappelle que cette démonstration est donnée en Annexe B dans le cas de maillage triangulaire,
pour des éléments finis P1). Elle doit donc être adaptée pour tout polynômes de degré k, k ≥ 1.
Lemme 6.1. Coercivité de ah - Pour γS pris suﬃsamment grand, la forme bilinéaire ah (⋅, ⋅)
est coercive
ah (vh, vh) ≥ C ￿￿￿vh￿￿￿2, ∀vh ∈ Vh, (6.6)
dans l’espace discret Vh muni de la ￿￿￿ ⋅ ￿￿￿-norme suivante :￿￿￿φ￿￿￿2 ∶= ￿∇φ￿20,Ωin∪Ωex + ￿{∇nφ} ￿2−1￿2,h,Γh + ￿ [φ] ￿21￿2,h,Γh , (6.7)
avec ￿φ￿2−1￿2,h,Γh ∶= ￿
K∈Kcuth dK￿φ￿20,Γh , ￿φ￿21￿2,h,Γh ∶= ￿K∈Kcuth 1dK ￿φ￿20,Γh . (6.8)
Dans cette généralisation à l’ordre k, nous devons faire attention aux dépendances de la
constante de coercivité C. En eﬀet, pour conserver la stabilité et la robustesse de notre méthode,
cette constante C doit être indépendante de la géométrie employée et de la position de l’interface.
En adaptant la démonstration donnée en Annexe B, il vient que l’expression de cette constante C
est entièrement liée à l’utilisation d’une inégalité inverse. Il nous faut donc adapter et démontrer
l’inégalité inverse suivante pour tout élément fini de type Pk −Qk (avec k ≥ 1).
Lemme 6.2. Inégalité inverse - Il existe CI > 0 telle que pour tout vh ∈ Vh, nous avons :￿{∇nvh} ￿2−1￿2,h,Γh ≤ CI￿∇vh￿20,Ωin∪Ωex . (6.9)
Les dépendances de la constante de coercivité C sont alors liées à celles de la constante CI .
Dans notre situation, nous avons en particuliers :
￿{∇nvh} ￿2−1￿2,h,Γh = ￿
K∈Kcuth dK￿{∇nvh} ￿20,Γh = ￿K∈Kcuth dK￿κin∇nvinh + κex∇nvexh ￿20,Γh
≤ 2 ￿
K∈Kcuth dK ￿￿κin∇nvinh ￿20,Γh + ￿κex∇nvexh ￿20,Γh￿
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Il nous faut donc traîter des termes de la forme
dK κ
2
in￿ex ￿∇nvin￿exh ￿20,Γh = dK κ2in￿ex ￿ N￿
i=1
∂vin￿exh
∂xi
ni￿20,Γh . (6.10)
Par souci de clarté dans les démonstrations qui vont suivre, nous notrons ph l’une des dérivées
∂vin￿exh
∂xi
, i ∈ {1, ...,N}.
Nous allons établir une inégalité inverse pour les termes de la forme 6.10 sur chaque sous-
domaine et pour lesquels nous détaillerons les dépendances de la constante Cin￿exI qu’elle fait
intervenir. Puis, pour obtenir la démonstration de la coercivité de la forme bilinéaire 6.6, nous
sommerons chacune de ces deux contributions afin d’avoir une inégalité inverse sur l’intégralité
d’une cellule coupée. Les dépendances de la constante de coercivité C seront alors justifiées par
celles des constantes inverses Cin￿exI obtenues sur chaque sous-domaine.
Les travaux pourtant sur les inégalités de traces sont nombreux, mais rares sont ceux qui
détaillent les dépendances de la constante C. On notera que C. Schwab expose ces inégalités
inverses pour des ordres et des géométries généraux dans [75], tout en laissant la question
des dépendances par rapport à la géométrie du domaine. Or cette dépendance est primordiale
si l’on souhaite une méthode robuste par rapport à la position de l’interface à l’intérieur des mailles.
Nous distinguerons deux grandes classes de maillages : les N-simplexes et les éléments
parallélotopes. Les N-simplexes sont composés de triangles en 2D et de tétraèdres en 3D. Pour
ces deux types de maillages, des éléments finis Pk sont employés et Warburton-Hesthaven ont
démontré des inégalités inverses dans leurs travaux [79]. Nous rappelons ici le résultat que nous
allons utiliser :
Lemme 6.3. Inégalité inverse pour un N-simplexe
Soit D un N-simplexe, S l’un de ces bords. On a ∀u ∈ PkN (D) :
￿￿u￿￿S ≤￿￿￿(k + 1) (k +N)
N
￿S￿￿D￿ ￿￿u￿￿D (6.11)
Par référence à ce lemme, nous montrerons que la constante CI dépendra seulement du degré
polynomial k, de la dimension N .
Nous nous appuierons sur ce Lemme 6.3 en l’adaptant en fonction des intersections par-
ticulières entre l’interface et une cellule simplexe. Puis nous le généraliserons ensuite à des
intersections entre l’interface et des mailles parallélépipédiques.
Pour l’ensemble de cette section :
– Nous notons par H une famille de maillage h uniforme et régulière au sens de Ciarlet [25],
dont nous préciserons la nature en fonction des cas étudiés.
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– Nous supposons que l’interface Γ est rectiligne/plane par maille.
Les hypothèses d’intersections entre l’interface et le maillage, faites en introduction, sont
vérifiées dans cette situation.
On note :
– K l’élément physique,
– Kˆ l’élément de référence,
– FK une R1-transformation 1 bijective telle que FK(Kˆ) =K.
Remarque 6.1. Une transformation Q1 est bilinéaire. Mais sur des parrallélogrammes/parallélépipèdes,
elle devient aﬃne.
De la remarque 6.1, nous avons la propriété suivante.
Propriété 6.4. Soit κ = (κin,κex) les poids définis sur l’élément physique coupé pour la formule
de la moyenne (1.3). Soit κˆ = (κˆin, κˆex) ce même poids établi sur l’élément de référence coupé.
On a dans le cas où FK est aﬃne :
κ = κˆ. (6.12)
On rappelle que κin￿ex = ￿Kin￿ex￿￿K ￿ (choix de Hansbo-Hansbo). On pose alors κˆin￿ex = F−1K (κin￿ex),
puis κˆin￿ex = ￿Kˆin￿ex￿￿Kˆ ￿ .
6.1 Maillages de N-simplexes
L’intersection entre l’interface Γ et une cellule K triangulaire (respectivement tétraédrique)
donne deux parties polygonales (respectivement polyédriques). L’objectif est d’obtenir une inéga-
lité inverse de type (6.36) sur chacune des deux parties.
Si l’une ou l’autre des parties est un N-simplexe, nous nous référons au Lemme 6.3 pour
parvenir à une inégalité inverse sur cette partie avec des éléments finis Pk, et connaitre ainsi les
dépendances de la constante inverse CI .
Nous proposons donc dans la suite de traîter uniquement les parties polygonales (respective-
ment polyédriques), autres que les N-simplexes.
6.1.1 Maillage triangulaireH est ici une famille régulière de maillages Kh constituée de triangles. Nous distinguons deux
intersections possibles entre l’interface plane Γ et une cellule triangulaire K (Figure 6.2).
1. P1-transformation pour les triangles/tétraèdres, Q1-transformation pour les quadrangles/hexaèdres
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(a) Cas 1 (b) Cas 2
Figure 6.1 – Intersection entre Γ et une cellule triangulaire K
Cas 1 : Deux triangles
Considérons le Cas 1 (Figure 6.1(a)). Kin et Kex sont alors deux triangles.
Nous obtenons les dépendances de la constante inverse CI sur chaque sous-domaine au moyen du
Lemme 6.3. En eﬀet : ￿ph￿20,Γh ≤ c(k,N) ￿Γh￿￿Kin￿ ￿ph￿20,Kin .
Il vient alors
dK κ
2
in￿ph￿20,Γh ≤ c(k,N)dK κ2in ￿Γh￿￿Kin￿ ￿ph￿20,Kin ≤ c(k,N)dK ￿Kin￿2￿K ￿2 ￿Γh￿￿Kin￿ ￿ph￿20,Ki≤ c(k,N)dK ￿Γh￿￿K ￿ ￿ph￿20,Kin ≤ c(k,N)dK ￿ph￿20,Kin .
En prenant ph = ∂vinh
∂x
puis ph = ∂vinh
∂y
, et en procédant de la même manière sur Kex, on obtient
le résultat avec CI = c(k,N).
Cas 2 : Triangle - Quadrilatère
Considérons le Cas 2 (Figure 6.1(b)). nous obtenons deux parties polygonales : un triangle
Kin et un quadrilatère Kex, et nous distinguons deux nouvelles situations :
– Première Situation - Figure 6.2(a) : au moins l’un des milieux des arêtes coupées est du
côté de Kex,
– Seconde Situation - Figure 6.2(b) : les milieux des arêtes coupées sont tous deux du côté
du triangle.
Dans les deux situations, Kin peut être traîtée comme précédemment. Intéressons-nous à la
partie Kex.
Première Situation
Plaçons-nous dans le première configuration (Figure 6.2(a)). Sur Kin, nous appliquons le
Lemme 6.3. Détaillons la partie quadrangulaire .
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(a) Première Situation (b) Seconde Situation
Figure 6.2 – Cas 2 : Découpage en un triangle et un quadrilatère
Nous redécoupons Kex, que nous noterons Ki dans la suite, en deux triangles. On considère
l’arête coupée dont le milieu est dans Kex, on construit alors la médiane de K issue de ce milieu.
Il apparait T1 et T2 (Figure 6.3 - gauche), et respectivement sur l’élément de référence (Figure
6.3 - droite).
Figure 6.3 – Cas 2 - Première Situation - Découpage et notations
Soit ph un polynôme de degré k − 1. On a par passage à l’élément de référence
￿ph￿20,Γh ≤ c ￿Γh￿ ￿pˆh￿20,Γˆ
avec Γˆ = F−1K (Γ) et pˆh = ph ○FK . D’après le Théorème de la moyenne, nous savons que
∃ aˆ ⊂ Γˆ ∶ (pˆh(aˆ))2 = 1￿Γˆ￿
ˆ
Γˆ
(pˆh)2 (xˆ)dsˆ.
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Ainsi
￿ph￿20,Γh ≤ c ￿Γh￿ ￿pˆh￿20,Γˆ ≤ c ￿Γh￿ ￿Γˆ￿ (pˆh(aˆ))2,
≤ c ￿Γh￿ ￿Γˆ￿ ￿max
Kˆi
￿pˆh(xˆ)￿￿2 ≤ c ￿Γh￿ ￿Γˆ￿ ￿pˆh￿2∞,Kˆi ≤ c ￿Γh￿ ￿Γˆ￿ ￿pˆh￿2∞,Kˆ .
Rappellons que Kˆ est le triangle de référence, et que nous travaillons avec des polynômes de
degré fini k dans un espace de dimension finie (N = 2) sur Kˆ : toutes les normes sont équivalentes.
On a donc ∃c(k, Kˆ) telle que ￿pˆh￿2∞,Kˆ ≤ c(k, Kˆ) ￿pˆh￿20,Kˆ ,
et on a ∃c(k, Kˆ, Tˆ2) > 0 telle que
￿pˆh￿20,Kˆ ≤ c(k, Kˆ, Tˆ2) ￿pˆh￿20,Tˆ2 .
De plus, ￿Kˆi￿ ≤ 2 × ￿Tˆ2￿. Nous pouvons alors écrire
￿ph￿20,Γh ≤ c ￿Γh￿ ￿Γˆ￿ ￿pˆh￿20,Kˆ ≤ c ￿Γh￿ ￿Γˆ￿ ￿pˆh￿20,Tˆ2 ≤ c ￿Γh￿ ￿Γˆ￿￿T2￿ ￿pˆh￿20,T2 ≤ c ￿Γh￿ ￿Γˆ￿￿Ki￿ ￿pˆh￿20,Ki .
On obtient
dK κ
2
i ￿ph￿20,Γh ≤ c dK κ2i ￿Γh￿ ￿Γˆ￿￿Ki￿ ￿ph￿20,Ki .
Avec le choix de Hansbo-Hansbo (2.16) κi = ￿Ki￿￿K ￿ . De plus, ￿Γˆ￿ ≤√2.
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Ki￿￿K ￿ ￿Kˆi￿￿Kˆ ￿ ￿Γh￿￿Ki￿ ￿ph￿20,Ki ≤ c dK ￿Γh￿￿K ￿ ￿ph￿20,Ki .
Grâce aux hypothèses de régularité du maillage et de l’interface ￿Γh￿ ≤ dK et ￿K ￿ ≥ Cd2K , nous
obtenons finalement l’inégalité inverse souhaitée :
dK κ
2
i ￿ph￿20,Γh ≤ C ￿ph￿20,Ki
où C dépend seulement du degré polynomial k et du triangle de référence Kˆ.
Remarque 6.2. Par souci de simplicité, nous avons choisi ici d’utiliser les poids de la moyenne
proposée par Hansbo-Hansbo (2.16). Cette démonstration s’adapte facilement nous utilisons les
poids (3.11) proposés dans la Section 3.1.
66 CHAPITRE 6. RÉSOLUTION EN ÉLÉMENTS FINI CONTINUS
Figure 6.4 – Case 2 - Seconde Situation - Découpage et notations
Seconde Situation
Considérons à présent la seconde configuration (Figure 6.2(b)). Sur Kin, nous appliquons le
Lemme 6.3. Détaillons la partie quadrangulaire Kex, notée Ki dans la suite.
Nous redécoupons Ki en deux triangles T1 et T2 ( comme sur les Figures 6.4 - gauche),
respectivement sur l’élément de référence (Figure 6.4 - droite). Sur Kˆ, on note A et B les points
d’intersection de Γˆ avec les arêtes de Kˆ, B étant le point de plus grande ordonnée (on peut
toujours supposer que les arêtes coupées sont celles de la Figure 6.4 - droite et que A et B sont
dans cet ordre).
Remarque 6.3. Contrairement à la Première Situation, Tˆ2 n’est pas un triangle fixe, il dépend
ici de la position de l’interface. Afin d’utiliser les mêmes arguments et la même démonstration
que dans la situation précédente, nous avons besoin de montrer que T2 vérifie ￿T2￿ ≥ c ￿Ki￿ avec c
constante positive indépendante de la position de l’interface.
Démonstration. Pour faciliter la démonstration de l’existence d’un tel T2, plaçons-nous sur l’élé-
ment de référence, avec A(αA,βA) et B(αB,βB).
En utilisant les notations fournies dans la Figure 6.4 (droite), nous avons :
– βB > βA et ￿Tˆ1￿ = βA × 12 ,
– αB > 12 (B est en-dessous du milieu de l’hypoténuse),
– ￿→AB = (αB;βB − βA) et ￿→AC = (1;−βA).
Ainsi
￿Tˆ2￿ = −12 ￿αB βB − βA1 −βA ￿ = −12 (−αB × βA + βA − βB) = 12 (βB − βA + αBβA) .
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Or βB > βA , donc ￿Tˆ2￿ ≥ 12αBβA. B est en-dessous du milieu de l’hypoténuse, nous pou-
vons en déduire que ￿Tˆ2￿ ≥ 14βA = 12 ￿Tˆ1￿. Nous pouvons ainsi écrire que 2 ￿Tˆ2￿ ≥ ￿Tˆ1￿. De plus,￿Kˆi￿ = ￿Tˆ1 ∪ Tˆ2￿ = ￿Tˆ1￿ + ￿Tˆ2￿. On obtient ￿Kˆi￿ ≤ 2 ￿Tˆ2￿ + ￿Tˆ2￿, ie ￿Tˆ2￿ ≥ 13 ￿Kˆi￿.
Par transformation aﬃne, on aboutit sur K à la même conclusion :
￿T2￿ ≥ 13 ￿Ki￿.
Enfin, d’après le Lemme 6.3 de Warburton-Hesthaven :
￿ph￿20,Γh ≤ c ￿Γh￿￿T2￿ ￿ph￿20,T2 ≤ c ￿Γh￿￿T2￿ ￿ph￿20,Ki ≤ 3c ￿Γh￿￿Ki￿ ￿ph￿20,Ki ,
et on conclut, comme précédemment.
6.1.2 Maillage tétraèdriqueH est une famille régulière de maillages Kh, constituée de tétraèdres. Nous distinguons trois
intersections possibles entre l’interface plane Γ et une cellule K tétraèdrique (Figure 6.5).
(a) Cas 1 (b) Cas 2 (c) Cas 3
Figure 6.5 – Intersections entre une interface plane et une cellule tétraèdrique
Cas 1 : Tetraèdre - Pyramide
Considérons le Cas 1 (Figure 6.5(a)) : Γ est un triangle qui passe toujours par un ou deux
sommets. Kin la partie tétraèdrique, et pour lequel nous appliquons le Lemme 6.3 ; et Kex, noté
Ki dans la suite, est un polyèdre dont le nombre de sommets est toujours quatre ou cinq (selon
le nombre de points d’intersection de l’interface coïncidant avec les sommets du tétraèdre K).
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S’il s’agit d’un volume à quatre sommets, nous sommes en présence d’un tétraèdre (et nous
appliquons le Lemme 6.3). Nous traiterons donc l’autre configuration, c’est-à-dire le cas où Kex
n’est autre qu’une pyramide.
Figure 6.6 – Cas 1 - Découpage et notations
Plaçons-nous sur l’élément de référence (Figure 6.6) : cette pyramide Kˆi a pour base le
quadrilatère Sˆi, dont nous avons vu dans le Cas Triangulaire 2 - Seconde Situation qu’il existe le
triangle Tˆ2 dans cette face Sˆi tel que ￿Tˆ2￿ ≥ 13 ￿Sˆi￿.
Dans le tétraèdre de référence, la hauteur vaut 1. Ainsi le tétraèdre Tˆ , ayant pour faces ce
triangle Tˆ2 et Γˆ, est tel que ￿Tˆ ￿ ≥ 13 ￿Kˆi￿.
Par transformation aﬃne, on a de même
￿T ￿ ≥ 13 ￿Ki￿,
où T = FK(Tˆ ).
On conclut comme précédemment.
Cas 2 : Tetraèdre - Polyèdre
Considérons le Cas 2 (Figure 6.5(b)) : Γ est un triangle qui ne passe par aucun sommet de
K. Kin est toujours un tétraèdre et nous appliquons le Lemme 6.3 ; et Kex, noté Ki dans la suite,
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Figure 6.7 – Cas 2 - Notations
Comme pour le Cas Triangulaire 2, nous distinguons deux situations que nous décrivons dans
l’élément de référence. On peut toujours supposer que les trois points d’intersections ne sont pas
dans le plan zˆ = 0. La Première Situation correspond au cas où le point d’intersection le plus
haut Mˆ(xˆM , yˆM , zˆM) vérifie zˆM ≥ 1￿2. La Seconde Situation correspond au cas contraire.Dans
les deux situations, nous utiliserons les notations définies dans la Figure 6.7.
Première Situation
Dans la Première Situation, nous allons nous aider des raisonnements fournis dans le Cas
Triangulaire 2 - Première Situation : dans le tétraèdre de référence, nous pouvons considérer
le tétraèdre Tˆ dans Kˆi (composé des sommets A, B, C et le milieu de l’arête coupée se situant
dans Ki).
Ce tétraèdre est tel que ￿Tˆ ￿ = 12 ￿Kˆ ￿ > 12 ￿Kˆi￿.
Par transformation aﬃne, on a donc ￿T ￿ ≥ c￿Ki￿,
où T = FK(Tˆ ). Enfin, nous pouvons appliquer la démonstration du Cas triangulaire Situation
1 pour terminer celle-ci. La constante C dépendra seulement du degré polynomial k ainsi que du
tétraèdre de référence Kˆ.
Seconde Situation
Pour cette Seconde Situation, on rappelle que les trois points d’intersection vérifient sur
Kˆ : zˆE < 1￿2, zˆF < 1￿2 et zˆG < 1￿2. On suppose que la transformation FK est choisie de manière
que zF ≥ zE ≥ zG.
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Nous avons besoin de prouver qu’il existe un tétraèdre Tˆ dans Kˆi tel que
￿Tˆ ￿ ≥ c￿Kˆi￿,
avec c > 0 indépendante de la position de l’interface.
Démonstration. Posons : ￿Kˆi￿ = ￿Tˆ1￿ + ￿Tˆ2￿ + ￿Tˆ3￿,
avec (Figure 6.7)
Tˆ1 = AEFG Tˆ2 = ABCF Tˆ3 = AGFC.
Dans la face ABFE, AEF = B1 et AFB = B′1. Dans la face ACGE, AEG = B2 et AGC = B′2.
Comme zF ≥ zE ≥ zG, on a vu au paragraphe précédent (cas triangulaire) que ￿B′1￿3 < ￿B1￿ et￿B′2￿
3 < ￿B2￿.
On a également E (0; 0; zˆE), F (1 − zˆF ; 0; zˆF ), G (0; 1 − zˆG; zˆG), en remarquant que 1 − zˆF ≥ 12
et 1 − zˆG ≥ 12 .
Il vient alors ￿Tˆ1￿ = B2 × (1 − zˆF )3 = B1 × (1 − zˆG)3 ,
￿Tˆ2￿ = B′13 ≤ B1 ≤ 2 ×B1 × (1 − zˆG) ≤ 6 ×B1 × (1 − zˆG)3 ≤ 6 ￿Tˆ1￿,
￿Tˆ3￿ = B′2 × (1 − zˆF )3 ≤ B2 × (1 − zˆF ) ≤ 3 ×B2 × (1 − zˆF )3 ≤ 3 ￿Tˆ1￿,
Finalement, on aboutit à
￿Kˆi￿ = ￿Tˆ1￿ + ￿Tˆ2￿ + ￿Tˆ3￿ ≤ ￿Tˆ1￿ + 6 ￿Tˆ1￿ + 3 ￿Tˆ1￿ ≤ 10 ￿Tˆ1￿.
Par retour à l’élément courant, en posant T1 = FK(Tˆ1), nous obtenons un tétraèdre T1 dans
Ki pour lequel ￿T1￿ ≥ 110 ￿Ki￿.
De nouveau, nous pouvons appliquer le raisonnement du cas triangulaire - Seconde Situation
pour terminer cette démonstration. Là encore, la constante C dépendra seulement du degré
polynomial k ainsi que du tétraèdre de référence Kˆ.
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Cas 3 : Deux polyèdres
Considérons le Cas 3 (Figure 6.5(c)) où l’interface est un quadrilatère. Kin et Kex sont
alors deux polyèdres comportant chacun six sommets (deux provenant de la cellule K, quatre
provenant de l’interface). Nous détaillons les calculs seulement sur l’un des polyèdres que nous
notons Ki dans la suite.
Figure 6.8 – Cas 3 - Découpage et notations
Tout d’abord, établissons et démontrons le Lemme suivant.
Lemme 6.5. Soit K un polyèdre à faces planes. Notons :
– dK ∶= max
x,y∈K d(x, y) le diamètre de K,
– a1, ..., an les sommets de K,
– F une face quelconque de K,
– hmax =max1≤i≤nd(ai, F ).
On a : ￿K ￿ ≤ π d2K × hmax. (6.13)
Démonstration. Onote P le plan défini par F , et ΠP la projection orthogonale de K sur P .
Soit M ∈ F et por tout N ∈ ΠP , on a
d(M,N) ≤ dK .
Notons D le disque dans P de centre M et de rayon dK . On a donc ΠP ⊂D.
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Soit ai0 le sommet de Kˆi ayant la plus grande distance au plan P défini par Γˆ. On a donc
ai0 = AouD. On note d(ai0 , P ) = hmax.
On considère C le cylindre de base D et de hauteur hmax dans la direction normale à P et dans
le sens de K. On a K ⊂ C. Il vient :
￿K ￿ ≤ ￿C￿ = ￿D￿ × hmax = π d2K × hmax.
Aux vues des raisonnements eﬀectués dans les Cas précédents, nous allons découper Γ en
deux triangles et construire deux tétraèdres ayant pours bases ces deux triangles. Pour facilité la
démonstration, plaçons-nous sur l’élément de référence Kˆ (Figure 6.8) : Kˆi = F−1K (Ki) (formé
des sommets Λ ∶= {a1 = A,a2 = E,a3 = F,a4 = G,a5 =H,a6 =D}) est un polyèdre à faces planes
dont Γˆ est une de ses faces.
Posons alors
Γˆ = Γˆ1 ∪ Γˆ2,
où Γˆ1 et Γˆ2 sont deux triangles disjoints (Γˆ1 = FGH, Γˆ2 = FEH). Nous définissons Tˆ1 par la
base Γˆ1 et le sommet ai0 .
De même, nous définissons Tˆ2 par la base Γˆ2 et le même sommet ai.
Ainsi : ￿Tˆ1￿ = hmax × ￿Γˆ1￿3 , ￿Tˆ2￿ = hmax × ￿Γˆ2￿3 .
Il vient alors
￿ph￿20,Γh ≤ c ￿Γh￿ ￿pˆh￿20,Γˆ = c ￿Γh￿ ￿pˆh￿20,Γˆ1∪Γˆ2 = c ￿Γh￿ ￿￿pˆh￿20,Γˆ1 + ￿pˆh￿20,Γˆ2￿ ≤ c ￿Γh￿ ￿ ￿Γˆ1￿￿Tˆ1￿ ￿pˆh￿20,Tˆ1 + ￿Γˆ2￿￿Tˆ2￿ ￿pˆh￿20,Tˆ2￿ .
c’est-à-dire
￿ph￿20,Γh ≤ c ￿Γh￿ ￿ 3hmax ￿pˆh￿20,Tˆ1 + 3hmax ￿pˆh￿20,Tˆ2￿ ≤ c ￿Γh￿hmax ￿pˆh￿20,Tˆ1∪Tˆ2 ≤ c ￿Γh￿hmax ￿pˆh￿20,Kˆi ≤ c ￿Γh￿￿Ki￿hmax ￿ph￿20,Ki .
Ainsi, il vient, en se souvenant que ￿Ki￿￿K ￿ = ￿Kˆi￿￿Kˆ ￿ :
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Ki￿￿K ￿ ￿Kˆi￿￿Kˆ ￿ ￿Γh￿￿Ki￿hmax ￿ph￿20,Ki ≤ c dK￿Ki￿￿K ￿ ￿Kˆi￿￿Kˆ ￿ ￿Γh￿￿Ki￿hmax ￿ph￿20,Ki .
On rappelle que ￿Kˆ ￿ = 16 , donc
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Γh￿￿K ￿ ￿Kˆi￿hmax ￿ph￿20,Ki .
Or, d’après le Lemme 6.5 : ￿Kˆi￿ ≤ π d2Kˆi × hmax,
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avec dKˆi ≤ √2, ie ￿Kˆi￿hmax ≤ 2π. Ainsi, il vient :
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Γh￿￿K ￿ ￿ph￿20,Ki .
Grâce aux hypothèses de régularité du maillage, on obtient finalement
dK κ
2
i ￿ph￿20,Γh ≤ C ￿ph￿20,Ki
où C dépend seulement du degré polynomial k ainsi que du tétraèdre de référence Kˆ.
6.2 Maillages parallélotopes 2D-3D
L’intersection entre une interface rectiligne/plane Γ et une cellule K rectangulaire (respecti-
vement hexaédrique) donne deux parties polygonales (respectivement polyèdrales). On rappelle
que l’objectif est d’obtenir une inégalité inverse sur chacune des deux parties, puis d’additionner
chaque contribution afin d’aboutir à une inégalité inverse sur la cellule coupée.
Contrairement à la Section 6.1, si l’une des parties est un N-simplexe, nous ne pouvons plus
citer directement les travaux de Warburton-Hesthaven [79] pour obtenir une inégalité inverse
puisque dans cette section, nous emploierons seulement des éléments finis Qk. Nous pourrons
néanmoins exploiter leurs résultats grâce à la remarque 6.4 suivante.
Remarque 6.4.
Pk ⊂ Qk ⊂ PN k, ∀k ∈ N, (6.14)
où N est la dimension de l’espace et k le degré polynomial.
Remarque 6.5. En dimension 1 : Pk = Qk.
Nous utiliserons donc le Lemme suivant :
Lemme 6.6. Inégalité inverse
Soit D un N-simplexe, S l’une de ses arêtes/faces. On a ∀u ∈ QkN (D) :
￿￿u￿￿S ≤￿￿￿(N × k + 1) (N × k +N)
N
￿S￿￿D￿ ￿￿u￿￿D (6.15)
À chaque référence à ce Lemme 6.6, nous pouvons aﬃrmer que la constante CI dépendra alors
du degré polynomial k, de la dimension N , ainsi que de l’élément D sur lequel est établi l’inégalité.
Dans cette partie, nous nous appuierons et nous adapterons ce Lemme 6.6 aux intersections
particulières entre l’interface et une cellule parallélotope.
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(a) Cas 1 (b) Cas 2 (c) Cas 3 (d) Cas 4
Figure 6.9 – Intersections entre Γ et une cellule quadrangulaire
6.2.1 Maillage quadrangulaireH est une famille régulière de maillages Kh, constituée de quadrilatères. Nous distinguons
quatre intersections possibles entre une interface plane Γ et une cellule rectangulaire (Figure 6.9)
Cas 1 : Deux triangles
Ce Cas 1 (Figure 6.9(a)) ressemble un peu au Cas Triangulaire 1 (Figure 6.1(a)) dans sa
configuration.
Kin et Kex sont alors deux triangles. On rappelle que l’on utilise des éléments finis Qk en
dimension N = 2. Ainsi en utilisant la remarque 6.4, nous obtenons dans notre cas
Qk ⊂ P2k,
et nous pouvons ainsi nous référer aux résultats du Lemme 6.6 afin d’établir une inégalité
inverse sur chacun des sous-domaines. Plus précisément, la constante de l’inégalité inverse CI va
dépendre du degré polynomial k, de la dimension N , ainsi que de l’élément de référence Kˆ.
Cas 2 : Triangle - Quadrilatère
Le Cas 2 (Figure 6.9(b)) possède une partie triangulaire Kin et une partie rectangulaire Kex.
Figure 6.10 – Cas 2 - Découpage
Dans la partie quadrangulaire Kex, notée Ki dans ce qui suit, nous pouvons fixer le triangle
T2 indépendant de la position de l’interface et de sorte que (Figure 6.10)
2￿Tˆ2￿ ≥ ￿Kˆex￿.
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Nous pouvons ainsi appliquer les raisonnements et les démonstrations établies dans le Cas
Triangulaire 2 - Première Situation.
Pour la partie triangulaire Kin, nous utilisons la remarque 6.4 (avec N = 2) et nous pouvons
ainsi nous référer aux résultats du Lemme 6.3 afin d’établir une inégalité inverse sur la partie
triangulaire Kin.
Cas 3 : Deux quadrilatères
Le Cas 3 possède deux parties quadrangulaires (Figure 6.9(c)). Nous ne traîterons qu’un
seul des deux, qui sera noté Kex de manière arbitraire.
Figure 6.11 – Découpage de chaque quadrilatère en deux triangles
Sur Kˆ, Kˆex = F−1K (Kex) est décomposé en deux triangles Tˆ1 et Tˆ2 disjoints. Pour cela, on
définit Tˆ1 en considérant pour côté du triangle Γˆ et la plus grande des arêtes coupées dans Kˆex.
Tˆ2 est le complémentaire dans Kˆex (Figure 6.11). De manière évidente ￿Tˆ1￿ ≥ ￿Tˆ2￿ et￿Kˆex￿ = ￿Tˆ1￿ + ￿Tˆ2￿ ≤ 2￿Tˆ1￿.
Si on pose T1 = FK(Tˆ1), on obtient ￿Kex￿ ≤ 2￿T1￿.
On conclut par le Lemme 6.6 et l’inégalité ci-dessus.
Cas 4 : Triangle - Pentagone
Le Cas 4 possède une partie triangulaire Kin et une partie pentagonale Kex (Figure 6.9(d)).
Le traitement de la partie triangulaire Kin utilise la remarque 6.4 et le Lemme 6.6 afin
d’aboutir à une inégalité inverse.
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Figure 6.12 – Définition de T2 dans la partie pentagonale
Quant à la partie pentagonale Kex, nous pouvons toujours en extraire le triangle T2, fixe et
indépendant de la position de l’interface (Figure 6.12), en utilisant les arêtes non-coupées de Kex.
Notons que la partie Kˆex du carré de référence Kˆ présente lui-aussi cette extraction.
Ce triangle est Tˆ2 est tel que : ￿Kˆ ￿ = 2 × ￿Tˆ2￿ > ￿Kˆex￿.
On utilise là encore des arguments d’équivalence de normes en dimension finie sur des domaines
fixes qui ne dépendent pas de Γ.
6.2.2 Maillage hexaédriqueH est une famille régulière de maillages Kh, composée d’héxaèdres.
Nous distinguons quatre intersections possibles entre l’interface plane Γ et une cellule hexaédrique
(Figure 6.13).
(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4
Figure 6.13 – Intersection entre un plan et un hexaèdre
Cas 1 : Intersection triangulaire
Considérons le Cas 1 (Figure 6.13(a)) : Kin est toujours un tétraèdre (quatre sommets) et
Kex est un polyèdre dont le nombre de sommets varie toujours entre sept et dix (Figure 6.14), en
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fonction du nombre de sommets de K se trouvant sur Γ.
(a) 7 sommets (b) 8 sommets (c) 9 sommets (d) 10 sommets
Figure 6.14 – Intersections triangulaires possibles
Pour la partie tétraèdrale Kin, nous pouvons utiliser la remarque 6.4 en dimension N = 3 :
Qk ⊂ P3k.
Cette propriété nous permet de nous référer au Lemme 6.6 afin d’établir une inégalité inverse
sur la partie triangulaire Kin. Les dépendances de la constante CI sont alors liées au degré
polynomial k, à la dimension N , ainsi qu’à de l’élément de référence Kˆ.
Le polyèdre Kex pour cette démonstration, est composé au minimum de sept sommets dont
toujours quatre appartiennent à la cellule hexaédrique K (Figure 6.14(a)) et sont non coplanaires.
Nous pouvons donc définir le tétraèdre T avec ces quatres sommets de sorte que :
￿T ￿ = 16 ￿K ￿ ≥ 16 ￿Kex￿.
On utilise alors l’équivalence de normes en dimension finie, sur des domaines ne dépendant
pas de Γ, pour conclure.
Cas 2 : Intersection quadrangulaire
Considérons le Cas 2 (Figure 6.13(b)), les volumes obtenus sont des deux polyèdres dont le
nombre de sommets de chacun varie entre six et dix (Figure 6.15).
Dans un premier temps, nous pouvons déjà résoudre le cas du polyèdre Kex à dix sommets
de la Figure 6.15(c). Il correspond à un cas déjà rencontré : quatre de ses sommets appartiennent
à la cellule héxaèdrique K et sont non-coplanaires. Nous pouvons donc fixer le tétraèdre T ,
indépendamment de la position de l’interface, tel que
￿T ￿ = 13 ￿K ￿ ≥ 13 ￿Kex￿
En reprenant les démonstrations précédentes, nous aboutissons rapidement à l’existence d’une
inégalité inverse, dont la constante C ne dépend que du degré polynomial k ainsi que du cube de
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(a) Sommets 6-6 (b) Sommets 6-8 (c) Sommets 6-10 (d) Sommets 7-8 (e) Sommets 8-8
Figure 6.15 – Polyèdres possibles
référence Kˆ.
Pour tous les autres volumes polyèdriques Ki, i = {in, ex}, présentés de la Figure 6.15, nous
ne pouvons pas procéder de cette façon.
Nous allons alors utiliser le Lemme 6.5 2 et que nous rappelons ici :
Lemme. Soit K un polyèdre à faces planes. Notons :
– dK ∶= max
x,y∈K d(x, y) le diamètre de K,
– a1, ..., an les sommets de K,
– F une face quelconque de K,
– hmax =max1≤i≤nd(ai, F ).
On a : ￿K ￿ ≤ π d2K × hmax.
et nous allons reprendre les raisonnements eﬀectués dans le Cas Tétraédrique 3.
Plaçons-nous sur le cube de référence pour simplifier certains calculs : chaque Kˆi, i = {in, ex},
(formé des n sommets Λ ∶= {a1, ..., an}) est un polyèdre à faces planes dont Γˆ est l’une d’entre
elles. Considérons deux triangles disjoints sur Γˆ tels que
Γˆ = Γˆ1 ∪ Γˆ2,
Nous définissons le tétraèdre Tˆ1 par la base Γˆ1 et le sommet aj0 vérifiant d(aj0 , P ) = hmax où
P est le plan défini par Γˆ.
De même, nous définissons Tˆ2 par la base Γˆ2 et le même sommet aj0 .
Ainsi : ￿Tˆ1￿ = hmax × ￿Γˆ1￿3 , ￿Tˆ2￿ = hmax × ￿Γˆ2￿3 .
Il vient alors
￿ph￿20,Γh ≤ c ￿Γh￿ ￿pˆh￿20,Γˆ ≤ c ￿Γh￿ ￿pˆh￿20,Γˆ1∪Γˆ2 ≤ c ￿Γh￿ ￿￿pˆh￿20,Γˆ1 + ￿pˆh￿20,Γˆ2￿ ≤ c ￿Γh￿ ￿ ￿Γˆ1￿￿Tˆ1￿ ￿pˆh￿20,Tˆ1 + ￿Γˆ2￿￿Tˆ2￿ ￿pˆh￿20,Tˆ2￿ .
2. La démonstration de ce Lemme a été présentée en Section 6.1.2 - Cas 3
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c’est-à-dire
￿ph￿20,Γh ≤ c ￿Γh￿ ￿ 3hmax ￿pˆh￿20,Tˆ1 + 3hmax ￿pˆh￿20,Tˆ2￿ ≤ c ￿Γh￿hmax ￿pˆh￿20,Tˆ1∪Tˆ2 ≤ c ￿Γh￿hmax ￿pˆh￿20,Kˆi ≤ c ￿Γh￿￿Ki￿hmax ￿ph￿20,Ki .
Ainsi, en utilisant que κi = ￿Ki￿￿K ￿ = ￿Kˆi￿￿Kˆ ￿, il vient
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Ki￿￿K ￿ ￿Kˆi￿￿Kˆ ￿ ￿Γh￿￿Ki￿hmax ￿ph￿20,Ki ≤ c dK￿Ki￿￿K ￿ ￿Kˆi￿￿Kˆ ￿ ￿Γh￿￿Ki￿hmax ￿ph￿20,Ki .
On rappelle que ￿Kˆ ￿ = 1, donc
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Γh￿￿K ￿ ￿Kˆi￿hmax ￿ph￿20,Ki .
Or, d’après le Lemme 6.5 : ￿Kˆi￿ ≤ π d2Kˆi × hmax,
avec dKˆi ≤ √3, ie ￿Kˆi￿hmax ≤ 3π. Ainsi, il vient :
dK κ
2
i ￿ph￿20,Γh ≤ c dK ￿Γh￿￿K ￿ ￿ph￿20,Ki .
Grâce aux hypothèses de régularité du maillage, on obtient finalement
dK κ
2
i ￿ph￿20,Γh ≤ C ￿ph￿20,Ki
où C dépend seulement du degré polynomial k ainsi que du cube de référence Kˆ.
Cas 3 : Intersection pentagonle
Considérons le Cas 3 (Figure 6.13(c), rappelé également ci-dessous). Les volumes obtenus
sont deux polyèdres : Kin avec huit sommets et Kex avec dix sommets.
Sur les dix sommets de Kex, cinq appartiennent toujours
à la cellule hexaédrique K et sont naturellement non co-
planaires : nous pouvons donc construire un tétraèdre T ,
indépendamment de la position de l’interface.
Ce tétraèdre T est tel que
￿T ￿ = 16 ￿K ￿ ≥ 16 ￿Kex￿.
En reprenant la démonstration du Cas 1, nous abou-
tissons rapidement à l’existence d’une inégalité inverse
sur Kex, dont la constante CI dépend seulement du
degré polynomial k ainsi que du cube de référence
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Kˆ.
Quant à la partie Kin, en nous aidant du Lemme 6.5 ainsi
que de la procédure utilisée dans le Cas 2 précédent, nous aboutissons en découpant Γ en un
nobre fixé de triangles, à l’existence d’une inégalité inverse sur Kin, dont les dépendances de la
constante CI sont elle-aussi liées au degré polynomial k ainsi qu’au cube de référence Kˆ
Cas 4 : Intersection hexagonale
Considérons le Cas 4 (Figure 6.13(d), rappelé également ci-dessous). Les volumes obtenus
sont deux polyèdres à dix sommets.
Dans chaque polyèdre, quatre de leurs sommets ap-
partiennent toujours à la cellule hexaédrique K et sont
toujours non coplanaires : nous pouvons donc fixer un
tétraèdre T , indépendamment de la position de l’interface
et tel que ￿T ￿ = 16 ￿K ￿ ≥ 16 ￿Ki￿.
En reprenant la démonstration du Cas 1, nous abou-
tissons à l’existence d’une inégalité inverse sur chaque
sous-domaine Ki,i = {in, ex} dont les constantes CI dé-
pendent seulement du degré polynomial k et du cube de
référence Kˆ.
6.3 Maillages non parallélotopiques
Nous nous intéressons dans cette partie à la configuration précédente prise sur des maillages
non parallélotopiques. Pour ce faire, nous nous appuierons sur les travaux d’HDR de R. Luce [61]
et par souci de clarté, nous expliquerons les étapes seulement en 2D (ie N = 2) avec des éléments
finis Q1. L’interface Γ est toujours supposée rectiligne.
Nous avons jusqu’à présent uniquement traîter le cas où les transformations, permettant de
passer à l’élément de référence, étaient aﬃnes. Dans ce cas, les rapports d’aires κin￿ex = ￿Kin￿ex￿￿K ￿ et
κˆin￿ex = ￿Kˆin￿ex￿￿Kˆ ￿ sont égaux. Cela n’est pas le cas lorsque les transformations ne sont plus aﬃnes.
Dans le cas d’un maillage déformé, une hypothèse de régularité (Hypothèse 6.9) garantit que
ces rapports restent proprotionnels avec des constantes de proportionnalité indépendantes de
la position de l’interface. A l’aide de trois exemples, nous étudions ce que peuvent devenir ces
rapports dans le cas où cette hypothèse de régularité n’est pas vérifiée.
6.3. MAILLAGES NON PARALLÉLOTOPIQUES 81
6.3.1 Distorsion de parallélogrammes
Un quadrilatère non-parallélogramme K, non-dégénéré de R2 (remplissant toujours les condi-
tions de Ciarlet [25]) résulte de la distorsion d’un parallélogramme K♯.
Figure 6.16 – Distorsion d’un quadrilatère
Détaillons un instant les notations que nous allons utiliser en s’aidant de la Figure 6.16.
– Kˆ = [−1 ; +1]2 le carré de référence,
– xˆ = (xˆ1, xˆ2) ∈ R2 un élément de Kˆ,
– FK une transformation bilinéaire bijective telle FK(Kˆ) =K,
– (eˆ1, eˆ2) est la base canonique de R2.
La transformation FK est bilinéaire et s’écrit :
FK(xˆ) = a0 +BK xˆ + xˆ1xˆ2￿→d .
avec
– a0 le centre (isobarycentre) de K,
– ￿→d = (d1, d2) ∈ R2 le vecteur de distorsion, de paramètres de distorsion d1 et d2,
– BK est la partie linéaire FK et on pose BK (eˆi) = ei, i = 1, 2. (e1, e2) est une nouvelle base
de R2, et BK est la matrice de changement de base associée.
La partie F ♯K = a0 +BK xˆ est une application aﬃne et inversible. Elle est une bijection de Kˆ
dans son image
K♯ = F ♯K ￿Kˆ￿ .
On pose également ￿→
d ￿ = (BK)−1 ￿→d . (6.16)
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Remarque 6.6. On rappelle que dans nos hypothèses maillage-interface, nous travaillons avec
des domaines (cellules) convexes. Cette propriété est conservée sous la condition suivante
2￿
i=1 ￿￿→d ￿i ￿ < 1, (6.17)
(voir [61]).
En tant qu’image du carré de référence par une bijection aﬃne, K♯ est un parralélogramme.
Remarque 6.7. Le parallélogramme associé à K étant par définition le parallélogramme ayant
les mêmes milieux de côtés que K, on a donc que K♯ est le parrallélogramme associé à K et on
a le résultat suivant :K♯ =K si et seulement si K est un parallélogramme.
F ♯K préserve les aires. Nous pouvons donc supposer dans cette partie explicative qu’elle vaut
l’identité. On s’intéresse alors à :
FK(xˆ) = xˆ + xˆ1xˆ2￿→d . (6.18)
Tout point x ⊂K peut être exprimé comme suit
x = ￿x1(xˆ)
x2(xˆ)￿ = ￿xˆ1 + xˆ1 xˆ2 d1xˆ2 + xˆ1 xˆ2 d2￿
On note Γˆh l’approximation rectiligne de F−1K (ΓK) coïncidant avec F−1K (ΓK) aux intersections
avec les arêtes de Kˆ.
Comment peut-on décrire Γˆh et son image Γh par la transformation FK ?
Comme précédemment, Γˆh est une droite, que l’on peut paramétrer pour s ∈ [0; 1] comme suit
xˆ1 = α1 + sβ1, xˆ2 = α2 + sβ2.
L’image par FK de Γˆh est
x1(s) = (α1 + sβ1) + (α1 + sβ1) × (α2 + sβ2) × d1,
x2(s) = (α2 + sβ2) + (α1 + sβ1) × (α2 + sβ2) × d2.
L’image de la droite Γˆh par FK est donc la courbe Γh, fonction du paramètre de distorsion￿→
d .
6.3. MAILLAGES NON PARALLÉLOTOPIQUES 83
Figure 6.17 – Distorsion de l’interface Γh
6.3.2 Distorsion sur l’interface
La courbure de l’interface Γh étant liée à la distorsion d du maillage, nous proposons dans
cette partie d’étudier quelques situations particulières et d’observer certains comportements entre
l’interface rectiligne Γ (dont nous avons fait l’étude au début de chapitre) et son approximation Γh.
Dans la suite, plaçons-nous sur K♯ = F ♯K ([−1;+1]) = [−1;+1] dans la Figure 6.17, car F ♯K est
l’identité. Si on s’aﬀranchit de l’hypothèse de régularité du maillage, certaines mailles peuvent
tendre vers l’une des deux premières situations étudiées ci-dessous.
Remarque 6.8. F ♯K est l’identité : toutes les géométries sont conservées.
La partie aﬃne de la transformation conservant les rapports d’aire, on ne s’intéresse qu’à la
partie bilinéaire en supposant que F ♯K = Id.
Première situation
Figure 6.18 – Première situation
Pour cette première situation, supposons que Γ est
la droite passant par les points x1 (−1; 0) et x2 (0;−1).
Alors Γ coupe K♯ en un triangle T ♯ et un quadrilatère ;
Γh coupe K en un arc T et un autre domaine (voir
Figure 6.18). Prenons
￿→
d = ￿0.50.5￿ .
Γˆh est la droite, paramétrée pour s ∈ [0; 1] par
xˆ1 = s − 1, xˆ2 = −s.
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L’image par FK (6.18) de Γˆh est
x1(s) = (s − 1) + 12 × (s − 1) × (−s) = −12s2 + 32s − 1,
x2(s) = (−s) + 12 × (s − 1) × (−s) = −12s2 − 12s.
Remarque 6.9. En particuliers, le milieu de Γˆ est transformé en ￿−38 ;−38￿.
Ainsi ￿T ♯￿ + ￿T ￿ = 1 − ˆ 1
0
x1(s)x′2(s)ds = 23 ,
et en particuliers, ￿T ￿ vaut : ￿T ￿ = 23 − 12 = 16 .
Ainsi ￿T ￿￿K ￿ = 1￿64 = 124 et ￿Tˆ ￿￿Kˆ ￿ = 1￿24 = 18 .
Seconde situation
Supposons que Γ est la droite passant par les points x1 (−1; 0) et x2 (0;−1). Γ coupe K♯ en
un triangle T ♯ et un quadrilatère ; Γh coupe K en un arc T et un autre domaine (voir Figure 6.19).
Prenons ￿→
d = ￿10￿ .
Figure 6.19 – Seconde situation
Γˆh est la droite, paramétrée pour s ∈ [0; 1] par
xˆ1 = s − 1, xˆ2 = −s.
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L’image par FK (6.18) de Γˆh est
x1(s) = (s − 1) + 1 × (s − 1) × (−s) = −s2 + 2s − 1,
x2(s) = (−s) + 0 × (s − 1) × (−s) = −s.
Remarque 6.10. En particuliers, le milieu de Γˆh est transformé en ￿−14 ;−12￿.
Ainsi ￿T ￿ + ￿T ♯￿ = 1 − ˆ 1
0
x1(s)x′2(s)ds = 23 ,
et en particuliers, ￿T ￿ vaut : ￿T ￿ = 16 .
On a là encore ￿T ￿￿K ￿ = 124 et ￿Tˆ ￿￿Kˆ ￿ = 18 .
Troisième situation
Figure 6.20 – Troisième situa-
tion
Cette fois-ci, supposons que Γ est la droite d’équation
x = −1 + α, 0 < α < 1. Γ coupe K♯ en un petit rectangle T ♯ et
un grand rectangle ; Γh coupe K en un petit trapèze T et un
grand trapèze (voir Figure 6.20). Prenons
￿→
d = ￿ 01 − β￿ ,
avec 0 < β < 1.
On a ici Γ = Γˆ, de pour points d’intersection
aˆ = ￿−1 + α1 ￿ , bˆ = ￿−1 + α−1 ￿ .
L’image par FK (6.18) de Γˆ est
a = ￿ −1 + α
β + α − αβ￿ , b = ￿ −1 + α−α − β + αβ￿.
Remarque 6.11. En particuliers, le milieu de Γˆ est trans-
formé en (−1 + α; 0).
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L’image par FK de Γˆ est donc une droite, d’équation
s = −1 + α. Γh coupe K en un petit trapèze T et un grand
trapèze (Figure 6.20).
Ainsi ￿T ♯￿ = 2α, ￿T ￿ = α × (2β + 2(α + β − αβ))2 = α(α + 2β − αβ).
Par exemple, pour β = α, on a :
￿T ♯￿ = ￿Tˆ ￿ = 2α, ￿T ￿ = 3α2 − α3.
Cette situation illustre que les rapports κi = ￿Ki￿￿K ￿ et κˆi = ￿Kˆi￿￿Kˆ ￿ ne sont plus du même ordre en
α. Il devient alors impossible par passage à l’élément de référence d’obtenir une constante CI
dans l’inégalité inverse, indépendante de la position de l’interface.
6.3.3 Éléments d’analyse
Soient H une famille régulière de maillages quadrangulaires déformés, et Γ une interface
rectiligne sur chaque maille quadrangulaire déformée K, Γˆ est courbe, approchée par Γˆh rectiligne
sur Kˆ. Γh, l’image de Γˆh par FK , est courbe.
Dans cette nouvelle généralisation, on rappelle que notre but est d’établir la coercivité de
la forme bilinéaire 6.4 pour la norme 6.7, en faisant attention aux dépendances de la constante
de coercivité C. En eﬀet, afin de conserver la stabilité et la robustesse de notre méthode, cette
constante C doit être indépendante de la géométrie employée et de la position de l’interface.
L’expression de cette constante C est entièrement liée à l’utilisation d’une inégalité inverse. Il
nous faut donc adapter et démontrer l’inégalité inverse 6.2 à cette nouvelle configuration.
Commençons tout d’abord par adapter les hypothèses établies en Introduction de ce Chapitre
6 à notre configuration : celles-ci ne sont appropriées puisque l’interface Γh est courbe.
En premier lieu, nous rappelons les hypothèses suivantes concernant la distorsion d :
Hypothèse 6.7. Soit d ∈ R2 le vecteur de distorsion.
On définit ￿→d ￿ par l’équation (6.16) et vérifie la condition (6.17).
Remarque 6.12. L’hypothèse ￿d￿ = O(d2K), (6.19)
est une hypothèse classique lors des études de maillages déformés (voir [25]), elle revient à dire
que le maillage tend vers des parallélogrammes quand h→ 0 et la transformation tend à devenir
aﬃne.
Nous préférons nous intéresser quand h→ 0 à des quadrangles déformés, avec conservation de la
distorsion et de la bilinéarité de transformation à chaque niveau de raﬃnement. De ce fait, nous
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ne posons pas l’hypothèse 6.19. Néanmoins, on notera que la distorsion d est toujours au moins
en O(dK).
Nous venons de voir que les rapports κi et κˆi ne sont plus égaux, alors qu’ils étaient un point
important dans nos précédentes démonstrations de l’inégalité inverse.
Ce changement provient de la bilinéarité de transformation et plus précisément de sa Jacobienne.
En eﬀet, si la Jacobienne JK est constante, on a :
￿K ￿ = ˆ
K
1dx = ˆ
Kˆ
￿JK ￿dxˆ = ￿JK ￿ × ￿Kˆ ￿,
ce qui nous permet d’obtenir ￿JK ￿ = ￿K ￿￿Kˆ ￿ . De plus
￿Ki￿ = ˆ
Ki
1dx = ˆ
Kˆi
￿JK ￿dxˆ = ￿JK ￿ × ￿Kˆi￿ = ￿K ￿￿Kˆ ￿ ￿Kˆi￿.
D’où ￿Ki￿￿K ￿ = κi = ￿Kˆi￿￿Kˆ ￿ = κˆi.
En revanche, si JK n’est pas constante, on a en général κi ≠ κˆi.
Néanmoins, Ciarlet a établi dans [25] que pour H une famille de maillages quadrangulaires
régulière :
Hypothèse 6.8. Hypothèse de régularité∃ c > 0, ∀h > 0,∀K ∈ Kh :
max
Kˆ
￿JK ￿ < c d2K , max
K
￿J−1K ￿ ≤ cd2K , (6.20)
avec c indépendante du maillage.
En particuliers, nous utilisons le lemme 6.8 pour lier κi et κˆi de la manière suivante :
Lemme 6.9. Si la famille de maillage H est régulière au sens ci-dessus, alors ∃ c1, c2 > 0,∀K ∈ Kh :
c1 κˆi ≤ κi ≤ c2 κˆi, (6.21)
avec c1, c2 indépendantes du maillage.
Démonstration. On sait que :
￿Kˆ ￿ = ˆ
Kˆ
1dxˆ = ˆ
K
￿J−1K ￿dx ≤ cd2K × ￿K ￿
et ￿Ki￿ = ˆ
Ki
1dx = ˆ
Kˆi
￿JK ￿dxˆ ≤ c d2K × ￿Kˆi￿ ≤ c d2K × κˆi ￿Kˆ ￿.
Ainsi ￿Ki￿￿K ￿ ≤ c κˆi.
L’autre côté de l’inégalité 6.21 est obtenue de manière similaire.
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Notons que les résultats de Warburton-Hesthaven généralisé dans le lemme 6.6 ne s’appliquent
qu’à des interfaces rectilignes ce qui est encore le cas puisque nous l’utilisons sur l’élément de
référence sur lequel l’interface approchée Γˆh est rectiligne.
Nous proposons de démontrer l’inégalité inverse 6.2 dans la configuration présentée à la
Figure 6.21. On rappelle que l’on utilise des éléments finis Q1 (k = 1) en dimension N = 2. Cette
situation permet une approximation rectiligne de Γˆ, sans perte d’ordre de convergence. Nous
présenterons cette méthode de manière plus générale dans la Section 6.5 suivante.
Plaçons-nous dans la configuration 6.21. Kˆin et Kˆex sont des triangles à bords droits tandis
que Kin et Kex sont des triangles dont un bord est courbe, à savoir Γh.
Figure 6.21 – Intersections entre Γ et une cellule quadrangulaire déformée K
Remarque 6.13. On rappelle que dans cette étude, l’objet Γˆh n’est qu’une approximation de Γˆ
Γˆ = (FK)−1 (Γ) ,
et Γˆh est son approximation aﬃne, qui coïncide avec Γˆ aux deux extrémités (en k + 1 points).
On a alors par définition
Γh = (FK) ￿Γˆh￿ ,
qui n’est pas rectiligne car FK est bilinéaire (sauf bien sûr, cas particuliers).
Commençons par la partie Kin : Soit ph un polynôme de degré k − 1. On a par passage à
l’élément de référence ￿ph￿20,Γh ≤ c ￿Γh￿ ￿pˆh￿20,Γˆh ,
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avec Γˆh = F−1K (Γh) et pˆh = ph ○FK . D’après le Lemme 6.6, on a :
￿pˆh￿20,Γˆh ≤ c ￿Γˆh￿￿Kˆin￿ ￿pˆh￿20,Kˆin .
D’où
dK κ
2
in￿ph￿20,Γh ≤ c dK κ2in ￿Γh￿ ￿Γˆh￿￿Kˆin￿ ￿pˆh￿20,Kˆin ≤ c dK ￿Γh￿κin κˆin ￿Γˆh￿￿Kˆin￿ ￿pˆh￿20,Kˆin≤ c dK ￿Γh￿ ￿Kin￿￿K ￿ ￿Γˆh￿￿Kˆ ￿ ￿pˆh￿20,Kˆin ,
en utilisant le Lemme 6.9. Or ￿Kˆ ￿ = 1, et ￿Γˆh￿ <√2. Par hypothèse de régularité du maillage
(Lemme 6.8), il vient
dK κ
2
in￿ph￿20,Γh ≤ c dK ￿Γh￿ ￿Kin￿￿K ￿ 1￿Kin￿ ￿ph￿20,Kin ≤ c dK ￿Γh￿￿K ￿ ￿ph￿20,Kin ≤ c ￿ph￿20,Kin .
En prenant ph = ∂vinh
∂x
puis ph = ∂vinh
∂y
, et en procédant de la même manière sur Kex, on obtient
le résultat avec CI qui ne dépend que de l’espace d’approximation (Q1 ici), de la dimension
d’espace (N = 2 ici) et de Kˆ.
On retiendra de cette étude sur un maillage non-parallélépipédique, que l’on pourra utiliser les
découpages et démonstrations eﬀectués dans la Section 6.2 précédente. Les arguments employés
restent les mêmes sauf celui de l’approximation de Γˆ et celui sur les poids κi.
Dans cette généralisation, la remarque 6.13 devient une hypothèse de départ, et nous substi-
tuons la propriété κi = κˆi par l’hypothèse 6.9.
6.4 Résultats numériques
Avant de présenter des simulations numériques, détaillons la procédure de calculs pour des
éléments finis Q1 sur des maillages en quadrilatères, comme cela a été fait pour les éléments finis
P1 sur des maillages triangulaires dans la Section 4.1.
6.4.1 Détail de la mise en œuvre en Q1
Nous avons choisi d’expliquer ces calculs pour une approximation Q1 avec des maillages en
quadrilatères, par souci de clarté. Cette procédure a été généralisée aux éléments finis Pk −Qk
pour les maillages 2D et 3D.
On note (Figure 6.22) :
– K l’élément courant,
– Kˆ = [0,1]2 l’élément de référence,
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– FK une Q1-transformation bijective telle que FK(Kˆ) =K.
De plus, ∀M ⊂K, on note :
– Mˆ = F−1K (M),
– et FM = FK ￿Mˆ .
(a) Transformation FK
(b) Transformation partielle FM
Figure 6.22 – Transformation pour maillages quadrangulaires
Nous travaillons dans les espaces éléments finis suivants :
CGh ∶= ￿vh ∈ C(Ω), vh￿K ○FK ∈ Q1(Kˆ) ∀K ∈ Kh￿ , (6.22)
où k ∈ N∗ le degré du polynôme, et
Vh ∶= {vh￿Ωin +wh￿Ωex , ∀vh,wh ∈ CGh} . (6.23)
Une base élément fini de l’espace Vh est obtenue à partir des restrictions à Ωin et Ωex d’une
base élément fini de CGh. Ainsi toute fonction de base de CGh, dont le support contient une
maille coupée, définit deux nouvelles fonctions de base de Vh à savoir ses restrictions à Ωin et
Ωex : toute maille coupée par la discontinuité devient un support de huit fonctions de base (pour
une approximation Q1).
La première étape de la mise en œuvre est donc de déterminer l’ensemble des quadrangles
traversés par Γ. Nous avons supposé qu’une cellule coupéeK était divisée par Γ en deux polygones.
Pour déterminer l’approximation Γh de Γ (Figure 6.23) sur un élément coupé K, nous suivons
les étapes suivantes :
1. On détermine Γ ∩ ∂K = {a1, a2},
2. Sur Kˆ, on a alors ai = FK (aˆi), pour i = {1,2},
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Figure 6.23 – Transformation et notations
3. On définit l’approximation rectiligne sur Kˆ de F−1K (ΓK) : Γˆh = [aˆ1, aˆ2],
4. On pose Γh = FK ￿ΓˆK,h￿
La principale diﬃculté dans cette approche réside dans l’évaluation numérique des intégrales
des formes bilinéaire (2.14) et linéaire (2.15) sur les éléments coupés ainsi que le long de la
discontinuité. Pour cela, nous avons construit des formules d’intégration numérique sur chaque
polygone et sur l’interface. Ce processus nous permet ainsi d’utiliser les techniques d’assemblage
classiques des méthodes des éléments finis.
Figure 6.24 – Répartition des ddl
Pour tout vh ∈ Vh, vh￿Ωin est décomposée en utilisant les fonctions de base dont le support est
dans Ωin, et respectivement vh￿Ωex est décrite en utilisant celles dont le support est dans Ωex.
Dans un élément coupé K, vh peut être exprimée comme suit :
vh￿Kin = 4￿
i=1αi ϕi￿Kin , vh￿Kex = 4￿i=1α′i ϕi￿Kex , (6.24)
où ϕi pour i = {1,2,3,4} sont les fonctions de bases de CGh dont le support contient K.
De ce fait, afin de définir vh sur une cellule coupée, nous avons besoin de huit degrés de liberté
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αi et α′i pour i = {1,2,3,4} (Figure 6.24).
Afin d’obtenir une formule d’intégration sur chacun des polygones de Kˆ, chacun d’entre eux
a été découpé en triangles (Figure 6.25).
Figure 6.25 – Redécoupage en triangles
Nous avons ensuite utilisé une formule de quadrature pour évaluer toutes les intégrales sur le
triangle de référence Tˆ . Quant aux intégrales d’interface, nous avons utilisé des quadratures de
Gauss.
Cette précédure est généralisée pour une interface courbe Γ, et pour des éléments finis d’ordre
k quelconque.
Maillage adaptatif et nœuds suspendus
Considérons à présent H une famille régulière de maillages de quadrilatères localement raﬃnée
et présentant des nœuds suspendus (Hanging Node).
Nous rappelons que nous avons imposé aux algorithmes de raﬃnement la condition qu’au plus
un nœud suspendu est présent sur chaque bord (voir Section 1.2.3). Nous pouvons toujours
nous ramener à cette situation, sans détruire la complexité linéaire global de l’algorithme de
raﬃnement (voir [16]).
Figure 6.26 – Cellule quadrangulaire avec nœuds suspendus
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La définition de Vh (6.23) implique une certaine prudence sur la mise en œuvre dans le cas des
cellules coupée voisines d’un nœud suspendu (voir Figure 6.26). Dans le premier cas du schéma
6.26, l’interface traverse un quadrilatère raﬃné, dans le second cas, un voisin grossier d’un qua-
drilatère raﬃné, et un quadrilatère raﬃné avec son voisin grossier dans le dernier cas (Figure 6.26).
Afin de garantir la continuité de chaque fonction vh de Vh sur Ωin et Ωex, nous utilisons une
interpolation linéaire pour les nœuds suspendus.
Pour déterminer la valeur au nœud suspendu, selon sa position dans Ω, nous utilisons seulement
les degrés de liberté des vh associés au même sous-domaine. Pour la résolution en Q1 (ou P1), il
n’y a qu’une seule contrainte à imposer pour chaque face contenant un nœud suspendu : celle du
raccord continu en ce nœud. Selon la configuration (Figure 6.26), un noeud suspendu peut être
doublé. Une contrainte doit être également imposer sur ce dernier, en adéquation avec le raccord
continu le long de la face auquel il appartient.
Le nombre de contraintes à imposer augmente avec l’ordre d’approximation k et varie selon
le type d’approximation. De manière générale, ces contraintes sont imposées via une matrice
d’interpolation générique.
En ce qui concerne l’estimateur d’erreur a posteriori est identique à celui obtenu dans le cas
de maillages triangulaires 3.17. De plus, le théorème 3.2 reste vrai.
Implémentation à l’ordre k et implémentation 3D
Sur des maillages N-simplexes et parallélotopes, les outils et raisonnements développés pour
la montée en ordre sont identiques à ceux exposés précédemment.
Concernant l’implémentation du 3D, on précisera d’ailleurs qu’une très grande partie du
code est commune en 2D et 3D. Par exemple, les aspects géométriques (tracé de la discontinuité,
marquage des cellules coupées, doublage des degrés de liberté, ...) ainsi que les intégrateurs sont
génériques et s’adaptent à la dimension, tout comme les formules d’intégration sur les volumes
Kin et Kex. En revanche, pour le traitement de la discontinuité, il a fallu redécouper en triangles
le polygone d’intersection de la discontinuité avec chaque hexaèdre (à noter que les sommets de
ce polygone ne sont pas coplanaires)...
La procédure de raﬃnement local des mailles 3D (indépendamment de la méthode NXFEM)
est longue et complexe : choix de la re-numérotation des cellules, des faces et des arêtes, gestion
des voisins à gauche, à droite ... À ce jour, nous n’avons pas encore fini de l’implémenter et
nous ne sommes donc pas en mesure de vous proposer de tests numériques pour ces maillages
hexaédriques localement raﬃnés.
6.4.2 Maillages N-simpliciaux et parallélotopes
Nous proposons dans cette partie
– Un test de comparaison, basé sur une généralisation du test de validation utilisé dans la
Partie I - Section 4.2, pris cette fois-ci pour tout polynôme de degré k en dimension 2 et 3,
– Un test de l’estimateur d’erreur, basé sur une généralisation du test de l’estimateur d’erreur
utilisé dans la Partie I - Section 4.4, pris cette fois-ci sur un maillage quadrangulaire en Q1.
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Tests de comparaisons
Considérons le problème (1.1) avec une interface plane Γ￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] = 0 sur Γ. (6.25)
Les données sont choisies de sorte que la fonction définie par
u(x1, ..., xN) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
x2k1
Kin
si x1 ≤ x0
x2k1 − x2k0
Kex
+ x2k0
Kin
sinon,
(6.26)
soit une solution exacte pour tout choix du degré k du polynôme d’approximation, (x1, ..., xN) ∈
RN .
Nous fixons x0 = 0.71 sur Ω =]0,1[N (N = 2 en 2D, N = 3 en 3D), Kin = 1 et Kex = 1000. Les
conditions de bord sont de type Dirichlet, traîtées toujours de manière faible dans la formulation,
le second membre de 10.15 est f = −4.
(a) Erreur énergie (b) Norme-L2
Figure 6.27 – Courbes de convergence en Pk pour maillage CC
Comme précédemment, nous proposons de comparer la norme énergie (3.12) ainsi que la
norme-L2 au moyen de leurs courbes de convergence, représentées ci-après pour chaque degré
polynomial k, sur un maillage CC (Figure 6.27), sur un maillage quadrangulaire cartésien (Figure
6.28) et sur un maillage hexaédrique (Figure 6.29), tous uniformément raﬃnés. Les simulations
suivantes ont été eﬀectuées en utilisant la formulation (3.11) pour les paramètres de stabilisation
et les κin￿ex.
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(a) Erreur énergie (b) Norme-L2
Figure 6.28 – Courbes de convergence en Qk pour maillage quandrangulaire
(a) Courbes de convergence (b) Élévation de la solution et tranche
Figure 6.29 – Résolution en Qk pour maillage hexaédrique
Nous avons également utilisé le problème 10.15 pour tester la robustesse en fonction de la
position de l’interface, sur des géométries déformées et pour diﬀérents degrés de polynômes k.
Nous sommes arrivés aux mêmes analyses et conclusions que celles obtenues pour le P1.
Test de l’estimateur d’erreur
Reprenons le problème modèle 6.25, ainsi que la solution exacte 7.8 précédents.
Nous avions testé cette simulation pour les maillages triangulaires (en Section 4.4), nous
la généralisons ici en proposant de comparer le comportement de l’erreur énergie et celui de
l’estimateur sur un raﬃnement global et uniforme d’un maillage quadrangulaire. Puis à partir
d’une procédure adaptative, nous comparons la répartition des cellules en fonction de la méthode
utilisée (méthode élément fini classique, méthode NXFEM).
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Nous utiliserons pour ce test des méthodes éléments finis de degré 1.
Raﬃnement uniforme
Pour un raﬃnement uniforme d’un maillage en quadrilatères (les choix de procédure de
raﬃnement de tels maillages sont détaillés en Introduction - voir 1.2.3), nous remarquons que le
comportement de convergence de l’estimateur est similaire à celui de l’erreur énergie, comme le
montre la Figure 6.30.
Figure 6.30 – Courbes de convergence pour un maillage quadrangulaire uniformément raﬃné
Raﬃnement adaptatif
La solution du problème 6.25 ne comporte pas de singularité en dehors de Γ. Ainsi, si la
singularité le long de Γ est bien prise en compte, l’estimateur doit marquer et raﬃner seulement
les cellules du maillage pour lesquelles la solution présente le plus de variations (la solution étant
régulière sur Ωin et Ωex).
Pour une méthode EF classique, la singularité le long de Γ engendre un nombre de raﬃnements
suivant la discontinuité.
Nous aboutissons aux mêmes conclusions que pour les simulations P1 de la Section 4.4.2 : les
Figures 6.31 présente un raﬃnement adaptatif d’un maillage quadrangulaire cartésien, utilisant
une méthode élément fini classique. On remarque que la procédure concentre le raﬃnement
autour de la discontinuité (Figure 6.31(a)). En eﬀet, la solution n’est pas dans H2(K) pour les
mailles K coupées, cela engendre des discontinuités du gradient qui ne sont pas correctement
approchées sur les cellules coupées. Les courbes de convergence 6.31(b) confirment cette analyse.
La référence [55] présente cette même simulation avec la méthode XFEM.
En revanche, en utilisant la méthode NXFEM ainsi que l’estimateur (3.17) pour adapter le
maillage, les dérivées normales sont correctement approchées sur les éléments coupés, amenant
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(a) Maillage (2428 éléments) (b) Courbes de convergence
Figure 6.31 – Raﬃnement adaptatif avec une méthode EF classique
ainsi le maillage à être uniformément raﬃné dans Ωin (comme le montre la Figure 6.32(a)). Nous
retrouvons les mêmes ordres de convergence (Figure 6.32(b)) que pour le raﬃnement uniforme
des maillage triangulaires et quadrangulaires, et que pour le raﬃnement adaptatif des maillages
triangulaires [6]. s
(a) Maillage (2428 éléments) (b) Courbes de convergence
Figure 6.32 – Raﬃnement adaptatif avec NXFEM
6.4.3 Maillages non parallélotopiques
La robustesse de la formule 3.11 que nous avons proposée a été testée pour des maillages
triangulaires, sur lequel nous avions fait varier la position de l’interface (Section 4.3). Nous avions
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ainsi illustré que notre formulation demeurait robuste par rapport à la géométrie et au paramètre
de diﬀusion. Ce même test a également été réalisé avec des éléments finis Pk-Qk continus avec
une interface plane dans la Section 6.4. Nous avons abouti aux mêmes conclusions.
Nous proposons ici de renforcer les analyses précédentes au moyen d’un test eﬀectué avec des
éléments finis Q1 mais sur des maillages quadrangulaires "déformés" (voir 1.2.3), afin de mettre
en évidence la bonne prise en compte de la bilinéarité des transformations FK sur des cellules
coupées.
Tests de robustesse
(a) Distorsion 1 (b) Distorsion 2
(c) Distorsion 3 (d) Distorsion 4
Figure 6.33 – Maillages quadrangulaires déformés
Reprenons l’exemple 2D issu de l’article [53] dont la solution exacte est donnée par :
u (x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
r2
Kin
si r ≤ r0,
r2 − r20
Kex
+ r20
Kin
sinon,
(6.27)
avec r ∶= ￿x2 + y2, plaçons-nous sur le domaine Ω =] − 1,1[2, fixons r0 = 0.75, Kin = 1 et
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Kex = 1000. Les conditions de bord sont de type Dirichlet, le second membre vaut f = −4.
Les maillages utilisés dans ces essais ont été présentés en Introduction (Figure 6.22). La
Figure 6.33 illustre la superposition de la discontinuité sur ces maillages déformés.
Remarque 6.14. Notons que la procédure de raﬃnement uniforme standard - qui consiste à
raﬃner en se joignant au milieu des côtés - crée des maillages successifs dans lesquels tous les
éléments tendent à devenir des parallélogrammes. La transformation FK tend alors à devenir aﬃne.
Afin de maintenir la déformation des mailles quadrangulaires à chaque niveau de raﬃnement,
nous avons dreproduit le même motif à des échelles diﬀérentes.
(a) Distorsion 1 (b) Distorsion 2
(c) Distorsion 3 (d) Distorsion 4
Figure 6.34 – Courbes de convergence sur les maillages déformés uniformément raﬃnés
Les courbes de convergences de l’estimateur REstimator (équation de ηh 3.17) et de l’erreur
énergie ENorm (équation de eh 3.12) sont présentées dans la Figure 6.34. Celles-ci confirment nos
précédentes conclusions : la solution que nous avons choisie présente un raccord de la solution
et de son flux le long de l’interface. De plus, la discontinuité est correctement approchée. De
ce fait, nous devons retrouver l’ordre de convergence optimal, à savoir celui que l’on obtient
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avec une méthode éléments finis classique (ordre 1 pour la norme énergie ENorm). L’estimateur
REstimator a le même comportement que la norme énergie.
Remarque 6.15. L’erreur-L2 a également été calculée, et nous retrouvons l’ordre de convergence
optimal (ordre 2).
6.4.4 Interface courbe
Précisons que d’un point de vue programmation, la prise en compte d’une interface courbe et
d’une interface rectiligne/plane s’eﬀectue de manière identique : les aspects géométriques(tracé
de la discontinuité, marquage des cellules coupées, doublage des degrés de liberté, ...) ainsi que
les intégrateurs ont été conçus de manière générique, et seules les formules d’intégration sur les
sous-domaines et le long de l’interface sont spécifiques et adaptées à chaque cas
Pour confirmer nos hypothèses, nous avons généralisé le cas-test proposé par Hansbo-Hansbo
[53]. Les données sont choisies de sorte que la fonction définie par :
u (x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
r4
Kin
si r ≤ r0,
r4 − r40
Kex
+ r40
Kin
sinon,
(6.28)
soit une solution exacte pour un degré 2 du polynôme d’approximation. Nous fixons r ∶=￿
x2 + y2 (Γ est un cercle), r0 = 0.74, Kin = 1 et Kex = 1000 et plaçons-nous sur le domaine
Ω =] − 1,1[2. Les conditions de bord sont de type Dirichlet, le second membre vaut f = −4.
Une élévation de la solution a déjà été proposée dans la Figure 4.14(b).
Nous eﬀectuons les simulations suivantes pour des éléments finis P2−Q2 conformes et Galerkin
discontinus, sur des maillages triangulaires et quadrangulaires.
Les comportements de la norme énergie (3.12) ainsi que la norme-L2 sont illustrés au moyen
de leurs courbes de convergence, représentées sur un maillage CC (Figure 6.35(a) pour des
éléments finis CG - Figure 6.35(b) pour des éléments finis DG), et sur un maillage quadrangulaire
cartésien (Figure 6.36(a) pour des éléments finis CG - Figure 6.36(b) pour des éléments finis
DG), tous uniformément raﬃnés. Les simulations suivantes ont été eﬀectuées en utilisant la
formulation (3.11) pour les paramètres de stabilisation et les κin￿ex.
6.5 Éléments d’analyse pour une interface courbe
Si les aspects numériques d’une interface plane et courbe sont sensiblement les mêmes, il n’en
est rien de l’analyse théorique et l’obtention d’une inégalité inverse indépendante de la position
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(a) Éléments finis conformes (b) Éléments finis DG
Figure 6.35 – Courbes de convergence en P2 sur un maillage CC
(a) Éléments finis conformes (b) Éléments finis DG
Figure 6.36 – Courbes de convergence en Q2 sur un maillage quadrangulaire
de l’interface. Nous exposons ici quelques éléments d’analyse.
Nous souhaitons donc étendre la méthode NXFEM précédente à l’ordre supérieur avec une
interface Γ courbe. Conservons notre problème modèle 6.1.
Nous travaillons dans les mêmes espaces éléments finis :
CGh ∶= ￿vh ∈ C(Ω), vh￿K ○FK ∈ Rk(K) ∀K ∈ Kh￿ , (6.29)
où Rk est l’ensemble des polynômes (Pk ou Qk), k ∈ N∗ le degré du polynôme, et
Vh ∶= {vh￿Ωin +wh￿Ωex , ∀vh,wh ∈ CGh} . (6.30)
La formulation variationnelle discrète du problème (6.1) est la même que pour la méthode
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précédente, à savoir : Pour uh, vh ∈ Vh, on définit la forme bilinéaire :
ah(uh, vh) ∶= ￿
M∈Kinh ∪Kexh
ˆ
M
K∇uh ⋅ ∇vh dx − ￿
S∈SΓh
ˆ
S
￿[uh] ∂∗n,Kvh + ￿∂n,Kuh￿κ [vh]￿ ds, (6.31)
ainsi que la forme linéaire :
l(vh) ∶= ˆ
Ω
fvh dx + ˆSΓh gN {vh} ds −
ˆ
SΓh gD ∂
∗
n,Kvh ds (6.32)
Comme pour la cas d’une interface rectiligne/place, le but de cette étude est d’adapter la
démonstration de la coercivité, afin de prouver la convergence de notre méthode pour tout
polynômes de degré k, k ≥ 1, pour une interface courbe.
Lemme 6.10. La forme bilinéaire ah (⋅, ⋅) est coercive
ah (vh, vh) ≥ C ￿￿￿vh￿￿￿2, ∀vh ∈ Vh, (6.33)
dans l’espace discret Vh muni de la ￿￿￿ ⋅ ￿￿￿-norme suivante :￿￿￿φ￿￿￿2 ∶= ￿∇φ￿20,Ωin∪Ωex + ￿{∇nφ} ￿2−1￿2,h,Γh + ￿ [φ] ￿21￿2,h,Γh , (6.34)
pour γ pris suﬃsamment grand, avec
￿φ￿2−1￿2,h,Γh ∶= ￿
K∈Kcuth dK￿φ￿20,Γh , ￿φ￿21￿2,h,Γh ∶= ￿K∈Kcuth 1dK ￿φ￿20,Γh . (6.35)
L’utilisation d’une inégalité inverse est toujours aussi cruciale dans la preuve de (6.33), et les
dépendances de la constante positive CI nous intéressent fortement.
Lemme 6.11. Inégalité inverse
Pour tout vh ∈ Vh, nous avons :￿{∇nvh} ￿2−1￿2,h,Γh ≤ CI￿∇vh￿20,Ωin∪Ωex . (6.36)
Dans cette étude, le maillage sera formé dans un premier temps de triangles réguliers, à arêtes
rectilignes.
Hypothèse 6.12. Soit Γ une interface régulière. On note Γˆ pour tout K ∈ Kh
ΓˆK = (FK)−1 (Γ) .
Γˆh est l’approximation de degré k de Γˆ. Elle coïncide avec Γˆ en k + 1 points. Enfin, Γh est définie
par
Γh = FK ￿Γˆh￿ .
Γh coïncide avec Γ en k + 1 points.
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Figure 6.37 – Notations
Exemple 6.1. Soit Γ une discontinuité régulière, et k = 2.
L’Hypothèse 6.12 est illustrée dans la Figure 6.37.
L’une des principales diﬃcultés du traitement de bords courbes réside dans la transformation.
On peut être tenté de transformer les sous-domaines Kin￿ex en polygônes de référence, afin
d’appliquer les résultats précédents. Hélas, ce genre de transformation peut ne pas être inversible.
Figure 6.38 – Transformation non inversible
Prenons le cas suivant schématisé dans la Figure 6.38 : le sous-domaine ABC présente
un bord courbe obtenu par approximation d’ordre 2 de l’interface. Pour simplifier, supposons[AB] = [BC]. On montre que toute P2-transformation ramenant ABC sur le triangle de référence
est non inversible en Aˆ et Cˆ dès que [AB] et [BC] sont tangents à la parabole joignant A et C.
Remarque 6.16. Cette approche peut sans doute être explorée, en s’aidant peut être des récents
hypothèses et résultats de Dalík [29].
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Dans cette suite, nous allons nous appuyer sur les raisonnements que nous avons eﬀectués
dans la partie concernant une interface rectiligne/plane. Notons que suite à une remarque de
Alexei Lozinski, les diﬀérentes situations étudiées précédemment peuvent être réunies et traîtées
au moyen du théorème suivant :
Théorème 6.13. Soit D un polytope convexe en dimension N et S l’un de ces bords. Soit
p ∶ RN → R un polynôme de degré inférieur ou égal à k. Alors
￿p￿0,S ≤ C ￿S￿1￿2￿D￿1￿2 ￿p￿0,D, (6.37)
où C > 0 est une constante dépendant seulement du degré k et de la dimension N .
La démonstration de ce théorème est donnée en Annexe C.
Remarque 6.17. Le théorème 6.13 se généralise à tout domaine D convexe.
Figure 6.39 – Interface courbe sur une cellule triangulaire
Comme précédemment, Γh (respectivement Γˆh) divise une cellule coupée K (respectivement
Kˆ) en deux sous-domaines.
Pour chaque sous-domaine Ki, on pose :
– K♯i l’enveloppe convexe de Ki,
– K˜i ∶=K♯i ￿Ki (illustration en Figure 6.39).
Remarque 6.18. Si Ki =K♯i , alors Ki est convexe et nous pouvons établir une inégalité inverse
et connaitre le détail des dépendances de la constante CI , au moyen du Théorème 6.13.
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Pour tout sous-domaine non convexe, on procède comme suit : soit ph un polynôme de degré
k − 1. On a d’après le Théorème 6.13 :
￿ph￿20,Γh ≤ C1 ￿Γh￿￿K♯i ￿ ￿ph￿20,K♯i ,
où C dépend seulement du degré k et de la dimension N . Comme Ki ⊂K♯i , il vient
￿ph￿20,Γh ≤ C1 ￿Γh￿￿Ki￿ ￿ph￿20,K♯i .
Or ￿ph￿20,K♯i = ￿ph￿20,Ki + ￿ph￿20,K˜i .
En utilisant le fait que K˜i ⊂K♯i et le Lemme C.3 (utilisé dans la démonstration du Théorème
6.13 en Annexe C), on a alors
￿ph￿20,K˜i ≤ ￿K˜i￿ ￿ph￿2∞,K˜i ≤ C21 ￿K˜i￿￿K♯i ￿ ￿ph￿20,K♯i ,
ie ￿1 −C21 ￿K˜i￿￿K♯i ￿￿ ￿ph￿20,K♯i ≤ ￿ph￿20,Ki .
Pour pouvoir continuer cette démonstration, nous avons besoin de l’Hypothèse suivante :
Hypothèse 6.14. On suppose qu’il existe 0 < α < 1 tel que ∀h > 0 et ∀K ∈ Kcuth :￿K˜i￿￿K♯i ￿ ≤ αC21 , i = in￿ex.
L’Hypothèse 6.14 permet d’obtenir :
￿ph￿20,K♯i ≤ 11 − α￿ph￿20,Ki ,
de sorte que ￿ph￿20,Γh ≤ CI ￿Γh￿￿Ki￿ ￿ph￿20,Ki ,
où CI dépend du degré k, de la dimension N , ainsi que de la constante α.
Remarque 6.19. Nous sommes conscients que l’Hypothèse 6.14 est une hypothèse très forte, et
que son impact sur la constante CI ne la rend pas optimale.
Une perspective possible serait d’aﬀaiblir l’Hypothèse 6.14.
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Introduction
Nous mettons en œuvre dans cette partie la méthode NXFEM dans le cas d’approximationsde type non conforme (notée NC par la suite) et de type Galerkin Discontinue (notée DG
par la suite). Pour cela, considérons le problème modèle 6.1 précédent :
￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = gD sur Γ,[K∇nu] = gN sur Γ. (7.1)
Nous définissons les espaces d’approximation suivants :
NCh ∶= ￿vh ∈ L2(Ω), vh￿K ○FK ∈ Rk(K) ,∀K ∈ Kh et ˆ
s
[vh] ds = 0 ∀s ∈ Sh￿ , (7.2)
et
DGh ∶= ￿vh ∈ L2(Ω), vh￿K ○FK ∈ Rk(K) ,∀K ∈ Kh￿ , (7.3)
où Rk est l’ensemble des polynômes Pk ou Qk, k ∈ N∗ le degré du polynôme, et
Vh ∶= {vh￿Ωin +wh￿Ωex , vh,wh ∈ Vh} . (7.4)
où Vh est l’espace NCh ou DGh.
La formulation variationnelle continue du problème 7.1 reste inchangée (voir 2.6). Seules la
formulation discrète diﬀère selon l’approximation que l’on utilise.
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7.1 Approximation Galerkin Discontinu
L’approximation Galerkin Discontinue est basée sur l’utilisation d’éléments finis totalement
discontinus et sur l’ajout d’un terme de stabilisation sur les arêtes assurant la coercivité discrète.
Un des principaux avantages de cette méthode est sa facilité d’implémentation et sa flexibilité,
elle est idéale pour la prise en compte des chocs, des discontinuités, mais également pour des
couplages et des géométries de domaines complexes. Cependant, même pour un degré polynomial
bas, elle n’en reste pas moins très coûteuse (nombre d’inconnues, couplage de matrice...). On
note également l’importance de la dépendance par rapport au paramètre de stabilisation.
De nombreuses études ont été faites sur les méthodes DG dans le cas elliptique, nous nous
référons aux travaux d’Arnold-Brezzi-Cockburn-Marini [2] pour une présentation générale.
La méthode symétrique avec pénalisation interne (Interior Penalty) a été initialement introduite
pour le laplacien par Arnold [1]. La discrétisation ainsi obtenue est bien posée et des estimations
d’erreur a priori optimales ont été obtenues. Nous partirons donc de cette méthode de pénalisation
interne que nous généraliserons dans le cas de problèmes d’interface elliptiques.
Signalons un travail récent sur NXFEM, discrétisé en DG sur des maillages triangulaire [64].
La formulation variationnelle discrète du problème (6.1) est la suivante :
Pour uh, vh ∈ Vh, on définit la forme bilinéaire par :
aDGh (uh, vh) ∶= ah(uh, vh) − ￿
S∈Sinh ∪Sexh
ˆ
S
([uh] {K∇nvh} + {K∇nuh} [vh] − γint [uh] [vh]) ds, (7.5)
où ah(⋅, ⋅) est la forme bilinéaire 6.4 et γint est appelé coeﬃcient de pénalisation interne, S inh
et Sexh ont été définis dans (3.14).
Dans cette nouvelle forme bilinéaire, les termes ajoutés sont de même forme et de mêmes
natures que ceux écrits le long de l’interface Γ. De ce fait, les travaux de généralisation à l’ordre
supérieur et pour les bords courbes (réalisés dans les Chapitres 6 et 6.5) peuvent également
s’appliquer pour ces éléments finis.
7.2 Approximation non conforme
L’approximation de type non conforme propose des fonctions discrètes continues au sens
faible (par exemple, on impose la continuité de leur moyenne sur chaque arête du maillage),
présentant ainsi une certaine souplesse et robustesse par rapport aux paramètres physiques. De
plus, le stencil de la matrice de rigidité est connu et plus petit que dans le cas conforme.
Les exemples d’approximation non conforme les plus connus sont les éléments finis de
Crouzeix-Raviart ([28], de Raviart-Thomas [74], de Brezzi-Douglas-Marini [20], ou encore de
Brezzi-Douglas-Fortin-Marini [21] pour des éléments finis mixtes) pour les maillages triangulaires,
de Han [51] et de Rannacher-Turek [71] pour les maillages en quadrilatères.
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(a) Crouzeix-Raviart (degré 1) (b) Han (degré 1)
Figure 7.1 – Degrés de liberté pour les approximations non conformes de bas degré
Les formulations et schémas numériques développés dans cette section sont basés sur des
éléments finis de Crouzeix-Raviart [28] pour les maillages N-simplexes et les éléments finis de
Han [51] d’ordre 1 pour les quadrilatères et hexaèdres (Figure 7.1).
Ces espaces éléments finis sont de bas ordre. Ils sont donc bien adaptés pour de futurs couplages
avec d’autres équations (remplissent la condition discrète de stabilité de Babuška-Brezzi), ainsi
que pour une généralisation en volumes finis.
La formulation variationnelle discrète du problème (7.1) est la suivante :
Pour uh, vh ∈ Vh, on définit la forme bilinéaire par :
aNCh (uh, vh) ∶= ah(uh, vh) − ￿
S∈Sin,cuth ∪Sex,cuth
ˆ
S
([uh] {K∇nvh} + {K∇nuh} [vh] − γint [uh] [vh]) ds,
(7.6)
où ah(⋅, ⋅) est la forme bilinéaire 6.4,γint est appelé coeﬃcient de pénalisation interne et Sin,cuth
(respectivement Sex,cuth ) est l’ensemble des arêtes intérieures coupées dans Ωin (respectivement
dans Ωex).
De nouveau, les termes ajoutés sont de même forme et de mêmes natures que ceux écrits le long
de l’interface Γ. De ce fait, les travaux de généralisation à l’ordre supérieur et pour les interfaces
courbes (réalisés dans les Chapitres 6 et 6.5) peuvent également s’appliquer pour ces éléments finis.
Les simulations qui suivent ont toutes été réalisés sur des maillages uniformément raﬃnés.
7.3 Résultats numériques
Nous proposons comme tests de comparaison une généralisation du test de validation utilisé
dans la Partie I - Section 4.2, pris cette fois-ci pour tout polynôme de degré k.
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Considérons le problème (1.1) avec une interface rectiligne/plane Γ
￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f in Ωin ∪Ωex,
u = 0 on ∂Ω,[u] = 0 on Γ,[K∇nu] = 0 on Γ. (7.7)
Les données sont choisies de sorte que la fonction définie par
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
x2k
Kex
si x ≤ x0
x2k − x2k0
Kin
+ x2k0
Kin
sinon,
(7.8)
soit une solution exacte pour chaque choix du degré k du polynômed’approximation.
Nous fixons x0 = 0.71 sur Ω =]0,1[×]0,1[, Kin = 1 et Kex = 1000. Les conditions de bord sont
de type Dirichlet, le second membre pour obtenir cette solution exacte est f = −4.
Comme précédemment, nous proposons de comparer la norme énergie (3.12) ainsi que la
norme-L2 au moyen de leurs courbes de convergence, représentées ci-après pour chaque degré poly-
nomial k. Les simulations suivantes ont été eﬀectuées en utilisant notre formulation robuste (3.11).
(a) Convergence de la norme énergie (b) Convergence sur l’erreur L2
Figure 7.2 – Courbes de convergence pour des éléments finis DG Pk sur un maillage CC
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(a) Convergence de la norme énergie (b) Convergence sur l’erreur L2
Figure 7.3 – Courbes de convergence pour des éléments finis DG Pk sur un maillage TC
(a) Convergence de la norme énergie (b) Convergence sur l’erreur L2
Figure 7.4 – Courbes de convergence pour des éléments finis DG Qk sur un maillage quadran-
gulaire
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(a) Convergence sur un maillage CC (b) Convergence sur un maillage quadrangulaire
Figure 7.5 – Courbes de convergence pour des éléments finis NC de degré 1
Chapitre 8
Perspectives
✑ A court terme, il vient naturellement l’implémentation les éléments finis manquants tels
que les non conformes pour k ≥ 1 pour tout type de maillage ; les conformes, non conformes et
Galerkin discontinus pour les maillages héxaèdriques, configurer des tétraèdres et développer
leurs éléments finis ...
✑ Approfondir l’analyse mathématique pour une interface courbe et son approximation de
degré k est un point essentiel, l’implémentation étant en grande partie déjà réalisée.
Il y a l’écriture des inégalités inverses pour les diﬀérentes intersections maillages-interface courbe.
Il y a également l’analyse de l’erreur d’approximation (en se basant peut-être sur l’analyse en
bord courbe ...).
✑ Je souhaiterai également adapter l’estimateur d’erreur η (équation 3.17 que nous avons
développé dans la première Partie) pour des éléments finis d’ordre k, en conformes, non conformes
et Galerkin discontinus.
D’un point de vue numérique, j’aimerai également le tester sur des domaines présentant une
singularité (comme le domaine en "L", le Slit ...). Son rôle serait mis en valeur et nous permettrait
sans doute de valider plus confortablement son travail.
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Troisième partie
Autres problèmes étudiés liés
aux écoulements en milieux
poreux fracturés.
Nous avons souhaité orienter les applications de la méthode NXFEM vers des problèmesd’écoulements en milieux poreux fracturés. Evidemment, le chemin est encore long pour
arriver à simuler un réservoir pétrolier, il nous faut développer certains outils et c’est tout l’objet
de cette partie. Nous commencerons par introduire quelques rappels sur les écoulements en milieu
poreux ; puis le deuxième chapitre détaillera la méthode NXFEM pour la résolution d’un modèle
asymptotique de failles ; nous porterons notre attention dans le chapitre trois sur des problèmes
instationnaires et plus précisement nous l’exposerons dans le cadre d’un problème d’écoulement
monophasique ; nous nous intéresserons également à l’expression de la méthode NXFEM pour
des problèmes de diﬀusion-convection dans le quatrième chapitre ; quelques simulations sur des
domaines multi-fracturés sont proposées dans le chapitre cinq ; enfin, nous conclurons cette
partie par quelques perspectives et réflexions en cours, à court et long terme.
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Chapitre 9
Introduction aux écoulements
en mil ieux poreux
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Notre objectif à court terme es de pouvoir résoudre des écoulements en milieux poreux enutilisant la méthode NXFEM pour la prise en compte des failles. Parmi les diﬀérents
modèles plus ou moins complexes que l’on rencontre dans la littérature, nous avons retenu le
modèle Black-Oil qui reste relativement simple et prend en compte de possibles changements de
phases. J’ai eu l’opportunité durant cette thèse de m’investir dans le développement d’un outil
de traitement des failles dans un simulateur de réservoir. Cet outil nommé Metagrid permet de
localiser les failles et détermine les transmissibilités (informations géométriques et géologiques
nécessaires aux schémas de type Volume Fini) entre les failles et les mailles du réservoir. Mon
intervention dans cette étude s’est faite dans le cadre d’un contrat "Doctorant-Conseil".
Dans cette partie, nous ne développerons que le vocabulaire et les outils nécessaires pour
comprendre l’origine des équations en milieu poreux.
Néanmoins, les références [9, 70, 45, 22] pourront compléter mes rappels, mécaniquement et [49]
mathématiquement parlant.
9.1 Contexte et rappels
9.1.1 Notion de porosité
Chaque roche constituant un sous-sol est composée d’un réseau de pores. A leur échelle, ces
pores sont trop petits pour être convenablement modéliser pour la résolution de problèmes. On
résout donc à une échelle bien plus grande (mailles de quelques mètres à quelques centaines de
mètres).
On note φ le pourcentage du volume des pores par rapport au volume total de la roche.
φ est appelée porosité, c’est une quantité connue et donnée, en général constante par maille
ou dépendante de la pression (voir du temps).
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Figure 9.1 – Illustration de la porosité
9.1.2 Notion de saturation
Considérons le cas d’un écoulement d’un fluide tri-phasique, composé de trois phases : eau
(W), huile (O) et gaz (G). Considérons un volume de pores Vp est rempli par :
– un volume d’eau VW ,
– un volume d’huile VO,
– un volume de gaz VG,
on a :
Vp = VW + VO + VG
c’est-à-dire
1 = VW
Vp
+ VO
Vp
+ VG
Vp
On pose
SW = VW
Vp
, SO = VO
Vp
, SG = VG
Vp
et on a :
1 = SW + SO + SW
SI est appelée saturation de la phase I, pour I = W,O,G. Il s’agit d’inconnues du
problème, représentant le poucentage du volume de chaque phase dans le volume poreux.
9.1.3 Loi de Darcy
La perméabilité d’un milieu poreux est l’aptitude de la roche à laisser circuler un fluide à travers
ses pores. Il s’agit d’une propriété intrinseque à chaque roche. Elle est évaluée expérimentalement
par carottage.
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Figure 9.2 – Illustration du carottage
On calcule la perméabilté de la sorte : on sait que :
Q = A × K
µ
× ∂P
∂x
avec
– A : section de la carotte,
– Q : débit de sortie (mesuré),
– K : perméabilité de la roche (on parle aussi de perméabilité absolue),
– µ : viscosité du fluide injecté.
En mesurant Q, on trouve K.
Par carottage dans les trois directions d’espace, la perméabilité K devient un tenseur de
perméabilité :
K = ￿￿￿
Kx 0 0
0 Ky 0
0 0 Kz
￿￿￿
La loi de Darcy, dans le cas monophasique, est alors donnée par :
￿→v = −K
µ
￿￿￿→gradP − ρg˜￿ (9.1)
où
– ￿→v est la vitesse volumétrique,
– P la pression,
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– g˜ le vecteur gravitationel constant (dirigé vers le bas dans la direction z),
– ρ la masse volumique (de la phase).
La présence de plusieurs phases dans un même milieu a un eﬀet sur les vitesses de filtration.
La loi de Darcy se généralise alors par :
￿→v I = −Kkr,I
µI
￿￿￿→gradPI − ρI g˜￿ (9.2)
où
– I est une phase (eau, huile, gaz ...),
– kr,I est la perméabilité relative de la phase I.
La vitesse de filtration d’une phase en présence d’une autre phase est plus petite que si elle
était seule. On a donc 0 ≤ kr,I ≤ 1.
Il s’agit de fonctions connues des saturations.
La pression capillaire est la diﬀérence de pression entre deux phases. Elle va nous permettre
d’exprimer la pression de chaque phase à l’aide de celle d’une phase donnée.
On a par exemple,
Pw = Po − Pc,o,w.
Pc,o,w est une fonction connue des saturations. On peut donc exprimer toutes les pressions
de phases à l’aide d’une seule.
9.2 Le modèle Black-Oil
Plaçons nous toujours dans la cas d’un écoulement tri-phasique avec une phase W, une phase
O, et une phase G.
Chaque phase peut avoir un ou plusieurs constituants. Dans notre cas, nous supposons que :
– la phase W est constituée seulement du constituant Eau, noté e,
– de même, la phase G n’est composée que du constituant Gaz, noté g,
– enfin, la phase O est constituée de deux constituants : de l’Huile (noté h) et du Gaz.
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Attention à ne pas confondre phase et constituant ! Chaque phase peut être constituée d’un
ou de plusieurs constituants.
Le loi de Darcy (9.1) s’écrit pour chaque phase :
￿→v O = −Kkr,O
µO
￿￿￿→gradPO − ρOg˜￿ (9.3)
￿→v G = −Kkr,G
µG
￿￿￿→gradPG − ρGg˜￿ (9.4)
￿→v W = −Kkr,W
µW
￿￿￿→gradPW − ρW g˜￿ (9.5)
On écrit ensuite la conservation de la masse de chaque constituant :
– le constituant Eau (dans la phase W) :
∂
∂t
(φρeSe) + div ￿ρe￿→v W ￿ = fe (9.6)
– le constituant Huile (dans la phase O) :
∂
∂t
(φρhSh) + div ￿ρh￿→v O￿ = fh (9.7)
– le constituant Gaz (dans la phase G et dans la phase O) :
∂
∂t
(φρg,GSg,G + φρg,OSg,O) + div ￿ρg,G￿→v G + ρg,O￿→v O￿ = fg (9.8)
où :
– les termes fi, i = e, h, g sont des termes sources externes,
– ρi (ou ρi,I) est la masse volumique du constituant i par unité de volume de la phase I.
On élimine bien sûr ￿→v O,￿→v G,￿→v W en utilisant les expressions (9.3), (9.4) et (9.5).
Finalement, on résout (9.6), (9.7) et (9.8) (en utilisant les pressions relatives, capillaires, et
également quelques relations de thermodynamique), dont les inconnues sont SO, SG et PO.
Remarque 9.1. Cette méthode, basée sur les saturations, est celle que l’on rencontre le plus
souvent. Mais il existe également une autre approche, qui tient naturellement compte des change-
ments de phase. On travaille alors pour cela non plus en saturation mais en masse de constituant
par unité de volume.
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Les saturations ont un comportement hyperbolique, avec des fronts transportés par le gradient
de pression, ou plus exactement par les vitesses de filtration de Darcy. Les pressions ont quant à
elles un comportement hyperbolique.
Nous proposons dans ce qui suit de mettre en place les premiers outils pour la résolution
de ce système. Le problème étant instationnaire, nous déveloperons des schémas en temps pour
une équation parabolique où le terme en dérivée temporelle présente un coeﬃcient discontinu le
long de la discontinuité Γ : la porosité Φ. Nous nous intéresserons également à la résolution de
problème de transport linéaire par NXFEM.
De plus, nous espérons pouvoir prendre en compte des réservoirs fracturés. Les failles néces-
sitent un traitement particuliers car celles-ci ne sont pas seulement des interfaces de discontinuité
de coeﬃcients des équations, mais possèdent une épaisseur (même si elle n’est pas toujours
prise en compte) dans laquelle les écoulements sont très diﬀérents du reste du domaine. Dans le
chapitre suivant, nous proposons une approche possible pour le traitement de ces failles.
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Les milieux géologiques utilisés dans la simulation des réservoirs pétroliers sont des milieux
poreux fracturés. L’épaisseur de ces fractures est souvent très petite au regard de la taille du
réservoir mais elle joue un rôle très important pour la circulation des diﬀérents fluides. La position
et les caractéristiques géologiques de ces failles doivent donc être prises en compte lors de la
résolution des équations de Darcy. Même si les capacités de résolution des ordinateurs est en
constante progression, il n’est pas envisageable de mailler finement les failles.
Plusieurs approches existent pour prendre en compte ces failles. Schématiquement, la première
consiste à décomposer la solution dans l’épaisseur de la faille dans une base de petite dimension
([48, 47]), une possibilité étant de choisir une base élément finis en prenant une maille dans
l’épaisseur de la faille. Une autre approche consiste à faire un développement asymptotique de
la solution en fonction de l’épaisseur de la faille et de chercher les équations vérifiées par les
diﬀérents termes du développement asymptotique. Cette approche a été largement utilisée en
élasticité ([26]) et pour la prise en compte de couche mince ([31, 73]). Il est diﬃcile de dire si une
approche doit être privilégiée, mais pour notre part nous nous sommes intéressés à l’approche
asymptotique parce qu’elle fournit un système d’équations à résoudre bien adapté à la méthode
NXFEM.
10.1 Présentation du problème
On considère un domaine Ωε borné régulier fracturé, c’est-à-dire Ωε = Ωεin ∪Ωε0 ∪Ωεex où ε est
un petit paramètre représentant l’épaisseur de la faille (pas forcément constant).
Les tenseurs de diﬀusion dans les trois sous-domaines peuvent prendre des valeurs très
diﬀérentes. On suppose que le Ωε0 peut être décrit à partir d’une frontière "moyenne" Γ régulière
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comme suit :
Ωε0 = ￿x ∈ R2, x = ξ + tn(ξ); ξ ∈ Γ et − ε2h(ξ) < t < ε2h(ξ)￿
où n est la normale à Γ et la fonction épaisseur h définie sur Γ¯ est régulière et bornée.
Le problème de Darcy, noté (P ), dans le domaine Ω se pose de la manière suivante :￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
div(−K∇u) = f sur Ωεin ∪Ωε0 ∪Ωεex,
u = 0 sur ∂Ωεd,
K∇nu = g sur ∂Ωεn,[u] = 0 sur Γεin ∪ Γεex,[K∇nu] = 0 sur Γεin ∪ Γ￿ex.
(10.1)
où
K = ￿￿￿￿￿￿￿￿￿
Kin si (x, y) ∈ Ωεin,
Kε0 si (x, y) ∈ Ωε0,
Kex si (x, y) ∈ Ωεex, f =
￿￿￿￿￿￿￿￿￿
fin si (x, y) ∈ Ωεin,
0 si (x, y) ∈ Ωε0,
fex si (x, y) ∈ Ωεex.
Figure 10.1 – Un domaine fracturé
On suppose que les composantes des tenseurs de diﬀusion K sont à valeurs dans L∞ et que
les tenseurs vérifient les conditions d’ellipticité suivantes :
∃αin > 0, Kin(x)y ⋅ y ≥ αin￿y￿ ; ∀y ∈ (R)2 ; p.p. en x ∈ Ωεin,
∃αex > 0, Kex(x)y ⋅ y ≥ αex￿y￿ ; ∀y ∈ (R)2 ; p.p. en x ∈ Ωεex,
∃α0 > 0, εKε0(x)y ⋅ y ≥ α0￿y￿ ; ∀y ∈ (R)2 ; p.p. en x ∈ Ωε0,
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et on note
K0 = lim
ε→0 εKε0.
On désigne par
V ε = ￿v ∈H1(Ωε; v = 0 sur Ω￿d)￿
et
ain(ε;u, v) = ˆ
Ωεin
Kin∇u∇v dx, a0(ε;u, v) = ˆ
Ωε0
Kε0∇u∇v dx, aex(ε;u, v) = ˆ
Ωεex
Kex∇u∇vdx.
De façon évidente a(ε;u, v) = ain(ε;u, v) + a0(ε;u, v) + aex(ε;u, v) est une forme bilinéaire
coercive sur V , de constante α indépendante de ε.
On associe au problème (P ) le problème variationnel suivant :￿￿￿￿￿￿￿￿￿
Trouver uε ∈ V tel que
a(ε;uε, v) = ˆ
Ωε
f v dx + ˆ
∂Ωεn
g v dσ, ∀v ∈ V ε, (10.2)
qui admet une solution unique pour des données suﬃsamment régulières.
10.2 Etude asymptotique sur un problème modèle
Afin de simplifier l’exposé, nous allons dans ce paragraphe construire un modèle asymptotique
sur pour un problème (P ) modèle. Nous donnerons ensuite les éléments qui permettent de
généraliser les résultats. La principale simplification va essentiellement porter sur la faille que
l’on va supposer rectiligne.
Considérons le domaine
Ωε =] − 1,−ε￿2[×]0,1[∪] − ε￿2, ε￿2[×]0,1[∪]ε￿2,1[×]0,1[
et le problème (P ) avec des conditions de Dirichlet homogène (Ωεn = ￿).
Faisons les changements de variables pour que chaque sous-domaine soit indépendant de
ε. Notons v˜ et ∇εt,sv˜ la variable v et son gradient exprimés dans ce nouveau repère et P la
Jacobienne du changement de variable. On a ∇v = P ε∇t,sv˜.
Domaine Limite Element Jacobienne
Ωεin → Ωin =] − 1; 0[×]0; 1[ x = (1 − ε2)t − ε2 , y = s P εin = ￿￿￿
1
1 − ε￿2 0
0 1
￿￿￿
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Ωε0 → Ω0 =]0; 1[×]0; 1[ x = εt − ε2 , y = s P ε0 = ￿￿ 1ε 00 1 ￿￿
Ωεex → Ωex =]1; 2[×]0; 1[ x = (1 − ε2)t − 1 + ε, y = s P εex = ￿￿￿
1
1 − ε￿2 0
0 1
￿￿￿
Dans la suite, pour alléger les notations , on posera v = v˜.
On obtient alors
ain(ε;u, v) = ˆ
Ωin
P εin
T Kin P
ε
in∇t,su∇t,s v (1 − ε￿2)dtds,
a0(ε;u, v) = ˆ
Ω0
P ε0
T Kε0 P
ε
0 ∇t,su∇t,sv εdtds,
aex(ε;u, v) = ˆ
Ωex
P εex
TKexP
ε
ex∇t,su∇t,sv (1 − ε￿2)dtds,
On note
V = ￿v = (vin, v0, vex) ∈H1(Ωin) ×H1(Ω0) ×H1(Ωex);
vin = v0 sur Γin, vex = v0 sur Γex et v = 0 sur ∂Ω}
et on considère le problème variationnel suivant :￿￿￿￿￿￿￿￿￿
Trouver uε ∈ V
a(ε;uε, v) = ˆ
Ωin
finvin(1 − ε2)dtds +
ˆ
Ωex
fexvex(1 − ε2)dtds, ∀v ∈ V, (10.3)
De manière classique, pour ε suﬃsamment petit on a :
α￿uε￿2V ≤ a(ε;uε, uε) ≤ c(￿fin￿0,Ωin + ￿fex￿0,Ωex)￿uε￿V , (10.4)
où c est une constante indépendante de ε et donc￿uε￿2V ≤ cα(￿fin￿0,Ωin + ￿fex￿0,Ωex .) (10.5)
Proposition 10.1. ∃c > 0; ￿∂tuε￿0,Ω0 ≤ c ε (￿fin￿0,Ωin + ￿fex￿0,Ωex .)
Démonstration. En utilisant (10.4) et (10.5) on déduit qu’il existe c > 0 telle que
a(ε;uε, uε) ≤ c (￿fin￿0,Ωin + ￿fex￿0,Ωex)2.
D’autre part, en utilisant la coercivité de a0 on a
α0
ε2
ˆ
Ω0
￿∂tuε0￿dtds ≤ a0(ε;uε0, uε0) ≤ c (￿fin￿0,Ωin + ￿fex￿0,Ωex)2,
d’où le résultat annoncé.
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On en déduit la proposition suivante :
Proposition 10.2. ∃u0 ∈ V tel que :
– lim
ε→0uε0 = u00 dans V-faible,
– lim
ε→0∂tuε0 = 0 dans L2(Ω0) fort,
– ∃ω0 ∈ L2(Ω0) tel que lim
ε→0 1ε∂tuε0 = ω0.
De plus, nous allons montrer que cette limite ω0 peut être identifiée.
Proposition 10.3.
ω0(t, s) = −a2,1(t, s)
a11(t, s) ∂su00(0, s), ∀(t, s) ∈ Ω0.
Montrons d’abord le lemme suivant :
Lemme 10.4. Soit λ ∈ L2(Ω0) et W0 = ￿v ∈H1(Ω0); v = 0 sur ∂Ω0 ￿ Γin￿ :
∀v ∈W0, ˆ
Ω0
λ∂tv dtds = 0⇒ λ = 0. (10.6)
Démonstration. Comme on a (10.6) ∀v ∈ D(Ω0), on en déduit que ∂tλ = 0 au sens des distribu-
tions : λ ne dépend donc que de la variable t (i.e. λ = λ(s)).
Considérons maintenant W˜0 = ￿v ∈ D(Ω¯0); v = 0 sur ∂Ω0 ￿ Γin￿ qui est dense dans W0.
Soit λ ∈ D(]0,1[), pour tout v ∈ W˜0 on a :ˆ
Ω0
λ∂tv dtds = ˆ 1
0
λ(s)ˆ 1
0
∂tv(t, s)dtds
= ˆ 1
0
λ(s)(v(1, s) − v(0, s))ds
= −ˆ 1
0
λ(s)v(0, s)ds.
Par densité cette relation reste vraie pour v ∈W0. Considérons maintenant l’application qui
v ∈W0 associe sa trace sur Γin :
V ￿→ H1￿200 (Γin)
v ￿→ v ￿Γin
Cette application est linéaire, continue et surjective. Donc pour tout µ ∈H1￿200 (Γin) et pour
λ ∈ D(]0,1[) on a
− ˆ 1
0
λ(s)µ(s)ds = −ˆ 1
0
λ(s)v(0, s)ds = ˆ
Ω0
λ∂tv dtds. (10.7)
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Donc ￿ˆ 1
0
λ(s)µ(s)ds￿ ≤ ￿λ￿L2(Ω0)￿v￿W0 ≤ c￿λ￿L2(Ω0)￿µ￿H1￿200 ,
et par conséquent (10.7) peut être étendue à λ ∈ L2(Ω0). Et la nullité de (10.7) pour tout
µ ∈H1￿200 (Γin) entraîne la nullité de λ.
Démonstration. Démontration de la proposition (10.3) :
Remarquons que a0 peut s’écrire
a0(ε;uε, v) = ˆ
Ω0
￿Kε0(1,1)(1ε∂tuε0)∂tv0 + εKε0(1,2)(1ε∂tuε0)∂sv0+ Kε0(2,1)∂suε0∂tv0 + εKε0(2,2)∂suε0∂sv0 ) dtds,
puis multiplions la formulation variationnelle par ε et passons à la limite quand ε tend vers 0.
On obtient alors ∀v ∈ V :
ˆ
Ω0
￿K0(1,1)ω0∂tv0 +K0(2,1)∂su00∂tv0 ￿ dtds = 0.
On pose ensuite λ = K0(1,1)ω0 +K0(2,1)∂su00 et on applique le lemme 10.4.
On peut maintenant établir le problème limite vérifié par u0.
On note V0 = {v ∈ V ;∂tv0 = 0 dans Ω0}.
Remarquons que pour tout v ∈ V0 on a v0(t, s) = v0(0, s) et donc ∂sv0(t, s) = ∂sv(0, s). De plus,
v0 ∈H1(Ω0), v0 ￿Γin et ∂sv0 ￿Γin sont L2(Γin), donc v0 ￿Γin appartient à H10(Γin).∀v ∈ V0 on a
a0(ε, uε, v) = ˆ
Ω0
￿ εKε0(1,2)(1ε∂tuε0)∂sv0 + εKε0(2,2)∂suε0∂sv0 ￿ dtds.
En passant à la limite quand ε→ 0 on obtient :
a0(0, u0, v) = ˆ
Ω0
￿K0(1,2)w0∂sv0 +K0(2,2)∂su00∂sv0 ￿ dtds.
En tenant compte que w0, u00 et v0 ne dépendent pas de t sur Ω0 et en notant
α0(s) = ˆ 1
0
￿K0(2,2)(t, s) − K0(2,1)(t, s)
K0(1,1)(s, t) ￿ dt,
on en déduit
a0(0, u0, v) = ˆ
Γin
α0(s)∂su00∂sv0 ds. (10.8)
Le passage à la limite dans ain et aex ne pose aucun problème (on pose simplement ε = 0).
On identifie ensuite Γin = Γex = Γ. Et on introduit l’espace de Hilbert Va ([57]) :
Va = ￿v ∈H1(Ωin) ×H1(Ωex), v ￿Γ∈H10(Γ), v = 0 sur ∂Ω￿ ,
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que l’on munit de la norme :
￿v￿2Va = ￿∇v￿20,Ωin∪Ωex + ￿∂sv￿20,Γ.
On obtient la formulation variationnelle limite suivante :￿￿￿￿￿￿￿￿￿
Trouver u ∈ Va
ain(0, u, v) + aex(0, u, v) + aV (u, v) = ˆ
Ωin∪Ωex fv dtds, ∀v ∈ Va, (10.9)
où
aV (u, v) = ˆ
Γ
α0(s)∂su∂sv ds.
On peut réinterpréter cette formulation en terme d’équation aux dérivées partielles (que l’on
appellera modèle asymptotique) en intégrant par partie dans Ωin et Ωex et sur Γ.￿￿￿￿￿￿￿￿￿￿￿￿￿
div(−K∇u) = f sur Ω = Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] − ∂s(α0(s)∂su) = 0 sur Γ. (10.10)
On obtient sur Γ une équation de type Ventcel.
10.3 Interfaces courbes
Pour simplifier, on a supposé ici que l’épaisseur de la faille était constante dans le sens de la
normale. Moyennant un changement de variable dans l’épaisseur Ωε0 peut se réécrire comme suit :
Ωε0 = ￿x ∈ R2; x = ξ + ε2 tn(ξ), ξ ∈ Γ, t ∈ [−1,1]￿
Pour un point xi de Γ, on désigne par s son abscisse curviligne, croissante dans le sens direct
par rapport à Ωin et τ le vecteur unitaire tangent à Γ orienté dans le sens des s croissant. On a
∂sξ = τ et ∂sn = τ
R
,
où R est le rayon de courbure de Γ au point ξ.
Réécrivons les opérateurs de dérivation dans le repère local (n, τ) :
∂sv˜ = ∂sx ⋅ ∇v = (1 + ε2Rt)τ ⋅ ∇v, ∂tv˜ = ∂tx ⋅ ∇v = ε2n ⋅ ∇v.
En notant M la matrice de passage de la base (n, τ) à la base canonique on obtient que
∇v =MP ε∇s,tv˜, (10.11)
où
P ε = ￿￿￿￿
2
ε
0
0 11 + ε2R t
￿￿￿￿ .
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L’analyse asymptotique faite au paragraphe précédant en utilisant (10.11) reste valable et
on peut remarquer que lors du passage à la limite la courbure R n’apparait pas dans le modèle
asymptotique qui reste décrit par (10.10). En fait, il faudrait considérer le terme suivant dans le
développement asymptotique pour voir apparaître explicitement le terme de courbure.
10.4 Approximation du type NXFEM pour la résolution du mo-
dèle asymptotique
La formulation variationnelle (10.9) peut s’écrire :
￿ Trouver u ∈ Va
a(u, v) + aV (u, v) = L(v), ∀v ∈ Va,,
où a(u, v) et L(v) sont la forme bilinéaire et la forme linéaire du problème modèle.
La formulation de ce problème en tant que problème d’interface est très proche de celle
présentée sur le problème elliptique initial (2.1). En eﬀet le terme sur Γ [K∂nu] = gN est remplacé
par [K∂nu] − ∂s(α0(s)∂su) = 0. La méthode NXFEM pour la formation variationnelle de (10.10)
va donc s’écrire :
￿ Trouver uh ∈ Vh
ah(uh, vh) + aVh (uh, vh) = L(vh), ∀vh ∈ Vh, (10.12)
où
aVh (uh, vh) = ˆ
Γ
α0(s) {∂suh}{∂svh} ds.
Ce terme est consistant et "renforce" la coercivité du problème. Donc l’analyse de la robustesse
de la méthode faite sur le problème modèle reste vraie.
10.5 Résultats numériques
10.5.1 Test de validation
Ce test consiste d’un point de vue numérique à valider la prise en compte de saut ([u] , [K∇nu]
...) le long d’une interface rectiligne, dépourvue d’épaisseur. Comme précédemment, la position
de l’interface est indépendante de celle du maillage, celle-ci peut ou non coïncider avec des lignes
du maillage.
Pour cela, nous reprenons le test de validation précédent : Considérons le problème (1.1),
avec gD = −0.25 et gN = 0 :￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = −0.25 sur Γ,[K∇nu] = 0 sur Γ. (10.13)
Les données choisies sont de telle sorte que la fonction définie par
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Figure 10.2 – Illustration
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
x2
Kex
pour x ≤ ξ0
x2 − ξ20
Kin
+ ξ20
Kex
+ 0.25 sinon, (10.14)
est une solution linéaire, donc exacte pour des polynômes
de degré 1.
Plaçons-nous sur le domaine Ω =] − 1,1[×] − 1,1[.
Prenons ξ0 = 0.74, Kin = 1 et Kex = 1000.
Les conditions de bord sont de type Dirichlet.
Enfin,le second membre de cette solution exacte est
f = −4.
(a) Maillage CC (b) Maillage quandrangulaire
Figure 10.3 – Courbes de convergences pour des éléments finis de degré 1
Les courbes de convergence de la Figure 10.3 confirment le bon traitement de la condition
gD = −0.25. On retrouve les ordres de convergence précédemment étudiés.
Considérons à présent le problème (1.1), avec gD = 0 et gN = 0.25 :
￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] = 0.25 sur Γ. (10.15)
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Les données choisies sont
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
x2
Kex
pour x ≤ ξ0
x2 − ξ20
Kin
+ ξ20
Kex
+ 0.25(x − ξ0)
Kin
sinon,
(10.16)
est une solution linéaire, donc exacte pour des polynômes de degré 1.
Comme précédemment, Ω =] − 1,1[×] − 1,1[, ξ0 = 0.74, Kin = 1 et Kex = 1000. Les conditions
de bord sont de type Dirichlet. Le second membre de cette solution exacte vaut f = −4.
Figure 10.4 – Courbes de convergences en P1 pour un maillage CC
La conditions [K∇nu] = 0.25 est correctement prise en compte, comme le montre la Figure 10.4.
Remarque 10.1. Ces deux simulations ont également été eﬀectuées pour des éléments finis de
degré 2 et 3, conformes et Galerkin discontinus, pour des maillages en triangles et en quadrilatères.
Leurs résultats confortent nos analyses.
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10.5.2 Tests de comparaisons
Considérons le problème suivant :￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
div(−K∇u) = f sur Ωεin ∪Ωε0 ∪Ωεex,
u = gd sur ∂Ωεd,
K∇nu = gn sur ∂Ωεn,[u] = 0 sur Γεin ∪ Γεex,[K∇nu] = 0 sur Γεin ∪ Γ￿ex.
(10.17)
avec pour domaine Ω et pour coeﬃcient K
Ω = ￿￿￿￿￿￿￿￿￿
Ωεin = ]−1; 0[ × ]0; 1[ ,
Ωε0 = ]0; 1[ × ]0; 1[ ,
Ωεex = ]1; 2[ × ]0; 1[ , K =
￿￿￿￿￿￿￿￿￿
1 si (x, y) ∈ Ωεin,
2000 si (x, y) ∈ Ωε0,
1 si (x, y) ∈ Ωεex,
f = 0 sur Ωεin ∪Ωε0 ∪Ωεex, Γεin a pour équation x = 0 et Γεex a pour équation x = 1. Les conditions
de bord gd, gn sont illustrées dans la Figure 10.5.
Figure 10.5 – Domaine décomposé
Remarque 10.2. Pour la réalisation de ce test, nous avons utilisé deux discontinuités. La gestion
et l’implémentation de plusieurs discontinuités sont abordés dans le Chapitre 13.
Analysons un instant les données : si u représente la pression dans le problème (10.17), alors−K∇u en est la vitesse de Darcy (vitesse de filtration).
La perméabilité dans les sous-domaines Ωεin et Ωε0 est scalaire avec Kεin = Kεex = 1, les hauts
et les bas des deux sous-domaines sont imperméables (u.n = 0), et il y a une chute de pression
(u = 0) du côté droit du domaine vers le côté gauche du domaine(u = 1) (voir Figures 10.5 et
10.6).
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Figure 10.6 – Solution sur le domaine décomposé
La fracture Ωε0 est très perméable (K0 = 2000, elle se laisse très facilement traverser). Une
chute de pression est imposée du haut vers le bas de la fracture (condition de Dirichlet), de sorte
que le fluide s’écoule le long de la faille, ainsi que de droite à gauche (Figure 10.6).
Quand ε tend vers 0, le problème (10.17) tend vers l’un des cas-tests proposé par Frih-Martin-
Roberts-Saada dans [47] :￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
div(−K∇u) = f sur Ω = Ωin ∪Ωex,
u = gd sur ∂Ωd,
u = gn sur ∂Ωn,[u] = 0 sur Γ,[K∇nu] − ∂s(α0(s)∂su) = 0 sur Γ.
(10.18)
avec pour domaine
Ω = ￿ Ωin = ]−1; 0[ × ]0; 1[ ,Ωex = ]0; 1[ × ]0; 1[ ,
et pour coeﬃcient Kin = Kex = 1, f = 0 sur Ωin ∪Ωex.
Γ a pour équation x = 0, son épaisseur d est de 0.001, et sa perméabilité K0 vaut 2000.
Comme précédemment, les hauts et les bas des deux sous-domaines sont imperméables, et il
y a une chute de pression du côté droit du domaine vers le côté gauche du domaine (Figure 10.7).
Les conditions aux bord gd et gn sont détaillées dans la Figure 10.7.
Les conditions de Dirichlet de la fracture sont imposées ponctuellement : il y a une chute
de pression du point supérieur de la fracture au point inférieur. Ainsi, le fluide a tendance à
s’écouler de droite à gauche et de circuler rapidement le long de la fracture (très perméable) de
haut en bas (Figure 10.8).
Il existe un échange de fluide entre la fracture et les sous-domaines : le fluide présent dans la
fracture entre dans Ωin par la partie supérieure de la faille, et le fluide provenant de Ωex pénètre
dans la fracture à proximité du fond. La vitesse normale est discontinue à travers la fracture.
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Figure 10.7 – Domaine réduit
Figure 10.8 – Solution sur le domaine réduit
Remarque 10.3. Dans la situation exposée dans l’article [47], les auteurs se sont placés dans
le cas où l’interface coïncide avec les lignes du maillage. Nous avons repris cette situation pour
être au plus près de leur configuration, et ainsi valider notre test de comparaison. Nous avons
également testé cette configuration lorsque Γ est indépendante de la position du maillage. Nous
avons aboutis aux mêmes résultats.
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Pour traîter les dérivées en temps de la forme
∂u
∂t
,
il existe de nombreux schémas : Euler implicite, Euler explicite, Crank-Nicholson, diﬀérentiation
rétrograde (Backward Diﬀerential Formula) d’ordre 2, d’ordre 3 ...
Les schémas d’Euler et Crank-Nicholson sont courants, nous proposons d’expliquer brievement
le principe de la méthode BDF d’ordre 2.
L’équation étudiée prend la variable u à l’instant n + 1 et utilise un schéma décentré vers l’ar-
rière pour approcher la dérivée en temps. Ce schéma fait intervenir deux pas de temps précédents :
(1) ∶ un = un+1 −△t∂un+1
∂t
+ △t22 ∂2un+1∂t2 +O(△t3),
(2) ∶ un−1 = un+1 − 2△ t∂un+1
∂t
+ 2△ t2∂2un+1
∂t2
+O(△t3).
où △t est le pas de temps considéré et un = u(n×△t). On combine ensuite les deux expressions
précédentes afin de faire disparaître les termes d’ordre 2, il vient alors :
∂un+1
∂t
= 1△t ￿32un+1 − 2un + 12un−1￿ +O ￿△t2￿ . (11.1)
L’erreur commise est donc en O ￿△t2￿.
Les schémas d’Euler implicite et BDF2 ont été mis en œuvre.
Bien que le schéma BDF2 soit reconnu pour sa robustesse, nous préférons choisir un schéma
d’Euler implicite pour simplifier la rédaction. Ce dernier fait intervenir seulement un pas de
temps précédent, ce qui limite les données stockées, devient alors un avantage, et est plus simple
à écrire.
Nous travaillerons avec une approximation conforme, en nous basant sur les travaux réalisés
dans les chapitres précédents.
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11.1 Problème modèle et formulation NXFEM
Considérons le problème (11.2) suivant :￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Φ∂u
∂t
− div (K∇u) = f dans ΩT ,
u(t, .) = 0 sur ΣT ,[u] = 0 sur ΓT ,[K∇nu] = 0 sur ΓT ,
u(0, .) = u0 dans Ωin ∪Ωex.
(11.2)
Pour T > 0 fixé,
ΩT ∶= (Ωin ∪Ωex) × ]0;T [ ,
ΣT ∶= ∂Ω × ]0;T [ ,
et
ΓT ∶= Γ × ]0;T ] .
Divisons l’intervalle ]0;T [ en M sous-intervalles et posons
△t = T
M
.
Nous pouvons par exemple assimiler ces équations à un problème d’écoulement monophasique
(une phase, un constituant) dans deux milieux diﬀérent. Le coeﬃcient de perméabilité K serait
discontinu le long d’une interface Γ, tout comme Φ le coeﬃcient de porosité du milieu. Ce dernier
sera positif et constant par sous-domaine, et prendra respectivement les valeurs Φin et Φex sur
chaque sous-domaine Ωin et Ωex.
À l’instant n + 1, la formulation variationnelle discrète du problème (11.2) est la suivante :
Pour uh, vh ∈ Vh, on définit la forme bilinéaire par :
aTh (uh, vh) ∶= ˆ
Ω
Φ uh△t vh dx + ah(un+1h , vh), (11.3)
où ah(⋅, ⋅) est la forme bilinéaire (6.4) , et pour vh ∈ Vh, la forme linéaire s’écrira :
lT (vh) ∶= ˆ
Ω
Φ u
n
h vh△t + l(vh), (11.4)
où l(⋅) est la forme linéaire (6.5) avec f pris à l’instant n + 1.
On cherchera uh ∈ Vh tel que
aTh (uh, vh) = lT (vh).
uh sera alors une approximation de u ((n + 1)δt; ⋅) .
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11.2 Résultats numériques
Considérons le problème￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Φ∂u
∂t
− div (K∇u) = f dans (Ωin ∪Ωex) × [0;T ] ,
u(t, .) = uD sur ∂Ωex × ]0;T [ ,[u] = 0 sur ΓT ,[K∇nu] = 0 sur ΓT ,
u(0, .) = u0 dans Ωin ∪Ωex.
(11.5)
Figure 11.1 – Domaine de simulation
Nous travaillons sur le domaine fixe Ω = [0; 300] × [0; 50] (voir Figure 11.1), l’interface Γ est
une ellipse, indépendante du temps et est décrite par l’équation :
(Γ) ∶ (x − 150)21002 + (y − 25)2102 − 1 = 0.
Nous fixons :
Paramètres Ωex Ωin
K 10 1
Φ 0.5 0.3
Table 11.1: Données du problème 11.2
Les conditions aux limites sont de type Dirichlet en x = 0 et x = 300 :
￿ u(t, x = 0) = 100,
u(t, x = 300) = 0,
et de type Neumann en y = 0 et y = 50, pour t ∈ ]0;T [. La condition initiale est donnée par
u0 = 0.
Les données nous indiquent que le domaine Ωex est plus perméable et plus poreux que le
domaine Ωin. Le fluide doit donc s’y déplacer plus rapidement. Compte tenu de la forte perméa-
bilité de Ωin, la plus grande partie du fluide contournera ce domaine .
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(a) t = 0s (b) t = 5s
(c) t = 12s (d) t = 25s
Figure 11.2 – Vitesse de filtration au cours du temps
La Figure 11.2 illustre les propos précédents, en montrant les vitesses de filtration (−Ku).
La Figure 11.3 propose les variations du champs de "pression" au cours du temps.
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(a) t = 0s (b) t = 5s
(c) t = 12s (d) t = 25s
Figure 11.3 – Variation du champs de pression
142 CHAPITRE 11. PROBLÈME INSTATIONNAIRE
Chapitre 12
Problème de
dif fusion-convection
Sommaire
12.1 Étude préliminaire et choix d’approximation . . . . . . . . . . . . . . . 143
12.2 Problème modèle et formulation NXFEM . . . . . . . . . . . . . . . . . 145
12.3 Résultats numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
12.3.1 Test de validation et de comparaison . . . . . . . . . . . . . . . . . . . . . 147
Le terme de convection intervient dans de nombreux problèmes comme celui de Navier-Stokes,
sous la forme
u.∇u,
où u est le champ de vitesse.
Ce terme dégénère rapidement et il nécessite une stabilisation indépendemment des autres
termes. Il existe une littérature abondante sur les diverses méthodes de stabilisation (SUPG,
Godunov, ...), néanmoins cela reste un sujet de recherche très actif.
Pour mieux comprendre le comportement de ce terme en vue de l’adapter en domaine fracturé,
nous proposons de l’étudier sous la forme simple
β.∇u,
où β est connu, constant, et représente la vitesse de transport, dans l’équation de diﬀusion-
convection suivante, à conection dominante :
￿ −K△ u + β.∇u = f dansΩ.
12.1 Étude préliminaire et choix d’approximation
On rappelle par un exemple simple le comportement de quelques méthodes de résolution,
indépendamment de toutes interfaces. Considérons un problème de transport pur (12.1), illustré
par la Figure 12.1 : ￿￿￿￿￿￿￿￿￿
β.∇u = 0 dans Ω,
u = 0 sur Γ1,
u = 1 sur Γ2. (12.1)
où β = (1, −1), Ω est le carré unité, et
Γ1 = {0} × ￿12; 1￿ ∪ [−1; 1] × {1}, Γ2 = {0} × ￿0; 12￿ .
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On définit la frontière entrante ∂Ω− par
∂Ω− = {x ∈ ∂Ω ; β.n(x) < 0} = Γ1 ∪ Γ2,
et sortante
∂Ω+ ∶= {x ∈ ∂Ω ; β.n(x) ≥ 0}.
Les conditions aux limites sont imposées seulement sur Γ1 ∪ Γ2 = ∂Ω−.
Figure 12.1 – Illustration
Nous souhaitons observer comment les valeurs de u sont transportées par β. Quelle méthode
d’approximation élément fini est la mieux adaptée à notre problème ?
(a) CG1 (b) DG0
(c) DG1 (d) NC1
Figure 12.2 – Comparaison des approximations éléments finis sur le terme convectif β.∇u
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Sans stabilisation supplémentaire, l’approximation conforme (Figure 12.2(a)) présente de
fortes oscillations et les valeurs de u varient au-delà de 0 et de 1 (le principe du maximum n’est
pas vérifié). Cette méthode nécessite d’être stabilisée pour donner des résultats acceptables.
L’approximation Galerkin Discontinue de degré 0 (Figure 12.2(b)) est simple à mettre en
oeuvre et aboutit à un schéma monotone ce qui assure le respect du principe du maximum. On
observe néanmoins une forte diﬃsion vers la fin du mouvement.
La méthode Galerkin Discontinue de degré 1 (Figure 12.2(c)) est moins diﬃvise mais viole
du principe du maximum. On ajoute souvent des limitateurs de pente pour corriger ce défaut
qui peut le rendre instable. Mais cette correction n’est pas facile à mettre en oeuvre et dégrade
l’ordre du schéma.
De même, l’approximation non-conforme (Figure 12.2(d)) présente des similitudes avec la
méthode précédente. Remarquons néanmoins que les valeurs 0 et 1 sont légèrement dépassées
mais bien moins qu’en DG1.
L’idée de cette section est de mettre en place une interface modélisant la position du choc, et
et de la traiter par une formulation de type NXFEM. Ainsi, nous espèrons corriger les défauts
précédemment cités et améliorer les résultats.
12.2 Problème modèle et formulation NXFEM
Considérons le problème de transport (12.5) suivant :￿￿￿￿￿￿￿￿￿
β.∇u = f dans Ωin ∪Ωex,
u = g sur ∂Ω−,[β. nu] = 0 sur Γ. (12.2)
où β est un vecteur régulier.
On pose
∂Ω− = {x ∈ ∂Ω ; β.n(x) < 0}
l’ensemble des éléments du bord où le flux est entrant et
∂Ω+ = {x ∈ ∂Ω ; β.n(x) ≥ 0}
l’ensemble des éléments du bord où le flux est sortant, et on rappelle que n est la normale unitaire
extérieure au bord du domaine, ou bien la normale unitaire le long de l’interface Γ dirigée de Ωin
vers Ωex.
On définit l’espace d’approximation
Vh = ￿vh ∈ L2(Ω), vh￿K ∈ Rk(K) ,∀K ∈ Kh￿ , (12.3)
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où Rk est l’ensemble des polynômes Pk ou Qk, k ∈ N∗ le degré du polynôme, et
Vh ∶= {vh￿Ωin +wh￿Ωex , vh,wh ∈ Vh} . (12.4)
On utilisera les notations classiques :
ϕ+ = ￿ ϕ si ϕ > 0,0 si ϕ ≤ 0, ϕ− = ￿ 0 si ϕ ≥ 0,ϕ si ϕ < 0.
On propose de donner une formulation faible de ce problème, avec une méthode de stabi-
lisation décentrée, qui peut se généraliser au cas d’un beta non-constant (basée sur l’idée de
Lesaint-Raviart [58]). Décrivons le schéma proposé sur une maille K quelconque.
La formulation discrète que nous proposons est la suivante :
ah (uh, vh) = − ￿
K∈Kh
ˆ
K
1
2 (β.∇uhvh + uhβ.∇vh) dx + ￿
S∈S∂Ω+h
ˆ
S
1
2 (β.n)uh vh ds
+ ￿
S∈Sinth ∪Sinh ∪Sexh
ˆ
S
1
2 ￿(β.nS)+ uinh + (β.nS)− uexh ￿ [vh] ds
+ ￿
S∈SΓh
ˆ
S
1
2 ￿{β.nS}uinh + {β.nS}uexh ￿ [vh] ds,
et
l (vh) = − ￿
K∈Kh
ˆ
K
fvh dx − ￿
S∈S∂Ω−h
ˆ
S
1
2 (β.n) gvh ds.
Remarque 12.1. F (uh, nS , β) = ￿(β.nS)+ uinh + (β.nS)− uexh ￿ est appelé flux numérique.
Celui-ci remplace le terme β.nS [uhvh] (appelé flux physique) provenant directement de l’intégra-
tion par partie. Or ce terme n’est pas consistant, on le change donc arbitrairement par le flux
numérique.
Sur les arêtes intérieures non-coupées S inth et sur les arêtes intérieures coupées Sinh ∪Sexh , nous
utilisons un flux numérique de Steger-Warming [77].
Nous ajoutons de plus des termes de stabilisation pour aboutir à :
ah (uh, vh) = − ￿
K∈Kh
ˆ
K
￿12 (β.∇uhvh + uhβ.∇vh) + γ (β.∇uh) (β.∇vh)￿ dx
+ ￿
S∈S∂Ω+h
ˆ
S
1
2 (β.n)uhvh ds
+ ￿
S∈Sinth
ˆ
S
1
2 ￿￿(β.nS)uinh + (β.nS)uexh ￿ [vh] + 12 ￿β.nS ￿ [uh] [vh]￿ ds,
+ ￿
S∈SΓh
ˆ
S
1
2 ￿￿{β.nS}uinh + {β.nS}uexh ￿ [vh] + 12 ￿β.nS ￿ [uh] [vh]￿ ds,
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Notons qu’il existe d’autres schémas pour le flux numérique (Godunov, Lax-Friedrich), et
pour la stabilisation (Edge stabilization, LPS, CIP).
Lax-Friedrich, hll, hllc sont mis en oeuvre dans Concha, ainsi que les quatres stabilisations.
12.3 Résultats numériques
12.3.1 Test de validation et de comparaison
Considérons le problème (12.5) muni des données suivantes (Figure 12.3) :￿￿￿￿￿￿￿￿￿
β.∇u = f dans Ωin ∪Ωex,
u = g sur ∂Ω−,[β. nu] = 0 sur Γ, (12.5)
où Γ ∶ x − y + 0.5 = 0, Ω = [0; 1]2 , ￿→β = (1; 1) , g = ￿ 2 sur ∂Ω−in,1 sur ∂Ω−ex.
Figure 12.3 – Configuration
Les éléments finis choisis pour cette simulation sont de type conformes et de degré 1. Nous
avions vu dans l’étude préliminaire que ce choix n’était pas adapté, car il présente de fortes
oscillations et que le principe du maximum n’est pas conservé (voir Section 12.1). Avec le
traitement que nous avons proposé, nous retrouvons une solution régulière (Figure 12.4).
Remarque 12.2. Les simulations d’ordre supérieur, en conformes et Galerkin discontinues,
sont en cours de validation.
148 CHAPITRE 12. PROBLÈME DE DIFFUSION-CONVECTION
Figure 12.4 – Élévation de la solution
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Les réservoirs ne comportent que très rarement une seule faille ([59] , [67]), c’est même tout le
contraire : il y en plusieurs qui cohabitent ensemble, qui s’intersectent, de longueurs et d’épaisseurs
diﬀérentes ...
Nous présentons ici par le biais de quelques tests, les outils mis en place pour la prise en
compte d’un ensemble d’interfaces.
13.1 Détail de la mise en œuvre
La prise en compte d’une discontinuité sur un maillage triangulaire a été abordée dans la
Section 4.1, celle sur un maillage de quadrangulaires dans la Section 6.4.1.
Dans un premier temps, nous supposons que :
– Les discontinuités présentes sur le domaine sont chacune indépendantes de la position du
maillage,
– Une cellule du maillage ne peut contenir au plus qu’une interface (en particuliers, le
croisement d’interface n’est pas admissible pour le moment),
– Deux cellules voisines du maillage ne peuvent pas être coupées par des discontinuités
diﬀérentes.
Chaque discontinuité va être traîtée géométriquement de la même manière que précédemment.
Néanmoins, chacune d’entre elle ne voit que les deux sous-domaines qu’elle génère : la diﬃculté
principale réside donc dans la localisation et la séparation de tous les sous-domaines, en fonction
du nombre et de la position des interfaces.
Soit ndisc le nombre de discontinuités. Considérons un point M dans un des sous-domaines
noté Ωi, avec i = 0, .., ndisc. Pour trouver le domaine Ωi auquel le point M appartient, on cherche
le signe de fidisc(M), où fidisc est la description implicite de la discontinuité de numéro idisc, et
ceci pour les ndisc discontinuités.
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On obtient un ndisc-uplet (fndisc(M), ..., f0(M)) de valeurs 0 ou 1 : 0 lorsque fidisc(M) < 0
et 1 si fidisc(M) > 0.
Le n-uplet obtenu est vu comme un nombre écrit en base 2, que l’on convertit en base 10. On
ordonne finalement tous les conversions obtenues pour chaque sous-domaines, on trouve ainsi le
numéro i comme étant le i-ème dans la suite des nombres ordonnés.
Exemple 13.1. Pour 3 discontinuités (ne se croisant pas), on a 4 domaines. On aura donc 4
triplets de la forme (0,0,0) (0,0,1) (0,1,1) (1,1,1).
Le triplet (0,1,1) se traduira par f0(M) > 0, f1(M) > 0, f2(M) < 0.
Ce ndisc-uplet, vu en base 2, est converti de la manière suivante :
1 × 20 + 1 × 21 + 0 × 22 = 3.
Ce triplet donne 3 en base 10. Or, en base 10, les quatres triplets donnent les codes ordonnés
0, 1, 3 et 8.
Le code 3 correspond donc au domaine Ω3, le code 8 au domaine Ω4.
13.2 Résultats numériques
13.2.1 Test de validation
Le test de validation de cette partie n’est autre que celui que nous avons utilisé dans l’étude
du modèle asymptotique de failles (voir Section 10.5.2).
13.2.2 Transport 2D
Dans cet essai numérique, nous allons valider notre code au moyen du test "Rotating Cone".
Il s’agit d’un problème de convection dans un anneau dont nous n’en considèrerons que le quart
supérieur.
Le problème modèle utilisé pour cette simulation est le suivant :￿￿￿￿￿￿￿￿￿
β.∇u = f dans Ω0 ∪Ω1 ∪Ω2,
u = g sur ∂Ω−,[β. nu] = 0 sur Γ0 ∪ Γ1, (13.1)
où Ω = ]0; 1[2 , ￿→β (x, y) = (y;−x) , g = ￿ 1 sur ∂Ω−2 ,0.5 sur ∂Ω−1 ∪Ω−3 .
Les interfaces Γ0 et Γ1 ont pour équations respectives
x2 + y2 − 0.242 = 0, x2 + y2 − 0.742 = 0.
Les simulations sont eﬀectuées avec une méthode éléments finis conformes, de degré 1. Les
Figures 13.2 montrent quatres simulations sur un maillage uniformément raﬃné. Pour l’ensemble
des simulations, la solution est globalement harmonieuse. On observe néanmoins un peu de
diﬀusion le long de Γ1 sur les Figures 13.2(a) et 13.2(a). Le principe du maximum n’est pas
jamais vérifié, mais tend à l’être lorsque le maillage devient de plus en plus fin.
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Figure 13.1 – Configuration
(a) (b)
(c) (d)
Figure 13.2 – Validation : Rotating Cone sur maillage CC
13.2.3 Autres simulations
Les simulations sont eﬀectuées avec une méthode éléments finis conformes, de degré 1.
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En 2D
Le problème modèle utilisé pour cette simulation est le suivant :￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans 5￿
i=1Ωi,
u = gd sur ∂Ωd,
K∇nu = gn sur ∂Ωn,[u] = 0 sur 4￿
i=1Γi,[K∇nu] = 0 sur 4￿
i=1Γi,
(13.2)
où Ω = [0; 1]2 , f = 0, gn = 0 sur y = {0; 1} et
K = ￿￿￿￿￿￿￿￿￿￿￿￿￿
106 sur Ω1,
1 sur Ω2 ∪Ω5,
2 sur Ω3,
103 sur Ω4,
gd = ￿ 0 sur x = 0,1 sur x = 1.
Les interfaces ont pour équations (voir Figure 13.3) :
Γ1 ∶ x−0.1251y+0.6252 = 0, Γ2 ∶ x2+y2−0.2512 = 0, Γ3 ∶ x−0.41 = 0, Γ4 ∶ x+0.15y−0.751 = 0.
Figure 13.3 – Configuration
Une dernière simulation 2D, avec cette fois-ci quelques courbes de convergence pour k = 1.
Considérons le problème suivant :￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans 3￿
i=1Ωi,
u = 0 sur ∂Ω,[u] = 0 sur Γ1 ∪ Γ2,[K∇nu] = 0 sur Γ1 ∪ Γ2.
(13.3)
13.2. RÉSULTATS NUMÉRIQUES 153
Figure 13.4 – Élevation de la solution
Les données sont choisies de sorte que la fonction définie par
u(x, y) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
r2
K0
si r ≤ r0,
r2 − r20
K1
+ r20
K0
si r0 < r ≤ r1,
r2 − r21
K2
+ r21
K1
− r20
K1
+ r20
K0
si r > r1,
(13.4)
où r =￿x2 + y2, nous fixons r0 = 0.349 et r1 = 0.749 sur Ω =]0,1[2,
K = ￿￿￿￿￿￿￿￿￿
1 sur Ω1,
10 sur Ω2,
100 sur Ω3.
Les conditions de bord sont de type Dirichlet. Le second membre de cette solution exacte est
f = −4.
Les interfaces ont pour équations (Figure 13.5(a)) :
Γ1 ∶ x2 + y2 − r20 = 0, Γ2 ∶ x2 + y2 − r21 = 0.
La Figure 13.5(b) présente une élévation de la solution ainsi que la position des interfaces.
Celle-ci nous permet de confirmer le comportement attendu de la solution dans les diﬀérents
sous-domaines.
La Figure 13.6 expose les courbes de convergences de la norme énergie, de la norme-L2
ainsi que de l’estimateur d’erreur, obtenus pour cette simulation. Nous retrouvons les ordres de
convergence optimaux pour chacun d’entre eux.
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(a) Configuration (b) Élevation de la solution
Figure 13.5 – Visualisation de la solution et des interfaces
Figure 13.6 – Courbes de convergences
En 3D
Le problème modèle utilisé pour cette simulation est une généralisation 3D du précédent :
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans 4￿
i=1Ωi,
u = gd sur ∂Ωd,
K∇nu = gn sur ∂Ωn,[u] = 0 sur 3￿
i=1Γi,[K∇nu] = 0 sur 3￿
i=1Γi
(13.5)
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où Ω = [−1;+1]3 , f = 0, et
K = ￿￿￿￿￿￿￿￿￿￿￿￿￿
1000 sur Ω1,
10000 sur Ω2
1 sur Ω3,
10 sur Ω4.
Les conditions de bord gd et gn sont de même nature que dans la (première) simulation
précédente.
Les interfaces ont pour équations (Figure 13.7) :
Γ1 ∶ x20.412+ y20.412+ z20.312−1.0 = 0, Γ2 ∶ x+0.1y+0.2z−0.6511 = 0, Γ3 ∶ x+0.5z+0.8511 = 0.
Figure 13.7 – Configuration
La Figure 13.8(a) présente une coupe de la solution et des interfaces suivant le vecteur (0, 0, 1)
et passant par (0,0,0). La Figure 13.8(b) montre une tranche de la solution dans les diﬀérents
domaines, suivant le vecteur (0,0,1) passant par (0,0,0).
La Figure 13.9 est une courbe obtenue à l’aide d’une coupe le long de la droite transversale
passant par les points (−1,0,0) et (0,0,1) (Plot over line). Cette dernière nous permet de
confirmer le comportement attendu de la solution dans les diﬀérents sous-domaines.
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(a) Coupe (b) Tranche
Figure 13.8 – Visualisation de la solution et des interfaces
Figure 13.9 – Plot Over Line
Chapitre 14
Perspectives
✑ Une première phase consisterait à améliorer l’étude du problème de transport, tant dans
son développement propre que dans l’évolution des problèmes (advection-convection, en insta-
tionnaire). Ces problèmes ont été étudiés avec la méthode XFEM (voir par exemple [56]) et il
serait intéressant de comparer les deux méthodes.
✑ Toujours en vue de comparer nos travaux à la méthode XFEM, l’étude d’un problème où
l’interface s’arrêterait en plein milieu du domaine est un joli défi. Elle pourrait avoir ou non une
épaisseur, créant ainsi une sigularité.
Une première idée consiterait à prolonger la discontinuité (si cela est possible) afin de se ramener
à un cas déjà étudié. Sur la partie prolongée, imposer des conditions de raccord pour la fondre
dans le domaine. Sur la partie discontinue, écrire une formulation de Nitsche. Quant au point
singulier (limite entre la partie discontinue et la partie prolongée), l’idée de fait varier linéaire le
coeficient K autour de la singularité serait peut-être une piste à développer ...
✑ A ce stade, j’aimerai également étudier et adapter la méthode NXFEM aux équations
de Darcy et de Navier-Stokes. Pour cela, il est important de voir les couplages qu’il existe
entre les diﬀérentes variables, les choix judicieux à faire concernant les éléments finis, et écrire
soigneusement la formulation de Nitsche pour ces équations.
✑ Autre point sur lequel j’aimerai me pencher, c’est celui des interfaces mobiles ! On les
retrouve dans les problèmes de surfaces libres (air-eau), de propagation d’ondes, dans les pro-
gressions de failles au sein d’un milieu (fissuration du béton), dans les déformations ou les
déplacements d’objets.
✑ Il y a également un joli intérêt à adapter le principe de la méthode NXFEM en volumes
finis. Notons que l’appellation FEM n’aurait plus vraiment de sens, on parlerait sans doute de
NXFVM : Nitsche eXtended Finite Volume Methods ...
La méthode volumes finis est la plus utilisée dans le milieu prétrolier, elle est confortable pour la
simulation d’écoulement dans des réservoirs de plusieurs km3 de dimensions. En revanche, pour
la prise en compte des failles, il leur faut raﬃner énormément pour que son épaisseur coïncide
avec une ou plusieurs cellules du maillage. Ce processus tend à transformer les maillages, ils en
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sont déstructurés, non conformes, déformés.
Adapter la méthode NXFEM permettrait d’utiliser des maillages cartésiens, de ne plus avoir à
raﬃner énormément et je pense même qu’en généralisant l’étude faite sur les problèmes asympto-
tiques (voir Chapitre 10), il y aurait un joli potentiel à exploiter.
Nous commencerions par un modèle un peu plus simple que celui du Black-Oil : Modèle
Dead-Oil. Il s’agit d’un modèle où un fluide diphasique Eau-Huile immiscible et incompressible
s’écoule au travers d’un milieu poreux isotrope 1 Ω.
La géométrie du domaine est fixe au cours du temps, et l’immiscibilité de l’Eau et l’Huile forme
une interface Γ. La porosité et la perméabilité du milieu ne dépendent que de la variable d’espace
et nous notons T la durée de l’écoulement.
Dans le prolongement des raisonnements que nous avons eﬀectué au cours de ce manuscrit, il
nous faudra dans un premier temps établir des hypothèses et des conditions entre le maillage et
l’interface. Les travaux de Eymard-Gallouet-Herbin [46] et de Chernogorova-Ewing-Iliev-Lazarov
en 2002 [24] pourront sans doute nous aider à poser une discrétisation admissible.
1. Milieu dans lequel les propriétés physiques (indice de réfraction, élasticité, ...) et chimiques (densité, concen-
tration...) sont les mêmes dans toutes les directions de l’espace.
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Annexe A
Maillage, Notations et
éléments f inis
Afin d’aspirer à une bonne lecture de ce manuscrit, nous proposons dans cette annexe quelquesrappels et outils élémentaires sur les notions de maillage et raﬃnement de maillages, ainsiq
que d’éléments finis dont nous avons besoin.
Les références [42, 43, 32, 41] complèteront confortablement ces rappels.
A.1 Notations liées au maillage
Nous rappelons ici le cadre et les définitions liés au maillage.
Soit Ω un ouvert borné de RN , polyédrique, et on considère H une famille de maillage.
Définition A.1. Maillage
Un maillage particulier est un élément h ∈H.
Un maillage h de Ω est une décomposition finie de Ω en sous-domaine K, polyédriques, de formes
simples.
Un maillage consiste en :
– un ensemble de cellules (cell) Kh (K ∈ Kh),
– un ensemble de noeuds (nodes) Nh (P ∈Nh),
– un ensemble de côtés/faces (sides) Sh (S ∈ Sh),
tels que :
Ω = ∪
K∈KhK.
Remarque A.1. En 3D, on complète le maillage h d’un ensemble de côtés (d’arêtes - edges) Eh
(E ∈ Eh).Eh et Sh désignent les mêmes objets en 2D.
Pour tout K1,K2 ∈ Kh, on ait soit :
– K1 ∩K2 =K1,
– K1 ∩K2 =K2,
– K1 ∩K2 ∈ Sh,
– K1 ∩K2 ∈ Eh,
– K1 ∩K2 ∈Nh,
– K1 ∩K2 = ￿.
Définition A.2. Maillage conforme
Un maillage est dit conforme si :
S1, S2 ∈ Sh, S1 ⊂ S2 ￿⇒ S1 = S2.
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S∂h ensemble des faces du bord
Sinth ensemble des faces intérieures
E∂h ensemble des arêtes du bord
E inth ensemble des arêtes intérieurs
Dans ce manuscrit, on ne travaille que sur des maillages conformes.
On complète les notations précédentes :
La géométrie d’une cellule K ∈ Kh nous permet de décrire le maillage h :
Définition A.3. Diamètre
dK = diam(K) = max
x,y∈K￿x − y￿
On note :
dh = max
K∈KhdK
dh caractérise la finesse du maillage.
Remarque A.2. dh est noté parfois par h.
Définition A.4. Rondeur
ρk =max
B⊂K diam(B)
Dans ce manuscrit, on ne travaille qu’avec des familles de maillages régulière.
Définition A.5. Famille de maillages régulière
Une famille de maillages H est dite régulière si :
sup
h⊂H maxK⊂Kh
dK
ρK
<∞
ie ∃σ > 0,∀h ∈H ∶ dK
ρk
≤ σ,∀K ∈ Kh
A.2 Éléments Finis
Pour tout rappel sur les éléments finis, nous proposons de vous référer aux livres [42, 41].
Annexe B
Démonstrations des principaux
résultats NXFEM
Dans cette annexe, on rappelle que l’on travaille avec le problème (2.1) :￿￿￿￿￿￿￿￿￿￿￿￿￿
div (−K∇u) = f dans Ωin ∪Ωex,
u = 0 sur ∂Ω,[u] = 0 sur Γ,[K∇nu] = gN sur Γ. (B.1)
et ah est de la forme : pour i = in, ex
Trouver uh ∈ Vh tel que ∀vh ∈ Vh :
ah (uh, vh) = ￿Ki∇uih,∇vih￿Ωin∪Ωex − ([uh] ,{K∇nvh})Γ − ({K∇nuh} , [vh])Γ + (γ [uh] , [vh])Γ.(B.2)
et
L (vh) = (f, vh)Ω + ￿κexgN , vinh ￿Γ + (κingN , vexh )Γ. (B.3)
avec Vh = Vinh ×Vexh :
Vih ∶= ￿φi ∈H1 (Ωi) ∶ φi￿Ki est linéaire ,φi￿∂Ω = 0￿ , i = {in, ex} .
B.1 Coercivité de ah
Lemme B.1. Coercivité de ah
La forme discrète ah (⋅, ⋅) est coercive sur Vh :
ah (vh, vh) ≥ C ￿￿￿vh￿￿￿, ∀vh ∈ Vh, (B.4)
sous réserve que γ soit pris suﬃsamment grand. On a également continuité :
ah (u, v) ≤ C ￿￿￿u￿￿￿￿￿￿v￿￿￿, ∀u, v ∈ V, (B.5)
avec
– ￿φ￿21￿2,h,Γ ∶= ￿
K∈Kcuth
1
dK
￿φ￿20,ΓK
– ￿φ￿2−1￿2,h,Γ ∶= ￿
K∈Kcuth dK￿φ￿20,ΓK
– ￿￿￿φ￿￿￿2 ∶= ￿∇φ￿20,Ωin∪Ωex + ￿{∇nφ} ￿2−1￿2,h,Γ + ￿ [φ] ￿21￿2,h,Γ
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Remarque B.1. (u,φ)Γ ≤ ￿φ￿21￿2,h,Γ￿φ￿2−1￿2,h,Γ
Avant d’établir la preuve de ce Lemme, nous avons besoin de l’inégalité suivante :
Lemme B.2. Inégalité inverse
Pour vh ∈ Vh, on a l’inégalité inverse suivante :￿{∇nvh} ￿2−1￿2,h,Γ ≤ CI￿∇vh￿20,Ωin∪Ωex
Démonstration. Inégalité inverse
On rappelle que le maillage considéré est une famille de triangulations et ue nous travaillons
avec des éléments finis de degré 1. De plus, la transformation (qui permet de passer de l’élément
de référence à l’élément physique) est linéaire. Dans cette configuration, les équivalences de
normes peuvent être calculées sur l’élément de référence (ce qui se fait d’ordinaire) ou directement
sur l’élément physique. Les calculs qui vont suivre sont eﬀectués directement sur l’élément physique.
D’après les définitions ci-dessus, on sait que :
￿{∇nvh} ￿2−1￿2,h,Γ = ￿
K∈Kcuth dK￿{∇nvh} ￿20,ΓK
et
dK￿{∇nvh} ￿20,ΓK ≤ dK￿κin∇nvinh ￿20,ΓK + dK￿κex∇nvexh ￿20,ΓK
Ainsi, puisque vh ∈ Vh est linéaire sur chaque sous-partie Ki, i = {in, ex}, nous avons :
dK￿κi∇nvih￿20,ΓK ≤ dKκ2i ￿ΓK ￿￿∇vih￿2
or
dKκ
2
i ￿ΓK ￿￿∇vih￿2 = dKκ2i ￿ΓK ￿￿Ki￿ ￿∇vih￿20,Ki
= dK ￿Ki￿2￿K ￿2 ￿ΓK ￿￿Ki￿ ￿∇vih￿20,Ki
= dK ￿ΓK ￿￿Ki￿￿K ￿2 ￿∇vih￿20,Ki
En utilisant les arguments suivants :
￿ΓK ￿ ≤ dK , ￿Ki￿ ≤ d2K , ￿K ￿ ≥ Cd2K pour un maillage non-dégénéré,
on obtient :
dKκ
2
i ￿ΓK ￿￿∇vih￿2 ≤ C￿∇vih￿20,Ki
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Enfin, en sommant sur tous les éléments, il vient :
￿{∇nvh} ￿2−1￿2,h,Γ ≤ CI￿∇vh￿20,Ωin∪Ωex , vh ∈ Vh
Démonstration. Coercivité de ah
La continuité de ah ((2.19) et (B.5)) découle directement des définitions.
Pour prouver la coercivité, par définition de ah (2.14) et ∀vh ∈ Vh on a :
ah (vh, vh) = ￿K∇vih,∇vih￿Ωin∪Ωex − ([vh] ,{K∇nvh})Γ − ({K∇nvh} , [vh])Γ + (γ [vh] , [vh])Γ,
= ￿K1￿2∇vh￿20,Ωin∪Ωex − 2 ([vh] ,{K∇nvh})Γ + ￿γ1￿2 [vh] ￿20,Γ.
D’après l’inégalité de Cauchy-Schwarz [19] et les définitions précédentes des normes, on
obtient :
ah (vh, vh) ≥ ￿K1￿2∇vh￿20,Ωin∪Ωex − 2￿ [vh] ￿1￿2,h,Γ￿{K∇nvh} ￿−1￿2,h,Γ + ￿γ1￿2 [vh] ￿20,Γ
En utilisant l’inégalité de Young 1, on a pour tout ￿ > 0 :
ah (vh, vh) ≥ ￿K1￿2∇vh￿20,Ωin∪Ωex − 1￿ ￿{K∇nvh} ￿2−1￿2,h,Γ − ￿￿ [vh] ￿21￿2,h,Γ + ￿γ1￿2 [vh] ￿20,Γ
Par définition de ￿ ⋅ ￿21￿2,h,Γ et ￿ ⋅ ￿20,Γ, il vient :
ah (vh, vh) ≥ ￿K1￿2∇vh￿20,Ωin∪Ωex − 1￿ ￿{K∇nvh} ￿2−1￿2,h,Γ − ￿K∈Kcuth ￿dK ￿ [vh] ￿20,ΓK + ￿γ1￿2 [vh] ￿20,Γ
≥ ￿K1￿2∇vh￿20,Ωin∪Ωex − 1￿ ￿{K∇nvh} ￿2−1￿2,h,Γ − ￿K∈Kcuth ￿dK ￿ [vh] ￿20,ΓK + ￿K∈Kcuth γ￿ [vh] ￿20,ΓK
≥ ￿K1￿2∇vh￿20,Ωin∪Ωex − 1￿ ￿{K∇nvh} ￿2−1￿2,h,Γ + ￿K∈Kcuth ￿γ − ￿dK ￿￿ [vh] ￿20,ΓK
1. ∀￿ > 0 ∶ ab ≤ a22￿ + ￿b22
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En appliquant le Lemme B.2 avec φ = Kvh :
ah (vh, vh) ≥ ￿K1￿2∇vh￿20,Ωin∪Ωex + ￿−2￿ + 1￿￿￿{K∇nvh} ￿2−1￿2,h,Γ + ￿K∈Kcuth ￿γ − ￿dK ￿￿ [vh] ￿20,ΓK
≥ ￿K1￿2∇vh￿20,Ωin∪Ωex − 2CImax{Kin￿ex}￿ ￿k1￿2∇vh￿20,Ωin∪Ωex + 1￿ ￿{K∇nvh} ￿2−1￿2,h,Γ+ ￿
K∈Kcuth ￿γ − ￿dK ￿￿ [vh] ￿20,ΓK
≥ 12￿K1￿2∇vh￿20,Ωin∪Ωex + ￿12 − 2CImax{Kin￿ex}￿ ￿￿K1￿2∇vh￿20,Ωin∪Ωex + 1￿ ￿{K∇nvh} ￿2−1￿2,h,Γ+ ￿
K∈Kcuth ￿γ − ￿dK ￿￿ [vh] ￿20,ΓK
Ainsi, en prenant ￿ = 4CImax{Kin￿ex}, la coercivité est assurée si γ￿K = εdK avec ε > ￿.
B.2 Consistance
Lemme B.3. Consistance
Le problème discret (2.13) est consistant, dans le sens où :￿￿￿￿￿￿￿￿￿
pour u solution de (2.1) :
ah (u, vh) = L (vh) , ∀vh ∈ Vh
Démonstration. Consistance
Pour u solution de (2.1), on remarque que l’on peut écrire :
gN − {K∇nu} = (κin + κex) gN − {K∇nu} − κin (gN − [K∇nu])
= κingN + κexgN − {K∇nu}−κingN + κin [K∇nu]
= κexgN❤❤❤❤❤❤❤−κinKin∇nuin − κexKex∇nuex❤❤❤❤❤❤❤+κinKin∇nuin − κinKex∇nuex
= κexgN − (κex + κin)Kex∇nuex
= κexgN −Kex∇nuex. (1)
ainsi que, avec les mêmes arguments :
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gN − {K∇nu} = (κin + κex) gN − {K∇nu} + κex (gN − [K∇nu])
= (1 + κex) gN −Kin∇nuin (2)
On peut alors exprimer {K∇nu} de la sorte :
{K∇nu} = κingN +Kex∇nuex (1)
= Kin∇nuin − κexgN (2) (B.6)
De plus, comme [u] = 0, en utilisant B.6 il vient :
ah (u, vh) = (K∇u,∇vh)Ωin∪Ωex❤❤❤❤❤❤❤❤❤− ([u] ,{K∇nvh})Γ − ({K∇nu} , [vh])Γ❤❤❤❤❤❤❤❤+ (γ [u] , [vh])Γ
= (K∇u,∇vh)Ωin∪Ωex − ￿{K∇nu} , vinh − vexh ￿Γ
= (K∇u,∇vh)Ωin∪Ωex − ￿Kin∇nuin − κexgN , vinh ￿Γ + (κingN +Kex∇nuex, vexh )Γ
Finalement appliquant la formule de Green, on obtient le résultat annoncé :
ah (u, vh) = − (∇ ⋅ (K∇u) , vh)Ωin∪Ωex + ￿κexgN , vinh ￿Γ + (κingN , vexh )Γ
= (f, vh)Ω + ￿κexgN , vinh ￿Γ + (κingN , vexh )Γ
= L (vh)
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Annexe C
Analogue du lemme de
Warburton-Hesthaven
Une généralisation du lemme de Warburton-Hesthaven a été donnée dans la Partie 2. Cetteannexe propose d’énoncer un résultat plus général, pour tous polytopes convexes.
Les théorèmes suivants ont été écrits et démontrés par Alexei Lozinski, Professeur de Mathé-
matiques à l’Université de Franche-Comté et rapporteur de ce manuscrit.
Théorème C.1. Soit D un polytope convexe en dimension N et S l’un de ces bords. Soit
p ∶ RN → R un polynôme de degré inférieur ou égal à k. Alors
￿p￿0,S ≤ C ￿S￿1￿2￿D￿1￿2 ￿p￿0,D, (C.1)
où C > 0 est une constante dépendant seulement du degré k et de la dimension N .
La démonstration de ce théorème est présentée comme une série de petits Lemmes :
Lemme C.2. Soient p ∶ R→ R un polynôme de degré inférieur ou égal à k, N ∈ N et L > 0. Alors
p2(0) ≤ C ´ L0 xN−1 p2(x)dx
LN
, (C.2)
où C > 0 est une constante dépendant seulement du degré k et de la dimension N .
Démonstration. Démonstration de Lemme C.2.
Posons q(x) = p(Lx). Comme toutes les normes sur Pk (espace des polynômes de degré inférieur
ou égal à k) sont équivalentes, on a￿q￿L∞(0,1) ≤ C ￿xN−12 q￿L2(0,1),
avec C constante dépendant de k et N . En posant le changement de variable x = Ly, il vient
p2(x) = q2(0) ≤ ￿q￿L∞(0,1) ≤ C2 ˆ 1
0
yN−1q2(y)dy = C2 ´ L0 xN−1 p2(x)dx
LN
.
Lemme C.3. Soient D un polytope convexe en dimension N et p ∶ RN → R un polynôme de
degré inférieur ou égal à k. Alors
￿p￿∞,D ≤ C ￿p￿0,D￿D￿1￿2 , (C.3)
où C > 0 est une constante dépendant seulement du degré k et de la dimension N .
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Démonstration. Démonstration de Lemme C.3.
Soit un point x∗ le maximum de ￿p￿ atteint sur D. Sans perdre en généralité, on peut supposer
que x∗ = 0. Tout point x ∈ RN peut être représenté comme x = rσ où r = ￿x￿ et σ un point situé
sur la sphère unité S. r et σ peuvent être assimilées aux coordonnées polaires généralisées d’un
point x.
Comme D est convexe et x∗ = 0 appartient à D, le polytope peut être représenté par
D = ￿x = rσ ∶ σ ∈ SD et r ∈ [0, Lσ]￿ ,
où SD est une partie de la sphère unité et Lσ est un nombre positif ou nul pour tout σ ∈ SD. La
formule d’un élément de volume en coordonnées polaires est donnée par :
dx = rN−1 drdσ,
où dσ correspond à l’élément de surface sur la sphère unité. Ainsi
￿D￿ = ˆ
SD
ˆ Lσ
0
rN−1drdσ = ˆ
SD
LNσ
N
dσ.
Posons pσ(r) = p(rσ) pour tout σ ∈ S. pσ est un polynôme d’une variable de degré inférieur
ou égal à k et nous avons grâce au Lemme C.2
p2σ(0)LNσ ≤ C ˆ
SD
ˆ Lσ
0
p2(rσ) rN−1 drdσ = C ˆ
D
p2(x)dx.
Le premier terme de l’expression ci-dessus est aussi égal à p2(0)N ￿D￿ et p2(0) = ￿p￿∞,D, ce
qui permet de démontrer le Lemme.
En utilisant les Lemmes precédents, on obtient
￿p￿0,S ≤ C ￿S￿1￿2 ￿p￿∞,D,≤ C ￿S￿1￿2￿D￿1￿2 ￿p￿0,D,
correspondant au Théorème 6.13.
Annexe D
Rappels uti les
D.1 Opérateurs diﬀérentiels
Cette annexe a pour but de rappeler les définitions des principaux opérateurs diﬀérentielsemployés dans ce manuscrit.
Pour une dimension N , soient u = (u1, ..., uN)t ∈ RN , n = (n1, ..., nN)t ∈ RN la normale, on a :
∇ = ￿ ∂
∂xin
, ...,
∂
∂xN
￿t , ∇n = n ⋅ ∇ = ∂n
△u = div (∇u) = ∇2u = N￿
i=1
∂2u
∂x2i
, div (u) =￿→∇ ⋅ u = N￿
i=1
∂ui
∂xi
D.2 Espaces fonctionnels
Nous rappelons ici les espaces qui ont été systématiquement utilisés dans ce manuscrit [72, 30].
Soit Ω un ouvert connexe de R2 de fontière régulière ∂Ω. On note :
H1(Ω) = ￿u ∈ L2(Ω); ∂u
∂xi
∈ L2(Ω) , i = 1,2￿ ,
H2(Ω) = ￿u ∈ L2(Ω); ∂u
∂xi
∈ L2(Ω) ; ∂u
∂xi ∂xj
∈ L2(Ω) , i, j = 1,2￿ ,
H2(Ω) = ￿u ∈ L2(Ω); ∂u
∂xi
∈ L2(Ω) ; ∂u
∂xi ∂xj
∈ L2(Ω) , i, j = 1,2￿ ,
D.3 Un exemple classique d’estimateur d’erreur par résidu
Considérons le cas classique d’élément finis conforme pour l’équation de Poisson :
￿ −△ u = f dans Ω,
u = 0 sur ∂Ω, (D.1)
de formulation faible standard :￿￿￿￿￿￿￿￿￿￿￿￿￿
Trouver u ∈ V =H10 (Ω) tel que :
ˆ
Ω
∇u ⋅ ∇v dx = ˆ
Ω
fv dx, ∀v ∈ V, (D.2)
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Supposons f ∈ L2 (Ω). Soit h un maillage triangulaire régulier, et k ≥ 1 un entier donné.
L’espace classique élément fini conforme est défini par :
Vh ∶= ￿vh ∈ V ∶ vh￿K ∈ P k(R2) , ∀K ∈ Kh￿ . (D.3)
où P k(R2) est l’espace des polynomes de degré maximal k en dimension 2.
La formulation discrète s’écrit :￿￿￿￿￿￿￿￿￿￿￿￿￿
Trouver uh ∈ Vh tel que :
ˆ
Ω
∇uh ⋅ ∇vh dx = ˆ
Ω
fvh dx, ∀vh ∈ Vh, (D.4)
Soit v ∈ V . On a pour n’importe quel vh ∈ Vh :
￿∇(u − uh),∇v￿ = ￿∇(u − uh),∇(v − vh)￿
= ￿f, v − vh￿ − ￿∇uh,∇(v − vh)￿
= ￿
K∈Kh ￿
ˆ
K
(f +△uh) (v − vh) dx + 12
ˆ
∂K￿∂Ω ￿∂uh∂n ￿ (v − vh)ds￿
On constate deux types de résidus :
– f +△uh est un résidu ponctuel,
– ￿∂uh
∂n
￿ est une mesure de la régularité de la solution discrète.
Une estimation d’erreur a posteriori a pour but de borner
￿
K∈Kh ￿
ˆ
K
(f +△uh) (v − vh) dx + 12
ˆ
∂K￿∂Ω ￿∂uh∂n ￿ (v − vh)ds￿ (D.5)
par une expression du type
￿∇(u − uh),∇v￿ ≤ C1 ￿￿ ￿K∈Kh η2K￿￿
1￿2 ￿∇v￿.
En prenant v = u − uh, on obtient une borne supérieure
￿∇ (u − uh) ￿ ≤ C1 η2h, η2h = ￿￿ ￿K∈Kh η2K￿￿
1￿2
. (D.6)
Le moyen le plus simple pour obtenir le résultat (D.6) est d’utiliser les inégalités triangulaires
et de Cauchy-Schwarz pour borner par les termes de (D.5). En choisissant vh comme l’interpolé
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de Clément [27] de v (notons qu’il n’est pas possible d’utiliser l’pérateur d’interpolation naturel),
on obtient :
ηK ∶= ￿d2K ￿f +△uh￿2K + dK4 ￿ ￿∂uh∂n ￿ ￿2∂K￿∂Ω￿1￿2 . (D.7)
La constante C1 est alors liée aux constantes dans l’estimation d’erreur d’interpolation de
l’opérateur de Clément.
Cette estimation a été introduite dans [5] et a été généralisée à d’autres équations dans
[36, 37, 38, 39, 40]. Il s’agit de l’estimateur utilisé dans la plupart des travaux sur la convergence
et l’optimalité.
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