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Les images de synthèse sont désormais omniprésentes dans les domaines de
création artistique, en particulier celui du cinéma. Dans ce cadre, un infographiste
modélise une scène virtuelle, qui est ensuite rendue par un algorithme spécialisé,
appelé moteur de rendu, pour produire une image résultat, le rendu. La descrip-
tion de la scène et l’algorithme de rendu reposent tous deux sur des modèles phy-
siques aﬁn d’assurer un résultat réaliste. Cependant, l’infographiste ne recherche
pas seulement un résultat réaliste mais aussi un objectif artistique, relatif à l’œuvre
concernée. Cet objectif artistique peut être en opposition avec le réalisme physique
du rendu, de la même manière qu’en peinture, des techniques comme le clair-obscur
ne correspondent pas à une réalité physique mais répondent à un objectif artistique
précis.
Dans cette thèse, nous commençons par déﬁnir la problèmatique de contrôle
artistique du rendu en synthèse d’images et établissons trois critères d’évaluation
des méthodes d’édition du rendu.
Nous proposons une taxonomie caractérisant les diﬀérents paradigmes d’ap-
proches permettant de contrôler le rendu. Dans nos travaux, nous nous intéressons
aux approches comportementales permettant de répondre équitabement à tous
les critères d’évaluation retenus. Ces méthodes agissent sur le comportement du
transport lumineux.
Suivant cette approche, nous proposons un formalisme théorique d’édition du
rendu par téléportation du transport lumineux, que nous intégrons aux équations
de radiométrie, bases des algorithmes de rendu.
Nous proposons ensuite une implémentation pratique, appelée portails, dans
laquelle le contrôle du transport se fait à l’aide d’un couple de surfaces, entrée
et sortie, représentant la téléportation dans l’espace 3D du transport lumineux.
Nous intégrons les portails à diﬀérents moteurs courants, et analysons les résultats
obtenus, à la fois nouveaux et en comparaison des travaux précèdents.
Finalement, nous proposons une analyse préliminaire de la structure de l’espace
des chemins et faisons un tour d’horizon des travaux futurs.




Nowadays, computer-generated imagery (CGI) is a standard in digital content
creation, as in the context of ﬁlm production. Visual artists design a model of the
virtual scene. The renderer, a speciﬁc software, then produces the resulting image,
called rendering. Both the 3D model and the renderer rely on physical laws in
order to give photorealism. However, for artistic purposes, the visual artist does
not necessarily seeks photorealism but is more inclined to care about artistic goals,
mostly based on the related work of art. These artistic goals may be in opposition
to physically-based rendering, in a similar way to techniques such as chiaroscuro
in painting which do not yield a photorealistic result but rather aim at a precise
artistic goal.
In this PhD thesis, we ﬁrst deﬁne the question of artistic control in rendering
and specify three criteria to evaluate editing techniques.
We propose a taxonomy to characterise the suitable paradigms to edit rende-
ring. In our work, we focus on behavioural approaches, which properly suit all
the evaluation criteria we deﬁned. These methods act on the behaviour of light
transport.
Following this approach, we propose a theoretical formalism to edit rendering
through the teleportation of light transport. We integrate this formalism in the
underlying concept of rendering techniques, the rendering equation.
We propose a practical tool we call RayPortals. Using RayPortals, the rendering
is edited using a pair of surfaces, input and output, deﬁning the teleportation in 3D
space of ligth transport. We integrate RayPortals in usual rendering techniques.
We compare to previous work and also show some novel results.
Ultimately, we propose a preliminary analysis of the path-space structure and
summarize the future works.
Keywords : Computer graphics, computer generated imagery, physically-based
rendering, editing, artistic control.
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La synthèse d’images est un procédé mêlant l’art et la science, ou, plus pré-
cisement, les arts visuels et les sciences dures. De manière formelle, la synthèse
d’images est déﬁnie comme "la création d’images numériques par application d’un
modèle physique" [1]. Ce processus se base, d’une part, sur une scène, un modèle
généralement en 3 dimensions décrivant les diﬀérents objets à rendre et, d’autre
part, sur un moteur de rendu, un programme informatique qui simule le comporte-
ment de la lumière dans l’espace virtuel et calcule l’image de synthèse résultante,
aussi appelée rendu.
La modélisation de la scène consiste en la déﬁnition exhaustive de l’ensemble
des objets contenus dans la scène, en précisant leur coordonnées dans l’espace,
leur surface (ou géométrie), ainsi que diﬀérentes propriétés sur les matériaux qui
les composent. Aﬁn qu’il y ait une simulation du trajet de la lumière, il faut
déﬁnir un ensemble d’objets émetteurs ainsi qu’un capteur qui, similairement à un
capteur photographique, capture la lumière et la convertit en image. Cette étape
de modélisation est réalisée par les infographistes, dont le rôle est similaire à celui
de réalisateur au cinéma ou de metteur en scène au théâtre, aux moyens de logiciels
spéciﬁques, appelés modeleurs, comme Blender [2] (Figure 1.1) ou Maya® [3].
Le moteur de rendu est un algorithme qui simule diﬀérentes lois de la physique
aﬁn de calculer le rendu correspondant à une scène. Certaines lois représentent
des comportements élémentaires et généraux de la lumière, comme par exemple la
propagation rectiligne dans l’espace, tandis que d’autres représentent des compor-
tements plus complexes et spéciﬁques, comme par exemple la transluminescence
de la lumière dans les surfaces translucides (subsurface scattering en anglais). Les
lois prises en compte dans un moteur de rendu dépendent de la capacité des pro-
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Figure 1.1 – Exemple de modélisation de scène, ici dans le logiciel Blender.
Figure 1.2 – Rendus avec (gauche) et sans (droite) prise en compte de la trans-
luminescence des surfaces.
grammeurs à les modéliser, du besoin de réalisme nécessaire et, bien évidemment,
du budget temps alloué au calcul (Figure 1.2).
De par la liberté dans le choix des objets, des matériaux et de manière générale
dans la mise en place de tous les éléments qui composent la scène, la synthèse
d’images se pose comme une alternative intéressante à la création de contenu
réel (décors, eﬀets spéciaux, etc.), notamment dans les domaines artistiques vi-
suels. Introduite dans les années 60, dès les prémices de l’informatique, la synthèse
d’images s’est progressivement imposée, grâce à l’amélioration continuelle de la
qualité des moteurs de rendu et des capacités de calcul. Elle est de nos jours un
outil omniprésent dans les domaines de création graphique comme le cinéma.
1.1.2 Besoin de réalisme
Dans des média de communication visuels tels que le cinéma, la photographie
ou la publicité, l’utilisation d’eﬀets spéciaux, qu’ils soient en images de synthèses
ou non, nécessite parfois un certain degré de réalisme. Les eﬀets spéciaux doivent
apparaitre réalistes aux yeux des spectateurs. Ce degré de réalisme peut porter sur
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Figure 1.3 – a) Eclairage direct. b) Eclairage direct et éclairage global.
la qualité intrinsèque de l’eﬀet, ainsi que sur sa qualité vis-à-vis du contenu réel
avec lequel il peut être utilisé. Cette notion de réalisme n’a en fait pas de déﬁnition
universelle puisqu’elle dépend du domaine d’application visé et des contraintes
associées.
Dans le cadre particulier de la synthèse d’images, deux déﬁnitions principales
sont récurrentes : le rendu physiquement réaliste et le rendu visuellement réaliste.
Dans certains domaines de visualisation scientiﬁque, comme par exemple en simu-
lation météorologique, l’exactitude du résultat prime sur l’aspect visuel. L’objectif
est ici de reproduire le plus ﬁdèlement possible les modèles physiques sous-jacents
aux évènements simulés. L’évaluation et la validation des techniques se font par
mesure d’erreur aﬁn de quantiﬁer la précision.
Le réalisme physique peut aussi avoir une place importante dans des domaines
artistiques. De plus en plus, les infographistes utilisent des méthodes de rendu
"physiquement réalistes" (physically-based rendering, PBR, en anglais) qui gèrent,
entre autre, l’éclairage global (global illumination, GI, en anglais). A l’inverse de
l’éclairage direct (Figure 1.3.a) qui représente la lumière se propageant directement
d’une source lumineuse à un objet, l’éclairage global (ou indirect) représente la
lumière incidente sur la scène après avoir été réﬂéchie au moins une fois par une
surface (Figure 1.3.b). L’éclairage global joue un rôle important dans le réalisme
physique d’un rendu, mais son calcul nécessite d’évaluer la lumière incidente depuis
l’intégralité de l’environnement en chaque point de l’espace. C’est pour cela qu’il
n’est pas pris en compte par certains moteurs de rendu.
Cependant, dans les domaines artistiques comme le cinéma, le réalisme visuel
reste le point le plus important dans le choix des techniques utilisées. L’infogra-
phiste cherche à obtenir un rendu proche du résultat escompté, si nécessaire, au
détriment du réalisme physique du calcul. L’infographiste peut accepter certaines
simpliﬁcations ou même déformations si elles permettent d’obtenir un résultat
visuellement plus adéquate à son objectif artistique. Les simpliﬁcations et défor-
mations sont toutes deux irréalistes d’un point de vue purement physique. Un
exemple de déformation peut être de rajouter une lumière ambiante qui n’a pas de
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Figure 1.4 – L’utilisation de lumières supplémentaires est courante en photogra-
phie ou au cinéma, comme avec la technique d’éclairage trois points.
La key light éclaire le sujet et déﬁnit l’ambiance principale. La fill
light compense l’éclairage dans les zones d’ombres. La back light met
en avant les contours et sépare le sujet de l’arrière-plan.
réelle source et qui sert seulement à réhausser les zones de trop fortes pénombres.
De manière similaire dans le cinéma, il est commun d’utiliser des projecteurs hors-
champs en plus des sources de lumière réelles dans la scène aﬁn d’accentuer certains
traits d’un personnage (Figure 1.4).
Les déformations doivent être harmonieuses au sein du résultat aﬁn de ne pas
trahir leur utilisation. Dans le cadre d’un ﬁlm par exemple, l’objectif est que le
résultat ﬁnal paraisse cohérent aux spectateurs, aﬁn de ne pas parasiter leur im-
mersion dans l’ambiance et dans l’histoire de l’œuvre. Les répercussions de l’édition
doivent ainsi paraitre logiques ou plausibles à l’inconscient du spectateur au vu
de sa connaissance de la scène. Dans le cas de l’éclairage trois points, la vue de
plusieurs ombres dans une scène supposément éclairée d’une seule source va révé-
ler une incohérence notable. A noter que cette notion de cohérence est également
recherchée dans des rendus volontairement non-photoréalistes comme le rendu ex-
pressif.
La problématique sous-jacente pour l’infographiste est donc de disposer d’outils
oﬀrant un contrôle artistique suﬃsant sur le résultat pour obtenir un rendu proche
de son objectif, tout en assurant un degré de cohérence dans les modiﬁcations faites
aﬁn qu’elles s’intègrent le mieux possible au sein du résultat.
Dans cette thèse, nous nous intéressons à l’utilisation de la synthèse d’images à
but artistique et, plus particulièrement, à la déﬁnition d’outils oﬀrant un contrôle




«S’il n’y a pas d’émotion, s’il n’y a pas un choc, si on ne réagit pas à la
sensibilité, on ne doit pas prendre de photo.» - Henri Cartier-Bresson.
«Tu ne prends pas une photographie, tu la crées.» - Ansel Adams.
Au moyen de son œuvre, qu’elle soit visuelle, sonore ou autre, un artiste cherche
à évoquer une émotion chez le spectateur. Dans le cas d’une œuvre visuelle, le re-
gard du spectateur le guide dans son raisonnement. Si l’objectif principal de l’ar-
tiste est d’immerger les spectateurs dans son monde aﬁn qu’ils puissent vivre une
émotion, il parait important de contrôler la composition de l’image, en considérant
l’arrangement et l’harmonie des éléments qui la composent.
Par exemple, l’utilisation d’eﬀets spéciaux grandioses et captivants, déclenchant
chez les spectateurs un sentiment de splendeur et d’extravagance, est une pratique
couramment utilisée dans le cinéma actuel. Pour autant, les artistes reposent plus
souvent sur des eﬀets plus subtils pour mettre en avant leur œuvre. De mon point
de vue, cela passe par deux approches : guider le regard et guider la réﬂexion.
Guider le regard et la réﬂexion permet de s’assurer que le spectateur va percevoir
toutes les informations nécessaires pour suivre et comprendre l’histoire.
Guider le regard : Mettre en exergue
Lorsque le spectateur regarde une œuvre, n’étant pas capable d’observer l’image
dans son intégralité, son regard se déplace principalement parmi les zones d’intérêts
(appelées features en anglais) qui la composent. Ces zones sont inconsciemment
jugées intéressantes par le cerveau et attirent ainsi l’attention. Cela peut s’exprimer
par des forts contrastes de luminance, des motifs réguliers ou, à l’inverse, des petits
détails créant des hautes fréquences dans l’image.
Il est donc important pour l’artiste, lors de la composition de son image, de
prendre en compte, sciemment ou intuitivement, ces détails qui vont attirer l’at-
tention aﬁn de s’assurer que le spectateur ne rate pas les informations importantes.
Cela peut se traduire sous diﬀérentes formes, comme sortir de l’ombre un objet
important pour le mettre en valeur ou, à l’inverse, l’ombrer pour y apporter de
la profondeur (Figure 1.5), ou bien encore modiﬁer le reﬂet d’un miroir pour y
apercevoir ou cacher un objet (Figure 1.6).
C’est pourquoi, dans un soucis de composition artistique, il est nécessaire pour
l’artiste d’être capable de modeler librement ces zones de l’image ou, dans le cas
spéciﬁque de l’image de synthèse, les paramètres menant au calcul de ces zones
aﬁn de pouvoir mettre en exergue les éléments désirés.
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Figure 1.5 – Exemple de manipulation d’ombres et de caustiques. A gauche,
l’image originale. A droite, l’image éditée. Extraits de Path-Space Ma-
nipulation of Physically-Based Light Transport [4].
Guider la réflexion : Gérer l’ambiance générale
Similairement, lorsque l’on regarde une image, notre cerveau est guidé dans son
raisonnement par l’ambiance générale de l’image. Des contrastes importants, des
ombres fortes et des couleurs froides augmentent le dramatisme (Figure 1.7), tandis
que des couleurs pastels et des transitions douces sont propices à des atmosphères
oniriques (Figure 1.8). Cette atmosphère dégagée par l’œuvre va immerger le spec-
tateur dans l’histoire et le mettre dans un état d’esprit propice à la médiation des
sentiments ou émotions que l’artiste cherche à transmettre.
Ce contrôle de l’atmosphère générale passe principalement par un travail sur
l’éclairage et le choix des palettes de couleurs utilisées (Figure 1.9). Au cours du
temps, de nombreuses techniques d’éclairages ont été mises au point. Notamment,
on retrouve la technique d’éclairage trois points omniprésente dans le cinéma et la
photographie ainsi que des techniques, telles que le chiaroscuro (clair-obscur) ou
le sfumato, issues de la peinture.
1.2 Edition du rendu en synthèse d’images
1.2.1 Création de contenu digital par synthèse d’images
Nous allons maintenant entrer plus spéciﬁquement dans le domaine cinémato-
graphique. Les œuvres se composent de deux types de contenu : le contenu réel et
le contenu digital. Bien qu’il garde une place principale dans la majorité des ﬁlms,
très peu de plans contiennent exclusivement du contenu réel.
Le contenu digital est omniprésent. Il englobe l’ensemble des eﬀets spéciaux
visuels ajoutés a posteriori du tournage [6]. Le spectre du contenu digital s’étend
des eﬀets spéciaux spectaculaires, distinguables au premier coup d’oeil, aux dis-
crètes corrections colorimétriques de l’image, en passant par les ajouts de décors
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Figure 1.6 – Exemple de manipulation de reﬂet. En haut, l’image originale. En
bas, l’image éditée. Le reﬂet pointe vers le buste.
plus ou moins importants dans l’arrière-plan. Tous ces eﬀets spéciaux ajoutés en
post-production servent à appuyer et étoﬀer l’identité visuelle de l’œuvre.
Cette identité visuelle naît dans la tête du réalisateur. Souvent à l’aide de story-
boardeurs (storyboard artist en anglais), le réalisateur met au point un storyboard :
un ensemble de plans souvent dessinés à la main décrivant les cadrages, les rac-
cords et aussi généralement l’éclairage du ﬁlm (Figure 1.10 & Figure 1.11). Il sert
ensuite de référence lors de la réalisation, notamment au directeur photo (director
of photography en anglais) qui est responsable de l’esthétique du ﬁlm.
Dans le cadre des ﬁlms en images de synthèse, une fois le style visuel déﬁni,
les infographistes peuvent commencer la modélisation des scènes qui serviront plus
tard à calculer les rendus nécessaires.
Pour cette première étape de modélisation, les infographistes se basent sur
la réalité de la scène qu’ils doivent représenter, c’est-à-dire en s’appuyant sur les
dimensions, les matériaux et les couleurs connus des diﬀérents objets qui composent
la scène. S’en suit une première étape d’éclairage qui, similairement, se base sur
les sources réelles qui composent la scène.
Ensuite, de manière itérative, les infographistes calculent des rendus de prévi-
sualisation pour avoir un aperçu du résultat et apportent des modiﬁcations aﬁn
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Figure 1.7 – Les contrastes sont forts et les clair-obscurs sont nombreux. Les
couleurs des personnages, du décor ainsi que des lumières sont froides
avec, en particulier, la lumière bleue au fond du couloir. Extrait de Les
Aventures de Tintin : Le Secret de La Licorne (S. Spielberg, 2011).
de tendre vers un rendu ﬁnal, proche du résultat désiré [7]. Ces prévisualisations
peuvent être coûteuses, notamment lorsqu’une qualité élevée est nécessaire comme,
par exemple, pour obtenir certains eﬀets complexes de réﬂexions et de réfractions.
Les modiﬁcations peuvent se faire de deux manières. L’approche usuelle consiste
à éditer indirectement le rendu. L’infographiste met à jour le modèle de la scène, re-
calcule un rendu de prévisualisation et le cycle recommence. Cette approche assure
la cohérence de l’édition, mais les modiﬁcations apportées à la scène pour corriger
une zone précise peuvent avoir des répercussions sur tout le reste de l’image.
Ce processus de modélisation/modiﬁcation oblige l’infographiste à majoritai-
rement travailler en aveugle car il doit agir sur la scène qui créé le rendu, et non
sur le résultat directement. L’eﬃcacité du travail dépend donc grandement de son
expertise et nécessite souvent de nombreux essais avant de tendre vers le résultat
désiré, ce qui en fait une méthode fastidieuse et coûteuse.
L’autre approche consiste à éditer directement le rendu, en appliquant des
modiﬁcations en espace image. On parle de retouche d’images. L’infographiste a
une totale liberté d’édition mais, en contrepartie, la cohérence n’est pas assurée
et la propagation des modiﬁcations est entravée, ce qui restreint l’utilisation de la
retouche d’images pour les séquences longues, par exemple de plusieurs centaines
d’images.
14
Figure 1.8 – La scène est excessivement bercée par des teintes violettes et roses.
Malgré le symbolisme entre les roses et la couleur rouge, les teintes
qui composent la roseraie sont peu saturées et aucun nuance forte de
rouge n’est utilisée. Extrait de Speedracer (L. & A. Wachowski, 2008).
1.2.2 Objectifs de l’édition du rendu
Comme nous avons pu le voir jusque là, d’une part, les infographistes souhaitent
du réalisme visuel, qu’ils obtiennent aux moyens de moteurs de rendu physique-
ment réalistes. D’autre part, ils recherchent un résultat artistique et nécessitent
pour celà des moyens de contrôle lors de la création du contenu. Le problème autour
duquel va s’axer cette thèse est donc le suivant : Comment oﬀrir du contrôle artis-
tique dans des outils physiquement contraints ? Plus précisement, nous traduisons
ce problème en plusieurs objectifs.
Tout d’abord, nous souhaitons proposer des outils qui rompent la barrière du
réalisme physique pour oﬀrir des degrés de liberté dans les propriétés du transport
lumineux et donc des diﬀérentes lois qui sont modélisées dans le moteur de rendu.
Le degré de liberté représente la capacité d’une technique à contourner la contrainte
de réalisme physique et donc la liberté oﬀerte à l’infographiste sur le rendu ﬁnal
obtenu.
Ensuite, nous souhaitons assister la propagation des modiﬁcations faites, que
cela soit au sein de l’image en assurant des répercussions spatiales cohérentes ou
au sein d’une séquences d’images en facilitant la propagation temporelle, aﬁn de
limiter les allers-retours nécessaires à l’infographiste.
Enﬁn, nous souhaitons faciliter la mise en place de la scène en inversant la
métaphore d’interaction, c’est-à-dire permettre à l’infographiste de manipuler un
résultat désiré duquel est inférée la déﬁnition de la scène correspondante.
Les approches étudiées par la suite seront donc évaluées vis-à-vis de ces trois
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Figure 1.9 – Tout au long du ﬁlm, les couleurs chaudes mettent en avant la fer-
veur et l’amour d’Amélie [5]. Sur ce plan, après qu’Amélie ait aidé
l’aveugle à traverser, un halo rouge-orangé émane de lui. Extrait de
Le Fabuleux Destin d’Amélie Poulain (J.P. Jeunet, 2001).
objectifs :
— Liberté : Degré de liberté oﬀert dans le contrôle artistique à l’égard de la
simulation physique,
— Robustesse : Propension à assurer ou assister la propagation et la cohé-
rence de l’édition,
— Inversion : Possibilité de spéciﬁer l’édition directement en espace image.
1.2.3 Différentes approches
Comme nous avons pu le voir auparavant, la synthèse d’images consiste à cal-
culer une image résultat en appliquant un moteur de rendu à une scène virtuelle.
A l’instar d’une fonction mathématique, nous avons dans ce procédé trois éléments
qui rentrent en compte : une variable x (la scène), une fonction f (le moteur) et
un résultat y (l’image), telle que f(x) = y. Ainsi, pour éditer le rendu et oﬀrir
du contrôle artistique aux infographistes, nous identiﬁons trois axes d’approches
possibles. Nous pouvons agir sur la variable, en assistant l’infographiste dans la
déﬁnition de la scène. C’est ce que nous verrons au travers des approches causales.
Nous pouvons modiﬁer la fonction, en manipulant les règles du moteur de rendu.
Ces méthodes sont les approches comportementales. Finalement, nous pouvons agir
sur le résultat au travers d’approches d’édition par retouche d’images.
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Figure 1.10 – Ces deux planches du storyboard mettent en avant l’envie du direc-
teur artistique d’utiliser excessivement des palettes de rouge comme,
par exemple, dans les nuages et le ciel (planche du bas) pour ﬁxer
l’aspect apocalyptique du ﬁlm. Extrait du storyboard d’Apocalypse
Now (F. F. Coppola, 1979).
Approches causales
Une catégorie d’approches consiste à modiﬁer la cause du résultat, dans notre
cas, la scène qui est rendue. Editer le résultat en modiﬁant la scène est une ap-
proche indirecte qui implique pour l’infographiste de travailler en aveugle. Un des
objectifs de l’édition du rendu est d’automatiser ces modiﬁcations en permettant à
l’infographiste de déﬁnir, généralement à partir de dessins, directement le résultat
souhaité et d’en inférer les changements nécessaires dans la scène. On parle d’in-
version de la métaphore d’interaction. Pour reprendre l’analogie avec la fonction
mathématique, inverser la métaphore revient à déﬁnir l’application inverse f−1
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Figure 1.11 – Extrait du storyboard de Le monde de Nemo (Pixar Anima-
tion, 2003).
pour un moteur de rendu. Ainsi, à partir d’un résultat y fourni par l’infographiste,
il est possible de retrouver la scène x = f−1(y) qui crée ce résultat. Ces change-
ments sont ensuite propagés sur une séquence de plans utilisant la même scène. Le
moteur et le calcul restent inchangés, les modiﬁcations se répercutent donc spatia-
lement sur le reste de la scène et la cohérence est conservée. En contrepartie, ces
approches ne permettent pas de degré de liberté puisqu’elles reposent sur les mo-
dèles mathématiques pour déﬁnir l’application inverse et inférer les paramètres de
la scène. Cette limitation est inhérente aux approches causales, qui ne répondent
donc que partiellement à la problématique.
Approches comportementales
Les approches comportementales quant à elles cherchent à modiﬁer le moteur
de rendu, ou plus spéciﬁquement le comportement de certaines lois physiques qui
le composent. Les contraintes liées au réalisme peuvent être contournées et ainsi
oﬀrir un degré de liberté. Les modiﬁcations apportées sur le moteur de rendu
sont donc indépendantes de la déﬁnition de la scène. De ce fait, les modiﬁcations
s’appliquent naturellement à diﬀérents plans ou diﬀérentes scènes, facilitant par
exemple la propagation de l’édition sur des séquences. Cependant, la cohérence
18
Type Causales Comportementales Retouche d’images
Liberté - ◦◦ ◦◦◦
Robustesse ◦◦◦ ◦◦ -
Inversion ◦◦◦ ◦◦ ◦◦◦
Table 1.1 – Tableau récapitulatif des diﬀérentes catégories d’approches, vis-à-
vis des objectifs que nous avons ﬁxés. Les approches causales et par
retouche d’images sont particulièrement adaptées pour deux des trois
objectifs, mais sont chacune très fortement contrainte sur le dernier.
spatiale comme temporelle n’est pas assurée. Les règles de la physique ne sont
plus respectées, ce qui peut causer des contradictions dans le rendu. De plus, les
modiﬁcations sont indépendantes de la scène et leur impact peut donc fortement
varier lorsque la scène évolue d’un plan à un autre. Ces techniques peuvent donc
produire des résultats qui ne sont pas visuellement réalistes. De même, la possibilité
d’inverser la métaphore d’interaction est variable et dépend des lois modiﬁées et
de leur impact dans le calcul du rendu.
Les contributions présentées dans cette thèse portent sur cette catégorie d’ap-
proches.
Approches par retouche d’images
Le troisième type d’approches consiste à retoucher directement le rendu résul-
tat. L’édition se fait alors en espace image. Ces méthodes oﬀrent une liberté artis-
tique totale puisque l’infographiste peut modiﬁer à sa guise les pixels de l’image.
L’inversion est donc également totale puisque l’infographiste manipule le résultat
sans indirections. Ces approches s’adaptent bien à des problèmes de correction de
tons et de contraste qui reposent sur des métriques précises de l’image. Elles oﬀrent
dans ce cas un moyen d’édition automatisé et robuste sur des séquences d’images.
Cependant, dans le cas d’éditions spéciﬁques de zones d’intérêts, l’édition doit se
faire manuellement par l’infographiste. La propagation de l’édition est alors très
fortement limitée du fait que les modiﬁcations sont indépendantes de la scène et du
moteur, et n’ont donc intrinsèquement pas de structure. De ce fait, ces méthodes
n’assurent aucune cohérence et l’infographiste doit donc manuellement propager
et répercuter les éditions, dans l’espace et dans le temps.
Dans l’optique visée, les approches par retouche d’images répondent parfaite-
ment aux problèmes d’inversion et de liberté mais n’oﬀrent pas de robustesse, sont
laborieuses à utiliser et reposent donc grandement sur la qualité et l’expérience de
l’infographiste.
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La taxonomie proposée sépare les approches possibles en trois catégories. Chaque
catégorie se distingue selon l’élément qu’elle modiﬁe dans le calcul du rendu. Nous
allons donc introduire les bases théoriques qui déﬁnissent la simulation du trans-
port lumineux dans les moteurs de rendu (Chapitre 2). Nous verrons ensuite com-
ment les travaux de recherches précèdents s’inscrivent dans cette taxonomie (Cha-
pitre 3) et les implications dans la simulation du transport lumineux. De ces trois
catégories, nous nous orientons vers les approches comportementales, pour leur
capacité à répondre équitablement à chaque objectif du problème du contrôle ar-
tistique (Table 1.1). Nous présenterons nos contributions (Chapitre 4) avec, d’une
part, la formulation théorique de l’édition par contrôle du transport lumineux (4.1)
et, d’autre part, la proposition d’un outil pratique (4.2) dont nous analyserons les
résultats obtenus (4.3). Enﬁn, nous analyserons certains aspects du transport lu-




L’objectif des moteurs de rendu est de simuler la réalité physique du transport
de la lumière, de son émission depuis les sources jusqu’à son interaction avec le
capteur. Le réalisme d’une image de synthèse dépend de la ﬁdélité du modèle
physique utilisé, ainsi que de la ﬁdélité du moteur à simuler ce modèle.
Nous allons tout d’abord introduire les notions nécessaires à la compréhension
et à la déﬁnition du transport lumineux (2.1) avant d’étudier un premier modèle,
l’équation du rendu (2.2), qui pose les bases du rendu physiquement réaliste. Nous
verrons ensuite une formulation étendue en intégrale de chemin (2.3) qui introduit
le concept d’espace des chemins lumineux.
2.1 Radiométrie du transport et des matériaux
2.1.1 Angle solide
De manière analogue à l’angle plan (angle bidimensionnel) qui représente le
rapport entre la longueur d’un arc de cercle et son rayon (Figure 2.1a), l’angle
solide (angle tridimensionnel) représente le rapport entre l’aire d’un segment de





où S représente la superﬁcie couverte par un objet projeté sur une sphère centrée
sur l’observateur (Figure 2.1b) et R est le rayon de la sphère. Il est mesuré en
stéradian (sr).
L’angle solide est une notion nécessaire en radiométrie lorsque la mesure dépend
du rapport d’aire entre la source et l’observateur.
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Figure 2.1 – a) Calcul de l’angle plan. b) Calcul de l’angle solide.
2.1.2 Intensité énergétique
L’intensité énergétique est la puissance du rayonnement électromagnétique






où Φe représente la puissance du rayonnement émis par la source (aussi appelée
flux énergétique) et Ω représente l’angle solide entre la source et l’observateur. Son
unité de mesure est le watt par stéradian (W · sr−1).
2.1.3 Luminance énergétique (Radiance)
La luminance énergétique (couramment appelée radiance) est la quantité de
rayonnement passant, ou étant émise, par une surface par unité d’angle solide par
unité d’aire projetée. La radiance en un couple position/direction (x,ω) donné








où n représente la normale en x et dS représente l’aire projetée de la surface S
émettrice. Son unité est le watt par stéradian par mètre carré (W · sr−1 ·m−2).
La radiance est une mesure omniprésente dans les modèles utilisés pour la syn-
thèse d’images. Nous distinguerons dans les équations suivantes la radiance émise
(que nous appellerons Le), la radiance réﬂéchie (ou sortante, Lo) et la radiance
reçue (ou incidente, Li) par une surface.
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2.1.4 Matériau
Comme nous l’avons entrevu précèdemment, la lumière est émise par les sources
et se propage de manière rectiligne jusqu’à interagir avec un matériau, duquel elle
sera re-émise ou absorbée.
Pour simuler le trajet de la lumière intégralement de la source jusqu’au capteur,
la mesure de la radiance va être nécessaire à chaque interaction avec les matériaux
aﬁn d’évaluer, ﬁnalement, la radiance incidente au capteur.
Plus particulièrement, il faut évaluer la transmittance directionnelle, qui repré-
sente la proportion de radiance incidente re-émise par le matériau. La transmit-
tance est fonction de l’angle d’incidence et de l’angle de réﬂexion (ou de réfraction).
Dans la pratique, la transmittance des matériaux est représentée par une BSDF
(pour Bidirectional Scattering Distribution Function), une fonction de distribution
de la transmittance (ou dispersion) bidirectionnelle. La BSDF est déﬁnie ainsi :
fs(x,ωi,ωo) =
dLo(x,ωo)
Li(x,ωi) (ωi ·n) dωi
(2.4)
pour une position x, une direction d’incidence ωi et une direction de sortie ωo.
Les directions ωi et ωo appartiennent à Π, l’ensemble des directions de la sphère
(Table 2.1).
La transmittance est positive sur l’ensemble du domaine, vériﬁe la réciprocité




fs(x,ωi,ωo) (ωi ·n) dωi ≤ 1,∀x ∈ S,∀ωo ∈ Π
A noter que la réciprocité d’Helmholtz est une propriété importante permettant
l’implémentation d’algorithmes bidirectionnels pour simuler le transport lumineux.
Fonction de distribution de la réflectance
Nicodemus [8] a proposé une représentation de la réﬂectance du matériau,
appelée BRDF (pour Bidirectional Reflectance Distribution Function). La BRDF
est suﬃsante pour modéliser les objets opaques et est souvent utilisée dans les
modèles mathématiques se limitant à la réﬂectance.
Types principaux de transmittance
Les BSDF représentent les diﬀérents comportements possibles de la lumière
lors d’interactions avec une surface. Les deux types de comportement principaux
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Figure 2.2 – a) Modèle de réﬂexion diﬀuse (matériau Lambertien). b) Modèle
de réﬂexion spéculaire (matériau conducteur). c) Modèle de transmis-
sion spéculaire (matériau diélectrique). d) Modèle de réﬂexion mixte
(matériau glossy). e) Modèle de transmission mixte. Aﬁn d’être visua-
lisable en deux dimensions, l’angle d’incidence est ﬁxé (en rouge) et
seul l’angle zénithal est considéré.
sont les réﬂexions diﬀuses et les réﬂexions spéculaires. Une réﬂexion diﬀuse re-
présente un type d’interaction où un rayon de lumière incident est réﬂéchi dans
plusieurs directions (Figure 2.2a). Dans le cas d’une réﬂexion parfaitement diﬀuse,
la transmission est indépendante de l’angle sortant : fs(x,ωi,ωo) = k · (ωi ·n), où k
est une constante liée à la couleur du matériau. A l’inverse, la réﬂexion spéculaire
représente le cas où le rayon est réﬂéchi dans une seule direction (Figure 2.2b).
Dans le cas d’une réﬂexion spéculaire parfaite, la fonction fs est la distribution
δ de Dirac. Dans ces deux cas, les matériaux sont opaques et ne réfractent au-
cun rayon. Les objets transparents transmettent à la fois des rayons réﬂéchis et
des rayons réfractés (Figure 2.2c). Les matériaux Lambertiens représentent les cas
de transmissions purement diﬀus tandis que les matériaux conducteurs et diélec-
triques représentent les cas de transmissions purement spéculaires. Cependant, la
majorité des matériaux reﬂète et réfracte la lumière de manière plus hétérogène
(Figure 2.2d,e).
La radiance et la transmittance sont les mesures principales rentrant en compte
dans la simulation du transport de la lumière. Nous allons maintenant voir com-
ment ces diﬀérentes notions (Table 2.1) permettent de modéliser le transport lu-
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Notion Définition
Ensemble des surfaces de la scène S
Sphère/hémisphère unitaire des directions Π
Position sur la surface x ∈ S
Normale à la surface n ∈ Π
Angle d’incidence (entrant) ωi ∈ Π
Angle de réﬂexion/réfraction (sortant) ωo ∈ Π
Radiance incidente Li : S ×Π→R
Radiance sortante Lo : S ×Π→R
Radiance émise (pour les sources) Le : S ×Π→R
Transmittance (≡ BSDF) fs : S ×Π×Π→R
Réﬂectance (≡ BRDF) fr : S ×Π×Π→R
Table 2.1 – Notions mathématiques utilisées et leurs déﬁnitions. Toutes les no-
tions sont considérées invariantes par longueur d’onde.
mineux et d’évaluer la radiance totale sortante d’une surface, nécessaire au calcul
d’une image de synthèse.
2.2 Equation du rendu
La lumière est émise par des sources sous forme de photons qui se propagent
dans l’espace de manière rectiligne, jusqu’à entrer en collision avec un objet. A cette
intersection se produit une interaction lumière/matière qui peut être complexe à
une échelle microscopique. A l’échelle macroscopique, cette interaction est souvent
simpliﬁée en deux parties. Une partie de l’énergie est absorbée par le matériau
tandis que le reste est réﬂéchi. La somme de ces deux parties est égale à la quantité
incidente, tel qu’il y a conservation de l’énergie. La partie réﬂéchie se propage alors
jusqu’à une prochaine interaction, et ainsi de suite.
Kajiya [9] formule ce processus et propose, en 1986, l’équation du rendu, une
équation qui déﬁnit la radiance sortante Lo en un point x et dans une direction




Li(x,ωi) fr(x,ωi,ωo) (ωi ·n) dωi (2.5)
Le est la radiance émise par l’objet, Li est la radiance incidente et fr est la






Figure 2.3 – La radiance incidente au point x est équivalente à la radiance sor-
tante au point x′ directement visible dans la direction ωi. Dans les
algorithmes de rendu, le point x′ est calculé par lancer de rayon.
Seul l’hémisphère unitaire supérieur à la surface est considéré dans cette équation
(restreinte à la réﬂectance).
Cependant, dans le calcul d’une image de synthèse, nous cherchons à estimer
la radiance incidente au capteur pour évaluer la valeur de chaque pixel de l’image.
La radiance incidente en un point x et dans une direction ωi est égale à la radiance
sortante du point x′ et dans la direction ωo=−ωi, où x′ est le point de la géométrie
directement visible depuis x dans la direction ωi (Figure 2.3).
Le calcul d’une image de synthèse initialement formulé comme l’intégrale sur
la surface du capteur de l’intégrale sur l’ensemble des directions de la radiance in-
cidente peut donc se réécrire comme l’intégrale sur l’ensemble des surfaces visibles
par le capteur de la radiance sortante Lo dans la direction de vue.
Cependant, la radiance sortante en un point dépend de la radiance incidente
Li en ce point dans l’ensemble des directions d’incidence. L’équation du rendu est
donc une équation intégrale formulée de manière récursive et n’a pas de solution
analytique.
2.3 Formalisation de Veach
Pour lever la limitation de la formulation de Kajiya, il est possible de reformuler
cette équation sous forme d’intégrale de chemin, dans laquelle l’intégrande est une
26
fonction analytiquement calculable sur la variable.
2.3.1 Formulation du transport lumineux
La formulation en intégrale de chemin du transport lumineux, proposée par
Veach en 1998 [10], déﬁnie la valeur de chaque pixel en utilisant le concept d’espace
des chemins. L’espace des chemins est un espace à dimension inﬁnie dans lequel un
chemin lumineux représente un ensemble de sommets de la surface. Une image est
alors calculée comme la somme des contributions de tous les chemins composants





où Ω est l’espace des chemins et dµ est le produit d’aire du chemin x¯. Un chemin
est déﬁni par x¯ = x0x1 . . .xk, tel que 1 < k <∞ et xi ∈ S, où S est l’union des
surfaces géométriques qui composent la scène (Table 2.2). La fonction fj est la
contribution du chemin et est calculée comme suit :
fj(x¯) = L(x0→ x1)G(x0↔ x1) (2.7)
k−1∏
i=1
fs(xi−1→ xi→ xi+1)G(xi↔ xi+1)

W (xk−1→ xk)
où L est la lumière émise,G le terme de propagation, fs la fonction de transmittance
et W la fonction d’importance du chemin sur le pixel j.
La propagation de la lumière entre deux surfaces est dépendante de la visibilité
entre ces deux surfaces, des angles relatifs d’incidence et de la distance les séparant
tel que :
G(xi↔ xj) = V (xi↔ xj)
(ni · |xj−xi|) (nj · |xi−xj |)
||xi−xj ||2
(2.8)
avec V (xi ↔ xj) la fonction de visibilité, vallant 1 si les points xi et xj sont
mutuellement visibles et 0 sinon. Le second terme est appelé le terme géométrique
du transport. Il est composé de (ni · |xj−xi|), dépendant de l’angle relatif d’inci-
dence en xi, et (nj · |xi−xj |), dépendant de l’angle relatif d’incidence en xj , avec
ni et nj les normales aux points xi et xj , ainsi que du coeﬃcient d’atténuation,
||xi−xj ||
2. Le terme géométrique créé les nuances d’ombrage sur une surface (en
anglais, shading) et joue donc un rôle important dans l’aspect des objets.
Dans cette formulation, le calcul de la radiance incidente au capteur est linéa-
risé et résulte de l’application d’une fonction (fj) à un domaine d’intégration (Ω).
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Notion Définition
Espace des chemins Ω
Ensemble des surface de la scène S
Chemin x¯ ∈ Ω
Sommet du chemin xk ∈ S
Normale au sommet nk ∈ Π
Vecteur normalisé |ω|
Norme du vecteur ||ω||
Table 2.2 – Notions mathématiques utilisées et leurs déﬁnitions.
L’espace des chemins étant un espace inconnu de dimension inﬁnie, l’intégrale ne
peut cependant pas être évaluée en l’état de manière analytique. L’utilisation de
méthodes de Monte Carlo [11] permet de l’évaluer numériquement. Les algorithmes
de Monte Carlo consistent à évaluer une intégrale en générant des échantillons aléa-
toires dans le domaine d’intégration et en moyennant l’application de l’intégrande
à ces échantillons. A mesure que l’échantillonnage grandit, le calcul converge vers
le résultat théorique.
Chaque chemin apporte une contribution à l’image et c’est la somme des contri-
butions de tous les chemins qui crée les diﬀérentes zones d’intérêts qui composent
l’image. Dans un contexte de contrôle artistique du rendu, ce sont ces zones que
l’infographiste cherche à manipuler et il est donc nécessaire de savoir faire corres-
pondre à ces zones les chemins qui y contribuent. Autrement dit, nous cherchons à
caractériser l’information apportée par un chemin pour isoler les diﬀérents chemins
contribuant de manière pertinente dans chaque zone d’intérêt.
2.4 Partitionnement de l’espace
L’espace des chemins est échantillonné progressivement pour trouver un en-
semble de chemins qui contribuent à l’image. La contribution de chacun de ces
chemins est diﬀérente. Certains vont apporter peu de lumière et participer à une
pénombre, tandis que d’autres vont former une caustique intense au pied d’un
verre.
Nous avons déﬁni une image comme l’union de diﬀérentes zones d’intérêts. De
manière similaire, nous déﬁnissons l’espace des chemins comme un ensemble de
partitions de l’espace, chacune représentant une zone dans l’image que l’infogra-
phiste peut souhaiter contrôler. De cette manière, éditer le rendu peut se résumer
à éditer les sous-espaces de chemins correspondants. En isolant ces sous-espaces
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Figure 2.4 – A gauche, les contributions issues des chemins de longueur 1. A
droite, les contributions issues des chemins de longueur supérieure ou
égale à 2.
de chemins à éditer, nous pouvons assurer l’invariance du calcul sur le reste de
l’espace des chemins et limiter les eﬀets de bord de l’édition. Autrement dit, la
contribution apportée par les chemins inchangés est elle-même inchangée.
Cependant, savoir déﬁnir formellement ces partitions n’est pas aisé. Toute la
diﬃculté de cette problématique est de déﬁnir une métrique de partitionnement
adaptée à l’édition, suﬃsament complète pour isoler ces zones qui peuvent être
de nature très diﬀérente. Par exemple, une métrique naïve comme la longueur du
chemin permet d’isoler correctement l’éclairage direct, en sélectionnant les chemins
de longueur 1 (ne comprenant qu’un seul sommet entre la source et le capteur),
comme montré Figure 2.4.a. Comme on peut le voir dans la Figure 2.4.b, cette
même métrique regroupe dans l’éclairage indirect à la fois les pénombres et les
caustiques, qui forment des zones diﬀérentes.
Nous appelons composante visuelle toute zone d’intérêt de l’image que nous
souhaitons pouvoir éditer. Chaque composante visuelle peut être représentée par
un sous-espace de l’espace des chemins Ω. Certaines composantes visuelles sont la
cause de phénomènes physiques bien particuliers. Une caustique, par exemple, est
déﬁnie en optique comme l’enveloppe géométrique d’un groupe de rayons lumi-
neux réﬂéchis par une surface courbe. Intrinsèquement, les rayons qui composent
une caustique sont identiﬁables à la fois par leur proximité dans l’espace (il y a
une convergence des rayons en une surface) et leur interaction avec un même objet
hautement spéculaire. Ces caractéristiques structurelles sont étudiées et conﬁrmées
par les travaux de Reiner et al. [12], qui montrent que les composantes visuelles
regroupent des chemins qui sont localement proches dans l’espace 3D, c’est-à-dire
qui passent au même endroit, et qui partagent des interactions avec des maté-
riaux similaires. En reposant sur une métrique pour représenter les interactions
avec les matériaux, comme par exemple la notation proposée par Heckbert [13],
nous déﬁnissons une composante visuelle comme un ensemble de chemins ayant
des sommets proches dans l’espace 3D et une mesure proche dans l’espace des
29
interactions matériau/lumière.
Nous formulons le contrôle du transport lumineux à la fois de manière théorique
et pratique (Chapitre 4), en proposant une déﬁnition pratique des composantes vi-
suelles. Nous verrons ensuite comment le problème du partitionnement de l’espace




Nous allons présenter l’état de l’art en suivant les trois paradigmes d’édition
que nous avons identiﬁés auparavant. Tout d’abord, nous nous pencherons sur les
approches causales assistant l’infographiste dans la création et la mise en place de
la scène (3.1). Ensuite, nous verrons les approches comportementales permettant
à l’infographiste de contrôler la phase de rendu de manière non physiquement
contrainte (3.2) et, enﬁn, les diﬀérents travaux se concentrant sur la retouche
d’images, utilisées dans la phase de post-process dans le domaine du cinéma (3.3).
3.1 Approches causales
Ces approches opèrent sur la cause du rendu, c’est-à-dire la scène en entrée et
cherchent à faciliter la mise en place de celle-ci aﬁn qu’elle donne le rendu souhaité.
La scène est la variable dans notre système. L’objectif des approches causales est
que l’infographiste donne le résultat souhaité et l’algorithme trouve la scène équi-
valente. En reprenant l’analogie avec les mathématiques, l’infographiste donne le
y pour trouver le x tel que : f(x) = y. Ces méthodes présentent principalement
deux avantages. Le premier est qu’elles ne créent aucune incohérence dans le rendu
puisque le réalisme physique du moteur de rendu est conservé. Le second est que
l’infographiste manipule le résultat en se basant sur l’objectif, qu’il connait, et
n’a pas à trouver lui-même la scène analogue qu’il ne connait pas. Ce type de
problème nécessite de connaitre l’application inverse f−1. Dans le cas du rendu,
les applications sont trop complexes pour être inversées et le problème se résoud
par optimisation de système d’équations. L’optimisation mathématique consiste à
minimiser une fonction-objectif fo : X→R aﬁn de trouver une solution globale x¯
telle que : fo(x¯)≤ fo(x),∀x ∈ X. Cependant, dans le cas du rendu, l’optimisation
se heurte à diﬀérents problèmes. D’une part, une scène comprend un nombre très
important de variables qui entrent en compte dans le calcul du rendu. D’autre
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part, une solution peut être mathématiquement correcte, en donnant un résul-
tat proche de l’objectif, sans pour autant être une solution réaliste du point de
vue de l’infographiste. Les propriétés des objets (géométriques et des matériaux)
sont soumises à des règles non-dites qu’il faut retranscrire dans le système, sans
quoi l’optimisation n’en tiendra évidemment pas compte. Enﬁn, la déﬁnition de
la fonction-objectif n’est pas unique, bien que l’erreur quadratique moyenne entre
l’image objectif et l’image résultat soit souvent utilisée. Les systèmes à résoudre
sont souvent simpliﬁer, soit en fournissant une scène initiale, soit en contraignant
les éléments de la scène (c.-à-d. les variables) qui vont être pris en compte.
3.1.1 Optimisation des lumières
Une première catégorie d’approches causales porte sur l’optimisation des pa-
ramètres d’éclairage, c’est-à-dire la position, l’orientation et la taille des sources,
ainsi que la radiance émise.
Poulin et Fournier [14] puis Poulin et al. [15] proposent la première approche
causale avec une méthode pour positionner une source de lumière en déﬁnissant
la tâche spéculaire (highlight en anglais) ou l’ombre qu’elle projette. Les tâches
spéculaires se forment sur les matériaux ayant une composante spéculaire quand
l’angle formé par le point de vue et la normale est proche de l’angle formé par
l’incidence de la lumière et la normale. Dans leur méthode, la direction du point
de vue ainsi que la normale sont connues. L’optimisation se fait alors sur la position
de la lumière qui satisfait au mieux l’égalité entre les angles pour les diﬀérentes
tâches spéculaires dessinées. En parallèle, Schoeneman et al. [16] proposent une
méthode qui optimise l’intensité et le spectre d’émission de sources prédéﬁnies
à partir d’un dessin de l’utilisateur dans une scène. L’optimisation repose sur le
calcul de la composante diﬀuse des matériaux. Ces premiers travaux ouvrent les
portes du domaine avec des approches intéressantes pour conﬁgurer les sources,
mais restent fortement limités à une seule source de lumière [14,15] ou à certains
attributs des sources [16].
Pellacini et al. [17] étendent par la suite ces travaux pour prendre en compte
plusieurs sources, sans contraintes sur leurs paramètres. La technique prend en en-
trée une géométrie ainsi que les matériaux et textures associés, sans informations
d’éclairage. L’utilisateur dessine ensuite sur l’image les variations d’éclairage sou-
haitées. Le système va trouver, à partir de ces objectifs, les propriétés des source(s)
lumineuse(s) aﬁn d’obtenir un résultat le plus proche possible. Les inconnues à op-
timiser sont donc la radiance émise Le ainsi que la position de la lumière, qui
inﬂue sur les directions d’incidence ωi dans l’équation du rendu (Equation 2.5).
Dans l’exemple fourni Figure 3.1, à partir d’un premier dessin de l’utilisateur (Fi-
gure 3.1a), une lumière est ajoutée dans la scène (Figure 3.1b). Le second dessin
(Figure 3.1c) réduit l’ouverture de la source lumineuse aﬁn qu’elle n’éclaire pas
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Figure 3.1 – Placement et paramétrage des sources pour correspondre au dessin
fourni. En haut : Dessins de l’infographiste. En bas : Scène résultant
de l’optimisation. Extrait de Lighting with Paint [17].
toute la scène (Figure 3.1d). Enﬁn, après le dernier dessin (Figure 3.1e), l’optimi-
sation mène à la création d’une source lumineuse supplémentaire à la droite du
vase et de couleur jaune (Figure 3.1f).
Une autre catégorie de travaux [18–20] consiste à éditer l’éclairage environnant
à partir de dessins utilisateurs en espace image sur le résultat. Cet éclairage doit
être calculé ou déﬁni a priori du rendu. Ces méthodes utilisent pour cela une carte
d’environnement, une texture qui déﬁnit l’éclairage incident en une position donnée
de la scène et dans chaque direction de la sphère. Il existe une bijection entre les
directions d’incidence et les positions dans la carte.
En connaissant la géométrie de la scène, nous avons pour chaque pixel la po-
sition ainsi que la normale en espace 3D, desquelles il est possible de calculer
la direction de réﬂection principale, symétrique à la direction d’incidence vis-à-
vis de la normale. A partir des éditions apportées à l’image résultat, les zones
correspondantes dans la carte d’environnement sont extraites, et la modiﬁcation
déﬁnie par le dessin est répercutée sur la carte, aﬁn d’éditer l’éclairage incident
(Figure 3.2). Ces méthodes permettent à l’infographiste d’éditer l’éclairage direc-
tement sur l’image mais nécessitent de trouver la correspondance entre la zone de
l’espace éditée et les sources lumineuses correspondantes. Les solutions explorées
se limitent ici à l’utilisation de carte d’environnement pour résoudre ce problème.
Toutes ces techniques facilitent le travail de mise en place de l’éclairage et
permettent à l’utilisateur de travailler avec le résultat, plutôt qu’avec la scène di-
rectement. En reprenant les critères déﬁnis Section 1.2.2, ces méthodes facilitent
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Figure 3.2 – Exemple d’édition de la carte d’environnement. A partir de coups
de pinceaux (a et b) sur la scène, la carte d’environnement (sphère
en bas à droite) est mise à jour pour éditer l’éclairage incident (c).
Extrait de Illumination Brush [19].
la mise en place en inversant la métaphore. Cependant, elles n’oﬀrent pas de degré
de liberté vis-à-vis du réalisme physique. La raison principale est que ces méthodes
reposent sur de l’optimisation de systèmes d’équations qui sont déﬁnis grâce aux ca-
ractéristiques intrinsèques des sources (positions, directions et spectres possibles).
Enﬁn, étant donné que l’édition porte sur la déﬁnition des paramètres de la scène,
la propagation de l’édition est aisée. Les paramètres peuvent être simplement re-
portés dans les plans suivants, ou interpolés entre deux plans clés (keyframe en
anglais) sans nécessiter de travail supplémentaire de l’utilisateur.
3.1.2 Optimisation des matériaux
Similairement aux travaux vus précèdemment, une deuxième catégorie d’ap-
proches causales porte sur l’optimisation des paramètres des matériaux. Colbert
et al. [21] proposent une base d’outils pour générer des BRDF à partir d’un dessin
de l’apparence souhaitée. Aﬁn de décorréler le dessin d’entrée de la complexité du
calcul de l’éclairage dans une scène, le dessin se fait sur une sphère de substitution






















Figure 3.3 – Création de BRDF par dessin objectif. a) Des dessins sur une sphère
permettent de déﬁnir la BRDF. b) La BRDF est appliquée en temps-
réel sur l’objet dans sa scène complexe. Extrait de BRDF-Shop [21].
où θh et φh représentent l’angle zénithal et azimuthal entre la normale n et le




Les reﬂets spéculaires (highlights) dessinés sur la sphère déﬁnissent les lobes
qui composent la BRDF. Du fait que le dessin se fait sur une géométrie connue
et dans des conditions d’éclairage connues, les termes géométriques ωi, ωo et n
sont également connus. L’optimisation se fait donc sur les paramètres de la partie
spéculaire du modèle de Ward : le terme spéculaire ρs ainsi que les deux termes
d’anisotropie αx et αy. Les auteurs proposent à l’infographiste de manipuler quatre
pinceaux diﬀérents pour déﬁnir la position, la netteté, la forme et l’intensité des
reﬂets. L’ensemble des modiﬁcations est ensuite visualisé en temps réel sur l’objet
ciblé dans sa scène d’origine (Figure 3.3b).
Bien qu’ils introduisent les bases de la création de BRDF par dessins objectifs,
la méthode proposée reste semi-automatique et limitée au modèle de Ward. De
plus, le dessin se fait sur une sphère de substitution indépendante de la scène cible
et donc dans des conditions d’éclairage et de géométrie ﬁxes. Des travaux [23,24]
reprennent et étendent les travaux de Colbert et al. en proposant de nouveaux
modèles permettant plus de liberté dans la déﬁnition des reﬂets spéculaires.
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Figure 3.4 – Exemple de création d’objets translucides à partir de caustiques
désirées. A gauche, rendu en image de synthèse avec le modèle. Au
centre, photographie réelle de la caustique obtenue. A droite, objet
imprimé. Extrait de High-contrast Computational Caustic Design [30].
Dans cette continuité, Vanderheaghe et al. [25] proposent une approche simi-
laire qui repose sur la notion de primitives d’éclairages (shading primitives). Une
primitive d’éclairage est déﬁnie comme une zone qui varie de manière continue et
visuellement cohérente et qui peut représenter aussi bien une interaction purement
diﬀuse qu’une interaction purement spéculaire.
Dong et al. [26] étendent les travaux préliminaires de Sloan et al. [27] et pro-
posent une méthode pour déﬁnir la BRDF d’un objet à partir d’une image. L’image
fournie est décomposée en deux images, une pour la composante diﬀuse et une pour
la composante spéculaire. Cette décomposition est guidée par des traits de sélection
par l’utilisateur et résolue par optimisation. Leur approche est cependant restreinte
à la déﬁnition de BRDF de type diﬀus-spéculaire-glossy. De plus, l’image fournie
doit respecter un certain nombre de contraintes qui empêchent l’application de la
méthode à des photographies quelconques.
Raymond et al. [28] proposent un outil spéciﬁque pour déﬁnir l’anisotropie d’un
matériau. En analysant les caractéristiques diﬀérentielles des matériaux à micro-
facettes, ils étendent les bases théoriques et font la connexion entre le champ tan-
gentiel à la surface et la forme des reﬂets anisotropes produits. A partir de cette
analyse, ils proposent un outil pour dessiner, sous diﬀérents angles, les reﬂets anis-
tropiques désirés dont sont extraits les champs tangentiels cibles. Une optimisation
se fait ensuite pour minimiser l’écart entre les champs tangentiels à la surface et
les champs tangentiels cibles, et inférer ainsi la micro-géométrie du matériau.
D’abord explorée par Papas et al. [29], une approche similaire est proposée par
Schwartzburg et al. [30] pour permettre de manipuler la caustique projetée par un
objet et d’en inférer la géométrie ﬁne de l’objet. Du fait que les changements se
font à l’échelle de la géométrie, cette méthode est facilement applicable à des cas
réels et les auteurs présentent des résultats de leur méthode appliquée à des objets
réels imprimés (Fig 3.4).
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Figure 3.5 – Transfert de style à partir d’une image objectif (encart) vers une
scène 3D quelconque. Extrait de 3D Material Style Transfer [31].
Nguyen et al. [31] proposent une méthode de transfert de matériaux d’une
image objectif vers une scène quelconque (Figure 3.5). L’algorithme se déroule en
plusieurs étapes. Tout d’abord, l’image objectif est décomposée en une image de
radiance diﬀuse et une image de radiance spéculaire. De ces deux images sont es-
timées des BSDF dominantes. Une segmentation de l’image objectif est ensuite
faite pour estimer les diﬀérents objets qui composent la scène avec leur BSDF
associée. Enﬁn, les BSDF estimées sont associées aux objets 3D composants la
scène cible. L’appareillage est fait en évaluant un coût d’assignement, dépendant
d’une distance visuelle et d’une distance géométrique. La méthode proposée est
entièrement automatique mais est limitée à des BSDF de type diﬀus/spéculaire.
De plus, la qualité de l’extraction est fortement dépendante de l’image fournie.
Cependant, il serait possible d’introduire des interactions de l’utilisateur pour gui-
der le transfert à diﬀérentes étapes de l’algorithme, permettant une balance entre
automatisme et contrôle.
Toutes ces méthodes proposent des outils pour paramétrer les BSDF à partir
de dessins objectifs, décrivants un résultat visuel à obtenir, sans nécessairement de
déﬁnition a priori des matériaux. D’autres méthodes prennent une description de
scène, incluant les diﬀérents matériaux, et proposent des méthodes d’édition dans
une optique de mise au point ﬁne du réglage.
Entre autre, Ben-Artzi et al. [32] proposent une linéarisation selon diﬀérents
paramètres de la réﬂectance, comme par exemple l’angle entre le demi-vecteur et
la normale (Figure 3.6a,b). L’utilisateur peut ainsi éditer une courbe 2D pour les
diﬀérents paramètres et visualiser en temps-réel la répercussion dans le calcul de
la réﬂectance (Figure 3.6). Cependant, du fait de la linéarisation, cette méthode
est contrainte à un éclairage et un point de vue ﬁxes.
De leur côté, Hašan et al. [33] proposent une méthode pour éditer l’albedo
d’un objet et le visualiser en tenant compte de l’éclairage global. A partir d’un
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Figure 3.6 – Exemple d’édition temps-réel de la reﬂectance. Extrait de Real-Time
BRDF Editing in Complex Lighting [32].
pré-calcul du transport de la luminance dans la scène, la modiﬁcation locale de
l’albedo d’un objet est prise en compte et répercutée sur le reste de la scène. Leur
méthode propose un moteur pour visualiser ces changements en temps-réel et ainsi
faciliter le processus de l’utilisateur, accélérant les phases d’essais-erreurs. Du fait
des pré-calculs, l’édition reste cependant limitée à une géométrie et un éclairage
ﬁxes.
Nguyen et al. [34] proposent une méthode pour éditer et déﬁnir l’apparence d’un
objet selon certains angles de vue à partir d’un pinceau unique (sans diﬀérentiation
diﬀus, spéculaire, etc.). Pour ce faire, les modiﬁcations apportées en espace image
sont traduites en une déﬁnition du champ lumineux (light field) sortant souhaité.
A partir de la déﬁnition initiale du matériau fournie en entrée dans la scène 3D, le
système minimise les changements de paramètres de la BSDF permettant de faire
correspondre le champ lumineux obtenu avec le champ souhaité. Leur méthode
permet l’édition directe, c’est-à-dire du matériau sur lequel le dessin est appliqué,
ou indirecte, c’est-à-dire d’un des matériaux projettant de la lumière où le dessin
est appliqué (Figure 3.7).
3.2 Approches comportementales
Les approches comportementales proposent des moyens de manipuler le com-
portement du moteur de rendu, c’est-à-dire la fonction qui calcule le résultat à
partir de la scène. L’objectif est de permettre à l’infographiste de se défaire de cer-
taines contraintes inhérentes à la physique aﬁn de pouvoir contrôler plus librement
le résultat.
Pour des raisons à la fois calculatoires et de praticité, la manipulation se limite à
certains aspects de la physique comme, par exemple, pouvoir modiﬁer les réﬂexions
vues dans les miroirs ou la propagation de la lumière. Le déﬁ est ici de proposer
une métaphore d’édition pratique et intuitive pour l’infographiste aﬁn que, d’une
part, une solution à son objectif artistique existe et, d’autre part, qu’il comprenne
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Figure 3.7 – En haut : Exemple d’édition directe. Trois coups de pinceaux (jaune,
blanc et pourpre) permettent de déﬁnir le matériau de la sphère. En
bas : Exemple d’édition indirecte. En dessinant une caustique sur le
mur, le matériau de l’anneau est modiﬁé pour que les rayons qu’ils
réﬂéchissent correspondent au rendu objectif. Extrait deMaterial Edi-
ting in Complex Scenes [34].
comment la formuler au travers de l’outil.
Dans cette optique, Barzel [35] propose un modèle d’éclairage paramétrable
qui permet de contrôler ﬁnement l’éclairage direct d’une source lumineuse. Bien
que certains de ces paramètres suivent une approche causale, comme par exemple
l’utilisation de textures, Barzel introduit dans son modèle les premières approches
comportementales de contrôle artistique. Une des techniques phares, aujourd’hui
appelée light-linking, est le fait de pouvoir déﬁnir de quelles manières un objet est
aﬀecté par une lumière. Il est ainsi possible de spéciﬁer quelles parties, dans le
calcul de l’éclairage, prendront en compte la relation objet/source. Par exemple,
une source peut éclairer un objet sans projeter d’ombre derrière (Figure 3.8a) ou
bien ne pas aﬀecter un objet du tout (Figure 3.8b). De plus, il est possible de
contrôler la forme, la direction ou l’atténuation à la fois du volume d’éclairage et
du volume d’ombre portée (Figure 3.8c,d).
Barzel reprend le principe des cucoloris (ou cookies) en photographie et in-
troduit le concept de light-cookies en synthèse d’images, des faux-objets invisibles
mais intéragissants tout de même avec la lumière. Ils permettent à l’infographiste
de créer des fausses ombres ou, à l’inverse, de créer des découpes de lumière dans
l’ombre (Figure 3.9).
Pellacini [36] reprend ces travaux sur le contrôle de l’éclairage direct. L’ombre
devient un objet à part entière qui peut être déplacé et transformé. Lors d’anima-
tions, l’utilisateur peut choisir de contraindre la position de l’ombre, auquel cas la
position de la source est mise à jour automatiquement. Il étend de plus le contrôle
artistique oﬀert à l’infographiste en lui permettant de manipuler le résultat duquel
est inféré le placement des faux-objets.
Mattausch et al. [37] étendent l’utilisation de faux-objets. A partir d’une scène
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Figure 3.8 – Travaux préliminaires du contrôle par approche comportementale.
a) Le cube ne projette pas d’ombres portées. b) Le tore n’est pas du
tout aﬀecté par la lumière. c) Le volume de projection est découpé, de
manière similaire à l’utilisation de couteaux en photographie. d) De
même avec une découpe en forme ovale. Extraits de Lighting Controls
for Computer Cinematography [35].
originale, l’utilisateur peut déformer librement les contours des ombres projetées,
ce qui se traduit automatiquement en une déformation d’un maillage dual servant
au calcul de l’ombre.
Reprenant l’idée de contrôle du volume d’éclairage de Barzel ([35]), Kerr et
al. [38] proposent une approche pour modeler librement la propagation de la lu-
mière. Le transport de la lumière directe, c’est-à-dire sur le premier segment entre
la source et la scène, est modélisé par une spline et une fonction radiale déﬁnissant
le rayon du volume de lumière le long de la spline. Il est ainsi possible de déﬁnir
des trajectoires curvilignes, aussi bien évasées qu’étroites, comme montré en Fi-
gure 3.10. Cependant, la méthode se limite à l’éclairage direct pour des lumières
de type spotlight.
Obert et al. [39] proposent une méthode permettant l’édition du transport, en
tenant compte de l’éclairage global. En se basant sur le fait que la luminance émise
par une surface est fonction de la luminance reçue et du matériau (cf. équation
du rendu 2.5), ils déﬁnissent l’édition comme un facteur d’intensité et un décalage
chromatique applicables sur la luminance reçue en tout point de l’espace. Il est
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Figure 3.9 – Exemple d’utilisation de cookies pour manipuler les ombres portées.
Extrait de Lighting Controls for Computer Cinematography [35].
Figure 3.10 – Edition de l’éclairage direct par contrôle du volume d’éclairage. A
gauche : Volume d’origine. Au milieu : Volume déformé. L’ombre est
rétrécie. A droite : Exemple de volume fortement évasé puis rétréci.
Extrait de Bendylights [38].
donc possible pour l’infographiste de repeindre librement dans la scène. Cependant,
la méthode se limite à l’édition colorimétrique et manque d’une catégorisation des
transports lumineux pour permettre à l’infographiste d’isoler les chemins lumineux
qu’il souhaite éditer.
Ritschel et al. [40] propose un outil d’édition de reﬂets, qui permet de contrôler
la direction de réﬂection des miroirs et donc de choisir ce que l’on souhaite voir
au travers. La méthode repose simplement sur une rotation du repère local pour
déformer la direction des reﬂets, ce qui en fait une solution simple et peu coûteuse
à intégrer dans des systèmes industriels.
Schmidt et al. [4] étendent et généralisent cette technique à tous types de si-
gnaux et permettent ainsi l’édition du rendu par redirection de chemins (appelée
path retargeting). Ils formalisent leur modèle dans les moteurs de rendu basés che-
mins et intègrent leur méthode à Maya® [3]. Leur contribution est double et porte
à la fois sur la méthode d’édition et l’interfaçage de celle-ci dans un modeleur 3D.
En reprenant les travaux de Reiner et al. [12], ils proposent une visualisation des
chemins lumineux contribuant à une zone d’intérêt, déﬁnie par l’utilisateur (Fi-
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Figure 3.11 – Edition du rendu par redirection de chemins. A gauche : Visualisa-
tion des chemins lumineux contribuants à la caustique du rubis. Au
centre : Scène originale. A gauche : Scène éditée. L’éclairage de la fe-
nêtre sur le mur est déplacé, la caustique projetée par la portière est
déformée. Extrait de Path-Space Manipulation of Physically-Based
Light Transport [4].
gure 3.11a). Les chemins sont représentés grâce à une information sémantique, qui
représente les diﬀérentes interactions avec les matériaux qu’a subi le chemin. Cette
représentation reprend la syntaxe proposée par Heckbert [13]. Par défaut, un parti-
tionnement des chemins est fait en regroupant les chemins similaires. L’utilisateur
peut ensuite isoler plus ﬁnement les chemins qu’ils souhaitent éditer. Les chemins
sélectionnés déﬁnissent la composante visuelle que l’on souhaite éditer. Une fois
cette composante déﬁnie par l’utilisateur, il peut la manipuler de la même manière
qu’un objet 3D (Figure 3.11b), c’est-à-dire en la déplaçant (translation), tournant
(rotation) et déformant (mise à l’échelle). Enﬁn, le système déduit de cette ma-
nipulation en espace 3D les rotations de repères locaux à appliquer sur la scène
pour que la composante soit modiﬁée comme tel, et le rendu édité est calculé
(Figure 3.11c).
Ces travaux uniﬁent la manipulation de l’éclairage direct et indirect, et s’in-
tègrent parfaitement dans un outil industriel. Cependant, leur méthode reste confron-
tée à certaines limitations. Notamment, du fait que les chemins sont redirigés, la
visibilité entre la surface émettrice et la surface recevant la composante n’est pas
conservée. Il est ainsi possible de déplacer, par exemple, une caustique d’une sur-
face à une autre et qu’elle soit bloquée en amont par un obstacle. Ce comportement
est cohérent avec la géométrie de la scène mais limite la liberté de l’infographiste
à déplacer et modiﬁer les composantes visuelles dans la scène.
Ritschel et al. [41] proposent une méthode de déformation du signal, permettant
de déplacer le signal perçu d’un endroit de la scène à un autre. Cette méthode est
indépendante du signal en question et peut donc en théorie s’appliquer à tous types
de signaux. L’édition se fait par une mise en correspondance entre des positions
d’origines d’un signal (c’est-à-dire l’endroit où le signal est originellement visible)
et des positions désirées, libres dans la scène. Le contrôle artistique est total et
n’est pas confronté à la limitation de visibilité présente dans les travaux de Schmidt
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et al. [4].
Leur méthode dépend de la capacité à évaluer les signaux édités en tout point
de la surface. Dans leur cas, ils utilisent un précalcul discrétisé de chaque signal sur
la surface de la scène. Cependant, cette méthode n’est pas viable en l’état dans un
moteur physiquement réaliste puisqu’il n’est pas possible d’évaluer un signal à la
volée et qu’un précalcul pose des problèmes de temps et de mémoire conséquents.
De plus, l’association entre la position d’origine et la position éditée se fait en
discrétisant la surface et en stockant, en chaque point discret, une transformation
géométrique. Cette implémentation est limitée et prompte aux artefacts, entre
autre, puisqu’elle peut créer des déformations géométriques trop importantes qui
se répercutent visuellement lors de la déformation du signal.
3.3 Approches par retouche d’image
Les approches par retouche d’images opèrent sur directement sur le résultat du
rendu, c’est-à-dire l’image calculée.
Ces méthodes présentent principalement deux avantages. Premièrement, aucun
recalcul n’est nécessaire. Les infographistes peuvent donc conclure le processus de
création de contenu en apportant la touche artistique ﬁnale. Deuxièmement, elles
oﬀrent une liberté maximale, puisque l’édition peut être totalement décorrélée de la
scène et du moteur de rendu. La contrepartie immédiate est que l’édition manque
de structure utilisable pour être propagée dans le temps ou dans l’espace.
Certaines méthodes de composition [42,43], correction de tons [44,45] oﬀrent
des résultats robustes en s’appuyant sur des calculs et mesures mathématiques
précises. Cependant, ces méthodes sont adaptées à l’édition globale de l’image et
ne permettent pas d’ajouter ou supprimer eﬃcacement des détails.
Dans une optique de contrôle détaillé, Khan et al. [46] proposent une méthode
pour changer le matériau d’un objet, par exemple d’un vase en céramique vers
un vase translucide (Figure 3.12). A partir de l’image en entrée, ils extraient la
silhouette de l’objet à éditer dans l’image. Dans un second temps, ils utilisent un
ﬁltre bilatéral [47] pour reconstruire la carte de profondeur et estimer la normale
en chaque pixel de l’objet. Ils obtiennent ainsi une approximation du modèle 3D
de l’objet. Ils reconstruisent ensuite une estimation de l’éclairage environnant (si-
milairement à une carte d’environnement) à partir des données d’arrière-plan de
l’image en entrée. Ainsi, à partir d’une estimation de l’éclairage et de la géométrie
de l’objet, ils peuvent reévaluer la fonction du matériau appliqué pour calculer la
nouvelle valeur du pixel. les résultats obtenus sont très satisfaisants, en particu-
lier lorsque le matériau appliqué est rugueux ou peu spéculaire puisque les erreurs
géométriques ou d’éclairage sont diﬃcilement discernées par l’œil humain. Cette
approche pourrait s’adapter à des séquences d’images, mais la robustesse de l’édi-
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Figure 3.12 – A gauche, l’image d’origine. Au milieu, le matériau du vase de
gauche est édité pour simuler la transparence tandis que le vase de
droite reproduit un eﬀet d’aluminium. A droite, les vases sont édi-
tés pour paraître translucide et en nickel. Extrait de Image-Based
Material Editing [46].
Figure 3.13 – A gauche, l’image d’origine. Au centre, l’image transformée par
la méthode de Khan et al. [46]. Le matériau est édité pour devenir
transparent. A droite, l’image transformée par la méthode de Gutier-
rez et al. [48]. Une fausse caustique est rajoutée pour correspondre
au nouveau matériau. Extrait de Depicting Procedural Caustics in
Single Images [48].
tion n’est pas assurée. Ce point n’est pas traité par les auteurs. De plus, l’édition
ne s’applique que sur l’objet édité dans l’image et aucune répercussion spatiale
n’est eﬀectuée. Aussi, si l’objet édité était visible dans un miroir, par exemple, sa
réﬂexion resterait inchangée.
Gutierrez et al. [48] étendent cette méthode en intégrant dans l’image les caus-
tiques qui auraient été projettées par l’objet édité s’il avait été diélectrique (i.e.
transparent) ou conducteur (i.e. réﬂechissant), comme présenté dans la Figure 3.13.
Cette extension résoud en partie le manque de répercussion spatiale de la tech-
nique initiale de Khan et al. [46]. L’application de cette méthode à une séquence
d’images n’est pas traitée par les auteurs. Du fait que la zone de projection de
la caustique est fournie par l’utilisateur, cela mènerait probablement à des arte-
facts ou incohérences visuels, en particulier si l’objet édité se déplace, tourne ou
simplement si l’éclairage change.
D’autres travaux se sont penchés sur l’édition en espace image d’objets, notam-
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ment pour contrôler les contrastes dans l’image [49,50]. Ces techniques se basent
sur des images à grande gamme dynamique (HDR imaging en anglais) et visent
particulièrement les photographies de paysages naturels, où l’éclairage et l’exposi-
tion ne sont pas forcément contrôlables.
3.4 Conclusion
Comme vu auparavant (1.2.2), l’objectif de l’édition du rendu est de proposer
un outil oﬀrant de la liberté et permettant un contrôle robuste et direct sur le
rendu. Les approches causales étudiées ne permettent pas de liberté dans l’édition
car elles agissent intrinsèquement sur la scène qui produit le résultat. A l’inverse,
les méthodes de retouche d’images manquent de structure et d’informations pour
assurer une certaine robustesse de l’édition. Parmi les approches comportemen-
tales, de nombreuses proposent des solutions adaptées à des problèmes spéciﬁques
comme l’édition de l’éclairage direct ou l’édition de reﬂets spéculaires. Schmidt et
al. [4] uniﬁent diﬀérentes approches et proposent une méthode générale de redirec-
tion de chemins. Cependant, cette dernière souﬀre de certaines limitations dans la
liberté oﬀerte aux infographistes pour manipuler les composantes visuelles.
Dans nos travaux, nous choisissons de nous orienter sur ces mêmes approches
comportementales qui oﬀrent un bon compromis vis-à-vis des trois objectifs visés
(cf. Table 1.1). Nos contributions visent à lever les limitations soulevées, en oﬀrant




Edition du rendu par contrôle
artistique du transport lumineux
L’objectif de l’édition du rendu est d’apporter du contrôle libre dans une simu-
lation physiquement contrainte. Les moteurs de rendu reposent sur des équations
mathématiques reproduisant la physique et il faut assurer une certaine qualité dans
le rendu, malgré les éditions eﬀectuées. Intégrer correctement le contrôle artistique
dans les équations assure une certaine cohérence de l’édition et prédictibilité de
l’édition.
L’infographiste recherche à contrôler l’éclairage, que cela soit pour mettre en
exergue ou gérer l’ambiance générale du rendu (1.1.3). Nous proposons une for-
malisation de l’édition du rendu par contrôle artistique du transport lumineux, en
suivant deux objectifs : permettre de déplacer l’éclairage incident en un endroit de
la scène en un autre (Figure 4.1.a) et permettre de modiﬁer l’éclairage incident en
un endroit (Figure 4.1.b).
Le contrôle artistique porte sur un sous-ensemble des chemins qui contribuent
pa pb pa pb pa pb
(a) (b) (c)
Figure 4.1 – a) Transport physiquement réaliste d’origine. b) Téléportation de
l’éclairage incident du point pa au point pb. c) Modiﬁcation de l’éclai-
rage incident au point pb.
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à l’image. Aussi, nous souhaitons borner l’impact de notre formulation sur les
équations originales aﬁn d’obtenir un résultat prédictible sur les chemins édités et
de n’avoir aucun impact sur les chemins non édités. De plus, le calcul d’éclairage
joue un rôle important dans l’apparence d’une composante visuelle de l’image et
nous souhaitons donc conserver l’évaluation originale des fonctions de transmission
et des termes géométriques aﬁn d’assurer un calcul d’ombrage similaire. Pour cette
même raison, l’édition doit permettre de conserver l’incidence du champ lumineux
par rapport à la surface, aﬁn que l’aspect de la composante après édition ne soit
pas déformé.
Pour ce faire, nous nous orientons vers une approche comportementale qui
vient modiﬁer le transport de la lumière, de manière analogue à la téléportation
de l’éclairage incident en un endroit de l’espace vers un autre.
Nous allons donc commencer par transcrire de manière théorique l’édition du
transport lumineux dans la formulation du transport lumineux de Veach [10] (Cha-
pitre 2). Nous proposerons ensuite un outil pratique d’édition ciblée du rendu, en
se basant sur une déﬁnition pratique des composantes visuelles.
4.1 Formulation théorique
La formulation en intégrale de chemin du transport lumineux (Eq. 2.6) sert de
base théorique aux moteurs de rendu. Cette formulation déﬁnit la contribution du
transport lumineux dû à un chemin par l’équation 2.7, que nous rappelons ici :
fj(x¯) = L(x0→ x1)G(x0↔ x1)
k−1∏
i=1
fs(xi−1→ xi→ xi+1)G(xi↔ xi+1)

W (xk−1→ xk)
Pour assurer la bonne intégration de l’édition du rendu, nous formalisons le
contrôle du transport lumineux dans cette équation. Nous avons vu que plusieurs
travaux permettaient d’éditer l’éclairage en agissant sur les propriétés des sources
lumineuses, représentées par le terme L et sur les fonctions de transmission des ma-
tériaux, représentées par le terme fs. Il est aussi possible d’agir sur la propagation
de la lumière, représentée par le terme G.
Nous proposons un formalisme qui permet d’agir directement sur la propagation
de la lumière. L’idée sous-jacente est de capturer le champ lumineux propre à une
composante visuelle pour le déplacer et le déformer dans l’espace. Etant donnés
trois points po, pa et pb de la surface S, nous souhaitons déplacer l’éclairage incident
depuis po en pa vers pb (Figure 4.2.a), c’est-à-dire nulliﬁer sa propagation en pa et
créer une nouvelle propagation jusqu’à pb. Nous introduisons cette transformation








Figure 4.2 – (a) Transport lumineux physiquement réaliste. Le reﬂet est trans-
porté du point po vers le point pa. (b) Principe de téléportation (en
bleu) du transport lumineux d’un point pa vers un point pb.
G(po ↔ pa) par une nouvelle fonction de propagation G¯(po ↔ pa,pb) qui propage
la lumière allant de po dans la direction de pa en pb. Cette propagation éditée
est déﬁnie selon deux positions pe et p
′
e. Le point pe déﬁnit le point à partir
duquel le transport est édité, il appartient donc au segment 〈po,pa〉 tel que pe =
po+ t |pa− po|, t ∈ [0,1]. Le point p
′
e déﬁnit le point à partir duquel le transport
reprend (Figure 4.2.b). Nous appelons Mpa,pb la fonction de transformation telle
que p′e =Mpa,pb(pe). Le calcul de G¯(po↔ pa,pb) est déﬁni ainsi :
G¯(po↔ pa,pb) = V (po↔ pe)V (p
′
e ↔ pb)
(no · |pa−po|) (nb · |de|)
(||po−pe||+ ||de||)2
(4.1)
avec de = p
′
e−pb.
Lorsque les points pe et p
′
e sont confondus, nous pouvons voir que la transfor-
mation Mpa,pb est égale à la fonction identité et nous avons :
pa = pb
p′e =Mpa,pb(pe) = pe
de = |pe−pb|= |po−pb|= |po−pa|
V (po↔ pe)V (p
′
e ↔ pb) = V (po↔ pe)V (pe ↔ pb)
= V (po↔ pb) = V (po↔ pa)
(||po−pe||+ ||de||)






Les termes de G¯(po↔ pa,pb) sont alors équivalents aux termes originaux deG(po↔
pa) de l’équation 2.8. La propagation n’est pas éditée et le calcul est donc consistent
avec la formulation d’origine.
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Notation Définition
px Point de l’espace
nx Normale au point px
|v| Vecteur normalisé v
||v|| Norme du vecteur v
−→
ab Vecteur allant du point a à b
〈pa,pb〉 Segment joignantpaet pb
Table 4.1 – Notations utilisées et leur signiﬁcation.
4.1.1 Formalisation de l’état de l’art
Nous allons voir comment formuler diﬀérents travaux de l’état de l’art en uti-
lisant le formalisme proposé. Dans le cas général, la fonction de transformation
Mpa,pb est déﬁnie pour un couple de points représentant l’édition désirée pour un
chemin arrivant originalement en pa et déplacé en pb. Aﬁn de conserver le cal-
cul de l’ombrage original et ainsi de déplacer une composante visuelle tout en
conservant son aspect, il faut déﬁnir la transformation pour chaque chemin édité
aﬁn de l’adapter aux gradients géométriques de la scène autour de pb. Ceci permet
d’adapter l’incidence du chemin lumineux, après téléportation, à la géométrie d’ar-
rivée aﬁn qu’elle soit égale à l’incidence d’origine du chemin d’origine en pa. Cette
conﬁguration représente l’approche proposée par Ritschel et al. [41]. Le transport
lumineux évalué en pb est le transport original en pa (Figure 4.3.c). Dans notre
formalisme, cela revient à déﬁnir pe = pa et de tel qu’il ait un angle relatif à nb égal
à l’angle relatif entre −−→papo et na. La fonction Mpa,pb déﬁnit ainsi une correspon-
dance de la conﬁguration d’ombrage de pa vers pb. Cependant, la déﬁnition d’une
telle fonction est non-triviale. Dans le cas de Ritschel et al. [41], elle est évaluée
par optimisation.
Une approche plus simple est de déﬁnir la transformation de manière uniforme
pour un ensemble de chemins, et donc indépendante de deux points spéciﬁques, no-
tée alors M . La transformation peut être représentée comme une tranche nette du
champs lumineux qui est ensuite téléporté uniformément (Figure 4.3.b). Dans ce
cas, l’incidence des chemins lumineux ne sera conservée que localement. Le nombre
de chemins pour lesquels l’incidence va changer ainsi que le degré de changement
sera fonction de la variation géométrique de la scène autour des points d’arrivées.
Cette conﬁguration permet de représenter les travaux proposés par Schmidt et
al. [4] qui proposent d’appliquer une rotation sur les chemins depuis leur position
d’origine aﬁn de réorienter leur trajectoire. Dans notre formalisme, ceci revient
à déﬁnir pe = po et de = pa− po. Nous pouvons voir que ces deux travaux précè-
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dents représentent deux cas particuliers de notre formalisme (qui permet aussi de
formuler des conﬁgurations plus variées).
Les travaux de Ritschel et al. [40] permettent de choisir la partie de la scène vi-
sible dans un reﬂet en redirigeant les réﬂections d’un miroir. En déﬁnissant le point
xk de la scène originalement vu dans le reﬂet et le point x
′
k de la scène vers lequel
on souhaite orienter le reﬂet, ce type d’édition se traduit par l’édition du terme
G(xk−1 ↔ xk) en G¯(xk−1 ↔ xk,x
′
k), pour un chemin de longueur k et seulement
dans les cas où xk−1 représente une interaction de type réﬂexion spéculaire.
De manière similaire, les travaux de Kerr et al. [38] permettent de déformer
la propagation de la lumière sur son premier segment (autrement dit, l’éclairage
direct). Ces travaux se formulent dans notre formalisme en déﬁnissant le point x1
initialement éclairé et le point x′1 que l’on souhaite éclairer, de manière à remplacer
le terme G(x0↔ x1) en G¯(x0↔ x1,x
′
1).
Nous avons formalisé le concept d’édition du rendu en l’intégrant dans l’équa-
tion fondamentale du transport lumineux sur laquelle reposent les moteurs de
rendu physiquement réalistes. Nous assurons ainsi la bonne intégration théorique
de l’édition du transport lumineux dans le calcul du rendu. Nous avons pour celà
introduit la fonction de transformation Mpa,pb qui déﬁnit explicitement l’édition
souhaitée pour un chemin. Autrement dit, éditer le transport lumineux d’un rendu
équivaut à déﬁnir la fonctionM pour les diﬀérents chemins qui impactent ce rendu.
Nous présentons maintenant un outil pratique d’édition ciblée du rendu permet-
tant de déﬁnir la fonction de transformation ainsi que de sélectionner les chemins
à éditer aﬁn d’isoler les composantes visuelles désirées.
Figure 4.3 – a) Transport lumineux d’origine. b) Redirection du transport vers
une zone cible. c) Téléportation du champ lumineux par transforma-
tion globale d) Téléportation du champ par transformation locale.
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4.2 Edition ciblée en pratique
La formulation proposée déﬁnit de manière théorique la transformation du
transport lumineux, indépendamment de l’objectif sous-jacent. En pratique, les
infographistes ne souhaitent pas nécessairement éditer l’intégralité des chemins
mais seulement la partie portant sur un aspect précis du rendu. Nous représentons
l’espace des chemins comme l’union de sous-espaces, chaque sous-espace regrou-
pant les chemins qui inﬂuent sur une zone d’intérêt (2.4). Ces zones d’intérêts
pouvaient être déﬁnies de diﬀérentes manières, à diﬀérentes échelles (1.1.3). Dans
cette partie pratique, nous proposons tout d’abord une formalisation de ce concept
de zones d’intérêts. Nous montrons ensuite comment catégoriser les diﬀérents che-
mins aﬁn d’isoler ceux appropriés à l’édition voulue. Enﬁn, nous proposons un
manipulateur, un outil pratique d’édition intégré dans des moteurs de rendu.
4.2.1 Composantes visuelles
Définition générale
Dans le contexte de l’édition du rendu, nous avons déﬁni une composante vi-
suelle comme la contribution de diﬀérents chemins lumineux qui partagent la même
sémantique, c’est-à-dire qu’ils ont la même signiﬁcation. L’image est une composi-
tion d’une multitude de composantes visuelles. L’objectif est de permettre l’édition
du rendu en contrôlant l’apparence de certaines composantes visuelles choisies,
sans impacter les autres. La déﬁnition précise d’une composante visuelle dépend
du contexte et de l’application souhaités. Comme vu Section 1.1.3, pour gérer
l’ambiance générale de l’image, on s’intéressera à des déﬁnitions de haut-niveau,
comme l’éclairage direct et l’éclairage indirect. A l’inverse, pour mettre en exergue
certaines parties de l’image, on s’intéressera à des déﬁnitions plus ﬁnes, comme la
caustique projetée par un certain objet (Figure 4.4) ou le reﬂet vu dans un certain
miroir (Figure 4.5).
Dans notre cas, nous choisissons de nous axer sur ce deuxième cas de compo-
santes bas-niveau, que nous appellerons l’édition ciblée.
Reiner et al. [12] analyse le transport lumineux dans diﬀérentes scènes et étu-
dient la capacité des utilisateurs à isoler et comprendre le transport de certaines
composantes visuelles. Il en ressort que, pour les eﬀets auxquels nous nous inté-
ressons ici, les chemins lumineux partagent des similarités à deux niveaux. Les
chemins interagissent avec des matériaux de types similaires (2.1.4) et ont des
trajectoires dans l’espace 3D proches (Figure 4.6).
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Interactions lumière/matière
Comme proposé par Heckbert [13], les principaux types d’interactions de trans-
mittance entre la lumière et le matériau peuvent être catégorisés sous forme de
grammaire, en utilisant les symboles présentés Table 4.2.
Cette notation est étendue par Schmidt et al. [4] en ajoutant, en indice de
chaque symbole, un identiﬁant d’objet tel queXi représente une interactionX avec
l’objet d’identiﬁant i. Un chemin peut alors être caractérisé syntaxiquement par
une suite de symbole dans laquelle le n-ième symbole représente l’interaction au n-
ième sommet du chemin. Par exemple, les chemins créant la caustique (Figure 4.4)
ont pour expression LStStDE.
Cependant, bien qu’ils aient la même signiﬁcation sémantique, les chemins
créant le reﬂet (Figure 4.5) ont diﬀérentes expressions syntaxiques. Certains vont
sur la statue, d’autres sur les murs, et ont tous potentiellement de nombreux
autres sommets. Il n’est donc pas possible d’isoler l’ensemble du reﬂet avec une
seule expression. Pour résoudre ce problème, nous utilisons un système d’expression
régulière, similaire à celui de Schmidt et al. [4], qui permet de regrouper diﬀérentes
expressions similaires.
Figure 4.4 – A gauche : Rendu original. A droite : La caustique est déplacée.
Figure 4.5 – a) Rendu original. b) Le reﬂet est ré-orienté sur le buste. c) Miroir










Table 4.2 – Symboles d’interactions avec la matière utilisés.
Expressions régulières
Une expression régulière est une suite ordonnée de caractères (ou chaîne de
caractères) décrivant un motif (pattern en anglais). Les symboles, seuls ou combi-
nés, déﬁnissent des règles à suivre, et il est ensuite possible de tester si une chaîne
de caractères quelconque correspond au motif décrit. Les expressions régulières se
composent de diﬀérents types de symboles :
— Les symboles recherchés représentant les interactions de BSDF (Table 4.2),
— Les symboles de quantiﬁcation, suﬃxés à un symbole recherché, déﬁnissent
le nombre d’occurence à retrouver pour le symbole en question,
— Les symboles spéciaux servent à déﬁnir d’autres règles de motif.
Les symboles de quantiﬁcation et spéciaux, spéciﬁques aux expressions régulières,
sont rappelés Table 4.3.
Les expressions régulières sont utiles pour regrouper plusieurs syntaxes de che-
mins diﬀérents et donc représenter une composante visuelle. Par exemple, le reﬂet
Figure 4.6 – Exemple des trajectoires dans l’espace des chemins lumineux com-
posant un reﬂet. A gauche, l’inspection montre la trajectoire médiane
du reﬂet d’un miroir. A droite, un ﬂot de particules représente dif-
férents chemins créant une caustique. Extrait de Selective Inspection
and Interactive Visualization of Light Transport in Virtual Scenes [12].
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Symbole Nombre de répétitions
? 0 ou 1 fois
* 0 fois ou plus
+ 1 fois ou plus
{n} exactement n fois
{n,} n fois ou plus
{n,m} entre n et m fois
Symbole Motif recherché
. N’importe quel symbole
X|Y Symbole X ou Y
!X Tout sauf le symbole X
Table 4.3 – Symboles spéciﬁques aux expressions régulières.
Figure 4.7 – a) Résultat original. b) Résultat édité en appliquant un ﬁltre de
sélection ES. Le reﬂet dans le miroir, vu au travers du verre, n’est
pas modiﬁé. c) En utilisant un ﬁltre ES+, les chemins contribuant au
reﬂet sont édités.
d’un miroir peut être déﬁni par l’expression régulière suivante : L.∗SE. Dans la
conﬁguration de la scène (Figure 4.7), le miroir est visible dans les réfractions du
verre sur la table. Ces réfractions rajoutent une interaction spéculaire aux che-
mins, qui ne sont donc pas édités avec le ﬁltre L.∗SE (Figure 4.7.b) mais avec
le ﬁltre étendu L.∗S+E (Figure 4.7.c). La ﬁgure 4.8 montre un exemple de dé-
coupage en calque en fonction de l’expression syntaxique des chemins. Les calques
d’inter-réﬂexions diﬀuses (vignettes b et c) sont visuellement similaires et peuvent
être regroupés dans l’expression régulière LDD+E (vignette d).
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Figure 4.8 – Découpage en calques suivant des expressions régulières. a) Image
résultat. b) LDD+E. c) LDDE. d) LDDDE.
4.2.2 Manipulateur
Après avoir vu une formalisation théorique du problème d’édition du rendu,
et une déﬁnition pratique des composantes visuelles que l’on souhaite éditer, nous
allons maintenant proposer un manipulateur pratique, les portails. En accord avec
la formalisation théorique, le manipulateur par portails permet d’éditer le trans-
port lumineux allant d’un point à un autre, et ce de manière libre. Il est décorrélé
des surfaces et de la géométrie de la scène. Il permet à l’infographiste de choi-
sir quels termes du calcul de l’ombrage lors de l’édition sont conservés, comme
expliqué Section 4.1. De plus, en concordance avec la déﬁnition de composante
visuelle (4.2.1), les portails permettent de sélectionner les chemins à éditer à la
fois en espace 3D et en espace des interactions matériau/lumière, aﬁn d’isoler les
composantes visuelles désirées. Les portails sont implémentés dans les moteurs de
rendu suivants : le Bi-directional Path Tracing [51], le Photon Mapping [52] et le
Progressive Photon Mapping [53].
Structure
Un portail est déﬁni par une paire de surfaces paramétrisées sur un même







Figure 4.9 – Exemple de construction de chemins par raytracing. Les segments
sont construits de manière séquentielle. a) Le chemin n’est pas impacté
par les portails et se construit normalement. b) Le premier segment du
chemin intersecte le portail d’entrée. La transformation est appliquée
directement et la construction continue. Le transport lumineux est
édité correctement.
paramétrisées sur D.
Une surface, dénommée Pi, déﬁnit la fonction de sélection des chemins en espace
3D et représente donc l’entrée du portail. Elle est couplée à un ﬁltre syntaxique,
de la forme d’une expression régulière, qui déﬁnit la fonction de sélection en espace
des interactions. Pour être éligible à l’édition, les chemins doivent donc intersecter
le portail d’entrée et vériﬁer le ﬁltre syntaxique. L’autre surface, dénommée Po,
représente la sortie du portail. Elle déﬁnit la fonction de transformation géomé-
trique des chemins M relativement à Pi. Les autres transformations permettent
d’appliquer des transformations colorimétriques sur les chemins édités. Par la suite,
nous notons Pi(u,v), respectivement Po(u,v), le point déﬁni par les coordonnées
paramétriques (u,v) ∈ D sur Pi, respectivement Po.
Intégration aux moteurs de rendu
La base théorique de la formulation de Veach [10] repose sur l’intégration sur
l’espace des chemins Ω, en considérant celui-ci connu. Cependant, dans la pratique,
les moteurs de rendu ne connaissent pas l’espace des chemins a priori du calcul et
le construisent partiellement par échantillonnage. Dans les moteurs de rendu visés,
la construction de l’espace des chemins se fait en deux étapes.
La première étape consiste à construire un chemin en évaluant, itérativement,
le prochain sommet qui le compose. Cette étape est généralement faite par lancer
de rayons (raytracing) successifs. A partir d’une position et d’une direction initiale
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Figure 4.10 – a) Calcul de visibilité dans un algorithme standard. b) Calcul de
visibilité en prenant en compte les portails. Les portails rendent vi-
sibles deux points. c) Calcul de visibilité en prenant en compte les
portails. Les portails enlèvent la visibilité entre deux points.
tion entre un rayon et la scène. Cette intersection déﬁnit le prochain sommet qui
compose le chemin, et la position de laquelle le rayon va repartir. Une nouvelle
direction est choisie et la prochaine intersection est calculée. Ainsi de suite jusqu’à
ce que le chemin ne transporte plus d’énergie (ou une énergie considérée comme
négligeable). Durant cette phase, on cherche à déterminer le prochain sommet du
chemin. Les portails s’intègrent naturellement puisqu’il suﬃt, lors de l’intersection
d’un rayon avec un portail, d’évaluer si le rayon en question correspond à l’ex-
pression régulière. Dans le cas où il correspond, la transformation est appliquée et
le rayon continue sa trajectoire depuis une nouvelle position et dans une nouvelle
direction (Figure 4.9.b). Dans le cas contraire, le rayon reste intact et continue sa
trajectoire initiale (Figure 4.9.a).
La seconde étape consiste à évaluer la visibilité entre un certain couple de
sommets 〈x1,x2〉, à partir de l’ensemble des sommets déjà calculés. Dans ce cas, les
positions des sommets sont connues et il n’est plus question de savoir où le chemin
se propage mais plutôt s’il existe un segment valide, c’est-à-dire sans intersection,
reliant les deux sommets. Dans un algorithme standard, du fait que la lumière
se propage de manière rectiligne dans l’espace, la visibilité entre deux points est
calculée en calculant l’intersection d’un rayon de visibilité (shadow ray) partant
d’un des deux sommets en direction du second. Si l’intersection est égale au second
sommet, la visibilité est propagée. Dans le cas contraire, la visibilité est nulle
(Figure 4.10.a). Dans le cas où les portails sont intégrés au moteur de rendu, bien
que la propagation reste rectiligne, la visibilité peut avoir des conﬁgurations plus
variées. Les portails peuvent rendre visibles deux points séparés par de la géométrie
(Figure 4.10.b) ou, au contraire, annuler la visibilité (Figure 4.10.c).
Aﬁn de garder un calcul du rendu correct, il est nécessaire d’évaluer correc-
tement la visibilité en prenant en compte les rayons de visibilité (Figure 4.11).
Pour cela, nous déﬁnissons une fonction g(u,v)→R+ qui évalue la distance mini-












Figure 4.11 – Pour évaluer la visibilité, nous cherchons s’il existe un rayon par-
tant de x1 et intersectant Pi tel qu’après transformation, il atteigne
x2. Ceci se fait en inversant la transformation des portails et calculant
l’intersection du segment 〈x1,M
−1x2〉 avec Pi.
Po(u,v) + tM(Pi(u,v)− x1), avec t ∈ R
+ (Figure 4.12). L’ensemble des rayons
r(u,v) qui relient x1 et x2 est déﬁni par l’ensemble des (u,v) ∈ ker(g), c’est-à-
dire l’ensemble des (u,v) qui satisfont g(u,v) = 0.
Dans le cas des portails planaires, nous proposons une solution à ce problème
de la manière suivante. Soit :
pe = Pi(u,v) =Oi+u ~ui+v ~vi
p′e = Po(u,v) =Oo+u ~uo+v ~vo
où Oi est l’origine du portail Pi et (~ui, ~vi) représentent la base vectorielle de
la paramétrisation, et respectivement pour Oo et ( ~uo, ~vo). Les solutions sont les








M−1x2 = pe+ t(pe−x1)
















ker(g)≡ g(u,v) = 0
Po
Figure 4.12 – A gauche : la fonction g(u,v) (zone bleue) représente la distance
entre la position du rayon à un certain temps t et le point x2. A
droite : la fonction g(u,v) est une parabole. Nous cherchons le couple
(u,v), s’il existe, pour lequel la courbe intersecte l’axe des abscisses :
ker(g)≡ g(u,v) = 0.
Cette égalité représente l’intersection entre le segment 〈x1,M
−1x2〉 et le portail
Pi (Figure 4.11). Aﬁn d’être compatible avec les moteurs de rendu utilisant les
rayons de visibilité, la transformation appliquée par les portails doit donc être
inversible. Nous résolvons cette équation grâce à la méthode proposée par Lagae
et Dutré [54]. La solution nous donne un trajet possiblement valide entre x1 et
x2. Il reste à vériﬁer qu’aucun obstructeur ne bloque la visibilité, c’est-à-dire que
V (x1↔ pe) 6= 0 et V (p
′
e↔ x2) 6= 0. Ceci se fait par un lancer de rayon de visibilité
comme vu précèdemment.
4.3 Résultats
Dans cette section, nous allons voir les diﬀérents résultats obtenus en contrôlant
le transport de la lumière au travers de portails. Tout d’abord, s’appuyant sur la
formalisation générique du contrôle du transport proposée, nous verrons comment
les portails peuvent être utilisés pour reproduire divers travaux précèdents (4.3.1).
Nous verrons aussi comment les portails permettent de déformer la géométrie des
chemins lumineux (4.3.2) ainsi que le transport colorimétrique (4.3.3).
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Figure 4.13 – a) Résultat original. b) Résulat édité. c) La conﬁguration de la
scène fait que le miroir reﬂète le mur. d) Grâce aux portails, le trans-
port est édité aﬁn que le buste soit réﬂéchi. e) Conﬁguration des
portails pour éditer le reﬂet.
4.3.1 Reproduction de travaux précèdents
Dans leurs travaux, Ritschel et al. [40] permettent de transformer les reﬂets
de miroirs. Il est possible de reproduire ceci en utilisant un portail ﬁltrant sur
l’expression régulière ES. Un exemple est montré Figure 4.13. Les chemins sont
capturés à la sortie du miroir et édités aﬁn de réﬂeter le buste.
Comme expliqué auparavant (Section 4.1.1), les travaux de Schmidt et al. [4]
sont reproductibles par le formalisme proposé. Il est ainsi possible de reproduire
leur outil de redirection de chemins (Figure 4.14). Les portails sont positionnés au
niveau de la surface émettrice. La fonction de transformation géométrique M est
la fonction identité, il n’y a donc pas de téléportation des chemins. Nous utilisons
seulement une fonction de rotation pour rediriger les chemins. Nous pouvons voir
que la redirection de chemins ne permet pas de conserver les termes géométriques
dans l’évaluation de G¯. Dans ce cas, la distance parcourue ainsi que les angles
d’incidences sont modiﬁés, ce qui résulte en un ombrage diﬀérent de la caustique
après édition (Figure 4.14.b). Nous montrons le résultat obtenu en appliquant
une téléportation du champ lumineux grâce aux portails, aﬁn de conserver au
maximum les termes géométriques. La caustique après édition conserve son aspect
visuel d’origine (Figure 4.14.c).
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Figure 4.14 – a) Image non éditée. b) La caustique est redirigée en utilisant les
portails. Les termes géométriques ne sont pas conservés et l’aspect de
la caustique change. c) Téléportation du champ lumineux en utilisant
les portails. Les termes géométriques sont localement conservés et la
caustique garde un aspect proche de son aspect d’origine.
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4.3.2 Transformation géométrique
La formalisation de l’édition du transport lumineux que nous avons proposé
porte sur deux objectifs : permettre de déplacer l’éclairage dans la scène et per-
mettre de modiﬁer l’éclairage en un endroit.
Les portails permettent de déplacer l’éclairage dans la scène grâce à la trans-
formation géométrique M déﬁnie par le couple de portails Pi et Po. La Figure 4.15
démontre cette application. Dans la scène originale (vignette a), la caustique est
projetée au sol et le modèle de singe Suzanne [55] sous le cube est dans l’obscurité.
En positionnant un portail d’entrée (en bleu) sous la sphère en verre et un portail
de sortie (en magenta) au dessus de Suzanne (vignette b), la caustique est télépor-
tée et se projette sur le modèle de Suzanne, le mettant ainsi en avant (vignette c).
Les chemins, après éditions, continuent leurs interactions, créant dans cet exemple
des reﬂets scintillants sur le mur dus aux diﬀérentes facettes du modèle (vignette
d). Du fait que les portails téléportent les chemins et que la visibilité est évaluée
en conséquence, le cube bleu n’obstrue pas la propagation de la lumière malgré
qu’il se trouve entre la sphère et le modèle.
Figure 4.15 – a) Résultat original. b) Conﬁguration des portails d’entrée (bleu)
et sortie (magenta). c) Résultat édité, la caustique est téléportée. d)
Zoom sur le résultat édité. Les chemins de caustiques se réﬂètent sur
les facette de Suzanne et créent des scintillements sur le mur.
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Figure 4.16 – a) Résultat original. b) Résultat édité. La caustique est téléportée
sur le mur. c) Le portail de sortie est mis à l’échelle, ce qui agrandit
la caustique.
Un second exemple de téléportation est montré Figure 4.16. La caustique pro-
jetée sur la table est capturée et téléportée sur le mur (vignette b). En déformant
les dimensions du portail de sortie, la caustique est déformée pour couvrir une plus
grande partie du mur (vignette c).
Si la transformation géométrique du portail modiﬁe l’aire de l’enveloppe des
chemins édités l’apparence visuelle de la composante après édition va être modiﬁée.
Sa radiosité va augmenter si le champ lumineux est plus dense et, à l’inverse, dimi-
nuer s’il est moins dense (Figure 4.17.b). Nous proposons d’utiliser un facteur de
mise à l’échelle, permettant de compenser ce gain ou cette perte, aﬁn que la com-
posante visuelle après édition ait la même radiosité qu’à l’origine (Figure 4.17.c).
Ce facteur est relatif à la diﬀérence d’aire de l’enveloppe des chemins sur la surface
d’entrée avant édition et de celle des chemins sur la surface de sortie après édition.










Dans le cas de portails planaires, cette diﬀérence équivaut au rapport d’aire des
surfaces d’entrée et de sortie.
Les portails permettent aussi de dupliquer une composante dans la scène,
comme par exemple la caustique dans la Figure 4.18. La duplication est simple-
ment faite en associant plusieurs portails de sortie pour un même portail d’entrée.
Les chemins transformés sont alors dupliqués et réémis pour chaque portail de
sortie (Figure 4.18.b). Il est aussi possible d’appliquer des transformations colo-
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Figure 4.17 – a) Résultat original. b) Résultat édité en conservant la radiance
des chemins. La radiosité (rayonnement total) est conservée mais, du
fait que la transformation modiﬁe l’échelle des chemins, l’irradiance
(rayonnement surfacique) de la composante est plus faible (e). c)
Résultat édité en compensant l’atténuation par un facteur de cor-
rection d’intensité. L’irradiance de la composante sur le mur après
transformation (f) est égale à la radiosité d’origine (d).
rimétriques diﬀérentes pour chaque portail de sortie (Figure 4.18.c). De manière
analogue, il est possible de n’associer aucun portail de sortie à un portail d’entrée
pour supprimer une composante visuelle.
Du fait que les portails ont une surface ﬁnie, l’édition peut créer des dis-
continuités visibles lorsque la composante éditée chevauche en partie le portail
d’entrée. Par exemple, si le portail d’entrée ne couvre que la moitié d’une com-
posante (Figure 4.19.a), l’édition du transport va créer une discontinuité franche
(Figure 4.19.b). Pour résoudre ce problème, nous associons au portail d’entrée une
fonction stochastique de sélection qui permet de déﬁnir une probabilité de sélection
un chemin. En appliquant une fonction linéaire, l’édition s’applique progressive-
ment et la transition est plus douce (Figure 4.19.c).
Enﬁn, une dernière transformation géométrique peut être utilisé pour modiﬁer
le repère local de sortie et ainsi orienter la direction des chemins après édition (Fi-
gure 4.20.d). La transformation géométrique M n’est plus uniforme et son inverse
devient donc dépendante de la paramétrisation. La solution à l’équation 4.2 n’est
plus un système d’équations linéaire et doit être résolue par optimisation. Ce cas
n’est pas implémenté dans l’évaluation de la visibilité par shadow rays actuelle.
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Figure 4.18 – a) Résultat original. b) Duplication de la caustique grâce à quatre
portails de sortie. c) Même conﬁguration que la vignette (b) vue sous
un angle diﬀérent. Les caustiques ajoutées se voient dans les réfrac-
tions de l’oeuf de Fabergé. d) La caustique d’origine est dupliquée et
colorée.
4.3.3 Transformation colorimétrique
En parallèle de la transformation géométrique, les portails permettent de mo-
diﬁer les paramètres colorimétriques du transport. Il est donc possible d’éditer
l’intensité (Figure 4.20.b) et la teinte (Figure 4.20.c) des chemins.
Placée dans la boîte Cornell, la statue est colorée par des inter-réﬂexions diﬀuses
vertes (Figure 4.21.a). En positionnant un couple de portail entre la statue et le mur
(4.21.b), les inter-réﬂexions sont colorées pour avoir une teinte rougeâtre (4.21.c).
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Figure 4.19 – a) Résultat original, avec le positionnement du portail d’entrée. b)
Résultat édité sans sélection douce, avec le positionnement du portail
de sortie. c) Résultat édité en utilisant une fonction stochastique (en
encart) pour appliquer progressivement la transformation.
Figure 4.20 – Utilisation de diﬀérentes fonctions (encarts) pour modiﬁer le trans-
port. a) Résultat original. b) Utilisation d’une fonction d’intensité.
c) Utilisation d’une fonction de teinte. d) Utilisation d’une fonction
de rotation pour le repère tangent sortant.
Figure 4.21 – a) Résultat original. Un mur vert déteint sur le buste. b) Conﬁ-




Dans notre implémentation, l’utilisation des portails ajoute un coût calculatoire
supplémentaire à deux niveaux :
1. Un surcoût dû à la sélection et à l’évaluation des expressions régulières. Ce
coût est proportionnel au nombre de chemins intersectant les portails.
2. Un surcoût d’édition, proportionnel au nombre de chemins édités par les
portails.
Pour l’édition montrée Figure 4.15, le surcoût total dû à l’édition est d’environ
12% par rapport au temps de calcul pour la scène d’origine (Table 4.4). Le calcul
de la même conﬁguration rendue par Photon Mapping voit un surcoût d’environ
20% (Table 4.5). Dans les deux cas, le surcoût en pourcentage du temps d’origine
est constant pour une scène et un moteur donnés, et ne dépend pas du nombre
d’échantillons utilisés.
Nous avons évalué la variation du surcoût en fonction du nombre de chemins
édités. Pour celà, nous avons utilisé la fonction de sélection stochastique que nous
avons fait varier pour sélectionner une quantité croissante de chemins. Nous avons
évalué les surcoûts détaillés pour l’évaluation des expressions régulières, l’édition
et le surcoût total, pour des sélections stochastiques allant de 100% à 6% pour un
rendu par Bidirectional Path Tracing (Table 4.6) et Photon Mapping (Table 4.7).
Nous voyons que le goulot d’étranglement se situe dans l’évaluation des ex-
pressions régulières, qui représente environ 80% du surcoût total. Ceci est com-
préhensible puisque les évaluations d’expressions régulières sont des opérations
calculatoires lourdes qui doivent dans notre cas être évaluées pour chaque chemin
intersectant le portail.
68
1024 spp 8100 spp
Original Edité Original Edité
Temps de calcul (min) 15.79 17.64 125.26 141.64
Surcoût (%) - 11.74 - 13.07
Table 4.4 – Surcoût pour deux niveaux d’échantillonages diﬀérents (samples per
pixel). Moteur de rendu : Bidirectional Path Tracing. Scène présentée
Figure 4.15.
~270M photons ~500M photons
Original Edité Original Edité
Temps de calcul (sec) 264.61 319.46 431.22 516.00
Surcoût (%) - 20.73 - 19.66
Table 4.5 – Surcoût pour deux quantités de photons de caustique diﬀérents.
Moteur de rendu : Photon Mapping. Scène présentée Figure 4.15.









Temps de calcul (sec) 74.23 82.44 82.10 81.40 80.83
Surcoût expr. rég. (%) - 8.81 8.61 6.96 6.47
Surcoût d’édition (%) - 1.95 1.75 0.79 0.12
Surcoût total (%) - 11.06 10.60 9.66 8.89
Table 4.6 – Performances détaillées pour diﬀérents niveaux de sélection. Moteur
de rendu : Bidirectional Path Tracing.









Temps de calcul (sec) 56.35 65.47 65.21 62.38 61.92
Surcoût expr. rég. (%) - 12.90 12.51 9.32 7.24
Surcoût d’édition (%) - 1.89 1.65 0.83 0.19
Surcoût total (%) - 16.19 15.74 10.70 9.89
Table 4.7 – Performances détaillées pour diﬀérents niveaux de sélection. Moteur
de rendu : Photon Mapping.
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4.4 Discussions & Limitations
Une composante visuelle est composée de chemins complets, rejoignant une
source au capteur. Cependant, d’un point de vue pratique, l’échantillonnage des
chemins dans les moteurs de rendus se fait plus souvent par morceaux, en échan-
tillonnant des sous-chemins qui sont ensuite reliés les uns aux autres pour créer
diﬀérents chemins complets. De ce fait, le moteur de rendu construit et stocke des
sous-chemins et les chemins complets ne sont connus que temporairement pour
évaluer leur contribution.
D’autre part, bien qu’une composante visuelle regroupe des chemins complets,
l’expression régulière qui la représente peut s’exprimer sur des sous-chemins ou,
plus exactement, contraindre seulement la structure du sous-chemin de départ
(côté lumière) ou d’arrivée (côté caméra). Par exemple, une caustique qui peut
se déﬁnir par l’expression régulière LS+.∗E ne contraint que le sous-chemin de
départ LS+.
Pour ces deux raisons, les portails ont été implémentés de manière à sélection-
ner les chemins à éditer en fonction de leur sous-chemin au moment de l’intersec-
tion, et donc indépendamment des éventuelles interactions qui occureront après
transformation. Cependant, ceci pose deux limitations.
Premièrement, le positionnement des portails est contraint aux segments pos-
térieurs au sous-chemin de sélection. Deuxièmement, lorsque les sous-chemins sont
construits dans le moteur de rendu, ils peuvent intersecter un portail d’entrée ﬁl-
trant sur l’autre type de sous-chemin à l’envers (Figure 4.22a). Ce sous-chemin est
ensuite relié avec un sous-chemin de l’autre type pour former diﬀérents chemins
complets, évalués pour calculer l’image. Cependant, après liaison des deux sous-
chemins, le transport lumineux entrant dans le portail d’entrée peut être éligible
à l’édition (Figure 4.22b), auquel cas le transport après le portail n’est pas valide
puisque le chemin aurait dû être édité (Figure 4.22c).
Pour gérer ce type de problème, les sous-chemins peuvent être marqués lors-
qu’ils intersectent un portail à l’envers. Après connexion et création d’un chemin
complet, les segments intersectant un portail dans le bon sens sont réévalués vis-à-
vis du ﬁltre syntaxique du portail. Si le chemin ne doit pas être modiﬁé, le chemin
est correct et le calcul est conservé. Dans le cas contraire, le chemin n’est pas un
transport valide et doit être modiﬁé. Cependant, les moteurs de rendu actuels ne
sont pas adaptés pour créer à la volée un nouveau chemin édité. Le chemin invalide
est donc défaussé, ce qui augmente la durée de convergence du calcul et peut donc
poser problème si cela arrive trop souvent.
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Figure 4.22 – a) Exemple de scène pouvant créer des erreurs d’édition. b) Pen-
dant sa construction, un sous-chemin caméra intersecte un portail
d’entrée traitant les sous-chemins lumière à l’envers et contribue à
la création d’un chemin complet. c) Le transport lumineux du che-
min complet n’est plus valide puisque la partie intersectant le portail
d’entrée correspondait au ﬁltre de sélection. Le transport aurait dû
être édité et propagé diﬀéremment.
4.5 Mise en place d’une interface
Aﬁn de proposer un interfaçage adapté, il est important de garder à l’esprit
deux choses. Premièrement, les infographistes ont une routine bien mise en place
pour la création de contenu digital. Il faut donc que les outils de contrôle artistique
s’intègrent à celle-ci. Deuxièmement, les infographistes ne raisonnent pas en terme
de simulation physique. Ils ne cherchent pas à "modifier le transport rectiligne de la
lumière dans l’espace" mais plutôt à "modifier une composante visuelle de l’image".
Il faut donc abstraire la méthode aﬁn qu’elle soit perçue comme une extension na-
turelle de leur trousse à outil et non comme un outil complexe reposant sur la
physique. Dans l’état actuel des travaux, les portails ne proposent pas d’interface
abstrayant ce rapport à la physique et doivent être placés à la main par l’info-
graphiste en tenant compte du transport lumineux. Nous allons voir diﬀérentes
méthodes de visualisation et sélection qui peuvent être reprises et adaptées aux
portails pour faciliter leur utilisation.
4.5.1 Visualisation
La visualisation des chemins lumineux est une première étape importante dans
la mise en place d’une interface puisqu’elle permet de comprendre le transport de
la lumière dans la scène et donc de quelles émissions et interactions résultent les
diﬀérentes composantes visuelles de la scène.
Reiner et al. [12] proposent dans leur travaux diﬀérentes approches de visuali-
sation du transport lumineux. Une première approche repose sur une visualisation
explicite des trajets des chemins, en aﬃchant simplement des ensembles de seg-
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Figure 4.23 – a) La visualisation des chemins lumineux indiquent les chemins
incidents en une zone de l’espace. Ici, la caustique sur le mur est
créée par la lumière du soleil réﬂéchie par le miroir. b) La visualisation
par harmonique sphérique représente les diﬀérents angles d’incidence
et leur importance par des lobes. Les deux petits lobes verticaux
représentent chacun une source de lumière, tandis que le gros lobe
horizontal représente une caustique. Extrait de Selective Inspection
and Interactive Visualization of Light Transport [12].
Figure 4.24 – Visualisation à partir de carte de chaleur. Extrait de Visualization
of Coherent Structures of Light Transport [56].
ments dans l’espace 3D (Figure 4.23.a). Le problème principal est que, dans un
rendu ﬁnal de grande qualité, l’échantillonnage peut atteindre plusieurs milliards
de chemins. Il n’est donc pas envisageable de simplement aﬃcher tous les chemins.
Il faut d’une part isoler les chemins pertinents, ce qui revient au problème de par-
titionnement de l’espace des chemins, et d’autre part travailler sur la pertinence
de la méthode d’aﬃchage utilisée. Une seconde approche consiste à aﬃcher im-
plicitement les trajets lumineux en représentant la luminance émise en diﬀérents
points de la scène (Figure 4.23.b).
D’après leur étude, les aﬃchages explicites sont adaptés pour visualiser des
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composantes locales dans la scène comme, par exemple, les chemins de caustiques
réﬂéchis par un miroir (Figure 4.23.a). Du fait que le chemin est aﬃché dans sa
totalité, il est facile de comprendre les diﬀérentes interactions qu’il a eu avec la
scène. Cette méthode de visualisation s’adapte bien avec la déﬁnition que nous
avons proposée des composantes visuelles puisqu’elle permet d’isoler les zones de
l’espace 3D que les chemins partagent aﬁn d’y placer un portail.
A l’inverse, les aﬃchages implicites ne permettent pas de comprendre l’évolu-
tion d’un chemin ou d’un groupe de chemin au ﬁl de leurs interactions mais oﬀrent
une information locale sur la distribution de la lumière réﬂéchie par un objet. Ce
type d’approche s’avère adapté pour reconnaitre les diﬀérentes sources lumineuses,
que cela soit des émetteurs ou des réﬂecteurs, et leur importance (Figure 4.23.b).
Zirr et al. [56] proposent une autre approche de visualisation explicite qui re-
pose sur une carte de chaleur représentant la luminance se propageant dans la scène
(Figure 4.24). Cette méthode bien qu’explicite n’est pas limitée par le nombre de
chemins échantillonnés puisque la carte représente la somme des chemins. Ce-
pendant, diﬀérents chemins partageant un segment proche peuvent se confondre
malgré qu’ils viennent d’origines diﬀérentes et donc contribuent à des composantes
diﬀérentes. Dans le cas, par exemple, où une caustique partage un segment avec
d’autres composantes plus discrètes, l’importance des chemins de caustique mas-
quera les chemins des autres composantes.
Dans le cadre de l’édition ciblée, les approches de visualisation explicites ap-
portent une information pertinente et pratique pour isoler les zones de l’espace 3D
où les chemins interagissent et les zones que les chemins traversent. Une visualisa-
tion de ce type semble donc adaptée pour assister et automatiser le placement du
portail d’entrée.
4.5.2 Sélection
La mise en place d’un outil de sélection permet à l’infographiste de déﬁnir les
composantes qu’il souhaite éditer.
Dans nos travaux, nous nous sommes appuyés sur une sélection à la fois en
espace 3D et en espace des interactions matériau/lumière. La sélection en espace
3D se fait au travers d’une zone déﬁnie par la géométrie du portail. Les chemins
éligibles à l’édition sont ceux traversant la zone. La sélection en espace des in-
teractions se fait au travers d’une expression régulière ﬁltrant les chemins selon
leur représentation syntaxe selon la syntaxe d’Heckbert (4.2.1). Cette méthode de
sélection permet d’isoler les composantes visuelles comme nous les avons déﬁnies.
Cependant, la représentation syntaxique des chemins n’est pas forcément intui-
tive pour un infographiste qui, comme expliqué précèdemment, ne réﬂéchit pas en
terme de transport lumineux et de physique. Il faut assister l’infographiste dans la
déﬁnition de la sélection en extrayant une information compréhensible et analogue
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à l’information visuelle, l’image, observée. La décomposition en calques des che-
mins permet d’isoler la contribution dans l’image de chemins selon leur syntaxe.En
accédant aux diﬀérents calques séparément, il est possible de trouver quels chemins
contribuent à une zone spéciﬁque de l’image et ainsi d’en trouver la syntaxe. Ce
processus peut être en partie automatisé en fournissant à l’infographiste seulement
les calques dont la contribution est notable dans une certaine zone de l’image qu’il
a déﬁni (Figure 4.25).
Figure 4.25 – Dans la zone spéciﬁée (entourée en vert) par un utilisateur, seuls




Analyse et structure de l’espace
des chemins
Bien qu’en théorie, le manipulateur proposé puisse s’étendre et s’adapter à tous
types de composantes visuelles, son implémentation est ajustée à la déﬁnition de
composantes visuelles que nous avons caractérisées précédemment (Section 4.2.1)
commes des chemins proches en espace 3D. Ces composantes locales sont de bas
niveau. Nous avons aussi vu (Section 1.1.3) que le contrôle artistique souhaité
par un infographiste pouvait être de plus haut niveau, reposant sur des concepts
d’ambiance ou d’atmosphère caractérisés diﬀéremment. Des outils déﬁnis pour du
partitionnement à basse échelle, comme les portails, peuvent être inadaptés pour
isoler d’autres composantes plus globales dans la scène.
Nous allons tout d’abord approfondir cette notion de composantes haut niveau,
avant d’étudier la problématique du partionnement de l’espace des chemins qui en
résulte et les diﬀérents axes de recherche qui s’ensuivent.
5.1 Généralisation du concept de composante
Dans notre déﬁnition théorique, nous regroupons dans une composante visuelle
les chemins qui ont une sémantique proche. Nous considérons que les chemins ap-
partenant à la même composante visuelle contribuent de manière similaire à l’image
et sont donc, en espace des chemins, plus similaires aux autres chemins de la même
composante qu’à n’importe quel autre chemin. Autrement dit, d’après notre déﬁ-
nition de composante visuelle, nous considérons qu’il existe une certaine fonction
de distance entre deux chemins distanceEspaceChemin(x¯, y¯) selon laquelle la pro-
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Figure 5.1 – A gauche : lors de réﬂexions spéculaires comme sur les miroirs, la
structure des rayons réﬂéchis (en pointillés) est conservée. A droite :
les caustiques sont déﬁnies par une enveloppe dense locale de rayons
reﬂetés (en pointillés) ou réfractés convergeants.
priété suivante est vériﬁée :
∀(x¯, y¯, z¯) ∈ Ω3, y¯ ∈ composante(x¯)∧ z¯ /∈ composante(x¯)⇒
distanceEspaceChemin(x¯, y¯)< distanceEspaceChemin(x¯, z¯) (5.1)
avec composante(x¯) la fonction qui donne la composante visuelle dont fait partie
le chemin x¯. Une composante visuelle forme ainsi un sous-ensemble (cluster en
anglais) homogène de l’espace des chemins.
Nous avons proposé de déﬁnir cette métrique de distance par une distance à
la fois en espace 3D et en espace des interactions avec la matière. Cette déﬁnition
permet particulièrement bien d’extraire des eﬀets dont l’empreinte dans la scène
est compacte et continue comme, par exemple, les caustiques et les reﬂets qui
sont, par déﬁnition, des paquets de chemins denses et ordonnés dans l’espace 3D
(Figure 5.1).
Cependant, d’autres eﬀets contribuent dans la scène de manière plus globale,
à l’image des réﬂexions diﬀuses qui, par nature, se diﬀusent plus largement et
présentent moins de structure en espace 3D (Figure 5.2). Nous pouvons voir dans
les clichés de ﬁlms proposés (Figure 5.3) que l’atmosphère générale de l’image joue
un rôle important dans le ressenti de la scène. Cette atmosphère est mise en place
au travers d’un contrôle à une échelle plus globale des couleurs. Ce contrôle porte
ici sur une majorité de l’image et pas seulement sur une zone réduite, ce qui ne
convient pas à la déﬁnition actuelle de localité en espace 3D. De plus, nous pouvons
apercevoir dans ces exemples des notions de contraste (à gauche) ou, au contraire,
d’harmonie (à droite) au sein de l’image, qui ne sont pas représentables avec la
déﬁnition actuelle.
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Figure 5.2 – Lors de réﬂexions diﬀuses, les chemins se répartissent uniformément
dans toutes les directions, contribuant de manière cohérente sur une
zone plus globale de la scène.
Figure 5.3 – Rappel des Figures 1.7 & 1.8.
Une extension aux travaux proposés est donc de trouver une représentation
adaptée à ces composantes visuelles, à la fois plus globales dans la scène et repo-
sant sur des notions de similarités inter-chemins. Une approche naïve est de déﬁnir
la composante de haut-niveau comme un ensemble de composantes de bas-niveau,
permettant ainsi de répondre aux diﬀérentes limites évoquées. Cette déﬁnition est
de plus compatible avec le manipulateur proposé. L’édition de diﬀérentes compo-
santes haut-niveau se fait en utilisant un ensemble de portails, chaque portail étant
dédié à une composante bas-niveau spéciﬁque. En suivant cette déﬁnition, il est
possible de regrouper des chemins qui sont fortement diﬀérents ou isolés, et qui
ne représentent donc pas un sous-ensemble homogène de l’espace. Cette approche
est donc inadaptée puisqu’elle ne répond donc pas à la déﬁnition théorique (Equa-
tion 5.1). L’uniﬁcation des composantes de bas niveau et de haut niveau s’oriente,
à mon avis, autour de deux axes.
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Le premier axe est de mettre au point des métriques en espace des chemins qui
ne catégorisent pas un chemin seulement en fonction de sa valeur intrinsèque mais
aussi en se basant sur des informations relatives aux autres chemins qui créent
la scène. Autrement dit, voir un chemin comme un gradient et non comme une
valeur absolue. Avec une telle métrique, il serait possible de regrouper des chemins
qui partagent une particularité vis-à-vis des autres chemins, ce qui semble adapté
pour déﬁnir les notions de contraste et d’harmonie, vues auparavant. Les approches
reposant sur des données fréquentielles ou hiérarchiques peuvent répondre à cette
problématique.
Le deuxième axe porte sur la déﬁnition théorique du concept de composantes
visuelles, qui est confrontée à un problème de subjectivité. Dans nos travaux, nous
avons tenté de proposer une déﬁnition générale et objective, qui repose malgré
tout sur notre conception d’une composante et sur l’objectif d’édition associé.
Ce besoin peut potentiellement varier d’une personne à l’autre, ou d’un domaine
d’application à un autre. Pour celà et puisque le domaine d’application visé dans
la problématique du contrôle artistique du rendu est le domaine artistique, il me
parait primordial d’impliquer la communauté artistique, en qualité d’experte, dans
ce travail pour déﬁnir au mieux ces concepts.
5.2 Approfondissement du partitionnement
Le partitionnement de données consiste à diviser un ensemble de données en
sous-ensembles homogènes selon des critères de proximité, ce qui semble répondre
à la déﬁnition théorique de composantes visuelles. Cependant, appliqué à l’espace
des chemins, il rencontre de nombreux problèmes.
Tout d’abord, il existe diﬀérentes représentations pour les chemins. Un chemin
peut être vu comme un ensemble de sommets dans l’espace 3D, comme un ensemble
de directions, ou de diﬀérentes manières encore. La représentation choisie met en
avant certains traits caractéristiques du chemin et la mesure de proximité ne repré-
sente que la proximité de deux chemins par rapport aux caractéristiques utilisées
dans la représentation. Autrement dit, pour que deux chemins soient proches et ap-
partiennent au même sous-ensemble, il faut que la représentation utilisée exprime
les traits caractéristiques qui les rapprochent.
Pour surmonter ces problèmes, nous avons étudier diﬀérentes approches pou-
vant reposer sur un ensemble de caractéristiques supposées indépendantes aﬁn de
voir si le partitionnement parvenait à isoler des chemins partageant des caracté-
ristiques visuelles.
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5.2.1 Partitionnement par k-moyennes
Algorithme
Le partitionnement en k-moyennes (k-means clustering en anglais), introduit
par MacQueen [57], consiste à trouver des groupes, inconnus a priori, en minimisant
la distance intra-groupes des chemins. Autrement dit, trouver des chemins moyens
appelés noyaux tels que la somme des distances des chemins au noyau de leur









pour un ensemble de chemins (x¯1, x¯1, . . . , x¯n), où S est l’ensemble des k partitions
recherché S = {S1,S2, . . . ,Sk},k ≤ n et µi représente le noyau de la partition Si.
Chaque groupe est ensuite déﬁni par la cellule de Voronoï d’un noyau, c’est-à-
dire l’ensemble des chemins plus proches de ce noyau que d’un autre. Cette notion
de cellule de Voronoï est similaire à la déﬁnition que nous avons donnée auparavant
(Equation 5.1).
Cependant, la fonction de distance dans le cas des chemins est inconnue. Nous
supposons dans notre approche qu’elle peut s’approximer par une distance eucli-
dienne à plusieurs dimensions, où chaque dimension représente un attribut connu
et évaluable d’un chemin (comme, par exemple, son intensité lumineuse).
Paramétrage
Aﬁn que l’algorithme de partitionnement en k-moyennes fonctionne correc-
tement, il faut que les données utilisées soient représentatives des composantes
visuelles. Autrement dit, une supposition forte est que la ressemblance en espace
des chemins de deux chemins faisant parties de la même composante visuelle se
traduise par une ressemblance dans l’ensemble de données que nous avons choisi.
Une autre contrainte implicite est que les données utilisées ne soient pas de di-
mensionnalité trop élevée. La raison principale est que la métrique euclidienne est
peu eﬃcace dans les espaces de grande dimension où les données forment généra-
lement des coquilles autour de la moyenne, et non des paquets, comme expliqué
par Domingos [58].
Pour choisir les données, nous émettons l’hypothèse que les composantes vi-
suelles sont représentables comme un éclairage indirect incident à l’avant dernier
sommet du chemin lumineux, le sommet directement vu par la caméra. Cette hy-
pothèse s’apparente à la technique de rendu par Virtual Point Light [59]. Ainsi,
en supposant qu’une composante visuelle peut s’abstraire comme un éclairage in-
cident au sommet vu par la caméra, nous pouvons limiter le nombre de données
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à traiter et, par la même occasion, avoir une dimensionnalité indépendante de la
longueur du chemin.
En suivant cette hypothèse, nous avons décidé de représenter les chemins par
un ensemble de données colorimétriques pour les deux dernières interactions du
chemin : le sommet vu et le sommet incident (Table 5.1). Pour que la représentation
choisie mette en avant les traits caractéristiques sous-jacents, nous avons aussi pris
en compte certaines données géométriques paraissant intuitivement corrélées avec
les composantes visuelles ciblées. Par exemple, les chemins de caustiques ou de
reﬂets sont intimement liés à des interactions spéculaires, qui se traduisent par
une symétrie entre les directions incidente et sortante de la lumière par rapport à
la normale à la surface.
Donnée Dimension
Position dans l’image 2D
Position dans l’espace (*) 3D
Direction sortante (*) 3D
Direction incidente (*) 3D
Angle entre normale et demi-vecteur (*) 3D
Radiance à la dernière interaction 1D
Radiance à l’avant-dernière interaction 1D
Contribution du chemin 1D
Table 5.1 – Attributs utilisés pour le partitionnement par k-moyennes. Les don-
nées marquées (*) sont évaluées au premier sommet du chemin à partir
de la caméra, c’est-à-dire à la position vue par la caméra.
Résultats
En appliquant le partitionnement en k-moyennes sur les attributs, les partitions
obtenues traduisent des similarités trop liées à la géométrie de la scène et des che-
mins (Figure 5.4 et Figure 5.6), tandis que nous cherchons des similarités visuelles.
Ceci s’explique par l’utilisation de données corrélées et redondantes. Par exemple,
dans la première scène, la position verticale dans l’image est fortement corrélée
avec la position dans l’espace ainsi que les directions sortantes de la lumière.
La corrélation et la redondance faussent le calcul de la distance en donnant
trop d’importance à certains aspects. En pondérant le calcul de la distance selon
les dimensions, nous pouvons essayer d’équilibrer ce biais. Dans la première scène,
la pondération des dimensions permet d’obtenir un partitionnement intéressant
qui regroupe, dans une partition, les réﬂexions diﬀuses (Figure 5.5.b) et, dans une
autre partition, les réﬂexions spéculaires (Figure 5.5.c). Chaque groupe représente
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Figure 5.4 – a) Rendu original. b) Partition n°1. c) Partition n°2. Les données
utilisées sont trop corrélées avec la géométrie de la scène, ce qui résulte
en un partitionnement géométrique de l’image.
ici une composante visuelle. De même dans la seconde scène, la pondération amé-
liore le partitionnement en séparant les chemins appartenants à l’éclairage direct
(Figure 5.7.c) et les chemins appartenants à l’éclairage indirect (Figure 5.7.b). Ce-
pendant, certains chemins dans les angles du sol sont encore mal catégorisés. Du
fait que la corrélation entre les dimensions varie selon la scène, la pondération doit
être adaptée à chaque scène. La pondération est guidée par la connaissance a priori
des composantes visuelles à extraire, ce qui varie aussi selon la scène.
Dans ces cas d’applications, le partitionnement en k-moyennes ne permet pas
d’obtenir des résultats satisfaisants. Ce problème se traduit à diﬀérents niveaux.
Tout d’abord, le résultat obtenu peut varier très fortement selon le nombre de
partitions demandées (Figure 5.8). Dans un espace à trop haute dimension comme
le notre, il est diﬃcile de visualiser le résultat et donc d’appréhender la nature du
problème : métrique, nombre de partitions, données, etc.
De plus, le nombre k de partitions doit être déﬁni en amont du partitionnement.
A l’heure actuelle, ce nombre ne peut pas être inféré de la scène et nécessite donc
une entrée utilisateur. De même, cette méthode nécessite la déﬁnition de noyaux
de départ, desquels démarrer pour converger vers une solution itérativement. La
solution obtenue dépend du nombre d’itérations eﬀectuées et, surtout, des noyaux
de départ choisis.
Enﬁn, le calcul des partitions dépend de la métrique utilisée pour évaluer la
distance entre les diﬀérents chemins. Le niveau de corrélation, variant selon les
scènes, introduit un biais plus ou moins important dans l’évaluation, qui peut
résulter en un partitionnement faussé.
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Figure 5.5 – a) Rendu original. b) Partition n°1. c) Partition n°2. En pondérant
l’importance des diﬀérents attributs dans le calcul de distance, nous
obtenons un partitionnement plus intéressant séparant les reﬂets diﬀus
(vignette b) des reﬂets spéculaires (vignette c).
Figure 5.6 – a) Rendu original. b) Partition n°1. c) Partition n°2. De même que
pour l’autre scène, le partitionnement par moyenne euclidienne des
attributs créé des partitions trop géométriques.
Figure 5.7 – a) Rendu original. b) Partition n°1. c) Partition n°2. En pondérant
diﬀéremment, nous obtenons une partition représentative de l’éclai-
rage indirect (vignette b) et une partition représentative de l’éclairage
direct (vignette c).
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Figure 5.8 – a) Pour k = 2 partitions. b) Pour k = 3 partitions. c) Pour k = 4
partitions. Exemple de partitionnements obtenables sur un ensemble
de données 2D. Le partitionnement par k-moyennes produit des cel-
lules de Voronoï, inadaptés dans certains cas comme, par exemple, ici
dans les cas à 2 ou 4 partitions.
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5.2.2 Regroupement hiérarchique
D’autres approches de partitionnement non paramétriques résolvent certaines
des limitations observées. Notamment, les algorithmes de classiﬁcation ascendante
hiérarchique (CAH) proposent un partitionnement déterministe des données, sans
déﬁnir au préalable le nombre de partitions à obtenir ou les points de départ.
Algorithme
Le regroupement hiérarchique démarre en déﬁnissant autant de partitions que
de chemins, chaque partition contenant un unique chemin. Ensuite, itérativement,
l’algorithme regroupe les deux partitions les plus proches, jusqu’à n’obtenir qu’une
seule partition. Le partitionnement obtenu peut se représenter par un dendro-
gramme, dont chaque noeud représente une partition. Plus le noeud est haut dans
le dendrogramme, plus la partition est généraliste. Inversement, plus le noeud est
bas et plus la partition est spéciﬁque à une caractéristique des chemins qui la
composent.
Paramétrage
Les données sélectionnées pour le partitionnement en k-moyennes (Table 5.1) se
sont avérées trop nombreuses et promptes à de la redondance ou de la corrélation.
Dans le cas du regroupement hiérarchique, nous nous sommes concentrés sur des
Figure 5.9 – Exemple de regroupement hiérarchique appliqué à des données 1D.
Le nombre de partitions signiﬁcatives peut être choisi a posteriori selon
l’application voulue, la cohérence du résultat, etc.
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données moins nombreuses et représentatives des diﬀérentes interactions avec la
matière subies (Table 5.2).
Du fait que les chemins ne sont pas tous de la même longueur, nous avons déﬁni
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2 si sid 6= tid∧ sbsdf 6= tbsdf
1 si sid 6= tid⊕ sbsdf 6= tbsdf
0 sinon
(5.4)
Le facteur ki permet de pondérer l’impact de la dissimilarité de deux sommets,
en fonction de leur distance à la caméra ou à l’émetteur. Dans nos calculs, nous
avons utilisé un coeﬃcient dégressif pour limiter l’impact des dissimilarités éloi-
gnées de la caméra. Le facteur kd permet de pondérer l’impact de la dissimilarité
de longueur entre les deux chemins. Nous avons utilisé :
kd = 0.1 |longueur(x¯)− longueur(y¯)|
Champ Donnée Dimension
xbsdf Type de la BSDF du sommet x 1D
xid Identiﬁant de l’objet du sommet x 1D
Table 5.2 – Attributs utilisés pour le regroupement hiérarchique. Les données
sont stockées pour chaque interaction composant le chemin, à partir de
la première interaction après la caméra.
Résultats
Comme précisé, le regroupement hiérarchique ne donne pas un nombre de parti-
tions particulier mais une hiérarchie de partitions. Il convient donc à l’utilisateur de
choisir, a posteriori, des partitions pertinentes. Nous allons donc observer ici seule-
ment certaines partitions, pertinentes ou non, pour évaluer les capacités de cette
approche. Le résultat d’origine comprend une variété de composantes visuelles :
caustiques, reﬂets d’émetteurs, reﬂets d’objets diﬀus, inter-réﬂexions diﬀuses, etc.
(Figure 5.10).
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Figure 5.10 – Résultat d’origine de la scène utilisée pour le regroupement hiérar-
chique.
Nous avons appliqué un regroupement hiérarchique sur un échantillon uniforme
de chemins en ne gardant que les dix regroupements principaux, dont certains ﬁ-
gurent Figure 5.11. Les partitions obtenues ne semblent pas isoler une seule com-
posante visuelle. Parmi les trois groupes principaux composant l’image d’origine,
un groupe contient la caustique projetée sur le sol par la sphère rose, ainsi que
certains autres chemins de caustiques visibles sur le mur du fond et de gauche (Fi-
gure 5.11.b). Cependant, ce groupe contient aussi l’intégralité des chemins d’éclai-
rage direct incidents sur le sol.
Nous avons aussi appliqué le même algorithme de regroupement hiérarchique
sur un échantillon spéciﬁque de chemins, en sélectionnant à la main les chemins
d’intérêt. Dans le cas des reﬂets spéculaires (Figure 5.12), nous pouvons voir que
le noeud (vignette d) isole bien les chemins de caustiques vus dans le reﬂet du
reste du reﬂet (vignette e).
En conclusion, le regroupement hiérarchique comble certains problèmes soule-
vés par le partitionnement par k-moyennes. Notamment, le degré d’automatisation
est plus élevé et ne nécessite pas d’entrées utilisateur pour déﬁnir le nombre de
groupes à obtenir ou les noyaux de départ. Le partitionnement obtenu est détermi-
niste. Les résultats obtenus conﬁrment un intérêt pour isoler certaines composantes
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Figure 5.11 – Dendrogramme partiel du partitionnement obtenu sur l’intégralité
des chemins. Certains noeuds sont omis. Certaines composantes vi-
suelles sont extraites comme, par exemple, les caustiques (vignette
b) mais ne sont pas isolées. Le noeud obtenu (vignette g) isolent
certains chemins de caustiques tandis que d’autres restent dans son
noeud frère (vignette h).
visuelles de même nature, en choisissant de se placer à un niveau de détail plus
ou moins ﬁn. Cependant, dans le cas de composantes visuelles de natures diﬀé-
rentes mélangées, le partitionnement n’est pas adéquat. Cela vient des données et
de la métrique de dissimilarité utilisées, qui nécessitent plus d’approfondissement.
De plus, en se basant sur des données très proches de la notation d’Heckbert, les
résultats ressemblent aux calques obtenus en découpant par expression régulière
(Chapitre 4, Figure 4.8). Les algorithmes de CAH ajoutent une notion de hiérar-
chie intéressante, oﬀrant plus de modularité aux calques ﬁnaux à manipuler, et
proﬁteraient de la mise au point de métriques plus adaptées.
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La synthèse d’images repose sur la modélisation et la simulation de la physique,
et est de ce fait confrontée à de nombreux problèmes. Les premiers obstacles ont
été la ﬁdélité des modèles utilisés et la complexité calculatoire des équations à
résoudre. Par une évolution à la fois de l’état de l’art dans le domaine et de la
puissance de calcul des ordinateurs, ces deux obstacles sont de mieux en mieux
franchis et la synthèse d’images prend désormais une place prépondérante dans les
domaines de création artistique numérique. Une autre problématique s’est alors
dégagée, dûe à l’opposition entre le réalisme physique des modèles utilisés et la
liberté artistique souhaitée par les artistes : comment oﬀrir un contrôle artistique
dans une simulation physique ?
Nous avons vu diﬀérents travaux assistant le travail des infographistes et leur
oﬀrant un contrôle artistique plus ou moins complet sur le rendu. Nous avons
déﬁni cette problématique du contrôle artistique du rendu et en avons extrait trois
critères d’évaluation. Nous avons aussi dégagé trois paradigmes, diﬀérant sur la
manière d’éditer le rendu.
Nous nous sommes concentrés sur le paradigme d’édition comportementale, qui
permet de répondre convenablement aux trois critères, et avons proposé un forma-
lisme théorique d’édition par téléportation du transport lumineux. Ce formalisme
s’intègre à l’équation du rendu, base théorique des algorithmes de rendu, et per-
met de représenter, entre autre, diﬀérentes approches comportementales de l’état
de l’art.
Nous avons ensuite déﬁni, dans ce formalisme, un outil pratique d’édition par
téléportation, appelé portails. Les portails permettent un contrôle libre du trans-
port lumineux. Nous avons pu voir que les portails permettent, à la fois, de repro-
duire les travaux précèdents ainsi que d’en étendre les résultats.
Enﬁn, nous avons discuté de diﬀérents axes de recherches complémentaires. En
particulier, il faut étendre la déﬁnition théorique pour élargir l’édition du rendu à
des phénomènes globaux, à l’échelle de la scène et de l’image, comme la gestion
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d’une ambiance visuelle. Le portage du contrôle artistique du rendu à ces compo-
santes de haut-niveau nécessite un approfondissement du partitionnement et de
la représentation de l’espaces des chemins, ainsi qu’un échange avec les domaines
artistiques concernés pour déﬁnir fondamentalement les notions mises en jeu.
Bien que l’état de l’art dans le domaine du contrôle artistique du rendu réponde
à une grande variété de problèmes, les réponses proposées ne sont que peu adop-
tées par la communauté industrielle et, parmi les travaux transférés, plusieurs le
sont à l’échelle d’une seule production cinématographique. Ce constat me semble
majoritairement lié à deux causes. Tout d’abord, certains problèmes traités ne
sont pas des limitations pour les infographistes qui, faute de moyens, ont appris
à travailler sans. Je pense par exemple aux caustiques qui, bien qu’omniprésentes
dans les problématiques de recherche, ne sont pas gérées par une grande majo-
rité de moteurs de rendu industriels. D’autre part, certaines solutions apportées
manquent d’intégration à la chaine de production industrielle et nécessitent donc
une étape postérieure d’intégration. La recherche dans ce domaine me semble, en
ce sens, trop éloignée de la vérité-terrain et proﬁterait d’échanges plus proches et
plus conséquents entre le monde académique et le monde industriel.
A cette image, la recherche de modèles mathématiques, notamment de maté-
riaux et d’éclairage, continue de voir émerger de nouveaux travaux qui repoussent,
toujours un peu plus loin, le niveau de réalisme des rendus produits, tout en cher-
chant à répondre à la problématique du temps de calcul. Cet axe de recherche
bénéﬁcie grandement au domaine de la réalité virtuelle qui prospère dans les do-
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