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ABSTRACT 
In 1960 A. H. Stroud gave a construction from which all minimal degree two cubatures for an 
arbitrary region can be obtained. A special form of this construction is made here which results 
in cubatures for plane regions, in particular for convex quadrilaterals, which have positive weights 
and all nodes contained in the region. We refer to such rules as Gaussian cubatures. 
1. INTRODUCTION 
In [1] A. H. Stroud gives a construction from which 
all minimal degree two cubature rules for an arbitrary 
n-dimensional region can be obtained. The rules are 
minimal in that the same precision cannot be achieved 
with fewer nodes than given in the construction. 
It is known (see Tchakaloff [3])that for any region a 
minimal rule exists with positive weights and nodes 
belonging to the region, provided that the integral 
weight function is positive. We shall refer to such rules 
as Gaussian cubatures, ince the corresponding one- 
dimensional rules share the same properties of fewest 
points, positive weights and contained nodes. 
Stroud's construction provides positive weights, but 
there is no guarantee of containment. In fact, for 
irregular regions there are no genera] results for con- 
structing Gaussian cubatures, although agood deal of 
work has been done for regions with a high degree of 
symmetry. 
Our aim here is to show how a special application of 
Stroud's construction can lead to Gaussian cubatures 
in the plane for a unit weight function on various 
special classes of irregular egions. We derive these 
rules, in particular, for arbitrary convex quadrilaterals. 
We note here Wachspress' study [4] of the finite ele- 
ment method with nontriangular elements in which 
degree two cubatures on convex quadrilaterals play a 
central role. 
2. STROUD'S CONSTRUCTION FOR THE PLANE 
Let R be a region in the plane for which the moments 
I00 = fRdxdy, I10 = fRxdxdy, 120 = fRYdxdy, 
I l l  = fRX2dxdy, I12 = fRXydxdy and 
I22 = fRy2dxdy exist. In [1] Stroud's construction 
[111l 00 oI [! xo x 0 x  x 2 a I 0 x 1 
Y0 Y1 Y 0 a 2 x 2 
begins with the observation that the degree two 
cubature formula 
¢ 2 i / k  Z akx k , 0g i+ jg2  fR xi dxdY=k=0 
is equivalentto he matrix equation 
(1) 
(2) 
We may express (2) compactly in the form 
uTAu = M. (3) 
The moment matrix M is known to be positive definite. 
Consequently, there exist weU-known algorithms for 
finding a matrix P such that 
P TMP = I00I, (4) 
where I is the identity. One such matrix is 
~/ Ioo  ~ - a~- 
1 
t~ 3, 
~oo v = o (5) 
0 0 
where x = I10/I00 , ~ = I20/I00 , 
I00 I12- I10 I20 
Io0 I l l  - I2 0 
(6) 
(*) D. R. Wilhelmsen, Department of Mathematics, University of Georgia, Athens, Georgia 
30602, USA 
Journal of Computational and Applied Mathematics, volume 4, no. 3, 1978. 229 
V// 2 I00 I l l  - I10 = , (7) 
Io0 
and 
_~00 V~ ( 2 (100112-110120)2 
I00 I22 - 120) - (i00111 - I120) i 8) 
If we set Z = UP, then zTAz  = [00I, and it follows 
that 
zzT= I00 A-1 . 
Equation (9) can be solved in a variety of ways. For 
any choice of positive weights witb a 0 + a I + a 2 = I00, 
we have a solution, given by Stroud, 
1 0 
, / I00( I00-a  0 -a l )  Z= 1 
(I00 - ao) a3 
1 - V / 
Io0 a 1 
(100 - ao) a 2 
ffrs0--- 0 
a 0 
- d a0 
I 00  - a 0 
_,f a0 
I00 - a 0 
(10)  
A second solution is easily obtained by reversing the 
signs in the third column. There are, in fact, infinitely 
many solutions obtainable by rotating the row vectors 
of Z about the first component axis. 
Since P is readily inverted, we can compute U= ZP -1 
to get 
Xo=~,  
x 1 = ~+ 3 V/ I00  a 0 a 1 
(I00 - ao) a 1 
x2 = ~_3~ / al 
(I00 - ao) a 2 
YO = Y ~ 7 %/ !00  
m 
a 0 
a 0 
Yl = Y + °~x/ !°° -  a°-  al 
(100 - ao) a I 
+_ ,yV / a0 
I00 - a 0 
~( I  a l  +3¢V / ao 
Y2 = Y -a/3 O0 - ao) a2 Io0 - ao 
(ll) 
3. A ONE-PARAMETER FAMILY OF RULES 
To analyze containment of the nodes given by (11), we 
must first simplify the equations by reducing the hum- 
ber of  parameters. Our choice is to set a 1 = a 2 and use 
the single parameter w = a 0. Since a 0 + a I + a 2 = I00 , 
11) reduces to 
x0=~,  
x 1 =g+3~[  -1 
O0 - w 
x 2 = x -3d  1 
I o0  - w ' 
Y0 =y~ ,yx /100-w 
W 
y l=~ -+a3d 1 + 'Yd  w 
I 00  - w Io0  - w 
y2=~_a3x  / 1 - -  + ' r4  w 
I00 -w  I00 - w (12) 
It is known that the nodes of  minimal cubature rules 
lie in the intersection of algebraic urves, the degree of 
the curves corresponding to the degree of the rule (see 
Stroud [2]). So, we might expect he components 
(xi' Yi) to be parametric equations of second degree 
curves. For (x 0, Y0) the case is even simpler. As n varies 
from 0 to I00, this point moves along the line x = 
from y = ; -= to ~. However, the two remaining nodes 
lie on separate branches of the hyperbola 
[h  (x  - ~)  - B (y - y ) ]  [A  (x  - ~)  + B (y - ~) ]  = ~2,  
(13) 
where A -- 1_ (3 ~ IX/I00 + a ~) and B = ! (a X/I00 - a~). 
As w varies from 0 to I00, these nodes move from near 
the center of gravity (~, y---) to infinity. 
If R is convex, then it contains its center of gravity. So, 
for certain values of w the nodes in (12) may be interior 
to R. In fact, if there exist values of w which generate 
Gaussian cubatures, then one such value must corre- 
spond to a node on the boundary of R. 
4. A SPECIAL CLASS OF REGIONS 
The observations in section three can be used to derive 
Gaussian cubatures for arbitrary convex quadrilaterals. 
The methods used here are certainly applicable to any 
other convenient class of regions. The important in- 
gredients are : simple expressions for the moments 
and a little bit of luck. 
Let Q be any convex quadrilateral in the plane with 
positive area whose vertices are labelled (si, ti), 
i = 0, 1, 2, 3, in a counterclockwise direction. We 
standardize Q by an afFme linear transformation 
T :Q- ,  R which maps (So, to) ~ (1, 1), (Sl, t l )  -- C 0, 0), 
and (s 2, t2) -~ (1, -1), then (s 3, t3) is mapped into an 
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undetermined, or free, vertex (x~,, y.) .  Since Q is con- 
vex, so is R; hence, x .  ~ 1, and y.2 • x.2. The moments 
for R are 
100 = x ,  
I00 = x ,  (x,  + 1)/3 
I20 = y ,  (x,  - 1 ) /3  
I l l  = x,  (x 2 + x ,  + 1) /6  
112=Y,(X 2 -1) /6  
122 = (x, + (x,  - 1) y2) /6  . (14) 
It follows that ~ = (x, + 1)/3 and ~-= y , (x ,  -1) /3x , .  
The corresponding versions of (6)-(8) are 
y,  (x2, - 1) 
g_ -  
x ,  (x2, -x .  + 1) (15) 
1/x ,  (x2,-x, + 1) 
3 2 (16) 
and 
X/6-- ~-~ - x .  x 2x*-1 
3,= 1 + ( _Y__~_. )2 
. -x .+ l  (17) 
Notice that for x .  = . !  and y.  = 0 we have an ex- 
2 
ample for which R is not  convex. The hyperbola 
parameters in (13) are A = B = 2. Asymptotes for this 
hyperbola re given by the equations y -  y= +2 (x-3) .  
It follows that one branch of the hyperbola is disjoint 
from R, and there can be no value of w which will 
produce a Gaussian cubature. This explains our restric- 
tion to convex quadrilaterals. 
We intend to show, partly by analysis and partly by 
computation, that a Gaussian cubature for R is 
achieved i fw is chosen to place (x0, Y0) on the bound- 
ary of  R. For 1 • x .  • 2 it suffices to make Y0 = +x0' 
since ~ • 1. For 2 < x .  things are slightly more com- 
plicated; this case will be postponed until section six. 
5. THE CASE 1 • x .  g 2 
We can characterize R as the solution set of the in- 
equalities 
f: 
-y~0 
+y~0 
x . -1 ) (y+ 1) - (y .+ I ) (x -1 )~0 
y,  -1 )  (x -1 )  - (x,  -1 )  (y -1 )  ;, 0 (18) 
Our job is to show that the nodes (Xl, Yl) and 
(x2' Y2) given in (12) satisfy (18) whenever Y0 = -T-x 0 
and (x,,  y,) ~K= {(x,y) : 1 • x•  2; y2•  x2). 
Note first that Y0 = ~'x0 if we choose 
T2x, 
(19) w-3,2+ (3;  y)2 ' 
where the signs in (19) correspond in order to the signs 
used in (12). 
This substitution results in rather complicated inequali- 
ties• Some can be demonstrated analytically, but most 
are intractable. At this point, since K is bounded, a
reasonable approach is to check the inequalities by 
computer on a suitably dense sampling of K. This was 
done at points of a square grid with spacing h =. 004, 
and the results showed that all inequalities are satisfied 
at all sample points by both nodes. We not'e that it was 
necessary to check only two inequalities for (x 2, Y2)' 
and symmetry allowed us to restrict our attention to 
the subset K ÷ = {(x, y) ~ K : y >/ 0). 
Since the inequalities are relatively smooth, one is 
strongly inclined to assume that (19) leads to a Gaus- 
sian cubature whenever I • x .  • 2, particularly since 
equality occurred in none of the tests. 
6. THE CASE 2 < x .  
It is no longer feasible to computer check (18) for 
2 < x . ,  since the free vertex of R is located in an un- 
bounded region. 
Consider instead the standardized quadrilateral R with 
free vertex coordinates 
_- x .  - Y~*  (20) 
x . -  1 ' Y = x , -  1 
These coordinates result from a transformation q?: R--~ P.. 
that interchanges the free vertex of R with the origin. 
Clearly 1 < i < 2, so R falls within the case of the 
pre~ous ection. There exist two Gaussian cubatures 
for R, one with Y0 = x0 and one with Y0 = - x0" The 
• ^-1 inverse transformanon T can be used to take these 
rules into corresponding Gaussian cubatures for R. 
The specific transformation is given by 
~?- l [ ; J  = [ (X -y , ) _ : ]  [ ; ]  + [ : : ]  (21) 
We could stop here, but for computational purposes it 
is valuable to know that the cubature rules described 
above are identical to the rules computed irectly 
from (12), where we set 
72 x ,  
w = (22) 
"r 2 + [(~+1) y.+____~l (3 -  1)] 2 
x .  - 1 
Verification of this is straightforward but tedious, 
and we omit it. The signs in (22) should be chosen in 
the same order as the signs in (12). The upper sign 
places the node (x0, Y0) on the upper boundary of R, 
and the lower sign puts it on the lower boundary. 
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7. EXAMPLES Table 1 
The transformation T : Q --, R and its inverse are given 
by 
T Ix] 1 [ (t2 - to.) 
y = L(to+ t 2 -2t  1) 
and 
s,l 
(2Sl - s0- s2~[y "- y 
(23) 
2 [ ( t0+t2_2t l  ) ( t0_t2)  J tl ' 
where (24) 
(s0 -s  ) ( t0 - t l )  ] 
D= [ (s2-S l )  (t2 tl)J 
Let the sample quadrilateral Q have vertices (4,2), 
(4, --4), (-2, -2) and (0, 2). Each choice of a vertex as 
(s 0, to) results in two distinct Gaussian cubatures. For 
illustrative purposes, we will examine only two such 
choices, one which results in 1 ~ x,  ~ 2 and the other 
which results in 2 < x. .  We shall denote the nodes and 
weights of the rules for Q by (Pi' qi ) and ai, i= 0, 1,2. 
Recall that under a linear transformation T -1 :R~ Q, 
the cubature weights for Q are obtained by multiplying 
the weights for R by the absolute value of the deter- 
minant of the transformation matrix. 
For case A we take (So, to) = (-2, -2) and get 
T [S_1=1[~ _: J  [~:~]  , (24) 
and 
For case B we have (s 0. to) = (4, 2). This yields 1[: 3j 
T 
=8 1 y -2  
and 
(26) 
(27) 
The various parameters and rules are listed in table 1. 
Notice that if we compute :~ and ~ for case B we get 
= 13/9 and ~) = -1/9. By symmetry, if we change 
signs on Y0' Yl and Y2 in case A, then use (25), we 
should obtain the rules of case B. 
par- ] upper 
ameter sign 
I 
s o -2. -2. 
t o -2. -2. 
x ,  1.44444 1.44444 
y .  .11111 .11111 
a .05090 .05090 
3 .36299 .36299 
7 .40858 .40858 
w .28383 .29680 
x 0 .81481 .81481 
YO -.81481 .81481 
x 1 1.15175 1.15365 
Yl .23059 -.17914 
x 2 .47787 .47598 
Y2 .19629 -.21363 
P0 4.00000 -.88886 
q0 .88886 -2.37038 
Pl -.14702 1.07647 
ql .14582 .97288 
P2 1.97752 3.21295 
q2 -2.48110 -1.66882 
a 0 5.10894 5.34240 
a 1 10.44553 10.32880 
a 2 10.44553 10.32880 
Case A Case B 
lower upper lower 
sign sign s ign 
4.  4.  
2. 2. 
3.25000 3.25000 
.25000 .25000 
.08850 .08850 
1.22510 1.22510 
.40858 .40858 
.63861 .66780 
1.41667 1.41667 
-.76852 .86111 
2.17478 2.17906 
.32683 -.08262 
.65855 .65428 
.19265 -.21755 
-.88889 4.00000 
-2.37038 .88888 
3.15527 1.93120 
-1.69590 2.52336 
1.23650 .00163 
1.06820 .25634 
5.10888 5.34240 
10.44556 10.32880 
10.44556 10.32880 
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