We review mathematical models of confined bubbles, emphasizing physical mechanisms as expressed in simple geometries. Molecular interactions between liquid, gas, and the confining solid are all important and are described through the disjoining pressure concept. Methods for finding static shapes are considered. The static solution is a springboard for discussing pressure-driven and surface-tension-driven flows, both of which involve viscous effects and macroscopic films entrained near apparent contact lines. We next discuss vapor bubbles produced by thermal effects. Vaporization localized near contact lines and condensation distributed in colder parts of the interface lead to steady vapor bubbles. Their size is determined through global constraints. Unsteady vapor bubbles are discussed and we end with thoughts on open problems.
INTRODUCTION
This review deals with bubbles under strong geometric constraints. We are interested in situations where the gas is insoluble, referred to as "gas bubbles," and those in which the gas is a result of vaporization (boiling) of a liquid phase, referred to as "vapor bubbles." Bubbles have been studied extensively for two basic configurations: a circular pipe and an infinite two-dimensional channel (an idealized Hele-Shaw cell). The definitive work for the former is that of Bretherton (1961) , which has spawned a large literature, and the latter was reviewed by Homsy (1987) . These two highly idealized geometric configurations are not always suitable for investigations of multiphase fluid flow and heat transfer in geometries encountered in applications, e.g., long channels of rectangular cross section used in microfluidic devices or very complex geometries found in disordered materials. To provide motivation for mathematical modeling, we briefly discuss some of these applications.
The problem of oil recovery from porous rocks has been a traditional source of both motivation and challenges for multiphase flow modeling (Wooding & MorelSeytoux 1976) . For example, it is known that foams can be effective in displacing oil from porous media due to their high apparent viscosity (Kornev et al. 1999) . The linear dependence of pressure drop on liquid flow velocity found in experiments on foam flows through porous media cannot be explained by two-phase flow models in circular capillaries. These models also cannot accurately describe flows in threephase monolithic chemical reactors where gas bubbles move through the liquid in a channel of noncircular cross section covered with a layer of solid catalyst. The chemical reaction occurring at the wall involves both the liquid and reactants from the gas phase transported through the liquid, e.g., by diffusion through thin films separating the bubble and the wall; the products of reaction remain in the liquid phase (Andersson et al. 1998) . Another well-known example from the chemical industry involves flow through structured packings used for separation. A vapor is typically dispersed in a co-or counter-flowing liquid that is distributed over a solid packing with very complex geometry (de Santos et al. 1991) . Studies of multiphase flows in small channels of noncircular cross section are also part of the rapidly developing field of microfluidics. Microanalytical devices in which nanoliter quantities of material are transported, reacted, and separated typically use networks of microchannels (see, e.g., Stone et al. 2004 for a review). Due to manufacturing techniques such as reactiveion etching and soft lithography, these microchannels often have rectangular cross sections with very sharp corners.
Another set of applications that motivates recent developments in mathematical modeling involves vapor bubbles in confined geometries. Widespread use of thermal ink-jet printers is a clear illustration of the significant technological potential of confined vapor bubbles. In a thermal ink-jet printhead, an electric pulse of a few microseconds duration is sent through a microheater that locally heats liquid ink and generates a bubble. The expanding bubble pushes the ink out of a nozzle, resulting in the production of a single droplet (Allen et al. 1985 , Asai 1991 . Deposition of a large number of such droplets on a print surface results in a high-quality image. Despite significant advances in printing technology since their invention, ink-jet printers are still competitive and feature a variety of different nozzle configurations (Le 1998) . The success in ink-jet printing has motivated recent applications of vapor bubbles in microfluidics. Valveless pumps exploit vapor bubbles that expand/contract (Yuan et al. 1999) or that are driven by temperature gradients (Jun & Kim 1998) . These pumps have no moving mechanical parts that could rapidly erode on microscale. Other similar devices include sensors and actuators (Lin 1998) , as well as a prototype optical switch where optical signals are reflected off a vapor bubble (Bishop et al. 2001) . In a recently proposed cancer treatment, expanding vapor bubbles are used to block flow in small vessels that supply blood to tumors (Ye & Bull 2004 and references therein). However, formation of vapor bubbles is not always desirable in applications: Sometimes it has to be avoided, e.g., in membranes of fuel cells or in porous wicks of heat pipes. A heat pipe is a closed device where thermal energy is transported from one part to another by means of liquid vaporization and subsequent vapor flow away from the hot region. The vapor is condensed in colder regions and the condensate flows to the hot region under the action of capillary forces, usually in a porous wick structure (see Tien 1975 for an early review). Cotter (1984) proposed using micro grooves on the walls in the place of the wick and thus invented what is now known as a micro heat pipe. Studies of shapes of confined vapor-liquid interfaces discussed in the present review are relevant for design and optimization of micro heat pipes. Both conventional and micro heat pipes can provide a significant increase in the efficiency of removing heat generated inside electronic devices such as laptop computers.
The most straightforward continuum-level approach to mathematical modeling of confined bubbles would be to solve the full set of governing equations for mass, momentum, and energy transport in both fluid phases, coupled through nonlinear boundary conditions at the gas-liquid interface. Solving such problems for experimentally relevant configurations is a difficult task even with modern computational tools, especially because the interface location is often not known in advance and must be determined as part of the solution. Fortunately, many problems can be simplified by identifying small dimensionless parameters and then developing perturbation expansions in terms of such parameters. As we will see, these expansions can be either regular or singular, and in the latter case, asymptotic matching techniques are often required to obtain the solution. In addition to all these modeling challenges, which are common to many interfacial fluid mechanics problems, one has to consider several issues specific to confined bubbles. Most of these involve describing the effects of solid walls on bubble shapes and dynamics. The walls provide a geometric constraint for the viscous flow in the liquid phase and can influence heat transfer and phase change in the system through the boundary conditions for the temperature field. In addition, material properties of the walls can influence the bubble shape significantly, e.g., through molecular interactions that determine the static or dynamic conditions for the contact angle between the gas-liquid interface and the wall surface.
In the present review, we do not attempt to survey all kinds of complicated geometric configurations found in applications. Instead, we focus our attention on several fundamental studies aimed at understanding the basic physical phenomena and identifying the mathematical methods needed for adequate description of these phenomena.
We believe that these basic studies will be useful for modeling of many experimental configurations, some of which may require advanced computational methods yet to be developed. Accordingly, the scope of the review is limited to mathematical models of a single gas or vapor bubble in a long channel of square or rectangular cross section filled with incompressible Newtonian liquid. Bubble size is comparable with the characteristic channel cross-section length, which is in contrast to the well-known problems of nucleation and growth of a microbubble on a rigid wall in a large pool of liquid (Dhir 1998 , Yin et al. 2004 ) and of flows of emulsions and bubbly liquids. All dynamical processes in the gas phase inside the bubble are neglected. Studies of confined droplets are outside the scope of the present review even though some of our conclusions are relevant for droplets as well. We discuss experimental results only in the context of providing motivation and validation of mathematical models.
PRELIMINARIES

Wettability and Disjoining Pressure
The bubbles considered in the present review are comparable in size with the bounding geometry, so the bubble surface can be expected to come close to or touch rigid walls. When a static gas-liquid interface shape appears to touch the wall, two distinct local configurations can be found by enlarging the three-phase region with microscale or sometimes nanoscale resolution, as illustrated in Figure 1 . The gas-liquid interface either touches the wall so that a contact line between the three phases is formed, or an adsorbed film separates the gas phase from the wall. We mostly focus on the latter case in the present review. It is very difficult to distinguish experimentally between the two situations sketched in Figure 1 , so it is common to introduce "apparent" contact lines when observations indicate that three phases are in contact, but the experimental accuracy is not sufficient to rule out the presence of an adsorbed film.
Figure 1
Two different local configurations in the three-phase region: (a) all three phases intersect at a contact line with contact angle θ ; (b) gas and solid remain separated by an adsorbed film.
Let us discuss mathematical models commonly used to describe the two different local pictures shown in Figure 1 . For three phases in contact, as in Figure 1a , the local solution is described by the angle θ between the local tangent to the liquid-gas interface and the wall, referred to as the contact angle. It is related to the interfacial energies of the three material boundaries by Young's equation,
where the three phases are denoted by the subscripts, s for solid, l for liquid, and g for gas. The liquid is said to be wetting (or completely/perfectly wetting) on a given substrate if the contact angle is zero, nonwetting for θ = π, and partially wetting for all other situations. (Note that these definitions are not universal: Some studies define partial wetting as contact angles below π/2 and refer to liquids with higher θ as nonwetting.) The situation pictured in Figure 1b implies that the solid is covered by a stable adsorbed film of liquid. The existence of this film can be explained using a concept of disjoining pressure (Derjaguin et al. 1987 , Israelachvili 1992 , the understanding of which requires a brief discussion of intermolecular forces. If the liquid is apolar, i.e., the average dipole moment of each molecule is zero, the force between a pair of molecules is proportional to the inverse sixth power of the distance between them over a range of distances (until the distance becomes comparable to the size of a molecule, in which case a strong Born repulsion takes over). This type of intermolecular interaction is referred to as a London-van der Waals dispersion force. These forces arise as a result of fluctuations of the dipole moment of each molecule and lead to additional (compared to bulk quantities of liquid) terms in the chemical potential of thin liquid films of thickness up to ∼100 nm, usually expressed in terms of a disjoining pressure proportional to the inverse cube of the film thickness. For a liquid film on a solid surface, interactions with the solid molecules and the gas phase must also be considered, but as long as all interactions are described by the inverse sixth power law, the disjoining pressure can still be expressed as = −A/ h 3 , where h is the film thickness. The coefficient A, often referred to as the Hamaker constant, depends on the properties of all three phases present in the system, even though dependence on the properties of gas phase is usually very weak. (In the physical chemistry literature, the term "Hamaker constant" is usually reserved for the quantity A = 6π A.) The pressure in the liquid film can be either lower or higher than the bulk phase; due to a sign convention the latter case is referred to as negative disjoining pressure. Note that the effects of London-van der Waals forces can be described as a body force acting in the liquid (Burelbach et al. 1988 ), but for thin films this is equivalent to adding disjoining pressure in the normal stress balance. The simple London-van der Waals model is in good agreement with experimental data on multilayer adsorption of liquids like heptane and octane on different solid surfaces. This provides motivation for using the term "adsorbed film" for films thin enough for the disjoining pressure to be appreciable, as done throughout the present article. These films are also referred to in the literature as "wetting," "multilayer," "microscopic," "precursor," or "ultra-thin" films. Note that retardation effects manifested in some experiments can Typical disjoining pressure curve for a partially wetting liquid on a substrate, e.g., water on quartz.
result in a different dependence of on thickness (typically modeled by ∼ h −4 ), but they are assumed negligible in the present formulation.
The permanent dipole moment of molecules and presence of ions, i.e., in water and aqueous solutions, result in an additional contribution to disjoining pressure due to electrostatic interactions. It is often assumed proportional to an inverse square of film thickness (e.g., in Schwartz et al. 2001) , although approximations involving exponential functions are also common (Derjaguin et al. 1987 , Sharma 1998 . Experimental data for disjoining pressure in films of partially wetting liquids, e.g. water on quartz substrate, indicate that the dependence of the disjoining pressure on film thickness can be nonmonotonic, as sketched in Figure 2 . Competition between London-van der Waals forces and electrostatic interactions explains some but not all of the experimental results. Several attempts have been made to introduce additional components of disjoining pressure to achieve better agreement with experiments, as discussed, e.g., in Derjaguin et al. (1987) . Partial wetting behavior of liquids on solid substrates is often interpreted in terms of competition between different components of disjoining pressure, and the value of the contact angle depends on the Hamaker constant and parameters that characterize other components of disjoining pressure.
The models of disjoining pressure described above have been derived for uniform films only. Applications of them to films of nonuniform thickness should be approached with care. Several papers propose modified disjoining pressure formulae, which incorporate dependence on the slope of the liquid-gas interface (Wu & Wong 2004 and references therein), but no careful experimental validation of these models has been provided so far.
The local shapes sketched in Figure 1 are influenced by the presence of flow when the gas-liquid interface is moving. In most situations discussed below we do not consider moving contact lines because the gas phase always remains separated from the solid by either an adsorbed film or a macroscopic layer of liquid. Accordingly, we do not discuss the many challenges and recent progress in modeling moving contact lines (see, e.g., de Gennes 1985 and Dussan 1979 for early reviews).
Continuum Modeling
Mathematical models discussed in the present review are based on the continuumlevel description of fluid flow and heat transfer. Given that the length scale in some applications is on the order of 1 µm or less, one might reasonably question the validity of the continuum approximation. Although the continuum approximation will always break down at a sufficiently small scale, recent experimental and numerical studies indicate that it works remarkably well for microscale and even nanoscale systems. Most notably, Megaridis et al. (2002) conducted experiments with gas bubbles in hollow carbon nanotubes of typical wall thickness 10-25 nm, outer diameter 100 nm, and length between 1-10 microns, using transmission electron microscopy to observe the menisci separating liquid and gas. The meniscus has approximately constant curvature; a fewnanometer thick liquid film on the walls was also detected. All these features are in agreement with the predictions of continuum models. Motion of the menisci was achieved by heating the contents of individual nanotubes by electron irradiation. Freund (2005) used molecular dynamics simulations to investigate the shape of liquid-vapor interface and local heat flux near a solid wall of nonuniform temperature. The simulations involved several thousand fluid particles interacting with each other and with the wall particles through Lennard-Jones-type potentials. The values of fluid density, viscosity, latent heat, and other physical parameters are taken from documented properties of the Lennard-Jones fluid except that the Hamaker constant is estimated based on the observed thickness of the adsorbed film in the molecular dynamics simulation. Excellent agreement with the prediction of continuum models (Ajaev & Homsy 2001a,b , discussed below) is found for the local vapor-liquid interface shapes. Heat flux profiles also agree except when the strength of solid-fluid particle interaction is significantly above that of fluid-fluid interaction. The latter discrepancy is explained by Freund (2005) in terms of forming a low-mobility layer of fluid particles near the solid wall and can be accounted for by a minor modification of the continuum model.
The lattice Boltzmann method, a mesoscopic approach that relies on numerical solution of equations for particle velocity distribution functions on a discrete lattice, has been used to describe two-phase flows. Fluid viscosities enter the model through a relaxation mechanism in the term that describes particle collisions. Both local flow patterns near contact lines (Zhang & Kwok 2004) and global shapes of moving bubbles in narrow channels (Yang et al. 2002) have been simulated using this method and excellent agreement with continuum theories has been demonstrated.
Statics, Dynamics, and Scaling
Let us discuss the dimensionless parameters that characterize the significance of different physical effects. 
Disjoining pressure:
applied tangential stress, and the force associated with the disjoining pressure. Because there are six of these, the problem is governed by five dimensionless parameters, plus geometric aspect ratios, if any. We list a convenient set of these, but note that other (equally independent sets) may be formed by taking ratios in combinations other than the ones chosen here. For the situations of interest here, we take flow velocity U ∼ 10 −4 m/s, characteristic dimension d ∼ 100 µm, µ, ρ, σ (=σ lg ) appropriate to aqueous solutions, A ∼ 10 −20 J and τ ∼ 10 −3 N/m 2 . We find R to be below 10 −2 , and therefore inertia effects are negligible. This assumption is violated on the microscale only for flows with very large accelerations of liquids, i.e., at the initial stage of rapid expansion of a vapor bubble (Ye & Bull 2004 , Yuan et al. 1999 ). These situations, as well as a range of other interesting two-phase flows with finite values of the Reynolds number, discussed, e.g., by Fabre & Liné (1992) , are outside the scope of this review. The significance of surface tension forces for microscale applications is manifested by very small values of the capillary number, C ∼ 10 −6 . For zero C interface shapes are determined from the equations of capillary statics. However, perturbations of these solutions due to viscous flow often turn out to be singular because even for very small values of C the effects of viscosity may become important near the walls. Gravity effects are typically negligible due to small values of the Bond number Bo ∼ 10 −3 . Applied tangential stresses, such as might arise from thermocapillary or electrocapillary effects, are often of sufficient magnitude to result in Marangoni numbers, M ∼ 1, and therefore are of interest here. Finally, the dimensionless Hamaker constant, ε ∼ 10 −11 , indicating that the disjoining pressure is significant only in very thin films. Similar to C 1, the case ε identically equal to zero is a singular limit, requiring the ideas of matched expansions in order to be treated properly.
Additional dimensionless parameters appear for nonisothermal problems, the most important of which is the Peclet number, Pe = R Pr, where Pr = µ/ρκ T is the Prandtl number, and κ T is the thermal diffusivity. Pe is usually below 0.1 (owing to the smallness of R), and therefore convective heat transfer is negligible.
CAPILLARY STATIC SHAPES
Let us discuss static interface shapes first; investigations of the effects of flow are reviewed in the subsequent sections. Two fluid phases are in equilibrium under conditions of negligible gravity when there are no temperature gradients in the system and the pressures in both phases are uniform and differ from each other by the amount of the capillary pressure jump, σ κ, where σ is the surface tension at the gas-liquid interface and κ is the local mean curvature of the interface. If the interface touches the solid wall, as sketched in Figure 1a , the static contact angle θ is uniquely determined by the material properties of the three phases. Steady interface shape is then defined by κ = constant and the fixed contact angle boundary condition. Because the position of the contact line is not known in advance, this is a free-boundary problem. However, for an interface in a long channel of uniform cross section, and for fixed volume of liquid, the problem is reduced to a boundary-value problem on a two-dimensional domain defined by the channel cross-section shape. When this problem is solved, one can find the interface shape, including the position of the contact line on the wall. Contrary to physical intuition, this boundary-value problem does not always have a solution, as was first shown with considerable rigor and elegance by Concus & Finn (1974) . They considered a general problem of finding the equilibrium capillary shape in a channel of arbitrary cross section. Their results show that if the cross section is a regular N-sided polygon, the boundary-value problem for the equilibrium interface shape has no solution for the values of the contact angle below π/N. For an interface in a square channel, illustrated in Figure 3a , this implies no solution for θ < π/4.
Figure 3
Equilibrium zero-gravity capillary shapes: (a) liquid-gas interface found by solving a boundary-value problem, (b) sketch of a typical bubble shape found by Wong et al. (1992) . Half of a symmetric bubble is shown.
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Lack of a solution of the boundary-value problem implies that the actual physical solution is either unbounded (spontaneous capillary imbibition), or it is multivalued, meaning that wetting films cover the entire solid, thus eliminating the contact angle boundary condition from the problem. These predictions have been tested in experiments with different liquids in channels of hexagonal cross section (N = 6) under the conditions of negligible gravity in a NASA drop tower. Experimental photographs obtained by W.J. Masica, reproduced in Concus & Finn (1974) , indicate that for θ = 0 and θ = 25
• no constant-curvature equilibrium interfaces are formed. Instead, liquids tended to rise in the corners up to the top of the container. For θ = 48
• , a stable equilibrium shape is observed, as predicted by the solution of the boundary-value problem.
Boundary-value-type techniques fail for a range of contact angles for the important problem of finding an equilibrium shape of a long gas or vapor bubble constrained by the walls of a rectangular channel, as illustrated in Figure 3b for a square channel. The sketch pertains to the case of perfect wetting and illustrates the presence of not only gas but also liquid in every cross section of the bubble so that the corners of the channel never completely dry out. A robust method for solving the freeboundary problem that describes this shape was developed by Wong et al. (1992) . Their work is based on the assumption that the gas phase never comes into true contact with the solid wall: There is always an ultra-thin adsorbed liquid film between them, even when the solid seems dry on the macroscopic level. Such a film is in equilibrium with the meniscus due to the disjoining pressure forces discussed in Section 2.1. Simply put, the disjoining pressure in the flat films balances the capillary pressure in the regions of nonzero curvature. Wong et al. (1992) took advantage of this fact by developing a numerical solution of the so-called augmented Young-Laplace equation,
where n is the unit normal vector to the interface. Equation 2 reduces to the classical Young-Laplace equation (κ = const) away from the solid boundaries when is small, but is also capable of describing the adsorbed film on macroscopically dry solid surfaces. Wong et al. (1992) assumed ∼ h −3 for perfect wetting. Partial wetting, which corresponds to nonmonotonic behavior of as a function of h discussed in Section 2.1, was treated by them using a simplified model in the mathematical form
where parameters D and w characterize the depth and the width of the part of the disjoining pressure curve below the h-axis: The product wD is a measure of the apparent contact angle; A < 0. Wong et al. (1992) computed three-dimensional interface shapes in channels of triangular, square, and hexagonal cross sections, as well as rectangular cross sections with aspect ratios ranging from 1.2 to 5. Contact angles ranged from 0 to π/4. The mean interface curvature is not prescribed in advance but is determined from the numerical solution of the augmented Young-Laplace equation. This curvature α (scaled by the inverse radius of the largest sphere that can be inscribed in the channel) determines the radius of curvature and therefore the amount of liquid in the corner regions near the middle of the long bubble, as illustrated in Figure 3b for perfect wetting. The values of α for different channel cross sections are summarized in Table 2 . Wong et al. (1992) also studied experimentally the interface between air and a perfectly wetting liquid in a square channel and found excellent agreement with the theory. This is illustrated in Figure 4 , which shows an experimental photograph of the meniscus and comparison between calculated and recorded shapes. Note that the solid curve in Figure 4b is predicted a priori.
Figure 4
Comparison between the theoretical and experimental shapes of interface between air and a perfectly wetting liquid in a square channel: (a) experimental photograph, dark region corresponds to air bubble; (b) computed shape shown by the solid line together with experimentally recorded points (squares and circles correspond to two different ends of a symmetric long bubble). From Wong et al. (1992) , reprinted with permission.
MOVING BUBBLES: PRESSURE-DRIVEN FLOWS
Landau-Levich-Bretherton Scaling
The shape of moving confined bubbles, encountered in many applications, can differ from the static shape due to effects of viscous flow. The significance of the viscous effects is measured by the capillary number, C = µU/σ , as discussed in Section 2.3. Because the Reynolds number is small, the flow is governed by the steady Stokes equations,
where the pressure is scaled by σ/d , d is the dimensional characteristic size of the channel cross section, and u is the velocity scaled by U. Due to small values of the capillary number, the second term on the left-hand side of Equation 5 is expected to be small unless the velocity derivatives become large, i.e., unless u changes on a length scale that is much smaller than d. To understand how such a length scale may appear, let us discuss the physical phenomena occurring near the wall when a static meniscus is put in motion. Consider a static interface between gas and perfectly wetting liquid that comes into apparent contact with the wall along an apparent contact line. The presence of the adsorbed film is not important for the macroscopic phenomena discussed here and therefore can be ignored. Let us take the cross section of the meniscus in the direction normal to the contact line: The resulting local shape is illustrated in Figure 5a . When the interface moves in the direction normal to the apparent contact line, a thin but macroscopic liquid film is entrained between the gas and the wall, as illustrated in Figure 5b . The local shape of the interface in this region depends on both capillary and viscous forces, so both terms in
Figure 5
Effect of motion on the interface shape near a solid wall: (a) local static shape for a perfectly wetting liquid; (b) thin macroscopic film formed behind a moving meniscus.
Equation 5 are of the same order. This can be achieved when the local dimensionless length scales in the horizontal (L x ) and vertical (L y ) directions satisfy L 2 y /L x = C. Away from the wall, the viscous term is negligible and the solution is defined by capillary statics (which makes the solution from the previous section relevant for dynamical situations). To develop a consistent matching procedure that connects the capillary-statics solution and the local solution shown in Figure 5b , the curvature has to be an order-one quantity, which gives L y /L 2 x = 1. The local length scales that satisfy both conditions are L x = C 1/3 and L y = C 2/3 , referred to hereafter as the Landau-Levich-Bretherton (LLB) scaling. This was introduced in the present context by Bretherton (1961) , although the same type of argument is used in deriving the Landau-Levich equation that describes liquid entrainment by a moving vertical plate as it is withdrawn from a liquid pool under gravity (Landau & Levich 1942) .
Small Capillary Number Asymptotics
Although several features of bubbles in noncircular channels have been discussed by Legait (1983) and Ransohoff & Radke (1988) , the first detailed investigation of a pressure-driven bubble motion in a rectangular channel in the limit of small capillary numbers was carried out by Wong et al. (1995a,b) . In this limit, the shape of the bubble is dominated by capillary forces away from the walls and therefore is essentially the same there as the static solution illustrated in Figure 3b (Wong 1992 ). However, due to entrainment of liquid by the moving bubble, discussed in the previous subsection and illustrated in Figure 5b , there are no dry areas on the walls of the channel. Thus, the actual bubble shape is better illustrated by a sketch in Figure 6a , showing macroscopic films of nonuniform thickness on the walls.
Treatment of the film region near the leading edge of the bubble is based on the LLB scaling because both capillary and viscous effects are important there. However, near the sides of the bubble far away from the tip the apparent contact line is almost parallel to the direction of the flow, so the simple LLB scaling breaks down. The dominant physical effect in this region is the capillary pressure gradient that creates a flow from the film (low curvature) to the corner meniscus region (high curvature); this is sometimes referred to as the draining flow. Wong et al. (1995a) developed a set of scales that describes this flow in the limit of small C: Film cross section is parabolic except in the transition region where the proper length scale in the horizontal direction is given by C 2/3 . Thus, the film rearranges itself between the leading edge and this draining-flow solution. A detailed description of different stages of the film rearrangement is given by Wong et al. (1995a) . The existence of the macroscopic liquid films has important consequences for the total resistance of the flow that scales as C 2/3 , but it does not explain the linear pressure-velocity relation observed in experiments with porous media. The latter is due to the fact that liquid can bypass the bubble through corner regions at a speed much higher than that of the bubble. Wong et al. (1995b) Ratulowski & Chang (1989) . (c) Numerical (squares) and asymptotic (solid lines) results for the pressure drop across the bubble tip for two different aspect ratios (α, not to be confused with the quantity in Figure 3 and Table 2 ). From Hazel & Heil (2002) . Reprinted with permission from Cambridge University Press.
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Ajaev · Homsy specified based on the capillary statics solution. This physical picture is in contrast to the flow in a circular pipe where liquid can only bypass the bubble through a thin liquid film formed between the bubble and the tube wall (Bretherton 1961) , resulting in a nonlinear relationship between velocity and pressure.
Approximate Methods for Intermediate Values of C
The asymptotic approach of the previous section is valid only if C 1/3 is small and therefore is not likely to give accurate results for values of C ∼ 0.1 encountered in some applications. This motivated development of various approximate solution methods for the range of capillary numbers between 10 −3 and 1. Ratulowski & Chang (1989) considered bubbles in channels of square cross section for a range of C under the assumption that there are two types of cross section of a bubble, as illustrated in Figure 6b . Near the middle of the bubble, most of the liquid is in the corners (cross-section A in the sketch). Closer to the tip the interface cross section is a circle and the flow domain is between the circular interface and the square wall, as illustrated by cross-section B in the sketch. Note that one expects the presence of thin films on the walls in cross-section A and therefore a draining flow can develop between the film and the corner menisci; this flow is neglected in the model. The flow is assumed quasiparallel and, as a result, the axial velocity is governed by Poisson's equation in each cross section, which is solved numerically. The problem of computing the interface shape is conveniently reformulated in arclength-angle variables and solved for a range of parameters. For sufficiently large capillary numbers (C > 0.04), the bubble is axisymmetric, so the length of the region with type-A cross section in Figure 6b shrinks to zero. Ratulowski & Chang (1989) computed the pressure drop across the bubble for a range of C and found that it increases faster with the capillary number when the bubble is nonaxisymmetric. Kolb & Cerro (1993) suggested a modification of this approach (with axial velocity expressed by infinite series as opposed to numerical solution) and used it to study the effects of gravity on motion of long bubbles in vertical channels of square cross section. The main qualitative features of the bubble shape persist even when gravity is taken into account, as long as the Bond number is not too large. Kolb & Cerro (1993) achieved good agreement with experimental values of the bubble radius far away from the bubble tip in the range of capillary numbers between 0.1 and 1. We note that the effects of gravity are essential for situations when the external pressure gradients are negligible and bubbles rise in vertical channels due to buoyancy. Various approaches to calculating bubble rise velocities in this so-called DumitrescuTaylor problem are not discussed here (see Clanet et al. 2004 and references therein).
Numerical Simulations
A careful numerical finite-element study of a semi-infinite bubble motion in a rectangular tube was carried out by Hazel & Heil (2002) . The steady Stokes equations are solved for the liquid flow with the interfacial boundary conditions of capillary www.annualreviews.org • Modeling Confined Bubblespressure jump and zero shear stress; no disjoining pressure effects are included. The numerical method was first carefully validated by comparison with both theoretical (Bretherton 1961 ) and earlier numerical (Reinelt & Saffman 1985) studies of bubbles in circular tubes. For rectangular channels, authors do not prescribe any simple boundary conditions far behind the tip but rather investigate the behavior based on the numerical solution of the flow equations. For small capillary numbers, formation of thin films on the walls is observed as the distance from the tip increases, in agreement with the predictions of the asymptotic theory of Wong et al. (1995a,b) . The pressure drop across the bubble tip is also in excellent agreement with the prediction of the asymptotic theory up to C ∼ 10 −3 and slightly above it for larger capillary numbers, as seen in Figure 6c for two different aspect ratios (from Hazel & Heil 2002 , Ca is the capillary number in their notation). As C increases, the bubble becomes axisymmetric. The capillary number for the transition between axisymmetric and nonaxisymmetric shapes is in good agreement with the intermediate-C model of Ratulowski & Chang (1989) . Empirical scaling laws for the radius of the axisymmetric bubble away from the tip are found from the numerical simulations. The transition between axisymmetric and nonaxisymmetric shapes depends on the aspect ratio of the cross section with no axisymmetric shapes possible over the range of C covered for aspect ratios above 2.04.
MOVING BUBBLES: MARANGONI FLOWS
Basic Phenomena
The surface tension at a gas-liquid interface is not constant in systems in which gradients in temperature or solute concentration are present. Electric fields also affect the surface tension of some liquids. Gradients in surface tension are therefore produced when there is a component of the gradient of temperature, concentration, or electric field tangent to an interface. Such gradients in turn induce or influence viscous flows in the liquid through the tangential stress condition at the interface:
where T is the stress tensor, and n and t the unit normal and tangent vectors. This condition determines the characteristic shearing stress, τ ∼ δσ/d , used in the definition of the Marangoni number, M, in Section 2.3. Because one can often control the temperature, concentration, and/or electrical fields, and because M is often ∼1, the resulting tangential stresses imply a significant degree of control over the flows in various microdevices (see, e.g., Darhuber & Troian 2005) . Due to space restrictions, we discuss only one mechanism in detail, that of thermocapillarity. Because the surface tension of most liquids decreases with increasing temperature, thermocapillary stresses create an interfacial flow from hot to cold regions, and therefore can be used to move bubbles in channels toward regions of higher temperature. Similar considerations apply to the cases of solutal-capillarity and electrocapillarity, respectively.
Bubble Motion Induced by Thermocapillarity
We consider a confined gas bubble in a nonvolatile liquid (so that there is no significant evaporation), subjected to a linear temperature gradient of magnitude β, as sketched in a highly schematic cross section in Figure 7a . The capillary statics solution is as discussed above and, most importantly, involves liquid regions that fill the corners, as shown in Figures 3b and 6a . The imposed thermocapillary stress will then act primarily in the axial direction, driving a nearly parallel flow toward the cold end and, as a result, the bubble will move toward the hot end. Of interest is the migration speed, U. Sammarco & Burns (1999) were among the first to consider thermocapillary migration in confined geometries. Although their primary concerns were drops (in which the flow resistance lies within the dispersed phase) and modification of the contact angle (and therefore the capillary pressure for nonwetting liquids; see below), many of their ideas were prescient with regard to thermocapillary migration of gas bubbles through wetting liquids. Although motion of bubbles due to axial temperature gradients in circular tubes can be described based on the approach of Bretherton (1961) , as was recognized by Wilson (1993) , a different approach is needed for bubbles in polygonal channels. In that particular case, Mazouchi & Homsy (2001) recognized that U can be calculated simply by determining the flux of liquid pumped through the corner regions by the action of the thermocapillary stress on the interface and equating this flux to the volume of gas swept out by the bubble per unit time. Because the geometry of the corner region for small C is known (see Table 2 ), the computation of this flux reduces to the solution of Laplace's equation for the axial velocity (rather than Poisson's equation for pressure-driven flow discussed in Section 4), subject to a constant applied stress on the free interface and the usual no-slip condition on the solid walls. This problem is linear, leading to the scaling for the migration speed,
where σ T is the temperature coefficient of surface tension. Numerical values for the constant λ were determined as a function of the aspect ratio, and thin film corrections were also included using the LLB scaling. This problem bears a direct relationship to that of pressure-driven flow in the sense that the leading-order solution is determined from knowledge of the static solution, and the effects of finite C, although requiring subtle asymptotic treatment near the apparent contact line, add only small corrections to the leading-order result. Accordingly, the scalings in Equation 7 are expected to be very robust with respect to the origins of the applied stress and insensitive to the details of the cross-section geometry because they are a result of the linearity of the parallel flow in the corner regions. Lajeunesse & Homsy (2003) measured the migration speed in rectangular channels of aspect ratios of 1 and 10. The experiments for Bond numbers up to approximately 0.5 verify the theoretical predictions of Equation 7 in all respects, in particular the proportionality of the speed to the imposed temperature gradient β and to 1/µ. A typical comparison is illustrated in Figure 7b . For Bo ∼ 1, gravity has to be considered to describe experimental findings, which was done by these authors in an approximate fashion.
Other Mechanisms of Migration
The mechanism of migration discussed above is specific to wetting liquids. A second mechanism exists for partially wetting liquids, which although of the same physical origin, results in different mechanical behavior. Because surface tension depends on temperature, concentration, and electrical potential, variation in these quantities, in the absence of any variation in solid properties, will influence the contact angle through Young's equation. This implies changes in capillary pressure across interfaces that can then cause flow, provided it is strong enough to overcome the resistance of the contact line (often expressed empirically as so-called contact angle hysteresis). Such a mechanism is discussed by Sammarco & Burns (1999) for the thermal case. For good discussions for the electrical case, so-called electrowetting, see Pollack et al. (2000) , Lee et al. (2002) , Squires & Quake (2005) , and the references within. Finally, because the fundamental mechanism here is a manipulation of the contact angle, it follows that one may also migrate bubbles in partially wetting liquids by differences in the interfacial energy of the solid.
VAPOR BUBBLES
As mentioned in the Introduction, we use the phrase "vapor bubble" to denote bubbles produced by evaporation of heated volatile liquids. Our discussion necessarily involves thermal transport as well as the fluid flow coupled to it.
Local Evaporation Models
We first consider the situation near an apparent contact line, as shown in Figure 8a . A substrate is heated, evaporating the liquid (assumed to be wetting). The central issues are determining the scale of the liquid flow necessitated by the evaporation, the mechanisms for producing this flow, the apparent contact angle, and their dependence on the superheat.
The significance of disjoining pressure in the local description of evaporation and flow near apparent contact lines has been emphasized in numerous studies (Moosman & Homsy 1980 , Potash & Wayner 1972 , Stephan & Busse 1992 . Disjoining pressure allows a uniform adsorbed liquid film to be in thermodynamic equilibrium with vapor at a temperature above the saturation temperature T s . If the chemical potential of the liquid phase is changed by a small amount, then the two phases will be in equilibrium at a slightly different temperature T s + δT. From equilibrium thermodynamics we find
where ρ is liquid density and L is the latent heat of phase change per unit mass. If the disjoining pressure in the liquid is due only to unretarded London-van der Waals forces ( = −A/ h 3 , A < 0), then there is a simple relation between the liquid film thickness on a heated solid surface and the superheat δT:
This formula defines the equilibrium adsorbed film thickness on a macroscopically "dry" heated surface far from the apparent contact line. There has to be a smooth transition between this film and the meniscus away from the wall. The transition region where evaporation, heat transfer, and liquid flow are all important is sketched in Figure 8a . As discussed in Section 2.1, the effect of dispersion forces on the liquid flow can be modeled by a body force or by introducing the effective pressure jump across the interface that includes both capillarity and disjoining pressure and in the small slope limit is Interface shape changes rapidly in the transition region going from a uniform adsorbed film (where the curvature is small) to an order one curvature away from the wall (where the disjoining pressure is negligible). Although this evaporating meniscus problem was solved with varying degrees of approximation by Potash & Wayner (1972) , Moosman & Homsy (1980) , Stephan & Busse (1992) , and Morris (2001) , the following general properties of the solution remained essentially the same. The evaporative mass flux in the transition region increases as the apparent contact line is approached due to a decrease in the thickness of the liquid layer (and therefore the thermal resistance) between the wall and the 296 Ajaev · Homsy vapor phase. However, the disjoining pressure eventually becomes important and acts to suppress evaporation. Thus, the evaporative flux peaks in the transition region. The liquid needed to maintain this evaporative flux is supplied by changes in the pressure jump, computed according to Equation 9. This has two important consequences. First, the required pressure gradient implies a curvature gradient, which is a function of the heat flux. This curvature gradient in turn implies a nonzero apparent contact angle, even for wetting liquids: The apparent contact angle depends on the imposed heat flux. The most complete analysis of the dependence of the apparent contact angle on a range of physical parameters was carried out by Morris (2001) , who found good agreement between his results and the experiments of Kim & Wayner (1996) .
Steady Vapor Bubbles
When the liquid is volatile and phase change is possible, there are two different situations admitting a stationary interface. The first occurs when the interface is along an isotherm corresponding to the local saturation temperature and therefore no phase change occurs even in the presence of heat flow. This rarely happens in applications. The second situation, which is relevant here, occurs when the fluid flow and heat transfer near the interface are such that the interface is steady in the presence of evaporation and condensation. Finding the interface shapes then requires solving a global coupled free-boundary problem.
Consider a bubble created by localized heating as sketched in Figure 8b . The bubble is steady because evaporation in the hot regions near contact lines is balanced by condensation in colder regions of the interface. The general framework for such problems is provided by Ajaev & Homsy (2001a,b) . They adopt a model in which transport limitations reside entirely in the liquid phase (Burelbach et al. 1988 ): The vapor is a passive fluid at constant temperature T v and pressures p v . Boundary conditions at the interface include the standard conditions for conserving mass and energy. The stress condition includes capillary and disjoining pressure, but no Marangoni effect. The boundary conditions require a relationship between the mass flux J and the pressure and temperature T i at the interface. Several approaches for finding such relationships are available in the literature (see, e.g., Rose 2000) ; the simplest one is based on the formula of Schrage (1953) :
HereR is the gas constant per unit mass, p e v is the equilibrium vapor pressure, and ρ v is the vapor density. The solutions of the field equations and boundary conditions are subject to a further global condition that evaporation and condensation balance, i.e., the integral of the mass flux over the entire vapor-liquid interface is zero. Such a condition was rarely applied in the past and distinguishes the global modeling approach of Ajaev & Homsy (2001a,b) from previous local models.
Because the problem is driven by evaporation and condensation at the interface, the characteristic velocity U is defined based on the energy balance at the www.annualreviews.org • Modeling Confined Bubblesinterface:
where k is the thermal conductivity of the liquid, and T s is the equilibrium saturation temperature. The capillary number based on this scale is small (∼10 −4 ), which allowed Ajaev & Homsy (2001a,b) to develop an asymptotic model. Several additional but reasonable assumptions lead to the identification of distinguished limits in which the remaining important parameters scale with certain powers of the capillary number. The temperature distributions that simulate localized heating are specified at the walls of the channel. The interface is dominated by capillary forces and the static, constant curvature solution pertains everywhere except near the walls of the channel where departures from this shape are localized near the apparent contact line. To balance capillary and viscous forces, the LLB scalings for the local coordinates and the film thickness near the apparent contact line are used. The physical picture of the solution near the apparent contact line is thus identical to that of the local models discussed in the previous subsection.
Both two-dimensional (Ajaev & Homsy 2001a ) and three-dimensional (Ajaev & Homsy 2001b ) bubbles have been studied. The two-dimensional model corresponds to taking a cross section normal to the channel direction and assuming that the bubble is sufficiently long so that there is no variation of the interface shape along the channel. This allowed them to distinguish between cases when the side wall is either dry or covered with liquid film, and to determine the parameters for which either of these situations will occur. They then solved the complete three-dimensional problem sketched in Figure 8b . In the limit of small C the interface has constant curvature away from the walls, leading to shapes similar to those of Wong et al. (1992) . The length of the bubble and position of the contact line were found as functions of operating parameters.
As discussed in Section 2.2, Freund (2005) reported molecular dynamics simulations of vapor-liquid systems and, under certain conditions, found excellent agreement with the continuum solutions. The molecular dynamics simulations, however, suggested two improvements. First, Freund (2005) observed a low-mobility layer of molecules near the solid wall in his simulations and suggested that it can be accounted for in the continuum models by introducing an effective negative slip length. Second, he modified the heat conduction model by including a finite discontinuity in the temperature field at the solid-liquid interface, known as Kapitza resistance.
Expanding/Contracting Vapor Bubbles
Many applications involve expanding and contracting confined vapor bubbles (Kandlikar 2002 , Lin 1998 ), but few mathematical models of these are available under conditions of small capillary number and negligible inertia. Wilson et al. (1999) investigated expanding/contracting long two-dimensional vapor bubbles between parallel flat plates held at different temperatures, as sketched in Figure 9a . Here we only consider the case when the bottom plate is superheated and the top plate is Unsteady two-dimensional vapor bubbles. (a) Model of Wilson et al. (1999) . (b) Model of Ajaev et al. (2002). subcooled. Due to small values of the capillary number, the bubble curvature away from the walls is constant at leading order, and evaporation/condensation is assumed negligible there. When the bubble is expanding, the meniscus entrains the liquid film locally in the same fashion as illustrated in Figure 5b , but with some differences. In the isothermal case, the shape of such entrained films is determined by the action of surface tension and, for sufficiently thin films, the disjoining pressure forces. These two effects are neglected in the entrained film by Wilson et al. (1999) , but the film thickness still changes in space and time due to local evaporation and condensation. The transition region between the entrained film and the constantcurvature meniscus is treated using the LLB scaling. The initial conditions in the entrained film region depend on the details of nucleation process of the vapor bubble, but Wilson et al. (1999) considered two simplified initial profiles: uniform and linear thickness. The film thickness and the unknown velocity of moving transition region is then defined by solving an integro-delay equation that is formulated based on the global conservation of mass: The bubble expands because evaporation near the heated bottom does not balance condensation near the top. Evolution of the bubble sketched in Figure 9a with initially uniform thin films on the walls happens in two stages. During the first stage, the bubble expands as the volume of vapor is increased due to evaporation. When a dry area forms on the bottom, the evaporative flux decreases drastically and the bubble starts contracting. During this second stage the film www.annualreviews.org • Modeling Confined Bubblesremaining on the bottom is either evaporated or swept up by the retreating bubble so that eventually there is no film left on the bottom. Thereafter, only condensation occurs and the bubble collapses to zero length asymptotically in the limit of large time. Ajaev et al. (2002) considered small oscillations of the short two-dimensional vapor bubble sketched in Figure 9b around a steady state that is defined by the condition of balance between evaporation at the bottom and condensation at the top. The governing equations and boundary conditions are identical to those of Ajaev & Homsy (2001a) except that the interface position is now time dependent. (Note that field equations in the present quasistatic approximation do not introduce any new time dependence.) Let us first discuss the steady-state solution as it differs from those in the previous section. The interface shape away from the walls in the limit of small capillary numbers is a circle, but near the top it flattens due to condensation and viscous flow. Both processes are again described using the LLB scaling. Flow of condensing liquid is driven away by the capillary pressure gradient, which is manifested by the characteristic dimple in the solution. There is a macroscopically dry region at the bottom that is covered by an ultra-thin film. This formulation has one free parameter, the film thickness near the top at the middle of the film, which is determined from the global mass balance. This parameter effectively determines how hard the bubble is pressed against the top wall and its value clearly depends on the temperatures. An interesting counterintuitive feature of the steady-state solution is that in order to reduce film thickness near the top one has to decrease the top temperature. When the temperatures of the top and bottom are varied in a square-wave fashion, the bubble oscillates around the steady state. The amplitude of these oscillations is nearly constant for small frequencies when either bottom temperature (T 0 ) or top temperature (T 1 ) is modulated. However, for large frequencies, a power-law decay is found for response to modulations of T 0 , while flattening of the response curve is observed when T 1 is varied. An important conclusion from this study is that a straightforward extension of the disjoining-pressure-based models of the steady apparent contact line (Morris 2001 , Potash & Wayner 1972 ) is capable of describing moving apparent contact lines as well.
Numerical simulation is the only option available for mathematical modeling under conditions when inertia effects become important, e.g., for rapidly expanding vapor bubbles. The significance of inertia for some microfluidic applications was appreciated by Yuan et al. (1999) . They studied rapid expansion of a two-dimensional bubble using a model that includes inertia in the momentum equation and a quasione-dimensional approach for unsteady heat conduction; vapor phase is at uniform pressure and temperature. Evolution of the bubble is traced from a constant-curvature nucleus to an elongated bubble that fills most of the channel cross section. Consistent with the limited scope of the present review, we do not provide detailed discussion of several careful numerical studies of bubbles in circular tubes (see, e.g., Ory et al. 2000 , Ye & Bull 2004 . Instead, we focus on bubbles in rectangular channels. A numerical study of an expanding bubble in a channel of square cross section was recently carried out by Mukherjee & Kandlikar (2005) . The bubble expands in the presence of an imposed flow along the channel. Fluid flow is described by solving the full incompressible Navier-Stokes equations in both phases, and capillary pressure jumps enter the model as a source term in the momentum equation. Heat transfer in the liquid is described by the full energy equation that includes unsteady and convective terms, whereas the vapor phase is assumed to be at the uniform saturation temperature. Including the heat transfer is an improvement over earlier numerical simulations of vapor bubbles in rectangular channels (see, e.g., Asai 1991) where heating was modeled by an increase of internal pressure in the bubble. Interface evolution is handled by Mukherjee & Kandlikar (2005) using a level set technique. Walls are held at a constant temperature slightly above the saturation temperature. An initially small nucleus of the vapor phase grows until it fills most of the cross section of the channel, at which point an axial expansion starts that happens on a faster timescale than the initial growth. This is explained by the high evaporation rate in the thin layer that separates the vapor and the walls. This layer then breaks up, forming dry patches on the walls, after which a fixed contact angle is imposed at the contact line. Qualitative comparison of results with experiments with water in microchannels is shown. We note that regions of almost constant curvature are seen in the solution even though no assumptions about capillary number are used. These observations partially justify the asymptotic approach discussed throughout most of the present article.
SUMMARY AND OPEN ISSUES
We end with a short summary of problems for which there is a good level of understanding and comment briefly on areas in which we see large, open issues. The study of capillary statics for simple geometries is in very good shape. There are definitive results on the static configurations as functions of the geometry and contact angle. For situations in which the surface is entirely covered by wetting films, the approach of Wong et al. (1992) has led to successful algorithms for efficient computations. The motion of long single bubbles, both at small and intermediate capillary number has been satisfactorily solved by a combination of asymptotic and numerical analysis. For the simple geometries considered here, one generally expects a linear pressure drop/flow rate relationship at small C, with nonlinear corrections that become increasingly important at larger C. The linearity is due to liquid bypassing the bubble through corner regions where the flow is parallel or quasiparallel to a first approximation. Migration of bubbles due to thermocapillarity (and by analogy, electrocapillarity and solutocapillarity) is also reasonably well understood for simple geometries owing to the same basic quasiparallel nature of the flow. Even though combined pressure-driven and Marangoni-driven flows have perhaps not been treated exhaustively, one does not expect qualitatively new phenomena in these cases.
With regard to vapor bubbles, there is good understanding of the local phenomena occurring near an evaporating meniscus of a wetting fluid, addressed in many studies from the pioneering work of Potash & Wayner (1972) to the recent extensive study of Morris (2001) . Although nonwetting fluids have not been as exhaustively studied, the basic phenomena of capillary pumping leading to a shift in apparent contact www.annualreviews.org • Modeling Confined Bubblesangle, and the peaking of the evaporative flux near the contact line, do not likely depend strongly on wetting models. The modeling of steady vapor bubbles, although relatively recent, is similarly considered to be well understood. Although this problem involves the application of a global mass conservation constraint, it can be parsed into smaller constitutive parts, the analysis of each hinging on robust local models. Because the relevant capillary numbers are so small, much of the understanding of steady vapor bubbles can be carried over from capillary statics of gas bubbles.
Turning now to open issues, we briefly discuss three factors that limit the unqualified transfer of understanding from simpler to more complex situations. These factors are wetting behavior, complex geometries, and instabilities.
Most models involving bubble motion focus on wetting fluids, for which good microscopic models of wetting films exist. Although it is possible to tune the parameters in these models to vary the apparent contact angle to some extent, the modeling of partially wetting fluids, which exhibit true dynamic contact lines, is problematic. One can expect that in classes of problems for which perturbations in C are regular, reasonable progress can be made and no qualitative changes are anticipated. On the other hand, in problems such as electrowetting and contact line motion over chemically heterogeneous surfaces, the additional dissipation is not a small perturbation. Good progress on the latter has been made when the heterogeneities are so strong that they channel the liquid by presenting a large energy barrier against wetting, or when there is spatial order to them, such as in striped or patterned surfaces. But in more complicated situations, they have been treated using ad hoc approaches such as contact line hysteresis and speed-dependent contact angles; more fundamentally based models require more sophisticated treatments of both local models of dynamic contact lines and of the free-boundary problems that arise. An important application of such models would be to confined bubbles in partially wetting liquids, which have been studied experimentally by Cubaud & Ho (2004) .
Our review has focused on particularly simple geometries. It is reasonable to ask when these results are applicable to other geometries and when they are not. Of course, when the geometry is slowly varying, virtually all the results surveyed in this article can be carried over using the approach of a generalized lubrication theory: Neither conceptual difficulties nor qualitative differences are anticipated. However, when the geometries are complex, random, and/or sharply varying, additional aspects must be considered. Among the most salient are the effects of surface roughness and of change of interface topology. Geometries that are mathematically smooth but sharply varying, such as sudden contractions or expansions, can result in topological changes by flow-induced breakup or coalescence. For examples of the complexity of the resulting parameter space, see Anna et al. (2003) . Surface roughness is expected to play an important role, especially for very small-scale phenomena where the simplifying assumptions of mathematically smooth surfaces cannot be invoked. But to date roughness has not been included in even the simplest bubble motion models. Analysis of simple deterministic shapes, e.g., Miksis & Davis (1994) , suggests that such effects can be modeled by an apparent or effective slip, but much remains to be done for realistic models of random roughness. Surface roughness is also important in developing models of dynamic contact angles. Finally, fully three-dimensional geometries, including rough or random ones, have been seldomly discussed in this context.
We have not addressed the issue of instabilities, i.e., conditions under which the simple solutions discussed above are replaced by other more complex solutions involving either spontaneous time dependence or additional spatial dimensionality arising from the growth of ever-present fluctuations. Such instabilities find both their mathematical and physical origins in the intrinsic nonlinearities of the problem. The natural first question regards the origin of these nonlinearities, consistent with the region of parameter space defined by the combination of Stokes flow and conductiondominated heat transfer. The answer lies in the combination of the free-boundary nature of these problems and the interfacial boundary conditions. In the realm of static problems, dewetting instabilities can lead to spontaneous thin film rupture. However, there is little understanding of the interaction between these sources of instability and the films entrained through the balance between the viscous and capillary forces in the transition layers (typified by the LLB scalings) that occur in these problems. Furthermore, the interfacial stress boundary conditions are nonlinear through the geometric dependence of normal and tangential direction vectors and curvature on interfacial location, giving rise to the potential of purely hydrodynamic instabilities associated with geometry. Capillary breakup, rivulet formation in driven contact lines, surfactant-driven instabilities, and viscous fingering due to property contrasts are all well-known instabilities that persist in Stokes flows. The operative mechanisms are, of course, not eliminated by the geometric confinement discussed here; it is therefore an open question as to the degree to which they are either mitigated or provided with other pathways for expression by the effects of the confinement. Although the velocity, pressure, concentration, electric, and temperature fields are governed by linear equations, they may couple nonlinearly through the boundary conditions, even for the simplest of geometries. Examples include nonlinear relationships between surface tension and temperature, phase transitions in surface species such as surfactants, and/or the nonlinear dependence of electrokinetic phenomena on electric field strength. Most of these potential sources of instability remain unexamined. Finally, nonlinearities and potential for unstable feedbacks are enlarged for vaporization/condensation due to the coupling between the evaporative flux and the thermal and pressure fields as embodied, e.g., in Equation 10. This is supported by recent experiments of Zheng et al. (2004) , who observed spontaneous oscillations of apparent contact lines and contact angles near evaporating meniscii at high heat fluxes.
