In recent years the Centers for Disease Control and Prevention (CDC) have organized FluSight influenza forecasting competitions. To evaluate the participants' forecasts a multibin logarithmic score has been created, which is a non-standard variant of the established logarithmic score. Unlike the original log score, the multibin version is not proper and may thus encourage dishonest forecasting. We explore the practical consequences this may have, using forecasts from the 2016/17 FluSight competition for illustration.
Introduction
In recent years the Centers for Disease Control and Prevention (CDC) have organized FluSight influenza forecasting competitions (Reich et al., 2019b) , which have "pioneered infectious disease forecasting in a formal way" (Viboud and Vespignani, 2019) . The competitions distinguish themselves by an elaborate technical infrastructure which allows a large number of participating teams to submit weekly forecasts for several quantities in real time. All targets are based on a measure called weighted influenza-like illness (wILI) which describes the proportion of outpatient visits due to influenza-like symptoms. Specifically, the targets are (see Reich et al. 2019b, Fig. 1B) : (a) The wILI values one to four weeks ahead of the last available observation, classified into bins of width 0.1%. (b) The week of the season onset. (c) The peak week. (d) The peak intensity, i.e. the wILI value in the peak week. All targets are discrete, and participants submit their forecasts in the form of distributions assigning a probability to each possible outcome. Forecasts are evaluated based on the multibin logarithmic score (Centers for Disease Control and Prevention, 2018), a non-standard variant of the logarithmic score . Following to its use in the FluSight competitions this score has also been adopted in numerous scientific works (e.g. Akhmetzhanov et al. 2019 , Brooks et al. 2018 , Farrow et al. 2017 , Kandula et al. 2018 , 2019 , Mc-Gowan et al 2019 Osthus et al. 2019b , Reich et al. 2019b , Zimmer et al. 2018 , even though it is not proper. Propriety is generally considered an important requirement for scoring rules Held et al., 2017) , as it encourages honesty of forecasters. The goal of this note is to explore the practical implications the use of an improper scoring rule may have, detailing on a previously published letter (Bracher, 2019) .
Proper scoring rules
The evaluation of probabilistic forecasts requires comparison of a predictive distribution F for a quantity Y to a single observed outcome y obs . Various scoring rules S(F, y obs ) have been suggested to this end, and there is no single "best" approach. However, it is agreed that propriety is a desirable property of a score . A score S is called proper if its expectation is maximized by the true distribution of Y , and strictly proper if this maximum is unique. Intuitively speaking, the highest expected score should be achieved by a forecast which is based on a perfect understanding of the system to be predicted.
Another implication of propriety is that it encourages honesty of forecasters. To understand this, assume a forecaster whose belief about Y is given by the distribution F . The forecaster is asked to issue a predictive distribution for Y , and will receive a reward depending on the agreement between this forecast and the outcome y obs . This is measured using a score S, the expectation of which the forecaster consequently aims to maximize. She will do so based on her true belief F , but she is not obliged to actually issue F as her forecast to be evaluated. If there is a different predictive distribution
i.e. G has a higher expected score than F if F is actually true, the forecaster can issue G instead. Such strategies are called hedging, and "it is generally accepted that it is undesirable to use a score for which hedging can improve the score or its expected value" (Jolliffe, 2008, p.25) . To discourage hedging and the reporting of forecasts which differ from forecasters' actual beliefs, the score S should be constructed such that there can be no pair of F and G for which (1) holds. This is exactly the definition of a proper score.
3 The log score and the multibin log score A widely used score is the logarithmic or log score. It is defined as 
where f is the density or probability mass function of the forecast distribution F . For a categorical F with ordered levels 1, . . . , T and probabilities p 1 , . . . , p T as in the FluSight competitions this becomes logS(F, y obs ) = log(p y obs ).
This score has many desirable properties , notably it is strictly proper.
In the FluSight competitions a modified log score is used in which not only the probability mass assigned to the observed outcome y obs , but also the d neighbouring values on either side is counted. The resulting multibin log score (Centers for Disease Control and Prevention, 2018) is defined as
where p t = 0 for t < 1 and t > T . The FluSight organizers chose d = 5 for the wILI forecasts (i.e. forecasts within a range of 0.5 percentage points are considered accurate) and d = 1 week for the onset and peak timing. The multibin log score has been argued to measure "accuracy of practical significance" (Reich et al. 2019b, p.3153) 4 A hedging strategy for the multibin log score
As also mentioned by Reich et al (2019b) , the multibin log score is improper. We now show how a forecaster can apply hedging to improve the expected score under her true belief F . For the following assume that F assigns probability 0 to the d extreme categories on either end of the support, i.e.
where T > 2d. This rids us of extra considerations on these categories and can always be achieved by adding categories to the support. Then denote byF a distribution with the same support as F and
where again p t = 0 for t < 1 and t > T . This represents a "blurred" version of F , where we always re-distribute the probability mass for one outcome equally between itself and the d neighbouring ones on either side (i.e. thep t are "moving averages" of the p t ). Condition (3) ensures that T t=1p t = 1 so thatF is a well-defined distribution. The multibin log score of F can now be expressed through the regular log score ofF , as MBlogS(F, y obs ) = logS(F , y obs ) + log(2d + 1).
Applying the MBlogS is thus essentially the same as applying the regular log score, but after "blurring" the predictive distribution as in equation (4). As the regular log score is proper, a forecaster then has an incentive to issue a sharper forecast G so that the corresponding blurred distributionG (with probabilitiesp G,1 , . . . ,p G,T derived from p 1 , . . . , p T in analogy to (4)) is as close as possible to F . If there is a G so thatG corresponds exactly to F it can be found via recursive computations. Otherwise an optimal G is obtained by numerically maximizing T t=1 p t · log(p G,t ) with respect to p G,1 , . . . , p G,T ∈ [0, 1] while T t=1 p G,t = 1. This is the same as minimizing the Kullback-Leibler divergence (Joyce, 2011) of F andG. The optimum is not necessarily unique, but in general G = F holds, and G implies less variability than F .
Intuitively speaking, a forecaster is incentivized to issue a sharper, more "risky" forecast because the MBlogS does not sanction a low probability assigned to the observed value y obs as long as the neighbouring weeks or bins received enough probability mass. Indeed, the optimized forecast G will often cover outcomes with a high probability under F exclusively by assigning probability mass to their neighbours. We illustrate this using some example forecasts of the peak timing (i.e. d = 1), visualized in Figure 1 :
Example 1: Assume we are sure that the peak of the season will occur between weeks 3 and 5, more precisely F is given by p 3 = p 4 = p 5 = 1/3. The expected MBlogS under F when reporting F is 1/3 · log(2/3) + 1/3 · log(1) + 1/3 · log(2/3) = −0.270. If, however, we report G with p 3 = 0, p 4 = 1, p 5 = 0, i.e. claim to be sure that the peak occurs in week 4, we can expect a score of 1/3 · log(1) + 1/3 · log(1) + 1/3 · log(1) = 0. In fact, G will score at least as good as F for all three outcomes we consider possible, and better for two of them.
Example 2: Our true belief F is given by p 1 = 0, p 2 = 1/12, p 3 = 1/4, p 4 = 1/3, p 5 = 1/4, p 6 = 1/12, p 7 = 0. We thus believe that the peak will occur around week 4, but even weeks 2 and 6 are considered possible. In this case we can find G so thatG corresponds exactly to F . G is given by p G,1 = p G,2 = 0, p G,3 = 1/4, p G,4 = 1/2, p G,5 = 1/4, p G,6 = p G,7 = 0. We should thus claim the peak to definitely occur in weeks 3, 4 or 5. The corresponding expectations for the multibin score under F are E[MBlogS(F, Y ) | F ] = −0.447 and E[MBlogS(G, Y ) | F ] = −0.375.
Example 3: Now assume F to be p 1 = 0, p 2 = 1/6, p 3 = 1/6, p 4 = 1/3, p 5 = 1/6, p 6 = 1/6, p 7 = 0, which is similar to the previous example, but with more probability assigned to weeks 2 and 6. Now G is given by p 1 = p 2 = 0, p 3 = 0.5, p 4 = 0, p 5 = 0.5, p 6 = p 7 = 0. The optimized forecast distribution is thus bimodal and the peak is claimed to occur either in week 3 or 5.
Example 4: Lastly assume F to be p 1 = 0, p 2 = 0.6, p 3 = 0.2, p 4 = 0.125, p 5 = 0.05, p 6 = 0.025, p 7 = 0. We thus consider it likely that the peak occurs in week 2, but it may also occur later. In this setting there is no G so thatG corresponds exactly to F , but numerical optimization returns p 1 = p 2 = 0, p 3 ≈ 0.91, p 4 = 0, p 5 ≈ 0.09, p 6 = p 7 = 0. To get the highest expected score we should thus shift the mode of our predictive distribution and claim to be almost certain that the peak occurs in The patterns observed here also occur in many other settings. The optimized forecasts G are sharper than the respective F . Moreover, the mode often gets shifted by up to d weeks, and one or several additional local modes can occur. 
Application to FluSight forecasts
To stress its practical relevance we apply the hedging strategy from the previous section to real forecasts from the FluSight competitions. These are publicly available at https://github.com/ FluSightNetwork/cdc-flusight-ensemble/. Specifically we consider national level forecasts from the 2016/17 season submitted by the Los Alamos National Laboratories (LANL) team. Their dynamic Bayesian forecasting method has shown remarkably good performance over several years . We follow the same evaluation procedure as in Reich et al. (2019b) , where average scores are only computed from the relevant parts of the season (e.g. forecasts of the onset week are ignored once it is clear that the onset has occurred; see p.8 in Reich et al. 2019b ). For all forecasts of the seven targets (one to four-week-ahead wILI, onset and peak timing, peak incidence) we obtained optimized versions with the respective value of d. For illustration Figure 2 shows forecasts of the onset timing issued in calendar weeks 49 and 50, 2016. As in Example 4, the optimized forecast G in week 49 has its mode shifted by one week. In both cases the optimized G are visibly sharper and are multimodal, even though the corresponding F are unimodal. Averaged over the 2016/17 season the optimized forecasts yield indeed higher and thus improved MBlogS for the onset timing (−0.33 vs. −0.39). Figure 3 shows the same for one-week-ahead forecasts of wILI, i.e. now we use d = 5. The optimized G leave gaps between the values to which they assign positive probabilities. These forecast distributions with many spikes are unlikely to be useful to public health experts. Nonetheless, averaged over the course of the season, the optimized forecasts outperform the original ones (−0.19 vs. −0.30). Indeed, as shown in Table 1 , such improvements are also achieved for the remaining five targets. This illustrates that the hedging strategy enabled by the improper MBlogS can lead to non-negligible improvements of average scores in practice. 
Discussion
We showed that the multibin log score used in the CDC FluSight competitions incentivizes hedging, i.e. tuning forecast distributions in a specific way before submission. While we strongly doubt that participants have consciously tried to game the score, it is possible that this happens unintention-ally. In forecasting, cross-validation methods to optimize forecasts for a given evaluation metric are common. Such methods could lead to hedging of the score without the authors being aware. As in previous work (Held et al., 2017) we therefore advocate the use of proper scoring rules to evaluate epidemic forecasts, e.g. the regular log score. Measures which are easier to interpret could be reported as a supplement to facilitate communication with public health experts.
Data and code availability: The data used in this note are available from the FluSight Collaboration at https://github.com/FluSightNetwork/cdc-flusight-ensemble/. R codes to reproduce the presented results are available at https://github.com/jbracher/multibin.
