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Abstract
We give a 2n+o(n)-time and space randomized algorithm for solving the exact Closest Vector Problem
(CVP) on n-dimensional Euclidean lattices. This improves on the previous fastest algorithm, the determin-
istic O˜(4n)-time and O˜(2n)-space algorithm of Micciancio and Voulgaris [1].
We achieve our main result in three steps. First, we show how to modify the sampling algorithm from [2]
to solve the problem of discrete Gaussian sampling over lattice shifts, L− t, with very low parameters. While
the actual algorithm is a natural generalization of [2], the analysis uses substantial new ideas. This yields a
2n+o(n)-time algorithm for approximate CVP with the very good approximation factor γ = 1+ 2−o(n/ log n).
Second, we show that the approximate closest vectors to a target vector t can be grouped into “lower-
dimensional clusters,” and we use this to obtain a recursive reduction from exact CVP to a variant of
approximate CVP that “behaves well with these clusters.” Third, we show that our discrete Gaussian
sampling algorithm can be used to solve this variant of approximate CVP.
The analysis depends crucially on some new properties of the discrete Gaussian distribution and
approximate closest vectors, which might be of independent interest.
Index Terms
Discrete Gaussian; Closest Vector Problem; Lattice Problems.
I. INTRODUCTION
A lattice L is the set of all integer combinations of linearly independent vectors b1, . . . ,bn ∈ Rn. The
matrix B = (b1, . . . ,bn) is called a basis of L, and we write L(B) for the lattice generated by B.
The two most important computational problems on lattices are the Shortest Vector Problem (SVP) and
the Closest Vector Problem (CVP). Given a basis for a lattice L ⊆ Rn, SVP asks us to compute a non-zero
vector in L of minimal length, and CVP asks us to compute a lattice vector nearest in Euclidean distance
to a target vector t.
Starting with the seminal work of [3], algorithms for solving these problems either exactly or approx-
imately have been studied intensely. Such algorithms have found applications in factoring polynomials
over rationals [3], integer programming [4], [5], [6], cryptanalysis [7], [8], [9], checking the solvability by
radicals [10], and solving low-density subset-sum problems [11]. More recently, many powerful crypto-
graphic primitives have been constructed whose security is based on the worst-case hardness of these or
related lattice problems [12], [13], [14], [15], [16], [17], [18].
In their exact forms, both problems are known to be NP-complete, and they are even hard to approx-
imate to within a factor of nO(1/ log log n) under reasonable complexity assumptions [19], [20], [21], [22],
[23], [24], [25], [26]. CVP is thought to be the “harder” of the two problems, as there is a simple reduction
from SVP to CVP that preserves the dimension n of the lattice [27], even in the approximate case, while
there is no known reduction in the other direction that preserves the dimension. Indeed, CVP is in some
sense nearly “complete for lattice problems,” as there are known dimension-preserving reductions from
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nearly all important lattice problems to CVP, such as the Shortest Independent Vector Problem, Subspace
Avoidance Problem, Generalized Closest Vector Problem, and the Successive Minima Problem [29], [30],
[1]. (The Lattice Isomorphism Problem is an important exception.) None of these problems has a known
dimension-preserving reduction to SVP.
Exact algorithms for CVP and SVP have a rich history. Kannan initiated their study with an enumeration-
based nO(n)-time algorithm for CVP [5], and many others improved upon his technique to improve the
running time [31], [32], [33]. Since these algorithms solve CVP, they also imply solutions for SVP and all
of the problems listed above. (Notably, these algorithms use only polynomial space.)
For over a decade, these nO(n)-time algorithms remained the state of the art until, in a major break-
through, Ajtai, Kumar, and Sivakumar (AKS) published the first 2O(n)-time algorithm for SVP [34]. The
AKS algorithm is based on “randomized sieving,” in which many randomly generated lattice vectors
are iteratively combined to create successively shorter lattice vectors. The work of AKS led to two major
questions: First, can CVP be solved in 2O(n) time? And second, what is the best achievable constant in the
exponent? Much work went into solving both of these problems using AKS’s sieving technique [34], [35],
[36], [37], [30], [38], [39], [40], culminating in a O˜(22.456n)-time algorithm for SVP and a 2O(n)(1+ 1/ε)O(n)-
time algorithm for (1+ ε)-approximate CVP.
But, exact CVP is a much subtler problem than approximate CVP or exact SVP. In particular, for any
approximation factor γ > 1, a target vector t can have arbitrarily many γ-approximate closest vectors
in the lattice L. For example, L might contain many vectors whose length is arbitrarily shorter than
the distance between t and the lattice, so that any closest lattice vector is “surrounded by” many γ-
approximate closest vectors. Randomized sieving algorithms for CVP effectively sample from a distri-
bution that assigns weight to each lattice vector y according to some smooth function of ‖y − t‖. Such
algorithms face a fundamental barrier in solving exact CVP: they can “barely distinguish between” γ-
approximate closest vectors and exact closest vectors for very small γ. (This problem does not arise when
solving SVP because upper bounds on the lattice kissing number show that there cannot be arbitrarily
many γ-approximate shortest lattice vectors. Indeed, such upper bounds play a crucial role in the analysis
of sieving algorithms for exact SVP.)
So, the important question of whether CVP could be solved exactly in singly exponential time remained
open until the landmark algorithm of Micciancio and Voulgaris [1] (MV), which built upon the approach
of Sommer, Feder, and Shalvi [41]. MV showed a deterministic O˜(4n)-time and O˜(2n)-space algorithm
for exact CVP. The MV algorithm uses the Voronoi cell of the lattice—the centrally symmetric polytope
corresponding to the points closer to the origin than to any other lattice point. Until very recently, this
algorithm had the best known asymptotic running time for both SVP and CVP. Prior to this work, this
was the only known algorithm to solve CVP exactly in 2O(n) time.
Very recently, Aggarwal, Dadush, Regev, and Stephens-Davidowitz (ADRS) gave a 2n+o(n)-time and
space algorithm for SVP [2]. They accomplished this by giving an algorithm that solves the Discrete
Gaussian Sampling problem (DGS) over a lattice L. (As this is the starting point for our work, we describe
their techniques in some detail below.) They also showed how to use their techniques to approximate
CVP to within a factor of 1.97 in time 2n+o(n), but like AKS a decade earlier, they left open a natural
question: is there a corresponding algorithm for exact CVP (or even (1+ o(1))-approximate CVP)?
A. Main contribution.
Our main result is a 2n+o(n)-time and space algorithm that solves CVP exactly via discrete Gaussian
sampling. We achieve this in three steps. First, we show how to modify the ADRS sampling algorithm
to solve DGS over lattice shifts, L − t. While the actual algorithm is a natural generalization of ADRS,
the analysis uses substantial new ideas. This result alone immediately gives a 2n+o(n)-time algorithm to
approximate CVP to within any approximation factor γ = 1+ 2−o(n/ log n). Second, we show that the
approximate closest vectors to a target can be grouped into “lower-dimensional clusters.” We use this to
show a reduction from exact CVP to a variant of approximate CVP. Third, we show that our sampling
algorithm actually solves this variant of approximate CVP, yielding a 2n+o(n)-time algorithm for exact
CVP.
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We find this result to be quite surprising as, in spite of much research in this area, all previous “truly
randomized” algorithms only gave approximate solutions to CVP. Indeed, this barrier seemed inherent,
as we described above. Our solution depends crucially on the large number of outputs from our sampling
algorithm and new properties of the discrete Gaussian.
B. Our techniques
a) The ADRS algorithm for centered DGS and our generalization: The centered discrete Gaussian distri-
bution over a lattice L with parameter s > 0, denoted DL,s, is the probability distribution obtained by
assigning to each vector y ∈ L a probability proportional to its Gaussian mass, ρs(L) := e−π‖y‖2/s2 . As
the parameter s becomes smaller, DL,s becomes more concentrated on the shorter vectors in the lattice.
So, for a properly chosen parameter, a sample from DL,s is guaranteed to be a shortest lattice vector with
not-too-small probability.
ADRS’s primary contribution was an algorithm that solves DGS in the centered case, i.e., an algorithm
that samples from DL,s for any s. To achieve this, they show how to build a discrete Gaussian “combiner,”
which takes samples from DL,s and converts them to samples from DL,s/√2. The combiner is based on
the simple but powerful observation that the average of two vectors sampled from DL,s is distributed
exactly as DL,s/√2, provided that we condition on the result being in the lattice [2, Lemma 3.4]. Note that the
average of two lattice vectors is in the lattice if and only if they lie in the same coset of 2L. The ADRS
algorithm therefore starts with many samples from DL,s for some very high s (which can be computed
efficiently [42], [43], [17]) and repeatedly takes the average of carefully chosen pairs of vectors that lie in
the same coset of 2L to obtain samples from the discrete Gaussian with a much lower parameter.
The ADRS algorithm chooses which vectors to combine via rejection sampling applied to the cosets
of 2L, and a key part of the analysis shows that this rejection sampling does not “throw out” too many
vectors. In particular, ADRS show that, if a single run of the combiner starts with M samples from DL,s,
then the output will be β(s)M samples from DL,s/√2, where the “loss factor” β(s) is equal to the ratio of
the collision probability of DL,s mod 2L divided by the maximal weight of a single coset (with some smaller
factors that we ignore here for simplicity). It is not hard to check that for any probability distribution over
2n elements, this loss factor is lower bounded by 2−n/2. This observation does not suffice, however, since
the combiner must be run many times to solve SVP. Surprisingly ADRS show that the total loss factor
β(s)β(s/
√
2) · · · β(s/2−/2) accumulated after running the combiner  times is bounded by 2−n/2−o(n).
So, (ignoring small factors) their sampler returns at least 2−n/2 · M samples from DL,s/2−/2 . The ADRS
combiner requires M ≥ 2n vectors “just to get started,” so they obtain a 2n+o(n)-time algorithm for
centered DGS that yields 2n/2 samples.
In this work, we show that some of the above analysis carries over easily to the more general case of
shifted discrete Gaussians, DL−t,s for t ∈ Rn—the distribution that assigns Gaussian weight ρs(w) to each
w ∈ L− t. As in the centered case, the average of two vectors sampled from DL−t,s is distributed exactly
as DL−t,s/√2, provided that we condition on the two vectors landing in the same coset of 2L. (See Lemma 17 and
Proposition 18.) We can therefore use essentially the same combiner as ADRS to obtain discrete Gaussian
samples from the shifted discrete Gaussian with low parameters.
The primary technical challenge in this part of our work is to bound the accumulated loss factor
β(s)β(s/
√
2) · · · β(s/2−/2). Using new techniques (based on the work of [44]), we show how to bound
the accumulated loss factor in the shifted case by (ignoring small factors)
2−n · ρs(L− t)
maxc∈L/(2L) ρs(c− t)
≥ 2−n . (1)
So, we only need to start out with 2n vectors to guarantee that our sampler will return at least one vector.
(Like the ADRS algorithm, our algorithm requires at least 2n vectors “just to get started.”)
This is already sufficient to obtain a 2n+o(n)-time solution to approximate CVP for any approximation
factor γ = 1+ 2o(−n/ log n). (See Corollary 23.) Below, we show that the loss factor in (1) is essentially
exactly what we need to construct our exact CVP algorithm. In particular, we note that if we start with
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T · 2n vectors, then the number of output samples is
T · ρs(L− t)
maxc∈L/(2L) ρs(c− t)
=
T
maxc∈L/(2L) Pr[DL−t,s ∈ c− t]
. (2)
I.e., we essentially obtain just enough samples to “see each coset whose mass is within a factor T of the
maximum.”
b) A reduction from exact CVP to a variant of approximate CVP: In order to solve exact CVP, we first
observe that the approximate closest vectors have some structure. Note that two exact closest lattice
vectors to t cannot be in the same coset of 2L. If they were, then their average would be a closer lattice
vector to t, contradicting the assumption that the original vectors were as close as possible. A similar
argument shows that the γ-approximate closest vectors to t can be grouped into 2n “clusters” according
to their coset mod 2L, where vectors in the same cluster must lie in a ball whose radius depends on
the approximation factor γ. Indeed, if γ is low enough, then the clusters will be contained in shifts of a
sublattice L′ with dimension strictly less than n. If we could find a cluster that contains a closest lattice
vector to t, then we could solve CVP recursively “inside the corresponding shift of L′,” and we would
have an exact CVP algorithm.
This observation (together with the fact that our sampling algorithm outputs enough vectors to “find
every coset with relatively high Gaussian mass”) suggests a recursive algorithm that repeatedly finds a
cluster with a closest vector. In particular, we say that an algorithm solves γ-approximate neighbor CVP
(γ-nCVP) if it outputs many solutions to γ-approximate CVP and at least one of them lies in the same
coset mod 2L of an exact closest vector y. (Note that we do not require the algorithm to actually output
y; we simply ask that it finds a γ-approximate closest vector in the same coset as y. See Definition 26.)
We think of this point as a “neighbor” to y because, as we described above, it is necessarily very close
to y. Our basic idea is then to reduce exact CVP to γ-nCVP by the following recursive procedure: (1)
solve γ-nCVP on the input lattice L and target t; (2) for each coset mod 2L contained in the output,
solve CVP recursively over the shifted sublattice defined by the cluster of γ-approximate closest points
in this coset; and then (3) output the closest resulting point to the target t.
Correctness of this algorithm is actually quite straightforward. (See Lemma 27.) However, bounding the
number of recursive calls is more difficult. We accomplish this via a technical lemma, which shows that
we can always choose the parameters such that either (1) the number of clusters is at most 2n−d, where
d is the rank of the sublattice L′; or (2) there are “slightly more” than 2n−d clusters, but the dimension d
of L′ is “significantly less than” n. (See Lemma 29.) This will allow us to show that the total number of
calls made on sublattices of rank d after a full run of the algorithm is at most 2n−d+o(n). (See Theorem 30.)
In particular, this shows that, in order to solve exact CVP in time 2n+o(n), it suffices to find an algorithm
that solves γ-nCVP for small γ that itself runs in time 2d+o(d) on lattices of rank d.
c) Solving neighbor CVP: Our final task is to solve γ-nCVP for sufficiently small γ in 2n+o(n) time. In
other words, we must find an algorithm that outputs a list of γ-approximate closest vectors to the target
t, at least one of which is in the same coset mod 2L of some exact closest vector y. As we noted above,
our discrete Gaussian sampler can be used to obtain approximate closest vectors with extremely good
approximation factors. It therefore suffices to show that at least one of these will be in the same coset as
an exact closest vector.
This is why the number of output samples that we computed in (2) is so remarkably convenient. If a
coset’s Gaussian mass is within a factor T of the mass of the maximum coset and we run our sampler,
say, T · poly(n) times, then with high probability one of our output vectors will land in this coset! In
particular, if we can find a bound T ≤ 2o(n) on the ratio between the maximal mass of a coset and a
coset with a closest vector, then we can simply run our sampler T · poly(n) times to obtain a 2n+o(n)-time
solution to γ-nCVP, as needed. Intuitively, such a bound seems reasonable, as the closest vector itself has
higher mass than any other point.
Unfortunately, we cannot have such a bound for arbitrary s. There exist “pathological” lattices L and
targets t such that for some parameter s, the coset of the closest vector to t has relatively low mass, while
some other coset contains many points whose combined mass is quite high, even though it does not
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contain an exact closest vector. However, we can show that this cannot happen for “too many” different
parameters s. Specifically, we show how to pick a list of parameters s1 ≥ · · · ≥ s such that, for at
least one of these parameters, the bound T ≤ 2o(n) that we required above will hold. This suffices for
our purposes. The proof of this statement is quite technical and relies heavily on the new inequality we
prove in Section III. (See Corollary 33.)
C. Related work
Our exact CVP algorithm uses many ideas from many different types of lattice algorithms, including
sieving, basis reduction, and discrete Gaussian sampling. Our algorithm combines these ideas in a way
that (almost magically, and in ways that we do not fully understand) avoids the major pitfalls of each.
We summarize the relationship of our algorithm to some prior work below.
First, our algorithm finds an approximate Hermite-Korkine-Zolatoreff (HKZ) basis and essentially
“guesses” the last n− k coefficients of a closest vector with respect to this basis. HKZ bases are extremely
well-studied by the basis reduction community [5], [31], [45], [32], [33], and this idea is used in essentially
all enumeration algorithms for CVP. However, there are examples where the standard basis enumeration
techniques require nΩ(n) time to solve CVP. (See, e.g., [46].) The main reason for this is that such techniques
work recursively on projections of the base lattice, and the projected lattice often contains many points
close to the projected target that do not “lift” to points close to the target in the full lattice. Using our
techniques, we never need to project, and we are therefore able to ignore these useless points while still
guaranteeing that we will find a point whose last n− k coefficients with respect to the basis are equal to
those of the closest vector.
Many other authors have noted that the approximate closest lattice vectors form clusters, mostly in the
context of AKS-like sieving algorithms. For example, the (1+ ε)-approximate closest vectors to t can be
grouped into 2O(n)(1+ 1/ε)n clusters of diameter ε · dist(t,L) (see, e.g., [37], [47]). While the clustering
bound that we obtain is both stronger and simpler to prove (using an elementary parity argument), we
are unaware of prior work mentioning this particular bound. This is likely because sieving algorithms are
typically concerned with constant-factor approximations, whereas our sampler allows us to work with
“unconscionably” good approximation factors γ = 1 + 2−o(n/ log n). Our clustering bound seems to be
both less natural and less useful for the constant-factor approximations achieved by 2O(n)-time sieving
algorithms.
[48] improve on the MV algorithm by showing that, once the Voronoi cell of L has been computed, CVP
on L can be solved in O˜(2n) expected time. Indeed, before we found this algorithm, we hoped to solve
CVP quickly by using the ADRS sampler to compute the Voronoi cell in 2n+o(n) time. (This corresponds
to computing the shortest vectors in every coset of L/(2L).) Even with our current techniques, we do
not know how to achieve this, and we leave this as an open problem.
Finally, after this work was published, [49] showed a dimension-preserving reduction from DGS to CVP,
answering a question posed in an earlier version of this paper. Together with our work, this reduction
immediately implies a 2n+o(n)-time algorithm for DGS with any parameter s. (Our algorithm works for
any parameter s ≥ dist(t,L) · 2o(n/ log n), but not arbitrarily small s.) This also provides some (arguably
weak) evidence that our technique of using DGS for solving CVP is “correct,” in the sense that any faster
algorithm for CVP necessarily yields a faster algorithm for DGS.
D. Open problems and directions for future work
Of course, the most natural and important open problem is whether a faster algorithm for CVP is
possible. (Even an algorithm with the same running time as ours that is simpler or deterministic would
be very interesting.) There seem to be fundamental barriers to significantly improving our method, as
both our sampler and our reduction to exact CVP require enumeration over the 2n cosets of 2L. And,
Micciancio and Voulgaris note that their techniques also seem incapable of yielding an algorithm that
runs in less than 2n time (for similar reasons) [1]. Indeed, our techniques and those of MV seem to
inherently solve the harder (though likely not very important) problem of finding all closest vectors
simultaneously. Since there can be 2n such vectors, this problem trivially cannot be solved in better than
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2n time in the worst case. So, if an algorithm with a better running time is to be found, it would likely
require substantial new ideas.
Given these barriers, we also ask whether we can find a comparable lower bound. In particular,
Micciancio and Voulgaris note that the standard NP-hardness proof for CVP actually shows that, assuming
the Exponential Time Hypothesis, there is some constant c > 0 such that no 2cn-time algorithm solves
CVP [1]. Recent unpublished work by Samuel Yeom shows that we can take c = 10−4 under plausible
complexity assumptions [50]. Obviously, this gap is quite wide, and we ask whether we can make
significant progress towards closing it.
In this work, we show how to use a technique that seems “inherently approximate” to solve exact
CVP. I.e., our algorithm is randomized and, during any given recursive call, each γ-approximate closest
vector has nearly the same likelihood of appearing as an exact closest vector for sufficiently small
γ. Indeed, prior to this work, the only known algorithm that solved exact CVP in 2O(n) time was
the deterministic MV algorithm, while the “AKS-like” randomized sieving algorithms for CVP achieve
only constant approximation factors. It would be very interesting to find exact variants of the sieving
algorithms. The primary hurdle towards adapting our method to such algorithms seems to be the very
good approximation factor that we require—our ideas seem to require an approximation factor of at most
γ = 1+ 1/poly(n), while 2O(n)-time sieving algorithms only achieve constant approximation factors. But,
it is plausible that our techniques could be adapted to work in this setting, potentially yielding an “AKS-
like” algorithm for exact CVP. Even if such an algorithm were not provably faster than ours, it might be
more efficient in practice, as sieving algorithms tend to outperform their provable running times (while
our algorithm quite clearly runs in time at least 2n).
A long-standing open problem is to find an algorithm that solves CVP in 2O(n) time but polynomial space.
Currently, the only known algorithms that run in polynomial space are the enumeration-based method of
Kannan and its variants, which run in nO(n) time. Indeed, even for SVP, there is no known polynomial-
space algorithm that runs in 2O(n) time. This is part of the reason why nO(n)-time enumeration-based
methods are often used in practice to solve large instances of CVP and SVP, in spite of their much worse
asymptotic running time.
The authors are particularly interested in finding a better explanation for why “everything seems to
work out” so remarkably well in the analysis of our algorithm. It seems almost magical that we end up
with exactly as many samples as we need for our CVP to DGS reduction to go through. We do not have
a good intuitive understanding of why our sampler returns the number of samples that it does, but it
seems largely unrelated to the reason that our CVP algorithm needs as many samples as it does. The
fact that these two numbers are the same is remarkable, and we would love a clear explanation. A better
understanding of this would be interesting in its own right, and it could lead to an improved algorithm.
II. PRELIMINARIES
Let N = {0, 1, 2, . . .}. Except where we specify otherwise, we use C, C1, and C2 to denote universal
positive constants, which might differ from one occurrence to the next (even in the same sequence
of (in)equalities). We use bold letters x for vectors and denote a vector’s coordinates with indices xi.
Throughout the paper, n will always be the dimension of the ambient space Rn.
A. Lattices
A rank d lattice L ⊂ Rn is the set of all integer linear combinations of d linearly independent vectors
B = (b1, . . . ,bd). B is called a basis of the lattice and is not unique. Formally, a lattice is represented by
a basis B for computational purposes, though for simplicity we often do not make this explicit. If n = d,
we say that the lattice has full rank. We often implicitly assume that the lattice is full rank, as otherwise
we can simply work over the subspace spanned by the lattice.
Given a basis, (b1, . . . ,bd), we write L(b1, . . . ,bd) to denote the lattice with basis (b1, . . . ,bd). The
length of a shortest non-zero vector in the lattice is written λ1(L). For a vector t ∈ Rn, we write dist(t,L)
to denote the distance between t and the lattice, miny∈L(‖y− t‖). We call any y ∈ L minimizing ‖y− t‖
a closest vector to t. The covering radius is μ(L) := maxt dist(t,L).
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Definition 1. For a lattice L, the ith successive minimum of L is
λi(L) = min{r : dim(span(L ∩ B(0, r))) ≥ i} .
Intuitively, the ith successive minimum of L is the smallest value r such that there are i linearly
independent vectors in L of length at most r. We will need the following two facts.
Theorem 2 ([51, Theorem 2.1]). For any lattice L ⊂ Rn and s > 0,
|{y ∈ L : ‖y‖ ≤ sλ1(L)}| ≤ 22sn − 1.
Lemma 3. For any lattice L ⊂ Rn with basis (b1, . . . ,bn),
λn(L)2 ≤ μ(L)2 ≤ 14 ·
n
∑
i=1
‖b˜i‖2 .
B. The discrete Gaussian distribution
For any s > 0, we define the function ρs : Rn → R as ρs(t) := exp(−π‖t‖2/s2). When s = 1, we simply
write ρ(t). For a discrete set A ⊂ Rn we define ρs(A) := ∑x∈A ρs(x).
Definition 4. For a lattice L ⊂ Rn, a shift t ∈ Rn, and parameter s > 0, let DL−t,s be the probability distribution
over L− t such that the probability of drawing x ∈ L− t is proportional to ρs(x). We call this the discrete Gaussian
distribution over L− t with parameter s.
We make frequent use of the discrete Gaussian over the cosets of a sublattice. If L′ ⊆ L is a sublattice
of L, then the set of cosets, L/L′ is the set of translations of L′ by lattice vectors, c = L′ + y for some
y ∈ L. (Note that c is a set, not a vector.) Banaszczyk proved the following three bounds [52].
Lemma 5 ([52, Lemma 1.4]). For any lattice L ⊂ Rn and s > 1,
ρs(L) ≤ snρ(L) .
Lemma 6. For any lattice L ⊂ Rn, s > 0, t ∈ Rn
ρs(t) ≤ ρs(L− t)
ρs(L) ≤ 1 .
Lemma 7 ([53, Lemma 2.13]). For any lattice L ⊂ Rn, s > 0, t ∈ Rn, and r ≥ 1/√2π,
Pr
X∼DL−t,s
[‖X‖ ≥ rs√n] < ρs(L)
ρs(L− t)
(√
2πer2 exp(−πr2))n .
From these, we derive the following corollary. (We include a proof in the full version.)
Corollary 8. For any lattice L ⊂ Rn, s > 0, and t ∈ Rn, let α := dist(t,L)/(√ns). Then, for any r ≥ 1/√2π,
Pr
X∼DL−t,s
[‖X‖ ≥ rs√n] < eπnα2(√2πer2 exp(−πr2))n . (3)
Furthermore, if α ≤ 2n, we have that
Pr[‖X‖2 ≥ dist(t,L)2 + 2(sn)2] ≤ e−3n2 .
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C. The Gram-Schmidt orthogonalization and γ-HKZ bases
Given a basis, B = (b1, . . . ,bn), we define its Gram-Schmidt orthogonalization (b˜1, . . . , b˜n) by
b˜i = π{b1,...,bi−1}⊥(bi) ,
and the corresponding Gram-Schmidt coefficients μi,j by
μi,j =
〈bi, b˜j〉
‖b˜j‖2
.
Here, πA is the orthogonal projection on the subspace A and {b1, . . . ,bi−1}⊥ denotes the subspace
orthogonal to b1, . . . ,bi−1.
Definition 9. A basis B = (b1, . . . ,bn) of L is a γ-approximate Hermite-Korkin-Zolotarev (γ-HKZ) basis if
1) ‖b1‖ ≤ γ · λ1(L);
2) the Gram-Schmidt coefficients of B satisfy |μi,j| ≤ 12 for all j < i; and
3) π{b1}⊥(b2), . . . , π{b1}⊥(bn) is a γ-HKZ basis of π{b1}⊥(L).
We use γ-HKZ bases in the sequel to find “sublattices that contain all short vectors.” In particular,
note that if (b1, . . . ,bn) is a γ-HKZ basis for L, then for any index k, L(b1, . . . ,bk−1) contains all lattice
vectors y ∈ L with ‖y‖ < ‖b˜k‖/γ. When γ = 1, we omit it.
D. Lattice problems
Definition 10. For γ = γ(n) ≥ 1 (the approximation factor), the search problem γ-CVP (Closest Vector Problem)
is defined as follows: The input is a basis B for a lattice L ⊂ Rn and a target vector t ∈ Rn. The goal is to output
a vector y ∈ L with ‖y− t‖ ≤ γ · dist(t,L).
When γ = 1, we omit it and call the problem exact CVP or simply CVP.
Definition 11. For ε ≥ 0 (the error), σ (the minimal parameter) a function that maps shifted lattices to non-negative
real numbers, and m (the desired number of output vectors) a function that maps shifted lattices and positive real
numbers to natural numbers, ε-DGSmσ (the Discrete Gaussian Sampling problem) is defined as follows: The input
is a basis B for a lattice L ⊂ Rn, a shift t ∈ Rn, and a parameter s > σ(L− t). The goal is to output a sequence
of mˆ ≥ m(L− t, s) vectors whose joint distribution is ε-close to DmˆL−t,s.
We stress that ε bounds the statistical distance between the joint distribution of the output vectors and
mˆ independent samples from DL−t,s.
E. Some known algorithms
The following theorem was proven by Ajtai, Kumar, and Sivakumar [34], building on work of Schnorr [54].
Theorem 12. There is an algorithm that takes as input a lattice L ⊂ Rn, target t ∈ Rn, and parameter u ≥ 2 and
outputs a γ-HKZ basis of L and a γ′-approximate closest vector to t in time 2O(u) · poly(n), where γ := un/u
and γ′ :=
√
nun/u.
The next theorem was proven by [27].
Theorem 13. For any γ = γ(n) ≥ 1, there is an efficient dimension-preserving reduction from the problem of
computing a γ-HKZ basis to γ-CVP.
III. SOME INEQUALITIES CONCERNING GAUSSIANS ON SHIFTED LATTICES
We first prove an inequality (Corollary 16) concerning the Gaussian measure over shifted lattices. We
will use this inequality to show that our sampler outputs sufficiently many samples; and to show that our
recursive CVP algorithm will “find a cluster with a closest point” with high probability. The inequality
is similar in flavor to the main inequality in [44], and it (or the more general form given in Lemma 15)
may have additional applications. The proof uses the following identity from [44].
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Lemma 14 ([44, Eq. (3)]). For any lattice L ⊂ Rn, any two vectors x, y ∈ Rn, and s > 0, we have
ρs(L− x)ρs(L− y) = ∑
c∈L/(2L)
ρ√2s(c− x− y)ρ√2s(c− x+ y) .
Our inequality then follows easily.
Lemma 15. For any lattice L ⊂ Rn, any two vectors x, y ∈ Rn, and s > 0, we have
ρs(L− x)ρs(L− y) ≤ max
c∈L/(2L)
ρ√2s(c− x− y) · ρ√2s(L− x+ y) .
Proof: Using Lemma 14, we get the following.
ρs(L− x)ρs(L− y) = ∑
c∈L/(2L)
ρ√2s(c− x− y)ρ√2s(c− x+ y)
≤ max
c∈L/(2L)
ρ√2s(c− x− y) · ∑
d∈L/(2L)
ρ√2s(d− x+ y)
= max
c∈L/(2L)
ρ√2s(c− x− y) · ρ√2s(L− x+ y) .
Setting x = y = w+ t for any w ∈ L and switching 2L with L gives the following inequality.
Corollary 16. For any lattice L ⊂ Rn, t ∈ Rn, and s > 0, we have
max
c∈L/(2L)
ρs(c− t)2 ≤ max
c∈L/(2L)
ρs/
√
2(c− t) · ρs/√2(L) .
IV. SAMPLING FROM THE DISCRETE GAUSSIAN
A. Combining discrete Gaussian samples
The following lemma and proposition are the shifted analogues of [2, Lemma 3.4] and [2, Proposition
3.5] respectively. Their proofs are included in the full version for completeness.
Lemma 17. Let L ⊂ Rn, s > 0 and t ∈ Rn. Then for all y ∈ L− t,
Pr
(X1,X2)∼D2L−t,s
[(X1 + X2)/2 = y | X1 + X2 ∈ 2L− 2t] = Pr
X∼DL−t,s/√2
[X = y] . (4)
Proposition 18. There is an algorithm that takes as input a lattice L ⊂ Rn, t ∈ Rn, κ ≥ 2 (the confidence
parameter), and a sequence of vectors from L− t, and outputs a sequence of vectors from L− t such that, if the
input consists of
M ≥ 10κ2 · ρs(L− t)
maxc∈L/(2L) ρs(c− t)
independent samples from DL−t,s for some s > 0, then the output is within statistical distance M exp(C1n−C2κ)
of m independent samples from DL−t,s/√2 where m is a random variable with
m ≥ M · 1
32κ
· ρs/
√
2(L) · ρs/√2(L− t)
ρs(L− t)maxc∈L/(2L) ρs(c− t)
.
The running time of the algorithm is at most M · poly(n, log κ).
We will show in Theorem 19 that by calling the algorithm from Proposition 18 repeatedly, we obtain
a general discrete Gaussian combiner.
Theorem 19. There is an algorithm that takes as input a lattice L ⊂ Rn,  ∈ N (the step parameter), κ ≥ 2 (the
confidence parameter), t ∈ Rn, and M = (32κ)+1 · 2n vectors in L such that, if the input vectors are distributed
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as DL−t,s for some s > 0, then the output is a list of vectors whose distribution is within statistical distance
M exp(C1n− C2κ) of at least
m =
ρ2−/2s(L− t)
maxc∈L/(2L) ρ2−/2s(c− t)
independent samples from DL−t,2−/2s. The algorithm runs in time M · poly(n, log κ).
Proof: Let X0 = (X1, . . . ,XM) be the sequence of input vectors. For i = 0, . . . , − 1, the algorithm calls
the procedure from Proposition 18 with input L, κ, and Xi, receiving an output sequence Xi+1 of length
Mi+1. Finally, the algorithm outputs the sequence X.
The running time is clear. Fix L, s, t and . Define θ(i) := ρ2−i/2s(L), φ(i) := maxc∈L/(2L) ρ2−i/2s(c− t),
and ψ(i) := ρ2−i/2s(L− t).
We wish to prove by induction that Xi is within statistical distance iM exp(C1n− C2κ) of DMiL−t,2−i/2s
with
Mi ≥ (32κ)−i+1 · ψ(i)φ(i) , (5)
for all i ≥ 1. This implies that M ≥ m as needed.
Let
L(i) :=
θ(i+ 1)ψ(i+ 1)
ψ(i)φ(i)
,
be the “loss factor” resulting from the (i + 1)st run of the combiner, ignoring the factor of 32κ. By
Corollary 16, we have
L(i) ≥ ψ(i+ 1)
φ(i+ 1)
· φ(i)
ψ(i)
. (6)
By Proposition 18, up to statistical distance M exp(C1n−C2κ), we have that X1 has the right distribution
with
M1 ≥ 132κ · M0 · L(0)
≥ (32κ) · 2n · ψ(1)
φ(1)
· φ(0)
ψ(0)
,
where we used Eq. (6) with i = 0. By noting that ψ(0) ≤ 2nφ(0), we see that (5) holds when i = 1.
Suppose that Xi has the correct distribution and (5) holds for some i with 0 ≤ i < . In particular, we
have that Mi is at least 10κ2ψ(i)/φ(i). This is precisely the condition necessary to apply Proposition 18.
So, we can apply the proposition and the induction hypothesis and obtain that (up to statistical distance
at most (i+ 1)M exp(C1n− C2κ)), Xi+1 has the correct distribution with
Mi+1 ≥ 132κ · Mi · L(i) ≥ (32κ)
−i · ψ(i)
φ(i)
· φ(i)
ψ(i)
· ψ(i+ 1)
φ(i+ 1)
= (32κ)−i · ψ(i+ 1)
φ(i+ 1)
,
where in the second inequality we used the induction hypothesis and Eq. (6).
B. Initializing the sampler
The following two standard results are proven in the full version.
Proposition 20. There is an algorithm that takes as input a lattice L ⊂ Rn, shift t ∈ Rn, r > 0, and parameter
u ≥ 2, such that if
r ≥ un/u(1+√nun/u) · dist(t,L) ,
then the output of the algorithm is y ∈ L and a basis B′ of a (possibly trivial) sublattice L′ ⊆ L such that all
vectors from L − t of length at most r/un/u − dist(t,L) are also contained in L′ − y − t, and ‖B˜′‖ ≤ r. The
algorithm runs in time poly(n) · 2O(u).
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Corollary 21. There is an algorithm that takes as input a lattice L ⊂ Rn with n ≥ 2, shift t ∈ Rn, M ∈ N
(the desired number of output vectors), and parameters u ≥ 2 and sˆ > 0 and outputs y ∈ L, a (possibly trivial)
sublattice L′ ⊆ L, and M vectors from L′ − y− t such that if
sˆ ≥ C√n log n · u2n/u · dist(t,L) ,
then the output vectors are distributed as M independent samples from DL′−y−t,sˆ, and L′ − y − t contains all
vectors in L− t of length at most Csˆ/(un/u√log n). The algorithm runs in time poly(n) · 2O(u) + poly(n) · M.
C. The sampler
We are now ready to present our discrete Gaussian sampler.
Theorem 22. For any efficiently computable function f (n) ≥ nω(1), let σ be the function defined by σ(L− t) :=
dist(t,L)/ f (n) for any lattice L ⊂ Rn and t ∈ Rn. Let
m(L− t, s) := ρs(L− t)
maxc∈L/(2L) ρs(c− t)
.
Then, there is an algorithm that solves ε-DGSmσ with ε(n) := 2−Cn
2
in time 2n+O(log n log f (n)).
Proof: We assume without loss of generality that f (n) ≥ 2n > 10. The algorithm behaves as follows
on input a lattice L ⊂ Rn, a shift t, and a parameter s > σ(L − t). First, it runs the procedure from
Corollary 21 with input L, t, M := (Cn2)+2 · 2n with  := Clog f (n), u := Cn log n/ log f (n) + 2, and
sˆ := 2s > C
√
n log n · u2n/u · dist(t,L) .
(Note that un/u ≤ f (n)C.) It receives as output L′ ⊂ Rn, y ∈ L, and (X1, . . . ,XM) ∈ L′ − y− t. It then runs
the procedure from Theorem 19 twice, first with input L′, , κ := Cn2, t, and the first half of the vectors,
(X1, . . . ,XM/2); and next with input L′, , κ, t, and the second half of the vectors, (XM/2+1, . . . ,XM).
Finally, it outputs the resulting vectors.
The running time follows from the respective running times of the two subprocedures. In particular,
the procedure from Corollary 21 runs in time poly(n) · (2O(u) + M) = nO(n/ log f (n)) + 2n+O(log n log f (n)) =
2n+O(log n log f (n)), and the procedure from Theorem 19 runs in time M ·poly(n, log κ) = 2n+O(log n log f (n)).
By Corollary 21, the Xi are M independent samples from DL′−y−t,sˆ and L′ − y− t contains all vectors
in L − t of length at most Csˆ/(un/u√log n). By Theorem 19, the output contains at least 2m(L′ − t, s)
vectors whose distribution is within statistical distance 2−Cn2 of independent samples from DL′−y−t,s.
We now show that DL′−y−t,s is statistically close to DL−t,s. Let d := dist(t,L) and
r :=
C2
un/u
√
n log n
≥ f (n)C ≥ 1√
2π
.
The statistical distance is exactly
Pr
w∼DL−t ,s
[
w /∈ L′ − y− t] < Pr
w∼DL−t ,s
[‖w‖ > Csˆ/(un/u√log n)]
= Pr
w∼DL−t ,s
[‖w‖ > rs√n]
< eπd
2/s2e− f (n)
C
< 2−Cn
2
,
where we have used Corollary 8. It follows that the output has the correct size and distribution. In
particular, it follows from applying union bound over the output samples that the distribution of the
output is within statistical distance ε of independent samples from DL−t,s, and an easy calculation shows
that 2m(L′ − t, s) > m(L− t, s).
From Theorem 22 and Corollary 8, we immediately get a weaker version of our main result, a 2n+o(n)-
time algorithm for γ-CVP for any γ = 1+ 2−o(n/ log n).
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Corollary 23. For any efficiently computable function f (n) ≥ nω(1), there is an algorithm solving (1+ 1/ f (n))-CVP
(with high probability) in time 2n+O(log n log f (n)). In particular, if f (n) = 2o(n/ log n), the algorithm runs in time
2n+o(n).
V. REDUCTION FROM EXACT CVP TO A VARIANT OF APPROXIMATE CVP
A. Clusters of approximate closest lattice vectors
We now show that the approximate closest lattice vectors to t form “clusters.” This will motivate an
algorithm that solves exact CVP by working recursively “inside the clusters.”
Lemma 24. For any lattice L ⊂ Rn, t ∈ Rn, r1, r2 > 0, and w1,w2 ∈ L− t with w1 ≡ w2 (mod 2L), if the
wi satisfy ‖wi‖2 < dist(t,L)2 + r2i , then ‖w1 −w2‖2 < 2(r21 + r22).
Proof: Since w1 ≡ w2 (mod 2L), we have that (w1 +w2)/2 ∈ L− t. Therefore, we have that
‖w1 −w2‖2 = 2‖w1‖2 + 2‖w2‖2 − 4‖(w1 +w2)/2‖2
< 2(dist(t,L)2 + r21) + 2(dist(t,L)2 + r22)− 4 dist(t,L)2
= 2(r21 + r
2
2) .
In particular, Lemma 24 shows that there are at most 2n clusters of approximate closest points. We
now derive an immediate corollary, which shows that, if the points are very close to t, then each cluster
lies in a shift of a lower-dimensional lattice L′, defined in terms of a γ-HKZ basis.
Corollary 25. For any L ⊂ Rn with γ-HKZ basis (b1, . . . ,bn) for some γ ≥ 1, t ∈ Rn, and k ∈ [n], let
L′ := L(b1, . . . ,bk−1). If w1,w2 ∈ L− t with w1 ≡ w2 (mod 2L) satisfy ‖wi‖2 < dist(t,L)2 + ‖b˜k‖2/γ2,
then w1 ∈ L′ +w2.
Proof: Let 2v = w1 − w2 = 0. Note that v ∈ L by hypothesis, and by Lemma 24, we have that
‖v‖ < ‖b˜k‖/γ. Since λ1(πL′⊥(L)) ≥ ‖b˜k‖/γ, it follows that v ∈ L′, as needed.
B. Recursion inside the clusters
Corollary 25 suggests a strategy for solving exact CVP recursively. The idea is to find a γ-HKZ basis
and a list of approximate closest vectors y1, . . . , y pˆ such that at least one of them is in the same coset mod
2L of an exact closest vector. By calling the algorithm recursively “inside the clusters” defined by the yi
and the basis, we will eventually find an exact closest vector. This motivates the following definition.
Definition 26. For γ = γ(n) ≥ 1 (the approximation factor) and p = p(n) ≥ 1 (a bound on the output size),
the search problem γ-nCVPp (neighbor Closest Vector Problem) is defined as follows: The input is a basis B for a
lattice L ⊂ Rn and a target vector t ∈ Rn. The goal is to output lattice vectors y1, . . . , y pˆ ∈ L with pˆ ≤ p(n)
with ‖yi − t‖ ≤ γ ·dist(t,L) such that there exists an index j and y′ ∈ L with ‖y′ − t‖ = dist(t,L) and yj ≡ y′
(mod 2L).
In other words, all of the yi should be γ-approximate closest vectors, and at least one of them must be
in the same coset as an exact closest vector. We think of this point as a “neighbor” of the closest point,
since Lemma 24 tells us that the two points must be close to each other. Indeed, Theorem 22 shows that
our DGS algorithm outputs a number of vectors that is roughly proportional to “the number of cosets
with relatively high Gaussian mass.” If we assume that a coset with an exact closest vector has relatively
high Gaussian mass, then our DGS algorithm should yield a solution to nCVP. (In Section VI, we make
this precise.)
We now analyze the reduction described above in the special case when p = 1. This will imply
correctness in the general case, when p is arbitrarily large. But, we will need to do some more work
in order to bound the running time in the general case.
Lemma 27. There is an efficient reduction from exact CVP to γ-nCVP1 for any efficiently computable 1 ≤ γ(n) <
1+ 1/n.
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Proof: On input L ⊂ Rn and t ∈ Rn, the reduction behaves as follows. First, if n = 1, it solves the
one-dimensional CVP instance in the straightforward way. Otherwise, it uses Theorem 13 and its nCVP
oracle to compute a γ-HKZ basis (b1, . . . ,bn) for L. It then calls its nCVP oracle on input L and t and
receives as output y ∈ L. Let (b˜1, . . . , b˜n) be the Gram-Schmidt orthogonalization of the bi, and choose
any index k such that ‖b˜k‖2 > (γ(n)2 − 1) · ‖y− t‖2. Let L′ := L(b1, . . . ,bk−1). The reduction then calls
itself recursively on input L′ and t− y, receiving as output x ∈ L′. Finally, it returns y+ x.
We first argue that the index k always exists. In particular, there must be some index j such that
‖b˜j‖2 ≥ 1n ·∑i
‖b˜i‖2
≥ 4
n
· dist(t,L)2 (Lemma 3)
≥ 4
γ(n)2n
· ‖y− t‖2
> (γ(n)2 − 1) · ‖y− t‖2 .
Therefore, k exists, and since dim(L′) < dim(L), the reduction terminates in at most n recursive calls. It
follows that it runs in polynomial time.
If n = 1, then correctness is clear. We assume for induction that the reduction is correct when the
dimension of the lattice is less than n. By the induction hypothesis, x is a closest vector to t − y in L′,
and it follows that y + x is a closest vector to t in L′ + y. By the definition of nCVP, there is a vector
y′ ∈ 2L+ y that is a closest vector to t in L. Since
‖y− t‖2 < ‖y− t‖2/γ(n)2 + ‖b˜k‖2/γ(n)2 ≤ dist(t,L)2 + ‖b˜k‖2/γ(n)2 ,
we may apply Corollary 25 to see that y′ ∈ L′ + y. In particular, a closest vector to t in L′ + y must also
be a closest vector to t in the full lattice L, and the result follows.
C. Bounding the number of recursive calls
The next two technical lemmas will allow us to bound the number of recursive calls made by the
reduction described in Section V-B by bounding the number of shifts of L′ that contain approximate
closest vectors.
Lemma 28. For any L ⊂ Rn with γ-HKZ basis (b1, . . . ,bn) for some γ ≥ 1, t ∈ Rn, and k ∈ [n], let
L′ := L(b1, . . . ,bk−1). If r > 0, s > 0, and k ≤  ≤ n+ 1 satisfy
r2 +
(k− 1)
2
·
k−1
∑
i=1
‖b˜i‖2 ≤ 1γ ·
{
s2‖b˜k‖2 :  = n+ 1
min{s2‖b˜k‖2, ‖b˜‖2} : otherwise
, (7)
then we have that ∣∣{c ∈ L/L′ : dist(t, c)2 < dist(t,L)2 + r2}∣∣ ≤ 2n−k+1(22s−k − 1) .
Proof: For each d ∈ L/(2L+ L′), let
Sd := {c ∈ L/L′ : c ⊂ d and dist(t, c)2 < dist(t,L)2 + r2}
be the set of shifts of L′ that are subsets of d and contain an approximate closest vector. Since L/L′ is
a refinement of L/(2L+ L′) and |L/(2L+ L′)| = 2n−k+1, it suffices to show that |Sd| ≤ (22sl−k − 1)
for all d ∈ L/(2L+ L′).
Fix d. Let w1,w2 ∈ d − t. Suppose ‖wi‖2 < dist(t,L)2 + r2. A simple computation shows that there
exist a1, . . . , ak−1 ∈ {−1, 0, 1} such that w1 −∑k−1i=1 aibi ≡ w2 (mod 2L) and∥∥∥w1 − k−1∑
i=1
aibi
∥∥∥2 ≤ ‖w1‖2 + k−1∑
i=1
‖bi‖2 < dist(t,L)2 + r2 +
k−1
∑
i=1
‖bi‖2 .
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Since the bi are γ-HKZ, we have that ‖bi‖2 ≤ ‖b˜i‖2 + 14 ∑i−1i=j ‖b˜j‖2. Therefore,∥∥∥w1 − k−1∑
i=1
aibi
∥∥∥2 < dist(t,L)2 + r2 + (k− 1) k−1∑
i=1
‖b˜i‖2 .
Let 2v := w1 −∑k−1i=1 aibi −w2 ∈ 2L. Since w1 −∑k−1i=1 aibi ≡ w2 (mod 2L), we may apply Lemma 24 to
obtain
‖v‖2 < r2 + k− 1
2
·
k−1
∑
i=1
‖b˜i‖2 .
Let πk := π{b1,...,bk−1}⊥ and M := πk(L(bk, . . . ,b−1)). From the above, we have
‖πk(v)‖2 ≤ ‖v‖2 < r2 + k− 12 ·
k−1
∑
i=1
‖b˜i‖2 .
Recalling the constraint on  imposed by Eq. (7), this implies that πk(v) ∈ M. Furthermore, note that
w1 ∈ L′ +w2 if and only if πk(w1 −w2) = πk(v) = 0. Therefore,
|Sd| ≤
∣∣∣{y ∈ M : ‖y‖ < r2 + k− 1
2
·
k−1
∑
i=1
‖b˜i‖2
}∣∣∣ .
Finally, note that λ1(M) ≥ ‖b˜k‖/γ. By Eq. (7) the length bound in the above equation is at most
sλ1(M). The result then follows from applying Theorem 2 and noting that dimM = − k.
This next lemma shows that we can choose an index k such that either dimL′ is fairly small or relatively
few shifts of L′ contain approximate closest vectors.
Lemma 29. For any lattice L ⊂ Rn with γ-HKZ basis (b1, . . . ,bn) for some n ≥ 2 and 1 ≤ γ ≤ 1+ 110n2 , any
efficiently computable function f : Z+ → Z+, and
r := n−2 f (n) max
i∈[n]
‖b˜i‖ ,
there exists k ∈ [n] such that if L′ := L(b1, . . . ,bk−1), then ‖b˜k‖ ≥ γ · μ(L)n2 f (n) and∣∣{c ∈ L/L′ : dist(t, c)2 < dist(t,L)2 + r2}∣∣ ≤ {2n−k+1 : if n− f (n) < k ≤ n
2n−k+2nn/ f (n) : otherwise
Furthermore, the index k can be computed efficiently from the bi.
Proof: Let R := maxi∈[n] ‖b˜i‖ = n2 f (n)r. Define mj ∈ [n] for 0 ≤ j < 2 f (n) to be the smallest index i
such that ‖b˜i‖ ≥ γ · Rnj . Then, by definition, we have that m0 ≥ m1 ≥ · · · ≥ m2 f (n)−1. Furthermore,
r2 +
mj − 1
2
·
mj−1
∑
i=1
‖b˜i‖2 < R2 ·
( 1
n4 f (n)
+ γ2 · (mj − 1)
2
n2j
)
≤ R
2
n2j
·
( 1
n4 f (n)−2j
+ γ2 · (n− 1)2
)
<
R2
n2j−2
. (8)
First, consider the case when there exists j ≤ f (n) such that mj = mj−1. In this case, we claim that the
required index is k = mj. To see this, simply note that ‖b˜k‖ ≥ γ · Rnj−1 by definition. Then, by Eq. (8), the
conditions for Lemma 28 are satisfied with  = k and s = n. Applying Lemma 3 gives ‖b˜k‖ > γ μ(L)n2 f (n) , as
needed.
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So, it is suffices to assume that m0 > m1 > · · · > mf (n). In this case, clearly mf (n) ≤ n− f (n). Now, by
the pigeonhole principle, there exists j ∈ { f (n), f (n) + 1, . . . , 2 f (n)− 1} such that mj−1 −mj < nf (n) . Then,
let k = mj, and  = mj−1. Noting the fact that ‖b˜k‖ ≥ Rnj and ‖b˜‖ ≥ Rnj−1 , the bound on the number of
shifts follows from Lemma 28 and Eq. (8). The result again follows from applying Lemma 3.
D. The reduction
With this, we can present our more general reduction. We note in passing that, if the nCVP oracle
happens to output a vector in each coset that contains an exact closest vector, then (a minor modification
of) our reduction actually finds all closest vectors.
Theorem 30. For any constant δ ∈ [0, 1), there is a reduction from exact CVP to γ-nCVPp where γ(n) :=
1+ 1/(10n2n
δ
) such that the maximal number of oracle calls that the reduction makes on lattices of dimension d
when the input lattice has dimension n is
g(n, d) ≤ min
{
2n−d+O(n
2−2δ log n), poly(n)
n
∏
i=d+1
p(i)
}
;
and the running time of the reduction is poly(n) ·∑d p(d)g(n, d).
Proof: The reduction behaves quite similarly to the simple procedure from Lemma 27. The only
difference is that this new reduction makes recursive calls on many shifts of L′ corresponding to the
many outputs of its γ-nCVPp oracle. In particular, on input L ⊂ Rn and t ∈ Rn, the reduction behaves
as follows. First, if n = 1, it solves the one-dimensional CVP instance in the obvious way. Otherwise, it
uses Theorem 13 and its oracle to compute a γ-HKZ basis (b1, . . . ,bn) for L. It then calls its oracle on
input L and t and receives as output y1, . . . , y pˆ ∈ L.
It then computes the index k as in Lemma 29 with f (n) := nδ. Let L′ := L(b1, . . . ,bk−1). The reduction
groups the yi according to their coset mod L′. For each such coset c, it picks an arbitrary representative
yc ∈ c and calls itself recursively on input L′ and t − yc, receiving as output xc. Finally, it outputs the
closest xc + yc to t.
Correctness follows immediately from the proof of Lemma 27. In particular, consider a sequence of
recursive calls such that the corresponding sequence of yc is a sequence of valid solutions to γ-nCVP1
and note that the reduction behaves identically to the procedure from Lemma 27 along this sequence.
The statement about the running time is clear. We now analyze the number of recursive calls. Consider
a single thread with dimL = n and dimL′ = nˆ. The total number of recursive calls made by this thread
is
L(n, nˆ) :=
∣∣{c ∈ L/L′ : ∃ i with yi ∈ c}∣∣
≤ min
{
p(n) ,
∣∣{c ∈ L/L′ : dist(t, c)2 < dist(t,L)2 + n−2 f (n)}∣∣} . (9)
Note that g(n, d) satisfies the recurrence relation
g(n, d) ≤ max
d≤nˆ<n
L(n, nˆ)g(nˆ, d) , (10)
with base case g(d, d) = poly(n). The bound g(n, d) ≤ poly(n)∏ni=d+1 p(i) follows immediately from the
fact that L(n, nˆ) ≤ p(n).
We wish to prove by induction that for any d and n, we have g(n, d) ≤ 2n−d+C∗n2−2δ log n for some
constant C∗. For n = 1 or d = n, this is trivial. Suppose that the induction hypothesis holds for dimensions
less than n. By Eq. (10), it suffices to prove that L(n, nˆ)g(nˆ, d) ≤ 2n−d+C∗n2−2δ log n for all nˆ < n. Plugging
Lemma 29 into Eq. (9), we have
L(n, nˆ) ≤
{
2n−nˆ : if n− f (n) ≤ nˆ < n
2n−nˆ+1nn/ f (n) : otherwise
.
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If nˆ ≥ n− f (n), then by this bound and the induction hypothesis,
L(n, nˆ)g(nˆ, d) ≤ 2n−nˆ · g(nˆ, d) ≤ 2n−d+C∗n2−2δ log n ,
as needed. Otherwise, nˆ < n− f (n), and we have
L(n, nˆ)g(nˆ, d) ≤ 2n−d+1+C∗ nˆ2−2δ log nnn/ f (n)
≤ 2n−d+1+C∗(n− f (n))2−2δ log n+n log2 n/ f (n)
≤ 2n−d+1+C∗n2−2δ−C∗(2−2δ)n1−2δ f (n) log n+n log2 n/ f (n)
≤ 2n−d+C∗n2−2δ ,
as needed.
VI. FINISHING THE PROOF
A. The mass of cosets with closest vectors
We now show that our DGS algorithm yields a solution to γ-nCVPm. (See Definition 26.) Since the
number of samples returned by our algorithm is essentially the number that we need to “see each coset
with relatively high Gaussian mass,” it will suffice to show that cosets of 2L− t that contain a shortest
vector have high mass. Instead, we are only able to prove the slightly weaker (but still sufficient) fact
that for a suitable list of parameters s1, . . . , s, each such coset has high mass with respect to the discrete
Gaussian with at least one of these parameters. (See Corollary 33.)
Lemma 31. Let L ⊂ Rn be a lattice and t ∈ Rn with y ∈ L a closest vector to t in L. Then, for any s > 0,
1 ≤ maxc∈L/(2L) ρs(c− t)
ρs(y− t) · ρs(2L) ≤
∏∞j=1 ρ2−j/2s(L)1/2
j
ρs(2L) ≤ 2
n/4 .
Proof: The first inequality trivially follows from Lemma 6. Let θ(i) := ρ2−i/2s(L) and φ(i) := maxc∈L/(2L) ρ2−i/2s(c−
t). By Corollary 16, we have
φ(i) ≤ φ(i+ 1)1/2θ(i+ 1)1/2 .
Applying this inequality k times, we have
φ(0) ≤ φ(k)1/2k ·
k
∏
j=1
θ(j)1/2
j
.
We take the limit as k → ∞. Since y ∈ L is a closest vector to t, we have
lim
k→∞
φ(k)1/2
k
= ρs(y− t) .
The second inequality is then immediate. For the third inequality, note that for all i ≥ 2, θ(i) ≤ θ(2) =
ρs(2L), and by Lemma 5, θ(1) ≤ 2n/2θ(2). Therefore,
∞
∏
j=1
θ(j)1/2
j ≤ 2n/4 ·
∞
∏
j=1
θ(2)1/2
j
= 2n/4 · θ(2) .
We will need the following technical lemma to obtain a stronger version of Lemma 31.
Lemma 32. For any lattice L ⊂ Rn, s > 0, and integer  > 0, there exists an integer 1 ≤ i ≤  such that
∏∞j=1 ρ2−(i+j)/2s(L)1/2
j
ρ2−i/2s(2L)
≤ 23n4 .
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Proof: For i ≥ 0, let θ(i) := ρ2−i/2s(L) as in the previous proof. Let
Si :=
∏∞j=1 θ(i+ j)
1/2j
θ(i+ 2)
,
and
Ri :=
θ(i+ 1)
θ(i+ 2)
.
We need to show that there exists an integer 1 ≤ i ≤  such that Si ≤ 23n/4.
By Lemma 31, we have that for all i, 1 ≤ Si ≤ 2n/4, and by Lemma 5, we have that, 1 ≤ Ri ≤ 2n/2.
Note that
S2i
Si+1
=
θ(i+ 1) · θ(i+ 3)
θ(i+ 2)2
=
Ri
Ri+1
.
Therefore,
2n/2 ≥ R0
R+1
=

∏
i=0
Ri
Ri+1
=

∏
i=0
S2i
Si+1
=
S20
S+1

∏
i=1
Si ≥ 12n/4

∏
i=1
Si ,
where the first inequality uses R0 ≤ 2n/2 and R+1 ≥ 1, and the last inequality uses S0 ≥ 1 and S+1 ≤
2n/4. The result then follows.
Finally, we have the following corollary, which follows immediately from Lemmas 31 and 32, and
Lemma 6. The corollary shows that, if c ∈ L/(2L) contains a closest vector to t and we sample from
DL−t,s for many different values of s, then c − t will have significantly higher weight than Lemma 31
guarantees for at least one parameter s.
Corollary 33. For any lattice L ⊂ Rn and t ∈ Rn, let y ∈ L a closest vector to t in L. Then, for any s > 0 and
integer  > 0, there exists an integer 1 ≤ i ≤  such that
1 ≤ maxc∈L/(2L) ρ2−i/2s(c− t)
ρ2−i/2s(2L+ y− t)
≤ maxc∈L/(2L) ρ2−i/2s(c− t)
ρ2−i/2s(y− t) · ρ2−i/2s(2L)
≤ 23n4 .
B. The nCVP algorithm
With Corollary 33, it is almost immediate that the algorithm from Theorem 22 yields a solution to
nCVP. Below, we make this formal.
Theorem 34. For any efficiently computable function f (n) ≥ nω(1), there is an algorithm that solves γ-nCVPp
with probability at least 1− 2−Cn2 in time 2n+O(log n log f (n)+n/ log f (n)), where γ(n) := 1+ 1/ f (n) and p(n) :=
2n+O(n/ log f (n)).
Proof: On input a lattice L ⊂ Rn and shift t ∈ Rn, the algorithm first calls the procedure from
Corollary 23 to compute d˜ with dist(t,L)/2 ≤ d˜ ≤ dist(t,L). Let s := d˜/(n3 f (n)). For i = 0, . . . ,  :=
log 10 f (n), the algorithm runs the procedure from Theorem 22 n2 · 2n/ times with input L, t, and
si := 2−i/2s, receiving as output a total of mˆi ≥ n22n/ · m(L − t, si) vectors (Xi,1, . . . ,Xi,mˆi ) ∈ L − t.
(We may assume that mˆi ≤ n22n · 2n/, since we can trivially truncate the output of each run at
2n ≥ m(L− t, si) vectors.) For each i, j, let yi,j := Xi,j + t ∈ L. Finally, the algorithm outputs the yi,j.
The running time is dominated by the running time of the n22n/ applications of Theorem 22. So, the
algorithm runs in time n22n+O(log n log f (n))+n/ = 2n+O(log n log f (n)+n/ log f (n)). The value for p(n) follows
from the assumed bound on mˆi.
To prove correctness, first note that by Theorem 22, up to statistical distance 2−Cn2 , we may assume
that the Xi,j are distributed exactly as independent discrete Gaussians DL−t,si . Then, by Corollary 8, all
of the output vectors are γ-approximate closest vectors except with probability at most 2−Cn2 .
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So, it suffices to show that with high probability there is some i, j such that yi,j is in the same coset
mod 2L as a closest vector y¯ ∈ L to t. Fix i as in Corollary 33. Then, for any j,
Pr[yi,j ≡ y¯ (mod 2L)] =
ρsi (2L+ y¯− t)
ρsi (L− t)
=
1
m(L− t, si) ·
ρsi (2L+ y¯− t)
maxc∈L/(2L) ρsi (c− t)
≥ n
22n/
mˆi
· 2− 3n4 (Corollary 33)
>
2n2
mˆi
.
The result follows by recalling that the yi,j are independent.
We obtain our main result as a corollary. We note in passing that a simple union bound shows that the
algorithm from Theorem 34 actually finds a vector in each coset that contains a closest vector. Together
with the remark above Theorem 30, this shows that we can actually find all closest vectors in time 2n+o(n).
Corollary 35. There is an algorithm that solves exact CVP (with high probability) in time 2n+O(n
2/3 log2 n).
Proof: Combine the algorithm from Theorem 34 with f (n) := 22n
2/3 log n with the reduction from
Theorem 30 with δ := 2/3. (By applying a union bound over all oracle calls in the reduction, we see that
the error is not an issue.)
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