Abstract. We consider an adaptive finite element method with arbitrary but fixed polynomial degree p ≥ 1, where adaptivity is driven by an edge-based residual error estimator. Based on the modified maximum criterion from [Diening et al, Found. Comput. Math. 16, 2016], we propose a goal-oriented adaptive algorithm and prove that it is instance optimal. Numerical experiments underline our theoretical findings.
1. Introduction 1.1. Rate optimality vs. instance optimality of AFEM. For an elliptic PDE with sought solution u ∈ H 1 0 (Ω), the adaptive finite element method (AFEM) iterates the loop
to successively adapt an initial mesh T 0 to the possible singularities of the sought solution u. This leads to a sequence of meshes T and corresponding discrete solutions u ∈ S p 0 (T ) ⊆ H 1 0 (Ω) being T -piecewise polynomials of degree p ≥ 1. In the last decades, the mathematical understanding of AFEM has matured. We refer to [Dör96, MNS00, BDD04, Ste07, CKNS08, FFP14] for some milestones of the analysis of convergence with optimal algebraic rates, to [MSV08, Sie11] for a general theory on (plain) convergence, and to [CFPP14] for an abstract approach for optimal convergence rates.
The works [Ste07, CKNS08, FFP14, CFPP14] aim for rate optimality of adaptive algorithms, i.e., they prove that the usual adaptive loop (1), based on (quasi-) minimal Dörfler marking [Dör96] for the step MARK, leads to optimal decay of the total error error(T H ) := ||| u − u H ||| + osc H (T H ),
being the sum of energy error ||| u − u H ||| plus data oscillation terms (or, equivalently, the error estimator, since η H error(T H )). Let #(·) denote the number of elements of a finite set. Then, rate optimality reads as follows: For all s > 0, it holds that
where u As < ∞ corresponds to certain approximation properties of u (which can be characterized in terms of Besov regularity [BDDP02, GM14, Gan17] ).
Unlike this, the first work [BDD04] on AFEM with convergence rates implicitly proved even instance optimality of AFEM, i.e., the total error on an adaptive mesh is quasioptimal with respect to all refinements of T 0 , which have essentially the same number of elements: It holds that ∃ C > 1 ∀ ∈ N 0 ∀ T H ∈ refine(T 0 ) : C #T H ≤ #T =⇒ error(T ) ≤ C error(T H ) .
The key argument for the proof of (4) in [BDD04] is an additional coarsening step in the adaptive loop (1). While [BDD04] also employed the Dörfler marking criterion [Dör96] for the step MARK, the work [DKS16] proposed a modified maximum criterion to single out edges for refinement. For P1-AFEM for the 2D Poisson problem, [DKS16] then proved instance optimality (4) of their adaptive strategy without resorting to an additional coarsening step. In [KS16] , their analysis was extended to AFEM with nonconforming P1 elements for the Poisson problem and the Stokes system in 2D. We stress that any instance-optimal AFEM (4) is, in particular, rate optimal (3).
1.2. Goal-oriented adaptivity. While standard adaptivity aims to approximate the PDE solution u ∈ H 1 0 (Ω) by some discrete approximation u ∈ S p 0 (T ) in the energy norm, a goal-oriented adaptive finite element method (GOAFEM) aims only to approximate G(u) by G(u ), where G : H 1 0 (Ω) → R is the so-called goal functional or quantity of interest.
In the present paper, we consider the following problem: Let Ω ⊂ R 2 be a polygonal Lipschitz domain, which is resolved by the initial mesh T 0 , where T 0 is admissible in the sense of [BDD04, Ste08] . Given f, g ∈ L 2 (Ω) and f , g ∈ [L 2 (Ω)] 2 , the (linear) goal functional G ∈ H −1 (Ω) reads
For technical reasons, we assume that the diffusion matrix A ∈ [L ∞ (Ω)] 2×2 is T 0 -piecewise constant and A| T ∈ R 2×2 is symmetric and positive definite. Moreover, we assume that the restrictions f | T , g| T are smooth for all T ∈ T 0 .
Convergence and rate-optimality of GOAFEM has been addressed in [MS09, BET11, HPZ15, HP16, FGH + 16, FPZ16]. The key idea of the argument is to let u * ∈ H 1 0 (Ω) be the unique solution to the dual problem
Throughout, quantities associated with the dual problem are indexed by an asterisk. We note that the (symmetric) primal problem (6) and the dual problem (7) coincide up to the right-hand side. Let ||| v ||| := A 1/2 ∇v L 2 (Ω) be the problem-induced energy norm. For FEM approximations u ≈ u ∈ S p 0 (T ) and u * ≈ u * ∈ S p 0 (T ), standard duality arguments (together with the Galerkin orthogonality) lead to
see, e.g., [MS09, FPZ16] . Therefore, GOAFEM aims to control and steer the product of the total errors [BET11] proposes a (quasi-) minimal Dörfler marking for some combined estimator. Both strategies guarantee rate optimality for the product of the total errors
where the possible algebraic rate s + t now depends on the approximability properties of the primal and dual problem; see [MS09, FGH + 16, FPZ16].
1.3. Instance-optimal GOAFEM. The new GOAFEM algorithm can briefly be outlined as follows: SOLVE computes the FEM solution u ∈ S p 0 (T ) to the primal problem (6) and u * ∈ S p 0 (T ) to the dual problem (7). ESTIMATE computes the corresponding residual error estimators η and η * . MARK employs the modified maximum strategy from [DKS16] to obtain two sets of marked edges, namely M with respect to η and M * with respect to η * . With n := min{#M , #M * }, we then define M := M ∪ M * , where M ⊆ M and M * ⊆ M * are arbitrary up to #M = n = #M * . Finally, REFINE employs 2D newest vertex bisection (NVB) to generate the coarsest mesh T +1 , where all edges in M have been bisected once.
The main result of the present work states that the proposed GOAFEM is instance optimal (4) with respect to the total-error product, i.e.,
Again, we note that this implies, in particular, rate optimality (3). On a technical side, we note that the seminal work [DKS16] is restricted to the lowest-order FEM discretization p = 1, while the present analysis also allows higher (but fixed) polynomial degrees p ≥ 1. In this sense, the present work provides also the technical tools to generalize the instanceoptimal AFEM of [DKS16] from p = 1 to general but fixed p ≥ 1.
1.4. Outline. The remainder of this paper is organized as follows: In Section 2, we give a precise formulation of the modules SOLVE, ESTIMATE, MARK, and REFINE of the adaptive loop (1). In particular, we state the modified maximum criterion (Algorithm 1) from [DKS16] as well as our extension to GOAFEM (Algorithm 2). Then, we thoroughly formulate our GOAFEM algorithm (Algorithm 6) and state our main result that the proposed GOAFEM is instance optimal (Theorem 7). Section 3 reviews the proof of the seminal work [DKS16] in an abstract framework. Section 4 collects the technical results to generalize the seminal work [DKS16] from lowest-order FEM p = 1 to arbitrary polynomial degree p ≥ 1 (Theorem 4). Thereafter, Section 5 gives the proof of Theorem 7. Some numerical experiments in Section 6 conclude this work and empirically compare the instance-optimal GOAFEM algorithm from the present work with the rate-optimal GOAFEM strategies from [MS09, BET11, FPZ16].
1.5. General notation. In all results, the involved constants (as well as their dependencies) are stated explicitly. In proofs, however, we write to abbreviate ≤ up to a multiplicative constant which is clear from the context. Moreover, we write if both estimates, and , hold.
Main result
Before stating our main result, we discuss the particular modules of the adaptive loop (1) and fix the necessary notation.
2.1. REFINE. A mesh T H is a conforming triangulation of Ω into non-degenerate compact triangles T ∈ T H . The edges of T H are denoted by E H . The set of interior edges of T H is denoted by E Ω H , i.e., for each E ∈ E Ω H , there exist unique T, T ∈ T H such that E = T ∩ T . The set of vertices of T H is denoted by V H . We define the patches
For vertices z ∈ V H , we abbreviate T H (z) := T H ({z}) = T ∈ T H : z ∈ T . For neighbors T, T ∈ T H , we also consider the reduced edge patch
Similarly, we define the area associated to a set of triangles U H ⊆ T H by
For mesh-refinement, we employ an edge-based variant of newest vertex bisection (NVB) [Ste08] . We suppose that the initial mesh T 0 is admissible in the sense of [BDD04, Ste08] : For all neighbors T, T ∈ T 0 , the joint edge E = T ∩ T ∈ E 0 is the reference edge of T if and only if it is also the reference edge of T . While this assumption is unnecessary for the NVB algorithm [KPP13] , it provides additional structure which is crucial in the instance-optimality analysis of [DKS16] .
For a mesh T H and a set M H ⊆ E H of marked edges, let T h := refine(T H , M H ) be the coarsest NVB refinement of T H such that all edges E ∈ M H have been bisected. Moreover, we write T h ∈ refine(T H ), if T h can be obtained by finitely many steps of NVB refinement. Then, T := refine(T 0 ) is the set of all possible NVB refinements of T 0 . We note that NVB leads to uniformly shape-regular meshes in the sense of (15) C mesh := sup
where |T | is the area of a triangle T .
SOLVE.
As usual, the primal problem (6) is understood in weak form. The Lax-Milgram lemma guarantees existence and uniqueness of u ∈ H 1 0 (Ω) such that
We define the energy norm
For the discretization of (16), define the space of T H -piecewise polynomials
as well as the conforming FEM spaces
Again, the Lax-Milgram lemma proves the existence and uniqueness of u H ∈ S (7) is solved analogously with F (·) in (16) 
ESTIMATE.
For a posteriori error estimation, we employ an edge-based residual error estimator. Let |E| be the length of an edge E. For the primal problem (6) with
where ν is a normal vector on E and [[·]] denotes the jump across E. For the dual problem (7) with G = g + div g ∈ H −1 (Ω), we define analogously
With this notation, we define
Note that for p = 1 the volume term simply reads
The oscillations osc * H (T ) for the dual problem are defined analogously with g and g instead of f and f , respectively. We note that
where the hidden constant depends only on C mesh from (15). For a subset U H ⊆ T H , we define osc H (U H ) and osc * H (U H ) analogously to (22). We note that
where the reliability constant C rel > 0 depends only on C mesh from (15), while the efficiency constant C eff > 0 depends additionally on p.
MARK.
Let T H ∈ T. We define the tail of an edge E ∈ E H by
i.e., the tail consists of all edges, which have to be refined to ensure conformity of the triangulation if E is bisected. Moreover, we define
With these definitions, we recall the following modified maximum criterion from [DKS16] , which leads to an instance-optimal AFEM.
Algorithm 1 (Modified maximum criterion).
pick E ∈ U and update U := U \ tail H (E) 5:
if m ≥ ϑM then 7:
end if 9: end while We refer to [DKS16] for a recursive implementation of Algorithm 1, which has linear costs. In case of GOAFEM, we need a different marking step that takes the primal as well as the dual problem into account. To this end, recall the Gauss brackets x := max n ∈ Z : n ≤ x for x ∈ R. We note that the following algorithm is slightly more general than the strategy outlined in Section 1.3 of the introduction (where C min = 1).
Algorithm 2 (Modified maximum criterion for GOAFEM).
2.5. Instance-optimal AFEM. The work [DKS16] analyzes the following instance of the adaptive loop (1), which turns out to be instance-optimal; see Theorem 4.
Algorithm 3 (Instance-optimal AFEM). Input: Initial mesh T 0 , polynomial degree p ∈ N, marking parameter 0 < ϑ < 1. Output: Meshes T , discrete solutions u , and estimators η (E ) for all ∈ N 0 .
1: for all = 0, 1, 2, . . . do 2:
generate M := markAFEM(E , η , ϑ) by Algorithm 1
5:
employ NVB to generate T +1 = refine(T , M ) 6: end for For p = 1, the following theorem is the main result of [DKS16] . Our analysis below implies that the result remains true for arbitrary polynomial degrees p ≥ 1.
Theorem 4. Let the initial mesh T 0 be admissible in the sense of [BDD04] . Let p ∈ N and 0 < ϑ < 1. Then, the AFEM Algorithm 3 for the primal problem (6) is instance optimal with respect to the total error, i.e.,
The constant C depends only on ϑ, p, C mesh , and the data A, f , f .
Remark 5. We note that elementary calculation shows that, for all T H ∈ T\{T 0 },
see, e.g., [BHP17, Lemma 22]. Hence, #(T \T 0 ) in (29) can, in fact, be replaced by #T (at the cost that the constant C in (4) will additionally depend on #T 0 ). Therefore, the statement of Theorem 4 is equivalent to the introductory statement of instance optimality (4) in Section 1.1.
2.6. Instance-optimal GOAFEM. As outlined in the introduction, the main idea behind GOAFEM is the duality-based estimate
The formal statement of our GOAFEM algorithm reads as follows:
Algorithm 6 (Instance-optimal GOAFEM). Input: Initial mesh T 0 , polynomial degree p ∈ N, marking parameters 0 < ϑ < 1 and C min > 0. Output: Meshes T , discrete solutions u , u * , estimators η (E ), η * (E ) and goal quantities G(u ) for all ∈ N 0 .
1: for all = 0, 1, 2, . . . do compute indicators η = η (E) E∈E and η * = η * (E) E∈E
4:
generate M := markGOAFEM(E , η , η * , ϑ, C min ) by Algorithm 2
5:
employ NVB to generate T +1 = refine(T , M ) 6: end for
The following theorem is the main result of this work. We stress that the theorem involves the adaptively generated mesh T for the primal and the dual error and compares it with arbitrary meshes T H and T H * , where T H is used for the primal error and T H * is used for the dual error.
Theorem 7. Let the initial mesh T 0 be admissible in the sense of [BDD04] . Let p ∈ N and 0 < ϑ < 1 as well as C min > 0. Let (T ) ∈N 0 be the sequence of meshes generated by Algorithm 6. Then, the AFEM Algorithm 3 is instance optimal with respect to the product of total errors, i.e., ∃ C > 1 ∀ ∈ N 0 ∀ T H , T H * ∈ refine(T 0 ) :
The constant C depends only on ϑ, p, C mesh C min , and the data A, f , f , g, g.
Remark 8. Note that the natural statement of instance-optimality for GOAFEM in the sense of (4) and (9) would be:
Our Theorem 7, however, is stronger. There, the mesh for the right-hand side can be chosen for both factors independently.
Abstract result on instance optimality
This section aims to review the proof of [DKS16, Theorem 7.3] in an abstract framework. For arbitrary m ∈ N, the tuple (T H , T h ; T 1 , . . . , T m ) ∈ T m+2 is a diamond, if • T j ∈ T are meshes for all j = 1, . . . , m • with finest common coarsening T H ∈ T and coarsest common refinement T h ∈ T • such that the areas Ω(T j \T h ) are pairwise disjoint for all j = 1, . . . , m.
Note that T H , T h ∈ T exist (and are unique), since newest vertex bisection is a a binary refinement rule, where the order of refinements does not matter. This allows to write
Moreover, according to [DKS16] , this also implies that
Diamonds are a means to couple the lattice structure of T with an abstract energy
Only energies that are compatible with this structure are suitable to prove instance optimality. This is encoded in the following properties (A1)-(A5), where C mark , C diam , C est , C err > 0 are generic constants, η h is a computable edge-based estimator, and mark is an abstract marking strategy: (A1) Marking criterion: For all meshes T H ∈ T with edges E H , the marking strategy guarantees that the marked edges
(A2) Monotonicity of energy: For all T H ∈ T and all T h ∈ refine(T H ), it holds that
(A4) Local energy estimates for the estimator: For all T H ∈ T and T h ∈ refine(T H ), it holds that
A5) Equivalence of energy and total error: For all T H ∈ T, it holds that
As can be seen from the proof of [DKS16, Theorem 7.3], the conditions (A1)-(A4) are sufficient for an AFEM to be instance optimal with respect to E. Moreover, condition (A5) allows to derive instance optimality with respect to the total error. We formulate this as a theorem, but refer to [DKS16] for the proof.
Theorem 9. Consider an AFEM loop as given by (1), which satisfies the conditions (A1)-(A4). Then, the AFEM is instance optimal with respect to the energy, i.e.,
If (A5) is satisfied in addition, then the AFEM is instance optimal in the sense of (4).
Remark 10. We note that the proof of Theorem 9 (resp. [DKS16, Theorem 7.3]) is currently tailored to 2D newest vertex bisection, for which structural properties are exploited (so-called populations). Besides this, the proof only relies on the given properties (A1)-(A4), as was already observed in [KS16] .
Auxiliary results
In this section, we recall how the properties (A1)-(A4) from Section 3 are proved for our model problem from Section 2. To that end, we define the energy (32) corresponding to a mesh T H ∈ T by
In particular, we generalize the analysis of [DKS16] from lowest-order FEM p = 1 to arbitrary fixed order p ≥ 1.
Remark 11. Our definition follows [DKS16] , but is shifted to ensure E(T H ) ≥ 0 for all T H ∈ T. This is important, since the GOAFEM analysis involves energy products.
4.1. Verification of (A1): Marking criterion. In [DKS16, Proposition 5.1], it is shown that Algorithm 1 satisfies the marking criterion (A1) with C mark = ϑ. We state the following proposition, which is a straightforward generalization of this result and follows from the same arguments. 
, we obtain the monotonicity E(T h ) ≤ E(T H ) for all T H ∈ T and T h ∈ refine(T H ).
Verification of (A5): Equivalence of energy and total error. It is wellknown from variational calculus that
This proves (A5) even with constant C err = 2. Moreover, for T h ∈ refine(T H ), the Galerkin orthogonality proves the identity
which will be exploited below. 
p (T h ) be the corresponding nodal basis function, i.e., it holds that φ H,z (z ) = δ zz for all z ∈ L H . Moreover, let ψ H,z ∈ P p (σ H,z ) be the corresponding dual basis function with respect to L 2 (σ H,z ), i.e., it holds that (38)
Then, we consider the Scott-Zhang projector Q H,h :
The following proposition collects the relevant properties of Q H,h . We note that the definition guarantees that, for
. This is enforced by the choice (c) of σ H,z . Proposition 13. Let T H ∈ T and T h ∈ refine(T H ). Let U ∈ {T H ∩ T h , T H \ T h }. Then, there hold the following assertions (i)-(vi), where C sz > 0 depends only on C mesh and p:
Proof. The claims (i)-(iii) are proved in [SZ90] . For (iv)-(vi), we refer to [DKS16, Lemma 3.5] (which directly transfers from p = 1 to p ≥ 1).
4.5. Verification of (A3): Diamond estimate. In order to prove the diamond estimate (A3), we employ the Scott-Zhang projector from the previous section. The following lemma is proved in [DKS16, Theorem 3.7] (which directly transfers from p = 1 to p ≥ 1).
Lemma 14. Let (T H , T h ; T 1 , . . . , T m ) ∈ T m+2 be a diamond and p ∈ N. Then, the ScottZhang projectors Q i,h commute pairwise and the projection
is well-defined and satisfies that
where C > 0 depends only on C mesh and p. Moreover, with
With this auxiliary result, we can prove the diamond estimate (A3).
Proposition 15. The diamond estimate (A3) holds with a constant C diam > 0 depending only on C mesh , p, and A.
Sketch of proof.
The proof is split into three steps.
Step 1. From the best approximation property of FEM solutions with respect to the energy norm and the stability of Scott-Zhang operators, we infer that
see also [DKS16, Lemma 3.4 ]. This equivalence holds also for u H and Q •,h instead of u i and Q i,h , respectively. Together with (42) and Proposition 13(v), we obtain that
Step 2. Let T • ∈ T and T • ∈ refine(T • ). Then, newest vertex bisection guarantees that
Together with the fact that [[f · ν]] vanishes on all newly created edges, since div f ∈ L 2 (T ) for every T ∈ T 0 , this shows the equivalence
Step 3. We use (44) on the meshes T h , T i ∈ refine(T H ). This yields that
Together with (43), we see that
This concludes the proof.
4.6. Verification of (A4): Local energy estimates for the estimator. Since we have already verified (37), it suffices to show the discrete local estimates (A4) for the total error. 4.6.1. Discrete reliability. We note that
Thus, the next proposition shows the upper bound in (A4).
Proposition 16. Let T H ∈ T and T h ∈ refine(T H ). Let p ∈ N. Then, it holds that
The constant C drel > 0 depends only on C mesh , p, and A.
Sketch of proof. Recall the Galerkin orthogonality
Using T H -elementwise integration by parts, we see that
Standard estimates conclude (45).
Discrete efficiency.
The following proposition is proved along the lines of [FLOP10, Proposition 2] and adapts Verfürth's bubble function technique with cleverly chosen bubble functions. We note that the idea goes back to the seminal works [Dör96, MNS00] . This result extends [DKS16, Lemma 4.3] to polynomial degrees p ≥ 1. Proposition 17. Let T H ∈ T and T h ∈ refine(T H ). Let p ∈ N. For T ∈ T H \ T h and E ∈ E H \ E h there hold the estimates
Together, there exists a constant C deff > 0 such that there holds discrete local efficiency
The constant C deff depends only on C mesh , A, and p.
Sketch of proof. We use ideas from [EGP19, Lemma 11] and employ Verfürth's bubble function technique with discrete, conforming bubbles. To this end, let T H ∈ T and T h ∈ refine(T H ). For z ∈ V H , let φ H,z ∈ S 1 (T H ) be the piece-wise affine hat function. An element T ∈ T H \ T h has at least one edge E ⊂ ∂T with E ∈ E H \ E h . We denote the midpoint of this edge by z ∈ V h and the vertex opposite to E by z ∈ V H . We then define the corresponding edge and element bubble functions as (50) b E := φ h,z ∈ S 1 (T h ) and b T := φ H,z φ h,z ∈ S 2 0 (T h ), respectively. The estimates (47) for p ≥ 1 and (48) for p ≥ 2 follow directly from the bubble function technique with b E and b T , respectively. For (48) with p = 1, it holds that
Combining (47)- (48), we conclude (49).
Proof of Theorem 4.
In the last sections, we have verified (A1)-(A5) for the primal problem (6). From Theorem 9, we thus infer instance optimality (Theorem 4) of Algorithm 3. Clearly, the same results hold for the dual problem (7), which differs from (6) only through the right-hand side G instead of F .
Proof of Theorem 7
The key observation for the proof of Theorem 7 is that the proposed GOAFEM (Algorithm 6) is simultaneously instance optimal for both, the primal and the dual error estimate. Since the properties (A2)-(A5) are already verified for primal and dual problem (see Section 4), it only remains to show that the marking strategy of GOAFEM (Algorithm 2) satisfies (A1) for both, the primal and the dual error estimator.
Proof of Theorem 7. Section 4 shows that (A2)-(A5) are satisfied for the primal and the dual problem. Lemma 18 shows that M H from Algorithm 2 satisfies (A1) simultaneously for both estimators. Theorem 9 thus implies instance optimality of Algorithm 6 for the primal and dual energy. In explicit terms, there exists C, C * > 0 such that for all
where E(·) denotes the energy (34) for the primal problem, and E * (·) denotes the energy for the dual problem. Obviously, this leads to
Using the equivalence (A5) of energy and total error (for primal and dual problem), we conclude the proof.
Numerical experiments
We conclude this work with some numerical experiments performed in MATLAB, where our implementation builds on the codes provided in [FPW11] where conv(·) denotes the convex hull and Ω is the Z-shaped domain from Figure 2 . This problem is solved with the instance-optimal algorithm from [DKS16] , i.e., Algorithm 3. Moreover, we compare the results with a rate-optimal algorithm, which builds on an edge-based Dörfler marking criterion [Dör96] : Find a subset M H ⊆ E H with minimal cardinality such that
for an edge-based error estimator µ H : E H → R. Note that uniform refinement corresponds to θ = 1 in (54) but ϑ = 0 in Algorithm 1. Therefore, we set θ = 1 − ϑ in the following to account for the different interpretations of the marking parameters. We note that both adaptive strategies only differ by the marking strategy. Throughout, we consider ϑ = 0.5 and C min = 1.
In Figure 1 , we visualize the edge-based residual error estimator η and the energy error ||| u − u |||. Since the exact solution u is unknown, we extrapolate ||| u ||| from the computed values ||| u ||| and use the Galerkin orthogonality (46) to obtain
Since [DKS16] does not provide any numerical experiments, we also give qualitative plots of the resulting meshes in Figure 2 . Both strategies mark edges near the re-entrant corner. 
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−1 While for the Dörfler marking criterion (54) edges in the interior are refined mostly by mesh closure, the modified maximum criterion (Algorithm 1) also marks edges in the interior that have long tails.
6.2. Goal-oriented AFEM. The following numerical example empirically shows how the proposed goal-oriented adaptivity (Algorithm 6) handles possible singularities. We consider a problem proposed in [MS09] , where the primal problem reads The initial triangulation T 0 with the subsets T F and T G , together with approximations to the primal and dual solution can be seen in Figure 3 . In addition to Algorithm 6, we investigate the rate-optimal algorithms from [MS09, FPZ16, BET11] . These build on the Dörfler marking criterion (54). For the convenience of the reader, we briefly outline these marking strategies:
• In [MS09] , the Dörfler criterion (54) is employed separately for µ H = η H as well as µ H = η (left to right) with polynomial degree p = 1 (top) and p = 2 (bottom), and marking parameter ϑ = 0.5. The colors show the value of log 2 (1/|T |) for every element T , which corresponds to the element's level.
