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0　序論
　代数曲線の退化の問題は最近興味を持たれている問題の一つである。有理曲線の場合および
楕円曲線の場合には小平｛K］の研究によってすぺて調ぺられた。ジーナスが高くなるにつれて、
退化の分類の問題は難しさを増すが、松本一Montesinos［MM】は擬周期同相写像の分類問題に帰
結することによって位相幾何的な解決を見た。一方で、具体的に代数曲面からPlへのファイバ
リングが与えられた時に、その特異ファイバーと大域的モノドロミーを計算する試みもなされた。
阿原囚、松本［M］は5次のフェルマー型代数曲線からのファイバリングについてそれらを計算
した。
　　「モノミー君」（Mr・Monomie）はMacintosh（米国アッフ’ルコンピュータ社）の上で動く
コンピュータソフトウェアで、与えられた代数曲面からP1へのファイバリングに対してそあ特
異ファイバーと退化の分類と大域的モノドロミーを計算することを目的として開発が始められた。
現在のバージョンは1．4iであって、代数曲線の分類を位相幾何的に見ることが出来る機能を持っ
ている。
0．1　モノミー君の機能
　　「モノミー君」の主な用途は、与えられた代数曲線や代数曲面に対して、その位相幾何的情
報を計算することである。バージョン1，4iの段階では次のことができる。
0．1．1　代数曲綜のトポロジーを調べる
　1．P2（C）上の代数曲線を、2変数多項式の形で入力できる。
　2．一方の変数への射影を考え、そのbranch　locusの場所を計算し、その各々のbranch　point
　　が滑らかであるか、crossingになっているか、その他か、を判定する。
　3．C－｛branch　points｝の（基点つき）基本群の生成元を自動的に与える。
　4，branch　coveringのmonodromyを置換群の元として与える。
　5．代数曲線の位相的情報を与える。
0．2　実例
　具体例で見ると、次のようになる。例えば、今M＝｛［x：y：z］∈P2（C）1　x3＋y3＋z3＝0｝
を考えよう。この曲線はトーラスと同相であることは良く知られている。これを｛［x：y：1］∈
P2（C）｝に制限して、　M’＝｛（x，y）∈C21　x3＋y3＋1＝0｝とし、π：Mt→C：（x，y）HYと
いう写像を考える。πはM上への拡張が可能であることはいうまでもない。この写豫はb，anch
coveringになり、　branch　locusはy3十1ニ0の3つの根となる。それを｛－1，α，α’｝であるとし
よう。　（α＝（1十～月）／2，a’＝（1－～肩）／2．）原点を始点とするc－｛－1，α，α’｝の基本群の
生成元として、それぞれを反時計回りに一回まわってくるループを考え、それらを7－1，cr。，or。・と
しよう。y＝0の時には、　M’への逆像ズ1（0）は（0，－1），（0，α），（0，a’）の3箇所だから、これを
それぞれXo，ω1，τ2，と名前をつけよう。　yをC－｛－1，α，α’｝の連続なループに沿って動かす時、
π一1iy）も連続的に動くことに注意して、1周して戻ってきた時にはズ1（y）は再びXo，x1，x2のど
れかになっているから、ここに置換が生じていることになる。この写像p：π1（C－｛－1，α，a’｝）→
S，（xo，xl，、x2）をbranch　coveringのモノドロミーと呼ぶ。この場合は、ρ（’）’－1）ニρ（7。）ニp（’）’at）＝
（012）である。（ただし、（012）：xoHxl，x1ト→x2，x2Hxoである。）今の例の場合には、
XO，Xl，X2を頂点とし、7－1，0ra，or。’の持ち上げのすべてを辺とするようなMの胞体分割が得られ
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ていることになる。従ってこれより、Mの1次元ホモロジー群の元はすぺて7－1，7a，or。’の持ち
上げの組合せによって表現されることになり、実際に線形代数の計算によってそのシンブレクティッ
クな生成元を決定することが出来る。（特に、Mの基本群の生成元を決定することが出来る。）
　代数曲線はP2に埋め込まれていると見て無限遠点上のファイバーを決めていたが、それと
は別に、単に何枚かのdiskを張ることによってcompactificationする方法もある。オプションで
その場合でのホモロジーも計算出来るようになっている。
0．3　続くバージョンへの展望
0．3．1　予定しているminor－change
　　根の動きを、ブレード表示する。ここで注意すぺきことは、根のいる複素平面上から1点
を抜き去り、その上でのブレードを考える必要があるということである。たとえば、重根が起こっ
ているような場合、長さ2の置換が起こっているが、その2つの根の動きを、C－｛重根｝での
ブレードと思えぱ、そのbranch　pointがどのようなノットのconeになっているかを調べること
が出来る。その計算と表示。
0．3。2　その後の予定
　次に予想されるバージョン2．0においては、3変数多項式の形で表現されている代数曲面を
考え、その変数の一つをパラメータと見て代数曲線の族を考える。一般の場合には、general　fiber
はリーマン面Σとなり、discreteにsingular　fiber　ths現れる。すべてのファイバーには、先のf
が定義できるのであるから、パラメータを動かしながらfのbranch　pointsの動きを観察するプ
ログラムを作成し、それからAutπ1（Σ）の元を（厳密にいうとOutπ1（Σ）の元を）計算すること
が出来る。（それをDehn　twistの元の合成として表現することも出来る。）それにより、　sin－
gular飾erのdegenerationの具合を見ることが出来る。
0．3．3　付記
動作環境：
Macintosh，漢字Talk6以上、空きRAM容量2MB。
請求先：
〒214－71川崎市多摩区東三田明治大学理工学部数学教室阿原一志
ahara◎math．meiji．ac．jp
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1　，Mr．　Monomie，の使い方
1．1　x6十y6十z6を解く
モノミー君を用いて、次の問題を解いてみよう。
1．1．1　問
　代数曲線Mニ｛［x：y：z］∈P2（C）：x6＋y6＋z6＝0｝が滑らかであることを確かめ、その
ジーナスを計算し、基本群の標準的な生成元を求めよ。
1．1．2　答
　　（い）メニューバーから［Curves］を選び、プルダウンして［lnput］を選択する。
　　（ろ）M＝｛【x：y：z】∈P2（C）：x6＋y6　＋z6＝0｝で、　zニ1の場合を考え、　M＝
｛（x，y）∈C2：x6＋y6＋1＝0｝を考えることにする。そして、［Name　of　Curve］の脇の大きな枠
にx＾6＋ジ6＋1と記入する。
　　（は）［Main　indeterminant】を国に、［Sub　indeterminant】を［｝］に変更する。
　　（に）［fixed】をクリックして、マークを消す。　（こうしないと、多項式の変更を認めてもら
えないため。）
　　（ほ）［Branch　points】をクリックする。確認を求められるので、クリックしてあげる。しば
らくして、カタツムリのダイアログが［click　me】と表示するので、クリックする。ここでは
∫：M→C：（x，y）卜→y
というマップのbranch　locusをすぺて表示してくれる。必要に応じて［up］、［down】を用いてみ
ると良い。この場合は、すべてのbranch　locusに（smooth）のメッセージがついているので、　M
は多様体であることがわかる。
　　（へ）｛Data］をクリックすると、オイラー数とジーナスが表示される。この場合は、ジーナ
ス10のリーマン面であることがわかる。
　　（と）【Quit］、［Quit］で最初のメニューへと戻る。　（ここで、［File］［Save　as］でデータを記
録することもできる。）
　　（ち）メニューバーから［Curves］［monodromy】を選択する。
　　（り）まず、π1（C－｛branch　points｝）の基点と生成元とを自動的に生成してくれる。
　　（ぬ）monodromyを求めてくれる。［All　of】をクリックする。しばらくして、カタツムリの
ダイアログに［Click　me］と出てくるのでクリックする。
　　（る）各branch　pointsでのモノドロミーを一覧で見ることができる。
　　（を）さらに［Data］をクリックすると、ジーナスなどの情報の他に、　normal　crossing，　higher
cusp，　higher　crossingの個数が表示され、　Mが滑らかならば、基本群の標準的な基底（シンプレ
クティック基底）が表示される。ここでは、ll＝BAnyと表示されているが、これは、π1（C－
｛branch　locus｝）の元BA－iを∫－1（＊）の0番を始点としてliftingしたループを意味する。ジー
ナス10であれば、基本群の基底は10組現れる。
　　（わ）IQuit］で戻り、［Loop】を選択すると何かループを入力するように促される。グラフを
見て、（この場合はAから．F）Aから．Fまでの文字からなるワードを書き込む。ただし、逆元
も許し、その時には”をつける。例えば、AB－icという元について調ぺてみたければ、［亟］と
入力すればよろしい。大文字と小文字は区別されるので注意すること。　（branch　pointsが32個
を越えれば、小文字も現れる。）
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　ループの基点＊の逆tw　f－i（＊）には、自動的に番号が付けられており、今入力したループに沿っ
て、yを動かした時のf－i（＊）の入れ替わりを置換群の元で表示する。　loopを入力しないで［Ok］
をクリックすると警告がでる。
　f－1（＊）のどの元にどの番号がついているかは、メニューバーに戻って［Polynomial］［lnput］を
選ぶと見ることが出来る。（た）の項を見ること。
　　（か）IQuit］、［Quit】、［Cancle］で最初のメニュー画面に戻る。
　　（よ）ここでデータをセーブした方が良v・。（［File］［Save　as】でセーブできる。）今のバージョ
ンでは、セーブしたファイルが「モノミー君」と同じフォルダにないと呼び出すことが出来ない
ので注意すること。
　　（た）メニューバーから［Polynomial］［lnput］を選ぶ。ここでは任意の代数方程式の根を求め
ることが出来るようになっている。特に、代数曲線のmonodromyを求めた後であれば、π1（C－
｛branch　points｝）の基点におけるノー1（＊）の番号のつき方を見ることが出来る。
1．2　x3＝（t－1）2（t十1）2を解く
1．2．1　問
代数曲線M＝｛［x：t：u］∈P2（C）1　x3u＝（t－u）2（t＋u）2｝の位相的データを調ぺよ。
1．2．2　答
　　（い）メニューバーから［Curves］［Input】を選択する。
　　（ろ）［Name　of　Curve］の脇の大きな枠にx＾3－t＾4＋2＊ゼ2－1と記入する。
　　（は）［Main　indeterminant］を国に、【Sub　indeterminant】を国に変更する。
　　（に）［fixed】をクリックして、マークを消す。
　　（ほ）［Monodromylをクリックする。今度はモノドロミーを一本道で求めてくれる。　branch
pointsとそのモノドロミーが表示される。
　さらに［Data］をクリックすると、位相的情報が現れる。求めるMはトーラスと同相である
ことが確かめられる。
1．3　注意
1．3。1　メモリーについて
　モノミー君は、メモリーを消費して動いているので、次数の高い計算をする時には、メモリー
残量を注意しながちでないと、計算を終了させることができなくなる可能性がある。通常であれ
ば、メモリーが不足すれぽ、警告が出て中断を促される。
　中断すればデータは消えてしまうことに注意。続行しても、最悪の場合にはそのまま飛んで
しまって帰ってこない場合もあり得る。その時には電源を切る必要がある。
　また、メニューバーから［File］［Memory　Check】を選ぶと、残りメモリーを監視することがで
きる。
1．3．2　エラーメッセージについて
　プログラムが動作中に何かの都合で続行不可能になり、エラーメッセージを出す場合がある。
　以下のメッセージがでた場合には、ユーザーの工夫によって回避することが出来る。　（それ
以外は、プログラムバグなので、作者まで連絡をいただけれぽ幸いです。）
　Blowing　Up　happens　in　Newton　method：
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　方程式が複雑過ぎて、ニュートン法による根の追跡に失敗した。
No　such　element　in　pil　of　base　space：
　表示されているアルファベットの組合せを入力し直す。
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2　操作マニュアル
　この章では、モノミー君を操作するためのマニュアルを掲載する。
　メニューバーは以下の五つよりなる。
File
Display
Polynomia1
Curve
He1P
グラフィックウィンドウの開閉、記録と呼び出し、メモリ管理。
グラフィックウィンドウのズームイン、ズームアップ。
一変数多項式の入力と根。
二変数多項式の入力と、代数曲面のデータ計算。
（日本語による）ヘルプ。
2．1　File
2．1．1　Show，Hide
　branch　pointsなどの複素平面上の絵（以下、グラフィックウィンドーと呼ぶことにする）が
表示された時に、そのウィンドーを消したり出したりする命令。
2．1．2　　0pen，Save　as
　計算したデータをファイルから呼び出したり、ファイルへ書き込んだりする命令。
2．1．3　Memory　Check，Check　Off
　メモリの残量を示すウィンドーを表示したり消したりする命令。
2．2　Display
2．2．1　Zoom　Up，Zoom　Down
　グラフィックウィンドーの表示縮尺を伸ばしたり縮めたりする命令。
2．2．2　Go　Right，Go　Left，Go　Up，Go　Down
　グラフィックウィンドーの絵を平行移動させる命令。
2．2．3　Default
グラフィックウィンドーの表示サイズや位置を最初に戻す命令。
2．3　Polynomial
2．3．1　　1nput
　多項式を入力し、その根を求める。［Curve］メニュー一でモノドロミーを求めた後であれば、
基点の逆像の具体的な値を見ることが出来る。
2。4　Curve
2．4．1　1nput
　2変数多項式を代入し、それによって与えられるbranch　pointsやmonodromyを求める。
［Option］ボタンを押すと、無限遠点上でのcompactificationの仕方を選ぶことが出来る。
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2．4．2　branch　points，pil　loops，monodromy
　　［Curve］［lnput］コマンドのボタンと機能は同じ。
2．5　Help
2．5．1　Help
　　日本語によるヘルプ（簡単な解説）。
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3　クラスと関数
　モノミー君はC＋＋言語を用いて記述されている。その中で使われているクラスと付随する
関数について解説する。実際に、バージョンL4iの段階では次のクラスがある。
class　c。mplex；
class　p◎1ynomia1；
class　curves；
class　permutati◎n；
class　path；
C：LaSS　matrix；
class　graph；
cユass　word；
複素数を取り扱うクラス。
一変数多項式を取り扱うクラス。
二変数多項式を取り扱うクラス。
置換群の元を取り扱うクラス。
複素平面上の折れ線を扱うクラス。
（整係数）行列を取り扱うクラス。
有向グラフを取り扱うクラス。
自由群の元を取り扱うクラス。
3．1　class　complex
　複素数のクラスclass　complexをもつ。一般には複素数を取り扱うライブラリはコンパイラの
パッケージに含まれているのが普通であるが、等号成立判定の問題から、ここでは新しくライブ
ラリを作り代える方が適当である。
3．1．1　演算子
＋，一，＊，！，＋＝t－＝，＊＝，！＝
〃加減乗除。
＝＝ C！；
〃一致、不一致。
　二つの複素数c，dがあったときに、「モノミー君」がいつcとdとを等しいとみなすかは非
常に重要な問題である。「モノミー君」では、入力される式の係数が極端に大きくなったり小さ
くなったりしないことを前提に、ICの実部一dの実部1＜εかつlCの虚部一dの虚部1＜ε（た
だしε　＝＝10－7）をみたせば、「等しい」ということにしている。
3．1．2　関数
double　rea1（）；
〃実部。
d。uble　imagO；
〃虚部。
3．2　class　polynomia1
複素数係数の一変数の多項式を取り扱うクラスclass　polynomialをもつ。
3．2．1　演算子
＋，㍉＊，！，＋＝，一＝，＊＝｝！＝
／／多項式の加減乗除。
％，％翼
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〃多項式の剰余。
1’
／／多項式が割り切れるかどうか。
＝㍉！＝
／／多項式の一致、不一致。
3．2．2　関数
　char＊　polynomia1：：printp（char＊　z）；
　〃出力。（この出力に必要なバッファをzに確保しておくこともできる。そのために次の関
数が用意されている。zを省略すれば、関数中で自動的にメモリを確保する。）
int　polynomia1：：sizeof＿printpO；
／／printp（）に必要なバッファのバイト数を返す。
polynomial　gcd（polynomia：L，polynomia1）；
〃最大公約因子。これはユークリッドの互除法そのままで基本的には良い。4．1を参照のこ
と。
polynornial　lcm（polynomial，polynomial）；
〃最小公倍因子を返す。
polynomial　polynomia1：：derivative（）；
〃微分した式を返す。
　int　polynomia1：：Newton（complex　＊seed）；
　〃＊seedの値を初期値にしてニュートン近似をおこない、収束すればその値を再び＊seedに
収め、1を返す。失敗すれば0を返す。
comp：Lex　polynomial：：subst（covaplex）；
〃代入。ここでは、Hornerの方法を用いて計算している。
　polynomial　atopoly（char　＊s，char　c）；
　〃文字列sを文字cに関する複素数係数の多項式として解釈し、その値を返す。　（従ってと
くに、C＝’i’は許されない。）ただし、巾はJ“）で表記されているとする。乗算は’＊’が通常で
あるが、空白があれば乗算と解釈する。
　polynomial　d◎ubleso：L（polynomial　y）；
　／／方程式y＝oの重根が満たす方程式を返す。　（重根がなければ定数項のみを返す。）具体
的には、関数yが与えられた時に、GCD（y，　y’）を返す。二根が非常に近い場所にあるような方
程式の場合、この関数で重根判定が出来るとは限らないので、十分な注意が必要である。
　int　nurnber＿of＿solutions（polynomial　y）；
　／／方程式の（重複を一つに数えた）根の個数を返す。これは単純に元の次数からdoublesolO
の次数を引いたもの。従って、前項と同様の問題は存在する。
int　multiplicity（p◎1ynomial　y　，　complex　c）；
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　〃複素数cが方程式y＝0の何重根であるかを返す。根でなければ0を返す。実際には、y（c），
y’ic），y”（c），…という列を考えて、どこまでが0（またはその近傍内）であるかを調ぺて出力す
る。従って、非常に近い二根がある場合に、それを判定できない場合はあり得る。
　int　reduction（polynomial＆　x，　polynomial＆　y）；
　／／二つの多項式に対して、その最大公約数で割った式をx，yに改めて代入する。
　注意：　重根に関わる関数については、代数方程式を連立法によって解く関数を経由して、
より精密に現象を把握することができる。4．2を参照のこと。
3．3　　class　curves
複素数係数の二変数の多項式を取り扱うクラスclass　curvesをもつ。
3．3．1　演算子
＋，一，＊，！，＋＝，一＝，＊＝，！呂
／／多項式の加減乗除。
1
／／多項式が割り切れるかどうか。
＝㍉！＝
／／多項式の一致、不一致。
3．3．2　関数
　char＊　curves：：priコtp（　char＊　z）
　〃多項式の表示。zに表示するバッファを前もって確保しておくこともできるのはpolyno－
mialの場合と同じ。　sizeof．printpO関数も存在する。
　polynomial　reduction（curves＊）；
　／／第二変数のみからなる因子で割り、その因子を返す。この関数には、polynomialのgcdO
関数を用いているので、精密な計算は望めない。
　curves　gcd（c◎nst　curves＆，　const　curves＆）；
　〃基本的には、互除法を用いる。ただし、ここではpolynomialのgcdO関数を用いている
ので、精密な計算は望めない。4．1を参照のこと。
int　reduction（curves＊　，curves＊）；
／／共通因子を求め、それで両者を割る。
　polynomial　renritsu2（curves＆，curves＆）；
　〃2つの二変数多項式から第1変数を互除法によって消去し、
として返す。
（第2変数からなる）多項式
curves　curves：：derivative（int　a）；
〃α＝o：第一変数による偏微分。aニ1：第二変数による偏微分。
polynomial　curves：：subst（cornplex＆）；
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　comp：Lex　curves：：subst（complex＆　t，complex＆　x）；
　／／代入。Horner法を用いて計算している。
　curves　curves：：atocurves（char＊　z，char　indetO，char　indetl）；
　／／文字列zを文字indetO，indet1に関する多項式と解釈し、その式を返す。フォーマットは
polynomialの場合と同じ。
3．4　class　permutation
　置換群の元を取り扱うクラスclass　permutationを痔つ。
3．4．1　演算子
　　permutat　ion　a　＝　‘‘（0）（1　3　4）（2），，；
　　という代入を許すとする。（ただし、置換の要素の数を特定するために、（O）や（2）は省略で
きないものとする。）
　＊t＊＝
　／／置換の合成。（サイズが異なる場合は大きい方に合わせることにする。）
　＝㍉！＝
　／／置換の一致、不一一致。　（同上）
　〃逆置換。
3．4．2　関数
　char＊　permutation：：cycle（）；
　／／“（O）（134）（2）”形式の出力。
　permutation　restrict（int　i）；
　〃置換の要素の個数をiに減らす。そのためには、i以上の要素は置換を起こしていないこ
とが必要である。
　permutat　ion　expand（int　i）；
　〃置換の要素の個数をiに増やす。
　int　permutation：：goesto（int　i）；、
　／／置換において、歪の行き先を返す。
　int　permutat　i◎n：：comesfrorn（int）；
　〃置換において、iに写るような要素を返す。
3．5　class　path
　複素数の列を取り扱うクラス。class　pathをもち、　typedef　path　r。。七s；を宣言してある。
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3．5．1　演算子
　＊，＊＝
　〃複素数の列を複素平面上の折れ線と考えて、　（以下、pathと表現する。）もし一つの終
点ともう一方の始点とが一致していた場合に、それらをつなげた折れ線を返す。
　十，十＝
　〃複素数の列（以下、rootsと表現する。）の集合としての和を作る。
　〃複素数の列をpathと考えて、逆方向にたどった折れ線を返す。
3．5．2　関数
　complex　path：：startpoint（）；　comp：Lex　path：：endpoint　O；
　〃pathの始点と終点。
　　int　path：：isclosed（）；
　〃pathが閉じていれば1、さもなくばoを返す・
　　int　path：：nullhornotopic（roots　r）；
　　〃複素平面上からrの各点を取り除いた空間を考え、そこにpathが含まれ、かつヌルホモ
トピックであれば1を返す。
　　pa七h　roots：：pi1＿cycle（int　i，　complex　org，int　length）；
　　〃複素平面上から各点を取り除いた空間を考え、orgを始点とし、長さlengthで、　i番目の
点を反時計回りに回ってくるpathを返す。
　　roots　roots：：sort（complex　org）；
　　／／orgを視点として、角度の小さい順に、角度が同じならば遠い順に、ソーティングしたroots
を返す。
　　comp：Lex　get＿origine（roots　r）；
　　〃rのどの点とも一致せず、各点の近くにある点を選びだし、返す。
　　char＊　roots：：printp（char＊　z）；
　　／／各点を羅列してZに出力する。
3．6　class　matrix
　　（整係数）行列を取り扱うクラスclass　matrixをもつ。
3．6．1　演算子
　　十　　十＝　　一　　一富　　＊　　＊＝
　　’　　　　の　　’　　　　リ　　リ
　　〃行列の和、差、かけ算（サイズがあっている場合にのみ計算する。）
　　z，z＝
　　〃二つの行列の列数が等しい時に、それら二つを縦に並ぺた行列を返す。
　　1，1＝
　　〃二つの行列の行数が等しい時に、それら二つを横に並べた行列を返す。
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3．6．2　関数
　　int　matrix：：Row＿Scalar（int　row，－COEF　scalar）；
　　〃row行目をscalαr倍する。　int　matrix：：c。1－scalar（int　c。1，－coEF　scalar）；も同様。
必ず1を返す。
　　int　matrix：：Row＿Exchange（int　row1，int　row2）；
　　〃roω1行とroω2行を入れ換える。　int　matrix：：col－Exchange（int　c。11，int　c。12）；
も同様。必ず1を返す。
　　int　matrix：：Row＿Subst（int　src，int　tgt，int　scalar）；
　　〃src行をscatar倍してtgt行に加える。　int　matrix：：c。1－subst（int　src，in七tgt，int　scalec
も同様。必ず1を返す。
int　matrix：：Row＿Col＿Exchange　O；
行列を転置する。必ず1を返す。
matrix　matrix：：Trimming（int　row，int　c。1，int　height，int　width）；
／／roω行col列を左上とする、　height×widthの行列を抜きだして返す。
int　matrix：：Det（）；　int　matrix：：Trace（）；
／／行列式とトレース。
matrix　matriX：：；nVerse（）；
〃行列式が土1であった時の逆行列。
char＊　printp（char＊　z）；
／／行列を出力表示してZに格納する。
3．7　　class　graph，　class　edge
　　頂点と辺からなる色づき有向グラフを取り扱うクラスclass　graphと、その構成する辺を取り
扱うクラスclass　edgeとを持つ。
3．7．1　　class　edge
　　class　edgeは以下の要素を持つクラスである。
・1nt　＿start；
〃始点の番号
・in七　＿end；
／／終点の番号
●int　＿number；
／／辺の通し番号
・1nt　＿rn◎de；
〃辺の色。
●1nt　－narne；
／／辺の名前（通し番号とは別に番号をつけることが出来る）。
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3．7．2　　class　graph
　class　graphは以下の要素を持つクラスである。
　　・int　＊vertex＿rank；
　〃o番のついた頂点と各頂点との最短距離が格納される。
●int　max－vertex；
〃頂点の個数。
・edge　＊edges；
〃辺の列。
．int　max＿edges；
〃辺の本数。
3．8　class　word
　自由生成の群の元を表現するクラスclass　wordを持つ。α1，α2，α3，…で生成される自由群の
元を次の例の要領でデータ化する。例えば、α1α3α；1αプα10は
1，3，－5，－2，－2，－2，10
という数列で表現される。aiai　iのようにキャンセルされる部分を持てば、自動的にキャンセル
する。
3．8．1　演算子
＊，＊；
〃群のかけ算。
〃逆元。
3．8．2　関数
　char＊　printp（char＊　a）；
　〃出力表示してαに格納する。
　permutation　eva1（word　w，permutation＊　P）；
　〃permutationの列p1，…，pt（長さのに対して、　pl，…，peで生成されるwordωが与え
られた時に、それを実際に計算してpermutationを返す。
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4　アルゴリズム
　　この章では、プログラム中で使われているいくつかの関数について、そのアルゴリズムを解
説する。実際には、次の関数について論ずる。ただし、ここに掲載した関数そのものが「モノミー
君」にあるわけではなく、デバッグやエラー検出などのプログラム上の都合による引数が加わっ
たりしていることを付言しておく。
　po］．yn◎mial　gcd（polynomial　f，　polynomial　g）；
　一変数多項式の最大公約数を求める。
　curves　gcd（curves　f，　curves　g）；
　二変数多項式の最大公約数を求める。
　roots　simultaneous＿eq（polynomial　f，　roots　r）；
　連立法により、代数方程式の根を求める。
　roots　s◎1utions（polynornial　f）；
　代数方程式の根を求める。
　po：Lynomial　PolyMulti（polynornial　f）；
　多項式の根の多重度を調ぺる。
　permutation　solution＿trace（curves＊　f，　path＊　P　，roots＊　r）；
　パラメータつきの方程式∫について、パラメータをpath　pに沿って動かした時の、根rの動
きを追跡して、permutationで返す。　　　　　　　　　　　　　　　　　　　　　　　　　　－
　rOOt8　renritSU（CUrVeS，CUrVeS）；
　　2つの二変数多項式の共通根を求める。
　r。。ts　branchp。ints（curves　f）；二変数多項式∫から決まる代数曲線に対して、　projection
のブランチポイントを計算する。
　graph　rnono2graph（permu七ation　＊p，int　length）；
　　　モノドロミーをpermutationの列で表現し、それを入力した場合の胞体分割の1－skeltonを
与える。
　matrix　mono2dl（permutation　＊p，・int　length）；
　　　モノドロミーをpermutationの列で表現し、それから決まる胞体分割の1次元境界作用素
∂1：01→Ooを行列表示して出力する。
　matrix　mono2d2（permutation　＊P，　int　length）；　　　　　　　　　　「
　　　モノドロミーをpermutationの列で表現し、それから決まる胞体分割の2次元境界作用素
∂2：02→01を行列表示して出力する。
　matrix　Homology（matrix　d1，matrix　d2）；
　　　2つの行列Dl，D2（それぞれd1，d2で入力する）に対し、　Dl　D2＝0であったときに、
kernel（D1）／image（D2）の（整係数）基底を計算し、それらを並べて行列の形で出力する。
　matrix　mon◎2intersection（matrix　H◎rnology，　permutation　＊p，int　leng七h）；
　　　1次元ホモロジーの生成元とモノドロミーから、intersection　matrixを作成し、出力する。
　matrix　Norrnalize－SP（matrix　is）；
　　intersection　matrixをSymplectic標準形に変形する座標変換を求める。
4．1　gcd
polynomial　gcd（polynomia1，　polynornia1）；
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　　　　多項式の最大公約因子を求める。一変数多項式（class　polynomial）の場合には、ユークリッ
ドの互除法そのままで良い。すなわち以下のアルゴリズムで解決される。
　　（1）If　f　or　g　is　a　constant，　return　1．　Otherwise　go　to（2）．
　　（2）If　f　divides　g（or　g　divides　f），　return　f（or　g）．　Otherwise　go　to（3）．
　　（3）If　the　degree　of∫is　greater　than　that　of　g，　replace∫by　f％g　and　go　to（1）．　Otherwise
replace　g　by　g％∫and　go　to（1）．
　　curves　gcd（curves，　curves）；
　　　　二変数多項式（class　curves）の場合にも、ほぼ同様のアルゴリズムで解決される。
　　（1）If　f　has　a　divisor　of　the　second　indeterminant，　let　it　be　pf（，otherwise　pノ＝1）．　Similarly7
玉fghas　one，　let　it　bePg・
　　（2）Replace　f　by　f／P∫and　replace　g　by　9／Pg　and　let　q　be　the　g．c・d・of　Pf　and　Pg・
　　（3）If　f　or　g　is　a　polynomial　of　the　second　indeterminant，　return　q．　Otherwise　go　to（4）．
　　（4）If∫divides　g（or　g　divides　f），　return　fq（or　gq）．　Otherwise　go　to（5）．
　　（5）Let　af　be　the　coe伍cient　of　top－degree（w．r．t．　the　first　indeterminant）of∫，　let　ag　be
similar，　and　let　b　be　the　g．c．d．　ofα∫and　ag．　If　the　degree（w．r．t．　the　firs七indeterminant）of　f　is
greater　than　that　of　g，　then　repla㏄∫by（fag－　gaf）／b．　Otherwise　replace　g　by（gαf－fαg）／b．
Go　to（3）．
　　　たとえ、fとgに共通の（第2変数だけの）因子がなかったとしても、　gα∫－fagが第2変
数だけの因子を持つことはあり得るので、（1）、（2）のステップは必要である。
4．2 連立法による代数方程式の解
　　roots　　simultaneous＿e（1（polynomia1＆p，　roots＊　r）；
　　　　多項式pについて、rを初期値とする連立法によって近似解を求め、その結果を返す。
　　fをn次一変数代数方程式であるとする。その場合、複素平面上の異なるπ点、z｛o），…，zso）
に対して、
　　　　　　　　　　　　　　　　　　　　　　　σ．、｝ω　f（zY））
　　　　　　　　　　　　　　　　　　　　　　　z’＝z‘”　一，n、≠、（zll）　．　。1．i））
という漸化式で定義される点列の列を考える。ただし、cはfのn次の係数であるとする。この
時、之｛の，…，zSj）は（もしf＝Oが重根を持たなければ）異なる根にそれぞれ収束することが知
られている。
　　　この解法についての数学的事実をあげておこう。より詳しくは、伊理田を見ると良い。
　　Theorem
　　ω五eげゐεαπ吻e6而Cα1　P吻η・漉α1・μeg陀eη．〃∫んαSπ・d・冠ゐJe　3・luti・nsαnd
・｛ゴ），…，・ギ）・伽・rp・t・卿’・α、，…，α。，オん・・αh…，α。…αpp禰m・ti・・珂・・1伽・・
q∫∫＝Oandαπorderρ∫オんe　convergence　is　2．
　　（2）　IThe・rem（ゾSmith／　F・r　anyゴ＝1，2，…，α〃5・んだ・η8・〃＝oゴ5　c・漁翻π9乞πtんε
翻・・Uα伽一鰍8研9勿・π勾
Ui＝｛・；lz－・1ゴ）1≦（・－1）1・1ゴL・1ゴー1）1｝．
Precis吻，ノ’・r・each…η・cted・C・即・nent・　・f　UUi，
of　disks　C・nsist吻オんεC・mp・πeη孟．
therε　are　as　many　so’utions　as　tんe　number
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　（S？S・PP・sε∫＝0ん・・α’・・α・imple　s・1・ti・n・P、　and・ηm－pl・m瀟一3・ん伽P、．　ij　z｛ゴ）and
ω　　convenge　on・Pl，P2　repectively，　thenZ2
1・gl・l」）　一　・1ゴ”）1～m1・9　1・l」》一・1ト1）1
ノbr’α四εゴ．
　（4］・S・PP…∫＝0ゐ・・αn・m－P1・m・lti－・・肋・P・・d　z｛ゴ｝，…，・身）i・　・n・ughly。，α。渤，。
（（jZi）＋…＋魂））／m・PP・・αcん・・仰ω航。。d，，2．
　実際に、この連立法を用いて計算を行なってみると、丸め誤差のために、log　lzlj）－zlゴー1）1は
蓼触箋と翻晶齢鵠事饗媒竃憶襲震雛隷畿1二媛製寵望Σ
にしよう。（その区間は一般に、zij）が近付こうとしている根が何重根であるかに依存する。）
その段階で、zlゴ）たちが、何重根に近寄ろうとしているかはSmithの定理よりほとんど分かると
いって良い。　（たとえば、10次方程式で有効数字16桁の時に3重根までくらいであれぽ。）
それを判定した上で、たとえば、β｛ゴ），…，z9）がm重根に近付くのであれば、
　　　　　　　　　1・gl（・l」）＋…＋・9））／m－（・｛ゴー1）＋…＋・鏡一・））／ml
を観察して、それによって適当なところで計算を打ち切るのが賢明であろう。
　roots　so：Lutions1（polynornia：L＊　f）；
　　多項式∫に対して、f＝0の根を返す。（ただし、重根は一つに数える。）連立法のアル
ゴリズムができあがっているので、ここでは初期データさえ与えればよい。連立法は大域的に収
束することが知られているが、次の初期データ（アバースの初期値と呼ぼれる）がよいことが経
験的に知られている。
　f（Z）＝＝　zn＋a。一・Z”『1＋…＋α、Z＋α0に対して、中心βを
β＝－an＿1／n
とし、半径rを方程式
　　　　　　　　　　　　　zn－1・n－、lzn－1－…－1・、IZ－1・。1
の唯一の正の根によって決める。（これらの計算は大変ではない。）経験的によいとされる初期
値は
　　　　　　　　　　　　　　・1°Lβ・r・・xp／A（2π　　3－十一n　　2n）
である。この計算をした後に、連立法を呼び出して、根を求める。
（計算例）f（z）ニ（z－1）（z＋1）2（z－i）3（z＋i）4
polynomial　PolyMulti（polynomia：L　f）；
1．000000000000000十〇．OOOOOOOOOOOOOOOi
－O．999999999988788十〇．OOOOOOOOOOO4970i
－O．OOOOOOO14114107十1．OOOOOOOO1277793i
－0．000000262157283－1．OOOOOO239232556i
　　方程式f＝0の重根の起こり具合を多項式の形でデータ化し出力する。実際に、単根がα1
個、2重根がα2個、3重根b｛　a3個、……であった場合に、　alz＋a2z2＋a3z3＋…というよう
にデータ化して出力する。これは、代数方程式の根を求めるアルゴリズムに含まれているので、
重ねて説明はしない。
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4．3　π1（C－｛points｝）の生成元の作成
　path　roots：：pil＿cyc：Le（int　number，complex　origin）；
　　rootsに対して、　originを始点として、　number番の点だけを反時計回りに回ってくる閉折
れ線を出力する。
　まず、次の方法によってsimple　loopなるものを作成する。　rootsを21，22，…，2nとし、簡単
のためnumber　＝1とする。　i＝1，2，…，nに対してZi　＝　2i　一　originとする。実数sとrを次で
定義する。
　　　　　　　　　8＝min｛arg（zl／zi）larg（zl／zi）≠o｝，　　r＝1．1　x　lzi　l
そこで、中心origin、半径r、偏角の範囲が［arg（Z1）－s／2，　arg（zl）＋s／21であるような扇型を考
え、それを反時計回りに一周するようなループをsimple　loopと呼ぶことにする。
　pi1－cycleは次のようにして決まる。すなわち、もし、　z1とoriginとを内分するような位置
にrootsの点がなければ、　z1のsimple　loopを出力する。さもなくば、　zlに最も近い内分点を
調ぺ、それがziであったとときに、（zlのsimple　loop）＊（一（ziのsimple　loop））を出力する。
　注意1：もしrootsの点を（1）originから見た偏角の小さい順に（2）偏角が等しければorigin
から遠い順にソーティングしておけば、2‘のpil－cycleoriに対して、
71＊or2＊°°・＊7n
（ルーフ’の合成）は、無限遠点の回りを時計回りに1周するループになっていることがわかる。
このようにソーティングしておくことは、代数曲面の胞体分割を考える時に重要である。
4．4　根の追跡とモノドロミー
　pemutation　solution＿trace（curves　f，　path　p　，ro◎ts　r）；
　パラメータつきの方程式f（z，y）＝0について、パラメータyをpath　pに沿って動かした時
の、根rの動きを追跡して、permutationで返す。
　path　pをyo，　Yl，…，YRであるとする。このとき、　yoニYRかつroots　rはf（z，yo）ニ0の根
であることが要求される。（すべてでなくとも良い。）pathの各辺について、以下のようなア
ルゴリズムで根の追跡をする。
1．辺yiyi＋1を適当に等分に内分する。（Mr．　Monomieでは20等分しているが、これは好み
　の問題。）それをYi　＝　yo，y1，y2，…，ySニyi＋1としよう。
2．f（z，yj）＝0の根が分かっているとして、それをZl，…，z．としよう。この値を初期値とし
　て、方程式∫（z，yj＋1）＝0の根を連立法によって求める。そうして求めたものを21，…，Sn
　としよう。（順番も込めて。）
3．パラメータyの微細な動きに従って、Ziが2iへと移動したことを確認するために、次の2
　点をチェックする。
（a）乏iはz1，…，Znの中でZiにもっとも近い。
（b）2i－Ziは（写ゴ＋1－yゴ）fy（Zi，〃ゴ）／fz（Zi，yi）と「近い」偏角を持つ。
もし満たされなければ、辺の内分をもっと細かくしてやり直す。
4．このアルゴリズムにより、path　pに沿ったf（z，y）＝0の根の挙動を調べる。　y＝yR（終
　点）にたどり着いたら、roots　rと比較して、それを置換群の元で表現して出力する。
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　注意1：　上の条件（a）は、パラメータをなめらかに動かしたときに、根が連続に動くこと
を利用してチェックしている。同様に、条件（b）は根が01級であることを利用してチェックし
ている。なお、パラメータyがpath　pの辺上にあるときには∫（z，y）＝0は重根を起こさないこ
とを要求されているので、条件（b）の分母は0にはならない。
　注意2：　関数でrootS　rを与えることは必要である。基点上の根自体は、　fとpとで求め
ることが出来るが、要はそれらにどのように番号がついているのかを指定しなけれぱならず、そ
れをrで与えると考えれば良い。
　注意3：　上のアルゴリズムにより、path　pの辺の長さは全く問われない。　pがホモトピヵ
ルに求めたいループと等しくさえあれば、あとは、必要に応じてプログラム内で辺を細分してい
るからである。
4．5　2変数高次連立方程式を解く
　roots　renritsu（curves　f，curves　g）；
　　　2つの二変数多項式を解いて、解のうち第2変数の方だけをとり出して並べたものを出力
する。
　別のいい方をすれば、二変数の連立方程式から一方の変数を消去し、それについて解を求め、
連立方程式の根となっているものだけを取り出して出力する、というアルゴリズムを行なってい
る。
　要領としてはgcdを求める時と同じであるが、次の点に注意する。ただし、第1変数をz、
第2変数をyとして話を進める。zを消去してyだけからなる式を求めようというわけである。
1．f（z，y）またはg（z，y）が、　yのみからなる因子を持っている場合には、その根を出力に加
　える。
2．f（z，y）が、　zのみからなる因子を持っている場合には、それを解いて、　g（z，y）に代入して、
　その根を出力に加える。g（z，y）が持つ場合にも同様。
3．f（z，y）とg（z，y）とが、　zの混ざった共通因子を持つ場合には、これを無視する。（この場
　合は、根はすぺてのyをとり得る。さらに、このような場合は、gcd（f，g）でチェックする
　ことも出来る。
roots　branchpoints（curves　f）；
　2変数多項式∫から決まる代数曲線に対して、projectionのブランチボイントを計算する。
これは上の関数から容易に導き出せる。gニfzとして、　renritsu（f，g）を求めれば良V・。
4．6　モノドロミーと胞体分割
　graph　mono2graph（permutation　＊p，int　length）；
　　モノドロミーをpermutationの列で表現し、それを入力した場合の胞体分割の1－skeleton
を与える。
　代数曲線が多様体になっている時に、モノドロミーからホモロジーを求める第一段階となる。
多様体からP1へのbranched　coveringを考えよう。　P1上のbranch　pointsをYl，…ytとしよ
う。各branch　pointsを1回まわるループをOr1，…，7tとする。ここで、を71＊…＊rytがヌルホ
モトピックであるようにループを選んでおく。’riに沿ったモノドロミーをPiとする。従って、
Pl，…，Ptは関係式PePt－1…Pl＝idを満たす。（関数に代入する時にはpは置換の列の先頭の
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番地、lengthは列の長さを表す。）求めるべき1－skeletonの頂点は、π1（C－｛branch　points｝）
の基点＊上のファイバーであり、その個数は置換の要素の個数で表されている。
　すぺての1一㏄llは各置換の元から求めることが出来る。例えば（0）（123）（45）という置換があ
れば、頂点の個数は6個（Vo，…，・v5としよう。）であって、　Voから自分へ戻るedgeが一つ、　Vl
からv2へ向かうedgeがひとつ、同様にv2からv3へ、η3からvlへ、　u4からv5へ、　v5からv4
へ向かうedgeがあることになる。以上のようにして1－skeletonのデータが出来上がり、それを
出力する。
4．7　モノドロミーと境界作用素
　matrix　mono2d1（permutation　＊p，　int　length）；
　　モノドロミーをpermutationの列で表現し、それから決まる胞体分割の1次元境界作用素
∂1：01→00を行列表示して出力する。
　1－skeletonを求めたのと同じ方法で1次元境界作用素は求めることが出来る。ここで注意す
ぺきことは、2次元境界作用素との関係から、1－cellの生成元は規則にしたがって並んでいるこ
とが必要である。
　matrix　rnono2d2（permu七ation　＊P，　int　length）；
　　モノドロミーをpermutationの列で表現し、それから決まる胞体分割の2次元境界作用素
∂2：02→01を行列表示して出力する。
　上で作った1－skeletonに2－cellとなるdiskを張り付けていけぽ良い。その張り方は次のよう
にやる。
　　（1）branch　pointsの周り。
　例えば（0）（123）（45）という置換があれば、voから自分へ戻るedgeに1枚、　vlからv2へ、　v2
からv3へ・v3からvlへ行く3っのedgeに1枚、　v4からv5へ、”5からv4へ行く2つのedge
に1枚の計3枚のdiskを張ることになる。
　　（2）外側。
　多様体からP1へのbtanched　coveringを考えているのであるから、すぺてのbranch　point
を囲むようなループの外側はやはりdiskであって、この持ち上げが2－cellになる。具体的には、
vi（i＝1，…，n）から始めてp1，…，ptで次々に決まる1－cellの列を作り、そこlc　1枚のdiskを張
る。
　注意：皿。n。2d1とm。n。2d2とでは、1－cel1の並び方を共通にしておかなければならない。
4．8　ホモロジーと交差形式
　rnatrix　Homo：Logy（matrix　d1，rna七rix　d2）；
　　　2つの行列D1，1）2（それぞれd1，d2で入力する）に対し、、01D2＝0であったときに、
kernel（1）1）／image（1）2）の（整係数）基底を計算し、それらを並ぺて行列の形で出力する。
　これは単純に線形代数の計算なので、特に問題はない。この場合にはtorsionは起こらないの
でtorsionのあるようなホモロジー群の基底の計算には向かないが、いずれサポートするつもり
である。
　matrix　mono2intersection（matrix　Homology，　perrnutation　＊p，int　length）；
　　　1次元ホモロジーの生成元とモノドロミー・一・hiら、　intersection　matrixを作成し、出力する。
　　1次元ホモロジーの元は、すぺて1－cellの和で書けているので、2つの1次元ホモロジーの
元に対して、その交差数を計算することは出来る。とくに、頂点上での「出入り」の位置関係を
見て、それを符合付きに加えればよろしい。
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　matrix　Normalize＿SP（matrix　is）；
　　intersection　matrixをSymplectic標準形に変形する座標変換を求める。
　intersection　matrixは反対称行列であるので、　Symplectic標準形に変形する座標変換を求め
るのは単なる線形代数の問題。この場合は整数係数の変換行列が答になることが前もって分かっ
ているのと、基本変形をするサブルーチンは前もって作ってあるので、簡単にできる。
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5　応用例
5．1　リーマン面の退化に関する計算例
　滑らかな4次元多様体Mから2次元ディスクDへの滑らかな写像fがあって、ある一点p∈
Dがあって、任意のz∈D－pについてはファイバー一　f－i（z）がリーマン面になっている場合を
考えよう。その場合のf－i（p）を特異ファイバーといい、その位相型はモノドロミーと密接な関
係にある。
　今、実際に、次のような例で考えてみよう。
　　　　　　　　　　　　M’＝｛（x，y，z）∈o；x2＝（y5　－y）（y－z）｝
　f：M’→0：（x，y，z）Hzという写豫を考えると、z＝士1，±i，0において特異ファイバー
が起こっている。それ以外ではファイバーは1－puncturedな種数3のリーマン面である。各ファ
イバーについて穴があいているところを1点compactificationすることにする。
　この場合、各ファイバーからの写像π：凡＝f－i（z）→0：（x，y，z）→yのbranch　points
は、（手計算により）（y5　－y）（y－z）＝0をgについて解いた解であることが分かる。
　　（1）そこで最初に、この（y5－y）（y－z）＝0についてモノミー君で解析してみよう。主
変数をy、副変数をzとして入力してみる。この場合のbranch　pointsは『∞も含めて6箇所。
z－spaceのループの原点はO．286iであることが分かる。　（バージョン1．4i以降では、カーソル
で指し示してクリックすると、その点の座標が表示されることから。）これをZoとおこう。［Mon－
odromy］の【One　of】モードを選び、　AからFまでのbranch　pointsにっいて、「根の動き」を
確認してみよう。当然ながら、（y5　－y）（y－z）＝oの根は、0，±1，±i，zの6つなので、　zが動
けばそれにしたがって、根の一つが動くことになる。
　　（2）さて・次に、f－i（Zo）を考えてみよう。これは、式の上では、｛（x，y）∈0；♂ニ（y5－
y）（y－　Zo）｝を考えることになる。今度はこの式をモノミー君で調ぺて見よう。主変数をx、副変
数をyでやって見る。ただし、バージョン1．4i以上が必要で、［lnput］を選び、［Option】ボタン
を押して、［compactification　mode］を［smoothlにする。これにより、モノミー君は与えられた
式の穴があいているところを1点compactificationしてすべてを考えてくれる。この時は、［Mon－
odromy］から［All　of］を選択して、すべてのモノドロミーを計算させた後、【Datalボタンを押す。
すると、f－1（Zo）はジーナス2のリーマン面で、そのシンプレクティックな基本群の生成元は
　　　　　　　　　　　　　　e、＝ゐα一1，　m、＝cd－1eα一1
　　　　　　　　　　　　　　e2　＝　ad－1eα一1，　m2＝cd－1
　であることが分かる。混乱を避けるため、y－space上のループたちをα，…，fと書くことに
する。（他のとり方もいくらでもあることは分かるが、今はこれで我慢する。）
　そして、ここでのルーフ’の基点はy－plane上で約yo：＝－O．286　＋　O．029iであることが分か
る。
　　（3）3番めrc　f－1（Zo）でのループの基点はπ一1（yo）の中の
（x，31，z）＝（xo，yo，zo）～（0・087十〇．329i，－0．286十〇．029i，0．286i）
であることが、［Polynomial］｛lnput］により分かる。　（ループの基点は0と番号のついた点であ
ることより。）そこで、yを90に止めて、　zを（1）でのループに沿って動かした時の、この
点の行き先を調ぺる。そのためには、X2　一（y8－yo）（Yo－Z）について調ぺれば良い。これはす
ぐに分かることだが、Zについてのループがyoを囲んでいれば（τO，、Yo，　ZO）は（両，yo，20）へ、さ
もなくば自分自身へと戻ることが分かる。この場合は、AからEまでのどのループもyoを含ん
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でいないので、（XO，、Yo，、ZO）は自分自身へ移ることが分かる。従って、　f－1（ZO）でのループを絶え
ずy－spa㏄上のループのように表現するが、それらはすべて（Xo，yo，Zo）を基点とする持ち上げを
考えていることとする。
　　（4）（1）で求めた、z－spa㏄上のループに沿ってzを動かした時、　y－space上のループた
ちがどう動くかを考える。
z－plane
??　　　一1　＿1　　 　　　　　＿1α卜→o　　e 　αeα，e←→α　　eαb・H・bebe－1b－1，CH・beb－1e－1Cebe－lb－1，dH・beb－1ε一idebe－1ゐ一1，eH　beb－1
CH・CeCe－1C－1CdH・CeC－1e－1deCe－1C－1，e　H　CeC”i
dH・dede－ld－1，eH・ded－1
eHe∫e∫－1e－1，∫ト・e∫e－1
　　（5）すると、
動かすと、
（2）の情報と合わせると、例えば、z－plane上のAというループに沿って
e、＝ゐα一iHbα一1e－1α一1eα＝e、（mS’m、）2
m、＝Cd－1eα一1ト・Cd－1α一1eαグ1e－1α一1eα＝m、
e2＝・d－1eα一1　Hα一’e’”aead－1α一1eαα一1e－1α一’e・＝（mr’m、）2e2
m2ニcd－i　H　cd－1＝m2
となり、これによってlnnπ1（f－1（Zo））を与えていることが分かる。
　以上のように、退化したリーマン面のモノドロミーを求めることが出来る。この（4）、（5）
の計算は面倒であるので、バージョン2以降ではこれも自動的に計算したいと考えている。
5．2　特異点の絡み目型に関する計算例
複素数係数の2変数多項式F（x，y）があって、次を満たすとする。
　　　　　　　　　　　　　F（0，0）＝凡（0，0）＝Fy（0，0）＝0
　　　　　　　　　　　　　凡。（0，0）Fyy（0，0）一（凡Ψ（0，0））2＝0
このような場合、M＝｛（x，y）∈C×ClF（x，y）＝0｝は（x，y）＝（0，0）で特異点を持つ。これ
を原点を内側に含むような球面で切ると、そこに絡み目が現れる。これをその特異点の絡み目型
ということにする。
　モノミー君バージョン1．4i以降では、この特異点の絡み目型を実際に計算することができる。
ただし、1．4iの段階では、手作業が残るので、これを全自動化するのはこれからの課題である。
　　　（例1）x2十y3＝0
　モノミー君に♂＋y3の式を入れて、［Monodromy］から【One　of］を選ぶ。少なくとも、0は
branch　pointsの中に入っているから、これを選ぶ。今の場合は1箇所しかないので、ループと
してAと入力する。すると、根の動きが見られるが、これを克明に（ll）記録する。例えばX
を主変数にしておけば、次のようになっている。
　　　　　　　　　　　　　　　●
∂eo 一→
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　根は原点を通らないので、これをC－｛0｝上のbraidと思って、その完備化した絡み目を作っ
てみると、trefoilであることが分かる。
　　　（例2）x2＋xy＋y3＝o
　計算の仕方は同じ。この場合は2成分の絡み目になる。
一・・一一ii4＞
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