Introduction
Timed Shannon Circuits (TSC's) have been proposed as a design alternative for low-power combinational logic circuits [1] . A Timed Shannon Circuit has the following attractive properties: (1) Power is minimized by ensuring that minimum transition activity and no glitches occur when combinational logic evaluates. ( 2) The power consumed is independent of the delay of the circuit -thus accurate analysis and synthesis optimizations are facilitated.
A collection of algorithms to support the generation of good quality TSC's is described in detail in [1] and a prototype implementation has been performed in the SIS logic synthesis system from U.C. Berkeley. Preliminary results on 38 well-known and standard benchmark circuits demonstrated the potential of TSC's for power minimization at some expense in area and/or delay in most of the circuits. Based on the results in [1] we have attempted to deploy the Timed Shannon Circuit design style in a commercially available logic synthesis and optimization tool, namely Synergy from Cadence Design Systems, Inc. The goal of this work is to determine the feasibility of using TSCs in a design scenario where it is recognized that besides power consumption, constraints for delay and area (as well as testability and other metrics) must be satisfied by any implementation.
This report is organized as follows. Section 2.0 is a brief review of Timed Shannon Circuits and their operation. The reader is referred to [1] for additional details of TSC's. Section 3.0 describes the power estimation used by Synergy to measure the data for the experiment. The logic optimization steps utilizing TSC's are discussed in Section 4.0. Experimental results comparing TSC's versus conventional logic optimization for area and delay optimization modes are presented and analyzed in Section 5.0. Related work that impacts the direction of future work in power optimization for combinational logic circuits is discussed in Section 6.0. Conclusions are summarized in Section 7.0.
Timed Shannon Circuits

Construction of a TSC
There are three main steps in deriving a TSC implementation for a combinational logic circuit.
First, an initial TSC is derived from the BDD of the Boolean function representing a circuit. Figure 1 provides an example of this construction. The main feature of the initial TSC implementation is that at most one path from the root (Enable signal in the circuit) to the terminal (output in the circuit) propagates a transition to evaluate the output value for a given vector.
The second step is composed of the steps of decomposition of high fanin gates and area recovery steps to alleviate some of the penalty imposed by the BDD's. The decomposition and area recovery steps are described in [1] and are incorporated in the prototype implementation.
After the first two steps, the TSC ensures that the power dissipation is minimal within the internal gates of the circuit. However, the fanout on the primary inputs of the TSC may be very high (the fanout of a PI is equal to the number of edges crossing at the level of the corresponding variable in the BDD), and this accounts for a substantial amount of the power dissipation in TSC's [1] . In [1] two approaches were suggested to trade-off the high fanout on primary inputs versus additional transitions within the circuit. These optimizations constitute the third step of the TSC derivation in the prototype implementation.
Note that in all three steps, an exact power analysis can be performed if the switching activity on the primary inputs is provided and the primary inputs are assumed independent. For the purposes of this experiment we use a switching probability of 0.5 on each primary input and also assume independence. Related work on a 2 of 17
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Timed Shannon Circuits more appealing approach that accounts for input correlations as well as better accounting of the input activity has been performed in [9] and is attached with this report. 
Operation of a TSC
The TSC is designed to be operated in a clocked mode, using the Enable signal to operate the timing scheme. The Enable signal is first set to 0 so that all nodes in the circuit evaluate to 0. Next the circuit inputs are changed. Since all gates are at 0 and each input is connected to an AND gate, whose other input is at 0, there are no transitions within the circuit. After the circuit inputs settle to their new values, the Enable signal is set to 1, and precisely those nodes on the single selected path from the root to a terminal node are set to 1. The value is then read from the output terminal of the circuit, the Enable line is set to 0 again, and the cycle is repeated.
A timing diagram comparing the operation of a TSC to a normal (non-TSC) circuit is shown below. Note that the TSC requires a two-phase clocking scheme -primary inputs change on the falling edge of the clock and primary outputs are sampled on the rising edge of the clock. The Enable signal can be derived in straightforward
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Timed Shannon Circuits fashion from the Clock signal. Each evaluation of a TSC may be described as a sequence of four steps illustrated in the figure.
From the timing diagram it is clear that the duration of the first (level 0) clock phase for the TSC is determined by the time taken for the inputs to settle after they are changed plus the time for the circuit outputs to settle once the enable signal has been set to 1 from 0. This is equal to the length of the longest path in the TSC plus the time to allow the input signals to settle on a change. For the normal circuit, the clock period is determined by the length of the longest path delay. For comparison purposes we compare only the longest path delays of the TSC with those of the normal circuit.
Note that the current implementation of TSC's requires the circuit be reset on every vector. Thus if the majority of input values do not change from vector to vector there may be substantially larger power consumed by the TSC compared to a normal implementation. Although techniques to mitigate this have been suggested in [1] , they are not utilized in the prototype implementation reported here. 
Power estimation in Synergy
The power estimation in Synergy is integrated together with the optimization flow. First, the logic-level description of the design is synthesized and optimized for area or timing and then the gate-level power analysis is performed. Currently, only the power analysis for combinational circuits is supported. Synergy design flow and the power estimation procedure for combinational circuits are briefly discussed in the following sections.
Design flow
The input for Synergy is a logic-level design description as shown in Figure 3 . The combinational logic blocks are synthesized into an optimal netlist of gates at a Technology Independent (TI) level followed by a technology mapping step and a Technology Dependent (TD) optimization process.
The two optimization criteria accepted by Synergy are area and timing. Running a design in area mode means that the focus of the algorithms applied during the optimization steps is to minimize the area occupied by the logic gates and interconnect, while running a design in timing mode means that the function to be minimized is the critical path delay.
TI optimization step derives an optimized structure for the circuit independent of the gates available in a particular technology library. The techniques applied at this level for area optimization are usually the node extraction, simplification, and elimination. The final result is dependent on the starting circuit and the order in which these operations are performed. The typical TI operations for timing optimization are Extract, Simplify, Collapse, and Eliminate. The key to a good representation is to accurately predict the effect of each transformation, therefore, a good delay estimator is required. The output of TI optimization process is an optimized Boolean network. More details about TI optimization techniques are given in [6] , [7] , [8] . Power estimation in Synergy
After TI optimization phase is completed, the technology mapper is computing a network of gates of minimum cost equivalent to the given Boolean network. The technology mapping transformation implies two distinct operations: recognizing logic equivalence between two logic functions (matching operation), and finding the best set of logically equivalent gates (covering operation) whose interconnection represent the original circuit. The quality of the final implementation depends significantly on the initially provided Boolean network.
The last optimization step is performed at technology dependent level on a mapped circuit. It includes gate sizing (selecting from a set of given functionally equivalent gates), fanout optimization (duplicating a gate to reduce its fanout load or buffer insertion), and fixing maximum fanout and maximum transition violations. The result is an optimized gate-level design in a target technology.
Gate-level power estimation
The power estimation in Synergy is performed on a mapped netlist as shown in Figure 3 . Under a non-linear delay model assumption the total amount of power drawn from the power supply by a CMOS gate is summarized by:
where l J f un , denoted as functional power dissipation, is the power required to charge or discharge the gate output capacitance in order to perform a computational task; P"/,-tc /,, denoted as glitch power dissipation, is due to the multiple transitions within one clock cycle until the output of the gate is stabilized; P gc is the power dissipated during output transitions due to the current flowing from the supply to ground denoted as short-circuit power dissipation; and finally P /eflfc represents the static power dissipation due to the leakage current. The power dissipation components are briefly discussed here.
Capacitive power dissipation. The dominant source of power dissipation in CMOS circuits is the charging and discharging of the node capacitances. This sort of power dissipation, also referred as the capacitive power dissipation, is the sum of functional and glitch power dissipation. It is given by:
where C L is the physical capacitance at the output of the gate, V DD is the supply voltage, f dk is the clock frequency, and a (referred to as the switching activity) is the average number of output transitions per clock period (1 /f c j k ) time. Of those factors, V DD and f clk are design known parameters, while C L and a have to be determined.
The physical capacitance C L accounts for the input capacitance of all the gates in the fanout of a particular node, the interconnect, and the physical output capacitance of the driving gate itself.
Calculation of switching activity (X depends on [2]:
• input patterns and the sequence in which they are applied • delay model used • circuit structure Switching activity at the output of a gate depends not only on the switching activity at the inputs of the gate and the logic function of the gate, but also on the spatial and temporal dependencies among the gate inputs. 6 of 17
Power estimation in Synergy
Depending upon the method used to generate the switching activity these multiple dependencies may or may not be taken into account.
In Synergy the switching activity calculation is based on circuit simulation. The main advantage of this technique is that existing simulators can be used, and issues such as glitch generation and propagation, and signal correlation are automatically taken into consideration. Cadence Verilog-XL based gate-level simulation program was adapted to report the switching activity per gate under random generated input sequences. The simulation techniques rely on the macromodels built for the gates in the ASIC library, as well as on the detailed gate-level timing analysis. The accuracy of the results depends on the quality of the macromodels, the glitchfiltering scheme used and the accuracy of physical capacitances provided at the gate level. In our experiments we used commercial libraries and non-linear delay models to assure quality results.
The only source of inaccuracy left in our approach of estimating power by using a simulator is the input pattern-dependence problem. Randomly generated input sequences tend to introduce estimation error. For real circuits the switching activity at the primary inputs might follow a certain pattern and the input signals might be correlated. Our experiments, however, were done on MCNC benchmark suite [5] for which the input pattern information was not available. Therefore, the input sequences were randomly generated in a sufficient high number to reduce the estimation error.
Short-circuit power dissipation. The short-circuit power consumption is due to the current flowing from the supply to the ground during an output transition. It is proportional to the input slope of the gate, the output load capacitance, and the transistor sizes of the gate. The maximum short-circuit current flows when there is no load. This current decreases with the load but increases with the input slope. For ASIC designs, the libraries are pre-characterized for short-circuit power dissipation [3] .
Static power dissipation. The static power dissipation refers to the sum of leakage and standby dissipations. Leakage currents depend on the device technology, while the standby currents depend on the design logic style. For CMOS design style the standby dissipation is insignificant [4] .
Total power dissipation. Since both short-circuit and static power dissipation are technology and library dependent parameters and they were not available in the ASIC library characterization, Synergy does not yet account for them. Therefore, the total power dissipated by a circuit is calculated with the following relation:
where g • is a gate in the circuit, P is the capacitive power dissipated by the gate, and m is the total number of gates in the circuit. The capacitive power dissipation is calculated with the relation (2) in which the average switching activity a is determined based on circuit simulation. To the power dissipated by the gates in the circuit we added the power dissipated in charging and discharging of the primary inputs, referred as P p j.
The power estimation flow implemented in Synergy is presented in Figure 4 . First, the gate-level design description is translated into a verilog netlist (referred as design.v), then the verilog test file, test.v, is generated and the Verilog-XL simulator is started. Another necessary input for the simulator is the Verilog ASIC library file, lib.v, which contains information on gate models, non-linear delays, and wire load models. The simulator generates the switching activity file, design.switch, based on circuit structure, primary inputs test vectors, and library information. Finally, the total capacitive power dissipated by the circuit is estimated with the relation (3).
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Power Optimization in Synergy using Timed Shannon Circuits
Two distinct optimization flows are compared for power, area, and delay performance. The first flow is the TSC flow in which the circuits are optimized for power, delay, and area. The second flow is the standard Synergy flow in which only the area and timing optimization are performed. In Figure 5 these two flows are presented. The MCNC benchmark circuits [5] are used in comparing the power, area, and delay performance of these two optimization flows.
TSC flow. In Timed Shannon Circuits the power optimization is performed at the technology independent level. Therefore, when integrating TSC in the Synergy flow, TI optimization techniques are not applied to these power optimized circuits. The MCNC circuit, denoted design.blif, is first optimized for power using the TSC method. The resulted circuit (design.opt.blif) is then mapped in a given technology library and optimized for area or timing at the technology dependent level using the methods briefly presented in Section 3.1. Finally, the power analysis is performed and the power, area, and timing results are reported.
Standard flow. The circuits synthesized and optimized with the standard Synergy flow are following all of the steps presented in Section 3.1. At the end of the optimization process, the gate-level design is analyzed for power and the results are compared with TSC results.
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Power Optimization in Synergy using Timed Shannon Circuits Table 1 gives the results comparing circuits using Timed Shannon Circuits versus those obtained from Synergy using logic optimization to minimize the area of the circuit with no regard for the delay. This experiment is used to determine the potential area penalty incurred by using TSC's. All of the data was derived after technology mapping to an industrial standard CMOS cell library for a 0.5 micron fabrication process. The starting point for both approaches is the given un-optimized description of the publicly available benchmark examples. The TSC circuits are derived within the SIS system after performing standard logic optimization (using the script.rugged optimization script) using the three step derivation described in Section 2.0. The column titled In and Out gives the number of inputs and outputs for the circuit; the column titled Gate Count gives the number of library gate instances in the circuit; the column titled Area is the total cell area excluding routing; the col-
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Results and analysis umn titled Delay is the delay of the combinational logic in nano-seconds; the column titled Power is the power dissipation estimated using the simulation based power estimation approach described in Section 3.0.
There are several immediate observations that can be made from the data in Table 1: • The area penalty incurred by the TSC implementation is significantly higher than that of area-optimized circuits from Synergy This is reflected both by the Gate Count and Area columns on the majority of examples. There are two main explanations for the large increase in area using TSC's. First, the circuits using the TSC implementation are derived from BDD's. A BDD for each output is built in terms of the primary inputs of the circuit. On almost all the circuits the size of the BDD is significantly larger than the size of the optimized circuit in Synergy. This penalty remains reflected in the final mapped circuits. Second, the TSC circuits are derived within SIS, which appears to be substantially inferior in logic optimization quality than Synergy. As a basis for this deduction we have compared the area results reported in the earlier work on TSC's [1] , where the area of the TSC circuits were compared against optimized circuits in SIS. In almost all cases the area-optimized circuits from SIS are larger than those of Synergy -note that although this data has been collected it is not shown in the table. The top graph in Figure 6 illustrates the comparison on all 35 examples.
• The power dissipation of the TSC implementation is less than that of the Synergy circuits on only 5 of the 32 circuits. Even on these 5 cases the reduction in power dissipation is relatively small. These results are in sharp contrast to the power dissipation comparison described previously in [1] . The explanation appears to mostly lie in the significant improvement in the area optimization provided by Synergy over SIS. However there are two notable issues. First, the power dissipation per unit area (or per gate) for the TSC circuits is substantially lower than the power dissipation per unit area in the Synergy circuits. For a typical example, on the circuit apex4, the power dissipation per unit area for the TSC implementation is 0.02 whereas it is 0.04 for the Synergy implementation. The bottom graph in Figure 6 illustrates the power consumed per unit area. On 21 of the 35 examples, the TSC circuits dissipate less power per unit area than the Synergy optimized circuits. On most of the remaining circuits the power dissipation per unit area is similar. This data indicates that the TSC circuits may only prove competitive if the area penalty incurred by deriving the circuits from BDD's is reduced substantially. This remains an on-going research problem. Second, we have also observed (data not reported in the table) that the amount of power dissipation due to glitches in the Synergy optimized circuits is a very small fraction of the total power dissipation. The range we observed on the circuits in the table varied from close to 0 to 10%, with an average of less than 5% of the total power due to glitches. The contribution of the power due to glitches was substantially higher for the circuits optimized in SIS and reported in [1] .
Scope for improvement in the area of the TSC circuits may be envisaged in two ways:
• Better derivation of circuits from BDD's. One of the main drawbacks of the current prototype is the use of a single BDD for each output -the BDD for each circuit output is built in terms of the primary inputs of the circuit. An approach where a single large BDD is decomposed into a set of smaller cascaded BDD's has already been shown to be critically important in cycle-based logic simulation and may prove effective even for TSC's. This remains an open research problem. In addition to algorithms for BDD decomposition, modified enabling logic for the set of cascaded BDD's also has to be developed.
• Incorporation of the optimizations used by Synergy in the TSC derivation. The current prototype performs technology independent optimizations on the TSC using the logic optimization commands available in SIS; however, our experiments have demonstrated that the area optimizations in Synergy are substantially superior and their use in the TSC derivation may improve the resulting area.
The data in Table 2 compares the results of circuits optimized for delay in Synergy versus the same TSC circuits used in Table 1 -the only difference for the latter being that technology mapping was performed to satisfy delay constraints rather than area optimization constraints used for the first experiment. The data in this table has to be interpreted with greater caution because of the inability of the TSC implementations to match the timing of the Synergy circuits. Figure 7 provides a graphical comparison of the performance of the TSC and Syn-ergy circuits. The power dissipated by the TSC circuits is significantly lower than the Synergy circuits for at least 11 of the circuits (e.g. alu4, apex3, apex4, apexS, pdc, seq). However with the exception of the pdc example, the TSC implementation fails to meet the specified timing constraints. In most of the cases the delay penalty of the TSC circuit is substantial. It remains unclear how the delay of the TSC's can be improved significantly enough to be competitive with Synergy. By its nature, the TSC trades-off delay for power consumption -to ensure a minimum amount of transition activity the evaluation of the circuit proceeds from the Enable signal towards the output in a serial fashion through the conditional buffering trees introduced by the third step of the TSC derivation (c.f. Section 2.0) to reduce the high fanout on primary inputs. Power and Area Ratios between Timed Shannon and Optimized Circuits. Power, Area and Delay Ratios between Timed Shannon and Optimized Circuits. 
Related Work
In closely related work, we have explored the impact of low-power optimization under a trace-driven synthesis methodology [9] . Given a logic description of a digital circuit C and an expected trace of input vectors T, an implementation of C that optimizes a cost function under application of T is derived. This approach is effective in capturing and utilizing the correlations that exist between input signals on an application specific design. The idea is novel since it proposes synthesis and optimization at the logic level where the goal is to optimize the average case rather than the worst case for a chosen cost metric. The work reported in [9] focuses on the development of algorithms for trace driven optimization to minimize the switching power in multi-level networks. The technique is mainly applicable to the reduction of switching power within the combinational logic of finite state machines (FSM's). The average net power reduction (internal plus I/O power) obtained on a set of benchmark FSM's is 14%, while the average reduction in internal power is 25%. The primary result of the research in [9] is the demonstration that the I/O transition activity provides a dominating upper bound on the power reduction that can be achieved by combinational logic synthesis. The I/O power accounts for 20% up to 14 of 17 Evaluation of Timed Shannon Circuits in Logic Optimization Conclusions 46% of the total power dissipation on the examples reported in [9] . As an example of this dominance, a power reduction of 42% on the internal gates of an example circuit realized only a net reduction of 25% since the I/O power accounts for 40% of the total power. I/O switching activity can only be changed by changing the sequential behavior of the circuit (e.g. by state encoding or latch retiming optimizations).
Conclusions
In this report we have described the results of an experiment to determine the feasibility of deploying Timed Shannon Circuit implementations in industrial setting. Analysis of the data from the experiment leads to the conclusion that the existing implementation of the Timed Shannon Circuit approach is not competitive with a commercial logic optimization program. Although the data collected is comprehensively negative on the surface with regard to the use of Timed Shannon Circuit technology there are two moderately promising observations that merit further research. First, it appears that a TSC implementation may be effective if the area overhead is reduced. Second, on a few circuits the TSC implementation could provide a useful power-areadelay trade-off in comparison to some of the implementation derived by Synergy. Unfortunately, both of these avenues currently are difficult open problems and it is infeasible to predict the duration of such an undertaking to explore these problems as well as the potential benefits that they may yield. In addition, work not directly related to Timed Shannon Circuits, but relevant nonetheless to determining the feasibility of low-power optimization for combinational logic circuits indicates that the limiting factor on power reduction is the I/O switching power which is determined only by the function of the circuit, not its implementation. Thus one may surmise that low-power optimization on combinational logic circuits is extremely limited in scope and is not a fruitful enough area of exploration for power reduction in digital electronic systems. From the published literature, far more substantial reduction in power dissipation is achieved at the architectural (or behavioral) level of system implementation as well as in the technology specific physical process domain [10] .
