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                                             ABSTRACT OF THE DISSERTATION 
Engineering Robust and Programmable Biological Systems 
by 
Tatenda Shopera 
Doctor of Philosophy in Energy, Environmental, and Chemical Engineering 
Washington University in St. Louis, 2017 
Professor Tae Seok Moon, Chair 
The ability to engineer programmable biological systems using complex artificial gene networks 
has great potential to unlock important innovative solutions to many biotechnological challenges. 
While cells have been engineered to implement complex information processing algorithms and 
to produce food, materials, and pharmaceuticals, many innovative applications are yet to be 
realized due to our poor understanding of how robust, reliable, and predictable artificial gene 
circuits are built. In this work, we demonstrate that robust complex cellular behaviors (e.g., 
bistability and gene expression dynamics) can be achieved by engineering gene regulatory 
architecture and increasing the complexity of genetic networks.  We further demonstrate that 
increasing demand for cellular resources causes resource-associated interference among 
noninteracting genetic devices of various complexities. Importantly, we show that feedback 
systems can be engineered to enhance the robustness and reliability of genetic circuits by 
reducing such resource-associated interference among independent circuits. Taken together, this 
work contributes to understanding the design principles that govern biological robustness and 
represents an important step towards construction of robust, tunable, reliable, and predictable 
complex artificial genetic circuits for a wide range of biotechnological applications.                                  
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Chapter 1: Design principles for constructing 
robust artificial genetic programs 
 
1.1 Synthetic Biology – Goals, achievements, and challenges 
The central objective of synthetic biology is to rationally engineer complex artificial genetic 
programs in living cells to realize practical applications such as therapeutics, disease diagnostics, 
and bioproduction of fuels, materials, and chemicals. This ability to rewire and reprogram 
biological circuitries from the bottom-up has the potential not only to solve many existing 
biotechnology challenges, but also to create a wide range of new innovative biotechnologies. 
Biological systems employ highly-orchestrated biochemical networks of genes, RNAs, proteins, 
and metabolites to control complex cellular behaviors such as computational operations1 and 
decision making2. This recognition inspired scientists to draw analogies between biological 
circuits and their electronic counterparts3,4. As a maturing engineering discipline, synthetic 
biology implements artificial control over biological circuits by using engineering-driven 
methodologies such as abstraction, decoupling, and standardization5,6. Based on these 
engineering principles, biological systems can be decomposed into abstraction hierarchies, 
namely biological parts, devices, and systems. As a simple definition, a biological part is a DNA 
sequence that encodes a specific biological function (parts.igem.org). Well-characterized and 
standardized biological parts (e.g. promoters, ribosome binding sites (RBSs), genes, and 
terminators) can be rationally composed in a particular context to exhibit a desired behavior5,6. 
When these biological parts perform a defined operation, they collectively form a biological 
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device. Adding another level of abstraction, a system is defined as a combination of various 
biological devices that performs complex, distinct functions (e.g., computational, metabolic, or 
biosynthetic operations). Interfacing artificial systems with natural biological circuits allows the 
programming of living cells as computational units. Aided by advances in genomics and the 
systems-level understanding of biological systems, synthetic biology has progressed rapidly 
towards its goal of repurposing and reprogramming living cells by generating a large repertoire 
of increasingly complex genetic circuits.  
 
     Synthetic genetic devices and biological modules that exhibit sophisticated behaviors have 
been constructed over the last few decades7-32. These devices include synthetic switches18-20,23,33, 
a repressilator that displays complex oscillatory behavior16, counters34, a cell-to-cell 
communication device13, a pulse generator11, synthetic regulatory cascades21, and multi-layered 
genetic circuits that can integrate multiple signals to produce programmed logical 
computations26. In addition, artificial genetic networks that control metabolic processes to 
produce chemicals25,35-40 and dynamically regulate production of value-added products32,41-44 
have been successfully engineered in biological systems. To further broaden the application of 
these genetic circuits, recent efforts have expanded the synthetic and systems biology research 
toolkits for both prokaryotic45-54 and eukaryotic platforms55-63. These examples demonstrate the 
power of synthetic biology to construct synthetic gene circuits that enable programmable 
computer-like behavior in living systems. This ability to flexibly reverse and forward engineer 
genetic circuits is essential for understanding natural networks and engineering novel cellular 
behaviors that do not exist in nature.  
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     Despite these substantial advances in building artificial biological systems, the ability to 
construct tunable, reliable, and predictable complex genetic circuits remains limited. With few 
design rules, incompletely characterized genetic parts, and the requirement of precise balancing 
of circuit component concentrations, many artificial circuits fail to function as designed in vivo18. 
One reason is that engineered systems have complex, nonlinear relationships and function within 
specific limits of quantitative parameter regimes18, but intrinsic stochastic fluctuations in the 
concentrations of key regulatory elements negatively impact networks’ proper functioning16,64. 
Another important challenge is that genetic programs require a host cell and share limited 
resources with endogenous circuitries65,66. This often causes unintended interferences (i.e. 
inadvertent interactions) between noninteracting gene expression modules67-69, which impacts the 
reliability and predictability of genetic circuits. Our ability to insulate synthetic programs from 
the resource-associated interferences and inherent noise in gene expression remains limited68,70. 
As a result, the goal of synthetic biology, to construct robust and predictable high-order networks 
to solve complex biotechnology challenges, has been slow and difficult to realize.  
 
     In contrast, natural living systems have evolved and employ complex genetic programs to 
reliably control gene expression patterns71, implement computational operations1, and make 
developmental decisions2 in a confined cellular space and in the presence of stochastic 
fluctuations. The intricate regulatory interactions among DNA sequences, RNAs, and proteins 
encode systematic features for robustness against stochastic variations of key regulators21,72-74. 
Hence, regulatory strategies that confer functional robustness should be better understood to 
allow us to achieve the desired reliability in engineered systems, and are critical for the 
construction of predictable artificial genetic programs. As an introduction to this work, I will first 
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outline the principles of biological robustness and their applications to genetic circuits. Next, I 
will discuss my contributions to understand how robust, reliable, and predictable artificial 
systems can be engineered.  
1.2 Principles of biological robustness  
Robustness is commonly found in natural biological systems and is a fundamental characteristic 
of evolvable complex systems75. Despite using unreliable and inherently noisy genetic 
components, robust biological systems maintain their functions in the presence of internal and 
external environmental perturbations75. While the topic of biological robustness is complicated, 
many terms (e.g. canalization, stability, insensitivity to specific parameters, buffering, 
capacitance, and homeostasis) have been employed in various contexts to describe the robustness 
of a system76,77. In this work, for simplicity we define biological robustness as the ability to 
maintain the desired engineered behavior despite the presence of environmental perturbations or 
uncertainties that would otherwise disrupt the circuit’s appropriate functioning78,79. To achieve 
the desired reliability and robustness, a set of basic general design principles should be 
incorporated in both natural and engineered biological systems. These principles of biological 
robustness are briefly described below75,80. 
1.2.1   Feedback regulation 
Natural biological systems use regulatory networks of interacting DNA sequences, RNAs, and 
proteins to robustly perform complex functions by filtering perturbations in biochemical 
parameters as well as variations in regulator concentrations. For example, in the Escherichia coli 
chemotaxis network, perfect adaption is robust and insensitive to perturbations in the 
concentrations of the regulatory proteins that modulate bacterial chemotaxis72. This robust 
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adaptation is a consequence of network’s regulatory architecture74, which is mainly mediated by 
inherent integral and multistage feedback loops  that produce the desired behavior in fluctuating 
environments80,81. Feedback control systems are ubiquitous in natural biological systems and are 
critical for enhancing the robustness of cellular behavior82,83. For example, approximately 40% 
of the known transcriptional regulatory factors in Escherichia coli are under negative feedback 
control83. A negative feedback loop, in which a system’s output molecule negatively regulates its 
own synthesis, improves the performance of a system by reducing cell-to-cell variability in cell 
populations84 and modulating noise frequency73. In addition, a negative feedback loop (when 
properly tuned) generates oscillations, but stochastic variations can impact the oscillatory 
behavior, causing cells to behave asynchronously16. The robustness and tunability of the 
oscillations can be enhanced by combining negative and positive feedback loops28,31. While a 
positive feedback loop potentially generates a bistable switch, the robustness of the bistable 
regime in processes such as the galactose signaling network in Saccharomyces cerevisiae can be 
enhanced by combining multiple layers of feedback loops85. Furthermore, natural biological 
systems employ a combination of multiple feedback loops to enhance robustness of cellular 
behavior80,85-87. Thus, integration of such control systems in artificial networks would enable 
synthetic genetic circuits to be rapidly developed for many biotechnology applications.  
1.2.2   Redundancy (fail-safe mechanism) 
Functional redundancy is a characteristic property of many biological systems, and it enhances 
the system’s robustness by maintaining consistent metabolic fluxes. Redundancy is defined as 
the occurrence of identical or similar biological components (or modules) that compensate for 
each other’s loss88,89. This compensation represents a fail-safe mechanism or backup system 
because the impact of an unexpected failure or inactivation of a component can be buffered by 
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another component with a similar function88-90. It is essential to note that genetic redundancy 
occurs through various mechanisms, including gene duplicates88-90.  
1.2.3   Modularity 
Modularity is another characteristic feature that ensures functional robustness by mitigating the 
risk of catastrophic failure in biological systems75. As described above, biological systems are 
hierarchically structured and can be divided into small functional modules and components. 
Modularity refers to the encapsulation of subsystems from variations in concentrations of key 
components75. In other words, modularity represents an effective mechanism to enhance 
biological robustness by confining perturbations and damages to small parts of the system75.  
1.2.4   Decoupling / orthogonality  
To be able to build complex artificial programs that function in a reliable and predictable 
manner, engineers need to develop strategies that reduce interference between circuit modules 
(orthogonal circuits) to be able to build complex artificial programs that function in a reliable 
and predictable manner. To this end, significant progress has been made towards building 
orthogonal genetic programs that perform complex functions. For example, in Escherichia coli, 
orthogonal gene expression networks were created by a modular combination of orthogonal 
transcription by T7 RNA polymerase and translation by orthogonal ribosomes91. Another 
orthogonal system that sets a tight budget constraint on cellular resources among synthetic 
circuits (i.e., a resource allocator) was recently constructed92. Furthermore, another strategy (i.e., 
directed evolution) was recently applied to enhance orthogonality among many components in 
the most complex genetic program constructed so far26. A key challenge is that small 
components such as genes, RNAs, and proteins are inherently noisy64, which potentially impacts 
the performance of larger programs or systems16,26. Thus, to enhance the functional robustness of 
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a genetic program, variations in concentrations of these small parts should be buffered. 
Decoupling is defined as the isolation of low-level variations from high-level functionalities and 
buffering of various components in the system75. Therefore, strategies that decouple system 
functions and variations in component concentrations should be better understood and 
engineered.   
 
1.3   Contributions to the field 
In this work, we aim to understand the governing design principles of biological robustness by 
constructing complex genetic programs using the bottom-up approach. To achieve this goal, we 
combine quantitative analysis and experiments to understand how robust genetic programs can 
be engineered. First, we explore the roles of complex regulatory architectures in conferring 
functional robustness and tunability across the parameter space of biochemical parameters. 
Second, we investigate how unconnected genetic modules can be coupled by sharing cellular 
resources and how circuit complexity can modify the coupling relationship. Importantly, we 
demonstrate how systems control can be rewired to enhance functional robustness by decoupling 
resource-associated interference in regulatory circuits. Finally, we show how complex regulatory 
architectures enable tunable and robust gene expression dynamics in biological systems. This 
work provides design principles for constructing robust and programmable artificial biological 
systems. It is described in three chapters, summarized below. 
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1.3.1 Chapter Two: Engineering regulatory architecture to increase 
functional robustness 
Robust genetic programs maintain their performance in the face of environmental perturbations 
or uncertainties. Natural biological systems achieve functional robustness through the 
implementation of complex regulatory networks. To enable real-world applications, the 
complexity as well as functional robustness of synthetic genetic circuits should be advanced to 
similar scales as their natural counterparts. However, mechanisms that facilitate or enhance 
biological robustness are not well understood. Another limitation is that synthetic genetic circuits 
built so far are so simple (i.e., consist of few interacting parts) and function only in limited 
parameter regimes. As a result, synthetic genetic circuits lack the robustness and complexity of 
their natural counterparts. To better engineer high-order artificial networks with programmable 
behavior, complex interactions among various regulatory elements as well as systems control 
should be better understood. In this work, by combining complex component interactions and 
multiple feedback controls, we construct robust, tunable bistable switches using three protein 
regulators (ExsA, ExsD, and ExsC) from the type III secretion system of Pseudomonas 
aeruginosa. This work provides design principles that can be applied to the construction of 
robust, tunable, and predictable genetic programs to achieve increasingly sophisticated biological 
behaviors.  
1.3.2 Chapter Three: Decoupling resource-associated circuit interferences 
Although robustness makes the functions of complex synthetic genetic circuits reliable, 
predictable, and insensitive to environmental fluctuations, it comes with a price75,79,80. As 
synthetic circuits become more complex and highly robust against certain environmental 
perturbations, their fragility against unexpected perturbations also increases75,93,94. In addition, 
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circuit performance is also impacted and the demand for cellular resources increases75,79,93,94. 
Thus, when designing and constructing complex artificial circuits, engineers should carefully 
evaluate the balance between circuit robustness, fragility, performance, and the demand for 
cellular resources. Synthetic circuits represent unnecessary genetic load and depend on the host 
resources to function. These synthetic devices compete with the host genetic machinery for 
limited resources, which results in a fitness cost to the host65,66 or modification of cellular 
behavior95-97. Competition for limited resources can couple independent synthetic genetic 
networks and compromise the reliable and predictable functioning of these circuits. For 
sophisticated and reliable cellular behaviors to be created through complex high-order artificial 
networks, the mechanisms that decouple unexpected resource dependencies among genetic 
circuits and facilitate functional robustness should be better understood and engineered. In this 
work, we study indirect resource coupling between seemingly unconnected genetic circuits by 
building synthetic genetic devices of various regulatory complexities. Further, we investigate 
how resource-coupled interference in regulatory circuits can be decoupled to enhance functional 
robustness.  
1.3.3  Chapter Four: Engineering robust, tunable gene expression dynamics  
 
Gene regulatory networks that integrate many intricately interacting components and layers of 
various feedback regulations are ubiquitous in natural biological systems80,85-87,98,99. 
Understanding the design principles that govern the robust functions of these complex networks 
in natural systems is critical for the construction of useful synthetic circuits. In this chapter, we 
seek to understand how numerous interacting regulatory elements in complex genetic networks 
collectively and robustly control gene expression dynamics. To achieve this goal, we construct 
and characterize the longest synthetic regulatory cascade in a heterologous host (Escherichia 
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coli) in a piecewise fashion and determined the roles of each protein interaction and negative 
feedback in gene expression dynamics. Taken together, these three chapters of this work 
contribute to our understanding the principles that govern biological robustness and represent an 
important step towards the construction of robust, reliable, and predictable high-order artificial 
networks that enable applications in biotechnology and medicine. 
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Chapter 2: Robust, tunable genetic memory 
from protein sequestration combined with 
positive feedback 
 
Reprinted with permission from Shopera, T., Henson, W.R., Ng, A., Lee, Y.J., Ng, K. & Moon, 
T.S. Robust, tunable genetic memory from protein sequestration combined with positive 
feedback100. Nucleic Acids Research 43, 9086-9094 (2015). 
 
Bistable switches occupy important decision-making points in biological networks. These 
switches control critical cellular processes such as cell differentiation, apoptosis, and cell 
division. Natural biological systems use switches for long-term memory (i.e., information 
storage). Interfacing memory devices with genetic programs that are composed of many 
interacting components is essential for enhancing circuit performance as robust information or 
data storage stabilizes complex cell functions against environmental perturbations. In this 
chapter, by combining quantitative models and experiments, we engineer gene regulatory 
architecture and reveal design principles that could be used to enhance both tunability and 
robustness of memory devices.  
2.1 Abstract  
Natural regulatory networks contain many interacting components that allow for fine-tuning of 
switching and memory properties. Building simple bistable switches, synthetic biologists have 
learned the design principles of complex natural regulatory networks. However, most switches 
constructed so far are so simple (e.g., comprising two regulators) that they are functional only  
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within a limited parameter range. Here, we report the construction of robust, tunable bistable 
switches in Escherichia coli using three heterologous protein regulators (ExsADC) that are 
sequestered into an inactive complex through a partner swapping mechanism. On the basis of 
mathematical modeling, we accurately predict and experimentally verify that the hysteretic 
region can be fine-tuned by controlling the interactions of the ExsADC regulatory cascade using 
the third member ExsC as a tuning knob. Additionally, we confirm that a dual-positive feedback 
switch can markedly increase the hysteretic region, compared to its single-positive feedback 
counterpart. The dual-positive feedback switch displays bistability over a 106-fold range of 
inducer concentrations, to our knowledge, the largest range reported so far. This work 
demonstrates the successful interlocking of sequestration-based ultrasensitivity and positive 
feedback, a design principle that can be applied to the construction of robust, tunable, and 
predictable genetic programs to achieve increasingly sophisticated biological behaviors. 
2.2 Introduction  
The hallmark of synthetic biology is the ability to design and construct genetic circuits and 
reprogram natural biological networks. To this end, a diverse array of genetic programs have 
been constructed ranging from epigenetic switches to multi-layered circuits8-10,12,14-
16,18,22,26,27,29,30. Despite these advances, the design and construction of reliable and predictable 
artificial genetic programs remains a synthetic biology challenge101. Many engineered systems 
fail to function as designed because few design rules are available for robust integration of 
incompletely characterized genetic parts, and iterative tweaking is often required to implement 
predictable functions79,102. In addition, genetic circuits function within specific limits of 
quantitative parameter regimes18, but intrinsic fluctuations in the concentrations of key 
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regulatory components compromise networks’ proper functioning64,85,103. Our ability to insulate 
synthetic programs from the inherent noise in gene expression remains limited70. In contrast, 
natural biological systems employ complex information-processing algorithms to robustly make 
developmental decisions2, control gene expression patterns71, and implement logical 
computations1 in the presence of stochastic fluctuations. The regulatory connectivity among 
genes, RNAs, and proteins encodes systematic features for robustness against stochastic 
variations21,72-74,104. A better understanding of regulatory architectures that confer functional 
robustness is critical for the design and construction of noise-tolerant genetic programs. 
     Feedback systems are common in natural biological networks and central to maintaining and 
enhancing cellular behavior98,105. For example, a negative feedback loop dampens cell-to-cell 
variability in cell populations84 and modulates noise frequency73. A negative feedback loop 
potentially generates oscillations, but the oscillatory behavior can be affected by stochastic 
variations, resulting in cells behaving asynchronously16. This challenge can be addressed by 
combining negative and positive feedback loops, which increases the robustness and enables 
tunability of the oscillations28,31. 
     A positive feedback loop can create bistable switches106,107. Bistability arises in a dynamical 
system where direct (e.g., autoregulation108) or indirect (e.g., mutual inhibition18) positive 
feedback is coupled with ultrasensitivity. While most bistable switches built so far are based on 
cooperativity, a recent report showed that activator-antiactivator pairs can be used to generate 
sequestration-based ultrasensitivity and bistability109. In theory, such two-regulator systems with 
one positive feedback loop are sufficient to construct bistable switches. However, mathematical 
simulation showed that the system’s resistance to noise can be enhanced by interlinking two 
positive feedback loops110. Such increased robustness of bistable switches was demonstrated 
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experimentally by using a dual positive feedback topology in the lacZYA operon which relies on 
cooperativity for ultrasensitivity111. Natural regulatory networks have evolved into complex 
forms to increase biological robustness.  
     Here we present the bottom-up construction of the tunable bistable switches that are built in 
Escherichia coli by coupling a three-member sequestration cascade system with dual positive 
feedback loops. The three-member cascade consisting of Pseudomonas aeruginosa ExsADC 
regulators allows for finely-tunable bistable behavior which is difficult to achieve in a two-
member sequestration system109. By systematically combining theoretical models and 
experimentation, we explore the roles of complex regulatory architectures in conferring 
functional robustness and tunability across the parameter space. Furthermore, we show that 
interlinking protein sequestration-based ultrasensitivity and dual positive feedback loops 
generates a predictable bistable switch that is extensively robust over a wide range of parameters.  
2.3 MATERIALS AND METHODS 
2.3.1 Strains and growth media 
E. coli DH10B [F- mcrA D(mrr-hsdRMS-mcrBC) F80lacZDM15DlacX74 recA1 endA1 
araD139 D(ara, leu)7697 galU galK l-rpsL (StrR) nupG] was used for all the experiments 
except for the ultrasensitivity analysis (Figure 3), where E. coli DIAL strain JTK164A112 was 
used. In all experiments, cells were grown in M9 minimal media supplemented with 1.0 mM 
thiamine hydrochloride, 0.8 mM L-leucine, 0.2% (w/v) casamino acids, 0.4% (v/v) glycerol, 2.0 
mM MgSO4, and 0.1 mM CaCl2 (supplemented M9 media). The supplemented M9 medium was 
filter sterilized and stored at 4ºC. Kanamycin (20 µg/ml), ampicillin (100 µg/ml), and 
chloramphenicol (34 µg/ml) were added as appropriate. Three inducers were used at the 
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following concentrations: Ara (Arabinose, 0 to 25 mM), aTc (anhydrotetracyline, 0 to 1 µg/ml), 
and 3OC6 (N-(b-ketocaproyl)-L-homoserine lactone, 0 to 5 µM). All the inducers and chemical 
reagents used in this study were purchased from Sigma-Aldrich (St. Louis, MO) unless otherwise 
indicated.  
2.3.2 Plasmid design and circuit construction  
All the genetic circuits were constructed following the Golden-Gate DNA assembly technique113, 
using type IIs restriction enzymes (BspMI, BsmBI, and SapI from New England Biolabs, 
Ipswich, MA). All the regulator genes (exsA, exsD, and exsC) and the pTet*, pLux*, and pBAD 
promoters used in this study were PCR amplified from pTet*-exsDA, pLux*-exsC, and pBAD-
sicA* plasmids26, using Phusion High-Fidelity DNA polymerase (New England Biolabs, 
Ipswich, MA). The PCR amplified genetic parts were ligated using T4 DNA ligase (New 
England Biolabs, Ipswich, MA). Constructed plasmid sequences were verified by DNA 
sequencing (PNACL, Washington University School of Medicine). Electro-competent E. coli 
DH10B and E. coli DIAL strain JTK164A was transformed with plasmids (Table 5) using 
electroporation (Eppendorf Eporator), and frozen stocks were stored at -80ºC (Table 6). Zymo 
DNA isolation kits were used according to the manufacturer’s instructions. All the 
oligonucleotides were purchased from Integrated DNA Technologies (IDT, Coralville, IA). All 
genetic part sequences used in this study are shown in Table 7. 
2.3.3 Fluorimetry 
Cells were grown overnight in 5 ml supplemented M9 media in 14 ml tubes with appropriate 
antibiotics at 37ºC and 250 rpm in a New Brunswick Excella E25 shaking incubator. The 
overnight cultures were subcultured (1:100 dilution) in fresh pre-warmed, supplemented M9 
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media, grown for 2 h (37ºC, 250 rpm), and transferred to fresh pre-warmed, supplemented M9 
media (0.6 ml) in deep 96-well plates (Eppendorf). Each culture (0.6 ml) was grown at inducer 
concentrations as indicated in Figure 2 and 3. After 8 h, the cells were centrifuged and the cell 
pellet was re-suspended in 200 µl filtered 0.9% (w/v) saline (pH 8.0). The population level 
fluorescence measurements (GFP/Abs600 where Abs600 is an absorbance value at 600 nm) were 
performed in 96-well microplate (Chimney well and F-bottom, REF-655096, Grenier Bio-One) 
using a Tecan Infinite M200 PRO plate reader (GFP settings were excitation at 483 nm and 
emission at 530 nm). Autofluorescence (GFP/Abs600 of DH10B lacking GFP) was subtracted 
from GFP/Abs600 of all samples. 
2.3.4 Flow cytometry 
Cells were initially grown overnight in 5 ml supplemented M9 media in two conditions, 0 (ON-
state) and saturating 1.0 µg/ml aTc (OFF-state), at 37ºC and 250 rpm. The method of preparing 
ON and OFF cells (Figure 4 and 5) was modified from that described by Chen and Arkin109. 
Specifically, the uninduced and fully induced overnight cultures (OD600 of 0.1, measured by 
Nanodrop 2000c, Thermo Fischer) were stored in 10% glycerol aliquots (120 µl each in 
Amplitube PCR Reaction Strips, T320-2N, Simport) at -80ºC. The frozen aliquots were thawed 
for 1 min at 37ºC, diluted 1-million-fold in fresh pre-warmed, supplemented M9 media, and 
incubated for 2 h at 37ºC and 250 rpm. The resulting cultures were transferred to fresh pre-
warmed, supplemented M9 media in deep 96-well plates (Epperndorf Cat No. 951033405). Each 
culture (0.6 ml) was induced with different inducer concentrations and grown at 37ºC and 250 
rpm. After 16 h (final OD600 of ~0.1), sample aliquots, suspended in filtered 0.9% (w/v) saline 
(pH 8.0) supplemented with 2.0 mg/ml kanamycin, were transferred to 96-well assay microplate 
(U-bottom, REF-353910 from BD Biosciences, San Jose, CA) for measurements. Flow 
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cytometry analysis was carried out using a Millipore Guava EasyCyte High Throughput flow 
cytometer with a 488 nm excitation laser (using a blue-laser-only setting) and a 512/18 nm 
emission filter. The flow rate was 0.59 µl/s. All data contained at least 5,000 events gated by 
forward and side scatter. FlowJo (TreeStar Inc.) was used to obtain the arithmetic mean of 
fluorescence distribution. Autofluorescence, the background fluorescence of DH10B lacking 
GFP, was subtracted from the sample fluorescence, and the averages and s.e.m. of the arithmetic 
means (with autofluorescence subtracted) were obtained from replicates performed on different 
days as indicated. 
2.3.5 Analysis and classification of flow cytometry distributions 
In order to classify flow cytometry distributions, we employed a clustering algorithm in 
MATLAB as described previously87. We classified the flow cytometry data as either ON, OFF, 
or BISTABLE using the Expectation-Maximization (EM) algorithm and a Gaussian Mixture 
Model (GMM)114. The model assumes that the data are a mixture of two Gaussian distributions 
(N1 and N2 with the mean µ and the standard deviation s) such that the probability density 
function can be described as follows:  
 
𝑓(𝑥) = 𝜉'𝑁'(𝜇', 𝜎') + 𝜉-𝑁-(𝜇-, 𝜎-) 
where 𝜉' + 𝜉- = 1.	The logarithm of fluorescence data for at least 5,000 cells at each 
combination of aTc and 3OC6 concentrations was used for clustering. The criteria used for 
classification as BISTABLE are as follows: |𝜇' − 𝜇-| > 3max(𝜎', 𝜎-) and min(𝜉', 𝜉-) > 0.08. 
Points were classified as ON if 𝜇', 𝜇- > 1 or if max(𝜇', 𝜇-) > 1, 𝜉<=>? > 0.92.	If the points met 
neither the criteria for BISTABLE nor for ON, they were classified as OFF. 
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2.3.6 Computational modeling  
Numerical simulations, data fitting, and bifurcation analysis were performed using MATLAB 
2014b (MathWorks). Equations and derivations relevant to each figure can be found in the 
Supplementary Data.  
2.4 RESULTS 
2.4.1 Construction and characterization of sequestration-based genetic circuits.  
We designed sequestration-based genetic circuits by mining genetic parts from the regulatory 
network of the type III secretion system (T3SS) in Pseudomonas aeruginosa (Figure 1). Four 
regulatory proteins control the P. aeruginosa T3SS via a partner swapping mechanism. A 
transcriptional factor ExsA activates the target promoter115 and is sequestered by the anti-
activator ExsD into an inactive complex (ExsA-D)116. Because of the higher binding affinity, the 
chaperone ExsC can sequester ExsD and liberate free ExsA, which activates the pathogenicity 
machinery117. A fourth regulator ExsE sequesters ExsC into ExsC-E and prevents ExsC from 
interacting with ExsD until ExsE is exported118,119. 
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Figure 1. Schematic diagram of the Pseudomonas aeruginosa T3SS regulatory cascade. 
Four regulatory proteins control the P. aeruginosa T3SS through partner swapping. A 
transcription factor ExsA (orange) activates the target promoter and is sequestered by an anti-
activator ExsD (yellow) into an inactive complex (ExsA-D). A chaperone ExsC (purple) frees 
ExsA by sequestering ExsD and forming ExsD-C. ExsE (blue) inhibits T3SS activation by 
sequestering ExsC and forming ExsC-E. +, activating interaction; -, repressing interaction.  
 
     We first constructed a two-member circuit in E. coli, which consists of exsA and exsD under 
the transcriptional control of pBAD and pTet*26 promoters, respectively, and a green fluorescent 
protein gene (gfp) fused to the pexsD promoter (Figure 2B). The pBAD and pTet* promoters are 
respectively activated by arabinose (Ara) and anhydrotetracyline (aTc), and the pexsD promoter 
is activated by free ExsA. In this circuit, we expect the circuit readout (GFP) to be respectively 
high and low with increasing Ara (ExsA) and aTc (ExsD). The experimental result shows that 
independent control of ExsA and ExsD expression using inducible promoters enabled tuning of 
the output expression (Figure 2B). Furthermore, we developed a mathematical model to which 
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the experimental transfer function was fitted (Supplementary Data). The two-member system 
was modified by adding ExsC (Figure 2C). The exsC gene was controlled by the pLux* promoter 
26 that is activated by N-(b-ketocaproyl)-L-homoserine lactone (3OC6). As shown in Figure 2C, 
this addition allowed for fine-tuning of the output range, implying the advantage of complex 
interactions in natural networks over the simpler two-member circuit.  
 
 
 
 
 
 
 
 
 
Figure 2. Characterization of the sequestration-based genetic circuits. (A) A simplified 
diagram showing the functions of the three ExsADC regulators used in this work. (B) A two-
member system allows for tunable output. ExsA expressed from an inducible promoter (pBAD) 
controls GFP expression via the ExsA-inducible promoter (pexsD). Another inducible promoter 
(pTet*) controls ExsD expression, which represses GFP expression by sequestering ExsA. Heat 
maps compare the experimental transfer function to a model plotted over a wide range of 
promoter activities (Supplementary Data). (C) A three-member system enables fine-tuning of 
output expression. ExsC allows for output tuning by sequestering ExsD (as indicated by low and 
high 3OC6 concentrations). Heat maps compare the experimental transfer function to a model 
plotted over a wide range of promoter activities (Supplementary Data). Note that the heat maps 
cannot be directly compared due to rescaling of the axes from inducer concentration to promoter 
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activity. Figure 18 shows a quantitative comparison (with an R2 of 0.92 or higher). Output values 
and input promoter activities are reported in arbitrary units (a.u.). The experiments were 
performed at arabinose (Ara) concentrations of 0, 0.0016, 0.008, 0.04, 0.2, 1, 5, and 25 mM 
(from left to right); anhydrotetracycline (aTc) concentrations of 0, 3.2, 16, 80, 400, 2,000, 
10,000, 50,000, 250,000, and 500,000 pg/ml (from top to bottom); and 3-oxohexanoyl-
homoserine lactone (3OC6) concentrations of 0 and 200 nM for low and high [3OC6], 
respectively. White boxes represent the experiment ranges obtained using the inducible 
promoters. Experimental data are the averages of nine replicates performed on three different 
days.  
 
2.42 Sequestration-based ultrasensitivity.  
For the construction of bistable switches, an ultrasensitive input-output response is critical120. 
When compared to cooperativity that also leads to ultrasensitivity, molecular sequestration, in 
which a stoichiometric inhibitor sequesters an activator, has attractive design properties for 
engineering genetic circuits. First, high-affinity inhibitors serve as buffers which titrate their 
target activators, and thus increase the system’s robustness against input signal noise (i.e., 
fluctuations in the concentration of activators)121. Second, molecular sequestration allows for 
flexible tuning of the response threshold and ultrasensitivity in a predictable and simple manner 
(e.g., by changing the concentration of inhibitors) while in molecular cooperativity, complicated 
parameters (e.g., the number of transcription factor binding sites and protein-protein affinity) 
need to be changed in order to tune ultrasensitivity121-123. Third, the sequestration-based, 
molecular titration mechanism is universally found in protein-protein, protein-DNA, RNA-RNA, 
and enzyme-substrate interactions122, offering a versatile strategy to construct genetic circuits. 
     To determine whether the protein sequestration can generate large ultrasensitive responses, 
we tested the two-member circuit in E. coli DIAL strains112 which allowed for systematic 
exploration of a large range of ExsD concentrations (Figure 3). In sequestration-based systems, 
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increasing the anti-activator concentration would increase both the apparent Hill coefficient (nH) 
and the apparent half-maximal concentration (KH)122. As shown in Figures 3C and 3D, the 
expected trend was observed with the apparent nH values ranging from 1 (at low aTc 
concentrations) to 5 (at the highest aTc concentration tested). We also confirmed that the 
activation of pexsD by its activator ExsA is intrinsically non-cooperative in the absence of ExsD 
(a Hill coefficient of ~1, Figure 19)124. 
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Figure 3. Sequestration-based tuning of ultrasensitivity. (A) Schematic diagram of the 
genetic circuit constructed to independently control ExsA and ExsD expression. ExsA is 
sequestered into an inactive complex (ExsA-D), which is the basis of ultrasensitivity. +, 
activating interaction; -, repressing interaction. (B) Input-output response at different amounts of 
ExsD (D0). The total ExsD amount (0.001, 0.004, 0.085, 0.16, 0.21, and 0.30 in a.u.) was 
calculated using a fitted transfer function model (Supplementary Data). Filled circles and solid 
curves represent the experimental data and fitted transfer functions (with an R2 value of 0.99, 
Table 3), respectively. The experiments were performed at Ara concentrations of 0, 0.0000128, 
0.000064, 0.00032, 0.001, 0.0016, 0.0025, 0.005, 0.008, 0.01, 0.016, 0.025, 0.04, 0.05, 0.08, 0.1, 
0.15, 0.2, 0.4, 1, 5, and 25 mM and aTc concentrations of 40, 50,000, 250,000, 350,000, 400,000, 
and 500,000 pg/ml. (C, D) The apparent Hill coefficient (nH) and the apparent half-maximal 
concentration (KH) are shown as functions of the anti-activator levels (D0). The data and error 
bars represent the averages and s.e.m of six replicates performed on three different days, 
respectively. 
 
2.4.3 Building robust and tunable bistable switches.  
Previous works have demonstrated that bistability is possible in both natural and artificial 
systems when ultrasensitivity is combined with positive feedback108,125. The bistable region in a 
bifurcation diagram depends on various parameters, including the basal expression of an 
activator109. Considering that the ExsADC cascade allows for output fine-tuning (Figure 2C), we 
asked whether combining the three regulators would allow us to control the bistable region in a 
tunable manner. To answer this question, we first built and characterized a bistable circuit 
consisting of the three regulators and a positive feedback loop (Figure 4A). As expected, the 
experimentally determined bifurcation diagram, in which an Expectation-Maximization (EM) 
algorithm with a Gaussian mixture model (GMM)114 was used to classify cell population 
distributions (Methods), shows a bistable region, along with both monostable ON and OFF 
regions (Figure 4B). 
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Figure 4. Tuning the hysteretic region by controlling ExsC concentrations. (A) Bistable 
switch with a positive feedback loop that consists of ExsA, ExsD, and ExsC. The expression of 
exsA is under control of the pexsD promoter, forming a positive feedback loop, while ExsD and 
ExsC play a role in fine-tuning the concentration of unbound, active ExsA. +, activating 
interaction; -, repressing interaction. (B) Bifurcation diagram generated by clustering flow 
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cytometry data into BISTABLE (yellow), monostable ON (burgundy), and OFF (dark blue) 
using an EM algorithm with a GMM model 114 (see Methods). The experiments were performed 
at aTc concentrations of 0, 0.128, 0.64, 3.2, 5, 8, 16, 25, 30, 40, 50, 80, 100, 400, 2,000, 10,000, 
50,000, 100,000, 250,000, and 500,000 pg/ml (from top to bottom) and 3OC6 concentrations of 
0, 0.32, 1.6, 5, 8, and 15 nM (from left to right). (C) Model prediction of the hysteretic region 
(see Figures 20 and 21). (D) Hysteretic responses of the three-member bistable switch 
determined experimentally. Independent control of ExsC using an inducible promoter (pLux*) 
enables flexible tuning of the hysteretic region (the shaded area as a guide to the eye) as 
predicted in Figure 4C. ON and OFF cells (see Methods) were grown at different aTc and 3OC6 
concentrations. Green (ON à OFF) and red (OFF à ON) filled circles represent normalized 
fluorescence obtained experimentally. The dashed green and red curves correspond to the fit to a 
mathematical model (Supplementary Data). As predicted and discussed in Figure 21, at high 
3OC6 concentrations (3.0 and 4.0 nM), the normalized fluorescence of the ON cells does not 
reach zero even at high aTc concentrations. This reduced, non-zero fluorescence of the ON cells 
is predicted, and the cells are considered to be in the ON state at high aTc concentrations, rather 
than OFF (Figure 21E). The experiments were performed at aTc concentrations of 0, 0.128, 0.64, 
3.2, 5, 8, 16, 25, 30, 40, 50, 80, 100, 400, 2,000, 10,000, 50,000, 100,000, 250,000, 500,000, and 
750,000 pg/ml and 3OC6 concentrations of 0.005, 0.05, 0.5, 1.6, 3, and 4 nM.  For the 
experiments performed at 3OC6 concentrations of 0.005, 0.05, 0.5, and 1.6 nM, aTc 
concentrations up to 50,000 pg/ml were tested because sample fluorescence did not change as 
aTc concentrations increased. Each data point, normalized to the maximum value, and error bars 
respectively represent the averages and s.e.m of six replicates performed on three different days. 
 
     Bistable switches can display a hysteretic region120 where the output response depends on the 
previous state. To better understand the effect of fine-tuning by ExsC on the hysteretic region, 
we developed a mathematical model (Supplementary Data). As shown in Figure 4C, this model 
predicts that the width of the hysteretic region is a function of 3OC6, the inducer controlling 
ExsC expression (see also Figures 20 and 21). Specifically, as the 3OC6 concentration increases, 
the hysteretic region first decreases and then sharply increases by several orders of magnitude. 
This trend is due to the ultrasensitivity of the pTet* transfer function (i.e., big changes in the 
pTet* promoter activity with small changes in aTc concentrations at certain intermediate aTc 
concentrations, and saturation at high aTc concentrations). This prediction was experimentally 
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tested by initially growing cells in zero and a high aTc (1.0 µg/ml) concentration (ON and OFF 
cells, respectively) and then exposing them to different aTc and 3OC6 concentrations as 
indicated in Figure 4D. In surprisingly good agreement with the computational model, the 
experimental data shows the trend of shrinkage and sharp increase in the hysteretic width as a 
function of 3OC6 concentrations. By changing ExsC expression levels, we demonstrated that the 
three-member, sequestration-based switch can exhibit tunable hysteresis responses in a 
predictable manner.  
2.4.4 Improving robustness through dual-positive feedback loops.  
Memory switches with broader bistable ranges are more robust against fluctuations in key 
biochemical parameters18,85,108,126. In natural regulatory networks, bistable switches often consist 
of two coupled positive feedback loops85 although a single positive feedback loop is sufficient 
for bistability under certain parameter conditions127. In theory, interlocking direct and indirect 
positive feedback loops can generate a robust bistable switch126, and this was experimentally 
verified by coupling two positive feedback loops, which enhanced the bistability range111. To test 
whether this is the case for the sequestration-based system, we used a computational model 
(Supplementary Data) to generate a bifurcation diagram for a bistable switch with either one or 
two positive feedback loops (Figures 5A and 5B). Consistent with other systems, the 
sequestration-based switch with two positive feedback loops, which consists of the three 
regulators including ExsC, is expected to show a broader bistable region than its single-positive 
feedback counterpart, which consists of ExsA and ExsD only. As shown in Figure 5C, the 
experimentally-determined hysteretic region (in an aTc concentration range) was extensively 
increased from ~10-fold (for one positive feedback loop) to >106-fold (for two positive feedback 
loops). To our knowledge, the 106-fold range is the largest bistable range reported so far. This 
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experimental result demonstrates that the seemingly unnecessary addition of the second positive 
feedback loop allows us to build a far more robust bistable switch, providing insights into 
complex natural regulatory networks.  
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Figure 5. Improving robustness of bistable switches through dual-positive feedback loops. 
(A) Sequestration-based genetic circuits with one (left) or two (right) positive feedback loops. 
While ExsA confers direct positive autoregulation on the bistable switches (left and right), an 
indirect positive feedback loop is formed by ExsC which releases free ExsA by sequestering 
ExsD (right). The expression of exsA (and exsC for dual-positive feedback loops) is under 
control of the pexsD promoter. +, activating interaction; -, repressing interaction. (B) Bifurcation 
diagrams showing that two positive feedback loops (right) generate a larger bistable region than 
one positive feedback loop (left) (see Figure 22 and Table 4). 𝛿C, non-dimensionalized 
parameter related to the effective ExsD concentration; 𝜁E, non-dimensionalized parameter related 
to the maximum ExsA concentration (Supplementary Data). (C) Experimental confirmation of 
the increased hysteretic region (the shaded area as a guide to the eye) through dual-positive 
feedback loops. Green (ON à OFF) and red (OFF à ON) filled circles represent normalized 
fluorescence obtained experimentally at different aTc concentrations. The dashed green and red 
curves correspond to the fit to a mathematical model (Supplementary Data). The experiments 
were performed at aTc concentrations of 0, 0.128, 0.64, 3.2, 5, 8, 16, 25, 30, 40, 50, 80, 100, 400, 
2,000, 10,000, 50,000, 100,000, 250,000, 500,000, and 750,000 pg/ml. Each data point, 
normalized to the maximum value, and error bars respectively represent the averages and s.e.m 
of at least six replicates performed on at least three different days. (D) Representative flow 
cytometry histograms indicating the population distributions at the data points marked in Figure 
5C (I-VII). 
 
2.4.5 DISCUSSION  
Natural biological systems continuously monitor and adapt to fluctuating environmental 
conditions. These systems use complex regulatory networks to maintain reliable control over 
biological processes in uncertain environments. Because of the inherent complexity of natural 
regulatory networks, it remains a challenge to determine how robust, system-level behaviors 
emerge from such intricate interactions. A bottom-up approach, in which simpler subsystems are 
built from independently characterized components, can provide a framework that allows for a 
better understanding of the core design principles that govern reliability and robustness of natural 
regulatory networks. Our bottom-up approach combined with mathematical modeling was 
critical in understanding quantitatively how the repurposed regulators from P. aeruginosa 
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(ExsADC) interact in a heterologous host (Figures 2 and 3). Importantly, we demonstrated that 
by building and characterizing each individual circuit (Figures 2 and 3), the collective behavior 
of the complete program can be predicted (Figures 4 and 5). 
     In this study, we have integrated experiments and quantitative modeling to determine how 
regulatory architecture affects system behavior. By building bistable genetic switches from the 
bottom-up, we demonstrated that protein sequestration coupled with positive feedback can 
endow regulatory networks with tunability and robustness (Figures 4 and 5). On the basis of 
mathematical modeling, we accurately predicted and experimentally verified that the bistable 
range can be tuned (Figure 4) and even extensively enhanced by increasing complexity of the 
sequestration cascade (i.e., the number of positive feedback loops; Figure 5). A dual positive 
feedback topology in the lacZYA operon was reported to be attractive over its single positive 
feedback counterpart due to remarkable tolerance to parameter variations111. Our work confirms 
the previous findings by coupling two positive feedback loops with a different ultrasensitive 
system (Figure 5), which is based on protein sequestration. Our work is also different from the 
previous report111 in that the authors used galactoside permease to provide the second positive 
feedback loop while we changed circuit topologies in the heterologous host (E. coli) by simply 
rearranging the repurposed regulators (ExsADC). Because diverse circuit topologies can be 
easily built using the repurposed regulators and the concentrations of the regulators can be tuned 
by simply changing corresponding inducer concentrations (Figures 2 to 5; Figure 23), the 
ExsADC system provides flexible genetic parts for future engineering efforts. 
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     For the first time, we demonstrate experimentally that tunable and robust bistable switches 
can be built by interlocking the three-member sequestration cascade system and dual positive 
feedback loops. Previously constructed bistable switches have demonstrated the importance of 
tunability that can be affected by a variety of factors. While earlier circuits mainly focused on 
transcriptional level regulation and cooperativity for ultrasensitive responses18,108,128, more recent 
circuit constructions have used architectures that incorporate other mechanisms  including post-
translational, cascading, or hybrid approaches109,129,130. In addition to circuit topologies, intrinsic 
parameters, such as protein-protein binding affinities 87, have been shown to affect the bistable 
region. Those systems could be fine-tuned by changing the cooperativity (e.g., by promoter 
engineering) and the binding affinity (e.g., by protein engineering), which might be very 
challenging. One advantage of the three-member sequestration system over previously 
constructed bistable switches is its tunability, which is quite challenging to achieve in synthetic 
systems. In our system, the bistable range can be easily and predictably controlled by changing 
the concentration of ExsC, a member in the sequestration cascade (Figure 4); beyond the 
threshold level (~3 nM 3OC6 in Figure 4D), the system remains bistable even in the presence of 
large changes in aTc concentrations (~104-fold). In addition, our system is versatile in that it can 
be easily rewired to generate diverse topologies of interactions that enable different functions 
(Figure 23). Furthermore, protein sequestration is widely found in natural regulatory networks122 
and can easily generate ultrasensitive responses (Figure 3). We expect that our understanding of 
biological robustness will be increasingly deepened as more complex circuits, based on diverse 
mechanisms, are constructed and characterized. 
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Chapter 3: Decoupling Resource-Coupled 
Gene Expression in Living Cells 
 
Reprinted with permission from Shopera, T., He, L., Oyetunde, T., Tang, Y.J., & Moon, T.S. 
Decoupling Resource-Coupled Gene Expression in Living Cells131. ACS Synth Biol. 
(2017).10.1021/acssynbio.7b00119. Copyright © 2017 American Chemical Society 
 
In chapter two, we demonstrated that intricate interactions of many components and multiple 
layers of feedback regulation can be integrated to construct robust, tunable, and predictable 
complex synthetic circuits. However, increasing circuit complexity (i.e., increasing number of 
interacting elements or biological parts) generates trade-offs between robustness and increased 
demand of cellular resources. Because living cells have limited resources, independent (non-
interacting) functional modules often compete for these limited resources. Such competition can 
cause unexpected resource coupling between non-interacting synthetic gene networks, which 
impacts reliability and predictability of these circuits. In this chapter, we study indirect resource 
coupling between seemingly unconnected genetic circuits by building synthetic genetic devices 
of various regulatory topologies and complexities. In addition, we investigate how resource-
coupled interference in synthetic gene regulatory circuits can be reduced to enhance functional 
robustness.  
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3.1 Abstract  
Synthetic biology aspires to develop frameworks that enable construction of complex and 
reliable gene networks with predictable functionalities. A key limitation is that increasing 
network complexity increases the demand for cellular resources, potentially causing resource-
associated interference among non-interacting circuits. Although recent studies have shown the 
effects of resource competition on circuit behaviors, mechanisms that decouple such interference 
remain unclear. Here, we constructed three systems in Escherichia coli, each consisting of two 
independent circuit modules, where the complexity of one module (Circuit 2) was systematically 
increased while the other (Circuit 1) remained identical. By varying the expression level of 
Circuit 1 and measuring its effect on the Circuit 2 expression level, we demonstrated 
computationally and experimentally that indirect coupling between these seemingly unconnected 
genetic circuits can occur in three different regulatory topologies. More importantly, we 
experimentally verified the computational prediction that negative feedback can significantly 
reduce resource-coupled interference in regulatory circuits. Our results reveal a design principle 
that enables cells to reliably multi-task while tightly controlling cellular resources. 
 3.2 Introduction 
Living cells continuously monitor environmental fluctuations and adjust their gene expression 
patterns accordingly132. Because cells have limited and variable resources confined in a small 
volume, directing too many resources towards one subsystem inevitably reduces resource 
availability to other subsystems, which incurs a fitness or performance cost to the cell133-137. In 
response, natural biological systems have evolved mechanisms that reliably distribute resources 
to a wide range of gene expression programs to maintain optimal physiological equilibrium138,139, 
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including various sigma factors and genetic redundancies. Cells use several different types of 
sigma factors that direct transcription of specific genes with functions ranging from 
housekeeping to stress response140. This allows the cell to prevent the expression of unnecessary 
proteins and RNAs. In addition, proteins with redundant functions help maintain consistent 
metabolic fluxes. Unexpected inactivation of a protein or regulator will be buffered by the 
presence of a redundant protein or regulator with a similar function88,89. Mechanisms like these, 
which maintain system’s robustness, prevent signaling discord and allow regulatory networks to 
precisely perform their optimal functions to enhance organismal fitness and survival.  
     Synthetic circuits rarely function in isolation. Instead, these circuits function through complex 
biochemical interactions occurring in a living cell and are susceptible to context dependence. 
Context effects impact reliable and predictable functioning of these circuits in vivo. For example, 
most synthetic circuits represent unnecessary genetic load and depend on the host resources (e.g., 
transcriptional and translational machinery) to function65,66. These synthetic devices compete 
with endogenous gene circuits for limited resources, which results in a fitness cost to the host95-97 
or modification of cellular behavior30,66,141. Such costs mainly emanate from the reallocation of 
transcriptional and translational machinery142-144, which is available in limited amounts. To avoid 
incurring fitness costs, orthogonal gene expression systems that are independent of host’s 
resource machinery have been developed. For example, modular combination of orthogonal 
transcription by T7 RNA polymerase and translation by orthogonal ribosomes created orthogonal 
gene expression networks in E. coli91. Additionally, a system that sets a tight budget constraint 
on the distribution of cellular resources among synthetic circuits (i.e., resource allocator) was 
recently reported92. Although these orthogonal systems can insulate to some degree synthetic 
genetic circuits from the resource-associated interference, they would not fully reduce coupling 
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among seemingly independent synthetic circuits as a result of competition for shared 
resources68,92,133,134. 
     Competition for limited resources can couple independent synthetic genetic networks and 
impact reliable and predictable functioning of these circuits67,69,145,146. To create sophisticated 
and reliable cellular behaviors through complex high-order networks26,70,100,147 the mechanisms 
that decouple resource dependencies among genetic circuits and enhance functional robustness 
should be better understood and engineered. Because transcriptional and translational resources 
(e.g., RNA polymerases and ribosomes) are mainly limited in growing bacterial cells that contain 
synthetic circuits67,69,148, in this study, we focused on impacts of overexpressed synthetic 
constructs on expression of other genes in E. coli. To this end, we constructed three genetic 
systems, each of which consists of two seemingly independent functional modules (Circuits 1 
and 2; Figure 6). In these systems, Circuit 1 is identical while Circuit 2 is different in terms of 
regulatory complexity. We demonstrated computationally and experimentally that the Circuit 2 
expression level is a function of the Circuit 1 expression level as well as the regulatory topology 
of Circuit 2. More importantly, we experimentally verified that negative feedback loops can 
reduce the resource-associated interference between independent genetic circuits. For the first 
time, our experimental results establish negative feedback as a mechanism for robust control of 
gene expression through decoupling of resource-associated gene expression coupling among 
genetic circuits. 
3.3 RESULTS AND DISCUSSION 
3.3.1 Resource-coupled circuit interference 
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It is widely known that protein overexpression often leads to growth defect. We first constructed 
two independent genetic circuits with no regulatory link between them (Circuits 1 and 2 of 
System 1; Figure 6) in E. coli where Circuit 1 expresses RFP (under the control of the pLux* 
promoter) and Circuit 2 expresses GFP (under the control of the constitutive pCI promoter). To 
investigate the effect of gene copy numbers on growth and thus circuit behaviors, we varied the 
plasmid copy numbers for Circuits 1 and 2 using a low copy plasmid (LCP, pSC101*), a medium 
copy plasmid (MCP, p15A), and a high copy plasmid (HCP, ColE1) (Figure 24). As expected, 
more severe growth defect was observed with a combination of higher copy numbers (e.g., 
MCP-HCP for Circuits 1 and 2, respectively) than that of lower copy numbers (e.g., LCP-MCP). 
Interestingly, the MCP-HCP combination also showed a strong negative correlation between 
GFP and RFP levels, which was calculated using an optimal linear least squares method (𝐹GHI 	=		𝑎 − 𝑏	𝐹LHI; R2 = 0.974, P < 0.001). In contrast, a combination of LCP-MCP (R2 = 0.133, P > 
0.05) or LCP-HCP (R2 = 0.504, P < 0.05) showed no or weak dependence. This linear coupling 
relationship was mathematically derived (see Supporting data for details), which is consistent 
with the previous reports that demonstrated expression interferences between simple circuits due 
to limited transcriptional and translational resources67,69. 
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Figure 6. Three genetic systems used in this study. Each system consists of two independent 
genetic circuits. For all three systems, Circuit 1 is identical while Circuit 2 is different. In Circuit 
1, an inducible promoter pLux* controls RFP expression. In Circuit 2, GFP is expressed from 
pCI (constitutive; System 1), pexsD (activated by the ExsA regulator; System 2), or psicA 
(activated by the InvF-2SicA* complex; System 3). In Systems 2 and 3, the regulators (ExsA, 
InvF, and SicA*) are expressed from an inducible promoter pTet*. 3OC6 and aTc represent N-
(b-ketocaproyl)-L-homoserine lactone and anhydrotetracyline, respectively. LCP, MCP, and 
HCP represent low (pSC101*; 3-4 copies), medium (p15A; 20-30 copies), and high (ColE1; 50-
70 copies) copy plasmid, respectively149. 
 
3.3.2 Effect of the circuit topology on the coupling correlation  
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Motivated by this interesting coupling correlation, we hypothesized that diverse independent 
circuits can generate expression interferences. Since genetic circuits with large numbers of 
components are ubiquitous in natural biological systems83,98, we next sought to explore the 
impact of circuit complexity on the coupling correlation. To this end, we constructed two more 
systems (Systems 2 and 3) in which Circuit 1 remained identical while Circuit 2’s complexity 
increased (Figure 6). For System 2, two biological parts were mined from Pseudomonas 
aeruginosa: transcriptional activator ExsA and its target promoter pexsD115. For System 3, three 
parts were mined from Salmonella typhimurium: transcriptional activator InvF which requires 
chaperone SicA* to form the InvF-2SicA* complex; and the psicA promoter that is activated by 
the complex26,150-152 For both systems, the regulator genes (exsA or invF-sicA) were placed under 
the transcriptional control of the pTet* promoter and were maximally expressed at the saturating 
aTc concentration of 50 ng/ml. Without any coupling, we would expect a constant GFP level 
when varying RFP levels. 
     When experimentally tested by varying the RFP level (or 3OC6 concentration), Systems 2 
and 3 also showed strong coupling behaviors (Figure 7). Interestingly, Systems 1 and 2 followed 
a linear correlation while System 3 showed a non-linear correlation (Figure 7C), which is 
consistent with our computational modeling results (Supporting data). Recent reports showed 
that transcriptional tuning of one functional module (i.e., varying 3OC6 concentrations in our 
case) did not affect the slope of the coupling correlation in simple circuits67,69, which is 
consistent with our finding from Systems 1 and 2 (simpler circuits). In contrast, we 
computationally and experimentally demonstrated that System 3 (more complex circuit) 
followed a non-linear correlation, possibly due to the formation of the InvF-2SicA* complex 
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(discussed below). These results suggest that resource-coupled interferences in diverse genetic 
circuits can occur in a complex manner, depending on the circuit topology. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Resource-coupled circuit interference. A. Schematic diagrams of genetic circuits 
with different regulatory architectures shown in Figure 6. B. Competition for limited resources 
generates coupling between Circuits 1 and 2. The increase in RFP levels (or 3OC6 
concentrations) reduces GFP levels. FGFP (left y-axis) and FRFP (right y-axis). The experiments 
were performed at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 40, 200, and 1,000 nM and an aTc 
concentration of 0 (System 1) or 50 ng/ml (Systems 2 and 3). For the pLux* promoter, pLux*_-
35N4G was used in all three systems (Table 13). C. The circuit topology affects the coupling 
correlation. Computational simulations (solid lines; see Supporting data for details) show a linear 
coupling relationship in Systems 1 and 2, but a non-linear coupling relationship in System 3. 
Note that these solid lines were obtained not from fitting experimental data to the model, but 
from computational simulations in which model parameters are mostly based on literature values 
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and fixed for all the figures in this work. The parameters employed for numerical simulations are 
listed in Table 9. The experimental data and error bars show the average and s.e.m of at least 
three biological replicates performed on different days. The corresponding growth data are 
shown in Figure 25. 
 
     Mutations in the promoter region alter transcription rates153, which may modify resource 
coupling behaviors. To investigate the effect of different pLux* variants as well as different 
3OC6 concentrations on the coupling correlation, we created a set of eleven pLux* promoter 
variants, each with a different point mutation in the -35 or -10 region (Figure 26 and Table 10). 
This promoter set allowed us to test total 33 subsystems (11 per system) at eight different 3OC6 
concentrations, spanning 1.5×10-2 – 1.4×101 REU for the RFP level (Figure 8B). These 11 
subsystems (per system) also allowed for a rigorous linearity test. When we assumed that all 
three systems followed a linear correlation, Systems 1, 2, and 3 showed R2 values of 0.78, 0.95, 
and 0.55, respectively (Figure 8B). In addition, our further analysis (Figure 26) shows that the 
slope of the coupling correlation is independent of the pLux* promoter strength (i.e., 𝐹GHI 	=		𝑎 − 𝑏𝐹LHI where “-b” is constant) for System 1 and System 2. In contrast, the slope increases 
with the pLux* promoter strength (i.e., 𝐹GHI 	= 		𝑎 − 𝑏𝐹LHI where “-b” increases with RFP 
levels) in System 3. To better visualize the coupling correlation using the representative data 
point from each subsystem, we plotted the GFP level vs. the maximum RFP level of each 
subsystem (Figure 8C). The simplified plot (Figure 8C) also showed a linear correlation for 
Systems 1 (R2 = 0.63) and 2 (R2 = 0.89), but not for System 3 (R2 = 0.10). 
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Figure 8. Effect of point mutations in the pLux* promoter on resource coupling. A. 
Schematic diagrams of genetic circuits with different regulatory architectures shown in Figure 6. 
B. Coupling correlations between GFP and RFP levels. Systems 1 and 2 show a linear coupling 
correlation, but System 3 shows a non-linear correlation. For Circuit 1, eleven pLux* promoter 
variants were used at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 40, 200, and 1,000 nM. For 
Circuit 2, an aTc concentration of 0 (System 1) or 50 ng/ml (Systems 2 and 3) was used. The 
experimental data and error bars show the average and s.e.m. of at least three biological 
replicates performed on different days. The sequences and transfer function parameters 
(determined in the absence of Circuit 2) of the eleven pLux* promoter variants are shown in 
Figure 26 and Table 10. The corresponding growth data are also shown in Figure 26. Solid lines 
represent computational simulations obtained by varying k1 (dissociation constant between the 
RNA polymerase and the pLux* promoter; 0.05 - 10,000 nM). All other parameters used for 
these simulations are summarized in Table 9. C. Coupling correlations between the GFP level 
and the maximum RFP level of each subsystem. The maximum RFP level was selected as the 
representative RFP level of each pLux* promoter variant (total 11 promoters) to better visualize 
the coupling correlation shown in Figure 8B. Solid lines represent computational simulations 
obtained by varying k1. Note that these solid lines in Figures 8B and 8C were obtained not from 
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fitting experimental data to the model, but from computational simulations in which model 
parameters are mostly based on literature values and fixed for all figures in this work. 
 
     To understand the non-linear coupling correlation for System 3, we performed additional 
computational simulation. We reasoned that the non-linearity could arise from the binding 
requirement of two SicA molecules for one InvF molecule. While natural biological systems can 
precisely control protein proportion of multiprotein complexes to their stoichiometry154, one of 
overexpressed proteins in synthetic circuits may be in excess of the other protein components of 
multiprotein complexes. Such unbalanced protein synthesis may result in the non-linearity 
observed in System 3 (Figures 7 and 8). To test this reasoning, simulations were done by varying 
the binding stoichiometry (n in InvF-SicAn; Figure 9). As shown in Figures 9B and 9C, when n 
is greater than or equal to one, the non-linearity is clear. When n is zero (which can be 
considered to be the case of System 2), the coupling correlation is linear. Taken together, these 
simulations provide a possible explanation for our experimental observation (Figures 7 and 8). 
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Figure 9. The non-linear coupling can arise from the binding requirement of two SicA 
molecules for one InvF molecule. A. Schematic diagram of System 3 where the InvF-SicA2 
complex formation is shown. B. Simulations showing that the non-linearity can arise when the 
binding stoichiometry (n) is greater than or equal to one. The coupling correlation is linear when 
n is zero (which can be considered to be the case of System 2). Simulations were done by 
varying n values without any other changes in the model for System 3. Parameters used for these 
simulations are summarized in Table 9. C. A plot in which Figure 9B was modified by 
normalizing FGFP values to their maximum value of each curve in order to clearly show the non-
linearity. 
 
3.33 Negative feedback loops can reduce resource-associated coupling in 
genetic circuits.  
A variety of regulatory architectures can be impacted by resource coupling, resulting in 
alterations in gene expression patterns and emergence of unexpected genetic circuit behavior. 
Since there are many gene expression units competing for cellular resources in a living cell, key 
questions arise. How do natural biological systems enable independent genetic circuits to 
function in a robust manner? What are the key regulatory mechanisms that allow for reliable 
management of cellular resources? We hypothesized that negative feedback can reduce resource 
coupling in genetic circuits, which a previous theoretical report predicted155.  
     Negative feedback is a recurring regulatory motif in biological systems with ~40% of known 
transcriptional factors in E. coli under negative auto-regulatory control82,83. The prevalence of 
negative feedback loops suggests their importance in the maintenance of optimal gene expression 
and reliable information processing capabilities16,31,73,84,156,157. However, to our knowledge, 
negative feedback has never been experimentally demonstrated as a source of decoupling 
resource-coupled gene expression in living cells. To test our hypothesis, we modified System 2 
by constructing a negative feedback loop (Figure 10). System 2 was selected because it showed 
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decent growth (compared to System 1; Figure 24) as well as a linear coupling correlation for 
easy quantitative comparison. The negative feedback loop was built by expressing ExsD as well 
as GFP under the control of the output promoter (pexsD). In this modified system, ExsA is 
sequestered through protein-protein interaction by the anti-activator (ExsD) into an inactive 
complex (ExsA-ExsD), exerting indirect negative feedback (Figure 10)116. To quantify the 
decoupling effect of negative feedback loops, we define a parameter b as follows: β =
	NOHPQRS T	UOHPQR= T	OHPQRS T V 	X	100, where 𝐹GHIX  is the GFP output at 0 µM 3OC6 (or at the basal RFP level) 
and 𝐹GHIY  is the GFP output at 1 µM 3OC6 (or at the maximally induced RFP level). Here, b 
describes the magnitude of the GFP output loss in Circuit 2 when the pLux* promoter is 
maximally induced (the larger b, the more coupling). Alternatively, the slope -b (𝐹GHI 	= 		𝑎 −𝑏	𝐹LHI) can be compared (the larger b [i.e., the more negative slope], the more coupling). 
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Figure 10. Negative feedback reduces resource coupling in genetic circuits. Three open loop 
subsystems of System 2 were compared to three subsystems with an indirect negative feedback 
loop (which is formed through ExsA sequestration by ExsD). These open loop subsystems (top 
schematics) have different ribosome binding site (RBS; dashed oval in the figure) sequences for 
gfp (AGGAGT for Figure 10A, TTTGCT for Figure 10B, and GATTAT for Figure 10C). These 
feedback subsystems (bottom schematics) have either TGAGGA (Figures 10A and 10B) or 
CGATAA (Figure 10C) in their RBS sequences for exsD. Detailed information regarding 
plasmids, strains, and sequences of promoters and RBSs used in this figure is summarized in 
Tables 11-13. Simulations (top plots) were done using parameters summarized in Table 9. The 
experimental data and error bars (bottom plots) show the average and s.e.m of three biological 
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replicates performed on different days. The experimental data were fitted to an equation 𝐹GHI 	=		𝑎 − 𝑏𝐹LHI to calculate and compare the slopes between open loop and feedback subsystems. 
The growth data are shown in Figure 29. A. Comparison between open loop and feedback 
subsystems when feedback greatly reduces the FGFP value (~20-fold reduction at the lowest RFP 
level). The experiments were performed at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 20, 40, 200, 
and 1,000 nM, and an aTc concentration of 50 ng/ml. The fitted equations: 𝐹GHI 	= 	1.268 −0.2006	𝐹LHI for the open loop (R2 = 0.710) and 𝐹GHI 	= 		0.061 − 0.0036	𝐹LHI for the feedback 
loop (R2 = 0.879). The open loop subsystem has a higher FGFP drop (b = 70 ± 1) than its negative 
feedback counterpart (b = 21 ± 3). B. Comparison between open loop and feedback subsystems 
when their FGFP values become closer (difference within 30% at the lowest RFP level). The 
experiments were performed at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 20, 40, 200, and 1,000 
nM, and an aTc concentration of 50 ng/ml. The fitted equations: 𝐹GHI 	= 	0.086 − 0.0081	𝐹LHI 
for the open loop (R2 = 0.877) and 𝐹GHI 	= 		0.061 − 0.0036	𝐹LHI for the feedback loop (R2 = 
0.879). The open loop subsystem has a higher FGFP drop (b = 35 ± 2) than the negative feedback 
subsystem (b = 21 ± 3). C. Comparison between open loop and feedback subsystems when their 
FGFP values are similar at the lowest RFP level. The experiments were performed at 3OC6 
concentrations of 1.6, 5, 8, 20, 40, 200, and 1,000 nM, and an aTc concentration of 50 ng/ml. 
The fitted equations:	𝐹GHI 	= 	0.240 − 0.0369	𝐹LHI for the open loop (R2 = 0.883) and 𝐹GHI 	=		0.251 − 0.0276	𝐹LHI for the feedback loop (R2 = 0.984). The open loop subsystem has a higher 
FGFP drop (b = 38 ± 2) than the negative feedback subsystem (b = 30 ± 1). 
 
     We first modified an open loop subsystem by adding exsD under the control of pexsD, 
generating its feedback loop counterpart (Figure 10A). Our computational simulation and 
experimental data showed that negative feedback resulted in reduced coupling (b = 0.2006 and b 
= 70 ± 1 for the open loop; b = 0.0036 and b = 21 ± 3 for the feedback loop). However, feedback 
also decreased the GFP level (~20-fold reduction at the minimum RFP level). To determine 
whether the decoupling effect was merely a consequence of lowered gene expression, we created 
an open loop subsystem with reduced GFP levels by using a weaker ribosome binding site (RBS) 
sequence for gfp (Figure 10B). When the open loop subsystem was compared to the feedback 
loop subsystem, the FGFP value difference was small at the minimum RFP level (within 30%) and 
their FGFP values were similar at the maximum RFP level. Again, negative feedback reduced 
 47 
resource coupling (b = 0.0081 and b = 35 ± 2 for the open loop; b = 0.0036 and b = 21 ± 3 for 
the feedback loop). Finally, two additional subsystems were created by changing RBS sequences 
for gfp (open loop) and for exsD (feedback loop) such that the GFP level of the open loop was 
similar to that of the feedback loop at the minimum RFP level, and even lower than that of the 
feedback loop at the maximum RFP level (Figure 10C). We again observed reduced resource 
coupling by negative feedback (b = 0.0369 and b = 38 ± 2 for the open loop; b = 0.0276 and b = 
30 ± 1 for the feedback loop). These results verify that reduced coupling is due to not only 
reduced expression levels by negative feedback but also the presence of negative feedback itself. 
     To confirm that reduced coupling is due to the presence of negative feedback itself, we also 
created a completely unstable mutant of ExsD (ExsD**) by removing ten amino acids from the 
C-terminal of ExsD158. As shown in Figure 30, the subsystem containing ExsD** showed GFP 
levels almost identical to those of the open loop counterpart, indicating that ExsD** was unable 
to reduce GFP expression levels by protein sequestration. We then constructed three ExsD**-
containing subsystems, which have similar GFP levels to that of a negative feedback-containing 
subsystem or an open loop subsystem (Figure 31). As shown in Figure 31, the subsystem 
containing a negative feedback loop has a higher (less negative) slope (b = 0.0024) than the open 
loop subsystem (b = 0.0057) or the three ExsD**-containing subsystems (b = 0.0075, 0.0054, 
and 0.0039). Taken together, these results corroborate that the presence of negative feedback 
itself contributes to reduced coupling. 
     Biological systems have finite cellular resources, which are shared by a large number of 
competing genetic circuits. Gene expression programs rely on common pools of RNA 
polymerases and ribosomes, and overloading these machineries profoundly affects the qualitative 
behavior of independent genetic circuits in ways that are only now beginning to be 
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understood67,69,159. However, control mechanisms that decouple and dampen unexpected 
coupling that emerges between seemingly independent functional modules remain largely 
unknown. We show that unexpected coupling correlations that result from competition for shared 
cellular resources can be decoupled by a negative feedback control mechanism. To our 
knowledge, this is the first report demonstrating experimentally that a negative feedback loop 
can decouple two independent circuits from resource-coupled interferences in vivo (Figure 10). 
Not only does this study highlight a significant step towards the creation of complex and reliable 
genetic circuits, but it also provides insight into the architectural principles that govern biological 
robustness in living organisms94.  
     In this study, we constructed a set of independent gene circuits with various topologies and 
characterized coupling correlations that can emerge as a result of competition for cellular 
resources 67,69,159. We found that many genetic circuits with various regulatory architectures are 
susceptible to resource-coupled effects (Figures 7 and 8), which makes creation of reliable and 
predictable circuits challenging. We also found that other factors can affect the coupling 
correlation, making predictable circuit construction even more challenging. For example, it is 
well-known that the bacterial growth rate depends on the type or amount of available nutrients. 
Because the abundance of RNA polymerases and ribosomes is growth rate-dependent, bacterial 
gene expression is affected by growth rates66. As shown in Figure 28, three different media 
resulted in different growth rates (LB > supplemented M9 > M9 + 0.4% glucose) and thus 
different coupling correlations (i.e., different slopes: LB [less negative] > supplemented M9 > 
M9 + 0.4% glucose [more negative]). Many genetic circuit applications would require limiting 
nutrients (i.e., minimal media rather than rich media), and competition for a shared cellular 
resource must be considered in such applications. In addition, future studies on the effect of other 
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factors on resource coupling, including variations in plasmid copy numbers and network 
dosage160,161, may provide additional information on how diverse interconnected factors affect 
resource coupling in a complex way. 
     Competition for cellular resources may represent an evolutionarily accessible property, which 
under some conditions, natural biological systems may exploit for optimal control of gene 
expression. For instance, competition for binding sites can generate coupling effects that can 
reduce noise162 and increase threshold and ultrasensitive responses100,121,134. Sigma factors 
compete for the common pool of RNA polymerases, which substantially results in 
ultrasensitivity134. In addition, coupling generated from competition for limited cellular 
proteases133 can be exploited to build complex biological clocks141. Nevertheless, many 
biotechnological applications will require functional modules to be completely independent of 
each other, even in the presence of severe resource perturbations. This decoupling can be 
achieved by simply wiring a negative feedback loop to one of the independent functional 
modules. However, it is important to note that the resource decoupling by negative feedback is a 
complex process that necessitates fine-tuning of the expression level of protein regulators (e.g., 
ExsD). As shown in Figure 32, our simulations demonstrate that too strong negative feedback 
can result in more coupling than the open loop counterpart because ExsD expression also 
requires cellular transcriptional and translational resources. Taken together, this study contributes 
to understanding principles of biological robustness by demonstrating negative feedback as a 
mechanism for robust and reliable control of gene expression through decoupling of resource-
associated interferences in genetic circuits.  
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3.4 METHODS 
3.4.1 Strains and Growth Media 
E. coli DH10B163 was used for all experiments. In all experiments unless otherwise indicated, 
cells were grown in pre-warmed M9 minimal media supplemented with 1.0 mM thiamine 
hydrochloride, 0.8 mM L-leucine, 0.2% (w/v) casamino acids, 0.4% (v/v) glycerol, 2.0 mM 
MgSO4, and 0.1 mM CaCl2 (supplemented M9 media). In some experiments (as indicated in each 
figure), cells were grown in pre-warmed M9 minimal media supplemented with 1.0 mM 
thiamine hydrochloride, 0.8 mM L-leucine, 0.4% glucose, 2.0 mM MgSO4, and 0.1 mM CaCl2 
(M9 + 0.4% glucose) or pre-warmed LB media (Miller). The “supplemented M9” medium or the 
“M9 + 0.4% glucose” medium was filter-sterilized. Kanamycin (20 µg/ml), ampicillin (100 
µg/ml), spectinomycin (100 mg/ml), and chloramphenicol (34 µg/ml) were added as appropriate. 
Two inducers were used at the following concentrations: aTc (anhydrotetracyline, 0 to 50 ng/ml) 
and 3OC6 (N-(b-ketocaproyl)-L-homoserine lactone, 0 to 1 µM). All the inducers and chemical 
reagents used in this study were purchased from Sigma-Aldrich (St. Louis, MO) unless otherwise 
indicated.  
3.4.2 Plasmid design and circuit construction  
All the genetic circuits were constructed by blunt end ligation as described previously46, or the 
Golden-Gate DNA assembly113 using type IIS restriction enzymes (BspMI, BsmBI, and SapI 
from New England Biolabs, Ipswich, MA). Regulator genes (exsA, exsD, invF, and sicA*) and 
pTet* and pLux* promoters used in this study were PCR-amplified from pTet*-exsDA, pTet*-
invF, pBAD-sicA*, and pLux*-exsC plasmids26, using Phusion High-Fidelity DNA polymerase 
(New England Biolabs, Ipswich, MA). The pexsD-gfp plasmid100 and psicA-gfp plasmid26 were 
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previously constructed. The PCR-amplified genetic parts were ligated using T4 DNA ligase 
(New England Biolabs, Ipswich, MA). Constructed plasmid sequences were verified by DNA 
sequencing (PNACL, Washington University School of Medicine). Electro-competent E. coli 
DH10B was transformed with plasmids (Table 11) using electroporation (Eppendorf Eporator), 
and cells were stored at -80ºC (Table 12). All the oligonucleotides were purchased from 
Integrated DNA Technologies (IDT, Coralville, IA). All genetic part sequences used in this study 
are shown in Table 13. 
3.4.3 Fluorescence measurement  
Cells were grown overnight (~16 h in supplemented M9 or LB, and ~24 h in M9 + 0.4% 
glucose) in 4 ml media in 14 ml tubes with appropriate antibiotics at 37ºC and 250 rpm in a New 
Brunswick Excella E25 shaking incubator. The overnight cultures were transferred (1:300 
dilution) to fresh media (supplemented M9, LB, or M9 + 0.4% glucose) in deep 96-well plates 
(Eppendorf). To determine growth rates (Figures 28B and 28C), each culture (0.2 ml) was grown 
in the Tecan Infinite M200 PRO (at 37ºC and 250 rpm in Chimney well and F-bottom, Grenier 
Bio-One) at inducer concentrations as indicated in the figure for ~24 h. For the other 
experiments, each culture (0.6 ml) was grown (at 37ºC and 250 rpm) at inducer concentrations as 
indicated in the figure. After 8 h (for supplemented M9 or LB) or ~24 h (for M9 + 0.4% glucose) 
(by which the systems reached steady state), cells were centrifuged and the cell pellet was re-
suspended in 200 µl filtered 0.9% (w/v) saline (pH 8.0). The population level fluorescence 
measurements (fGFP = GFP/Abs600 and fRFP = RFP/Abs600 where Abs600, fGFP, and fRFP 
respectively represent absorbance value at 600 nm, and GFP and RFP fluorescence per cell) were 
performed in 96-well microplate (Chimney well and F-bottom, Grenier Bio-One) using a Tecan 
Infinite M200 PRO plate reader (GFP settings were excitation at 483 nm and emission at 530 nm 
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while RFP settings were excitation at 535 nm and emission at 620 nm). Autofluorescence (fAGFP 
= GFP/Abs600 and fARFP = RFP/Abs600 of DH10B lacking GFP and RFP, respectively) was 
subtracted from fGFP and fRFP of all experimental samples, including reference constructs. 
3.4.4 Conversion of RFP and GFP arbitrary units into relative expression units (REUs) 
Relative expression units (REUs) were calculated using DH10B cells containing a reference 
construct (BBa_J23105-rfp (a low copy plasmid) or BBa_J23104-gfp (a high copy plasmid); see 
Tables 11 and 12) with constitutively expressed RFP (strain AH034) or GFP (strain AH016), 
which were previously constructed46. The objective of using REUs is to standardize 
measurements between labs and projects by normalizing measured fluorescence values to that of 
a reference construct. AH034 and AH016 strains were grown, and their fluorescence was 
measured at the same time with that of the experimental strains. RFP and GFP values were 
converted into REU using the following formulas: FRFP (REU) = [fRFP]/[fRFP]AH034 = (fRFP - 
fARFP)/(fRFP, AH034 - fARFP) and FGFP (REU) = [fGFP]/[fGFP]AH016 = (fGFP - fAGFP)/(fGFP, AH016 - fAGFP), 
where [fRFP] and [fGFP] represent RFP and GFP fluorescence per cell produced by experimental 
constructs, respectively (autofluorescence subtracted), and [fRFP]AH034 and [fGFP]AH016 represent 
RFP and GFP fluorescence per cell produced by AH034 and AH016 strains, respectively 
(autofluorescence subtracted).  
3.4.5 Computational modeling  
Numerical simulations were performed using MATLAB 2015b (Mathworks). Model equations 
and their derivations relevant to each figure can be found in Supporting Information.  
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Chapter 4: Dynamics of sequestration-based 
gene regulatory cascades 
 
Reprinted with permission from Shopera, T., Henson, W.R., & Moon, T.S. Dynamics of 
sequestration-based gene regulatory cascades164. Nucleic Acids Res. Doi:10.1093/nar/gkx465 
(2017). 
 
Quantitative characterization of complex high-order networks (circuits with many interacting 
components and layers of multiple feedback regulation) at static conditions would not be 
sufficient to fully understand the design principles that govern biological robustness. Engineers 
also need to understand the dynamics of complex synthetic circuits by determining how various 
regulatory components individually and collectively modulate dynamics of cellular behavior. In 
this chapter, we aim to understand how complex molecular interactions and multiple feedback 
systems determine the robustness of gene expression dynamics in regulatory cascades.  
4.1 Abstract 
Gene regulatory cascades are ubiquitous in biology. Because regulatory cascades are integrated 
within complex networks, their quantitative analysis is challenging in native systems. Synthetic 
biologists have gained quantitative insights into the properties of regulatory cascades by building 
simple circuits, but sequestration-based regulatory cascades remain relatively unexplored. 
Particularly, it remains unclear how the cascade components collectively control the output 
dynamics. Here, we report the construction and quantitative analysis of the longest sequestration-
based cascade in Escherichia coli. This cascade consists of four Pseudomonas aeruginosa 
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protein regulators (ExsADCE) that sequester their partner. Our computational analysis showed 
that the output dynamics are controlled in a complex way by the concentration of the unbounded 
transcriptional activator ExsA. By systematically varying the cascade length and the synthesis 
rate of each regulator, we experimentally verified the computational prediction that ExsC plays a 
role in rapid circuit responses by sequestering the anti-activator ExsD, while ExsD increases 
response times by decreasing the free ExsA concentration. In contrast, when additional ExsD 
was introduced to the cascade via indirect negative feedback, the response time was significantly 
reduced. Sequestration-based regulatory cascades with negative feedback are often found in 
biology, and thus our finding provides insights into the dynamics of this recurring motif. 
4.2 INTRODUCTION 
Biological systems use diverse regulatory strategies involving many interacting DNA sequences, 
RNAs, and proteins to achieve robust dynamic control of gene expression99. RNA regulation of 
physiological responses is ubiquitous in living cells and contributes to rapid cellular adaption to 
stress conditions165. While small RNA regulators generate fast gene expression responses166-168, 
protein-protein interactions also exhibit rapid responses when the protein regulators are already 
present in the cell166. Negative feedback loops represent another widely found mechanism that 
natural biological systems employ to modulate gene expression dynamics. For instance, negative 
auto-regulation, in which a system’s output molecule negatively regulates its own synthesis, 
speeds up the response time compared to its counterpart without negative feedback regulation156. 
Regulatory mechanisms involving small RNAs, protein-protein interactions, and negative 
autoregulation enable biological systems to optimize gene expression in dynamic environments.  
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     Regulatory cascades can generate precisely controlled gene expression dynamics in response 
to environmental signals132. Ordered transcriptional activation has been shown in both 
prokaryotic and eukaryotic systems, which allows for optimal use of transcriptional resources169-
171. By building and characterizing synthetic regulatory cascades, Hooshangi et al. showed that 
the transcriptional cascade depth (i.e., the number of layers in a cascade) modulates the response 
time of gene expression21. In addition, regulatory cascades that combine both transcriptional and 
translational regulation have been shown to control the dynamics of important cellular processes 
such as bacterial pathogenesis and biofilm production104. Understanding the principles that 
govern the dynamic control of gene expression is necessary for predicting complex system-level 
behaviors and engineering robust gene expression dynamics for a wide range of biotechnological 
applications172.  
     Protein sequestration is ubiquitous in biology122, and sequestration-based gene regulatory 
cascades are frequently found in pathogenic bacteria150,173,174. For example, through a partner-
swapping mechanism, the ExsA–ExsD–ExsC–ExsE protein regulatory cascade provides precise 
control of the type III secretion system (T3SS) gene expression in Pseudomonas aeruginosa, an 
opportunistic pathogen. Considerable efforts have focused on elucidating the regulatory structure 
of the T3SS and its basic organization115-119. A transcription factor (ExsA) activates the target 
promoter115 and is sequestered by an anti-activator (ExsD) into an inactive ExsA–ExsD 
complex116. A chaperone ExsC functions as an anti-anti-activator that sequesters ExsD into a 
complex (ExsD–ExsC) and liberates free ExsA, which activates the T3SS pathogenicity 
machinery117. A fourth protein regulator (ExsE) sequesters ExsC into a complex (ExsC–ExsE). 
This mechanism prevents ExsC from interacting with ExsD until ExsE is exported from the 
cell118,119. 
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    Despite these advances in understanding the regulatory structure of the ExsADCE cascade, it 
is still unclear how the T3SS is timely activated and how each protein component contributes to 
the dynamics of the T3SS activation. A key challenge in quantitatively understanding the 
dynamics of the ExsADCE regulatory cascade is that the cascade is intricately integrated into the 
complex endogenous circuitries that respond to poorly defined environmental signals175-180. In 
this work, we aim to determine how individual components of the ExsADCE regulatory cascade 
interact to affect gene expression dynamics. To achieve this goal, we decoupled the ExsADCE 
regulatory cascade from the poorly-understood native regulatory network of P. aeruginosa. 
Specifically, we constructed and characterized a synthetic ExsADCE regulatory cascade in 
Escherichia coli in a piecewise fashion and determined the roles of each protein interaction and 
negative feedback in gene expression dynamics. Using this bottom-up approach that combines 
computational modeling and experiments, we found four key factors that determined the gene 
expression dynamics of the ExsADCE regulatory cascade: (i) the steady state free ExsA 
concentration, (ii) the apparent ExsD concentration (the initial free ExsD concentration of OFF-
state cells), (iii) multi-member protein interactions in which the rapid response is mediated by 
ExsC, and (iv) indirect negative feedback loops. In addition, we found that negative feedback 
loops embedded in the ExsADCE cascade enhance the robustness of gene expression dynamics.  
4.3 MATERIALS AND METHODS 
4.3.1 Strains and growth media 
E. coli DH10B163 was used for all experiments. Cells were grown in filter-sterilized M9 minimal 
medium supplemented with 1.0 mM thiamine hydrochloride, 0.8 mM L-leucine, 0.2% (w/v) 
casamino acids, 0.4% (v/v) glycerol, 2.0 mM MgSO4, and 0.1 mM CaCl2. Kanamycin (20 
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µg/ml), ampicillin (100 µg/ml), and chloramphenicol (34 µg/ml) were added as appropriate. 
Three inducers were used at the following concentrations: Ara (Arabinose, 0 to 25 mM), aTc 
(anhydrotetracyline, 0 to 500 ng/ml), and 3OC6 (N-(b-ketocaproyl)-L-homoserine lactone, 0 to 5 
µM). All the inducers and chemical reagents used in this study were purchased from Sigma-
Aldrich (St. Louis, MO) unless otherwise indicated.  
4.3.2 Plasmid design and circuit construction  
All the genetic circuits were constructed following the Golden-Gate DNA assembly technique113 
and using type IIS restriction enzymes (BspMI, BsaI, and BsmBI from New England Biolabs, 
Ipswich, MA). The regulator gene exsC, the pLux* promoter, and the pBAD promoter used in 
this study were PCR amplified from pLux*-exsC and pBAD-sicA* plasmids26, using Phusion 
High-Fidelity DNA polymerase (New England Biolabs, Ipswich, MA). The pexsD-gfp, pexsD-
gfp-exsD, and pTet*-exsD-BBa_J23116-exsA plasmids had been previously constructed100. The 
exsE gene was PCR-amplified and cloned from the genomic DNA of Pseudomonas aeruginosa 
PAO1 (ATCC 47085). Genetic parts were ligated using T4 DNA ligase (New England Biolabs, 
Ipswich, MA). Constructed plasmid sequences were verified by DNA sequencing (PNACL, 
Washington University School of Medicine). Electro-competent E. coli DH10B was transformed 
with plasmids (Table 21) using electroporation (Eppendorf Eporator), and frozen stocks were 
stored at -80ºC (Table 22). All the oligonucleotides were purchased from Integrated DNA 
Technologies (IDT, Coralville, IA). All genetic part sequences used in this study are shown in 
Table 23. 
 
4.3.3 Fluorimetry 
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Cells were initially grown overnight (~16 h) at 37ºC and 250 rpm in 5 ml of supplemented M9 
media with 500 ng/ml aTc (OFF-state) and appropriate antibiotics. The overnight OFF-state 
cultures were centrifuged at 3000g for five minutes and resuspended in 5 ml of fresh 
supplemented M9 media three times. Next, cells were subcultured (1:100 dilution) in fresh 
supplemented M9 media (10 ml), grown for 1 h (37ºC and 250 rpm), and transferred to fresh 
supplemented M9 media (0.6 ml) in deep 96-well plates (Eppendorf). Each culture (0.6 ml) was 
grown (37ºC and 250 rpm) at inducer concentrations as indicated in Figure 11. After 8 h, cells 
were centrifuged and the cell pellet was re-suspended in 200 µl filtered 0.9% (w/v) saline (pH 
8.0). The population level fluorescence measurements (fGFP = GFP/Abs600, where Abs600 and fGFP 
respectively represent the absorbance value at 600 nm and GFP fluorescence per cell) were 
performed in a 96-well microplate (Chimney well and F-bottom, REF-655096, Grenier Bio-One) 
using a Tecan Infinite M200 PRO plate reader (GFP setting: excitation at 483 nm and emission 
at 530 nm). Autofluorescence (fAGFP = GFP/Abs600 of DH10B lacking GFP) was subtracted from 
fGFP of all experimental samples. 
4.3.4 Conversion of GFP arbitrary units into relative expression units (REUs) 
Relative expression units (REUs) were calculated using DH10B cells containing a reference 
plasmid pAH016 (which has a constitutively expressed gfp gene; see Table 21), which had been 
previously constructed 46. The objective of using REUs is to standardize measurements between 
labs and projects by normalizing measured fluorescence values to that of a reference gfp 
construct. Raw GFP values were converted into REU using the following formula: FGFP (REU) = 
[fGFP – fAGFP] / [fGFP_pAH016 – fAGFP], where fGFP, fAGFP, and fGFP_pAH016 respectively represent GFP 
fluorescence per cell produced by experimental constructs, autofluorescence per cell 
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(background fluorescence of DH10B cells lacking GFP), and GFP fluorescence per cell 
produced by the reference construct.  
4.3.5 Flow cytometry 
Cells were initially grown overnight (~16 h) at 37ºC and 250 rpm in 5 ml of supplemented M9 
media with 500 ng/ml aTc (OFF-state) and appropriate antibiotics. The overnight OFF-state 
cultures were centrifuged at 3000g for five minutes and resuspended in fresh supplemented M9 
media three times. Next, cells were subcultured (1:100 dilution) in fresh supplemented M9 
media, grown for 1 h (37ºC and 250 rpm), and transferred to fresh supplemented M9 media (0.6 
ml) in deep 96-well plates (Eppendorf). Each culture (0.6 ml) was grown (37ºC and 250 rpm) at 
inducer concentrations indicated in each figure. Samples were taken every 0.5 h and transferred 
to 200 µL filtered 0.9% (w/v) saline (pH 8.0) supplemented with 2.0 mg/ml kanamycin in 96-
well assay microplates (U-bottom, REF-353910 from BD Biosciences, San Jose, CA) for 
measurements. Flow cytometry analysis was carried out using a Millipore Guava EasyCyte High 
Throughput flow cytometer with a 488 nm excitation laser and a 512/18 nm emission filter. The 
flow rate was 0.59 µl/s. All data contained at least 5,000 events gated by forward and side 
scatter. FlowJo (TreeStar Inc.) was used to obtain the arithmetic mean of the fluorescence 
distribution. Fluorescence (REU) was calculated using the following formula: Fs = [Fexperiment – 
FDH10B] / [Fcontrol – FDH10B] where Fs, Fexperiment, Fcontrol, and FDH10B respectively represent the 
reported sample fluorescence, measured sample fluorescence, measured fluorescence of the 
reference construct with constitutively expressed gfp (pAH016), and autofluorescence 
(background fluorescence of DH10B lacking GFP). Reported normalized fluorescence values 
were then calculated using the following formula: FNormalized = Fs / Fsmax where Fsmax represents 
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the maximum sample fluorescence. Averages and s.e.m. of the arithmetic means were obtained 
from replicates performed on different days as indicated. 
4.3.6 Computational modeling  
Because it is challenging to directly measure bound and unbound protein concentrations for 
multi-protein signaling cascades, protein concentrations were estimated using mathematical 
models that were fitted to response times which were calculated from GFP fluorescence time-
course experiments (see Supplementary Data for modeling details). It is worth noting that the 
steady-state free ExsA concentrations used in this work are model-derived values that were 
obtained by considering experimentally measured parameters, typical parameters for bacteria, 
and physiologically relevant bacterial protein concentration ranges87,100,104,122,158,181-183. Thus, the 
steady-state free ExsA concentrations are just reasonably estimated values, not accurate ones. To 
evaluate the validity of our modeling approach, we first compared model response times and 
experimentally determined response times (Figure 39; R2 = 0.94 with respect to the y=x line). 
Additionally, the experimentally measured GFP fluorescence values were compared to model-
derived steady state GFP values (Figure 41; R2 = 0.89 with respect to the y=x line). These 
quantitative comparisons, which yield high R2 values, indicate the validity of our modeling 
approach. All mathematical simulations were performed using MATLAB 2016a (Mathworks). 
Equations and derivations relevant to each figure can be found in the Supplementary Data.  
4.4 RESULTS 
4.4.1 Construction and characterization of a synthetic ExsADCE regulatory cascade in E. 
coli 
 61 
The first step in this work was to build and characterize a genetic circuit with all four regulators 
(ExsADCE), the longest sequestration-based cascade constructed so far (Figure 11A). This 
quantitative characterization was performed by measuring the green fluorescence protein (GFP) 
output at steady state. This static information was obtained to confirm the expected functionality 
and interactions of each regulator in E. coli (a heterologous host) and to establish the basis of 
model parameters for later analyses of gene expression dynamics (see Supplementary Data for 
details). This circuit consists of exsA, exsD, exsC, and exsE under the transcriptional control of 
pJ23116 (constitutive), pTet* (aTc-inducible), pLux* (3OC6-inducible), and pBAD (Ara-
inducible) promoters, respectively. To measure the ExsADCE cascade output, gfp was fused to 
the pexsD promoter100, which is activated by unbound free ExsA. As expected, low GFP levels 
were observed only when the aTc (ExsD) concentration is high and the 3OC6 concentration is 
low (Figure 11B). We also observed the expected result that ExsE reduced GFP outputs (Figures 
11B and 11C; for the computational model, see Supplementary Data). Previously, we 
demonstrated that ExsC functions as a tuning knob, which allows for fine-tuning of the gene 
expression output 100. These results demonstrate that ExsE functions as an additional tuning 
knob, an important feature of the complex ExsADCE regulatory cascade that enables optimal 
control of gene expression.  
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Figure 11. Construction and characterization of a synthetic ExsADCE regulatory cascade 
in E. coli. A. Diagram of a synthetic ExsADCE regulatory cascade constructed in E. coli. A 
transcriptional activator ExsA activates its target pexsD promoter. An anti-activator ExsD 
sequesters ExsA into an inactive complex. A chaperone ExsC sequesters ExsD, releasing free 
ExsA. A fourth regulator ExsE sequesters ExsC into a complex. Here, + and – represent 
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activating and repressing interaction, respectively. ExsA expressed from a constitutive promoter 
(pJ23116) controls gfp expression from the pexsD promoter. pTet* (aTc), pLux* (3OC6), and 
pBAD (Ara) control the expression of ExsD, ExsC, and ExsE, respectively. B. Fluorescence 
outputs determined experimentally. The experiments were performed at anhydrotetracycline 
(aTc) concentrations of 0, 0.0032, 0.016, 0.4, 2, 10, and 50 ng/ml; N-(b-ketocaproyl)-L-
homoserine lactone (3OC6) concentrations of 0, 0.32, 1.6, 8, 40, 200, and 1000 nM; and 
arabinose (Ara) concentrations of 0 and 25 mM. Data are averages of experiments performed on 
three different days. C. Computationally determined heat maps over a wide range of promoter 
activities (Supplementary Data). Note that the heat maps in Figures 11B and 11C cannot be 
directly compared due to rescaling of the axes from inducer concentrations to promoter activities. 
Figure 33 shows a quantitative comparison (with an R2 value of 0.93). Output values and input 
promoter activities are reported in relative expression units (REU) and arbitrary fluorescence 
units (a.u.), respectively. White boxes indicate the experimental ranges used in Figure 11B. 
Table 24 shows OD600nm values for Figure 11. 
 
4.4.2 Modeling dynamics of the ExsADCE cascade 
To determine how the multi-member protein-protein interactions in the ExsADCE cascade 
impact the gene expression dynamics, we developed computational models (Supplementary 
Data). The first model describes a simple circuit consisting of only the ExsA regulator and its 
target promoter pexsD. Interestingly, our computational simulation showed that the target gene 
expression response time (i.e., the time to reach 50% of the steady-state gene expression level; 
Figure 12A) is dependent on the steady-state free ExsA concentration. Specifically, the response 
time can be either decreased or increased based on the steady-state free ExsA concentration 
regime (Figure 12B). Our computational model revealed two regimes: the first regime is at lower 
ExsA concentrations, where the response time increases with the steady-state free ExsA 
concentration, and the second regime is at higher ExsA concentrations, where the response time 
decreases with the concentration (Figure 12B). The increasing trend in the first regime can be 
attributed to the increasing “achievable maximum” pexsD output (A/K) when the free ExsA 
concentration (A) is much lower than the half maximal constant (K) of the pexsD promoter (here, 
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normalized pexsD output = A/[A+K]). In this regime, an increase in A will require more time to 
reach A/2K. In contrast, when A is much higher than K (the second regime), the maximum pexsD 
output (~1) does not change much such that increasing A allows for the reduced response time. 
As expected, the response time is affected by not only K but also the protein degradation and 
dilution (i.e., growth) rate (Figures 34 and 35). Our computational simulations are consistent 
with previous reports21,104,122 and demonstrate that tuning the free ExsA concentration can 
increase or decrease response times.  
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Figure 12. Modeling dynamics of the ExsADCE regulatory cascade. A. Determination of the 
response time which is defined as the time to reach 50% of the maximum output (indicated by 
the dashed line). B. The gene expression dynamics of the pexsD promoter depend on the steady-
state free ExsA concentration. C. The apparent ExsD concentration (i.e., the initial free ExsD 
concentration of OFF-state cells) modifies the gene expression dynamics. Four apparent ExsD 
(D0) concentrations were used: 0, 100, 200, and 300 nM. D. ExsC is a key regulator that 
mediates rapid gene expression dynamics by sequestering ExsD. Four ExsC synthesis rates were 
used: 0, 0.1, 0.2, and 0.5 nM/min. All model parameters and details are shown in Supplementary 
Data. 
 
     Because the other protein regulators (ExsD, ExsC, and ExsE) affect the target gene 
expression100 (Figure 11), we hypothesized that these regulators also play important roles in 
modulating gene expression dynamics of the ExsADCE regulatory cascade by fine-tuning the 
free ExsA concentration (Supplementary Data). In a circuit that consists of ExsA and ExsD, the 
presence of ExsD can lower the steady-state free ExsA concentration through molecular 
sequestration, increasing the response time in the second regime (i.e., at high steady-state free 
ExsA concentrations; Figure 12C). In the same regime, our simulation showed that the response 
time decreases with the ExsC synthesis rate (Figure 12D). These models suggest that ExsC 
mediates rapid gene expression responses by sequestering ExsD and releasing free ExsA in the 
complex cascade. Motivated and guided by these model predictions, we systematically 
constructed multi-member, sequestration-based genetic circuits and experimentally characterized 
their gene expression dynamics in E. coli. 
 4.4.3 Experimentally measuring dynamics of the ExsADCE cascade   
To experimentally determine the impact of ExsD on the response time, we performed time-
course experiments on the simple two-member sequestration-based cascade (ExsA–ExsD; Figure 
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13A). The ExsD synthesis rate was varied experimentally by using three different aTc 
concentrations. Our simulation (Figure 13B) and experimental data (Figures 13C and 13D) 
showed that the response time (7-10 h) increased with the ExsD synthesis rate (the aTc 
concentration). Comparing the model prediction with the experimental data (Figure 13E; 
Supplementary Data), we found that the ExsAD cascade operated in the higher ExsA 
concentration regime, where ExsD served mainly as a filter by sequestering ExsA and delaying 
the response. 
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Figure 13. Dynamics of a two-member ExsAD (ExsA–ExsD) cascade. A. Schematic diagram 
of the ExsAD regulatory cascade. B. Mathematical model showing that the response time 
increases with the ExsD synthesis rate. C. Experimental data showing that the response time 
increases with the aTc concentration (0, 0.1, and 0.3 ng/ml). Data and error bars respectively 
represent the averages and s.e.m. of experiments performed on three different days. There is a 
significant increase in the response time (P = 0.028; two-tailed, unpaired, Student’s t-test) 
between aTc = 0 (lowest) and aTc = 0.3 ng/ml (highest). Figure 40A shows the corresponding, 
achievable maximum pexsD outputs (fluorescence in REU). D. Representative time-course data 
corresponding to I, II, and III in Figure 13C. Each fluorescence data point is normalized to its 
maximum fluorescence value. The solid curves correspond to the fit to a mathematical model 
(Supplementary Data). E. Response times over a wide range of steady-state free ExsA 
concentrations (with the highlighted experimental range). The dotted line represents the ExsAD 
circuit model prediction (Supplementary Data). For the experimental data (filled circles), the 
steady-state free ExsA concentrations were estimated by using the model (Supplementary Data). 
The arrow indicates an increasing ExsD synthesis rate. 
 
     Such a delayed response (up to ~10 h) in the ExsAD cascade would not be ideal for the timely 
T3SS activation. We hypothesized that ExsC can speed up the response time by sequestering and 
inactivating ExsD. To test this hypothesis, we investigated the three-member cascade (ExsA–
ExsD–ExsC; Figure 14A) by varying the ExsD (aTc) and ExsC (3OC6) synthesis rates (Figures 
14B-14D). While the ExsADC cascade was tested in the similar, higher ExsA concentration 
regime (Figures 14E and 14F; Supplementary Data), the response time (2-3.5 h) was 
significantly reduced, compared to that of the ExsAD cascade (Figure 13E). In addition, there 
was a significant increase in the response time (P = 0.037; two-tailed, unpaired, Student’s t-test) 
between the lowest and highest aTc concentrations (0 and 100 ng/ml), and a significant decrease 
in the response time (P = 0.011) between the lowest and highest 3OC6 concentrations (0.5 and 
40 nM). These results suggest that ExsC plays a role in the rapid T3SS activation by sequestering 
ExsD and quickly releasing ExsA from the ExsD-ExsA complex. 
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Figure 14. Dynamics of a three-member ExsADC (ExsA–ExsD–ExsC) cascade. A. 
Schematic diagram of the ExsADC regulatory cascade. B. Mathematical model showing that the 
response time increases with the ExsD synthesis rate, but decreases with the ExsC synthesis rate. 
C. Experimental data showing that the response time increases with aTc (0, 0.2, 0.4, 1, 5, 10, 50, 
and 100 ng/ml), but decreases with 3OC6 (0.5, 1, 1.6, 3, 5, 8, and 40 nM). Data are averages of 
experiments performed on at least three different days. Figure 40B shows the corresponding, 
achievable maximum pexsD outputs (fluorescence in REU). D. Representative time-course data 
corresponding to IV and V in Figure 14C. Each fluorescence data point is normalized to its 
maximum fluorescence value. The solid curves correspond to the fit to a mathematical model 
(Supplementary Data). E-F. Response times over a wide range of steady-state free ExsA 
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concentrations (with the highlighted experimental range: the vertical gray box in Figures 14B/C 
is for Figure 14E; the horizontal gray box for Figure 14F). The dotted line represents the 
ExsADC circuit model prediction (Supplementary Data). For the experimental data (filled 
circles), the steady-state free ExsA concentrations were estimated by using the model 
(Supplementary Data). Data and error bars respectively represent the averages and s.e.m. of 
experiments performed on at least three different days. The red and purple arrows respectively 
represent increasing ExsD and ExsC synthesis rates. There is a significant increase in the 
response time (P = 0.037; two-tailed, unpaired, Student’s t-test) between aTc = 0 (lowest) and 
aTc = 100 ng/ml (highest). There is also a significant decrease in the response time (P = 0.011) 
between 3OC6 = 0.5 nM (lowest) and 3OC6 = 40 nM (highest). 
 
     ExsE (anti-anti-anti-activator) was found to affect the response time in a different manner 
from that of ExsD (anti-activator). To determine the effect of ExsE on the response time, the 
entire ExsADCE cascade (Figure 15A) was characterized by varying the ExsD (aTc) and ExsE 
(Ara) synthesis rates at a fixed ExsC (3OC6) synthesis rate (Figures 15B-15D). In the absence of 
ExsE (Ara = 0; Figure 15E), the response time increased monotonically with the ExsD synthesis 
rate. In contrast, our modeling and experimental data showed that the response time mainly 
decreased with the ExsE synthesis rate (Figures 15B and 15C), indicating that the entire 
ExsADCE cascade was tested mainly in the lower free ExsA concentration regime (Figure 15F). 
For example, we observed a significant decrease in the response time with the ExsE synthesis 
rate (between 0 and 25 mM Ara concentrations; P = 0.028; two-tailed, unpaired, Student’s t-test). 
If the cascade were in the higher free ExsA concentration regime, we would expect the response 
time to increase with the ExsE synthesis rate through sequestration of ExsC by ExsE. As 
discussed earlier, when the free ExsA concentration (A) is sufficiently low, a decrease in A will 
require less time to reach the pexsD output of A/2K, leading to the reduced response time. 
Consistent with this explanation, it was experimentally observed that the “achievable maximum” 
pexsD output decreased with the ExsE synthesis rate (or Ara concentration; Supplementary 
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Figure 40C). These results demonstrate complex dynamic behaviors of the ExsADCE cascade 
that could not be understood without computational modeling and quantitative experimental 
characterization of synthetic circuits. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 15. Dynamics of a four-member ExsADCE (ExsA–ExsD–ExsC–ExsE) cascade. A. 
Schematic diagram of the ExsADCE regulatory cascade. B. Mathematical model showing the 
response time as a function of ExsD and ExsE synthesis rates. C. Experimental data showing the 
response time as a function of aTc (0, 0.2, 0.4, 1, 5, 10, 50, and 100 ng/ml) and Ara (0, 0.0016, 
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0.008, 0.04, 0.2, 1, 5, and 25 mM) concentrations when 1.25 nM 3OC6 was used. Data are 
averages of experiments performed on at least three different days. Figure 40C shows the 
corresponding, achievable maximum pexsD outputs (fluorescence in REU). D. Representative 
time-course data corresponding to VI and VII in Figure 15C. Each fluorescence data point is 
normalized to its maximum fluorescence value. The solid curves correspond to the fit to a 
mathematical model (Supplementary Data). E-F. Response times over a wide range of steady-
state free ExsA concentrations (with the highlighted experimental range: the vertical gray box in 
Figures 15B/C is for Figure 15E; the horizontal gray box for Figure 15F). The dotted line 
represents the ExsADCE circuit model prediction (Supplementary Data). For the experimental 
data (filled circles), the steady-state free ExsA concentrations were estimated by using the model 
(Supplementary Data). Data and error bars respectively represent the averages and s.e.m. of 
experiments performed on at least three different days. The red and blue arrows respectively 
represent increasing ExsD and ExsE synthesis rates. There is a significant increase in the 
response time (P = 0.044; two-tailed, unpaired, Student’s t-test) between aTc = 0 (lowest) and 
aTc = 100 ng/ml (highest). There is also a significant decrease in the response time (P = 0.028) 
between Ara = 0 (lowest) and Ara = 25 mM (highest). 
 
     In transcriptional cascades, the response time increases with the cascade depth because the 
progression of the signal between layers requires slow processes, including transcription, 
translation, and regulator degradation 21. However, we have demonstrated that in sequestration-
based regulatory cascades, longer cascades (e.g., the four-member ExsADCE cascade in Figure 
15) can generate faster gene expression responses than the shorter cascade (the two-member 
ExsAD cascade in Figure 13) under some conditions. This is due to the fast process of protein-
protein interaction and is consistent with a recent report showing that in some parameter regimes, 
longer regulatory cascades that combine small RNA and protein regulators can generate faster 
responses than shorter cascades104. Taken together, our results showed that by controlling the 
synthesis rate of each protein regulator, we can fine-tune the gene expression dynamics of the 
ExsACDE regulatory network, and that each protein plays an important role in modulating the 
complex dynamic behavior. 
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4.4.4 ExsD negative feedback reduces response times and enhances the robustness of 
ExsADCE dynamics   
A transcriptional (direct) negative feedback loop is a recurring motif in natural biological 
networks and can reduce the response time156. We hypothesized that indirect, sequestration-
based negative feedback in the native ExsADCE regulatory network can also speed up the 
response time. To create an indirect negative feedback loop, we constructed a new circuit in 
which an additional exsD gene is expressed from the pexsD promoter (Figure 16A). Our 
computational model showed that the ExsD negative feedback (DNF) loop can decrease the 
response time (Figure 16B and Figure 36). As shown in Figure 16C, the experimentally 
determined response times of the DNF circuit (~1.5 h) are lower than those of the “no feedback” 
counterpart (2-3.5 h; Figure 14C). In addition, the DNF circuit generated gene expression 
dynamics that are more robust (less sensitive) to changes in regulator synthesis rates (Figures 
16B and 16C) and changes in the free ExsA concentrations (Figures 16D and 16E), compared to 
the circuit without negative feedback. These results suggest that DNF enables robust and rapid 
activation of T3SS. 
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Figure 16. Indirect ExsD negative feedback decreases circuit response times and enhances 
the robustness of gene expression dynamics. A. Schematic diagram of an ExsADC regulatory 
cascade containing an indirect ExsD negative feedback (DNF). B. Mathematical model showing 
the response time as a function of ExsD and ExsC synthesis rates. Note that the same color key 
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(response times from 1.0 to 3.5 h) is used for Figures 14-16 so that heat maps can be easily 
compared. When compared to Figure 14B (no feedback), Figure 16B shows that DNF leads to 
faster response times. C. Experimental data showing the response time as a function of aTc (0, 
0.2, 0.4, 1, 5, 10, 50, and 100 ng/ml) and 3OC6 (0.5, 1, 1.25, 1.6, 3, 5, 8, and 40 nM). Data are 
averages of experiments performed on at least three different days. Figure 40D shows the 
corresponding, achievable maximum pexsD outputs (fluorescence in REU). D. Response times 
over a wide range of steady-state free ExsA concentrations (for the vertical gray boxes in Figures 
14B/C and 16B/C). Black and red points represent data from DNF and its “no feedback” 
counterpart. DNF leads to faster response times and more robust gene expression dynamics (i.e., 
almost no changes in response times when the steady state free ExsA concentration varies) than 
its “no feedback” counterpart. The dotted lines represent the model prediction (Supplementary 
Data). Data and error bars respectively represent the averages and s.e.m. of experiments 
performed on at least three different days. Black and red arrows represent increasing ExsD 
synthesis rates. There is no significant increase in the response time (P = 0.11; two-tailed, 
unpaired, Student’s t-test) between aTc = 0 (lowest) and aTc = 100 ng/ml (highest) in DNF (for 
the “no feedback” counterpart, P = 0.037). E. Response times over a wide range of steady-state 
free ExsA concentrations (for the horizontal gray boxes in Figures 14B/C and 16B/C). Green and 
purple points represent data from DNF and its “no feedback” counterpart. The dotted lines 
represent the model prediction (Supplementary Data). Data and error bars respectively represent 
the averages and s.e.m. of experiments performed on at least three different days. Green and 
purple arrows represent increasing ExsC synthesis rates. While small, a significant decrease in 
the response time (P = 0.011; two-tailed, unpaired, Student’s t-test) was observed between 3OC6 
= 0.5 nM (lowest) and 3OC6 = 40 nM (highest) in DNF. 
 
4.5 DISCUSSION  
The P. aeruginosa T3SS is a complex, highly regulated nanomachine which secretes effector 
proteins into eukaryotic cells during pathogenesis. At its core, the intricate ExsADCE regulatory 
cascade115-119 modulates temporal expression patterns of effector proteins and the needle 
structure components. Other complex regulatory circuits, which respond to poorly defined 
signals, are also integrated into the T3SS network and impact gene expression dynamics86,176-180. 
This complexity makes it difficult to determine how each individual regulatory element 
contributes to control over gene expression dynamics of the T3SS. By building circuits in E. coli 
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from the bottom-up, we have decoupled the ExsADCE regulatory cascade from the complex 
endogenous global network of P. aeruginosa and demonstrated that the multi-member protein-
protein interactions enable fine-tuning of gene expression dynamics (Figures 12-15). In addition, 
we demonstrated that the indirect DNF loop embedded in the ExsADCE regulatory cascade 
speeds up the circuit response time and enhances the robustness of gene expression dynamics 
(Figure 16). This work provides insights into the gene expression dynamics of the ExsADCE 
regulatory cascade, the first step towards understanding its system-level behavior and combating 
bacterial pathogenesis.  
     In this work, we have constructed and characterized the ExsADCE regulatory cascade in E. 
coli, to our knowledge, the longest protein sequestration-based circuit built so far. By combining 
experiments and computational modeling, we have shown that the gene expression dynamics of 
the ExsADCE cascade are determined by four factors: (i) the steady-state free ExsA 
concentration, (ii) the apparent ExsD concentration, (iii) sequestration-based multi-member 
protein interactions in which ExsC mediates rapid response dynamics, and (iv) indirect negative 
feedback topologies. To further investigate the effect of negative feedback, we have constructed 
two additional negative feedback loops: ExsE negative feedback (ENF) and combined ExsD–
ExsE negative feedback (DENF). We found that both ENF and DENF produced gene expression 
dynamics similar to DNF (Figures 36-38). These results suggest that the negative feedback 
topology in the ExsADCE regulatory cascade may have redundant functions in which the impact 
on gene expression dynamics due to unexpected inactivation of one regulator is minimized by 
the other regulator88,89. Taken together, our results suggest that the multiple protein interactions 
and indirect negative feedback loops enable the T3SS to respond to environmental signals in a 
fast and robust manner. 
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     Similar to P. aeruginosa (Figure 17A), diverse bacterial pathogens employ a sequestration-
based, multi-member strategy to either rapidly adapt to different stresses, including the immune 
response of the host cells, or control the T3SS activity. In Mycobacterium tuberculosis, an 
alternate sigma factor (SigF) mediates an adaptive mechanism during stresses such as antibiotic 
exposure184, and contributes to the immune pathology of tuberculosis by modifying M. 
tuberculosis cell membrane properties185. Through a direct interaction (Figure 17B), the anti-
activator UsfX sequesters SigF into an inactive complex SigF–UsfX173. An anti-anti-activator 
(RsfA or RsfB) sequesters UsfX through a partner-switching mechanism, which frees SigF to 
activate its target genes173. Another example is the Pseudomonas syringae hypersensitive 
response and pathogenicity (hrp) system, which is a multicomponent cascade that regulates the 
T3SS186. In the hrp regulatory cascade (Figure 17C), HrpR and HrpS directly interact to form a 
complex which activates the target promoter187. The anti-activator HrpV sequesters HrpS and 
represses gene expression174. A fourth regulator HrpG sequesters HrpV, releasing HrpS to form a 
complex with HrpR and activate downstream hrp genes188. In the Salmonella typhirium T3SS 
(Figure 17D), a transcriptional activator InvF interacts with a chaperone SicA to form a complex 
that activates the sicA promoter150. A third regulator SipC sequesters SicA, which prevents SicA 
from interacting with InvF until SipC is exported150. A fourth regulator InvE interacts with SipC 
and controls its secretion189,190. In all four systems shown in Figure 17, indirect anti-activator 
negative feedback loops are present (ExsD, UsfX, HrpV, or SipC).  
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Figure 17. Gene regulatory cascades that integrate sequestration and indirect negative 
feedback. Sequestration-based regulatory cascades coupled with indirect negative feedback 
loops are found in many pathogens. A. A circuit found in Pseudomonas aeruginosa. B. A circuit 
found in Mycobacterium tuberculosis. C. A circuit found in Pseudomonas syringae. D. A circuit 
found in Salmonella typhirium. Dashed arrows represent an indirect negative feedback loop that 
is common across all four systems. Protein regulators that perform a similar function are 
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indicated by the same color in each system (e.g., anti-activators in pink and anti-anti-activators in 
violet). For simplicity, other feedback loops and interactions are not shown. 
 
     Sequestration-based genetic circuits have been relatively unexplored despite their importance 
in cellular processes. They play an important role in generating flexible ultrasensitive 
responses100,121,122,191, and when combined with positive feedback, protein sequestration can be 
used to build robust, tunable bistable switches87,100,109. Through model-guided experimental 
analyses, we provide insights into gene expression dynamics of the important recurring motif 
that consists of multiple sequestration-based interactions and negative feedback loops. Our 
quantitative, bottom-up approach will be useful for understanding dynamics of other complex 
regulatory cascades in the future. 
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Chapter 5: Conclusion and Future Directions 
 
5.1 Conclusion  
For engineers to build robust, tunable, reliable, and predictable artificial genetic circuits that can 
be rapidly implemented in many biotechnology applications, the design principles that govern 
biological robustness should be better understood and engineered. In this work, synthetic genetic 
circuits of various regulatory complexities were constructed and characterized (by combining 
quantitative models and experimentation) to understand design rules that could enable the 
construction of robust and programmable biological systems. By integrating multiple 
sequestration-based regulatory proteins from the type III secretion system of Pseudomonas 
aeruginosa and multiple positive feedback loops, fine-tunable memory devices were successfully 
constructed in Escherichia coli. In addition, I also demonstrated that robust cellular behavior can 
be achieved by engineering gene regulatory architecture. Specifically, interlinking dual positive 
feedback loops and multiple sequestration-based protein interactions generated a predictable 
bistable switch that is markedly robust over a wide range of parameters (Chapter two). 
Furthermore, I demonstrated that through competition for cellular resources, many synthetic 
circuits with different levels of regulatory topologies and complexities are susceptible to 
resource-coupled interference, which compromises their reliability and predictability. 
Importantly, robust and reliable behavior of synthetic circuit modules can be achieved by wiring 
a negative feedback control to one of the functional modules, which decouples resource-
associated interferences in genetic circuits (Chapter three). Finally, in Chapter four I showed that 
multiple sequestration-based protein interactions enable complex control of gene expression 
dynamics. In addition, I also demonstrated that indirect negative feedback not only speeds up 
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response time in sequestration-based regulatory cascades, but can also enhance the robustness of 
gene expression dynamics. As a whole, this work contributes to our understanding of principles 
that govern biological robustness and represents an important step towards engineering of robust 
and programmable biological systems for applications such as biotechnology and medicine.  
5.2 Future directions  
5.2.1 Engineering consortia or microbial communities to enable complex functions 
Synthetic circuits and pathways represent an unnecessary genetic load and require cellular 
resources (e.g., transcriptional and translational machinery) to function. Because living cells 
have limited cellular resources, competition for these limited resources results in interference 
between independent synthetic circuits. Resource-associated coupling negatively impacts the 
reliability and predictability of synthetic genetic circuits. Although we have demonstrated that 
resource-associated coupling can be reduced by adding a negative feedback control to one of the 
functional modules, negative feedback loops also require cellular resources75,80,94. This may pose 
another resource coupling challenge when building multiple independent complex artificial 
networks with sophisticated functionalities. One way to overcome such limitations is through 
engineering cellular consortia 192,193 that use compartmentalized high-order networks to perform 
robust and sophisticated tasks, which would otherwise be difficult to implement with single host 
strains (i.e., dividing labor among various microbes to increase performance). The division of 
complex synthetic metabolic networks into various strains or species not only improves system 
performance by reducing genetic load on limited cellular resources, but it also enhances 
modularity and orthogonality between small components192,193. For example, a complex 
metabolic network that produces an acetylated diol paclitaxel precursor was recently partitioned 
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between Escherichia coli and Saccharomyces cerevisiae, each containing the part of the pathway 
that is best suited it194. This engineered microbial consortium enabled efficient production of 
high-value chemicals194. In addition, microbial consortia have been engineered to perform 
complex tasks such as efficient fermentation of sugars195 and cooperative synthesis of an enzyme 
complex (i.e., a minicellulosome)196. In another elegant example, complex synthetic devices that 
exhibit complex biological computations were recently engineered in multicellular systems197. 
Furthermore, synthetic microbial consortia that exhibit complex behaviors, such as robust 
oscillation at the population level198, bistability199, and integrated circuits200, were recently 
engineered. These examples demonstrate the power of engineering microbial communities to 
improve the performance and reliability of high-order networks with sophisticated 
functionalities. Thus, engineered cellular consortia will be important for building robust and 
reliable complex artificial networks with real-world applications.  
5.2.2 Understanding regulatory architectures that confer or enhance functional robustness 
 Natural biological systems integrate multiple interacting regulatory elements and layers of 
feedback loops to achieve robust and precisely controlled functionalities80,85-87. While synthetic 
biology has made significant progress towards understanding complex cellular behaviors, 
synthetic circuits constructed so far consist of few interacting parts and feedback loops. To 
design and build robust genetic circuits for real-world applications, synthetic biologists must 
address such fundamental questions as why natural systems use many and overlapping feedback 
systems? Why are some regulatory topologies and circuit complexities preferred more than 
others? Which regulatory architectures confer or enhance functional robustness of cellular 
processes? Answering these questions will enable rational engineers to precisely construct robust 
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and programmable artificial biological systems from the bottom-up to solve real-world 
challenges. 
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Appendix A: Supplementary data for 
sequestration-based memory devices 
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1. Modeling the ExsADC system 
To determine the response of each constructed circuit, we made the following assumptions: 
1. The protein-protein interactions between ExsA, ExsD, and ExsC occur on a much faster  
timescale than transcription, translation, and protein degradation/dilution. 
2. At the time of measurement, our system is at steady state.  
     To describe the interactions between ExsA, ExsD, and ExsC, we used a combination of mass 
balance equations and ordinary differential equations. We can define the mass balances for each 
protein as 
 
 𝐴X = 𝐴 + 𝐴𝐷, (1) 
 									𝐷X = 𝐷 + 𝐴𝐷 + 𝐷𝐶, and (2) 
 𝐶X = 𝐶 + 𝐷𝐶. (3) 
 
Here A0, D0, and C0 are the total protein concentrations of ExsA, ExsD, and ExsC, respectively. 
A, D, and C are the concentrations of unbound ExsA, ExsD, and ExsC, respectively. AD is the 
concentration of the ExsA-ExsD protein complex and DC is the concentration of the ExsD-ExsC 
protein complex. The stoichiometry for the ExsA-ExsD interaction201 as well as the ExsD-ExsC 
interaction158 has been reported to be 1:1.   
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     Next, we used ordinary differential equations (ODEs) to describe production and degradation 
of each protein over time. The ODEs describing the changes of the total protein concentration A0, 
D0, C0, and green fluorescent protein (gfp) can be written as26 
 
 aESab = 𝛼E𝛽E𝑝𝐵𝐴𝐷 − 𝛾E𝐴X, (4) 
 ahSab = 𝛼h𝛽h𝑝𝑇𝑒𝑡∗ − 𝛾h𝐷X,  (5) 
 
amSab = 𝛼m𝛽m𝑝𝐿𝑢𝑥∗ − 	𝛾m𝐶X,  
And 
(6) 
 𝑑𝑔𝑓𝑝𝑑𝑡 = 𝛼𝑔𝑓𝑝𝛽𝑔𝑓𝑝𝑝𝑒𝑥𝑠𝐷−𝛾𝑔𝑓𝑝𝑔𝑓𝑝.	  
(7) 
 
Here aA, aD, aC, and agfp are the transcription rates for the respective promoters. bA, bD, bC, and 
bgfp are the translation rates for each protein. pBAD, pTet*, pLux*, and pexsD are the promoter 
activities for each promoter (as defined below). 𝛾E, 𝛾h , 𝛾m , and 𝛾stu  are the degradation/dilution 
rates for each protein. At steady state, 
 
 𝐴X = 𝛼E𝛽E𝛾E 𝑝𝐵𝐴𝐷 = 𝜃Ew𝑝𝐵𝐴𝐷, (8) 
 𝐷X = 𝛼h𝛽h𝛾h 𝑝𝑇𝑒𝑡∗ = 𝜃hw𝑝𝑇𝑒𝑡∗, (9) 
 
𝐶X = 𝛼m𝛽m𝛾m 𝑝𝐿𝑢𝑥∗ = 𝜃mw𝑝𝐿𝑢𝑥∗, 
And 
(10) 
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 𝑔𝑓𝑝 = 𝛼stu𝛽stu𝛾stu 𝑝𝑒𝑥𝑠𝐷 = 𝜃stuw𝑝𝑒𝑥𝑠𝐷. (11) 
 
The terms 𝜃E	w, 𝜃h	w, 𝜃m	w,	and 𝜃stu	w represent scaling factors that account for changes in gene 
expression and protein degradation due to various factors, including gene copy numbers, 
ribosome binding site (RBS) strength, and culture conditions affecting growth/dilution rates.  
     We also used relationships between the concentrations of the free regulators and the 
complexes (ExsA-ExsD and ExsD-ExsC) at steady state. The dissociation constants can be 
defined as  
 
 
𝐾Eh = 𝐴 ∙ 𝐷𝐴𝐷 	 
And 
(12) 
 𝐾hm = 𝐷 ∙ 𝐶𝐷𝐶 	, (13) 
 
The above mass balances, ODEs, and dissociation constant equations form the foundation for the 
modeling of each circuit constructed in this study.  
2. Transfer functions of the two- and three-member systems (Figure 2B and 2C) 
 
Two-member system  
For the two-member system shown in Figure 2B, the solution for the free ExsA concentration 
can be obtained from Equations 1, 2, and 12 (which lead to a quadratic equation with DC = 0) 
and  is121,202  
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      𝐴 = '- O(𝐴X − 𝐾Eh − 𝐷X) + z(𝐴X − 𝐾Eh − 𝐷X)- + 4𝐾Eh𝐴XT 				 =	 '- O(𝐴X − 𝐾Eh − 𝐷X) + z(𝐴X + 𝐾Eh + 𝐷X)- − 4𝐴X𝐷XT. 
(14) 
 
This equation was used in conjunction with the general form of the pexsD transfer function  
 
      𝑝𝑒𝑥𝑠𝐷 = 𝐹Y{| 𝐴𝐴 + 𝐾h,u}|~h + 𝐹Y (15) 
 
where pexsD is the promoter activity of the pexsD promoter, Fmax is the maximal promoter 
activity, KD,pexsD is the half-maximal concentration, and Fmin is the basal promoter activity. The 
Hill coefficient of the pexsD promoter was set to one, which was based on both the previous 
report124 and our analysis of the transfer function (Figure 19).  
 
     The transfer functions for the pBAD, pTet*, and pLux* promoters were described by the 
general Hill equation: 
 
      𝑃| = 𝐹Y{| 𝐼?𝐼? + 𝐾|? + 𝐹Y (16) 
 
where Px is the promoter activity of the promoter x, I is the inducer concentration for each 
promoter, nx is the Hill coefficient, and Kx is the half-maximal concentration. The promoter 
activity of each inducible system (pBAD-gfp, pTet*-gfp, and pLux*-gfp) was characterized 
independently and was fitted to the model (Equation 16, Table 1). The values of A0, D0, and C0 in 
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Equations 8-10 were described using promoter activities (the promoter activity of pBAD, pTet*, 
and pLux*, respectively). From Equations 11 and 15, the equation for the circuit output can be 
written as 
 
 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝜃stu  𝐴𝐴 + 𝐾h,u}|~h + 𝐹Y𝐹Y{|, (17) 
 
where 𝜃stu = 	  𝐹Y{|.	 The equation for the free ExsA concentration (Equation 14) was 
used to calculate the value for A in Equation 17. All protein concentrations were non-
dimensionalized by KAD in both the two- and three-member systems. This non-
dimensionalization yields the equation  
 
 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝜃stu ⎝⎜
⎛ 𝐴X − 1 − 𝐷X+𝐴X + 1 +𝐷X- − 4𝐴X𝐷X𝐴X − 1 − 𝐷X+𝐴X + 1 +𝐷X- − 4𝐴X𝐷X+ 𝜅 + 𝐹Y𝐹Y{|⎠⎟
⎞  
(18) 
 
Here, 𝐴X= A0/KAD, 𝐷X= D0/KAD, and 𝜅 = 2KD,pexsD/KAD.  
 
     To generate the model heat map for the two-member system, the raw fluorescence data were 
fit to the model (Equations 14-18) by using fmincon in MATLAB 2014b. Certain parameters 
were constrained between upper and lower bounds set from the promoter characterization (Table 
1). All values were bounded to ensure that the values for the model were constrained to 
biologically feasible values. Table 2 lists the final parameter values. 
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Table 1. Parameters of pBAD, pTet*, and pLux* promoter transfer functions. All data were 
normalized to the maximum GFP output from each promoter. The ± values represent the 95% confidence 
interval (CI). Data were fit to the model (Equation 16) and R2 values for each fit were > 0.95.  
 
Three-member system 
For the three-member system (Figure 2C), a new equation for the non-dimensionalized A 
concentration was derived in a similar manner to Equation 14 by substituting the dissociation 
constants (Equations 12 and 13) into the mass balance equations (Equations 1-3) and solving for 
the non-dimensionalized concentration 𝐴	. We obtained the equation relating 𝐴	as a function of 
other parameters, which can be expressed as a 3rd order polynomial 
𝑎𝐴	3 + 𝑏𝐴	2 + 𝑐𝐴	 + 𝑑 = 0	. (19) 
This equation was solved simultaneously with the other non-dimensionalized equations 
mentioned above, and the value for 𝐴		was substituted into the non-dimensionalized version of 
Equation 17 to which the experimental data were fitted by using MATLAB 2014b (Table 2).  
 
     To determine the accuracy of the models for the two- and three-member systems, the model 
values and the experimental data were compared (Figure 18). The expected model outputs 
correlate well with the experimental data (R2 > 0.92 for all three cases). 
Promoter n K Fmin (a.u.) Fmax (a.u.) 
pBAD 1.6 ± 0.4 56 ± 8 (µM) 0.001 ± 0.033 0.95 ± 0.06 
pTet* 1.8 ± 1.6 370 ± 210 (pg/mL)  -0.05 ± 0.22 0.93 ± 0.20 
pLux* 2.6 ± 0.4 4.6 ± 0.3 (nM) 0.002 ± 0.019 0.98 ± 0.03 
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Figure 18. Comparison between the transfer function model and the experimental data 
(Figure 2). The dashed line represents the y=x line. Green stars (*), the values from the two-member 
system (R2 = 0.95); the red crosses (+), the values from the three-member system with a low C 
concentration (R2 = 0.97); and the blue circles (), the values from the three-member system with a high 
C concentration (R2 = 0.92). 
 
Table 2. Parameters for the two- and three-member systems (Figure 2). 
+ set from the literature value for KCD = 18 nM158 and KAD being on the order of hundreds of nM (100-1000 nM)183. 
Bounds were set from 0.018 to 0.18 to reflect this range.  
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Parameter Two-member Three-member Units !A/"#$ 69 0.98 a.u. !D/"#$ 780 11 a.u. % 5 5 unitless "$&/"#$ Not Applicable 0.18+ unitless 
pBAD, n 1.3 2.0 unitless 
pBAD, K 47 50 µM 
pTet*, n 3.3 3.3 unitless 
pTet*, K 241 160 pg/mL !gfp 0.80 4.6 a.u. 
pexsD Fmin/Fmax 0.002 0.002 unitless 
pBAD Fmin/Fmax 0.009 0.009 unitless 
pTet* Fmin/Fmax 0.006 0.006 unitless !C/"#$ Not Applicable 110 a.u. 
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3. Hill coefficient of the pexsD promoter 
 
The pexsD promoter has been reported to be noncooperative (Hill coefficient npexsD ~1)124. To 
confirm that the Hill coefficient of the pexsD promoter is one, we placed ExsA under control of 
the pBAD promoter (pBAD-exsA) with the pexsD promoter driving GFP output (pexsD-gfp). We 
induced the pBAD promoter with arabinose and measured the output from the circuit (Figure 
19). Because there is no ExsD, we would expect the response (Figure 19C) to be 
 
      𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐹Y{| (𝐴X)?(𝐴X)? + 𝐾h,u}|~h? + 𝐹Y	, (20) 
 
where 𝐴X is derived from the promoter activity of the pBAD promoter (Equation 16, Table 1), 
KD, pexsD is the half-maximal concentration of the pexsD promoter, and Fmax and Fmin are the 
maximal and the basal expression of the pexsD promoter, respectively.  
 
4. Characterizing the ultrasensitivity of the two-member system (Figure 3) 
 
The output of the two-member system can be described by the Hill-type equation121  
 
𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐹Y{| 𝐴X𝐴X + 𝐾 + 𝐹Y	, (21) 
 
where nH is the apparent Hill coefficient and KH is the apparent half-maximal concentration. 
Because the experiment was performed in an E. coli DIAL strain112 and the characterized 
 93 
transfer functions were determined in E. coli DH10B (Table 1), the pBAD and pTet* promoters 
were modeled again using Equation 16. All output data (at individual aTc concentrations) were 
fit simultaneously to the model (Equations 16 and 21) using fmincon in MATLAB 2014b (Figure 
3B). Table 3 shows the parameters.  
 
 
 
 
 
Figure 19. Transfer function of the pexsD promoter. a. Schematic diagram of a circuit constructed to 
characterize the pexsD promoter activity. b. Transfer function of the pBAD promoter. The dashed line 
represents a least squares regression fit using Equation 16 (R2 > 0.99, Table 1). The pBAD promoter 
output was used to describe the A0 concentration in arbitrary fluorescence units (a.u.). c. ExsA non-
cooperatively activates the pexsD promoter. The dashed line shows a least squares regression fit using 
Equation 20 (R2 > 0.99). The fitted parameters are: npexsD = 0.95, KD,pExsD = 1.8 x 104 a.u., Fmin = -32, and 
Fmax = 9.4 x 104 a.u. The experimental data (solid circles) and error bars represent the averages and s.e.m 
of six replicates performed on three different days, respectively. 
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Table 3. Ultrasensitivity model parameters (Figure 3). The ± values represent the 95% CI.  
 
5. Determining hysteretic region boundaries (Figure 4D and 5C) 
We derived a model to fit the experimental data shown in Figure 4D and 5C. We considered the 
steady state values for GFP and ExsA to be 
 
 
𝐺𝐹𝑃 = 𝐺𝐹𝑃Y + 𝐺𝐹𝑃Y{| 𝐴𝐴 + 𝐾h,u}|~h  
and 
(22) 
 𝐴X = 𝐴Y + 𝐴Y{| 𝐴𝐴 + 𝐾h,u}|~h	. (23) 
 
Since ExsA is under control of a positive feedback loop (pexsD promoter), at steady-state, A0 can 
be considered to be either in a fully ON or fully OFF state (i.e., bistable). When the system is in 
the fully ON state, 𝐴 ≫ 𝐾h,u}|~h , and when the system is in the fully OFF state, 𝐴 ≪ 𝐾h,u}|~h . 
Therefore, in the ON state 𝐺𝐹𝑃£¤ = 𝐺𝐹𝑃Y + 𝐺𝐹𝑃Y{|  and in the OFF state 𝐺𝐹𝑃£HH =𝐺𝐹𝑃Y + 	𝐺𝐹𝑃Y{|𝐴/𝐾h,u}|~h .  
 
aTc (pg/mL) D0 (a.u.) Fmax nH KH Fmin / Fmax 
40 0.001 1.00 ± 0.01 1.0 ± 0.01 0.10 ± 0.01 1.6 x 10-3 ± 1.0 x 10-3 
5.0 x 104 0.004 0.99 ± 0.01 1.1 ± 0.01 0.11 ± 0.01 9.0 x 10-5 ± 3.3 x 10-3 
2.5 x 105 0.085 0.90 ± 0.03 2.3 ± 0.3 0.19 ± 0.01 8.4 x 10-3 ± 1.1 x 10-2 
3.5 x 105 0.16 0.88 ± 0.02 3.4 ± 0.3 0.29 ± 0.01 6.9 x 10-3 ± 9.0 x 10-3 
4.0 x 105 0.21 0.87 ± 0.02 3.8 ± 0.3 0.33 ± 0.01 6.9 x 10-3 ± 8.0 x 10-3 
5.0 x 105 0.30 0.86 ± 0.02 5.0 ± 0.4 0.43 ± 0.01 1.5 x 10-2 ± 0.7 x 10-2 
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     The experimental data shown in Figure 4D and 5C is the fluorescence average of all the cells 
in both the ON and OFF populations. The normalized experimental output can be expressed as  
 
 𝜎 = 𝜌£¤ + (1 −	𝜌£¤)𝐺𝐹𝑃£HHw 	, (24) 
 
where 𝜎 is the normalized output, 𝜌£¤ is the fraction of cells in the ON population, 1 −	𝜌£¤ is 
the fraction of cells in the OFF population, and 𝐺𝐹𝑃£HHw = GHI§QQGHI§¨ . 
     We observed that the fraction of cells in the ON population decreases sharply at a certain 
concentration of aTc and that at high aTc concentrations, the fraction of cells in the ON 
population is negligible. From this observation, we can define the fraction of cells in the ON 
population using a phenomenological Hill-type function203 
 𝜌£¤ = 𝐾[𝑎𝑇𝑐] + 𝐾	. (25) 
 
Substituting Equation 25 into Equation 24 yields a mathematical model for the normalized 
experimental output 
 𝜎 = 𝐺𝐹𝑃£HHw + (1 − 𝐺𝐹𝑃£HHw ) 𝐾[𝑎𝑇𝑐] + 𝐾. (26) 
 
The experimental data were fitted to Equation 26 using fmincon in MATLAB 2014b that 
minimizes the logarithmic sum of the squared errors (Figure 4D and 5C). At high 3OC6 
concentrations (Figure 4D) or in the case of the dual-positive feedback system (Figure 5C), the 
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fluorescence of the ON cells does not reach zero (as discussed in Figure 21). For both cases, 𝐺𝐹𝑃£HH′  is considered to be the GFP ratio GHI«¬­®	§¨GHI¯°®	§¨ rather than GHI§QQGHI§¨ 	.   
6. Characterizing the width of the hysteretic region as a function of ExsC (Figure 4C) 
 
The three-member system with a single positive feedback loop was modeled to characterize the 
effect of ExsC on the width of the hysteretic region. To simplify the analysis, we assumed that 
the amount of unbound ExsC in the system is negligible in the presence of excess ExsD. This 
assumption is valid when the ExsA-ExsD dissociation constant (KAD) is much larger than the 
ExsD-ExsC dissociation constant (KDC). KAD has not been experimentally measured, but based 
on its position in the ExsADC signaling cascade, KAD is suggested to be in the hundreds of 
nanomolar range183. KDC has been experimentally determined to be 18 nM158. In order to solve 
our simplified model for the nullcline of A0, we consider two cases: C0<D0 and C0>D0.  
Case 1: C0<D0  
The mass balance for A0 remains the same as Equation 1, but the mass balance equations for D0 
and C0 can be simplified by our assumption that the amount of unbound ExsC in the system is 
negligible in the presence of excess ExsD. From Equations 3 and 2, 
 
𝐶X = 𝐷𝐶 
and 
(27) 
 𝐷X = 𝐷 + 𝐷𝐴 + 𝐶X	. (28) 
 
The ODEs describing the total protein concentrations D0 and C0 remain the same as Equations 5 
and 6, but the ODE describing A0 (Equation 4) becomes 
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𝑑𝐴X𝑑𝑡 = 𝛼E𝛽E𝑝𝑒𝑥𝑠𝐷 − 𝛾E𝐴X	.  (29) 
 
At steady state, we solve for A0 
 
 𝐴X = 𝛼E𝛽E𝛾E 𝑝𝑒𝑥𝑠𝐷 = 𝜃E′𝑝𝑒𝑥𝑠𝐷	.                                                              (30) 
 
From Equations 15 and 30, we next obtain 
 
 𝐴X = 𝜃E′ 𝐹Y{| 𝐴𝐴 + 𝐾h,u}|~h + 𝐹Y.    (31) 
 
From Equations 1, 12, and 28, we obtain  
 
𝐴 = 12 ²𝐴X − (𝐷X − 𝐶X) − 𝐾Eh + z(𝐴X − (𝐷X − 𝐶X) − 𝐾Eh)- + 4𝐴X𝐾Eh³.  (32) 
 
Substituting Equation 32 into Equation 31 and non-dimensionalizing by KAD, we obtain 
 
 𝐴X = 𝜔E + 𝜁E 𝐴X − 𝐷X − 𝐶X − 	1 + 𝐴X − 𝐷X − 𝐶X − 	1- + 4𝐴X𝜅 + 𝐴X − 𝐷X − 𝐶X − 	1 +	𝐴X − 𝐷X − 𝐶X − 	1- + 4𝐴X	, (33) 
 
where 𝐴X = ESµ¶ , 𝐷X = hSµ¶ , 𝐶X = mSµ¶ ,𝜔E = H=¯·¸¶wµ¶ , 𝜁E = H=>?¸¶wµ¶ , and 𝜅 = -µ,?µ¶  . 
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Case 2: C0>D0 
In this case, the amount of unbound ExsD is negligible due to excess ExsC. As a result, we 
expect A=A0, leading to 
 𝐴X = 𝜃E′ 𝐹Y{| 𝐴X𝐴X + 𝐾h,u}|~h + 𝐹Y. (34) 
 
Non-dimensionalizing Equation 34 by KAD and solving for 𝐴X, we obtain  
 
 𝐴X = 12 ¹𝜁E + 𝜔E − 12𝜅 + º»𝜁E + 𝜔E − 12𝜅¼- + 2𝜔E𝜅	½	, (35) 
 
where 𝜔E = H=¯·¸¶wµ¶ , 𝜁E = H=>?¸¶wµ¶ , and 𝜅 = -µ,?µ¶ 	. 
 
In addition to solving for the nullcline of A0, we are also interested in the steady-state values D0 
and C0. From Equations 9 and 10, we obtain  
 
 
𝐷X = 𝜔h + 𝜁h [𝑎𝑇𝑐]¾¿∗𝐾h,uÀ}b∗¾¿∗ + [𝑎𝑇𝑐]¾¿∗ 
and 
(36) 
 𝐶X = 𝜔m + 𝜁m [3𝑂𝐶6]«Â?∗𝐾h,uÃÄ|∗«Â?∗ + [3𝑂𝐶6]«Â?∗ 	 ,	     (37) 
 
where 𝜔h = H=¯·¸wµ¶ , 𝜁h = H=>?¸wµ¶ , 𝜔m = H=¯·¸Åwµ¶  and 𝜁m = H=>?¸Åwµ¶ 	. 
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Using Equations 27-37, we investigated the effect of the ExsC concentration on the hysteretic 
region width, which is summarized in Figures 20 and 21 as well as Figure 4C. 
 
 
 
Figure 20. Nullcline shift with different concentrations of ExsC (Figure 4C). The 𝐴X nullcline was 
plotted for three values of 𝐶X. Both Case 1 and Case 2 were simulated, with Case 1 shown in blue and 
Case 2 in red. Increasing 𝐶X causes the nullcline to shift to the right while the shape of the nullcline does 
not change. The dashed black lines and gray boxes show the bistable region. The width of the bistable 
region in units of 𝐷X remains constant, independent of 𝐶X. 𝜔E = 1, 𝜁E = 100, and 𝜅 = 30.  
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Figure 21. Effect of the inducible promoter controlling ExsD production on the hysteretic region 
width (Figure 4C). Although the width of the bistable region remains constant with respect to 𝐷X  
(Figure 20), the width of the bistable region in units of [aTc] appears to shrink and grow. The 
transfer function for pTet* driving production of 𝐷X  (dotted red curve) is plotted in addition to 
the nullclines of 𝐷X (e.g., vertical dashed black lines) to illustrate this phenomenon. Note that the 
x-axis is in units of [aTc] instead of 𝐷X. The vertical dashed black lines and gray boxes highlight 
the hysteretic region in units of [aTc]. The horizontal dotted red lines and red boxes highlight the 
hysteretic region in units of 𝐷X. The red box corresponds directly to the bistable region (gray 
box) from Figure 20. While the bistable region shifts to higher 𝐷X regions linearly with 
additional 𝐶X in Figure 20, the transfer function for 𝐷X is sigmoidal, leading to shrinking and 
stretching of the bistable region. As 𝐶X increases from Panel a to c, we observe a shrinking in the 
width of the bistable region, which is due to the steepness of the pTet* transfer function at this 
aTc range. As 𝐶X continues to increase from Panel c to e, the pTet* transfer function nears 
saturation at high concentrations of aTc, resulting in the increased hysteretic width. Once the 
pTet* promoter is completely saturated, the bistable region expands without bound since the 
upper limit of the hysteretic region is beyond the limit of the transfer function. In addition, the 
shape of the top 𝐴X nullcline (ON state) in Figure 21e explains the lower ON states at the high 
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3OC6 (3.0 and 4.0 nM) and aTc (>1,000 pg/ml) concentrations in Figure 4D. 𝜔E = 1, 𝜁E = 100, 𝜅 = 30, 𝐾h,uÀ}b∗ = 160,𝜔h = 11, 𝜁h = 90, 𝑛uÀ}b∗ = 3.3.  
 
7. Bifurcation diagram of the single- and dual-positive feedback systems (Figure 5B) 
We analyzed circuits with either one positive or two positive feedback loops to understand the 
effect of the feedback topology on the width of the bistable region. To simplify the analysis, we 
combined the equations for the change in D0 and C0 over time into that of a single variable M0 
(D0 - C0), describing the “effective” D0 concentration.  
     For the dual-positive feedback system, ExsC is produced from the pexsD promoter, which 
changes Equation 6 to 
 
 
𝑑𝐶X𝑑𝑡 = 𝛼m𝛽m𝑝𝑒𝑥𝑠𝐷 − 𝛾m𝐶X	. (38) 
 
Equation 38 was subtracted from Equation 5 to obtain the single equation  
 
 
𝑑𝑑𝑡 (𝐷X − 𝐶X) = (𝛼h𝛽h𝑝𝑇𝑒𝑡∗ − 𝛼m𝛽m𝑝𝑒𝑥𝑠𝐷) − 	𝛾(𝐷X − 𝐶X)	. (39) 
or 
 
𝑑𝑀X𝑑𝑡 = (𝛼h𝛽h𝑝𝑇𝑒𝑡∗ − 𝛼m𝛽m𝑝𝑒𝑥𝑠𝐷) − 	𝛾𝑀X	. (40) 
 
Here we assumed gD=gC=g to simplify the analysis. The two non-dimensionalized equations for 
the dual-positive feedback system are 
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𝑑𝐴X𝑑?̃? = 𝜔E + 𝜁E ⎝⎛
𝐴X −𝑀X − 1 + 𝐴X −𝑀X − 1- + 4𝐴X𝜅 + 𝐴X −𝑀X − 1 + 𝐴X −𝑀X − 1- + 4𝐴X⎠⎞− 𝐴X	 
and 
  (41) 
𝑑𝑀X𝑑?̃? = 𝛿C − 𝜁m ⎝⎛
𝐴X −𝑀X − 1+ 𝐴X −𝑀X − 1- + 4𝐴X𝜅 + 𝐴X −𝑀X − 1+ 𝐴X −𝑀X − 1- + 4𝐴X⎠⎞−𝑀X	,	   (42) 
 
where ?̃? = 𝛾𝑡 and 𝛿C = 	 ¸wuÀ}b∗U¸ÅwH=¯·µ¶ . For the single positive feedback system, there is no 
ExsC, meaning qC'  = 0 and 𝜁m  = 0.  
     To obtain bifurcation diagrams (Figure 5B), each system was analyzed by setting Equations 
41 and 42 equal to zero and solving for 𝐴X and 𝑀X  simultaneously using MATLAB 2014b. The 
stability of each steady state was analyzed by numerically determining the trace and determinant 
value. As shown in Figure 22, the nullclines of the single- and dual-positive feedback systems 
illustrate the difference in the bistable region width. Values for non-dimensionalized parameters 
were set to reasonable ranges based on the fitting values (Tables 1 and 2) and are shown in Table 
4.  
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Figure 22. Nullclines of the single- and dual-positive feedback systems illustrating the difference in 
the bistable region width (Figure 5B). a-c. 𝐴X and 𝑀X   nullclines for the single-positive feedback 
system. d-f. 𝐴X and 𝑀X   nullclines for the dual-positive feedback system. a,d. Monostable ON. b,e. 
Bistable (with one unstable point in the middle). c,f. Monostable OFF. Bistable regions are between the 
black dashed lines and larger for the dual-positive feedback system than for the single-positive feedback 
system. Blue curve, 𝐴X nullcline; red curve/line, 𝑀X   nullcline. 𝜅 = 5, 𝜔E= 1, and 𝜁E= 100. For a-c, 𝛿C = 
30, 60, and 100 from left to right; 𝜁m= 0. For d-f, 𝛿C = 50, 100, and 130 from left to right; 𝜁m= 50. 
 
Table 4. Values used in the bifurcation diagrams (Figure 5B). SPFB = single positive feedback; DPFB 
= dual positive feedback; dH and pLux* for Section 8. 
 
Variable Definition SPFB  DPFB Justification 𝜁E 𝐹Y{|𝜃E′𝐾Eh  30 - 130 30 - 130 Order of magnitude estimate, Table 2 	𝜔E 𝐹Y𝜃E′𝐾Eh  1 1 Order of magnitude estimate, Table 2 𝜁m 𝐹Y{|𝜃m′𝐾Eh  0 50 Order of magnitude estimate, Table 2 𝛿C 𝜃h′𝑝𝑇𝑒𝑡∗ − 𝜃m′𝐹Y𝐾Eh  30 - 130 30 - 130 Order of magnitude estimate, Table 2  𝛿 𝜃h′𝑝𝑇𝑒𝑡∗ − 𝜃m′𝑝𝐿𝑢𝑥∗𝐾Eh  30 - 130 30 - 130 Order of magnitude estimate, Table 2 
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𝜅 2𝐾h,u}|~h𝐾Eh  5 5 Fitted value for 𝜅, Table 2 𝑝𝑇𝑒𝑡∗	 - 0 - 1 0 - 1 Promoter activity normalized to maximum fluorescence 𝑝𝐿𝑢𝑥∗	 - 0 - 1 0 - 1 Promoter activity normalized to maximum fluorescence 
 
 
8. Bifurcation diagram of the tunable memory circuit (Figure 4) 
The circuit in Figure 4 uses pLux* to control the amount of ExsC in the system. For this case, 
Equation 40 can be modified to 
 
 
𝑑𝑀X𝑑𝑡 = (𝛼h𝛽h𝑝𝑇𝑒𝑡 ∗ −𝛼m𝛽m𝑝𝐿𝑢𝑥 ∗) − 	𝛾𝑀X. (43) 
 
The final non-dimensionalized equations are 
 
𝑑𝐴X𝑑?̃? = 𝜔E + 𝜁E ⎝⎛
𝐴X −𝑀X − 1 + 𝐴X −𝑀X − 1- + 4𝐴X𝜅 + 𝐴X −𝑀X − 1 + 𝐴X −𝑀X − 1- + 4𝐴X⎠⎞− 𝐴X  
and 
 
(44) 
𝑑𝑀X𝑑?̃? = 𝛿 −𝑀X 	,	    (45) 
 
where 𝛿 = 	 ¸wuÀ}b∗U¸ÅwuÃÄ|∗µ¶ . Because the range of 𝛿 is similar to that of 𝛿C in Section 7 
(Figure 5B, the single-positive feedback case) and Equations 44-45 are same as Equations 41-42 
(with qC'  = 0 and 𝜁m  = 0), the bifurcation diagram is identical.  
9. Constructing different circuits with diverse topologies 
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The three-member, sequestration-based system is versatile in that it can be easily rewired to 
generate diverse topologies of interactions that enable different functions (Figure 23). The 
system provides flexible genetic parts that can be easily rearranged to generate diverse circuit 
behaviors (e.g., by adding the second exsD, from no feedback to negative feedback; or positive 
to coupled negative-positive feedback). 
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Figure 23. Diverse topologies of interactions obtained by rearranging the regulators (ExsADC). 
Bifurcation diagrams were generated by clustering flow cytometry data into BISTABLE (yellow), 
monostable ON (burgundy), and OFF (dark blue) using an EM algorithm with a GMM model as 
described in the Methods section. The experiments were performed at aTc concentrations of 0, 0.128, 
0.64, 3.2, 5, 8, 16, 25, 30, 40, 50, 80, 100, 400, 2,000, 10,000, 50,000, 100,000, 250,000, and 500,000 
pg/ml (from top to bottom) and 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, and 15 nM (from left to right). 
pJ23116, constitutive promoter (Table 7). +, activating interaction; -, repressing interaction. 
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Table 5. List of plasmids used in this study. 
 
Plasmid Name Origin Resistance Properties 
pTS001 p15A AmpR pBAD-exsA 
pTS005 ColE1 CmR pexsD-gfp 
pTS023 p15A AmpR pexsD-exsA 
pTS057 p15A AmpR pTet*-exsD-pBAD-exsA 
pTS118 pSC101* KanR pexsD-gfp 
pTS120 pSC101* KanR pexsD-gfp-exsD 
pTS122 pSC101* KanR pLux*-exsC 
pTS172 p15A AmpR pexsD-exsA-pLux*-exsC 
pTS176 ColE1 CmR pTet*-gfp 
pTS177 p15A AmpR pexsD-exsAC 
pTS186 R6K KanR pTet*-exsD 
pTS206 ColE1 CmR BBa_J23116-exsA-pTet*-exsD 
pTS215 p15A AmpR pLux*-gfp 
pTS219 P15A AmpR pBAD-gfp 
pTS225 ColE1 CmR pTet*-exsD 
pTM007 p15A AmpR pLux*-exsC 
 
 
 
 
Table 6. List of strains used in this study. 
 
Name Host Strain Plasmids Figure 
TS064 DH10B pTS057 + pTS005 Fig. 2B 
TS141 DH10B pTS057 + pTS005 + pTS122 Fig. 2C 
TS188 JTK164A pTS001 + pTS005 + pTS186 Fig. 3 
TS198 DH10B pTS172 + pTS118 + pTS225 Fig. 4 & Fig. 23 
TS168 DH10B pTS023 + pTS118 + pTS225 Fig. 5 (left) 
TS167 DH10B pTS177 + pTS118 + pTS225 Fig. 5 (right) 
TS035 DH10B pTS001 + pTS005 Fig. 19 
TS210 DH10B pTS206 + pTM007 + pTS118 Fig. 23 
TS214 DH10B pTS206 + pTM007 + pTS120 Fig. 23 
TS202 DH10B pTS172 + pTS120 + pTS225 Fig. 23 
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Table 7. List of genetic parts used in this study.  
Part Name Type and Source DNA sequence 
exsA Gene204 
atgcaaggagccaaatctcttggccgaaagcagataacgtcttgtcattggaacattccaactttcgaatacagggtaaacaa
ggaagagggcgtatatgttctgctcgagggcgaactgaccgtccaggacatcgattccactttttgcctggcgcctggcgag
ttgcttttcgtccgccgcggaagctatgtcgtaagtaccaagggaaaggacagccgaatactctggattccattatctgccca
gtttctacaaggcttcgtccagcgcttcggcgcgctgttgagtgaagtcgagcgttgcgacgagcccgtgccgggcatcatc
gcgttcgctgccacgcctctgctggccggttgcgtcaaggggttgaaggaattgcttgtgcatgagcatccgccgatgctcg
cctgcctgaagatcgaggagttgctgatgctcttcgcgttcagtccgcaggggccgctgctgatgtcggtcctgcggcaact
gagcaaccggcatgtcgagcgtctgcagctattcatggagaagcactacctcaacgagtggaagctgtccgacttctcccg
cgagttcggcatggggctgaccaccttcaaggagctgttcggcagtgtctatggggtttcgccgcgcgcctggatcagcga
gcggagaatcctctatgcccatcagttgctgctcaacagcgacatgagcatcgtcgacatcgccatggaggcgggcttttcc
agtcagtcctatttcacccagagctatcgccgccgtttcggctgcacgccgagccgctcgcggcaggggaaggacgaatg
ccgggctaaaaataactga 
exsD Gene204 
atggagcaggaagacgataagcagtactcccgagaagcggtgttcgctggcaggcgggtatccgtggtgggctcggacg
cccgctcgcggggtcgggtgccgggttacgcatcgagcagtttgtatcgtgagtccggaatcatcagtgcgcggcaactg
gcgttgctgcagcggatgctgccgcgcctgcggctggagcaactgttccgctgcgagtggttgcagcagcgcctggcgc
gcggcctggcgctggggcgcgaagaggtgcggcagattctcctctgcgcggcgcaggacgacgacggctggtgctccg
aactgggcgaccgggtcaacctcgccgtgccgcagtcgatgatcgactgggtcctgctgccggtctatggctggtgggaa
agcctgctcgaccaggcgatccccggctggcgcctgtcgctggtggagctggagacccagtcccggcaactgcgagtca
agtccgaattctggtcccgcgtggccgagctggagccggagcaggcccgcgaggaactggccagggtcgccaagtgcc
aggcgcgcacccaggaacaggtggccgaactggccggcaagctggagacggcttcggcactggcgaagagcgcctgg
ccgaactggcagcggggcatggcgacgctgctcgccagcggcgggctggccggcttcgagccgatccccgaggtcctc
gaatgcctctggcaacctctctgccggctggacgacgacgtcggcgcggcggacgccgtccaggcctggctgcacgaac
gcaacctgtgccaggcacaggatcacttctactggcagagctga 
exsC Gene204 
atggatttaacgagcaaggtcaaccgactgcttgccgagttcgcaggccgtatcggtttgccttccctgtccctcgacgagg
agggcatggcgagcctcctgttcgacgaacaggtgggcgtcaccctgttgctgctcgccgagcgcgagcgtctgttgctg
gaggccgatgtggcgggcatcgatgtgctgggcgaggggatctttcgccagctcgccagcttcaaccgccattggcaccg
tttcgatctgcatttcggcttcgacgagctgaccggcaaggtccagttgtatgcgcagattctcgcagcgcaactgaccctcg
aatgcttcgaggcgaccttggccaatctgctcgatcacgccgagttctggcagcgcctgctgccgtgcgacagtgatcgcg
aggcggtcgctgcggtcggcatgagggtttga 
gfp Gene152 
atgagtaaaggagaagaacttttcactggagttgtcccaattcttgttgaattagatggtgatgttaatgggcacaaattttctgt
cagtggagagggtgaaggtgatgcaacatacggaaaacttacccttaaatttatttgcactactggaaaactacctgttccatg
gccaacacttgtcactactttgacttatggtgttcaatgcttttcaagatacccagatcatatgaaacggcatgactttttcaaga
gtgccatgcccgaaggttatgtacaggaaagaactatatttttcaaagatgacgggaactataagacacgtgctgaagtcaa
gtttgaaggtgatacacttgttaatagaatcgagttaaaaggtattgattttaaagaagatggaaacattcttggacacaagttg
gaatacaactataactcacacaatgtatacatcatggcagacaaacaaaagaatggaatcaaagttaacttcaaaattagaca
caacattgaagatggaagcgttcaactagcagaccattatcaacaaaatactccaattggcgatggccctgtccttttaccag
acaaccattacctgtccacacaatctgccctttcgaaagatcccaacgaaaagagagaccacatggtccttcttgagtttgtaa
cagctgctgggattacacatggcatggatgaactatacaaaaggcctgcagcaaacgacgaaaactacgcttaa 
pexsD Promoter204 gaaggacgaatgccgggctaaaaataactgacgttttttgaaagcccggtagcggctgcatgagtagaatcggcccaaat 
pTet* Promoter26 ttttcagcaggacgcactgacctccctatcagtgatagagattgacatccctatcagtgatagagatactgagcacatat 
pLux* Promoter26 acctgtaggatcgtacaggtttacgcaagaaaatggtttgttactttcgaataaa 
pBAD Promoter152 
agaaaccaattgtccatattgcatcagacattgccgtcactgcgtcttttactggctcttctcgctaaccaaaccggtaaccccg
cttattaaaagcattctgtaacaaagcgggaccaaagccatgacaaaaacgcgtaacaaaagtgtctataatcacggcagaa
aagtccacattgattatttgcacggcgtcacactttgctatgccatagcatttttatccataagattagcggatcctacctg 
BBa_J23116 
Promoter 
(http://parts.igem.
org/Promoters/Ca
talog/Anderson) 
ttgacagctagctcagtcctagggactatgctagc 
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Appendix B: Supplementary data for 
resource-associated coupling 
 
 
 
 
[1] Mathematical analysis to determine resource-coupling correlations in systems with 
three different circuit topologies – analytical solution 
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Table 8. Definition of parameters and variables used in this work. 
  
Symbols   Definition Symbols Definition 
k1 dissociation constant of a ribosome binding to the RFP ribosome binding site KAD dissociation constant for ExsA-ExsD interaction  
k2 dissociation constant of a ribosome binding to the GFP ribosome binding site Ku1 half-maximal inducer concentration for the pLux* promoter 
k3 dissociation constant of a ribosome binding to the ExsA ribosome binding site Ku2 half-maximal inducer concentration for the pTet* promoter 
k4 dissociation constant of a ribosome binding to the InvF ribosome binding site Kp1 half-maximal ExsA concentration for the pexsD promoter 
k5 dissociation constant of a ribosome binding to the SicA ribosome binding site Kp2 
half-maximal InvF-SicA complex concentration for the psicA 
promoter 
kd dissociation constant of a ribosome binding to the ExsD ribosome binding site n1  plasmid concentration (p15A) 
κ1  dissociation constant of the RNA polymerase binding to the promoter for RFP expression (pLux*) n2  plasmid  concentration (ColE1) 
κ2  dissociation constant of the RNA polymerase binding to the promoter for GFP expression n3  plasmid  concentration (pSC101) 
κ3  
dissociation constant of the RNA polymerase 
binding to the promoter for ExsA or InvF-SicA 
expression (pTet*) 
CLR concentration of complex formed between 3OC6 and LuxR 
KIS dissociation constant for InvF-SicA interaction CTR aTc concentration  
µ1 dissociation constant for the binding of inducer 
complex CLR to the promoter for RFP CIS concentration of 1:2 complex of InvF and SicA 
µ2 dissociation constant for the binding of  ExsA or 
complex CIS to the promoter for GFP m1  RFP mRNA  
µ3 dissociation constant for the binding of inducer CTR 
to the TetR-bound promoter  m2  GFP mRNA  
δ1  RFP mRNA decay rate m3  ExsA mRNA  
δ2  GFP mRNA decay rate m4  InvF mRNA  
δ3  ExsA mRNA decay rate m5  SicA mRNA  
δ4  InvF mRNA decay rate md ExsD mRNA 
δ5  SicA mRNA decay rate c1 activated promoter complex for RFP transcription 
δd ExsD mRNA decay rate c2 activated promoter complex for GFP transcription 
λ1  RFP decay rate c3 activated promoter complex for ExsA or InvF-SicA transcription 
λ2  GFP decay rate d1 mRNA-ribosome complex for RFP production 
λ3  ExsA decay rate d2 mRNA-ribosome complex for GFP production 
λ4  InvF decay rate d3 mRNA-ribosome complex for ExsA production 
λ5  SicA decay rate d4 mRNA-ribosome complex for InvF production 
λd ExsD decay rate d5 mRNA-ribosome complex for SicA production 
π1  RFP production rate dd mRNA-ribosome complex for ExsD production 
π2  GFP production rate a1 fraction of ribosome-bound mRNA (RFP)  
π3 ExsA production rate a2 fraction of ribosome-bound mRNA (GFP)  
π4  InvF production rate a3 fraction of ribosome-bound mRNA (ExsA)  
π5  SicA production rate a4 fraction of ribosome-bound mRNA (InvF)  
πd ExsD production rate a5 fraction of ribosome-bound mRNA (SicA)  
γ1  RFP transcription rate ad fraction of ribosome-bound mRNA (ExsD) 
γ2  GFP transcription rate b1* free pLux* promoter 
γ3  ExsA or InvF-SicA transcription rate b1 promoter complex of CLR and b1* 
X  total RNA polymerase (RNAP) concentration b2* free pexsD promoter or free psicA promoter 
Y  total ribosome concentration b2 constitutive pCI, ExsA-pexsD complex, or CIS-psciA complex 
x free RNA polymerase (RNAP) concentration b3* TetR-pTet* complex 
y free ribosome concentration b3 pTet* promoter without TetR bound 
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System #1 
1. Circuit 1 (Medium copy plasmid (MCP), p15A) 
     Transcriptional reactions: 3OC6 binds to LuxR and forms a complex CLR, which binds to the 
free pLux* promoter (b1
*). b1 is the promoter complex of CLR and b1*. The rate of transcription is 
represented by forward and reverse reaction rates  and , respectively. x denotes the free 
RNAP that binds to b1 forming the activated complex (c1), which results in production of mRNA 
(m1) that codes for RFP. m1 is produced at the rate of and decays at the rate of . 
     Translational reactions: Translation of mRNA (m1), upon binding with free ribosome (y), 
occurs at the rate of π1. The RFP protein decays at the rate of . The mRNA-ribosome complex 
(d1), whose formation kinetics is captured by forward and reverse rates  k1
+	and k1- , respectively, 
also decays at the rate of . Transcription and translation occurring in Circuit 1 upon induction 
with 3OC6 inducer are described by the following reactions. 
Transcriptional reactions: 
     	            
 
Translational reactions: 
             
 
ODE models:  
+
1κ
-
1κ
1γ 1δ
1λ
1 1a δ
+
1
*
LR 1 1
-
1
µ
C  +  b     b ,  
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«
+
1
1 1
-
1
κ
b  +  x    c , 
κ
«
1γ
1 1 1c  b  + x + m ,®
1δ
1m  Æ®
1 1
+
1 a δ
1 1 
-
1
 
k
m  +  y   d  y,  
k
« ®
1π
1 1 d   m +  y + [ , RFP] ®
1λ
[RFP]   Æ®
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                                   (1) 
                                         (2) 
                                  (3) 
             (4) 
               (5) 
 
2. Circuit 2 (High copy plasmid (HCP), ColE1) 
For the production of GFP in Circuit 2, the free RNAP (x) binds to the constitutive pCI promoter 
(b2). All the parameters (subscript 2) have the same meaning as those in Circuit 1 above. 
Transcriptional reactions: 
          
 
Translational reactions: 
,           
 
ODE models: 
              (6) 
              (7) 
( ) ( )+ * - + -1 1 1LR 1 1 1 1 1 1 1 1db  =  µ b   -  µ b  -  κC xb   -  κ c  +  γ cdt
( )+ -1 1 1 1 1 1 1dc   =  xb  -   c  -  cd  γt k k
( )+ -1 1 1 1 1 1 1 1 1 1 1dm   =   γ c   -   δ m - k m y   -   k d  +   π ddt
( )+ -1 1 1 1 1 1 1 1 1 1dd   =  k m y   -   k d  -  π d -   a δt  dd
1 1 1
d[RFP]  =  π d   -  λ [RFP]
dt
+
2
2 2
-
2
κ
b  +  x    c ,  
κ
«
2γ
2 2 2c    b  +  x  +  m , ®
2δ
2m   Æ®
2 2
+
2 a δ
2 2 
-
2
k
m  +  y     d   y 
k
 « ®
2π
2 2d    m  +  y  +  [GF P] ,®
2λ
[GFP]    Æ®
( )+ -2 2 2 22 2 2db   =  γ c -  κ xb   -  κ c   dt
( )+ -2 2 2 2 2 2 2dc  = κ xb   -  κ c  -  γ c ,dt
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            (8) 
              (9) 
              (10) 
 
Mass balances: 
Since the total concentrations of DNA (ni), RNAP (X), and ribosome (Y) are conserved, we can 
write the following mass balances: 
    (MCP, p15A)                (11) 
           (HCP, ColE1)             (12) 
       (RNAP)                 (13) 
      (Ribosome)             (14) 
At steady state and using the assumptions and simplifications defined in Box 1, the slope of the 
GFP – RFP curve for System #1 is 
                                                           (15) 
where n1, n2, A1, A2, B1, B2, C2, and X are all constants. Thus, the relationship between RFP and 
GFP is linear. Details of the derivation of this equation have also been described69.  
 
Box 1: Notations and simplifications 
The following equations are used to simplify the mathematical analysis (assuming steady state)69. 
                ,   
( )+ -2 2 2 2 2 2 2 2 2 2 2dm   =   γ c   -  δ m   -  k m y  -  k d  +  π d ,dt
( )+ -2 2 2 2 2 2 2 2 2 2dd   = k m y  -   k d  -  π d   -  a δ d ,dt
2 2 2
d[GFP]   =  π d   -  λ [GFP]
dt
*
1 1 1 1n   =   b  +  b  +  c
2 2 2n   =  b +  c 
1 2X   =  x   +  c   +  c
1 2Y   =  y  +  d   +  d
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≫	x and ≫	y (concentrations of free RNAP and ribosome are low at low growth rates).  
   ,  
System #1 
   
System #2 
   ,   ,    
  
  
  
  
 
System #3 
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System #2 
1. Circuit 1 is identical to that of System #1. 
2. Circuit 2 
In this circuit, aTc (CTR) is the inducer for the pTet* promoter controlling the expression of the 
transcription factor ExsA. CTR activates the pTet* promoter (𝑏É) by binding the TetR repressor 
that is initially in the TetR-pTet* complex (b3
*). [ExsA]0 and [ExsA] represent the total and the 
free ExsA concentration in the system, respectively. Here, transcription and translation 
parameters for ExsA are shown with subscript 3 while those of GFP are with 2. ExsA is the 
activator for GFP expression. All parameters have the same meaning as defined earlier.  
Trascriptional reactions: 
                
                
 
Translational reactions: 
6 1 4 5 1 4 5 1 13 3K =  κ B B B n +     κ B B XA n
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,           
 
ODE models: 
          (16) 
                     (17) 
      (18-19) 
       (20-21) 
                 (22-23) 
             (24) 
              (25) 
 
Mass balances: 
We can write similar mass balances as in System #1 for the different plasmids, RNAP, and 
ribosome. In addition, we have a mass balance equation for ExsA, where [ExsA]0 and [ExsA] are 
the total and free concentration of  ExsA, respectively. 
3 3
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 ,   (Plasmids 1, 2, and 3 are p15A, ColE1, and pSC101, 
respectively)                                                                                                                           (26-28) 
                (29) 
               (30) 
[ExsA]0  =  [ExsA]  +  b2              (31) 
The steady state relationship between GFP and RFP for System #2 is derived as follows: 
Change in inducer concentration [3OC6] causes change in system variables. The change in 
[GFP] with respect to that of [RFP] can be shown to be 
Δ[GFP]
Δ[RFP] 		=	 (κ1κ3B1B3)ε2' -ε2+(κ3B1B3n1+ κ3B3XA1n1)ε1ε2' -ε1' ε2+(κ1B1B3n3+ κ1B1XA3n3)ε2' ε3-ε2ε3' (κ2κ3B2B3)ε1' -ε1-(κ3B2B3n2+ κ3B3XA2n2)ε1ε2' -ε1' ε2+(κ2B2B3n3+ κ3B3XA2n3)ε1' ε3-ε1ε3'   
where the prime denotes the new values of the variables due to the change in 3OC6. From the 
assumptions in Box 1, the change in ε3 can be neglected, that is ε3=	ε3' . Thus, the equation 
above reduces to: 
Δ[GFP]
Δ[RFP] 		= 	κ1κ3B1B3+ ε3(κ1B1B3n3+ κ1B1XA3n3)ε2' -ε2+(κ3B1B3n1+ κ3B3XA1n1)ε1ε2' -ε1' ε2κ2κ3B2B3+ ε3(κ2B2B3n3+ κ3B3XA2n3)ε1' -ε1-(κ3B2B3n2+ κ3B3XA2n2)ε1ε2' -ε1' ε2  
Or lumping the constant terms, we have 
                                                                                (32) 
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Since the relationship between  and  is linear (Figure 27), substituting a linear form (
) into Equation 32 leads to a linear expression for the slope ( ).  Thus, 
the coupling correlation in System 2 is linear. 
 
System #3 
1. Circuit 1 is identical to that of System #1. 
2. Circuit 2 
In this circuit, aTc (CTR) is the inducer for the pTet* promoter controlling the expression of the 
regulators InvF and SicA. As described above, the activation of the pTet* promoter by aTc is 
similar to that of System #2. [InvF]0, [SicA]0, [InvF], and [SicA] represent the concentration of 
the total InvF, total SicA, free InvF, and free SicA in the system, respectively. Here, 
transcriptional parameters for the InvF-SicA operon are shown with subscript 3 while 
translational parameters are with 4 and 5 for InvF and SicA, respectively (e.g., the mRNAs 
coding for InvF and SicA are denoted by m4 and m5, respectively). Transcriptional and 
translational parameters for GFP are shown with subscript 2. The 1:2 complex of InvF and SicA 
(CIS) is the activator for GFP expression. All parameters have the same meaning as defined 
earlier.  
Transcriptional reactions: 
2e 1e
2 1 BAe e= +
1 2
3 4
K - K 
K - K
B A
A
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Activator complex formation: 
 
 
Translational reactions: 
           
         
         
         
 
ODE models: 
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( ) ( )3 3 TR 3+ * -3 3 3 3 3 3 3- 3+db   =  µ b    -  µ b   -  κ xb -   κ c  + C    γ cdt
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            (35) 
                (36) 
                                                                    (37) 
                (38-39) 
                 (40-42) 
              (43) 
             (44) 
             (45) 
 
Mass balances: 
The mass balances for the different plasmids, RNAP, and ribosome are shown below. We also 
have mass balances for InvF and SicA. [InvF]0, [SicA]0, InvF, and SicA are the concentration of 
total InvF, total SicA, free InvF, and free SicA, respectively. 
 ,   (Plasmids 1, 2, and 3 are p15A, ColE1, and pSC101, 
respectively)                                                                                                                         (46-48) 
              (49) 
          
 (50) 
[InvF]0  =  [InvF] +  b2  +                           (51) 
2+ -
IS[InvF][Sic
dC    =   κ   -   κ CA]
dt IS I
IS
S
( )+ -3 3 3 3 3 3 3dc   =  κ xb   -  κ c   -  γ cdt
( )+ -2 2 2 2 2 2 2 2 2 2 2dm   =  γ  -  δ m  -   k m y  -  k d  +  , π ddt c
( ) { }+ -i i i i i i i i i3 idm   =  γ   -  δ m   -  k m y  -  k d  +  π d ,    i 4,5dt c Î
( ) { }+ -i i i i i i i i i idd   =  k m y  -  k d  -  π d   -  a δ d ,  i 2,4,5dt Î
2 2 2
d[GFP]   =  π d   -  λ [GFP]
dt
[ ] [ ]0 4 4 4 0
d InvF  
  =   π d   -  λ InvF  
dt
[ ] [ ]0 5 5 5 0
d SicA  
  =   π d -   λ SicA  
dt
  
*
i i i i n   =  b +   b + c { }  i 1,2,3Î
iX  =  x  +  c  (i=1,2,3)å
iY  =  y  + d   (i=1,2,4,5)å
ISC
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[SicA]0  =  [SicA] + 2b2 + 2                          (52) 
A similar analysis as in System #2 yields  
Δ[GFP]
Δ[RFP]
 	= κ1κ3B1B4B5+ ε3(κ1B1B4B5n3+ κ1B1B5XA4n3+κ3B1B4XA5n3)(ε2' - ε2)+κ3B1B4B5n1+ κ3B4B5XA1n1(ε1ε2' -ε1' ε2)κ2κ3B2B4B5+ ε3(κ2B2B4B5n3+ κ3B4B5XA2n3+κ3B1B4XA5n3)(ε1' - ε1)-(κ3B2B4B5n2+ κ3B4B5XA2n2)(ε1ε2' -ε1' ε2)  
Lumping the constant terms, we have 
                                                                                   (53)
 
 
In this case, the relationship between  and  is nonlinear (Figure 27), giving us a changing 
slope. Thus, the coupling correlation in System 3 is non-linear (see also Section [2]). 
 
System #2 (Negative Feedback) 
1. Circuit 1 is identical to that of System #1. 
2. Circuit 2 
In this circuit, aTc (CTR) is the inducer for the pTet* promoter controlling the expression of the 
transcription factor ExsA. CTR activates the pTet* promoter (𝑏É) by binding the TetR repressor 
that is initially in the TetR-pTet* complex (b3
*). [ExsA]0 and [ExsA] represent the total and the 
free ExsA concentration in the system, respectively. ExsA is the activator for both GFP and 
ExsD expression. In addition, ExsA and ExsD can form a complex that is not able to activate 
GFP and ExsD expression. [ExsD]0 and [ExsD] represent the total and the free ExsD 
concentration, respectively. Here, transcription and translation parameters for ExsA are shown 
with subscript 3, while those of ExsD and GFP are with d and 2, respectively. All parameters 
have the same meaning as defined earlier.  
ISC
( ) ( )
( ) ( )
5 2 2 6 1 2 1 2
7 1 1 8 1 2 1 2
K -  + K - Δ[GFP]  =  
Δ[RFP] K -  -  K - 
e e e e e e
e e e e e e
¢ ¢ ¢
¢ ¢ ¢
2e 1e
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Trascriptional reactions: 
                
       ,    ,         
 
 
Translational reactions: 
          
,           
 
 
Interaction of ExsA and ExsD: 
 
 
ODE models: 
          (54) 
          (55) 
      (56-57) 
+
3
*
TR 3 3
-
3
µ
C  +  b        b ,  
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«
+
3
3 3
-
3
κ
b   +  x      c ,  
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«
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3 3 3c     b   +   x   +   m ,®
3δ
3  m    Æ®
+
2
*
2 2
-
2
µ
[ExsA]   +  b       b ,  
µ
«
+
2
2 2
-
2
 
κ
b  +  x     c ,  
κ
« 2γ2 2 2 dc b + x + m + m¾¾®
2δ
2m     Æ®
dδ
dm ¾¾®Æ
3 3
+
3 a δ
3 3 
-
3
k
m   +  y    d  y ,
k
  « ®
3π
3 3 0d    m   +  y  + [E xsA]  ,® [ ]
3λ
0
ExsA         Æ®
2 2
+
2 a δ
2 2 
-
2
k
m   +  y    d    y 
k
« ®
2π
2 2d   m   +  y  +  [GF , P] ®
2λ
[GFP]      Æ®
d d d d d
d
k a
d d d d 0 0k
m y  d y,   d m y [ExsD] ,   [ExsD]
+
-
d p l+ ¬¾® ¾¾¾® ¾¾® + + ¾¾®Æ
ADK[ExsA]+[ExsD] [ExsA-ExsD]¬¾¾®
[ ]( ) ( )+ * - + -2 2 2 2 2 2 2 2 2 2 2db   =  µ ExsA b   -  µ b  - κ xb   -  κ c  +  γ c ,dt
( ) ( )+ * - + -3 3 TR 3 3 3 3 3 3 3 3 3db   = µ C b   -   µ b  - κ xb   -  κ c  +  γ c ,dt
( ) { }+ -i i i i i i idc    = κ xb   -   κ c  -  γ c ,          i 2,3dt Î
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       (58-59) 
                                                                             (60) 
                 (61-62) 
                                                             (63)
             (64) 
             (65) 
              (66) 
 
Mass balances: 
We can write similar mass balances as in System #2 for the different plasmids, RNAP, and 
ribosome.  
 ,   (Plasmids 1, 2, and 3 are p15A, ColE1, and pSC101, 
respectively)                                                                                                                 (67-69) 
                (70) 
+ dd               (71) 
[ExsA]0  =  [ExsA]  +  b2 + [ExsA-ExsD]            (72) 
[ExsD]0  =  [ExsD]  + [ExsA-ExsD]                   (73)  
+ -i
i i i i i i i i i i
dm   =  γ c - δ m   -  (k m y  -  k d )  +  π d ,  
dt
 { }i 2,3Î
d
2 2 d d d d d d d d
dm c m (k m y k d ) d
dt
+ -= g -d - - + p
( ) { }+ -i i i i i i i i i idd   =  k m y  -  k d  -  π d   -  a δ d ,  i 2,3dt Î
d
d d d d d d d d d
dd (k m y k d ) d a d
dt
+ -= - -p - d
[ ] [ ]0 3 3 3 0
d ExsA
  =  π d   -  λ ExsA .
dt
0
d d d 0
d[ExsD] d [ExsD]
dt
= p -l
2 2 2
d[GFP]   =  π d   -  λ [GFP].
dt
*
i i i in   =  b +  b +   c { }  i 1,2,3Î
3
i
i=1
X  =  x  +  cå
3
i
i=1
Y  =  y  +  då
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[2] Mathematical analysis to determine resource-coupling correlations in systems with 
three different circuit topologies - numerical solution 
To validate mathematical analyses above, we performed numerical simulations for Systems #1, 
2, and 3. To numerically solve for varibles, we assumed steady-state conditions for the same 
ODEs as described above. Based on previous reports26,100,205, the following Hill coefficients were 
used: 2 (pLux*), 2 (pCI), 2 (pTet*), 1 (pexsD), and 1 (psicA). Parameter values used in our 
simulations are summarized in Table 9. 
Equations used for numerical simulations: 
• System #1 (Open Loop):  Same as described above. Variables to be solved are x, y, [RFP], 
and [GFP]. 
 
• System #2 (Open Loop):  Variables to be solved are x, y, [RFP], [GFP], and [ExsA]. 
1    
2  
3  
4  
5  
 
where , , and . 
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• System #2 (Negative Feedback): Variables to be solved are x, y, [RFP], [GFP], [ExsA], and 
[ExsD]. 
1    
2 
 
3  
4  
5  
6  
 
where , , and . 
 
 
• System #3 (Open Loop): Variables to be solved are x, y, [RFP], [GFP], [InvF] and [SicA]. 
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3  
4  
5  
6  
 
where , , and . 
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Figure 24. Effect of plasmid copy numbers on resource-coupled interference between 
independent genetic circuits. A. Schematic diagrams of System 1 as shown in Figure 6. Three 
subsystems were constructed with various combinations of plasmid copy numbers. LCP, MCP, 
and HCP represent low, medium, and high copy plasmid, respectively. An inducible promoter 
(pLux*) controls RFP expression while GFP is constitutively expressed from the pCI promoter. 
B. Competition for limited resources couples independent circuits. RFP expression (by adding 
3OC6) is strongly coupled with GFP expression only when a combination of MCP and HCP is 
used for Circuits 1 and 2, respectively. FGFP (left y-axis) and FRFP (right y-axis). Note that the 
RFP expression range is different for the figure in the right panel (the MCP-HCP combination). 
For the pLux* promoter, pLux*_-35N4G was used in all three systems (Table 13). The 
experiments were performed at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 40, 200, and 1,000 nM. 
C. Relationship between RFP and GFP expression. A combination of LCP and MCP generates 
no correlation (R2 = 0.133, P > 0.05), LCP and HCP generates a weak correlation (R2 = 0.504, P 
< 0.05), and MCP and HCP generates a strong linear coupling correlation (R2 = 0.974, P < 
0.001) determined using linear least squares method. Data were fitted to an equation 𝐹GHI 	=		𝑎 − 𝑏	𝐹LHI. The data and error bars show the average and s.e.m of at least three biological 
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replicates performed on different days. D. OD600nm plotted against FRFP. Absorbance (Abs) 
values obtained from the plate reader were converted into OD600nm by using the equation 
(OD600nm = 1.6446 × Abs + 0.0138) that was experimentally determined. The data and error 
bars show the average and s.e.m of at least three biological replicates performed on different 
days. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 25. Plots on the same scale axes and OD600nm data for Figure 7. A. Schematic 
diagrams of genetic circuits as shown in Figure 6. B. Plots on the same scale axes (Figure 7B) for 
comparison between Systems 1, 2, and 3. C. Plots on the same scale axes (Figure 7C) for 
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comparison between Systems 1, 2, and 3. D. OD600nm plotted against FRFP (REU) in Systems 1, 
2, and 3. Absorbance (Abs) values obtained from the plate reader were converted into OD600nm 
by using the equation (OD600nm = 1.6446 × Abs + 0.0138) that was experimentally determined. 
The experiments were performed at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 40, 200, and 1,000 
nM and an aTc concentration of 0 (System 1) or 50 ng/ml (Systems 2 and 3). The data and error 
bars show the average and s.e.m. of at least three biological replicates performed on different 
days. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 26. Effect of point mutations in the pLux* promoter on resource coupling. A. 
Building a promoter library by introducing point mutations in the -35 or -10 region. The 
schematic diagram of the pLux* promoter (Original) is shown in the left panel26. Ten promoter 
variants were created by replacing a single nucleotide either in the -35 or -10 region. For 
example, the notation -10N1A means that the first base in the -10 region was replaced with 
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nucleotide A (from TACTTT to AACTTT). This also applies to the -35 region (e.g., -35N4G 
from TTTACG to TTTGCG). The right panel shows transfer functions of the promoter variants 
with parameters shown in Table 10. The experiments were performed at 3OC6 concentrations of 
0, 0.32, 1.6, 5, 8, 40, 200, and 1,000 nM. B. Linear regression analysis of experimental data 
shows that the slope of the coupling correlation is independent of the pLux* promoter strength 
for System 1 (R2 = -0.07, P > 0.05) and System 2 (R2 = 0.179, P > 0.05). In contrast, the slope 
increases with the pLux* promoter strength in System 3 (R2 = 0.793, P < 0.001). C. Schematic 
diagrams of genetic circuits shown in Figure 6. D. OD600nm plotted against FRFP (REU) in 
Systems 1, 2, and 3 (for Figure 8B). Absorbance (Abs) values obtained from the plate reader 
were converted into OD600nm by using the equation (OD600nm = 1.6446 × Abs + 0.0138) that 
was experimentally determined. The data and error bars show the average and s.e.m. of at least 
three biological replicates performed on different days. 
 
 
Figure 27. Relationship between e1 and e2 in Systems 2 and 3. A. Schematic diagrams of 
genetic circuits in Systems 2 and 3. B. Numerical simulations showing linear and non-linear e1–
e2 relationships for Systems 2 and 3, respectively. e1 and e2 are defined in Box 1. Simulations 
were done using 3OC6 concentrations of 0 – 1,000 nM. The other parameters used for these 
simulations are shown in Table 9.  
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Figure 28. Effects of different growth media on growth rates and the coupling correlation. 
Three different media were used as described in the Methods section: M9 + 0.4% glucose; 
supplemented M9; and LB. A. Schematic diagrams of System 1. Left, System 1 with a pLux* 
variant (-10N2T; Table 10). Right, System 1 with a pLux* variant (-10N4A; Table 10). B. 
Specific growth rates measured at 0 nM 3OC6. C. Specific growth rates measured at 1,000 nM 
3OC6. D. Coupling correlation. The experimental data were fitted to an equation 𝐹GHI 	= 		𝑎 −𝑏𝐹LHI to calculate and compare the slopes between different nutrient conditions. For the left 
figure, fitted equations are: 𝐹GHI 	= 	1.61 − 0.313	𝐹LHI, R2 = 0.974 (M9 + 0.4% Glucose); 𝐹GHI 	= 	1.91 − 0.161	𝐹LHI, R2 = 0.996 (Supplemented M9); and 𝐹GHI 	= 	1.51 − 0.070	𝐹LHI, 
R2 = 0.964 (LB). For the right figure, fitted equations are: 𝐹GHI 	= 	1.70 − 0.619	𝐹LHI, R2 = 
0.839 (M9 + 0.4% Glucose); 𝐹GHI 	= 	1.62 − 0.110	𝐹LHI, R2 = 0.959 (Supplemented M9); and 
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𝐹GHI 	= 	1.46 − 0.070	𝐹LHI, R2 = 0.960 (LB). Experiments were performed at 3OC6 
concentrations of 0, 0.32, 1.6, 5, 8, 40, 200, and 1,000 nM. The data and error bars show the 
average and s.e.m. of at least three biological replicates performed on different days. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 29. OD600nm data for Figure 10. Schematic diagrams shown in this figure are same as 
those in Figure 10. Absorbance (Abs) values obtained from the plate reader were converted into 
OD600nm by using the equation (OD600nm = 1.6446 × Abs + 0.0138) that was experimentally 
determined. The data and error bars show the average and s.e.m of three biological replicates 
performed on different days. Detailed information regarding plasmids, strains, and sequences of 
promoters and RBSs in this figure is summarized in Tables 11-13. A. The experiments were 
performed at 3OC6 concentrations of 0, 0.32, 1.6, 5, 8, 20, 40, 200, and 1,000 nM, and an aTc 
concentration of 50 ng/ml. B. The experiments were performed at 3OC6 concentrations of 0, 
0.32, 1.6, 5, 8, 20, 40, 200, and 1,000 nM, and an aTc concentration of 50 ng/ml. C. The 
experiments were performed at 3OC6 concentrations of 1.6, 5, 8, 20, 40, 200, and 1,000 nM, and 
an aTc concentration of 50 ng/ml. 
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Figure 30. An ExsD mutant (ExsD**) that does not reduce GFP expression compared to the 
open loop counterpart. ExsD** was created by removing ten amino acids from the C-terminal of 
ExsD, which was reported to make the protein completely unstable 158. A. Schematic diagram of 
an open loop subsystem of System 2. B. Schematic diagram of a subsystem of System 2 with a 
negative feedback loop. C. Schematic diagram of a subsystem of System 2 containing ExsD**. 
D. Coupling correlations between GFP and RFP levels. The experimental data were fitted to an 
equation 𝐹GHI 	= 		𝑎 − 𝑏𝐹LHI to calculate and compare the slopes among the three genetic 
circuits. Fitted equations are: 𝐹GHI 	= 	0.061 − 0.0024	𝐹LHI, R2 = 0.776 (Negative feedback; b 
= 10 ± 2); 𝐹GHI 	= 	1.42 − 0.184	𝐹LHI, R2 = 0.988 (Open loop; b = 67 ± 2); and 𝐹GHI 	= 	1.44 −0.182	𝐹LHI, R2 = 0.989 (Unstable ExsD**; b = 70 ± 1). Experiments were performed at 3OC6 
concentrations of 0, 0.32, 1.6, 5, 8, 20, 40, 200, and 1,000 nM. Data and error bars are averages 
and s.e.m. of at least six biological replicates performed on different days. 
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Figure 31. Reduced coupling is due to the presence of negative feedback. Three ExsD**-
containing subsystems, which have similar GFP levels to that of a negative feedback-containing 
subsystem or an open loop subsystem, were created by using different ribosome binding site 
(RBS; dashed oval in the figure) sequences for gfp while using the same RBS sequence for ExsD 
and ExsD**. The changed RBS sequences (6 bases) were indicated below. Detailed information 
regarding plasmids, strains, and sequences of promoters and RBSs used in this figure is 
summarized in Tables 11-13. A. Schematic diagram of an open loop subsystem of System 2 
(RBS changed to TTTGCT). B. Schematic diagram of a subsystem of System 2 with a negative 
feedback loop (original RBS, AGGAGT). C. Schematic diagram of a subsystem of System 2 
containing ExsD** (RBS changed to CAGGGT; gfp_4 + exsD**). D. Schematic diagram of a 
subsystem of System 2 containing ExsD** (RBS changed to GTAAGT; gfp_6 + exsD**). E. 
Schematic diagram of a subsystem of System 2 containing ExsD** (RBS changed to ATTGTT; 
gfp_8 + exsD**). F. Coupling correlations between GFP and RFP levels. The experimental data 
were fitted to an equation 𝐹GHI 	= 		𝑎 − 𝑏𝐹LHI to calculate and compare the slopes among the 
five genetic circuits. Fitted equations are: 𝐹GHI 	= 	0.061 − 0.0024	𝐹LHI, R2 = 0.776 (Negative 
feedback; b = 10 ± 2); 𝐹GHI 	= 	0.073 − 0.0057	𝐹LHI, R2 = 0.885 (Open loop; b = 25 ± 2); 
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0.32, 1.6, 5, 8, 20, 40, 200, and 1,000 nM. Data and error bars are averages and s.e.m. of at least 
six biological replicates performed on different days. 
 
 
 
 
 
 
 
 
 
 
 
Figure 32. Reduction of resource-coupled interference by negative feedback occurs only 
within a limited range of feedback strength. A. Schematic diagrams of genetic circuits with no 
negative feedback loop (Open loop; left) and with a negative feedback loop (Negative feedback; 
right). B. Numerical simulations showing the effect of negative feedback strength on the 
coupling slope. Negative feedback strengths were varied by changing the dissociation constant 
between exsD mRNA and ribosome (kd) for the negative feedback system. To calculate the slope 
for FGFP-FRFP coupling correlations, computationally obtained GFP outputs were normalized to 
their maximum value for each kd. Numerical simulations were performed using kd values (nM) 
of [102, 5×102, 103, 3×103, 5×103, 104, 2×104, 5×104, 105, 5×105, 106] and the following k1 
values (nM): 0.5 (left), 200 (middle), and 5,000 (right). Other parameters used in this simulation 
are shown in Table 9. Too strong (too low kd) negative feedback can result in more coupling 
(more negative slope) than the open loop counterpart. 
 
Table 9. Parameter values used in the numerical simulations. 
Symbols a  System #1 System #2 System #3 References/Notes 
k1  1×103 1×103 1×103 this study b 
k2 c  1×105 1×105 1×105 69 
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k3  - 1×104 - 69 
k4  - - 1×104 69 
k5  - - 1×104 69 
kd d - 4×103 - 69 
κ1 e 200 200 200 69 
κ2  1,000 1,900 17,000 this study b  
κ3  - 20 20 26 
δ1  10 10 10 69 
δ2  10 10 10 69 
δ3  - 10 - 69 
δ4  - - 10 69 
δ5  - - 10 69 
δd - 10 - 69 
λ1  1 1 1 69 
λ2  1 1 1 69 
λ3  - 1 - 69 
λ4  - - 1.3 152 
λ5  - - 2.8 152 
λd - 0.4 - this study b 
π1  2,700 2,700 2,700 69 
π2  2,700 2,700 2,700 69 
π3 - 2,700 - 69 
π4  - - 2,700 69 
π5  - - 2,700 69 
πd - 2,700 - 69 
γ1  900 900 900 69 
γ2  900 900 1320 69,152 
γ3  - 900 900 69 
X  500 500 500 69 
Y  1,000 1,000 1,000 69 
n1  40 40 40 149 
n2  70 70 70 149 
n3  - 4 4 149 
Kp1  - 1.8×104 - 100 
Kp2 - - 1.8×104 100 
KIS  - - 1700 152 
KAD - 100 - 100 
Ku1 5 5 5 69 
Ku2 - 5 5 69 
[3OC6] (u1) 0 - 1,000 0 - 1,000 0 - 1,000 this study b 
[aTc] (u2) - 108 108 this study b 
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a k is the dissociation constant of a ribosome binding to the corresponding ribosome binding site, in nM; κ 
is the dissociation constant of a promoter binding to RNA polymerase, in nM; δ is the mRNA decay rate, 
in h-1; λ is the protein decay rate, in h-1; π is the protein production rate, in h-1; γ is the transcription rate, in 
h-1; X is the total concentration of RNA polymerase, in nM; Y is the total concentration of ribosome, in 
nM; n is the plasmid concentration, in nM; the units of K are: nM (Kp), nM2 (Ku), nM (KAD), and nM2 
(KIS); and u is the inducer concentration, in nM. Subscript ‘1’ represents RFP, ‘2’ represents GFP, ‘3’ 
represents ExsA, ‘4’ represents InvF, and ‘5’ represents SicA. The subscript ‘d’ represents the protein in 
the negative feedback loop. 
b Those parameter values were based on the experimental values or estimated values in this study.  
c k2 was 1.4×106 and 4.6×105 for gfp with different RBSs in Figure 10B and 10C, respectively. 
d For Figure 10C, kd was 2×104 due to the modified RBS. 
e κ1 values of 0.05 - 10,000 nM were used for Figure 8. For Figure 10, κ1 was 2,500 nM. 
 
Table 10. Parameters of pLux* promoter transfer functions. The transfer functions were 
obtained by fitting the experimental data to the Hill equation: 𝐹 =	𝐹Y +	(𝐹Y{| −𝐹Y)	 𝐿𝜂𝐾𝐷𝜂+	𝐿𝜂	, where 𝐿 is the concentration of 3OC6, 𝐹 is the pLux* promoter activity, 𝐹Y is 
the basal activity due to promoter leakiness, 𝐹Y{| is the maximum activity, 𝜂 is the Hill 
coefficient, and 𝐾h denotes the input threshold where the output is half-maximal. The ± values 
represent the 95% confidence interval. Nucleotides highlighted in red (also in upper case) denote 
point mutations introduced in the original pLux* promoter sequence. Underlined sequences 
denote the  -35 and -10 regions of the pLux* promoter. 
 
Promoter DNA Sequence (5’ – 3’) h KD (nM) 
Fmin x 102 
(REU) 
Fmax 
(REU) R
2 
Original caggtttacgcaagaaaatggtttgttactttcgaa 1.92 ± 0.11 4.03 ± 0.15 1.49 ± 0.22 3.96 ± 0.03 0.9996 
-10N1A caggtttacgcaagaaaatggtttgtAactttcgaa 1.59 ± 0.09 6.85 ± 0.59 4.04 ± 0.26 2.37 ± 0.07 0.9988 
-10N2T caggtttacgcaagaaaatggtttgttTctttcgaa 1.73 ± 0.03 5.75 ± 0.20 6.51 ± 0.31 6.88 ± 0.21 0.9995 
-10N3A caggtttacgcaagaaaatggtttgttaAtttcgaa 1.80 ± 0.07 3.11 ± 0.19 6.78 ± 0.59 13.90 ± 0.33 0.9974 
-10N4A caggtttacgcaagaaaatggtttgttacAttcgaa 2.40 ± 0.63 1.14 ± 0.32 16.57 ± 2.25 11.22 ± 0.50 0.9874 
-35N1A caggAttacgcaagaaaatggtttgttactttcgaa 1.62 ± 0.06 8.99 ± 0.47 3.43 ± 0.13 3.58 ± 0.02 0.9997 
-35N1G caggGttacgcaagaaaatggtttgttactttcgaa 1.64 ± 0.01 9.84 ± 0.93 3.57 ± 0.14 6.77 ± 0.19 0.9986 
-35N3A caggttAacgcaagaaaatggtttgttactttcgaa 1.54 ± 0.06 8.61 ± 0.47 3.65 ± 0.20 9.34 ± 0.15 0.9986 
-35N4G caggtttGcgcaagaaaatggtttgttactttcgaa 1.71 ± 0.10 7.15 ± 0.59 3.83 ± 0.24 9.76 ± 0.18 0.9979 
-35N5T caggtttaTgcaagaaaatggtttgttactttcgaa 1.74 ± 0.08 7.81 ± 0.74 5.94 ± 0.16 8.72 ± 0.55 0.9874 
-35N5G caggtttaGgcaagaaaatggtttgttactttcgaa 1.44 ± 0.06 9.83 ± 1.64 3.78 ± 0.24 5.59 ± 0.52 0.9996 
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Table 11. Plasmids used in this study. 
Plasmid Name Origin Resistance Properties 
pTS410 p15A SpecR pLux-rfp_-10N1A 
pTS411 p15A SpecR pLux-rfp_-10N2T 
pTS412 p15A SpecR pLux-rfp_-10N3A 
pTS413 p15A SpecR pLux-rfp_-10N4A 
pTS414 p15A SpecR pLux-rfp_-35N1A 
pTS415 p15A SpecR pLux-rfp_-35N1G 
pTS416 p15A SpecR pLux-rfp_-35N3A 
pTS417 p15A SpecR pLux-rfp_-35N4G 
pTS418 p15A SpecR pLux-rfp_-35N5T 
pTS419 p15A SpecR pLux-rfp_-35N5G 
pTS217 p15A SpecR pLux-rfp_Original 
pTS354 pSC101* AmpR pLux-rfp_-35N4G 
pTS224 p15A SpecR pcI-gfp 
pTS443 ColE1 CmR pcI-gfp 
pTS005 ColE1 CmR pexsD-gfp 
pTS617 ColE1 CmR pexsD-(AGGAGTàGATTAT)-gfp 
pTS618 ColE1 CmR pexsD-(AGGAGTàTTTGCT)-gfp 
pTS227 pSC101* KanR pTet*-exsA 
pTM008 ColE1 CmR psicA-gfp 
pTS226 pSC101* AmpR pTet*-invF-sicA 
pTS493 ColE1 CmR pexsD-gfp-exsD 
pTS616 ColE1 CmR pexsD-gfp-(TGAGGAàCGATAA)-exsD 
pTS612 ColE1 CmR pexsD-gfp-exsD** 
pTS657 ColE1 CmR pexsD-(AGGAGTàCAGGGT)-gfp_4-exsD** 
pTS658 ColE1 CmR pexsD-(AGGAGTàGTAAGT)-gfp_6-exsD** 
pTS660 ColE1 CmR pexsD-(AGGAGTàATTGTT)-gfp_8-exsD** 
pAH016 ColE1 CmR BBa-J23104-gfp 
pAH034 p15A KanR BBa-J23105-rfp 
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Table 12. Strains used in this study. 
 
Name Host Strain Plasmids Figure 
TS368 DH10B pTS354 + pTS224 Fig. 24 
TS464 DH10B pTS354 + pTS443 Fig. 24 
TS451 DH10B pTS417 + pTS443 Fig. 24 
TS451 DH10B pTS417 + pTS443 Fig. 7, Fig. 25 
TS427 DH10B pTS417 + pTS227 + pTS005 Fig. 7, Fig. 25 
TS440 DH10B pTS417 + pTS226 + pTM008 Fig. 7, Fig. 25 
TS410 DH10B pTS410 Fig. 26 
TS411 DH10B pTS411 Fig. 26 
TS412 DH10B pTS412 Fig. 26 
TS413 DH10B pTS413 Fig. 26 
TS414 DH10B pTS414 Fig. 26 
TS415 DH10B pTS415 Fig. 26 
TS416 DH10B pTS416 Fig. 26 
TS417 DH10B pTS417 Fig. 26 
TS418 DH10B pTS418 Fig. 26 
TS419 DH10B pTS419 Fig. 26 
TS217 DH10B pTS217 Fig. 26 
TS444 DH10B pTS410 + pTS443 Fig.8, Fig. 26 
TS445 DH10B pTS411 + pTS443 Fig.8, Fig. 26/28 
TS446 DH10B pTS412 + pTS443 Fig.8, Fig. 26 
TS447 DH10B pTS413 + pTS443 Fig.8, Fig. 26/28 
TS448 DH10B pTS414 + pTS443 Fig.8, Fig. 26 
TS449 DH10B pTS415 + pTS443 Fig.8, Fig. 26 
TS450 DH10B pTS416 + pTS443 Fig.8, Fig. 26 
TS451 DH10B pTS417 + pTS443 Fig.8, Fig. 26 
TS452 DH10B pTS418 + pTS443 Fig.8, Fig. 26 
TS453 DH10B pTS419 + pTS443 Fig.8, Fig. 26 
TS454 DH10B pTS217 + pTS443 Fig.8, Fig. 26 
TS420 DH10B pTS410 + pTS227 + pTS005 Fig.8, Fig. 26 
TS421 DH10B pTS411 + pTS227 + pTS005 Fig.8, Fig. 26 
TS422 DH10B pTS412 + pTS227 + pTS005 Fig.8, Fig. 26 
TS423 DH10B pTS413 + pTS227 + pTS005 Fig.8, Fig. 26 
TS424 DH10B pTS414 + pTS227 + pTS005 Fig.8, Fig. 26 
TS425 DH10B pTS415 + pTS227 + pTS005 Fig.8, Fig. 26 
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TS426 DH10B pTS416 + pTS227 + pTS005 Fig.8, Fig. 26 
TS427 DH10B pTS417 + pTS227 + pTS005 Fig.8, Fig. 26 
TS428 DH10B pTS418 + pTS227 + pTS005 Fig.8, Fig. 26 
TS429 DH10B pTS419 + pTS227 + pTS005 Fig.8, Fig. 26 
TS430 DH10B pTS217 + pTS227 + pTS005 Fig.8, Fig. 26 
TS433 DH10B pTS410 + pTS226 + pTM008 Fig.8, Fig. 26 
TS434 DH10B pTS411 + pTS226 + pTM008 Fig.8, Fig. 26 
TS435 DH10B pTS412 + pTS226 + pTM008 Fig.8, Fig. 26 
TS436 DH10B pTS413 + pTS226 + pTM008 Fig.8, Fig. 26 
TS437 DH10B pTS414 + pTS226 + pTM008 Fig.8, Fig. 26 
TS438 DH10B pTS415 + pTS226 + pTM008 Fig.8, Fig. 26 
TS439 DH10B pTS416 + pTS226 + pTM008 Fig.8, Fig. 26 
TS440 DH10B pTS417 + pTS226 + pTM008 Fig.8, Fig. 26 
TS441 DH10B pTS418 + pTS226 + pTM008 Fig.8, Fig. 26 
TS442 DH10B pTS419 + pTS226 + pTM008 Fig.8, Fig. 26 
TS231 DH10B pTS217 + pTS226 + pTM008 Fig.8, Fig. 26 
TS421 DH10B pTS411 + pTS227 + pTS005 Fig. 10A, Fig. 29A/30A 
TS507 DH10B pTS411 + pTS227 + pTS493 Fig. 10A/10B, Fig. 29A/29B/30B/31B 
TS623 DH10B pTS411 + pTS227 + pTS618 Fig. 10B, Fig. 29B/31A 
TS621 DH10B pTS616 + pTS227 + pTS217 Fig. 10C, Fig. 29C 
TS622 DH10B pTS617 + pTS227 + pTS217 Fig. 10C, Fig. 29C 
TS613 DH10B pTS411 + pTS227 + pTS612 Fig. 30C 
TS651 DH10B pTS411 + pTS227 + pTS657 Fig. 31C 
TS652 DH10B pTS411 + pTS227 + pTS658 Fig. 31D 
TS654 DH10B pTS411 + pTS227 + pTS660 Fig. 31E 
AH016 DH10B pAH016 Entire paper 
AH034 DH10B pAH034 Entire paper 
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Table 13. Genetic parts used in this study.  
 
Part Name Type and Source DNA sequence 
exsA Gene 204 
atgcaaggagccaaatctcttggccgaaagcagataacgtcttgtcattggaacattccaactttcgaatacagggtaaacaaggaa
gagggcgtatatgttctgctcgagggcgaactgaccgtccaggacatcgattccactttttgcctggcgcctggcgagttgcttttcgt
ccgccgcggaagctatgtcgtaagtaccaagggaaaggacagccgaatactctggattccattatctgcccagtttctacaaggctt
cgtccagcgcttcggcgcgctgttgagtgaagtcgagcgttgcgacgagcccgtgccgggcatcatcgcgttcgctgccacgcct
ctgctggccggttgcgtcaaggggttgaaggaattgcttgtgcatgagcatccgccgatgctcgcctgcctgaagatcgaggagtt
gctgatgctcttcgcgttcagtccgcaggggccgctgctgatgtcggtcctgcggcaactgagcaaccggcatgtcgagcgtctgc
agctattcatggagaagcactacctcaacgagtggaagctgtccgacttctcccgcgagttcggcatggggctgaccaccttcaag
gagctgttcggcagtgtctatggggtttcgccgcgcgcctggatcagcgagcggagaatcctctatgcccatcagttgctgctcaac
agcgacatgagcatcgtcgacatcgccatggaggcgggcttttccagtcagtcctatttcacccagagctatcgccgccgtttcggc
tgcacgccgagccgctcgcggcaggggaaggacgaatgccgggctaaaaataactga 
exsD Gene 204 
atggagcaggaagacgataagcagtactcccgagaagcggtgttcgctggcaggcgggtatccgtggtgggctcggacgcccg
ctcgcggggtcgggtgccgggttacgcatcgagcagtttgtatcgtgagtccggaatcatcagtgcgcggcaactggcgttgctgc
agcggatgctgccgcgcctgcggctggagcaactgttccgctgcgagtggttgcagcagcgcctggcgcgcggcctggcgctg
gggcgcgaagaggtgcggcagattctcctctgcgcggcgcaggacgacgacggctggtgctccgaactgggcgaccgggtca
acctcgccgtgccgcagtcgatgatcgactgggtcctgctgccggtctatggctggtgggaaagcctgctcgaccaggcgatccc
cggctggcgcctgtcgctggtggagctggagacccagtcccggcaactgcgagtcaagtccgaattctggtcccgcgtggccga
gctggagccggagcaggcccgcgaggaactggccagggtcgccaagtgccaggcgcgcacccaggaacaggtggccgaact
ggccggcaagctggagacggcttcggcactggcgaagagcgcctggccgaactggcagcggggcatggcgacgctgctcgcc
agcggcgggctggccggcttcgagccgatccccgaggtcctcgaatgcctctggcaacctctctgccggctggacgacgacgtc
ggcgcggcggacgccgtccaggcctggctgcacgaacgcaacctgtgccaggcacaggatcacttctactggcagagctga 
invF Gene 26 
atgctaaatacgcaggaagtacttaaagaaggagagaagcggaaaatccgcagcccggaagcatggtttatacagacgtgttccg
cgcaaaagctgcatatgtcattttctgaaagccgacacaatgaaaattgcctgattcaggaaggcgcgctgcttttttgcgagcaggc
cgttgtcgcaccagtatcaggagacctggtttttcgaccgttaaaaattgaagtactcagcaaattactggcatttatcgatggcgcag
gattagtggacacgacatatgctgaatccgataaatgggttttgctgagtcctgagtttcgcgctatttggcaagatcgtaaacgctgc
gagtactggtttttgcagcaaattattacgccttctccggccttcaataaggtactggcgctgttacgaaaaagcgagagttactggttg
gttggctatttactcgctcagtcaaccagcggcaacacgatgagaatgctgggagaagactatggcgtttcttatacccattttcgtcg
tttgtgcagcagagcgttgggcggaaaagcgaagagtgaattacgaaactggcgtatggcgcaatcgctgctgaatagtgtagaa
ggccacgagaacatcacccaattagccgttaatcatggttactcatcgccttcacatttttctagtgagatcaaagagctgatcggcgtt
tcgccgcggaaattatcaaatattattcaattggcagacaaatga 
sicA* Gene 26 
atggattatcaaaataatgtcagcgaagaacgtgttgcggaaatgatttgggatgccgttagtgaaggcgccacgctaaaagacgtt
catgggatccctcaagatatgatggacggtttatatgctcatgcttatgagttttataaccagggacgactggatgaagctgagacgtt
ctttcgttacttatgcatttatgatttttacaatcccgattacaccatgggactggcggcagtatgccaactgaaaaaacaatttcagaaa
gcatgtgacctttatgcagtagcgtttacgttacttaaaaatgattatcgccccgttttttttaccgggcagtgtcaattattaatgcgtaag
gcagcaaaagccagacagtgttttgaacttgtcaatgaacgtactgaagatgagtctctgcgggcaaaagcgttggtctatctggag
gcgctaaaaacggcggagacagagcagcacagtgaacaagaaaaggaataa 
gfp Gene 152 
atgagtaaaggagaagaacttttcactggagttgtcccaattcttgttgaattagatggtgatgttaatgggcacaaattttctgtcagtg
gagagggtgaaggtgatgcaacatacggaaaacttacccttaaatttatttgcactactggaaaactacctgttccatggccaacactt
gtcactactttgacttatggtgttcaatgcttttcaagatacccagatcatatgaaacggcatgactttttcaagagtgccatgcccgaag
gttatgtacaggaaagaactatatttttcaaagatgacgggaactataagacacgtgctgaagtcaagtttgaaggtgatacacttgtta
atagaatcgagttaaaaggtattgattttaaagaagatggaaacattcttggacacaagttggaatacaactataactcacacaatgtat
acatcatggcagacaaacaaaagaatggaatcaaagttaacttcaaaattagacacaacattgaagatggaagcgttcaactagca
gaccattatcaacaaaatactccaattggcgatggccctgtccttttaccagacaaccattacctgtccacacaatctgccctttcgaaa
gatcccaacgaaaagagagaccacatggtccttcttgagtttgtaacagctgctgggattacacatggcatggatgaactatacaaa
aggcctgcagcaaacgacgaaaactacgcttaa 
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rfp Gene 206 
atggcgagtagcgaagacgttatcaaagagttcatgcgtttcaaagttcgtatggaaggttccgttaacggtcacgagttcgaaatcg
aaggtgaaggtgaaggtcgtccgtacgaaggtacccagaccgctaaactgaaagttaccaaaggtggtccgctgccgttcgcttg
ggacatcctgtccccgcagttccagtacggttccaaagcttacgttaaacacccggctgacatcccggactacctgaaactgtccttc
ccggaaggtttcaaatgggaacgtgttatgaacttcgaagacggtggtgttgttaccgttacccaggactcctccctgcaagacggt
gagttcatctacaaagttaaactgcgtggtaccaacttcccgtccgacggtccggttatgcagaaaaaaaccatgggttgggaagctt
ccaccgaacgtatgtacccggaagacggtgctctgaaaggtgaaatcaaaatgcgtctgaaactgaaagacggtggtcactacga
cgctgaagttaaaaccacctacatggctaaaaaaccggttcagctgccgggtgcttacaaaaccgacatcaaactggacatcacct
cccacaacgaagactacaccatcgttgaacagtacgaacgtgctgaaggtcgtcactccaccggtgcttaa 
pexsD Promoter 204 gaaggacgaatgccgggctaaaaataactgacgttttttgaaagcccggtagcggctgcatgagtagaatcggcccaaat 
psicA Promoter 152 ccacaagaaacgaggtacggcattgagccgcgtaaggcagtagcgatgtattcattgggcgttttttg 
pcI Promoter tttctggaattctctagatttgacatacctctggcggtgatatataatggttgcaag 
pTet* Promoter 26 ttttcagcaggacgcactgacctccctatcagtgatagagattgacatccctatcagtgatagagatactgagcacatat 
pLux*_-10N1A Promoter acctgtaggatcgtacaggtttacgcaagaaaatggtttgtAactttcgaataaa 
pLux*_-10N2T Promoter acctgtaggatcgtacaggtttacgcaagaaaatggtttgttTctttcgaataaa 
pLux*_-10N3A Promoter acctgtaggatcgtacaggtttacgcaagaaaatggtttgttaAtttcgaataaa 
pLux*_-10N4A Promoter acctgtaggatcgtacaggtttacgcaagaaaatggtttgttacAttcgaataaa 
pLux*_-35N1A Promoter acctgtaggatcgtacaggAttacgcaagaaaatggtttgttactttcgaataaa 
pLux*_-35N1G Promoter acctgtaggatcgtacaggGttacgcaagaaaatggtttgttactttcgaataaa 
pLux*_-35N3A Promoter acctgtaggatcgtacaggttAacgcaagaaaatggtttgttactttcgaataaa 
pLux*_-35N4G Promoter acctgtaggatcgtacaggtttGcgcaagaaaatggtttgttactttcgaataaa 
pLux*_-35N5T Promoter acctgtaggatcgtacaggtttaTgcaagaaaatggtttgttactttcgaataaa 
pLux*_-35N5G Promoter acctgtaggatcgtacaggtttaGgcaagaaaatggtttgttactttcgaataaa 
pLux*_Original Promoter 26 acctgtaggatcgtacaggtttacgcaagaaaatggtttgttactttcgaataaa 
BBa_J23104 
Promoter 
(http://parts.igem.org/Promo
ters/Catalog/Anderson) 
ttgacagctagctcagtcctaggtattgtgctagc 
BBa_J23105 
Promoter 
(http://parts.igem.org/Promo
ters/Catalog/Anderson) 
tttacggctagctcagtcctaggtactatgctagc 
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Appendix C: Supplementary data for 
regulatory cascade dynamics 
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1. Model of the ExsA-ExsD-ExsC-ExsE circuit (Figure 11C) 
 
To confirm the functionality of ExsE in the ExsA-ExsD-ExsC-ExsE system (hereafter, A, D, C 
and E, respectively), we fit the experimental GFP fluorescence data to an ordinary differential 
equation model describing the production, degradation, and sequestration of molecules using 
fmincon in MATLAB 2016a. The partner swapping mechanism of the ExsADCE system is 
described below. 
 
  (1) 
  (2) 
 
 
(3) 
  (4) 
 
Here, kf1, kf2, kf3, kr1, kr2, and kr3 are the forward and reverse reaction rates for ExsA-ExsD (AD), 
ExsD-ExsC (DC), and ExsC-ExsE (CE) complex formation. D* represents an inactive form of 
ExsD that cannot bind with ExsA and ExsC, and D* is generated from the dissociation of the 
ExsD-ExsC complex207. While the forward and reverse reaction rates are not known, the 
dissociation constants (KD) for DC and CE complex formation have been measured as 18 nM 
and 1 nM, respectively, and the dissociation constant for Equation 1 has been estimated on the 
order of hundreds of nM158,181,183. The equations for the ordinary differential equation model are 
given below. 
 
 
 (5) 
 
 (6) 
 
 (7) 
A + D kf 1
kr1
⎯ →⎯← ⎯⎯ AD
D +C kf 2⎯ →⎯ DC
DC kr 2⎯ →⎯ D* +C
C + E kf 3
kr 3
⎯ →⎯← ⎯⎯ CE
dA
dt = uA − k f 1 ⋅A ⋅D + kr1 ⋅AD −γ A ⋅A
dD
dt = uD − k f 1 ⋅A ⋅D + kr1 ⋅AD − k f 2 ⋅D ⋅C −γ D ⋅D
dC
dt = uC − k f 2 ⋅C ⋅D + kr2 ⋅DC − k f 3 ⋅C ⋅E + kr3 ⋅CE −γ C ⋅C
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 (8) 
 
 (9) 
 
 (10) 
 
 (11) 
 
 
(12) 
 
 (13) 
 
 (14) 
 
Here, AD, DC, and CE are the concentrations of the protein complexes, GFP represents the 
protein concentration of GFP, Gm is the concentration of GFP mRNA, K is the half maximal 
constant of the pexsD promoter, leak is the basal expression of the pexsD promoter, um is the 
maximum GFP transcription rate, gm is the mRNA degradation rate, uG is the GFP translation 
rate, gA, gD, gC, gE, gDs, and gGFP are respectively the combined protein degradation and dilution 
rates for ExsA, ExsD, ExsC, ExsE, ExsD*, and GFP, and uA, uD, uC, and uE are respectively the 
protein synthesis rates for ExsA, ExsD, ExsC, and ExsE. To simplify the model, the pseudo-
steady state assumption was applied to the ordinary differential equations governing the protein 
complex concentrations (Equations 9-11), and multiple parameters were combined into binding 
parameters B1, B2, and B387. 
 
 
 (15) 
 
 (16) 
dE
dt = uE − k f 3 ⋅C ⋅E + kr3 ⋅CE −γ E ⋅E
dAD
dt = k f 1 ⋅A ⋅D − kr1 ⋅AD −γ AD ⋅AD
dDC
dt = k f 2 ⋅C ⋅D − kr2 ⋅DC −γ DC ⋅DC
dCE
dt = k f 3 ⋅C ⋅E − kr3 ⋅CE −γ CE ⋅CE
dD*
dt = kr2 ⋅DC −γ Ds ⋅D
*
dGm
dt = um
A
A + K + leak
⎛
⎝⎜
⎞
⎠⎟ −γ m ⋅Gm
dGFP
dt = uG ⋅Gm −γ GFP ⋅GFP
B1 =
kr1
KAD
kr1
kr1 + γ AD
−1⎛
⎝⎜
⎞
⎠⎟
B2 =
kr2
KDC
kr2
kr2 + γ DC
−1⎛
⎝⎜
⎞
⎠⎟
  
150 
 
 (17) 
 
Here, KAD represents the ExsA-ExsD dissociation constant (KAD = kr1/kf1), KDC represents the 
ExsD-ExsC dissociation constant (KDC = kr2/kf2), KCE represents the ExsC-ExsE dissociation 
constant (KCE = kr3/kf3), and gAD, gDC, and gCE are the protein degradation rates for the ExsA-
ExsD, ExsD-ExsC, and ExsC-ExsE complexes, respectively. The simplified ODE equations are 
shown below (Equations 18-21). 
 
 
 
 
 
(18) 
 
 (19) 
 
 (20) 
 
 (21) 
 
     For all free species, it was assumed that dilution from cell division was the dominant form of 
protein removal, so gA, gD, gC, gE, gDs, and gGFP were set to the average growth rate (g = 0.011 
min-1). uG, kf2, and gm were estimated from the previous work104. kr2 was calculated to be 9 min-1 
from the estimated kf2 and the measured dissociation constant (KDC = kr2/kf2 = 18 nM)181. K, leak, 
Hill coefficient (n = 1 in Equation 13), and parameters for other promoter transfer functions were 
estimated from the previous work100. Estimated parameters can be found in Table 14. 
 
     For Figure 11C, uA, uD, uC, uE, um, B1, B2, and B3 were obtained by fitting the experimental 
data (Figure 11B) to the model (fmincon in MATLAB 2016a). Lower and upper bounds for 
protein synthesis rates and mRNA synthesis rates were set to be 0 – 50 nM min-1 based on 
B3 =
kr3
KCE
kr3
kr3 + γ CE
−1⎛
⎝⎜
⎞
⎠⎟
dA
dt = uA + B1 ⋅A ⋅D −γ A ⋅A
dD
dt = uD + B1 ⋅A ⋅D − k f 2 ⋅D ⋅C −γ D ⋅D
dC
dt = uC + B2 ⋅C ⋅D + B3 ⋅C ⋅E −γ C ⋅C
dE
dt = uE + B3 ⋅C ⋅E −γ E ⋅E
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previous reports104,122. The dissociation constants (KAD ~ 100 nM, KDC = 18 nM, and KCE = 1 
nM) and lower and upper bounds for complex degradation rates (0 – 1 min-1) were estimated 
based on previous reports87,122,181. The fitted parameters are shown in Table 15. For fitting, a 
scaling factor was introduced to convert fluorescence units to the concentration units (nM) in the 
computational model such that GFP concentrations (and thus other protein concentrations) are 
within physiologically relevant ranges182. 
   
 
  (22) 
 
 
(23) 
 
FAra=0mM and FAra=25mM represent the measured fluorescence values in the low and high ExsE 
expression conditions, respectively, and s1 and s2 represent scaling factors for each condition. 
Scaling factors are shown in Table 15. A comparison between the model output and the 
experimental data shows a good correlation (Figure 33, R2 = 0.93). 
 
 
Table 14. Estimated parameter values for ExsADCE ODE models. 
 
Parameter Description Value Units 
g Combined protein degradation and dilution rate 0.011 min-1 
gm mRNA degradation rate 0.22 min-1 
K Half maximal constant of the pexsD promoter 100 nM 
leak Basal expression of the pexsD promoter 0.01 none 
kf2 Reaction rate of D+C à DC 0.5 nM-1 min-1 
uG GFP protein synthesis rate 0.5 min-1 	
 
Table 15. Fitted parameter values for the ExsADCE ODE model in Figure 11C. Ara = 
arabinose.  
 
Parameter Description Value Units 
uA ExsA protein synthesis rate 2.4 nM min-1 
uD ExsD protein synthesis rate 0.4 – 21.3 nM min-1 
FAra=0mM = s1GFP
FAra=25mM = s2GFP
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uC ExsC protein synthesis rate 0.1 – 12.6 nM min-1 
uE ExsE protein synthesis rate 0 – 1.4 nM min-1 
s1 Scaling factor at Ara = 0 mM 1.8 x 10-3 REU / nM 
s2 Scaling factor at Ara = 25 mM 1.0 x 10-3 REU / nM 
B1 ExsA-ExsD binding parameter -6.3 x 10-3 nM-1 min-1 
B2 ExsD-ExsC binding parameter -1.6 x 10-2 nM-1 min-1 
B3 ExsC-ExsE binding parameter -2.3 x 10-1 nM-1 min-1 
um GFP mRNA maximum synthesis rate 1.2 nM min-1 
 
 
 
 
 
Figure 33. Comparison between model and experimental data for Figures 11B/11C. The 
dashed line represents y=x (R2 = 0.93). Heat maps show direct comparison of fluorescence 
outputs at each inducer concentration combination. 
 
 
2. Model of the ExsA only circuit (Figures 12A/12B) 
 
A simplified model that includes ExsA and GFP only was explored to study the relationships 
between the gene expression response time and (i) the steady state free ExsA concentration, (ii) 
the combined protein degradation and dilution rate (g), and (iii) the half maximal constant of the 
pexsD promoter (K). The equations for GFP mRNA and GFP protein concentrations are shown 
in Equations 13-14, and the ODE equation describing the change in the ExsA concentration over 
time is shown below. 
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 (24) 
 
 A representative response curve for this system is shown in Figure 12A. Plots showing the 
relationships between the response time vs. the steady state free ExsA concentration, K, and g are 
shown in Figures 12B, 34, and 35, respectively. In all cases, the response time is defined as the 
time to reach 50% of the steady state GFP level. Values used for Figures 12A and 12B can be 
found in Table 16.  
 
 
Table 16. Parameters for ExsA only, ExsAD, and ExsADC models in Figure 12. All other 
parameters for these models can be found in Tables 14 and 15.  
 
Parameter Description Fig. 12A Fig. 12B Fig. 12C Fig. 12D Units 
uA ExsA protein synthesis rate 1.0 0 – 25  2.4 2.4 nM min-1 
uD ExsD protein synthesis rate 0 0 1.0 1.0 nM min-1 
uC ExsC protein synthesis rate 0 0 0 0 – 0.5 nM min-1 
uE ExsE protein synthesis rate 0 0 0 0 nM min-1 
D0 Apparent ExsD concentration 0 0 0 – 300 300 nM 
 
3. Models of the ExsA-ExsD, ExsA-ExsD-ExsC, and the ExsA-ExsD-ExsC-ExsE circuits 
(Figures 12C/12D, 13-15) 
 
A. ExsA-ExsD model  
 
For the ExsA-ExsD circuit model, Equation 18 was used to describe the change in the ExsA 
concentration, and Equations 13-14 were used to describe changes in the GFP mRNA and GFP 
protein concentrations, respectively. The differential equation describing the change in the ExsD 
concentration over time was modified to the form below by removing the terms that describe 
sequestration of ExsD by ExsC.   
 
 
 (25) 
 
dA
dt = uA −γ A ⋅A
dD
dt = uD + B1 ⋅A ⋅D −γ D ⋅D
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This model was used to predict the effect of the apparent ExsD concentration (D0) on the circuit 
response time (Table 16 and Figure 12C). The apparent ExsD concentration is the free ExsD 
concentration at t = 0 h, which was considered to be non-zero because cells were grown in media 
with 500 ng/ml aTc in order to start time-course experiments using OFF-state cells. D0 values 
can be different among different cascade circuits because expression of other cascade regulators 
(e.g., ExsC and ExsE) can affect the apparent free ExsD concentration. To further determine the 
response time behavior in the ExsA-ExsD cascade as the ExsD concentration increases, we 
quantitatively explored the uD parameter range from 0 – 2.1 nM min-1 (Table 19). To determine 
the free ExsA concentration range where the ExsAD circuit was tested experimentally, we fitted 
the model to the experimental response time data using fmincon in MATLAB 2016a (Figure 
13B). By comparing the experimental data to the predicted behavior (the dotted line in Figure 
13E), we found that the ExsAD circuit was in the free ExsA concentration regime where the 
increase in the ExsD synthesis rate increased the response time (Figure 13E). Values used to 
generate the predicted behavior (dotted line in Figure 13E) and fitted values (Figure 13B) are 
respectively in Tables 19 and 17.  
 
 
B. ExsA-ExsD-ExsC model 
 
For this model, Equations 18, 19, and 12-14 were used to describe the changes in ExsA, ExsD, 
ExsD*, GFP mRNA, and GFP protein concentrations over time. The equation describing the 
change in the ExsC concentration over time was modified to the form (Equation 26).  
 
 
 (26) 
 
dC
dt = uC + B2 ⋅C ⋅D −γ C ⋅C
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The model was used to predict the effect of the ExsC synthesis rate on the response time (Table 
16 and Figure 12D). To further determine the response time behavior in the ExsA-ExsD-ExsC 
cascade as both ExsD and ExsC concentrations increase, we quantitatively explored the 
parameter spaces of both uD and uC from 0 – 5.0 nM min-1 (Table 19). To determine the free 
ExsA concentration range where the ExsADC circuit was tested experimentally, we fitted the 
model to the experimental response time data using fmincon in MATLAB 2016a (Figure 14B). 
By comparing the experimental data to the predicted behaviors (dotted lines in Figures 14E and 
14F), we found that the ExsADC circuit was in the free ExsA concentration regime where the 
increase in the ExsD and ExsC synthesis rates respectively increased and decreased the response 
time (Figures 14E and 14F). Values used to generate the predicted behaviors (dotted lines in 
Figures 14E and 14F) and fitted values (Figure 14B) are respectively in Tables 19 and 17.  
 
 
C. ExsA-ExsD-ExsC-ExsE model 
 
For the ExsA-ExsD-ExsC-ExsE model, Equations 18-21 and 12-14 were used. To further 
determine the response time behavior in the ExsA-ExsD-ExsC-ExsE cascade as both ExsD and 
ExsE concentrations increase, we quantitatively explored the uD and uE parameter spaces from 0 
– 15.8 nM min-1 and 0 – 1.4 nM min-1, respectively (Table 19). To determine the free ExsA 
concentration range where the ExsADCE circuit was tested experimentally, we fitted the model 
to the experimental response time data using fmincon in MATLAB 2016a (Figure 15B). By 
comparing the experimental data to the predicted behaviors (dotted lines in Figures 15E and 
15F), we found that the ExsADCE circuit was in the free ExsA concentration regime where the 
increase in the ExsE synthesis rate decreases the response time (Figure 15F). Values used to 
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generate the predicted behaviors (dotted lines in Figures 15E and 15F) and fitted values (Figure 
15B) are respectively in Tables 19 and 17.  
 
 
 
 
Figure 34. The pexsD half maximal constant impacts the threshold for increasing and 
decreasing response times in the ExsA only circuit. As the pexsD half maximal constant 
decreases, the threshold between increasing and decreasing response times shifts to lower steady 
state ExsA concentrations. In this plot, uA was scanned from 0 – 50 nM min-1. All values for the 
model can be found in Tables 14 and 15, and were held constant except for the half maximal 
constant K (shown in legend) and the ExsA synthesis rate uA. 
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Figure 35. Combined protein degradation and dilution rates impact response times in the 
ExsA only circuit. As the combined protein degradation and dilution rate decreases, the 
response time increases. uA was scanned from 0 – 50 nM min-1. All values for the model can be 
found in Tables 14 and 15, and were held constant except for the combined degradation and 
dilution rate g (shown in legend) and the ExsA synthesis rate uA.  
 
 
Table 17. Fitted parameter values for genetic circuits (Figures 13-15).   
 
Parameter Description 
ExsAD  
Model  
(Fig. 13B) 
ExsADC  
Model  
(Fig. 14B) 
ExsADCE  
Model  
(Fig. 15B) 
Units 
uA ExsA synthesis rate 1.6 2.0 4.8 nM min-1 
uD ExsD synthesis rate 0.04 – 1.4 0.04 – 1.9 0.2 – 5.5 nM min-1 
uC ExsC synthesis rate 0 0.03 – 0.9 0.08 nM min-1 
uE ExsE synthesis rate 0 0 0.01 - 0.3 nM min-1 
D0 Apparent ExsD concentration 4700 100 170 nM 
 
 
 
4. Models of the ExsA-ExsD-ExsC circuits with indirect negative feedback (Figures 16, 37, 
38) 
 
A. Model of the ExsA-ExsD-ExsC circuit with ExsD negative feedback (DNF) 
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For the DNF circuit, the ExsA-ExsD-ExsC model was modified to include the production of 
ExsD from the pexsD promoter (Figure 16A). Equations 18, 20, and 12-14 were used with the 
following equation modified from Equation 19 (Equation 27).  
 
 
 (27) 
 
Here, uFB is the maximum synthesis rate of ExsD from the feedback loop (i.e., negative feedback 
strength). To predict the effect of adding an indirect ExsD negative feedback loop on the 
response time (Figure 36), the negative feedback strength was scanned from 0 - 10 nM min-1 
using parameters from the ExsA-ExsD-ExsC fitting. To further determine the response time 
behavior in the DNF circuit as both ExsD and ExsC concentrations increase, we quantitatively 
explored uD and uC parameter spaces from 0.8 – 4.0 nM min-1 and 0.05 – 0.3 nM min-1, 
respectively (Table 20). To determine the free ExsA concentration range where the DNF circuit 
was tested experimentally, we fitted the model to the experimental response time data using 
fmincon in MATLAB 2016a (Figure 16B). Values used to generate the predicted behaviors 
(dotted lines in Figures 16D and 16E) and fitted values (Figure 16B) are respectively in Tables 
20 and 18. 
 
 
B. Model of the ExsA-ExsD-ExsC circuit with ExsE negative feedback (ENF) 
 
For the ENF circuit, the ExsA-ExsD-ExsC-ExsE model was modified by replacing the ExsE 
synthesis term (uE) with a new synthesis term describing ExsE synthesis from the pexsD 
promoter (Figure 37A). Equations 18-20 and 12-14 were used with the following equation 
modified from Equation 21 (Equation 28). 
dD
dt = uD + uFB
A
A + K + leak
⎛
⎝⎜
⎞
⎠⎟ + B1 ⋅A ⋅D − k f 2 ⋅D ⋅C −γ D ⋅D
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 (28) 
 
Here, uFB2 is the maximum ExsE synthesis rate from the feedback loop (i.e., negative feedback 
strength). To predict the effect of adding an indirect ExsE negative feedback loop on the 
response time (Figure 36), the negative feedback strength (uFB2) was scanned from 0 – 1.0 nM 
min-1 using parameters from the ExsA-ExsD-ExsC fitting. To further determine the response 
time behavior in the ENF circuit as both ExsD and ExsC concentrations increase, we 
quantitatively explored uD and uC parameter spaces from 0.7 – 8.7 nM min-1 and 0.7 – 2.0 nM 
min-1, respectively (Table 20). To determine the free ExsA concentration range where the ENF 
circuit was tested experimentally, we fitted the model to the experimental response time data 
using fmincon in MATLAB 2016a (Figure 37B). Values used to generate the predicted behaviors 
(dotted lines in Figures 37D and 37E) and fitted values (Figure 37B) are respectively in Tables 
20 and 18.  
 
 
C. Model of the ExsA-ExsD-ExsC circuit with both ExsD and ExsE negative feedback (DENF) 
 
For the DENF model (Figure 38A), Equations 18, 20, 12-14, 27, and 28 were used. To predict 
the effect of adding ExsD and ExsE negative feedback on the response time (Figure 36), the 
ExsD negative feedback strength (uFB) was scanned from 0 - 10 nM min-1 (with uFB2 at 0.1 nM 
min-1), or the ExsE negative feedback strength (uFB2) was scanned from 0 – 1.0 nM min-1 (with 
uFB at 5.0 nM min-1) using parameters from the ExsA-ExsD-ExsC fitting. To further determine 
the response time behavior in the DENF circuit as both ExsD and ExsC concentrations increase, 
we quantitatively explored uD and uC parameter spaces from 0 – 15.8 nM min-1 and 0.8 – 2.5 nM 
dE
dt = uFB2
A
A + K + leak
⎛
⎝⎜
⎞
⎠⎟ + B3 ⋅C ⋅E −γ E ⋅E
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min-1, respectively (Table 20). To determine the free ExsA concentration region where the 
DENF circuit was tested experimentally, we fitted the model to the experimental response time 
data using fmincon in MATLAB 2016a (Figure 38B). Values used to generate the predicted 
behaviors (dotted lines in Figures 38D and 38E) and fitted values (Figure 38B) are respectively 
in Tables 20 and 18. 
 
 
Table 18. Fitted parameter values for models of the ExsADC circuits with negative 
feedback (Figures 16, 37, 38).   
 
Parameter Description 
DNF 
Circuit 
(Fig. 16B) 
ENF 
Circuit 
(Fig. 37B) 
DENF 
Circuit 
(Fig. 38B) 
Units 
uA ExsA protein synthesis rate 2.0 1.3 2.0 nM min-1 
uD ExsD protein synthesis rate 0.02 – 1.0 0.9 – 3.9 2.1 – 9.1 nM min-1 
uC ExsC protein synthesis rate 0.07 - 0.3 0.8 – 1.6 0.9 – 1.8 nM min-1 
uFB ExsD feedback strength 15 None 8.0 nM min-1 
uFB2 ExsE feedback strength None 4.5 2.0 nM min-1 
D0 Apparent ExsD concentration 20 0 0 nM 
 
 
 
5. Experimental determination of response times 
 
To determine the gene expression response time for each system, we fitted the experimental data 
(FNormalized vs. t) to the following model: 
 
 
 (29) 
 
where FNormalized represents normalized fluorescence output (see MATERIALS AND 
METHODS), Fbasal represents normalized basal fluorescence level, t represents the time (h),  
FNormalized = Fbasal + β
t n
τ R
n + t n
τ R
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represents the response time (the time to reach 50% of the steady-state GFP level),  represents 
the maximum normalized output, and n represents a Hill-type coefficient.  
 
 
Figure 36. Effect of indirect ExsD, ExsE, and combined ExsD-ExsE negative feedback 
loops on gene expression dynamics. Using fitted parameters for the ExsA-ExsD-ExsC model 
(Table 17), we explored the effect of indirect ExsD, ExsE, and ExsD-ExsE negative feedback on 
the gene expression response time. In each panel, the ExsD synthesis rate was varied from 0 - 10 
nM min-1, and the synthesis rate for each feedback loop was varied as indicated (see legend). A. 
ExsD negative feedback (DNF). B. ExsE negative feedback (ENF). C. ExsD-ExsE negative 
feedback (DENF) where uFB2 (ENF) was fixed at 0.1 nM min-1 and uFB (DNF) varied from 0 – 10 
nM min-1. D. ExsD-ExsE negative feedback (DENF) where uFB (DNF) was fixed at 5.0 nM min-1 
and uFB2 (ENF) varied from 0 – 1.0 nM min-1.  
β
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Table 19. Parameters for the model response time prediction plots (Figures 13-15). All other 
parameters for models can be found in Tables 14, 15, and 17. 
 
Parameter Description Fig. 13E Fig. 14E Fig. 14F Fig. 15E Fig. 15F Units 
uA ExsA protein synthesis rate 1.6 2.0 2.0 4.8 4.8 nM min-1 
uD ExsD protein synthesis rate 0 – 2.1 0 – 5.0 2.4 0 – 15.8 5.5 nM min-1 
uC ExsC protein synthesis rate 0 0.03 0 – 5.0 0.08 0.08 nM min-1 
uE ExsE protein synthesis rate 0 0 0 0.01 0 – 1.4 nM min-1 
D0 Apparent ExsD concentration 4700 100 100 170 170 nM 
 
 
 
Table 20. Parameters for the model response time prediction plots (for the feedback 
circuits; Figures 16, 37, 38). All other parameters for models can be found in Tables 14, 15, and 
17.  
 
Parameter Description Fig. 16D Fig. 16E Fig. 37D Fig. 37E Fig. 38D Fig. 38E Units 
uA ExsA protein synthesis rate 2.0 2.0 1.3 1.3 2.0 2.0 nM min
-1 
uD ExsD protein synthesis rate 0.8 – 4.0 1.0 0.7 – 8.7 3.9 0 – 15.8 9.1 nM min
-1 
uC ExsC protein synthesis rate 0.07 0.05 – 0.3 0.8 0.7 – 2.0 0.9 0.8 – 2.5 nM min
-1 
uFB ExsD feedback strength 15 15 0 0 8.0 8.0 nM min
-1 
uFB2 ExsE feedback strength 0 0 4.5 4.5 2.0 2.0 nM min
-1 
D0 Apparent ExsD concentration 20 20 0 0 0 0 nM 
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Figure 37. Indirect ExsE negative feedback rapidly generates circuit output and enhances 
the robustness of gene expression dynamics. A. Schematic diagram of an ExsE negative 
feedback (ENF) loop connected to a three-member ExsADC regulatory cascade. B-C. 
Mathematical model and experimental data showing that ENF generates rapid gene expression 
responses. The experiments were performed at aTc concentrations of 0, 0.2, 0.4, 1, 5, 10, 50, and 
100 ng/ml and 3OC6 concentrations of 0.5, 1, 1.25, 1.6, 3, 5, 8, and 40 nM. Data are averages of 
experiments performed on three different days. Figure 40E shows the corresponding, achievable 
maximum pexsD outputs (fluorescence in REU). D. Response times of the ExsADC circuit with 
ENF (black points) and its “no negative feedback” counterpart (red points) plotted over a wide 
range of steady-state free ExsA concentrations. Error bars represent s.e.m. of experiments 
performed on three different days. ENF generates fast gene expression responses that are robust 
to changes in the steady state free ExsA concentration. Regions bounded by the black and red 
vertical lines respectively represent the vertical gray boxes in Figure 37C and Figure 14C (the 
experimental ranges). The dotted lines represent model predictions. Arrows represent the 
increasing ExsD synthesis rate. There is no significant increase in the response time (P = 0.63; 
two-tailed, unpaired, Student’s t-test) between aTc = 0 ng/ml (lowest) and aTc = 100 ng/ml 
(highest) in the ExsADC circuit with ENF. There is, however, a significant increase in the 
response time (P = 0.037) between aTc = 0 (lowest) and aTc = 100 ng/ml (highest) in the “no 
negative feedback” circuit. E. Response times of the ExsADC circuit with ENF (green points) 
and its “no negative feedback” counterpart (purple points) plotted over a wide range of steady-
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state free ExsA concentrations. Error bars represent s.e.m. of experiments performed on three 
different days. ENF generates fast gene expression responses that are robust to changes in the 
steady state free ExsA concentration. The regions bounded by the green and purple vertical lines 
respectively represent the horizontal gray boxes in Figure 37C and Figure 14C (the experimental 
ranges). The dotted lines represent model predictions. Arrows represent the increasing ExsC 
synthesis rate. There is no significant decrease in the response time (P = 0.96) between 3OC6 = 
0.5 nM (lowest) and 3OC6 = 40 nM (highest) in the ExsADC circuit with ENF. There is, 
however, a significant decrease in response time (P = 0.011) between 3OC6 = 0.5 nM (lowest) 
and 3OC6 = 40 nM (highest) in the “no negative feedback” circuit. 
 
 
 
 
 
Figure 38. Indirect ExsD and ExsE negative feedback loops rapidly generate circuit output 
and enhance the robustness of gene expression dynamics. A. Schematic diagram of ExsD-
ExsE negative feedback (DENF) loops connected to a three-member ExsADC regulatory 
cascade. B-C. Mathematical model and experimental data showing that DENF generates rapid 
gene expression responses. The experiments were performed at aTc concentrations of 0, 0.2, 0.4, 
1, 5, 10, 50, and 100 ng/ml and 3OC6 concentrations of 0.5, 1, 1.25, 1.6, 3, 5, 8, and 40 nM. Data 
are averages of experiments performed on three different days. Figure 40F shows the 
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corresponding, achievable maximum pexsD outputs (fluorescence in REU). D. Response times 
of the ExsADC circuit with DENF (black points) and its “no negative feedback” counterpart (red 
points) plotted over a wide range of steady-state free ExsA concentrations. Error bars represent 
s.e.m. of experiments performed on three different days. DENF generates fast gene expression 
responses that are robust to changes in the steady state free ExsA concentration. Regions 
bounded by the black and red vertical lines respectively represent the vertical gray boxes in 
Figure 38C and Figure 14C (the experimental ranges). The dotted lines represent model 
predictions. Arrows represent the increasing ExsD synthesis rate. There is no significant increase 
in the response time (P = 0.20; two-tailed, unpaired, Student’s t-test) between aTc = 0 ng/ml 
(lowest) and aTc = 100 ng/ml (highest) in ExsADC circuit with DENF. There is, however, a 
significant increase in the response time (P = 0.037) between aTc = 0 (lowest) and aTc = 100 
ng/ml (highest) in the “no negative feedback” circuit. E. Response times of the ExsADC circuit 
with DENF (green points) and its “no negative feedback” counterpart (purple points) plotted 
over a wide range of steady-state free ExsA concentrations. Error bars represent s.e.m. of 
experiments performed on three different days. DENF generates fast gene expression responses 
that are robust to changes in the steady state free ExsA concentration. The regions bounded by 
the green and purple vertical lines respectively represent the horizontal gray boxes in Figure 38C 
and Figure 14C (the experimental ranges). The dotted lines represent model predictions. Arrows 
represent the increasing ExsC synthesis rate. There is no significant decrease in the response 
time (P = 0.97) between 3OC6 = 0.5 nM (lowest) and 3OC6 = 40 nM (highest) in the ExsADC 
circuit with DENF. There is, however, a significant decrease in the response time (P = 0.011) 
between 3OC6 = 0.5 nM (lowest) and 3OC6 = 40 nM (highest) in the “no negative feedback” 
circuit. 
 
 
6. Validation of the response time-based model 
 
To show that our model predictions match our experimental data well, model response times 
were compared to experimental data (Figure 39). Figure 39 shows a quantitative comparison, 
which yields an R2 value of 0.94 with respect to y=x. Because the response time is the time to 
reach 50% of the steady-state GFP level (i.e., data normalized to the maximum value are used, 
and thus the steady-state GFP level itself does not affect modeling results), different steady-state 
GFP levels can have the same response time. Thus, the validity of our response time-based 
modeling approach as well as fitted parameters and the estimated free ExsA concentrations can 
be evaluated by comparing between model-derived and experimentally-determined steady state 
GFP values (Figure 41; R2 = 0.89 with respect to the y=x line). To this end, Equations 13-14, 
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along with a scaling factor for each circuit were used to estimate model-derived steady-state GFP 
values. For this calculation, the estimated free ExsA concentrations for each circuit as well as the 
following parameters (Tables 14 and 15) were used: (= 248 nM), K (= 100 nM), leak (= 
0.01), and scaling factors (in REU/nM: 0.0027 for Figure 40A; 0.0020 for gray boxes in Figure 
40B; 0.0019 for gray boxes in Figure 40C; 0.0022 for gray boxes in Figure 40D; 0.0030 for gray 
boxes in Figure 40E; 0.0012 for gray boxes in Figure 40F). The experimentally measured steady-
state GFP values are shown in Figure 40. 
 
 
Figure 39. Comparison between model response times (Figures 13B, 14B, 15B, 16B, 37B, 
38B) and experimentally determined response times (Figures 13C, 14C, 15C, 16C, 37C, 
38C). The model response times correlate well with the experimental data. The dashed line 
represent y=x (R2 = 0.94 with respect to the y=x line). 
 
 
 
P = umuGγ mγ
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Figure 40. Maximum achievable pexsD outputs measured experimentally (fluorescence in 
REU). A. Maximum achievable fluorescence for the ExsAD circuit (Figure 13C). B. Maximum 
achievable fluorescence for the ExsADC circuit (Figure 14C). C. Maximum achievable 
fluorescence for the ExsADCE circuit (Figure 15C). D. Maximum achievable fluorescence for 
the DNF circuit (Figure 16C). E. Maximum achievable fluorescence for the ENF circuit (Figure 
37C). F. Maximum achievable fluorescence for the DENF circuit (Figure 38C). Data are the 
averages (and s.e.m. for Figure 40A) obtained from experiments performed on at least three 
different days. 
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Figure 41. Comparison between model-derived and experimentally-determined steady-
state GFP fluorescence values. The experimentally measured GFP fluorescence values (Figure 
40A and gray boxes in Figures 40B-40F) were compared to model-derived steady-state GFP 
values. The model values match well with the experimental data. The dashed line represents y=x 
(R2 = 0.89 with respect to y=x). Error bars represent s.e.m. of experiments performed on at least 
three different days. 
 
 
Table 21. List of plasmids used in this study. 
 
Plasmid Name Origin Resistance Properties 
pTS118 pSC101* KanR pexsD-gfp 
pTS120 pSC101* KanR pexsD-gfp-exsD 
pTS258 pSC101* KanR pexsD-gfp-exsE 
pTS332 pSC101* KanR pexsD-gfp-exsD-exsE 
pTS333 p15A AmpR pBAD-exsE-pLux*-exsC 
pTS206 ColE1 CmR pTet*-exsD-BBa_J23116-exsA 
pAH016 ColE1 CmR BBa_J23104-gfp 
pTM007 p15A AmpR pLux*-exsC 
 
 
Table 22. List of strains used in this study. 
 
Name Host Strain Plasmids Figure 
TS341 DH10B pTS118 + pTS206 + pTS333 Figures 11, 13-15 
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TS214 DH10B pTS206 + pTM007 + pTS120 Figure 16 
TS431 DH10B pTS206 + pTM007 + pTS258 Figure 37 
TS432 DH10B pTS206 + pTM007 + pTS332 Figure 38 
AH016 DH10B pAH016 All figures 
 
 
 
Table 23. List of genetic parts used in this study.  
 
Part Name Type and Source DNA sequence 
exsA Gene 204 
atgcaaggagccaaatctcttggccgaaagcagataacgtcttgtcattggaacattccaactttcgaatacagggtaaacaa
ggaagagggcgtatatgttctgctcgagggcgaactgaccgtccaggacatcgattccactttttgcctggcgcctggcgag
ttgcttttcgtccgccgcggaagctatgtcgtaagtaccaagggaaaggacagccgaatactctggattccattatctgccca
gtttctacaaggcttcgtccagcgcttcggcgcgctgttgagtgaagtcgagcgttgcgacgagcccgtgccgggcatcatc
gcgttcgctgccacgcctctgctggccggttgcgtcaaggggttgaaggaattgcttgtgcatgagcatccgccgatgctcg
cctgcctgaagatcgaggagttgctgatgctcttcgcgttcagtccgcaggggccgctgctgatgtcggtcctgcggcaact
gagcaaccggcatgtcgagcgtctgcagctattcatggagaagcactacctcaacgagtggaagctgtccgacttctcccg
cgagttcggcatggggctgaccaccttcaaggagctgttcggcagtgtctatggggtttcgccgcgcgcctggatcagcga
gcggagaatcctctatgcccatcagttgctgctcaacagcgacatgagcatcgtcgacatcgccatggaggcgggcttttcc
agtcagtcctatttcacccagagctatcgccgccgtttcggctgcacgccgagccgctcgcggcaggggaaggacgaatg
ccgggctaaaaataactga 
exsD Gene 204 
atggagcaggaagacgataagcagtactcccgagaagcggtgttcgctggcaggcgggtatccgtggtgggctcggacg
cccgctcgcggggtcgggtgccgggttacgcatcgagcagtttgtatcgtgagtccggaatcatcagtgcgcggcaactg
gcgttgctgcagcggatgctgccgcgcctgcggctggagcaactgttccgctgcgagtggttgcagcagcgcctggcgc
gcggcctggcgctggggcgcgaagaggtgcggcagattctcctctgcgcggcgcaggacgacgacggctggtgctccg
aactgggcgaccgggtcaacctcgccgtgccgcagtcgatgatcgactgggtcctgctgccggtctatggctggtgggaa
agcctgctcgaccaggcgatccccggctggcgcctgtcgctggtggagctggagacccagtcccggcaactgcgagtca
agtccgaattctggtcccgcgtggccgagctggagccggagcaggcccgcgaggaactggccagggtcgccaagtgcc
aggcgcgcacccaggaacaggtggccgaactggccggcaagctggagacggcttcggcactggcgaagagcgcctgg
ccgaactggcagcggggcatggcgacgctgctcgccagcggcgggctggccggcttcgagccgatccccgaggtcctc
gaatgcctctggcaacctctctgccggctggacgacgacgtcggcgcggcggacgccgtccaggcctggctgcacgaac
gcaacctgtgccaggcacaggatcacttctactggcagagctga 
exsC Gene 204 
atggatttaacgagcaaggtcaaccgactgcttgccgagttcgcaggccgtatcggtttgccttccctgtccctcgacgagg
agggcatggcgagcctcctgttcgacgaacaggtgggcgtcaccctgttgctgctcgccgagcgcgagcgtctgttgctg
gaggccgatgtggcgggcatcgatgtgctgggcgaggggatctttcgccagctcgccagcttcaaccgccattggcaccg
tttcgatctgcatttcggcttcgacgagctgaccggcaaggtccagttgtatgcgcagattctcgcagcgcaactgaccctcg
aatgcttcgaggcgaccttggccaatctgctcgatcacgccgagttctggcagcgcctgctgccgtgcgacagtgatcgcg
aggcggtcgctgcggtcggcatgagggtttga 
exsE Gene 204 
atgaaaatcgaatcgatttcgccggtgcagccgtcccaagacgctggagccgaggcggtggggcatttcgaggggcgttc
ggtgacccgcgcggccgttcgcggcgaggaccgttccagcgtggccgggctggcgcgctggctggcgcgcaacgtgg
ctggcgatccgcgtagtgagcaggccttgcagcgtctcgccgacggtgacggcacgccgctggaggcgcgcacggtcc
ggcgcaggtga 
gfp Gene 152 
atgagtaaaggagaagaacttttcactggagttgtcccaattcttgttgaattagatggtgatgttaatgggcacaaattttctgt
cagtggagagggtgaaggtgatgcaacatacggaaaacttacccttaaatttatttgcactactggaaaactacctgttccatg
gccaacacttgtcactactttgacttatggtgttcaatgcttttcaagatacccagatcatatgaaacggcatgactttttcaaga
gtgccatgcccgaaggttatgtacaggaaagaactatatttttcaaagatgacgggaactataagacacgtgctgaagtcaa
gtttgaaggtgatacacttgttaatagaatcgagttaaaaggtattgattttaaagaagatggaaacattcttggacacaagttg
gaatacaactataactcacacaatgtatacatcatggcagacaaacaaaagaatggaatcaaagttaacttcaaaattagaca
caacattgaagatggaagcgttcaactagcagaccattatcaacaaaatactccaattggcgatggccctgtccttttaccag
acaaccattacctgtccacacaatctgccctttcgaaagatcccaacgaaaagagagaccacatggtccttcttgagtttgtaa
cagctgctgggattacacatggcatggatgaactatacaaaaggcctgcagcaaacgacgaaaactacgcttaa 
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pexsD Promoter 204 gaaggacgaatgccgggctaaaaataactgacgttttttgaaagcccggtagcggctgcatgagtagaatcggcccaaat 
pTet* Promoter 26 ttttcagcaggacgcactgacctccctatcagtgatagagattgacatccctatcagtgatagagatactgagcacatat 
pLux* Promoter 26 acctgtaggatcgtacaggtttacgcaagaaaatggtttgttactttcgaataaa 
pBAD Promoter 152 
agaaaccaattgtccatattgcatcagacattgccgtcactgcgtcttttactggctcttctcgctaaccaaaccggtaaccccg
cttattaaaagcattctgtaacaaagcgggaccaaagccatgacaaaaacgcgtaacaaaagtgtctataatcacggcagaa
aagtccacattgattatttgcacggcgtcacactttgctatgccatagcatttttatccataagattagcggatcctacctg 
BBa_J23116 
Promoter 
(http://parts.igem.
org/Promoters/Ca
talog/Anderson) 
ttgacagctagctcagtcctagggactatgctagc 
 
 
 
Table 24. OD600nm values for the ExsADCE circuit in Figure 11. The OD600nm value of 
DH10B (without any plasmid) was 1.29 ± 0.14. OD600nm values were calculated by using the 
following conversion equation that was experimentally determined: OD600nm = 1.6446 × Abs600 
+ 0.0138, where Abs600 is the measured absorbance at 600 nm (using a plate reader). Data are 
average ± s.e.m. of experiments performed on three different days. 
 
Ara 
0 mM 
3OC6 [nM] 
 0 0.32 1.6 8 40 200 1000 
 
aT
c 
[n
g/
m
l]  
0 1.31±0.08 1.35±0.08 1.38±0.04 1.45±0.06 1.37±0.03 1.57±0.06 1.47±0.08 
0.0032 1.21±0.06 1.23±0.05 1.22±0.01 1.49±0.04 1.50±0.13 1.45±0.08 1.48±0.11 
0.016 1.22±0.06 1.11±0.07 1.25±0.08 1.30±0.05 1.23±0.06 1.23±0.05 1.32±0.11 
0.4 1.27±0.01 1.15±0.05 1.08±0.02 1.16±0.07 1.12±0.03 1.16±0.02 1.22±0.01 
2 1.16±0.01 1.11±0.05 1.04±0.04 1.18±0.01 1.20±0.06 1.17±0.03 1.17±0.14 
10 1.24±0.02 1.23±0.09 1.23±0.02 1.23±0.06 1.15±0.14 1.23±0.02 1.24±0.08 
50 1.16±0.12 1.21±0.05 1.23±0.12 1.11±0.11 1.20±0.11 1.19±0.16 1.26±0.03 
 
Ara 
25 mM 
3OC6 [nM] 
 0 0.32 1.6 8 40 200 1000 
 
aT
c 
[n
g/
m
l] 
0 1.48±0.04 1.43±0.09 1.41±0.11 1.50±0.06 1.48±0.02 1.40±0.05 1.42±0.02 
0.0032 1.51±0.02 1.21±0.02 1.30±0.12 1.32±0.09 1.30±0.02 1.38±0.09 1.35±0.03 
0.016 1.31±0.02 1.18±0.02 1.22±0.09 1.16±0.02 1.26±0.04 1.23±0.02 1.29±0.07 
0.4 1.17±0.11 1.16±0.12 1.02±0.15 1.09±0.09 1.19±0.11 1.05±0.06 1.16±0.07 
2 1.17±0.06 1.10±0.02 1.11±0.06 1.15±0.08 1.16±0.08 1.17±0.03 1.14±0.02 
10 1.27±0.07 1.15±0.08 1.15±0.03 1.24±0.03 1.20±0.07 1.20±0.13 1.18±0.02 
50 1.29±0.04 1.30±0.08 1.13±0.07 1.25±0.13 1.18±0.05 1.36±0.04 1.29±0.08 
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