Experimental Setup
The broadband 2D THz-THz-Raman experiment is shown in Fig. S1 , and is based on our previous work.
1,2 Two linearly polarized THz pulses are generated from the signal and idler output of an ultrafast optical parametric amplifier (OPA) incident on two DSTMS THz emitters. The THz pulse generated by the signal branch of the OPA is vertically polarized, while the idler-driven THz pulse is horizontally polarized. A THz wiregrid polarizer is used to combine the two THz beams in a collinear geometry, which improves the beam overlap and co-propagation of the two THz pulses. Residual near-IR light in the THz path is blocked with a roughened TOPAS plate along with several thin layers of black polyethylene. We have confirmed the effectiveness of this near-IR beam block with a pyroelectric detector (Scientech 361). The THz pulses are sent through a 7.5:1 Gaussian telescope, and then focused on the sample. The THz field strength at the sample is ∼300 kV/cm. 2 The Raman probe pulse (∼1 µJ, 38 fs, vertically polarized) is generated from the same laser system and focused on the sample collinear to the THz beams. Heterodyne detection of the Raman probe pulse increases the signal-to-noise ratio and allows for phase-sensitive detection of the 2D TTR response.
Liquid samples are held in a Suprasil quartz cuvette with a front facing diamond window (Fig. S1b) . The diamond window allows broadband THz transmission to the liquid sample, while the 800 nm Raman probe passes freely through the diamond window, liquid, and back Suprasil quartz window.
Data Analysis
The raw 2D TTR data from liquid bromoform are shown in Fig. S2a . The acquisition time step is <1 fs for t 2 and 50 fs for t 1 . Additional data with a t 1 acquisition time step of 25 fs was taken on diamond to determine the instrument response ( for bromoform are -1.5 to 2.2 ps for t 1 and -0.5 to 5.0 ps for t 2 . We observed no etalons in these time windows.
The orientational response is detrended out with a single exponential fit, as shown in a previous publication. 1 This isolates the vibrational coherences on the t 1 and t 2 axes ( Reduced Density Matrix Modeling The simulation fits of the 2D TTR spectrum were carried out with a reduced density matrix (RDM) model described in our previous work. 1 The time evolution of the density matrix ρ is determined by the Liouville-Von Neumann equation
where H is the Hamiltonian operator. We use a second-order differencing technique 3 to numerically calculate the time evolution of the density matrix:
where
is the dephasing rate with an associated time constant τ i,j .
4,5
The Hamiltonian H (t) consists of time-independent H 0 and time-dependent H L (t)
terms, which respectively describe the molecular system and its interaction with the THz pulses:
Here, E i is the energy of the i-th system eigenstate, µ i,j is the dipole coupling element between state i and j, and the THz electric field F (t) is given as
where τ i , σ i , and ω i are the temporal delay, the temporal width, and center frequency of the i-th THz pulse, respectively, and A is the THz electric field strength of both pulses.
The nonlinear molecular polarization corresponding to the measured signal is given by
where the matrix D contains coupling elements for the final Raman interaction and ρ j (t) is propagated with only the j-th THz pulse. We subtract the single pulse responses from the total response to isolate the two pulse nonlinear response of the system. In the experiment, this is accomplished with differential chopping of the two THz beams. To generate the 2D response, the first THz pulse is fixed at τ 1 = 0.0 fs, the second pulse is scanned as t 1 = −τ 2 , and the Raman readout delay is given as t 2 = t. 2D spectra were generated by applying a 2D
FFT to the resulting 2D response. Simulations were only run for τ 2 > σ 1 , since this model does not properly describe the system response when the THz pulses are fully overlapped in the time domain. 
where Ψ j and Ψ i are the initial and final vibrational states, respectively, µ is the dipole and α ab the polarizability operator, and A and B appropriate normalization constants, which will be neglected as they cancel in the RDM description due to the normalization of all matrix elements.
To apply the RDM model to bromoform, we included vibrational eigenstates and their associated dipole and polarizability coupling elements up to E/h=15 THz. The 1-quantum couplings were fixed at values expected of a harmonic oscillator for dipole transitions:
µ n−1,n = √ nµ 0,1 and polarizability transitions: α n−1,n = √ nα 0,1 . Here, µ 0,1 and α 0,1 are the dipole and polarizability coupling elements of the fundamental transitions, respectively.
A full schematic of the fixed 1-quantum coupling elements is given in Fig. S3 .
The relative intensities of the transition dipole moments of the ν3 (µ ν3 ) and ν6 (µ ν6 ) fundamentals were calculated using the ratio of the integrated intensities of the two modes in the linear spectrum. From our previous linear data, 1 the ratio of the integrated intensities is I ν3 /I ν6 =1.1(1), in agreement with the literature values 7 I ν3 /I ν6 =1.2. Using our ratio and a temperature of 295 K, the dipole coupling ratio is calculated from
The sums are performed over all of the thermally populated 1-quantum transitions (including hot bands) of ν3 and ν6. We truncate this sum at 15 THz of total energy. The n indices indicate the number of ν3 quanta in the upper state and the m indices the number of ν6 quanta in the upper state. For each transition, ∆N is the difference in population between the two states involved in each transition. We have also assumed the harmonic oscillator approximation, with the relative transition dipoles of the hot bands given by m 1/2 µ ν6 for ν6
and n 1/2 µ ν3 for ν3, where µ ν6 and µ ν3 are the fundamental transition dipole moments of the two modes. Rearranging this equation we find For the polarizability couplings, the ν6 (α ν6 ) fundamental was fixed and the relative intensity of ν3 (α ν3 ), R, was fit. In this case, α ν3 is expected to be smaller than α ν6 , since ν6 is depolarized, ν3 is polarized, and the Raman probe detection is depolarized. Couplings larger than 9.5 THz were set to zero.
The eigenstate energies were initialized from our previous linear spectrum with ν6=4.76
and ν3=6.68 and manually varied by the experimental error of ±0.1 THz. Combination, overtone, and difference bands were determined assuming zero vibrational anharmonicity (equal spacing between eigenstates in a particular manifold), as shown in Table S2 .
Incorporation of the Fitness Function with the RDM Model
The fitness of each RDM simulated spectrum was computed using the fitness function:
where E i are the points in the experimental spectrum, S i are the corresponding points in the simulated spectrum, and the summation is performed over all points in the 2D spectrum.
Each simulated and experimental spectrum was normalized to a maximum signal of 1.0 arbitrary units before this calculation. Regularization was also applied to the fitness function to prevent overfitting of the data:
where α is the regularization parameter and K is a vector containing all of the multi-quantum coupling elements. The value of α was maximized to penalize large coupling values, without compromising the agreement between the simulated and experimental spectra. All multiquantum polarizability and dipole couplings were initialized to random values between 0.0-1.0 arbitrary units and constrained to this same range in the fit. Initially, a basin-hopping minimization 8 was run 10 times with random initializations to check the robustness of the fit. A 'temperature' parameter of 0.1 and 10 total basin hopping iterations were used in each run. Then, the coupling elements were further optimized with a quasi-newton SLSQP local minimizer.
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RDM Fit Results
The final fit of the dipole and polarizability coupling elements is shown in Tables S3 and S4 .
To confirm that the fit had converged, we calculated the Hessian of the fitness function and verified that there were no negative eigenvalues. The uncertainties of the fit were determined from the covariance matrix, calculated by inverting the Hessian. Table S3 : Calculated and fit dipole matrix elements relative to µ |000 ,|100 . All calculated results are for isolated bromoform monomers. In the experimental fits, all couplings that connect states of the same energy and change in quanta were constrained to the same value (e.g. µ |001 ,|200 , µ |001 ,|110 , µ |001 ,|020 ). 
States
Coherence Transfer
A possible source of forbidden transitions in 2D TTR spectra is coherence transfer and population transfer processes, which have been observed in 2D infrared spectra. 10 These processes are intermolecular in nature, and result from the coupling of molecular vibrations with the surrounding solvent 'bath' modes of the liquid. This coupling allows for the spontaneous transfer of coherences and populations within the density matrix of the system, without the loss of phase memory. The energies of the transfers are limited to that available from the surrounding bath, or ∼kT. 11 We note that these processes lead to the appearance of 'forbidden' multi-quantum transitions via dynamical processes, not to their direct excitation during the light-matter interaction via modifications of the dipole and/or polarizability surfaces. This includes transitions forbidden in the harmonic approximation as well those that are symmetry forbidden. Coherence transfer typically arises in the context of waiting-time measurements, which would be possible in a 2D THz-THz-THz experiment (analogous to 2D IR).
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We generalized the RDM model described in Eq.(2) to include coherence transfer via inclusion of more terms in the (Redfield) relaxation tensor Γ: The doublet pattern increases in intensity for shorter coherence transfer times, but becomes motionally narrowed into a single peak (e) for times shorter than the measurement time (∼2 ps). Table S4 : Calculated and fit polarizability matrix elements relative to α |000 ,|100 . All calculated results are for isolated bromoform monomers. The CCSD polarizabilities are obtained by numerical differentiating the dipole moments with respect to an external electric field. In the experimental fits, all couplings that connect states of the same energy and change in quanta were constrained to the same value (e.g. α |001 ,|200 , α |001 ,|110 , α |001 ,|020 ).
*This coupling was not well determined in the fit.
States
Quanta HF MP2 CCSD (num.) DID RDM Fit |0 0 0 , |1 0 0 1 1.00 1.00 1.00 1.00 1.00 ( 
Here, ω ij is the transition frequency between states i and j. This expression is written in terms of the vibrational eigenstates of the molecular Hamiltonian (i,j,k,l). Relaxation tensor elements of the form Γ ij,kl correspond to coherence transfer, Γ ii,jj to population transfer, Γ ii,ii to population relaxation, and Γ ij,ij to dephasing, which was included in Eq. (1).
Simulations of coherence transfer in a simple model three-level system using the updated RDM code are shown in Fig. S4 . We found that the model is only sensitive to coherence transfer and not to population transfer, due to the fact that all of the intermediate states in 2D TTR are coherences (off-diagonal in the density matrix). In Fig. S4(a) we simulated a standard three-level system that gives rise to the doublet pattern in bromoform (feature VII and VIII in Fig. 3(a) of the main text). If one of the dipole couplings is set to zero (Fig. S4(b) ) then no peaks are present, as expected. However, if we introduce a coherence transfer timescale T2=1/Γ ab,bc into the system, the doublet pattern returns. The doublet intensity increases for shorter T2 timescales, but eventually becomes motionally narrowed for timescales <1 ps and blends into a single peak. These results are quite promising, as they demonstrate how coherence transfer processes can connect a triad of eigenstates with missing or 'forbidden' connections. However, further simulations and fits using the full set of bromoform eigenstates were unable to reproduce the experimental results. Thus, coherence transfer does not seem to be a dominant effect in the bromoform spectrum, although it may be significant in other systems.
Anharmonic Vibrational Calculations
Anharmonic vibrational states were calculated employing vibrational second-order perturbation theory (VPT2) 12-14 as implemented in the Gaussian 16 package. 
Calculation of Dipole and Polarizability Non-Linearities
Ab initio electronic structure calculations and molecular dynamics (MD) simulations were performed to explore the possible molecular origin of non-linearities of the transition dipole and polarizability matrix elements. First, the approach for calculating the matrix elements employed in the RDM model from both ab initio electronic structure calculations and MD simulations is described. Second, the numerical details of the performed calculations are
given. Third, the results for the different approaches are discussed.
Calculation of Transition Dipole and Polarizability Matrix Elements for the RDM Model
Transition dipole and polarizability matrix elements employed in the RDM model are the square root of the respective IR-and Raman-intensities (see. Eqs. 7 and 8) and thus proportional to Ψ i | µ| Ψ j and Ψ i |α ab | Ψ j , respectively. In the following, the steps to obtain dipole matrix elements Ψ i | µ| Ψ j from both ab initio calculations and a DID model are discussed. The same steps are also employed to obtain the polarizability matrix elements
Only the three lowest energy vibrational normal modes of bromoform are considered, and as discussed in the main text, the PES with respect to these motions is assumed to be harmonic. Therefore, Ψ i | µ| Ψ j is expanded as
with the initial and final harmonic osillator eigenstates characterized by their quantum numbers i 1 , i 2 , i 3 and j 1 , j 2 , j 3 , respectively. The position operator is rewritten using ladder operators as Q k = 2mω k a + a † , yielding the following leading-order expressions for the one-quantum transitions
where (i 1 i 2 i 3 ) ± 1 indicates that either of the three states gains or loses one quantum of energy, for the two-quantum transitions,
and similar equations for the three-and four-quantum transitions. Higher-order contributions are not included as they are small in all cases considered here. Additionally, all transitions involving more than two modes are not calculated as the matrix element for, e.g., a simultanous change of one quantum in both degenerate modes and the third mode is expected to be of similar magnitude as the matrix element for a simultanous change of two quanta in either of the degenerate modes and one quantum in the third mode. This was tested for two-quantum transitions where the matrix element for a change of one quantum in each of the two degenerate modes has a similar magnitude as the matrix element for changing two quanta in either of the two degenerate modes. Eqs. 7 and 8 are then employed to obtain the RDM matrix elements.
The derivatives of the dipole and polarizability along the normal modes Q i are obtained from finite central differences 17 as
∂f ∂Q
where f is either the dipole or the polarizability, x is the minimum geometry and a step size of h = 0.01x i was employed, where x i is the Cartesian displacements of the i-th normal mode in bohr. Combinations of these terms are employed to obtain derivatives along several normal modes, e.g., to obtain ∂f ∂Q i ∂Q j . Due to the factor 
Ab Initio Electronic Structure Calculations
Ab initio electronic structure calculations are performed at the Hatree-Fock (HF), secondorder Møller-Plesset perturbation theory (MP2), and coupled-cluster singles and doubles (CCSD) level employing an augmented triple zeta basis set developed by Dunning (aug-cc-pVTZ). 16 All electronic structure calculations are performed using the Gaussian 09 
Dipole-Induced Dipole Model and MD Simulations
Additionally, we investigated non-linearities in the dipole and polarizability matrix elements based on ideas developed for classical MD force fields. Here, the dipoles and polarizabilities are calculated employing a dipole-induced dipole model (DID). [19] [20] [21] Dipoles and polarizabilities of a set of N atoms are calculated as where the sum runs over the N 3×3 and 3×1 submatrices describing the polarizability and dipole of each atom, respectively. The 3N ×3 matrix 1 in Eq. 23 is defined as and the 3N ×3N matrix A is defined as
T 12 T 13 . . .
where the α are isotropic atomic polarizabilities and
Here r ij is the vector between the i-th and j-th atom and a is the screening length. The 3N vector E contains the electric field at each atom
The isotropic polarizabilities and the screening length are taken from Ref. 21 and summarized in Tab. S8. The following strategy is employed to obtain the dipole and polarizability from a long MD trajectory:
1. For each sample time step and molecule extract a cluster surrounding that molecule (i.e. with center-of-mass to center-of-mass distance < X = 6Å). As in the electronic structure calculations, only the motion of the central molecule is considered, the first solvation shell is fixed. Several different variants of this protocol were tested, but the results did not differ significantly. For example:
• Different cluster sizes (X = 10Å, 30Å) were employed.
• The minimization in step two was omitted.
• The normal modes obtained in step three were calculated taking all surrounding molecules into account.
• The dipole and polarizability of the full cluster were calculated including all induced effects.
Different combinations of these variants were also tested. Tables S3 and S4 For the transition polarizability matrix elements no significant non-linearities are found, in accord with the RDM analysis of the experimental spectrum.
Ab Initio Results for Isolated Bromoform
Ab Initio Results for a Bromoform Cluster
In Tables S9 and S10 the results for a bromoform cluster are presented at the HF and MP2 level of theory. Here, a step size of h = 0.02x i is employed. To obtain results with MP2
for the cluster case, the lanl2dz 27 effective core potential is employed. Again, no significant non-linearities in the transition dipole nor in the transition polarizability matrix elements are found. As these calculations become very costly, it was not possible to obtain results for a more representative sample of liquid bromoform configurations. It is conceivable that the experimental results are sensitive only to a subset of liquid configurations that show significant non-linearities. 
Dipole-Induced Dipole Results
In this section, the results obtain from the DID model described in Sec. are presented. In Tables S3 and S4 the transition dipole and transition Tables S11 and S12 present the values for the transition dipole and transition polarizability matrix elements obtained by employing the strategy devised in Sec. and averaging over a total of 2560 bromoform clusters sampled at ten different times in the MD trajectory.
As before, no significant non-linearities in the matrix elements are found. 
Discussion of Electronic Structure and MD Results
Transition dipole and polarizability matrix elements were calculated employing ab inito electronic structure calculations and MD simulations in combination with a dipole-induced dipole model. The matrix elements obtained for isolated bromoform with these strategies show no non-linearities in the transition matrix elements. This is in contrast to the analysis of the experimental spectrum employing the RDM model. This suggests that peaks in the experimentally observed spectrum are due to effects of the liquid environment.
Interestingly, the ab initio electronic structure calculations performed for a bromoform cluster also yield no non-linearities in the transition dipole and polarizability matrix elements.
Due to the high computational cost of these calculations, only one cluster configuration was considered. The experiments, however, might be sensitive to just a small fraction of the liquid configurations that show non-linearities.
To more systematically explore other solvent configurations, transition dipole and polarizability matrix elements were calculated using a DID model and averaging over 2560 bromoform clusters sampled from a MD simulation. No significant non-linearities were found.
Inaccuracies in the parameters of the employed force field, e.g., inaccuracies in the vibrational frequencies, in the Lennard-Jones parameters, and in the partial charges, might cause an incorrect sampling of the geometries. In addition, shortcomings in the DID model, e.g., the neglect of charge-transfer, the approximate description of induced effects, as well as incorrect DID parameters and the neglect of long-range effects in the DID calculations presented, might also cause the non-linearities to be small.
Moreover, all of the theoretical strategies employed in this work ignore coupled motion of different bromoform molecules when calculating the derivatives of the dipole and polarizability. We note that the normal modes describing hindered translation and rotation have frequencies up to 90 cm −1 . Thus, the coupling of low-lying intramolecular vibrational states and the intermolecular modes supported by the liquid might be important. The different strategies employed in this work did not show any nonlinearities in the transition dipole and polarizability matrix elements, which suggests that the coupled motion of several bromoform monomers might be the source of the nonlinearities in the transition dipole matrix elements leading to the peaks in the experimentally observed spectrum.
