The frequency decomposition multigrid method was previously considered and modi ed so as to obtain robustness for problems with discontinuous coe cients while retaining robustness for problems with anisotropic coe cients. The application of this modi ed method to a problem arising in global ocean modeling was also considered. For this problem it was shown that the discretization employed gives rise to an operator for which point relaxation is not robust. In fact, alternating line relaxation is required for robustness, negating the main advantage of the frequency decomposition method: robustness for anisotropic operators using only point relaxation. In this paper a semicoarsening variant, which requires line relaxation in one direction only, is considered, and it is shown that this variant works well for the global ocean modeling problem.
INTRODUCTION
Let us consider multigrid with standard coarsening on a rectangular grid of points; that is, the coarse grid o spring of a grid fx i;j : i = 1; : : : ; m; j = 1; : : : ; ng is the grid fx 2i?1;2j?1 : i = 1; : : : ; dm=2e; j = 1; : : : ; dn=2eg. If point Gauss-Seidel with lexicographic ordering is the smoothing scheme, it is well-known 1] that degradation in convergence occurs for the usual ve point discretization of ?aU xx ? bU yy = F; when 0 < a b or when 0 < b a: One cure is to use line Gauss-Seidel as a smoother 1]. Another is to use semicoarsening instead of standard coarsening 2, 3, 4, 5]. Still another is to employ algebraic multigrid 6, 7] . Of these three, only algebraic multigrid also handles the case of the skew Laplacian, i.e., but at the expense of having to use unstructured grids. Another multigrid scheme which handles both anisotropic coe cients and the skew Laplacian, using only standard coarsening and point Gauss-Seidel as the smoother, is the multigrid method considered by Brandt and Ta'asan 8]. The idea of the method, as described by Ta'asan, is as follows: when relaxation is slowly converging, where the V j are smooth, the e iSj are highly oscillatory, and n < 2 d (d being the dimension of the problem). \This error cannot be approximated on a coarser grid, because it is too oscillatory.
Since the] V j are smooth functions, they can be approximated on the next coarser grid. Therefore, n + 1 coarse visits are done, each time solving for another V j . " 8] In the case that the V j 's correspond to (0; 0), (0; ), ( ; 0), and ( ; ), Ta'asan argued that on the jth coarse grid visit, the coarse grid equation should approximate the equation where R h is the residual on the ne grid with spacing h and I h H is bilinear interpolation from the coarse grid with spacing H(= 2h) to the ne grid. In this case e iS j x=h I h H is just I h H with some judicious sign changes. For speci c cases, Ta'asan demonstrated that this methodology could be simpli ed so that the coarse grid operators could be formed directly instead of variationally. However, in the special case of V j 's corresponding to (0; 0) and ( ; ), 9] follows the methodology just described.
A variant of Brandt and Ta'asan's method is the frequency decomposition multigrid method, developed independently by Hackbusch 10] . To describe this method, let us assume doubly periodic boundary conditions and suppose that the nest grid is the collection of points M shown in Fig. 1 The frequency decomposition multigrid method is given by applying this process recursively. That is, instead of step 2, one decomposes each of the m?1 k;l 's into four subsets and treats each of these with the two level process, continuing until the grids have few enough points that direct solution or solution by iteration alone is e cient. The frequency decomposition method is not robust for problems with discontinuous coe cients. In 11] we showed how to modify it to be robust for such problems while retaining robustness for problems with anisotropic coe cients. We also considered application of this modi ed method to a problem arising in global ocean modeling. For this problem it was shown that the discretization employed gives rise to an operator for which point relaxation is not robust. In fact alternating line relaxation is required for robustness, negating the main advantage of the frequency decomposition method: robustness for anisotropic operators using only point relaxation. Given the necessity of performing alternating line relaxation, it is natural to consider a semicoarsening variant of the frequency decomposition multigrid method. In this variant, discussed in Section 2, the nest grid is coarsened only in the y-direction, and line relaxation by lines in x is performed. This variant is robust for constant coe cient, anisotropic problems, but it must be modi ed, as in 11], to be robust for problems with discontinuous coe cients. In Section 3 we consider the same numerical examples that were considered in 11]. In Section 4 we consider the application of this modi ed method to the same problem considered in 11] arising in global ocean modeling.
A SEMICOARSENING FREQUENCY DECOMPOSITION MULTIGRID METHOD
Let us consider multigrid with semicoarsening on a rectangular grid of points; that is, the coarse grid o spring of a grid fx i;j : i = 1; : : : ; m; j = 1; : : : ; ng is the grid fx i;2j?1 : i = 1; : : : ; m; j = 1; : : : ; dn=2eg. The robustness of line relaxation coupled with semicoarsening for constant coe cient anisotropic problems was rst reported in 2]. For problems with anisotropic and discontinuous coe cients, a semicoarsening method was considered in 3] for three-dimensional problems. The two-dimensional analogue of this method is considered in 4] and 5]. Both of these papers use a technique due to Scha er 12]; without this technique, the semicoarsening method would not be competitive. However, this method is not robust for operators like ?4 sk;h in (1:1) . (See the discussion in Section 1.)
To describe the semicoarsening frequency decomposition multigrid method (SFDM), let us assume doubly periodic boundary conditions and suppose that the nest grid is the collection of points M shown in Fig The semicoarsening frequency decomposition multigrid method is given by applying this process recursively. That is, instead of step 2, one decomposes each of the M?1 k 's into two subsets and treats each of these with the two level process, continuing until the coarsest grid consists of a collection of decoupled sets, each set consisting of just one x-line.
Since the frequency decomposition method is not robust for problems with discontinuous coe cients, one would hardly expect SFDM to be robust for such problems. We use the same numerical example employed in 11] to show in Section 3 that this expectation is justi ed. The key ingredient for obtaining robustness for problems with discontinuous coe cients is to use operator induced interpolation. The other ingredient is to use Galerkin coarsening, but that ingredient is already present here. Unfortunately, use of (2. It can be checked that in the case of constant coe cient zero-sum nine point di erence operators, this construction gives (2.1). The same procedure is used recursively in the multigrid case. We use the notation M?k j1;:::;j 2 k ; j i = 0 or 1 (2:6) to denote the general level M ? k grid, k = 1; : : : ; M ? 1. In analogy with the terminology used in 11] we refer to this modi cation of SFDM as CSFDM for \child of the semicoarsening frequency decomposition multigrid method."
There are some problems for which the presence of M? 1 1 contaminates the solution process and leads to slower convergence. Examples are given in Section 3. An analogous situation occurs in 11]. There the solution was to design switches to detect the strength of certain frequencies and to include the corresponding corrections with strength , 0 (In this description we ignore the possibility of zero divides to simplify the exposition.) Thus, (2:5) is replaced by V 0 = (?jB ? jV ? ? jB + jV + ): Note that is 0 for the standard ve point discretization of the Laplacian and 1 for ?4 sk;h . We refer to this modi cation of CSFDM as GSFDM, for grandchild of the semicoarsening frequency decomposition multigrid method.
NUMERICAL EXAMPLES
All of these examples appeared in 11]. They are for problems that are 64 x 64 in size, this size problem being su cient to illustrate the points we are making. We consider ve problems. The rst is ?r (D(x; y)rU(x; y)) + (x; y)U(x; y) = F(x; y) (3:1) for the region shown in Fig. 2 The second is the standard discretization of ?U xx ? :00001U yy = F on (0; 16:) x (0:; 16:) U doubly periodic, (3:2) where F is chosen so that R F = 0; speci cally The third problem is ?4 sk;h U = F on (0; 16:) x (0:; 16:) U doubly periodic, (3:4) where 4 sk;h is given in (1:1) and F is given in (3:3) . We note that for (3:4) to have a solution, F must also satisfy P i;j (?1) i (?1) j F i;j = 0; this condition is fortuitously satis ed by (3:3 
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with the coe cients and right hand side given in Fig. 3 . The di erencing employed is given in 13]. (3:6) where F is given in (3: 3). Table 1 shows the results for SFDM for these ve problems. The rst column indicates the problem, the second the number of V-cycles (less than eleven) to solve until the nal residual r satis es krk 10 ?6 , the third the convergence factor of the rst cycle, the fourth the convergence factor of the last cycle, and the last the average convergence factor. (Recall that the average convergence factor for p V-cycles is de ned as (kr p k=kr 0 k) 1 p , where k k is the discrete L 2 norm, and r k is the residual on the nest grid after k V-cycles.) An initial guess of zero is used. Redblack line relaxation by lines in x is used on all grids. The V-cycle employed uses 1 = 2 = 1. In Tables 2 and 3 we give the same data for CSFDM and GSFDM. One can see that CSFDM and GSFDM perform much better than SFDM for (3:1) without degradation in convergence factor for the other problems. The di erence in CFDM and GFDM is dramatic only for (3:2) in contrast to the corresponding methods in 11]. Convergence factors for the semicoarsening variants are comparable to those in 11] and even signi cantly better for (3:2) and (3:5) . .05 fails to converge in ten cycles The coarsest grid problem in all three variants consists of a collection of decoupled sets, each set consisting of just one x-line. If the problem is nonsingular, there is no di culty in solving the associated periodic tridiagonal systems. If the problem is singular, then the tridiagonal system for 1 0;:::;0 (see (2:6) ) is singular. To attain uniqueness one need only add a positive number to one of the diagonals of this tridiagonal system, pinning down the solution for this grid and thus assuring a unique solution. Such a problem, of course, has a solution determined only up to a constant; i.e., the computed solution plus any constant is still a solution. A similar technique is used in 14]. In the case of (1:1), the tridiagonal system for 1 1;:::;1 is singular; addition of a positive number to one of the diagonals is all that is required in this case as well.
For parallelization of SFDM and its o spring on the CM-5, we lay the grids out in the obvious way. E cient communication in x on all grids is obvious since each point communicates only with its nearest left and right neighbors. Communication in y is e cient since each point communicates with bottom and top neighbors a power of two distant, and with the immediate left and right neighbors of these points. Like the methods in 11, 15, 10] , the methods here keep all the processors busy on every grid level, and again this busyness is actually a disadvantage when the number of points per processor exceeds one (vp ratio greater than one), for then the virtual processors are kept busy on every level as well. In the method of 4], work is halved on each coarser level until a vp ratio of one is reached; from then on, work on each level remains constant, with more and more processors becoming idle. But for SFDM and its o spring, work on each level remains constant regardless of the vp ratio. For the method of 4] and a vp-ratio > 1, it is possible to organize the problem so that e cient relaxation can be achieved per processor and | by doing intra-processor moves | still achieve e ciency for interpolation and residual weighting; most of the communication is done within individual processors, not between processors. But for SFDM and its o spring as organized here, for su ciently coarse levels, one is forced to pay the same o processor communication penalty for every point of every grid.
APPLICATION TO A GLOBAL OCEAN MODELING PROBLEM
The original motivation for this work came from an application in global ocean modeling. In 16] an elliptic equation is solved at each time step. This equation is di erenced so that the ( ; ) frequency is in the null space of the operator. The reason for this di erencing is that it is required for an energy conservation relation that is deemed to be important to long time integration of the system. This di erencing is common in the meteorological community, although some rebels are attempting to introduce new models which do not employ it. There are other di culties as well. Since spherical coordinates are employed (fortunately with the regions near the poles left out), the di erence stencil (when normalized) is close to L h; (see (3:5) ), with j j close to 1, in some regions. The di usion coe cient depends on the depth of the ocean. On the scale of the grids used, this depth jumps no more than a factor of a hundred from cell to cell. Land masses are dealt with by the use of dead cells; that is, on land the equation that is solved is (Id)U = 0:; where Id is the identity operator. The presence of dead cells and discontinuous coe cients really rules out the use of SFDM. Both CSFDM and GSFDM provide a mechanism for assuring that the coarse grid dead cells do not couple to the coarse grid ocean cells. The nal di culty is that the boundaries, approximated by lines of constant latitude and longitude, are ragged | coastlines tend to be fractal.
Because of the existence of lines of latitude that intersect no land masses, for which periodic boundary conditions are imposed, we need an e cient solver for periodic tridiagonal systems. Such a solver is still not available in CMSSL (Connection Machine Scienti c Software Library). Thus we still employ a trick due to R. D. Richtmyer 17] : Let the unknowns of the periodic tridiagonal system be indicated by fx 1 ; ; x m g. Set x m = 0:, and solve for fx 1 ; ; x m?1 g, denoting the solution by s 0 . Set x m = 1:, and solve for fx 1 ; ; x m?1 g, denoting the solution by s 1 . (The CMSSL tridiagonal solution algorithms can be used to solve for s 0 and s 1 .) Every linear combination of s 0 and s 1 has zero residual for f2; ; m ? 1g. It is easy to construct the linear combination that has zero residual at 1 and m as well. This linear combination involves division by the di erence of residuals of the system at 1 for s 0 and s 1 ; this can involve the di erence of two small, nearly equal numbers and lead to the tridiagonal system being solved to not very great precision. The cure is to use the obvious defect correction algorithm to obtain more digits of accuracy. In 11] the better conditioning of the coarse grid operators (in comparison with the operators obtained from semicoarsening) resulted in not having to use this defect correction algorithm.
In the original model, the solution of a steady state, zero row-sum, discrete, elliptic equation, call it L h U h = F h , was required at each time step. The problem of generating a compatible right hand F h for testing was solved by applying the di erence operator to a random grid function; the F h thus generated satis es P i;j F h i;j = 0 and P i;j (?1) i (?1) j F h i;j = 0: In 11] many simpli ed situations were investigated, with the intent of showing that the reason for poor convergence for the actual problem was poor approximation on coarse grids due to the complicated boundary. We omit the investigation of these simpli ed situations here since the behavior of the semicoarsening variants parallels the behavior of the methods in 11].
The original model was improved by requiring the solution of a time-dependent equation 18]. Thus at the nth time step, one must solve G ( t) 2 U h;n + L h U h;n = F h;n ; (4:1) where G i;j = const.(area of (i,j)th cell): In this model the size of the time step, t, is limited by a Courant condition. For the 256 x 128 problem considered here, the ratio of G ( t) 2 to the diagonal of L h ranges from :01 to 35:0 for the active cells, with a mean value, including dead cells, of :3. There is no apparent correlation of the value of this ratio with the location of the boundaries, but it was clear in 11] that the addition of this time step term to the operator greatly improves the correction capabilities of the coarse grid operators. However, it was also shown that the time step is not large enough to achieve a good convergence factor with relaxation alone. As in Section 3, a zero initial guess is used. fails to converge in ten cycles
The performance of CSFDM and GSFDM is in sharp contrast to the situation in 11], where the addition of the time step term results in great convergence. There are three variants of CSFDM listed in Table 4 , CSFDMA, CSFDMB, and CSFDMC, the last two of which give convergence equal to what was achieved in 11] with alternating line relaxation. To motivate and explain these variants, it is necessary to recall the construction of operator induced interpolation in the case of standard coarsening black box multigrid 13, 9, 19, 14] : At coarse grid points coinciding with ne grid points, interpolation is just the identity. At a ne grid point lying vertically between two coarse grid points, interpolation at v i;j is given by av i;j?1 + bv i;j+1 , where a = ?(SW + S + SE)=(W + C + E) and b = ?(NW + N + NE)=(W + C + E) (4:2) and where we have used the notation of (2:2) . That is, one thinks of summing away the xdependence to obtain a three point relation between v i;j?1 , v i;j , and v i;j+1 . A di culty with this approach, when using standard coarsening, is that if = To summarize, in Table 4 Simple analysis shows what can go wrong with using C instead of (4:4 (4:3) is always used, then C +NW +N +NE +W +E +SW +S +SE < 0 can happen on coarser grids. Numerical experiments show that this seems to happen on grids of the form M?k j1;:::;j k (see (2:6) ), where k 3 and j i = j i+1 = 1 for some i. Such grids can be deleted 20, 8] without harming the convergence factor, as illustrated by the nearly identical performance of CSFDMB and CSFDMC. Thus an alternative would be to include the corrections from such grids with weight zero.
