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ABSTRACT
Deep generative models like variational autoencoders approximate
the intrinsic geometry of high dimensional data manifolds by learn-
ing low-dimensional latent-space variables and an embedding func-
tion. The geometric properties of these latent spaces has been stud-
ied under the lens of Riemannian geometry; via analysis of the
non-linearity of the generator function. In new developments, deep
generative models have been used for learning semantically mean-
ingful ‘disentangled’ representations; that capture task relevant
attributes while being invariant to other attributes. In this work, we
explore the geometry of popular generative models for disentan-
gled representation learning. We use several metrics to compare the
properties of latent spaces of disentangled representation models
in terms of class separability and curvature of the latent-space. The
results we obtain establish that the class distinguishable features
in the disentangled latent space exhibits higher curvature as op-
posed to a variational autoencoder. We evaluate and compare the
geometry of three such models with variational autoencoder on
two different datasets. Further, our results show that distances and
interpolation in the latent space are significantly improved with
Riemannian metrics derived from the curvature of the space. We
expect these results will have implications on understanding how
deep-networks can be made more robust, generalizable, as well as
interpretable.
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1 INTRODUCTION
Deep learning approaches have achieved state-of-the-art results in
many applications, drawing on the strength of large-scale hierar-
chical architectures to capture the complex structure of image data.
Despite the great success of deep networks in various tasks [8, 9],
the learned representations are generally opaque, and limited in
their generalization and interpretability. To address these limita-
tions, various approaches have been developed that try to learn
meaningful representations that can generalize well, are robust
across data variations, and have some interpretability. The family
of such representations is known as disentangled representations
[2], whose goal is to separate (disentangle) the different salient
factors or attributes that give rise to variation in data samples.
On the other hand, a lot of work in computer vision and graphics
has focused on developing analytical forward (and inverse) models
of image formation, written as combinations of various factors such
as pose, shape, illumination, reflectance, inter-reflections, shading,
etc. These variables often interact in highly non-linear ways, partly
due to the intrinsic non-Euclidean nature of the space inwhich these
variables reside. Common assumptions to simplify the generation
model include assuming Lambertian reflectance properties, near-
convex object shapes etc. Several results have been developedwhich
under different assumptions and different combinations of factors
show that the data manifold generated is in fact non-linear (c.f.
[5, 21]). The non-linearity in the observed data manifold is due
to both the intrinsic non-linearity of certain factors of variation
(like pose), and the non-linearity in the forward model itself (due
to illumination and shading for instance).
In newer developments, various disentangled representation
learning approaches [4, 7, 10, 18, 22] have been proposed. The
aim of these approaches is to learn feature representations that
reflect the underlying semantics for the specified factor while being
invariant to other common factors. For example, in the task of
human face recognition, the features for recognizing the face based
on identity in an image should be invariant to factors like pose,
illumination, or expression in the image. The application of such
representations not only benefits standard tasks like classification
and recognition, but also tasks like image generation and synthesis
with specific attributes.
The most widely followed paradigm in learning such represen-
tations is to achieve a decomposition of the feature space where
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different dimensions correspond to disjoint factors of variation.
Such a representation allows one to generate novel images where
only a specified factor is changed while other factors of variations
are kept fixed. In the context of this paper, we are specifically
looking at disentangled representations that factorize the latent
space into two components [11, 15, 20], where one captures the
task relevant attribute while all other factors are considered in the
other component. We refer to these components as specified and
unspecified components of the representation respectively. As an
illustrative example for face recognition, the model shown in the
figure 1, has identity as the specified factor and all other variables
like pose, illumination, facial hair as the unspecified component.
As most recent representation learning approaches use neural
networks as the base models, there has been an increased inter-
est in understanding their geometry. The work of Brahma et al.
[3] focuses on providing theoretical insights and justification be-
hind the success of deep learning models. Following the success
of deep generative models like Generative Adversarial Networks
(GANs) and Variational Autoencoders (VAEs) in various applica-
tions like realistic image generation [17], learning interpretable
features [15, 20] and unsupervised domain adaptation [16], several
recent works have focused on establishing the geometry of genera-
tive models [1, 13, 14, 19]. Shao et al. [19] suggest that the generated
Riemannian data manifold generated by a VAE, while nonlinear has
very low curvature. This conclusion further implies that the linear
movements in the latent space result in movements approximately
along the geodesics of the generated data manifold. Thus, statistics
computed on a much smaller dimensional latent space, can be used
along with the Riemannian geometry induced by the generator
mapping function f (Z ), to draw inferences in the high dimensional
data manifold. Later, [1, 13] showed that the latent space is typically
nonlinear and computations should appropriately account for its
curvature. The analysis in these papers has been restricted to latent
space of one type of generative model i.e. VAEs.
The generator of a deep generative model like VAE can be seen
as a mapping from the low dimensional latent space to the data
manifold embedded in a much higher dimensional space, which
in turn permits us to define the Riemannian metric of the data
manifold via the Jacobian of the mapping. The work of Shao et. al.
[19] develops the Riemannian metric for deep generative models
and analyzes the curvature of the generated data manifold. They
empirically show that for VAEs, the resulting manifold is non-linear,
yet has a low curvature as indicated by the low disparity between
the Euclidean and the geodesic distances. However, they do not
directly provide a compact measure for quantifying the curvature.
Aravanitdis et. al. [1] also use the Riemannian metric to define
non-linear statistics in the latent space of VAEs, and argue that
the latent space is a curved space and advance the use of geodesic
interpolation.
As pointed out by these recent works, leveraging the Riemannian
metric of generative models helps in smoother interpolations as
well as more meaningful interpretation of distances as opposed to
the default Euclidean metric. As in the previous works, we restrict
our study to deep generative models, however, we focus our inves-
tigation on the geometric properties of VAE-based disentangled
latent space models. Furthermore, we aim to quantify the curvature
of the latent space and resort to different metrics for studying the
following. Firstly, we validate and quantify the near zero curvature
of VAE as addressed in [19]. Secondly, we extend the geometric
analysis to disentangled representation learning models and quan-
tify the effect of class separability on the curvature of the generated
data manifold.
The organization of the paper is as follows. In Section 2 we
discuss the relevant background of generative models and disen-
tangled representation learning required for understanding of this
work, followed by the different metrics used to establish geomet-
rical insights in Section 3. Lastly, we present the experiments and
results in Section 4 followed by conclusion in Section 5.
2 BACKGROUND
In this section, we discuss the necessary background of generative
models and disentangled representation learning model relevant in
the context of our work.
2.1 Notation
We denote the samples from the data manifold X as x1, x2, . . . xn ∈
Rn . The encoder, decoder and discriminator are denoted by Enc ,
Dec and Dsc respectively. The latent space variables for specified
and unspecified components are given by s and z respectively. The
encoder mapping functions are дs : X → S and дz : X → Z for
specified and unspecified components respectively. Similarly, the
decoder or generator functions are given as (fs , fz ) : (S,Z) →
X. The encoder and decoder parameters are denoted by θ and ϕ
respectively.
2.2 Generative Models
Deep generative models learn to approximate the data distribution
by modeling the latent variables and a generator function that maps
the latent space variables to the data manifold. For a given set of
data samples x ∈ X, we denote the corresponding latent space
variables as z ∈ Z, the generator mapping as f : Z → X, such
that x = f (z). This mapping from the latent space is an embedding
of coordinates Z to the data manifold X, with certain network
requirements [19]. The two generative models used in this paper
are: Variational Autoencoders (VAEs) and Generative Adversarial
Networks (GANs)
VAEs [12] Variational autoencoder is a generative model com-
prising of an encoder network that maps the data manifold to low
dimensional latent space, and a decoder network that learns to
map these representations back to the data manifold. The latent
spaceZ is constrained such that the z are sampled from a specific
probability distribution. Most popularly, the prior distribution is
constrained to be the Gaussianp(z) = N(0, Id ). Therefore, in case of
VAE, the generator mapping f parameterizes the data distribution
and the posterior distribution qθ (z |x) parametrizes the encoder,
constrained to be a Gaussian and the unknown posterior distribu-
tion termpϕ (x |z) defines the decoder. Here, θ andϕ are encoder and
decoder parameters respectively. The optimal θ and ϕ are obtained
by maximizing the lower bound of marginal likelihood p(x) as
argmax
θ,ϕ
Eqϕ (z |x)[loд(pθ (x|z))] − KL(qϕ (z|x)| |p(z)) (1)
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Figure 1: Model for learning factorized latent space representation for human face recognition. The identity constitutes the
specified component while all other factors such as pose and illumination are considered in unspecified space
GANs [6] are generative models with two competing neural
networks: a discriminator and a generator that together learn the
data distribution in a minmax game. The discriminator tries to dis-
tinguish between the samples generated from the data distribution
from the noise samples while the generator gradually learns to
generate samples that can fool the discriminator.
2.3 Disentangled Representation Learning
The focus of this work is limited to factorized disentangled repre-
sentations that partition the latent space into two codes: one code
for the specified factor and the other code for all uncontrolled or
unspecified factors. For example, the latent space of face data set
can be partitioned with identity as specified factor whereas factors
like illumination, pose and expression together as unspecified fac-
tor. In this work, we study the geometry of three models proposed
for disentangling [20], [15] and [11].
Szabo et al.[20] The model learns a disentangled latent rep-
resentation using an encoder-decoder architecture with weakly
labeled data in the form of triplets {x1, x2, x3}, where x1 and x2
have the same label, while x3 has a different label. Note that abso-
lute labels are not required for this architecture, hence the weaker
form of supervision. As shown in figure 2, during the training, the
specified and unspecified components are swapped and an appro-
priate loss function is optimized to ensure that the decoder learns
to generate realistic samples. In the first step, since x1 and x2 have
the same labels, the encoder should learn to satisfy s1 ≃ s2. Upon
swapping the unspecified components (z1 and z2), a simple ℓ2 loss
suffices to ensure that the generated sample x2⊕1 is similar to x2 as
well as x1⊕2 looks similar to x1. On the other hand, when z3 and
z1 (or z2) are swapped, the loss cannot be an ℓ2-norm, which Szabo
et al. [20] circumvent by using a discriminator with an adversarial
loss. The discriminator is trained over real pairs (x1, x2) and fake
ones (x3⊕1, x1), so as to enable the decoder to generate samples
that resemble those from the distribution of x1 and x2.
Figure 2: Network for Disentangled Representation Learn-
ing given in [20].
The objective function consist of two terms: autoencoder loss
and adversarial loss, and is given by
min
Dec,Enc
max
Dsc
LAE (Dec,Enc) + λLGAN (Dec,Enc,Dsc) (2)
Here LAE is given by
LAE = Ex1,x2 | |x1 − f (дs (x1),дz (x2))| |22 + | |x2 − f (дz (x2),дs (x1))| |22
(3)
and, the adversarial loss is given by
LGAN = Ex1,x2 [log(d(x1, x2))] + Ex1,x3 [log(1 − d(x1, x))] (4)
The model byMathieu et al. [15] is similar to the one described
above, however, the key difference is they train the unspecified
component as a VAE, i.e., impose a KL divergence term such that
the unspecified component has a standard normal distribution.
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The work by Jha et al. [11] improves upon the two approaches
[15, 20] by substituting the adversarial training strategy with cycle-
consistency of the unspecified latent space.
Geometric Perspective All the three methods, despite their differ-
ences, attempt to partition the space into specified and unspecified
components. In context of the work in this paper, the two important
and common aspects of these methods are
• Encoder-decoder based architectures, that partition the la-
tent space into specified and unspecified factors.
• Specified latent space comprises discriminative features of
the specified attributes, while the unspecified space contains
uninformative, nuisance variables.
We focus on analyzing the geometry of the two components of the
learned latent space (s, z) and the corresponding generator mapping
functions (f s(·), fz (·)). We expect this analysis and quantitative
validation to provide insights into the geometric aspects of learning
disentangled latent spaces, which in-turn may help design better
network architectures and training strategies.
3 GEOMETRY OF LATENT SPACE OF
FACTORIZED REPRESENTATIONS
In this section, we present the different metrics used to compare
the latent spaces of the learned disentangled representation.
3.1 Euclidean vs Riemannian Metric
The latent space of generative models provide a low dimensional
representation of the data manifold via nonlinear functions imple-
mented by the encoder and decoder. Thus statistical computations
based on manifold theory is more appropriate as opposed to the
Euclidean space assumption. As pointed out by works in [1, 13],
the latent space is the coordinates for the data manifold though a
generator mapping function. Thus distances and other statistics are
better defined with a Riemannian metric. This manifold assumption
holds true provided the generator is a smooth function.
In deep generative models, the network is a composition of mul-
tiple convolutonal layers followed by activation layers that bring in
the nonlinearity of the feature space. In order to obtain a smooth
generator function, the activation function such as ELU (exponen-
tial linear unit) is used over the more popular ReLU (rectified linear
unit).
Thus, the two conditions required for the generator mapping f
to define a smooth manifold [19] are:
• The activation function is smooth and monotonic function.
• The weight matrices for the layers are full rank. This condi-
tion in effect translates to the full rank condition of Jacobian
matrix at every point in the latent space
rank(Jf (z)) = d
where z is the point in the latent and d is the dimension of
the latent space.
Provided that the above conditions are satisfied, every point
in the coordinate latent space is mapped uniquely on to the data
manifold. This connection allows one to perform operations in the
low dimensional latent space, that is relatively computationally
cheap as opposed to their higher dimensional counterpart, the data
manifold. Given a point in the latent space, the Jacobian provides a
mapping from the tangent space of latent space to the tangent space
of the data manifold. The associated Jacobian at every point in the
coordinate space allows to define a local metric at every point in
the space that accounts for distortion brought by low dimensional
latent space representations. Thus, the Riemannianmetric is defined
at every point z as a symmetric positive definite matrixMz as
Mz = Jf (z)⊤Jf (z) (5)
Here, Jf (z) is the Jacobian matrix at point z and f () is the generator
function.
3.2 Residual Normalized Cross Correlation
This metric has been used to establish the relation between geo-
desic and Euclidean distance in [3] for establishing the flattening
achieved due to unsupervised pre-training of the deep network.
While [1, 19] discuss the degree of nonlinearity (or flatness) of
the approximated data manifold in a VAE, the curvature of the
established manifold is not quantified. The residual cross correla-
tion measures the similarity between Euclidean and Riemannian
distance and hence can provide an indirect measure of the cur-
vature of the manifold. For example, for a linear manifold, both
the distances are equal, but nonlinearity or curvature of the space
increases the difference between the two quantities. The residual
cross correlation is given by
ck = 1 −
(rM (k) − µrM )(rE (k) − µrE )
σrM σeE
(6)
cˆ =
2
N (N − 1)Σkck
Here, rE and rM are the vectors formed by the concatenation of
upper-triangular matrices of pairwise distance matrix for euclidean
and manifold distance respectively. µrM , µrE and σeE , σeM are
means and standard deviations for manifold and Euclidean distance
respectively.
3.3 Normalized Margin
It measures the class separability in the latent space. A higher value
of normalized margin means a larger separation between clusters of
different class and hence a higher classification and clustering accu-
racy. Therefore, the specified space of disentangled representations
would typically have a higher margin than a standard VAE.
mn =
| |xn −M(xn )| | − | |xn −H(xn )| |
| |xn −M(xn )| | (7)
Here, M(xn ) is the nearest member from a different class other
than xn andH(xn ) is the nearest member from the same class. A
larger value signifies better separation between classes.
3.4 Tangent Space Alignment
For a flat manifold, the tangent spaces are aligned, so the angle be-
tween the two subspaces is zero. With the increase in the curvature
of the space, the tangent spaces at two points in this space would
have a larger angle between them.
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For a given data point x, the neighboring points are collected as
X = [x1, x2, · · · xk ]. The mean centered data is given by
Xˆ = X − 1
k
X1 (8)
The basis for the tangent space is obtained by the singular value
decomposition of the covariance matrix given by
C = X⊤X = UΣU⊤ (9)
Given two points the principal angle between the subspaces defined
by the tangent spaces gives a measure of curvature of the space.
4 EXPERIMENTAL SETUP AND RESULTS
In this section, we present the qualitative and quantitative results
to analyze the geometric properties of the VAE and disentangled
representation models. We provide the details of the network archi-
tecture, datasets and the results for the different evaluation metrics.
4.1 Datasets
All the generative models are trained for 2 datasets: MNIST digits
and MultiPIE face dataset. MNIST digits consist of 60000 training
samples and 10000 test samples distributed over 10 class. The speci-
fied component is the class identity whereas the unspecified factors
constitutes of digit slant, stroke width etc. We consider a subset of
MultiPIE dataset with 25 identities for training and 5 identities for
test, each with 3300 images. We use identity as specified factors and
other factors like pose, expression etc are considered as unspecified.
Further, we additionally evaluate the models on 3d chairs dataset
that consists of images of different chair models of different styles
and large viewpoint variations. We selected a subset of 30 models
in different viewing angles.
4.2 Network Architecture
We use Convolutional Neural Networks (CNNs) for all the models.
The dimensions for the specified and unspecified spaces for MNIST
digits are 16 and 64 respectively. For the Face dataset, the specified
and unspecified dimensions are 512 and 64 respectively.For chair
dataset, the specified and unspecified dimensions are and respec-
tively. We also trained VAE with the same encoder decoder network
as for disentangled representation models and with latent space
dimensions as 16 and 512 for MNIST and Face dataset respectively.
We used ELU activation function in all our models.
4.3 Normalized Margin
The normalized margin is a measure of distinguishibility of class
specific features. The specified latent space of these models is en-
forced to learn class specific features and are used for task like
classification. Classification accuracy is one measure to evaluate
the effectiveness of these features for the given task. As pointed in
[11], the performance of the three models for MNIST digit classifi-
cation is equally good, reflecting similar structure in the specified
space of these models. The normalized margin value given in the
Table 1 is consistent with the classification performance of these
models.
Datasets Szabo et al Mathieu et al. Jha et al.
MNIST 0.622 0.653 0.640
MultiPIE 0.462 0.496 0.488
3D chairs 0.492 0.529 0.52
Table 1: Normalized Margin for MNIST, MultiPIE and 3D
chairs dataset.
4.4 Residual Cross Correlation cˆ
The values for the two datasets across different models are given in
Table 2. Smaller value suggests higher similarity between Euclidean
and geodesic distances. For the MNIST dataset, the small value of cˆ
validates the claims of near zero curvature of VAEs discussed in [19].
However, we observe that there is significant disparity between the
Euclidean and the Riemannian distances for the MultiPie dataset.
Note that Szabo et al. [20] failed to converge on the MultiPie data,
and hence are not included in the table.
Dataset VAE Szabo et al. Mathieu et al. Jha et al.
MNIST 0.071 0.142 0.178 0.167
MultiPie 0.65 - 0.72 0.71
3D chairs 0.162 0.262 0.311 0.315
Table 2: Comparison of cˆ values for different disentangling
models with VAE for MNIST digits, MultiPIE and 3D chairs
dataset.
4.5 Curvature of Latent Spaces
In this section, we evaluate the curvature of the latent space mani-
folds of VAEs. The low curvature claimed [19] is reflected by the
small residual cross correlation between Euclidean and Riemannian
distance given in the Table 3 for different dimensions of the la-
tent space. The stability of improvement in clustering performance
across different dimensions is also indicative of the low curvature
of the latent space regardless of the dimensionality. We further
quantify the curvature of latent spaces of VAE and disentangled
representation models in Table 5 by computing the angle between
the tangent spaces of a pair of points. The results validate higher
curvature for disentangled representation models over VAEs. As the
specified spaces of the three disentangled representation models
are constrained to learn class discriminative features, the similarity
in the curvature also reflects the same.
Dimension 16 64 80
cˆ 0.065 0.069 0.071
F score (Euclidean) 83.32 85.22 87.38
F score (Riemannian) 91.74 92.33 96.23
Table 3: Effect of dimensionality on the nonlinearity of the
latent space of VAE . The clustering performance: F score
with Euclidean and Riemannian distance as metric in K-
means clustering algorithm for MNIST digits datasets.
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Models VAE Mathieu et al. Jha et al.
Distances Euclidean 0.312 0.346 0.332
Riemannian 1.142 1.784 1.602
Clustering Euclidean 82.98 89.37 90.06
F score Riemannian 89.04 94.45 95.60
Table 4: MultiPIE dataset: Comparison of Average distance
between randomly selected 100 pairs and clustering perfor-
mance performance: RiemannianDistance vs EuclideanDis-
tance. The large differences in the distance/ F score is a result
of curvature in the latent space.
Figure 3: Interpolation between two samples from same
class in the latent space of VAE using Euclidean (Top) and
Riemannian Metric (Bottom).
Figure 4: Interpolation between two samples from different
classes in the latent spaces of VAE (top) and specified space
of Jha et al.[11] (bottom) with fixed unspecified using Eu-
clidean (1st and 3rd row) and Riemannian Metric (2nd and
4th row).
Datasets VAE Szabo et al Mathieu et al. Jha et al.
MNIST 21.45 34.12 32.25 32.76
MultiPIE 27.95 37.42 36.88 36.96
3D chairs 23.45 36.77 35.86 36.50
Table 5: Approximate Curvature estimated with principal
angles between Tangent Spaces.
Figure 5: Interpolation between two samples from different
classes in the latent spaces of Mathieu et al.[15] with fixed
unspecified using Euclidean (top) and Riemannian Metric
(bottom).
4.6 Riemannian Distance vs Euclidean Distance
While the c values quantify the residual cross correlation between
Euclidean and Riemannian distances, we also quote the magnitude
of these distances in Table 6, 7 and 4 for MNIST, 3D chairs and
Face datasets respectively. Due to curvature of the specified space,
using Riemannian distance over Euclidean distance is more appro-
priate for tasks like clustering as shown in the results. For both the
datasets, a significant improvement in the clustering performance
validates the high curvature of the latent space for the disentangled
models.
Models Szabo et al Mathieu et al. Jha et al.
Distances Euclidean 0.114 0.112 0.116
Riemannian 0.297 0.355 0.336
Clustering Euclidean 91.12 94.32 92.22
F score Riemannian 94.56 98.00 96.60
Table 6: MNIST dataset: Comparison of Average distance be-
tween randomly selected 100 pairs and clustering perfor-
mance performance: RiemannianDistance vs EuclideanDis-
tance. The large differences in the distance/ F score is a result
of curvature in the latent space.
Models Szabo et al Mathieu et al. Jha et al.
Distances Euclidean 0.158 0.160 0.156
Riemannian 0.344 0.376 0.365
Clustering Euclidean 91.16 94.33 94.24
F score Riemannian 95.22 96.34 96.44
Table 7: 3D chairs dataset: Comparison of Average distance
between randomly selected 100 pairs and clustering perfor-
mance performance: RiemannianDistance vs EuclideanDis-
tance. The large differences in the distance/ F score is a result
of curvature in the latent space.
4.7 Interpolations
Further, we also investigate the effect of Riemannian metric on
interpolations in the latent space of VAEs as well as of the disen-
tangling models. The images generated by linear and Riemannian
interpolations for class 2 of MNIST for VAEs are shown in Figure
3. The images generated with Riemannian metric are sharper as
opposed to Euclidean metric reflecting the non-linear nature of the
space. The two ends of the sequence are the images correspond-
ing to the cluster center of class 2 and a point at the boundary of
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Figure 6: Interpolation between two samples from different classes in the latent spaces of VAE and specified space of Mathieu
et al.[15] with fixed unspecified using Euclidean (Left) and Riemannian Metric (Right).
Figure 7: Interpolation between two samples from different classes in the latent spaces of VAE (top) and specified space of
Mathieu et al.[15] (bottom) with fixed unspecified using Euclidean (1st and 3rd row) and Riemannian Metric (2nd and 4th row).
Figure 8: Interpolation between two samples from same
class in the specified latent space of Mathieu et al. with
randomly sampled unspecified component using Euclidean
(Top) and Riemannian Metric (Bottom).
Figure 9: Effect of ReLU (top) and ELU (bottom) activation
functions on the quality of generated imageswith Euclidean
(1st and 3rd row) and Riemannian metric (2nd and 4th ) inter-
polations.
class 2 latent space representations. Thus along with sharper image
generation, the presence of curvature in class specific manifold is
also highlighted. For samples from different classes, the images for
Euclidean and Riemannian interpolation are shown in Figure 6 for
VAE as well as for the disentangling model. As shown in the fig-
ure, the transition from one class to other is abrupt with Euclidean
distance while it changes more smoothly with the Riemannian
counterpart. An example with large number of intermediate inter-
polants between class 8 and 2 is shown in the Figure 7 for both VAE
and disentangled representation model. The results show the effect
of the higher curved space in case of disentangled model with a
huge difference between Riemannian and Euclidean interpolants
as opposed to a VAE. Similar results are obtained for face and chair
datasets and are shown in the Figure 4 and 5 respectively.
4.8 Image Synthesis
Disentangling specified component from other components, allows
one to generate new images with different variations of fixed speci-
fied component. Figure 8 shows the effect of using Euclidean and
Riemannian metric for generating images of a specific class with
different styles. These images are obtained by interpolation in the
specified space between the cluster center and a sample of the same
class, while randomly sampling the unspecified component from
Gaussian distribution imposed in the unspecified latent space. The
samples generated are more realistic and preserve class identity in
case of Riemannian metric.
4.9 Rank of Jacobian
For the network to learn smooth generator function, the Jacobian
matrix is required to be full rank. We compare the rank of Jacobian
matrix on MNIST dataset for the two activation functions ReLU and
ELU. The results given in the Table 8 show that the ELU results in
full rank Jacobian matrices as opposed to ReLU. Further, the results
in Figure 9 show the effect on the quality of the images generated
with ReLU and ELU layers.
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Activation function VAE Mathieu et al.
ReLU 8 15
ELU 16 16
Table 8: Rank of the Jacobian matrix for MNIST digits.
5 CONCLUSION
Latent spaces of deep generative models provide a low dimensional
representation for data embedded in a high dimensional manifold.
In this work, we study the geometric properties of deep generative
models that learn disentangled representations. We verified vari-
ous recent claims about the nonlinearity of the VAE based latent
space representations and utilized several metrics to quantify its
lower curvature. Using the same metrics, we also established that
the specified components of the latent space of VAE-based disen-
tangled models is substantially more curved. The proposed study
concludes that the latent spaces are curved, and thus an appropriate
Riemannian metric as opposed to a Euclidean metric should be used
for obtaining better distance estimates, performing interpolations
as well as generating synthetic views.
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