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Abstract 
A large diversity of product variants often leads to decision making problems during product and assembly process development. 
This paper presents a novel method that is used to quickly gather assembly characteristics of product variants for the enrichment 
of criteria for decision making methods and acceleration of assembly process planning. The collection of data is accomplished 
through a depth camera-based surveillance of a flexible, reconfigurable assembly workspace. For the surveillance, a robust and 
efficient motion tracking approach is developed theoretically and implemented practically in a software environment. The 
evaluation of the presented method is done by assembling different lithium-ion battery variants. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
The demands on product and process development 
processes of today’s businesses are rising in terms of 
flexibility of scale in combination with product variant 
flexibility. This trend can be related to the rising desires of the 
customers for individuality of products. Industry and research 
encounters these challenges by many approaches. Especially 
simultaneous engineering or concurrent engineering 
approaches are used to gather information during product 
planning, conceptual design, detailed design and validation 
phase and thus create an overlap of development sequences 
that reduces the time-to-market. The necessity to not only 
reduce time-to-market but to safe costs in every phase of the 
product lifecycle was already stated in 1992 by [1]. Wherein 
the cost responsibility and the causation of costs have been 
correlated for product development, parts manufacturing, 
assembly and distribution. The shifting of costs from the 
product development phase to the manufacturing and 
assembly phase rises with the product complexity, the value of 
parts and products and the novelty and innovation of the 
products. This, in reversion, implies that a company that 
accesses a new market has to rely on concurrent engineering 
to reduce costs. 
This applies in particular for battery systems of electric 
vehicles. Almost every OEM has to gain experiences during 
every single phase of the life cycle with a highly complex 
product that consists of thousands of components. 
Furthermore, there is very little standardization recognizable 
regarding the product characteristics and dimensions. Thus, a 
large variety of parts and products is available for battery 
system development which induces decision making problems 
especially within the product development phase. The 
following paper presents a method that can be used to quickly 
gather important assembly characteristics of batteries and 
making them applicable in upstream and downstream 
processes.  
1.1. Motivation for depth imagery usage 
From the large variety of potentially applicable lithium-ion 
battery cells results an even greater variety of battery module 
and battery system designs. In order to decide for the most 
suitable battery for a given application, it is important not 
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only to take into account the product key figures, e.g. the 
energy density or the power density, but also consider 
characteristics of the production phase. This knowledge can 
then be used to reduce development costs through an 
integrated design approach in which product characteristics 
are related to the assemblability of the battery designs. Design 
for Manufacturing and Assembly (DfMA) Methodologies by 
Boothroeyd and Dewhurt [1], Hitachi or Lucas as well as 
integrated design approaches that incorporate DfMA 
Databases as presented in [3, 4, 5] represent product 
development driven solutions. These methodologies often 
encounter their limits if a large product variety is taken into 
account or product specific assembly characteristics need to 
be investigated. Experimental investigations like Methods-
Time-Measurement (MTM) often lead to a high effort for 
their execution, especially due to their high informational 
demand. Furthermore the focus is set on on ergonomics rather 
than DfA and the application of these methods for various 
product types is often not suitable because it induces a large 
effort for time and personnel. These difficulties and 
restrictions regarding existing methods for assemblability 
detection have led to the idea of an automated detection 
system for assembly characteristics based upon markerless 
motion tracking. 
2. Methodological approach and related work 
The main application of depth imagery cameras like the 
Microsoft Kinect or the ASUS Xtion Pro is the tracking of 
human motions within gaming. Therefore, characteristic body 
parts are tracked over time and the recorded depth data is 
processed to skeleton models through i.g. predefined software 
frameworks like OpenNI and NITE and correlated to a virtual 
human model [6]. A depth camera projects a pseudo-random 
infrared pattern on its surrounding. This infrared pattern is as 
acquired by a locally displaced infrared sensor. Since the 
displacement of the projector and the sensor is known, the 
coordinates of the pattern can be determined using the 
principle of stereo-triangulation [7]. 
Apart from its application within the entertainment 
industry (gaming) cost-effective markerless motion tracking 
systems like the Microsoft Kinect or the ASUS Xtion PRO 
became very popular within production research. Therefore, a 
profound literature research regarding (markerless) motion 
tracking within the research field of assembly technology has 
been performed in order to identify related and 
complementary approaches. These approaches have been 
clustered into six different areas of application: Design 
validation and optimization, ergonomics analysis, 
occupational safety, assembly sequence optimization, real-
time support within assembly and process detection and 
automation. 
Product and process virtual design optimization is 
presented for example in [8] and [9]. The presented method 
extracts depth data of a manual assembly task to feed a model 
of a human worker within a virtual environment. The aim of 
this work is to reduce the amount of modeling time and to 
raise the degree of details regarding joint movement 
trajectories. [10] introduces a method in which depth imagery 
is used to quickly scan 3D objects and derive a complete 
model and its assembly structure. 
In order to optimize assembly sequences through virtual 
reality (VR) or augmented reality (AR) approaches, many 
publications have been made. In many cases assembly scenes 
are rebuild in VR or AR teaching environments to train new 
personnel. In these cases, low cost depth imagery is often 
used to gather real-world data of the worker, control a virtual 
human model and to display the recorded data to the 
personnel that has to be trained. Such approaches have been 
presented by [11], [12] and [13].  
One of the major fields of research is the real-time support 
of assembly tasks within the manual or automated assembly 
line. Approaches such as [14], [15] or [16] support the manual 
assembly of products through a system that shows the current 
status of assembly and correlates it to product related work 
instructions. These instructions are updated by the depth 
camera supervision of the assembly workspace. [17] uses 
similar supervision systems for the quality assurance within 
several assembly lines. Qualified instructors or foremen 
receive a condensed set of data about the current status of the 
assembly status at several workspaces to simplify the 
surveillance of the shop floor and reduce time consumption 
for supervision.  
[18] and [19] show applications of low cost depth sensors 
within automated assembly. [20] present a method for 
dynamic alignment control using infrared light depth imagery 
to enable automated wheel loading operation for the trim and 
final automotive assembly line. [21] shows a method that 
detects the current assembly status of a product and derives 
the downstream assembly operations for a set of mobile 
assembly robots.  
Closely related research to the presented method has been 
shown in [22]. Assembly data in the form of a process model 
has been derived from the assembly of a DUPLO-brick 
product. After completion of the assembly a virtual 
reconstruction of the assembled product including assembly 
sequence is generated. [18] uses the depth data of the 
assembly of a ball point pen to derive characteristics for an 
automated assembly system.  
The presented approaches deliver information that is useful 
for our work. However, the research focus of assembling a 
large number of variants, the relative evaluation, in 
combination with supporting upstream and downstream 
development processes has not been addressed. 
3. Concept of a flexible assembly workspace 
In order to evaluate a large number of product variants 
regarding their assembly characteristics it is necessary to 
design an experimental setup that offers maximum product 
flexibility. This implies that the number, dimension and 
configuration of containers for material and part provision as 
well as the arrangement of tools for fastening and joining is 
freely definable by the user of the workspace. Additionally it 
is desirable to automate the process of material, part, product 
and tool detection and identification and thus safe time when 
rearranging or reequipping the workspace for a new assembly 
task. The detection and identification of parts and products 
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should furthermore be utilizable to link Design for Assembly 
criteria to the parts and products that are located within the 
assembly workspace. These criteria could be for example part 
symmetry or asymmetry, part geometry and size and assembly 
difficulties. Considering the process related characteristics it 
is useful to break down the assembly process into sup-
operations and relate these operations with time stamps for 
reaching, grasping moving and joining. To standardize the 
representation of procedures over time we suggested a 
modification of the standard work combination sheet which is 
used within ergonomics. The addressed modification refers to 
the detection and identification of primary mounting 
directions within the assembly area of the work space for each 
component. The advantage of assigning a primary mounting 
direction to the standard work combination sheet for each 
process step is used to support downstream development 
processes (as an indicator for the degree of freedom of 
suitable handling devices for automated assembly). 
Eventually it is demanded that a specific product variant can 
be assembled in different ways. That implies that different 
assembly sequences (serial and parallel) can be tracked and 
evaluated relatively. 
The principle experimental setup which we suggested is 
depicted within fig. 1. It consists of planar assembly area (A) 
in which the parts are assembled. The surrounding working 
area can be equipped with storage spaces for part and tool 
provision (Wn). The number of these spaces their dimensions 
(x,y,z) as well as their position and orientation within the field 
of supervision of the depth camera (CMT) is defined by the 
user of the workspace. The depth camera CMT is used to track 
the motion of the users upper body i.e. joints of shoulders, 
elbows and wrists of both arms. A multi camera setup Cd of 
RGB-D cameras is used for storage space detection, part 
identification and allocation of parts to Wn.  
 
 
Figure 1 Concept of the assembly workspace 
 
4. Concept of RGB and depth data processing 
As depicted within figure 1, two sets of cameras are used 
to a) detect and identify the table top set-up Cd and b) track 
the upper body motion of the user CMT. The data processing of 
the array of cameras (Cd) works as follows: The first step is 
the configuration of the camera array along with a marker in 
order to calibrate to real world coordinates. After that a 
calibration of the RGB filters has to be done that has to be 
adopted to actual lightning conditions. This is followed byan 
automated detection of the different containers for parts, 
products and tools within the assembly workspace can be 
performed. If necessary, further part containers can be 
implemented virtually by assigning parameters for dimension 
and position. The identification of parts is possible through a 
pre-assigned configuration file wherein part ID’s, main 
dimensions, part names and the type of the part is declared.  
A detection and identification of two different storage 
spaces along with the detection of battery cell variants within 
the assembly workspace is depicted within figure 2. It shows a 
part container that can be equipped with different part types or 
different part variants respectively. Herein the polarity of 
battery cells, a special product related assembly characteristic, 
is detected. Within fail-safe battery assembly it is of 
importance that the polarity of the cells is checked before 
mounting and interconnecting the batteries. Furthermore, an 
assembly of batteries implies an electrical risk due to the high 
voltage levels that are reached during cell-to-cell 
interconnection. Therefore, a detection of the polarity of the 
cells has been implemented into the software backend. This 
detection is based upon RGB data detection. In most cases 
battery cell terminals are marked during delivery state 
regarding their polarity. If there is no specific labeling, it 
should be carried out by the user before starting the assembly 
process. 
 
 
Figure 2 Detection of different battery types  
A: cylindrical, B: small prismatic, C: large prismatic 
 
Information about the actual position and orientation of the 
parts within the assembly workspace is displayed, if parts are 
selected via mouse-over. The user of the workspace has got 
the possibility of implementing data about the module design 
into the assembly configuration file. This data contains the 
part ID, position and orientation of each component within the 
workspace area at the status of completed assembly. Through 
this data a virtual description of the product can be visualized 
for the user in order to check the assembly sequence in 
advance to the actual assembly process. Through a 
comparison of the actual position and orientation of parts 
within the assembly area with the final assembly status, first 
information about the rotational and translational movements 
of parts can be derived. Figure 3 shows a scene from the part 
detection in which a predefined battery module design has 
been implemented into the configuration file. The principal 
Assembly area (A)
User defined part, 
product and tool 
containers (Wn)
Camera setup for detection and identification of 
components and assembly area (Cd)
Camera setup for 
motion tracking (CMT)
A
BC
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assembly path can be displayed for each component within 
the design space. 
 
Figure 3 Implementing battery module designs for visual feedback 
during assembly 
 
The camera setup that is used for motion tracking imports 
the previously described 2D data that incorporates the part 
and product distribution on the assembly area and translates 
the dataset into three dimensional prismatic bodies (grab 
volumes). The setup can be displayed for the user of the 
assembly workspace to check for inconsistencies. The 
division of the workplace into grab volumes enables the 
surveillance of the assembly within the workplace using depth 
imagery (Asus Xtion PRO LIVE). The depth camera and the 
corresponding software framework offer the possibility of 
tracking characteristic body parts over time. In the case of the 
presented work only upper body parts are taken into account. 
Especially the movement of both, the left and right wrist joint, 
elbow joint and shoulder joint are of importance. The 
implemented algorithm checks whether one of the predefined 
points overlaps with one of the virtual part or product 
containers (grab volumes). Figure 4 shows the depth data of 
the test mode in which all grab volumes are displayed and a 
scene from the assembly mode in which the right hand is 
fixing a part within the assembly volume and the left hand is 
grasping a new part from grab volume #1. 
 
Figure 4 Depth data image of testing mode and assembly mode 
 
The concept of acquiring and processing depth data works 
as follows. As described beforehand two major sets of data 
have to be acquired with the use of the assembly workspace: 
the assembly process steps in correlation with the processed 
parts and joining technologies as well as the joining directions 
within the assembly volume. The concept for the detection of 
these data sets is depicted within figure 5 in which an extract 
of the timeline of the assembly is shown in an abstracted 
manner. The amount, sequence and time for each process step 
during battery assembly is tracked through the comparison of 
the wrist joint coordinates with the grab or assembly volumes. 
If a correlation of these volumes with the joint coordinates is 
detected the logging process starts. Parallel to that, the part ID 
and the coordinates of the wrist joints are tracked over time 
and stored within the assembly log file. This tracking process 
stops as soon as the wrist joint leaves the assembly volume to 
grab a new part, product or tool. This process runs parallel for 
both arms. This makes it possible to check for motions that fix 
a component at the assembly area while the second hand is 
fulfilling a grab motion or a joining motion.  
 
 
 
Figure 5 Concept of depth data acquisition 
 
As to the fact that products like battery modules can be 
assembled in various ways and that an automated production 
line would benefit from parallelization of processes it was 
likely to implement these features to the methodology. The 
detection of different serial assembly sequences for an 
identical product is simply implemented through a user 
defined declaration which describes that the following 
assembly sequence is a variant of a previously recorded 
sequence. The possibility of detecting a process that can be 
declared as “can be assembled parallel to the recorded 
sequence” is accomplished through gesture control. The user 
has the option to preassemble parts to a sub-product and then 
indicate via push gesture that the previously assembled 
product is a sub-product of the entire assembly. After 
detection of the gesture the sub-product can be stored in an 
empty grasp volume and reassembled as soon as the sub-
component is needed. These options offer the possibility to 
examine different assembly configurations and make them 
comparable in minutes. 
The detection of main joining directions is fulfilled through 
an analysis of the wrist joint coordinates during part 
placement within the assembly volume. The trajectory that is 
detected is smoothed out to reduce noise which can be 
excessive with low cost depth sensors. After smoothing 
tangents are applied to the trajectory to identify a principle 
joining vector. The identification of this vector is highly 
depending upon the way and velocity the user moves during 
assembly. It has been shown that it is sufficient to assemble 
the product without any hectic rush and to slightly imitate 
industrial kinematics for handling operations. 
  
Test mode Assembly mode
Leaving 
assembly volume
Leaving 
grab volume 1
Entering
grab volume 1
Leaving 
assembly volume
Entering
assembly volume
Entering
grab volume 2
Wrist joint coordinates
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5. Assembly data processing for process evaluation  
Subsequently to the assembly process an automated 
processing and visualization of the assembly data is fulfilled 
within the presented methodology. The assembly process 
steps are visualized in two ways: in the kind of an assembly 
precedence graph and in the form of the standardized work 
combination sheet. These two common ways of describing 
assembly sequences are complemented through a selection of 
handling systems with a certain degree of freedom per process 
step. The degree of freedom is determined from the main 
joining directions, amount of operations and required working 
space. A combined visualization of the assembly data 
processing is shown within figure 6. 
 
Figure 6 Concept of depth data acquisition 
6. Assembly characteristics of battery module variants 
Battery systems of electric vehicles are typically 
subdivided into three levels with the lithium-ion battery cell 
representing the smallest unit. An interconnection of battery 
cells to an interchangeable sub-unit of the battery system 
presents a battery module. The interconnection of modules is 
defined as a pack or a system [23]. 
Today’s large variety of battery systems and battery 
modules can be traced back to the variety of battery cell types 
and dimensions. Although a standardization of cell types is 
proposed in [24] a consolidation is not visible at the moment. 
Despite the large variety of battery modules available, it is 
possible to break down the variety into a rather small number 
(<10) of generic battery module types with a set of standard 
components. These generic standard components are the 
battery cells, the cell to cell interconnection, the battery cell 
insulation, the wiring harness (sensors), the cooling 
components, the battery module controller (BMC) and the 
housing. Hereby, the battery cell represents the main design 
parameter as its design affects the design of all other 
components [25]. Variants of the generic battery module 
designs are most likely formed through certain changes of the 
design on module level: change of cell number and 
arrangement, change of insulation type, change of cell to cell 
interconnection, change of housing fixation type. 
From this generic battery module designs, six generic 
assembly process steps can be derived. Hence, every battery 
module assembly process consists of the following six process 
steps: Assembly of the battery cells, insulation of the battery 
cells, interconnection of the battery cells, assembly of the 
sensors and the BMC, assembly of the cooling components 
and assembly of the housing components. [26] 
Following this concept of abstraction and standardization, 
each battery module assembly processes only differs in the 
number, the effort and the sequence of these generic process 
steps. Thus, every battery module available can rather be seen 
as product variant than a unique product. 
Furthermore, the concept offers the possibility of 
evaluating battery module types regarding their assembly 
characteristics without changing the setup of the assembly 
workspace presented in section 3. Thus, a relative evaluation 
between different battery module types is possible and 
applicable and the assembly sequences and the primary 
equipment for assembly automation can be compared. 
The application of the assembly workspace is done by 
examining three battery module types based upon three 
typical cell designs (pouch, prismatic, cylindrical). The 
chosen types of modules represent state of the art designs 
used in the automotive industry nowadays. The product-wise 
comparability of these modules is given through the fact, that 
the electrical performance (voltage, energy and power) is 
equal within all three types of modules. These module types 
have been manufactured and assembled with the use of the 
supervised assembly workspace. It took approximately 
30 minutes to examine the complete assembly and to gather 
detailed assembly characteristics. For the limited extend of 
this paper the generated standard work combination sheets 
have been analyzed and the included data has been broken 
down to five key performance indicators for product and 
process development: total assembly time, number of process 
steps and number of joining technologies, number of joining 
direction parallel to the gravitational direction. These key 
indicators are shown in a relative manner in figure 7.  
 
Figure 7 Relative comparison of assembly characteristics 
 
A state of the art assembly process planning for the given 
battery products and the comparison of the results took the 
authors approximately 6 times longer (approx. 3 hours). The 
results show that although the electrical performance of the 
battery modules is equal, the assembly characteristics differ 
significantly. The assemblability of the pouch type battery is 
best with the least process time, least assembly steps and least 
amount of different joining directions. Although the process 
time for the prismatic module is shorter than the cylindrical, 
the total amount of operations and different joining directions 
is higher. The advantages in assembly time can be related to 
simpler joining technologies and fewer handling of flexible 
parts.  
Standard 
work 
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selection
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7. Conclusion and outlook 
The presented paper describes a novel methodology for the 
derivation of assembly characteristics and assembly 
sequences combined with a selection of handling devices 
based upon markerless motion tracking. After a short 
introduction into the topic and a description of the related 
work, the concept of a product variant flexible assembly 
workspace has been described. Two sets of camera setups are 
applied to detect and identify parts, products and tools as well 
as track the joint motion of an assembly worker. The derived 
RGB and depth data is processed automatically after 
completion of the assemblies and prepared for presentation to 
product developers and process engineers in form of 
standardized combination work sheets and precedence graphs. 
The methodology has been applied for battery module 
assembly, wherein three types of module designs with 
identical electrical characteristics have been examined 
regarding assemblability. It was shown that it is possible to 
quickly derive assembly characteristics and a condensed set of 
information regarding assemblability of different product 
variants. Further work has to be done to create a direct link to 
product development as well as process detailed design. 
Furthermore, the hardware selection has to be enriched 
through a validation of applicable automation hardware. 
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