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The Shark Random Swim
(Le´vy flight with memory)
Silvia Businger∗
Abstract
The Elephant Random Walk (ERW), first introduced by Schu¨tz
and Trimper [16], is a one-dimensional simple random walk on Z hav-
ing a memory about the whole past. We study the Shark Random
Swim, a random walk with memory about the whole past, whose steps
are α-stable distributed with α ∈ (0, 2]. Our aim in this work is to
study the impact of the heavy tailed step distributions on the asymp-
totic behavior of the random walk. We shall see that, as for the ERW,
the asymptotic behavior of the Shark Random Swim depends on its
memory parameter p, and that a phase transition can be observed at
the critical value p = 1α .
keywords: random walk with memory, random recursive trees, Yule
processes
1 Introduction
Anomalous diffusion is a natural phenomena appearing in physics and biology
for example in porous systems [10], the motion of membrans [13], or giving
the title to our work, in food searching strategies of marine predators such as
sharks [18]. The Elephant Random Walk (ERW), first introduced by Schu¨tz
and Trimper [16], is a simple model that yields an anomalous diffusion. The
ERW is a one-dimensional simple random walk on Z having a memory about
the whole past. Specifically, fix a parameter q ∈ [0, 1). At each time, the
elephant remembers one step from the past chosen uniformly at random.
With probability q the elephant repeats it, and with probability 1−q it makes
a step in the opposite direction. Equivalently, there is a second formulation
of the ERW. For q ≥ 1
2
set p := 2q − 1. At each step, the elephant either,
with probability p, chooses one of the past steps uniformly at random and
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repeats it, or with probability (1− p), decides uniformly at random in which
direction it goes. Since its introduction the ERW and similar models have
been considered in for example Bercu [3], Bercu and Laulin [4], Boyer and
Romo-Cruz [5], Coletti et.al. [7], da Silva et. al [8], Ku¨rsten [11], Schu¨tz and
Trimper [16], Serva [17], Wang and [19].
The long time behavior of the ERW depends on the memory parameter
q, and has been studied in all regimes of q by Baur and Bertoin [2], using the
connection of the ERW to urn schemes. Independently, similar results have
been obtained by Coletti et. al. [7]. Recently, a different approach using
martingales has been studied in Bercu [3].
In the subcritical case p < 1/2 and critical case p = 1/2 (equivalently
q < 3/4, respectively q = 3/4), the re-scaled ERW (with a scaling depending
on p) converges in distribution in the Skorohod space to a continuous R-
valued Gaussian process (in the case p = 0 the limiting process is a standard
Brownian motion). In the supercritical case p > 1/2 (equivalently q > 3/4)
it converges almost surely to the process (tp · Z, t ≥ 0), where Z is a nonde-
generate R-valued random variable.
In this work, we aim to study the long time behavior of a random walk in
dimension d with memory and heavy tailed step distribution, that we will
refer to as the Shark Random Swim.
For the ERW the two formulations (using the parameters q or p = 2q −
1) are equivalent, but when the steps are not simple, they yield different
processes. Specifically, let ξ be stable distributed and define a random walk
in the following way. At step one, the random walk does a step of size ξ
and at each step n ≥ 2 the random walk remembers one step from the past
chosen uniformly at random, repeats it with probability q, and makes a step
in the opposite direction with probability (1−q). The process defined in this
way then behaves like an ERW multiplied with the random variable ξ. In
order to define a process that behaves different from the ERW, one needs to
follow the second formulation of the ERW.
Specifically, let ξi, for i ∈ N be i.i.d. d-dimensional standard isotropic
strictly stable random variables with zero shift and stability parameter α ∈
(0, 2], that is
E
[
ei〈θ,ξ1〉
]
= e−‖θ‖
α
for θ ∈ Rd,
with ‖θ‖ denoting the Euclidean norm of θ ∈ Rd. Now imagine a shark is
moving around in the ocean. At time one it is located at position Y1 = ξ1.
At each time n it does a step Yn, so its position at time n is Sn =
∑n
i=1 Yi, in
the following way. With probability p ∈ (0, 1), it chooses uniform at random
one of the past steps Y1, ..., Yn−1 and repeats it, and with probability (1− p)
it does a step independent of the past, that is Yn = ξn. In contrast to the
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ERW, the step distributions of the Shark Random Swim are heavy-tailed.
We are interested in the limiting behavior of Sn as n tends to infinity. We
shall see that there is a phase transition in the asymptotic behavior of the
Shark Random Swim.
In the subcritical case, that is αp < 1, we shall see that the random
variable
(
1
n
) 1
α Sbtnc with t ∈ R+ converges in distribution to t 1αS, where S is
a d-dimensional isotropic α-stable distributed random variable, and that the
scale parameter depends on p and the stability parameter α.
We will see that in supercritical case, that is αp > 1, for each t ∈ R+,
the random variable 1
np
Sbtnc converges to tpV in probability, where V is an
almost surely finite random variable.
In the critical case, that is αp = 1, the random variable (nt·log(n))− 1αSbntc
with t ∈ R+ converges in distribution to t 1α · S˜, where S˜ is a d-dimensional
isotropic α-stable distributed random variable with zero shift and scale pa-
rameter ((1− p)Γ(α + 1)) 1α .
In the subcritical case the rescaled Shark Random Swim is expected to
converge in distribution in the Skorohod space to a stable process. For the
ERW the limiting process in the supercritical case is Gaussian, and hence
can be completely characterized by its covariance functions. As there is no
analogue way to characterize stable processes, it more effortful to characterize
the limiting process of the Shark Random Swim.
In dimension one, we shall see that in the subcritical case, the finite
dimensional distributions of the Shark random swim converge to the finite
dimensional distributions of an α-stable process, which can be characterized
in term of stable integrals. In the critical case the finite dimensional distri-
butions converge to the finite dimensional distributions of a α-stable Le´vy
process.
The ERW has a connection to Bernoulli bond percolation on random
recursive trees that has first been observed by Ku¨rsten [11], which still holds
true for the Shark Random Swim. Consider a random recursive tree of size
n, on which we perform Bernoulli bond percolation. We call the connected
components after deleting the edges clusters. We then denote by ci,n, i ∈ N,
the cluster rooted at i and by |ci,n| its size. We shall see that the position
of the Shark Random Swim at time n can be expressed as Sn =
∑
i |ci,n|ξi.
The phase transition of the Shark Random Swim is then determined by the
asymptotic behavior of the cluster sizes as n tends to infinity.
In the second section, we shall give a precise description of the connection
between the Shark Random Swim and Bernoulli bond percolation, and sum-
marize some results on the latter. In the first part of the third section, we
shall study the limiting behavior of the Shark Random Swim in the supercrit-
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ical case. Our argument will rely on limit results of fragmentation processes
of infinite recursive trees by Baur and Bertoin [1]. In the second part of the
third section, we shall use fundamental results on Yule processes to study
the limiting behavior of the Shark Random Swim in the subcritical case, and
in the third part of the third section the critical case. Finally, the last part
is is devoted to the convergence of the finite dimensional distributions and
the characterization of the limiting process.
2 Connection to random recursive trees
As mentioned in the introduction, it will be crucial for our analysis to express
the position of the Shark Random Swim at time n in terms of cluster sizes of
Bernoulli bond percolation on random recursive trees. Recall that random
recursive trees are rooted trees with increasing labels along branches that
can be build in a recursive manner. We denote by T1 the tree with a single
node with label 1. If Tn−1 denotes the tree of size n− 1, then Tn is build by
choosing uniformly at random one of the nodes of Tn−1 and adding the n-th
node (the node with label n). We then let 0 < p < 1 and perform Bernoulli
bond percolation on the tree, that is each edge is deleted with probability
(1− p), independently of the other edges.
We now consider each step of the shark as adding a node in the random
recursive tree. The starting position corresponds to the root, the first step
to the node with label 1, and so on. Following Ku¨rsten [11], we further add
a spin to every node. The starting position of the random swim corresponds
to the root, and we thus assign the spin ξ1 to the root. We then built the tree
recursively as described above. For building Tn, we pick one of the nodes of
Tn−1 and connect the n-th node to the chosen node. With probability (1−p)
the edge connecting the new node to the existing node is deleted, and we
assign the spin ξn to the new node. With probability p the edge is kept, and
the new node adopts the spin from the node it is attached to (see Figure 14).
We then get a forest, and we call the trees of the forest clusters.
Note that each cluster carries the same spin and different cluster carry
different spins. We will denote by ci,n the cluster rooted at i and by |ci,n| its
size. By convention we have ci,n = ∅ and |ci,n| = 0 if there is no cluster rooted
at i. The position of the random swim at time n can then be rewritten as
Sn =
∑
i
|ci,n|ξi.
Note moreover that we have
∑
i |ci,n| = n.
4
Figure 14
Clusters of the random recursive tree along with the corresponding spin.
2.1 Results on the clusters of Bernoulli bond percolation
For the limit behavior of the position of the Shark Random Swim at time
n, we shall need to control the asymptotic behavior of the cluster sizes as n
tends to infinity. In this section, we summarize some results on the cluster
sizes of Bernoulli bond percolation. First we mention a connection between
the cluster sizes and a Po´lya urn scheme. Imagine that we have an urn
containing initially 1 black ball and m white balls. At each time step we
choose a ball uniformly at random from the urn, and return it along with a
ball of the same color. Let Yn denote the number of black balls after n-draws.
It is known:
Lemma 1 (Po´lya). Let n and m be positive integers.
1. Then Yn is Beta-binomial distributed with parameters (n, 1, m), that
is to say
P(Yn = i) =
(
n
i
)
B(i+ 1, n− i+m)
B(1,m)
, i ∈ {1, ..., n},
where B denotes the Beta function.
2. The sequence 1
n
Yn converges almost surely as n tends to infinity to a
random variable Y that is Beta(1,m) distributed.
See for example Mahmoud [12], Theorem 3.1 and Theorem 3.2.
Lemma 2. Conditioned on Y = x the random variables Yn are Binomial
distributed random variables with parameter (n, x).
For a proof of this result, see for example Freedman [9].
Now let c′k,n denote the subtree rooted at node k after percolation, that
is all the nodes and edges that are still connected to the node k, via an
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increasing sequence of labels, after we performed percolation. The size of
this subtree is denoted by |c′k,n|, and can be expressed with help of the above
urn sheme. We first shall compute how many nodes are in the subtree rooted
at node k, before the edges are deleted. Let black balls correspond to nodes
that are in the subtree rooted at node k, and white balls correspond to nodes
that are not in the subtree rooted at node k. When we build the tree of size n
recursively, once we have arrived at the node k, we have distributed k nodes
and are left to distribute n − k nodes. In the urn setting this corresponds
starting with k balls, one black ball (corresponding to the node k) and k− 1
white balls. The number of the remaining n− k nodes, that will be added to
the subtree rooted at node k, then corresponds to the number of black balls
Y (n, k) after n− k draws and thus:
|c′k,n| d= |c1,Y (n,k)|, (1)
where Y (n, k) is Beta-binomial distributed with parameter (n − k, 1, k − 1)
and Y (n, k) = 0 if k ≥ n. Now if the edge that connects k to its parent has
been deleted, c′k,n is a cluster of the Bernoulli bond percolation. Remember
that the probability of this event is (1− p), and that it is independent of the
size of the cluster. Thus for all i ≥ 2 we have
E[|ci,n|] = (1− p)E[|c′i,n|].
We will moreover need to control the limiting behavior of the cluster sizes.
For the root cluster it has been shown (see Ku¨rsten [11], Section IV):
Lemma 3. We have:
E [|c1,n|] = Γ(n+ p)
Γ(p+ 1)Γ(n)
and
E
[|c1,n|2] = 1
p
(
Γ(2p+ n)
Γ(2p)Γ(n)
− Γ(p+ n)
Γ(p)Γ(n)
)
.
The following three results can be found in Baur and Bertoin [1], Theorem
3.1, Lemma 3.3, and Theorem 3.4. See also Mo¨hle [14].
Lemma 4. The following limit
lim
n→∞
1
np
|c1,n| = X1
exists in (0,∞) almost surely. Moreover X1 is Mittag-Leffler distributed with
parameter p.
6
Proof. Let Y = (Y (t))t∈R+ denote the Yule process started from Y0 = 1,
such that Y (t) describes the number of individuals alive at time t, when
each individual lives forever and gives birth to children at rate 1. It is well
know that e−tY (t) is a martingale, and that its terminal value W exists a.s.
and is exp(1) distributed. Thus if we define the birth time of the n-th child
Tn := inf{t : Y (t) = n}, we have
lim
n→∞
e−Tnn = W a.s. (2)
Now imagine we kill each child with probability (1 − p), independently of
the other children. The process of the number of individuals alive at time
t, denoted by Y (p)(t), is then again a Yule process, with birth rate p, and
|c1,n| d= Y p(Tn). Moreover
lim
n→∞
e−tpY (p)(t) = W (p) a.s, (3)
where W (p) is standard exponential distributed. By combining the Equations
(2) and (3), we arrive at
lim
n→∞
1
np
Y (p)(Tn) =
W (p)
W p
a.s (4)
Since the left hand side of Equation (4) is independent of the Yule process
Y , and hence also of W , we conclude that the limit follows the Mittag-Leffler
distribution, by computing its moments.
Lemma 5. Let X1 be defined as in Lemma 6. For each k ≥ 2, we have the
almost sure convergence
lim
n→∞
1
np
|c′k,n| = ρk a.s,
further ρk is equal in distribution to X1 · βpk, where βk is a Beta(1, k − 1)
distributed random variable independent of X1.
Proof. The result follows from Lemma 1 and the relation |c′k,n| d= |c1,Y (n,k)|,
where Y (n, k) is Beta-binomial distributed with parameters (n − k, 1, k −
1).
Lemma 5 entails the following statement:
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Lemma 6. For each i ≥ 2 the following limit
lim
n→∞
1
np
|ci,n| = Xi
exists in (0,∞) almost surely, and its moments are give by
E[Xqi ] = (1− p)
Γ(q + 1)Γ(i)
Γ(pq + i)
, q ≥ 0.
Finally if αp > 1, the series
∑∞
i=1 E[Xαi ] converges.
Last, we deduce from Lemma 3 and the asymptotic Γ(2p+ n) ∼ Γ(n)n2p
as n tends to infinity that
lim
n→∞
1
n2p
E
[|c1,n|2] = lim
n→∞
1
n2p
· 1
p
(
Γ(2p+ n)
Γ(2p)Γ(n)
− Γ(p+ n)
Γ(p)Γ(n)
)
=
2
Γ(2p+ 1)
= E[X21 ],
since X1 is Mittag-Leffler distributed with parameter p, and thus by Scheffe’s
Lemma
lim
n→∞
1
np
|c1,n| = X1
in L2. A fortiori
lim
n→∞
1
nαp
E [|c1,n|α] = E[Xα1 ] (5)
for each α ≤ 2.
3 Asymptotic behavior of the Shark Random Swim
3.1 Supercritical case αp > 1
Recall that the position of the Shark Random Swim at time n can be ex-
pressed as
Sn =
n∑
i=1
|ci,n|ξi,
where ξi, for i ∈ N, are i.i.d. d-dimensional standard isotropic strictly stable
random variables with zero shift and stability parameter α ∈ (0, 2], that is
E
[
ei〈θ,ξ1〉
]
= e−‖θ‖
α
, θ ∈ Rd.
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Note that if αp > 1, then α ∈ (1, 2]. The limiting behavior of the random
walk is explained by the limiting behavior of the cluster sizes. Recall that,
by Lemma 6, for each i ≥ 1 the following limit
lim
n→∞
1
np
|ci,n| = Xi
exists in (0,∞) almost surely. We then have:
Theorem 1. Let αp > 1, let t ∈ R+, and let Z :=
∑∞
i=1 Xiξi. Then |Z| <∞
almost surely and
1
np
Sbntc → tpZ
in probability as n tends to infinity.
Proof. We first show that |Z| <∞ a.s. Note that, conditionally onX1, ..., Xn,
we have
n∑
i=1
Xiξi
d
= (Xα1 + ...+X
α
n )
1
α ξ1,
and we conclude since
∑
iX
α
i <∞ a.s. by Lemma 6. Next, we aim to show
that
lim
n→∞
1
np
Sbntc − tpZ = 0 (6)
in distribution and thus in probability. Let θ ∈ R2, we then have
exp
(
i
〈
θ,
1
np
Sbntc − tpZ
〉)
= exp
(
i
〈
θ,
∞∑
k=1
(
1
np
|ck,btnc|1(k≤btnc) − tpXk
)
ξk
〉)
.
If we let Fn := σ(|ck,1|, ..., |ck,n|, 1 ≤ k ≤ n), then
E
[
exp
(
i
〈
θ,
1
np
Sbntc − tpZ
〉) ∣∣∣∣F∞]
= exp
(
−‖θ‖α
∞∑
k=1
∣∣∣∣ 1np |ck,btnc|1(k≤btnc) − tpXk
∣∣∣∣α
)
,
and we are left to show that
lim
n→∞
∞∑
i=1
E
[∣∣∣∣ 1np |ci,n|1(i≤n) −Xi
∣∣∣∣α] = 0. (7)
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Indeed, then
lim
n→∞
∞∑
i=1
∣∣∣∣ 1np |ci,btnc|1(i≤btnc) − tpXi
∣∣∣∣α = 0
in probability, and by dominated convergence we have
lim
n→∞
E
[
exp
(
i
〈
θ,
1
np
Sbntc − tpZ
〉)]
= 1
for every θ ∈ Rd, which proves (6). To show Equation (7) we first show
lim
n→∞
E
[∣∣∣∣ 1np |ci,n| −Xi
∣∣∣∣α] = 0,
for all i ∈ N. Indeed, recall that |c′k,n| denotes the size of the subtree rooted
at node k, and that it is a cluster if the edge connecting k to its parent is
deleted. Hence
E [|ci,n|α] = (1− p)E
[|c′i,n|α] ,
for all i ≥ 2. We have seen in Equation (1) that |c′k,n| d= |c1,Y (n,k)|, where
Y (n, k) is Beta-Binomial distributed with parameter (n − k, 1, k − 1) and
further independent of |c1,i|, for all i ∈ N. By Lemma 3 we thus have
1
n2p
E
[|c1,Y (n,k)|2∣∣Y (n, k)] = 1
n2p
1
p
(
Γ(2p+ Y (n, k))
Γ(2p)Γ(Y (n, k))
− Γ(p+ Y (n, k))
Γ(p)Γ(Y (n, k))
)
.
By the asymptotics Γ(2p+ n) ∼ Γ(n)n2p and Lemma 1 we have
lim
n→∞
1
n2p
E
[|c1,Y (n,k)|2∣∣Y (n, k)] = 2
Γ(2p+ 1)
B(k − 1)2p a.s,
where B(k − 1) is a Beta distributed random variable with parameter k − 1.
Since
1
n2p
E
[|c1,Y (n,k)|2∣∣Y (n, k)] ≤ 2
Γ(2p+ 1)
sup
n>0
Γ(2p+ n)
n2pΓ(n)
<∞,
we get by dominated convergence
lim
n→∞
1
n2p
E
[|ci,n|2] = lim
n→∞
1
n2p
(1− p)E [|c′i,n|2]
=
2(1− p)
Γ(2p+ 1)
E[B(k − 1)2p] = E[X2i ].
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We then conclude by Scheffe’s Lemma. We are thus left to justify the ex-
change of limit and sum. We shall show that the sum can be bounded by a
summable series for all n. We have
E
[∣∣∣∣ 1np |ci,n| −Xi
∣∣∣∣α] ≤ 1nαpE[|ci,n|α] + E[Xαi ],
and for all k ≤ n:
1
nαp
E[|ck,n|α] = (1− p) · 1
nαp
E
[|c′k,n|α]
= (1− p) · 1
nαp
n−k∑
i=1
E [|c1,i|α]P(Y (n, k) = i).
By Equation (5) there exists an integer i0 such that for all i ≥ i0, we have
E [|c1,i|α] ≤ c0 · iαp, where c0 := 2E[Xα1 ]. Since αp < 2, we deduce
n−k∑
i=i0
E [|c1,i|α]P(Y (n, k) = i) ≤ c0 · E[Y (n, k)αp]
≤ c0 · E[Y (n, k)2]αp/2.
Computing the second moment of a Beta-Binomial random variable we get
1
nαp
E[Y (n, k)2]αp/2 =
1
nαp
· ((n− k)(2(n− k) + k − 1)))
αp/2
(k(k + 1))αp/2
≤ 3
kαp
.
Using the elementary bound for all k ≤ n,
1
nαp
i0−1∑
i=1
E [|c1,i|α]P(Y (n, k) = i) ≤ i
α
0
kαp
,
we thus have for all 2 ≤ k
1
nαp
E
[|c′k,n|α] ≤ 3c0 + iα0kαp (8)
and
E
[∣∣∣∣ 1np |ci,n| −Xi
∣∣∣∣α] ≤ 3c0 + iα0iαp + E[Xαi ],
which justifies the interchange of the limit, since the series
∑∞
i=1 E[Xαi ] con-
verges for αp > 1, by Lemma 6.
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3.2 Subcritical case αp < 1
In this section we shall study the subcritical case. Let p < 1 and us define
the function f : [0, 1− p)→ R,
f(x) =
∞∑
k=1
kα
(
1−
(
x
1− p
)p)k−1(
x
1− p
)p
,
that is f(x) = E[Gα], where G is a geometric distributed random variable
with parameter ( x
1−p)
p. Note that f is Riemann integrable on the interval
(0, 1− p), since it is monotone decreasing on (0, 1− p). Then the constant
c(α, p) :=
∫ 1−p
0
f(x)dx
is finite since f(x) ≤ (1−p
x
)αp
and αp < 1. We aim to show:
Theorem 2. Let αp < 1 and let t ∈ R+. We then have the convergence in
distribution
lim
n→∞
(
1
n
) 1
α
Sbtnc = t
1
αS,
where S is a d-dimensional isotropic α-stable distributed random variable
with zero shift and scale parameter c(α, p)
1
α , that is
E
[
ei〈θ,S〉
]
= exp (−c(α, p) · ‖θ‖α) , θ ∈ Rd.
The proof of Theorem 2 will require some results about Yule processes
and Yule processes with mutation. Let Y = (Yt)t∈R+ denote the Yule process
started from Y0 = 1, such that for t ∈ R+, Yt describes the number of
individuals alive at time t, when each individual lives forever and gives birth
to children at rate 1. The following lemma is well-known:
Lemma 7. The process e−tY (t) is a martingale. Its terminal value W exists
a.s. and is exp(1) distributed.
Now, assume that we assign a type i ∈ N to each individual. More
precisely, assume that the first individual is of type 1, and each child of
an individual either adopts the type of its parent with probability p, or is
of a new type (meaning that there is no individual alive of the same type)
with probability (1 − p). This can be understood in the way that each
child of our Yule process is either a clone of its parent or a new mutant.
Let Yi(t) denote the population size of individuals of type i ∈ N, and let
us further introduce the birth time of the first individual of type i, that is
bi := inf{t ≥ 0 : Yi(t) > 0}. From construction we then have the following
lemma.
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Lemma 8. We have
1. The processes (Yi(t + bi), t ≥ 0), i ≥ 1 are i.i.d. Yule processes with
birth rate p.
2. As a consequence Yi(t+bi) is geometric distributed with parameter e
−tp,
for each t ∈ R+.
To see the connection with the cluster sizes, define the first time when
there are n individuals alive T (n) := inf{t ∈ R : Y (t) = n}. We then have
|ci,n| d= Yi(T (n)) for all n ∈ N. (9)
This equality in distribution will be useful to prove Theorem 2. Recall that
if Fn = σ(|ci,1|, ..., |ci,n|, 1 ≤ i ≤ n), then
E
[
exp
(
i
〈
θ,
(
1
n
) 1
α
Sbtnc
〉)∣∣∣∣Fn
]
= exp
−‖θ‖α 1
n
btnc∑
k=1
|ck,btnc|α
 .
By dominated convergence and Equation (9), it will thus be enough to show
the convergence in probability
lim
m→∞
lim
n→∞
1
n
n∑
i=1
Yi(T (n))
α · 1En,m = c(α, p), (10)
where En,m is a sequence of events with
lim
m→∞
lim
n→∞
P(En,m) = 1.
We first aim to construct this sequence of events of the formEn,m = Em(xn, n)
with xn = bδnc and 0 < δ < 1. Let Geom(r) denote a generic geometric
distributed random variable with parameter r. We then have the following
result.
Lemma 9. Let (xn)n∈N be a sequence with 0 < xn < n and limn→∞ xn =∞.
Then there exists a positive sequence εm with εm ↓ 0 as m tends to infinity,
and a sequence of events Em(xn, n) for which
lim
m→∞
lim
n→∞
P(Em(xn, n)) = 1,
such that on Em(xn, n) we have the bounds
X i(n, εm) ≤ Yi(T (n)) ≤ X i(n, εm), for all i ∈ {xn, ..., n},
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where X i(n, εm) are independent random variables with
X i(n, εm)
d
= Geom
((
i− 1
n(1− p)(1 + εm)
)p)
, for i−1 ≤ n(1−p)(1+εm),
and X i(n, εm) = 0, for i − 1 > n(1 − p)(1 + εm). Similarly X i(n, εm) are
independent random variables with
X i(n, εm)
d
= Geom
((
i+ 1
n(1− p)(1− εm)
)p)
, for i+1 ≤ n(1−p)(1−εm),
and X i(n, εm) = 0 for i+ 1 > n(1− p)(1− εm).
Proof. In order to apply Lemma 8, we aim to find a deterministic upper and
lower bound for T (n)− bi. Let 0 < µm < 1 be a sequence with µm ↓ 0, and
define the sequence of events
E1k,m := {ω ∈ Ω : W (ω)(1− µm) ≤ e−T (k)(ω)k ≤ W (ω)(1 + µm)}.
By Lemma 7 we have limm→∞ limn→∞ P(
⋂
k=nE
1
k,m) = 1. Note that on E
1
k,m
we have
ln(k)− ln(W )− ln(1 + µm) ≤ T (k) ≤ ln(k)− ln(W )− ln(1− µm).
Now let D(k) denote the number of different types that can be observed
at time T (k). Since at time T (k) there are exactly k individuals alive, D(k) is
equal in distribution to
∑k
i=1 Beri(1−p), where Beri(1−p) are i.i.d. Bernoulli
random variables. Let
E2k,m := {ω ∈ Ω : k(1− p)(1− µm) ≤ D(k)(ω) ≤ k(1− p)(1 + µm)},
by the law of large numbers limm→∞ limn→∞ P(
⋂
k=nE
2
k,m) = 1. On the event
E2k,m we have
bdk(1−p)(1+µm)e ≥ T (k),
and we conclude that on the event E1k,m ∩ E2k,m:
bk ≥ T
(⌊
k
(1− p)(1 + µm)
⌋)
≥ ln(k − 1)− ln(W )− ln(1− p)− 2ln(1 + µm).
Now, define the event Em(xn, n) :=
⋂
k=xn
(E1k,m ∩ E2k,m), and note that
lim
m→∞
lim
n→∞
P(Em(xn, n)) = 1.
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For each i ∈ {xn, ..., n} we have on Em(xn, n) the inequality
T (n)− bi ≤ ln(n)− ln(i− 1) + ln(1− p) + 2ln(1 + µm)− ln(1− µm).
If i−1 > n(1−p)(1+ε) we have T (n)−bi < 0 and hence at time T (n) there is
no individual of type i alive, that is Yi(T (n)) = 0. For i−1 ≤ n(1−p)(1 + ε)
we can define
X i(n, ε) := Yi(ln(n)− ln(i− 1) + ln(1− p) + ln(1 + ε) + bi),
and choosing the sequence εm such that
ln(1 + εm) ≥ 2ln(1 + µm)− ln(1− µm),
that is εm ≥ 1(1−µm)(µ2m + 3µm), we then arrive at
Yi(T (n)) ≤ X i(n, εm) for i ∈ {xn, ..., n}.
In the same spirit one can show the lower bound.
We are thus left to show:
Lemma 10. Let 0 < δ < 1 and define En,m := Em(bδnc, n). We have the
convergence in probability
lim
m→∞
lim
n→∞
1
n
n∑
i=1
Yi(T (n))
α · 1En,m = c(α, p).
Proof. We aim to use the second moment method. We first show that
lim
m→∞
lim
n→∞
1
n
n∑
i=1
E
[|Yi(T (n))α · 1En,m] = c(α, p). (11)
Recall that by inequality (8), in the proof of Theorem 1, we have for all
2 ≤ k:
1
nαp
E [|ck,n|α] = 1
nαp
(1− p)E [|c′k,n|α] ≤ (1− p)3c0 + iα0kαp ,
where i0 and c0 are constants and thus
1
n
bδnc∑
i=1
E[Yi(T (n))α · 1En,m ] ≤
1
n
E[|c1,n|α] + 1− p
n1−αp
(3c0 + i
α
0 )
bδnc∑
i=2
1
iαp
.
15
We recognize the partial sum of an αp-series, which can be bounded by
1− p
n1−αp
bδnc∑
i=2
3c0 + i
α
0
iαp
≤ 1− p
n1−αp
· (3c0 + iα0 )
(
1 +
(nδ)1−αp − 1
1− αp
)
,
as can be found in Chlebus [6], and we arrive at:
lim sup
n→∞
1
n
dδne∑
i=1
E[Yi(T (n))α · 1En,m ] ≤ (3c0 + iα0 )(1− p) ·
δ1−αp
1− αp.
Now let fε(x) := f
(
x
1+ε
)
, and note that fε is Riemann integrable on the
interval (0, 1). We then have
1
n
n∑
i=bδnc+1
E[X i(n, εm)α] =
1
n
bn(1−p)c∑
i=bδnc
fεm
(
i
n
)
,
and thus by Lemma 9
lim sup
n→∞
1
n
n∑
i=bδnc+1
E[Yi(T (n))α · 1En,m ] ≤
∫ 1−p
δ
fεm(x)dx.
In the same spirit one can show that
lim inf
n→∞
n∑
i=bδnc+1
E[Yi(T (n))α · 1En,m ] ≥
∫ 1−p
δ
gεm(x)dx,
where gε(x) := f
(
x
1−ε
)
. Letting δ tend to zero we derive that∫ 1−p
0
gεm(x)dx ≤ lim inf
n→∞
1
n
n∑
i=1
E[Yi(T (n))α · 1En,m ]
≤ lim sup
n→∞
1
n
n∑
i=1
E[Yi(T (n))α · 1En,m ] ≤
∫ 1−p
0
fεm(x)dx,
and (11) follows by letting m tend to infinity, by monotone convergence. We
are thus left to show that
lim
m→∞
lim
n→∞
Var
(
1
n
n∑
i=1
Yi(T (n))
α · 1En,m
)
= 0. (12)
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We split Var
(
1
n
∑n
i=1 Yi(T (n))
α · 1En,m
)
in three parts
V 1n,m =
1
n2
n∑
i=1
E[Yi(T (n))2α · 1En,m ],
V 2n,m =
2
n2
n∑
i 6=j
Cov(1En,mYi(T (n))
α, 1En,mYj(T (n))
α),
V 3n,m =
1
n2
n∑
i=1
E[Yi(T (n))α · 1En.m ]2,
and show separately that all of them converge to zero as n tends to infinity.
Since 2α < 4, we have
lim
m→∞
lim
n→∞
V 1n,m ≤ lim
m→∞
lim
n→∞
1
n2
n∑
i=1
E[X i(n, εm)2α]
≤ lim
m→∞
lim
n→∞
1
n2
n∑
i=1
E[X i(n, εm)4]
2α
4 .
The fourth moment of a Geom(q) random variable is given by 1 + 24 (1−q)
4
q4
+
60 (1−q)
3
q3
+ 50 (1−q)
2
q2
+ 151−q
q
, which is smaller than 150 1
q4
. Thus
lim
m→∞
lim
n→∞
V 1n,m ≤ lim
m→∞
lim
n→∞
1
n2
n∑
i=1
(
150
(
n(1− p)(1 + εm)
i
)4p) 2α4
≤ lim
m→∞
lim
n→∞
cm · 1
n2−2αp
n∑
i=1
(
1
i
)2αp
,
where cm := 150
α
2 ((1 − p)(1 + εm))2αp. Recall that 2 > 2pα since p < 1α .
Now if 2αp > 1 the series converges and if 2αp = 1 the series is the harmonic
series, whose partial sum grows logarithmically, and thus V 1n,m tends to zero
as n and m tend to infinity. If on the other hand 2αp < 1 , the series is the
2αp-harmonic series, which can be bounded by:
lim
m→∞
lim
n→∞
V 1n,m ≤ lim
m→∞
lim
n→∞
cm · 1
n2−2αp
(
1 +
n1−2pα − 1
1− 2pα
)
= 0,
see Chlebus [6]. Since V 3n,m ≤ V 1n,m we conclude that V 3n,m tends to zero as n
and m tend to infinity. Last we have
lim
m→∞
lim
n→∞
V 2n,m ≤ lim
m→∞
lim
n→∞
2
n2
∑
i 6=j
(
E[X i(n, εm)α]E[Xj(n, εm)α]
− E[X i(n, εm)α]E[Xj(n, εm)α]
)
= 0,
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and we have shown Equation (12).
3.3 Critical case αp = 1
In this section we aim to show the following result:
Theorem 3. Let p < 1, let αp = 1 and let t ∈ R+. We then have the
convergence in distribution
lim
n→∞
(
1
nt · log(n)
) 1
α
Sbntc = t
1
α · S˜,
where S˜ is a d-dimensional isotropic α-stable distributed random variable
with zero shift and scale parameter ((1− p)Γ(α + 1)) 1α , that is
E
[
ei〈θ,S˜〉
]
= exp (−((1− p)Γ(α + 1)) · ‖θ‖α) , θ ∈ Rd.
Recall that Yi(t) denotes the population size of individuals of type i ∈ N
in our Yule process with mutation probability 1 − p = 1 − 1
α
, and that for
T (n) := inf{t ∈ R : Y (t) = n}, we have
|ci,n| d= Yi(T (n)) for all n ∈ N.
By the same reasoning as in the subcritical case it will suffice to show the
following statement.
Lemma 11. Let 0 < δ < 1, and let the sequence of events Gn,m := Em(bnδc, n)
be defined as in Lemma 9. We have the convergence in probability
lim
m→∞
lim
n→∞
1
n log(n)
n∑
i=1
Yi(T (n))
α · 1Gn,m = (1− p)Γ(1 + α).
Proof. If α = 2 the results follows by a direct computation using the first
and second moment of the geometric random variable in Lemma 9. Let us
hence assume that α < 2. As in the proof of Lemma 10 we shall use the
second moment method. First, we aim to show that
lim
m→∞
lim
n→∞
1
n log(n)
n∑
i=1
E
[
Yi(T (n))
α · 1Gn,m
]
= (1− p)Γ(1 + α). (13)
For the upper bound note that
E
[
Yi(T (n))
α · 1Gn,m
] ≤ E [|ci,n|α] ,
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and using the same bounds as in inequality (8), and keeping in mind that
αp = 1, we have
1
n log(n)
bnδc∑
i=1
E [|ci,n|α] ≤ (3c0 + iα0 ) ·
1
log(n)
bnδc∑
i=1
1
i
, (14)
where i0 and c0 are constants, and thus
lim sup
n→∞
1
n log(n)
bnδc∑
i=1
E [|ci,n|α] ≤ (3c0 + iα0 )δ. (15)
Now recall that |c′k,n| denotes the size of the subtree rooted at node k, and
that it is a cluster if the edge connecting k to its parent is deleted. We have
seen in Equation (1) that
|c′k,n| d= |c1,Y (n,k)|,
where Y (n, k) is Beta-Binomial distributed with parameter (n− k, 1, k − 1)
and further independent of |c1,i| for all i ∈ N. Thus
n∑
i=bnδc+1
E [|ci,n|α] = (1− p)
n∑
i=bnδc+1
E
[|c′i,n|α]
= (1− p)
n∑
i=bnδc+1
n−i∑
k=1
E [|c1,k|α]P(Y (n, i) = k).
Let ε > 0, by Equation (5), there exists an integer number k0 such that for
all k ≥ k0:
E [|c1,k|α] ≤ k · E [Xα1 ] (1 + ε) = k · Γ(α + 1)(1 + ε),
and we thus have the inequality
n−i∑
k=k0
E [|c1,k|α]P(Y (n, i) = k) ≤ Γ(α + 1)(1 + ε)
n−i∑
k=k0
k · P(Y (n, i) = k)
≤ Γ(α + 1)(1 + ε) · E [Y (n, i)]
≤ Γ(α + 1)(1 + ε) · n · 1
i
.
Using the elementary bound
n∑
i=bnδc+1
k0−1∑
k=1
E [|c1,k|α]P(Y (n, i) = k) ≤ nk0 · kα0 ,
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we thus have
n∑
i=bnδc+1
E [|ci,n|α] ≤ (1− p)
nkα+10 + nΓ(α + 1)(1 + ε) n∑
i=bnδc+1
1
i
 .
Moreover
lim sup
n→∞
1
n log(n)
n∑
i=bnδc+1
E [|ci,n|α] ≤ Γ(α + 1)(1 + ε)(1− δ), (16)
and combining Inequality (15) and Inequality (16) and letting δ and ε tend
to zero we conclude that
lim sup
n→∞
1
n log(n)
n∑
i=1
E [|ci,n|α] ≤ Γ(α + 1)(1− p).
For the lower bound we first aim to show that
lim
m→∞
lim sup
n→∞
1
n log(n)
n∑
i=1
E
[
Yi(T (n))
α1{Ω\Gn,m}
]
= 0. (17)
Indeed, by the Cauchy-Schwarz inequality we have
E
[
Yi(T (n))
α1{Ω\Gn,m}
]
≤ (E [|ci,n|2])α/2 · (P(Ω\Gn,m))α/2 .
By the same reasoning as before there exists an integer number k0 such that
1
n
E
[|ci,n|2] ≤ k30 + Γ(3)(1 + ε)E[Y (n, i)2],
and since
E[Y (n, i)2] =
(n− i)(2(n− i) + i− 1))
i(i+ 1)
≤ 3n
2
i2
Equation 17 follows since P(Ω\Gn,m) → 0 as n and m tend to infinity. The
lower bound can now be shown in the same spirit as the upper bound. We
are left to show that
lim
m→∞
lim
n→∞
Var
(
1
n log(n)
n∑
i=1
Yi(T (n))
α · 1Gn,m
)
= 0. (18)
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We split the variance in three parts
V 1n,m =
1
(n log(n))2
n∑
i=1
E[Yi(T (n))2α · 1Gn,m ],
V 2n,m =
2
(n log(n))2
n∑
i 6=j
Cov(1Gn,mYi(T (n))
α, 1Gn,mYj(T (n))
α),
V 3n,m =
1
(n log(n))2
n∑
i=1
E[Yi(T (n))α · 1Gn,m ]2.
By the same computations as in the proof of Lemma 10 we have
lim
m→∞
lim
n→∞
V 1n,m ≤ lim
m→∞
lim
n→∞
cm · 1
log(n)2
n∑
i=1
1
i2
= 0,
where cm = 150
α
2 ((1 − p)(1 + εm))2 and hence V 3n,m also tends to zero as n
and m tend to infinity. Last
lim
m→∞
lim
n→∞
V 2n,m ≤ lim
m→∞
lim
n→∞
(
2
(n log(n))2
∑
i 6=j
(
E[X i(n, εm)α]E[Xj(n, εm)α]
− E[X i(n, εm)α]E[Xj(n, εm)α]
))
= 0,
and we find that Equation (18) holds.
4 A characterization of the limiting process of the Shark Random
Swim
In this section we characterize the limiting process of the Shark Random
Swim in dimension one, in the critical and subcritical case. Recall that for
the Elephant Random Walk the limiting process in the critical and subcritical
case is a Gaussian process. We shall see that for the Shark Random Swim this
role is played by α-stable processes, and we thus first give some background
on stable processes.
4.1 Some results on stable processes
We first give a definition of stable processes.
Definition 1. We call the process (S(t), t ≥ 0) a (strictly) stable process, if
all its finite-dimensional distributions, that is the distribution of the vectors
(S(t1), ..., S(tk)), k ∈ N, t1, ..., tk ∈ R+,
are (strictly) stable.
21
It is well-known that for strictly stable processes, this definition is equiv-
alent to the following characterization. For a proof see for example Samorod-
nitsky and Taqqu [15], Theorem 3.2.1.
Lemma 12. The stochastic process (S(t), t ≥ 0) is a strictly stable process,
if and only if all linear combinations,
k∑
i=1
akS(tk), t1, ..., tk ∈ R+, a1, ..., ak ∈ R, k ∈ N,
are strictly stable.
We will be interested in stable integrals, a special class of stable pro-
cesses, which will enable us to characterize the limiting process of the Shark
Random Swim in the subcritical case. Following Samorodnitsky and Taqqu
[15] Chapter 3, we let (E, E ,m) denote a measure space and define the linear
space
Lα(E, E ,m) :=
{
h : h measurable and
∫
E
|h(x)|αm(dx) <∞
}
.
By Kolmogorov’s existence theorem one then has the following statement.
Lemma 13. There exists a stochastic process
(I(h), h ∈ Lα(E, E ,m)),
whose finite-dimensional distributions (I(h1), ...I(hk)), with k ∈ N, have
characteristic function
exp
(
−
∫
E
∣∣∣∣∣
k∑
i=1
θihi(x)
∣∣∣∣∣
α
m(dx)
)
. (19)
The random variable I(h) is called the α-stable integral of h with control
measure m and skewness intensity zero.
As the name suggests, I(h) for h ∈ Lα(E, E ,m), can also be viewed as
an integral, and we now aim to define the measure which plays the role as
an integrator, the so called α-stable random measure. Let (Λ,Q,G) denote
the underlying probability space, L0(Λ) the set of all real valued random
variables defined on it, and define
E0 := {A ∈ E : m(A) <∞}.
The α-stable random measure is the defined as follows.
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Definition 2. We call the set function
M : E0 → L0(Λ)
an α-stable random measure with control measure m and skewness intensity
zero, if
1. it is sigma-additive and independently scattered (i.e. for A1, ..., An dis-
joint, M(A1), ...M(An) are independent random variables),
2. for each A ∈ E0 the random variable M(A) is α-stable distributed with
scale parameter m(A)
1
α , skewness parameter zero, and shift parameter
zero.
There is an equivalent definition of the α-stable integral as the limit in
probability
lim
n→∞
∫
E
hn(x)dM(x),
where hn is a sequence of simple functions approximating h, and M an α-
stable random measure with control measure m and skewness intensity zero,
(see Samorodnitsky and Taqqu [15], Chapter 3.4). To stress the connection
with the stable random measure, one also uses the notation
I(h) =
∫
E
h(x)dM(x).
For the distribution of I(h), it has been shown that:
Lemma 14. The random variable I(h), for h ∈ Lα(E, E ,m), is α-stable
distributed with scale parameter(∫
E
|h(x)|αm(dx)
) 1
α
,
skewness parameter zero, and shift parameter zero. Moreover for h1, ..., hk ∈
Lα(E, E ,m), the integrals I(h1), .., I(hk) are jointly α-stable distributed with
characteristic function given by Equation (19).
A proof of this lemma can be found in Samorodnitsky and Taqqu [15]
Property 3.2.1. In the Gaussian case, α = 2, we will further need to compute
the covariance functions of the process, which are given in the following
lemma. A proof can be found in Samorodnitsky and Taqqu [15], Proposition
3.5.2.
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Lemma 15. Let α = 2 and h1, h2 ∈ L2(E, E ,m), then
Cov(I(h1), I(h2)) = 2
∫
E
h1(x)h2(x)m(dx).
Recall that a stable random variable with scale parameter c ∈ (0,∞),
skewness parameter zero, and shift parameter zero, is normal distributed
N (0, 2c2), which explains the factor 2.
4.2 Subcritical case αp < 1
In this section we shall study the subcritical case. Recall that the position of
the Shark Random Swim at time n, in dimension one, can be expressed as
Sn =
∑
i
|ci,n|ξi,
where ξi, for i ∈ N, are i.i.d. one-dimensional standard isotropic strictly
stable random variables with zero shift and stability parameter α ∈ (0, 2],
that is
E
[
ei〈θ,ξ1〉
]
= e−|θ|
α
for θ ∈ R.
In this section we aim to show that :
Theorem 4. Let αp < 1 and 0 < t1 ≤ t2 ≤ ... ≤ tk ∈ R+ for k ∈ N. We
have the distributional convergence((
1
n
) 1
α
Sbt1nc, ...,
(
1
n
) 1
α
Sbtknc
)
→ (S(t1), ..., S(tk)),
where the vector (S(t1), ..., S(tk)) is jointly strictly α-stable distributed.
For the proof of Theorem 4, we aim to show that each linear combination
k∑
j=1
ajS(tj), a1, .., ak ∈ R
is strictly α-stable distributed. Recall that this means, that is there exists a
constant g(a1, ..., ak, t1, ..., tk) such that for each θ ∈ R we have
E
[
exp
(
iθ
k∑
j=1
ajS(tj)
)]
= exp (−|θ|α · g(a1, ..., ak, t1, ..., tk)) . (20)
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In order to prove Equation (20), recall that we defined the filtration Fn :=
σ(|c1,n|, ..., |cn,n|). By conditioning we then have
E
[
exp
(
iθ
k∑
j=1
aj
(
1
n
) 1
α
Sbtjnc
)∣∣∣∣Fbtknc
]
= exp
(
−|θ|α · 1
n
∞∑
m=1
∣∣∣∣ k∑
j=1
aj · |cm,btjnc|1{m≤btjnc}
∣∣∣∣α
)
, (21)
and it will be enough to control the limiting behavior of (21). Recall that
in Equation (8), we established a bound for the cluster sizes, which we will
state now as a lemma, as we will use it repeatedly.
Lemma 16. For each α ≤ 2 there exists a constant c1(α, p) such that for all
k ≥ 2 we have
1
nαp
E
[|c′k,n|α] ≤ c1(α, p) · 1kαp .
As in Section 3.2, we denote by Yi(t) the population size of individuals of
type i ∈ N in a Yule process with mutation rate 1− p. Recall moreover that
bi := inf{t ≥ 0 : Yi(t) > 0}
denotes the birth time of the first individual of type i, and
T (n) := inf{t ∈ R : Y (t) = n}
denotes the first time when there are n individuals alive. The connection
with the cluster sizes is then given by the equality in distribution
(Y1(T (n)), ..., Yn(T (n))n≥0
d
= (|c1,n|, ..., |cn,n|)n≥0. (22)
Now let us define the map f : (0,∞)× Ω→ R+ with
f(x, ω) := Y1(− log(x) + log(1− p))(ω)1{x<(1−p)}, (23)
and note that f is measurable since for ω fixed, the map x 7→ f(x, ω) is
right-continuous and for fixed x the map ω 7→ f(x, ω) is measurable on Ω.
Moreover ∫
(0,∞)×Ω
|f(x, ω)|αdx× dP(ω) ≤
∫
(0,1)
(
1
y
)αp
dy <∞,
by Tonelli’s theorem and Lemma 8, since αp < 1.
Now by the Equality in distribution (22), it will be enough to prove the
following result.
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Proposition 1. Let k ∈ N, 0 < t1 ≤ t2 ≤ ... ≤ tk ∈ R+, a1, a2, ..., ak ∈ R.
There exists a sequence of events En,m, with
lim
m→∞
lim
n→∞
P(En,m) = 1,
such that we have the convergence in probability
lim
m→∞
lim
n→∞
1
n
∞∑
i=1
∣∣∣∣ k∑
j=1
aj|Yi(T (btjnc)|1{i≤btjnc}
∣∣∣∣α1En,m
=
∫
(0,∞)×Ω
∣∣∣∣ k∑
j=1
ajf
(
x
tj
, ω
) ∣∣∣∣αdx× dP(ω).
Proof. We first construct the sequence of events. Let
Em(bδntkc, bntkc), with 0 < δ < min
(
1,
1
tk
)
be defined as in Lemma 9, and let An,m denote the event on which for all
i ∈ {bδntkc, ..., bntkc} the random variables
1
np
k∑
j=1
ajYi(T (btjnc)1{i≤btjnc} and
1
np
k∑
j=1
ajX i(btjnc, εm)1{i≤btjnc} (24)
have the same sign, and note that, by definition, these two random variables
have a.s. the same limit as m and n tend to infinity. We then define
En,m := Em(bδntkc, bntkc) ∩ An,m.
For the rest of the proof we shorthand write:
fj(x, ω) := f
(
x
tj
, ω
)
.
We shall use the second moment method. First we show that:
lim
m→∞
lim
n→∞
1
n
∞∑
i=1
E
[∣∣∣∣ k∑
j=1
ajYi(T (btjnc))1{i≤btjnc}
∣∣∣∣α1En,m
]
=
∫
(0,∞)×Ω
∣∣∣∣ k∑
j=1
ajfj(x, ω)
∣∣∣∣αdx× dP(ω). (25)
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We split the sum into two parts. For the first part note that
bδtknc∑
i=1
E
[∣∣∣∣ k∑
j=1
ajYi(T (btjnc))1{i≤btjnc}
∣∣∣∣α1En,m
]
≤
bδtknc∑
i=1
E
[∣∣∣∣ k∑
j=1
aj|ci,btjnc|1{i≤btjnc}
∣∣∣∣α
]
.
Now, letting a := (|a1|+ ...+ |ak|), we have
1
n
bδtknc∑
i=1
E
[∣∣∣∣ k∑
j=1
aj|ci,btjnc|1{i≤btjnc}
∣∣∣∣α
]
≤ 1
n
bδtknc∑
i=1
E
[∣∣∣∣k · a · |ci,btknc|∣∣∣∣α]
≤ (k · a)α 1
n
bδtknc∑
i=1
E
[|ci,btknc|α] .
By Lemma 16 there exists a constant c1(α, p) such that we have the bound:
(k · a)α 1
n
bδtknc∑
i=1
E
[|ci,btknc|α] ≤ (k · a)α · tαpk c1(α, p)n1−αp
btkδnc∑
i=1
1
iαp
≤ (k · a)α · t
αp
k c1(α, p)
n1−αp
(
1 +
(tknδ)
1−αp − 1
1− αp
)
,
where the last inequality is due to Chlebus [6]. We conclude that
lim sup
n→∞
1
n
bδtknc∑
i=1
E
[∣∣∣∣ k∑
j=1
aj|ci,btjnc|
∣∣∣∣α
]
≤ (k · a)α · tαpk c1(α, p) ·
(δtk)
1−αp
1− αp . (26)
For the other part of the sum, denote by sgn the signum function, and define
for j ∈ {1, ..., k} and i ∈ {bδtknc, ..., btknc} the event
Ai,j :=
{
ω ∈ Ω : sgn(aj) = sgn
(
k∑
m=1
amX i(btmnc, εm)(ω))1{i≤btmnc}
)}
,
and the random variables
χi(btjnc, ε) := X i(btjnc, ε)1Ai,j +X i(btjnc, ε)1Aci,j (27)
χ
i
(btjnc, ε) := X i(btjnc, ε)1Ai,j +X i(btjnc, ε)1Aci,j .
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Let c1, ..., ck, d1, ..., dk ∈ R. Note that if
∑k
j=1 aj · cj > 0 then
k∑
j=1
aj · cj ≤
k∑
j=1
aj · dj
if for j s.t. aj > 0 one has dj > cj and for j s.t. aj < 0 one has dj < cj. The
opposite is true if
∑k
j=1 aj · cj < 0. Hence on the event En,m we have, thanks
to Property (24), the inequalities∣∣∣∣ k∑
j=1
aj · χi(btjnc, εm)1{i≤btjnc}
∣∣∣∣α ≤ ∣∣∣∣ k∑
j=1
ajYi(T (btjnc)1{i≤btjnc}
∣∣∣∣α
≤
∣∣∣∣ k∑
j=1
aj · χi(btjnc, εm)1{i≤btjnc}
∣∣∣∣α. (28)
Now define the functions f εmj : (0,∞)× Ω→ R+ with
f εmj (x, ω) := fj
(
x
1 + εm
, ω
)
1Aj(x,εm) + fj
(
x
1− εm , ω
)
1Aj(x,εm)c ,
where Aj(x, εm), for x ∈ (0, (1−p)(1 + εm)), is defined as the event on which
sgn(aj) = sgn
(
k∑
m=1
amY1(− log(x) + log(1− p) + log(1 + εm))(ω)
)
.
Note that for all j ∈ {1, ..., k}, the function f εmj is measurable, since the
function fj is measurable and Aj(x, εm) is a measurable set. Recall that if
i− 1 < n(1− p)(1 + εm) then
X i(n, ε) = Yi(log(n)− log(i− 1) + log(1− p) + log(1 + ε) + bi), (29)
and X i(n, ε) = 0 otherwise. Recall moreover that
(Yi(t+ bi), t ≥ 0) d= (Y1(t), t ≥ 0), for all i ∈ N. (30)
Combining the Equations (28), (29), and (30), we thus have
∞∑
i=bδtknc
E
[∣∣∣∣ k∑
j=1
ajYi(T (btjnc)
∣∣∣∣α1{i≤btjnc}1En,m
]
≤
btknc∑
i=bδtknc
∫
Ω
∣∣∣∣ k∑
j=1
ajf
εm
j
(
i− 1
n
, ω
) ∣∣∣∣αdP.
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Now since the fj are measurable functions, we have that
lim
n→∞
1
n
btknc∑
i=bδtknc
∫
Ω
∣∣∣∣ k∑
j=1
ajf
εm
j
(
i− 1
n
, ω
) ∣∣∣∣αdP(ω)
=
∫
(δtk,tk)
(∫
Ω
∣∣∣∣ k∑
j=1
ajf
εm
j (x, ω)
∣∣∣∣αdP(ω)
)
dx
=
∫
(δtk,∞)
(∫
Ω
∣∣∣∣ k∑
j=1
ajf
εm
j (x, ω)
∣∣∣∣αdP(ω)
)
dx
=
∫
(δtk,∞)×Ω
∣∣∣∣ k∑
j=1
ajf
εm
j (x, ω)
∣∣∣∣αdx× dP(ω),
where the last equality is due to Tonelli’s theorem for nonnegativ, measurable
functions. Adding the two parts of the sum, and then letting δ tend to zero
and m tend to infinity we derive the upper bound. The lower bound can be
shown in the same spirit. We are then left to show
lim
n→∞
1
n2
· Var
 ∞∑
i=bδtknc
∣∣∣∣ k∑
j=1
ajYi(T (btjnc)1{i≤btjnc}
∣∣∣∣α1En,m
 = 0. (31)
We split the variance in three parts. Let
V 1n,m : =
1
n2
·
∞∑
i=bδtknc
E
[∣∣∣∣ k∑
j=1
ajYi(T (btjnc)1{i≤btjnc}
∣∣∣∣2α1En,m
]
,
V 2n,m : =
2
n2
·
∑
i 6=l
Cov
(∣∣∣∣ k∑
j=1
ajYi(T (btjnc)|1{i≤btjnc}
∣∣∣∣α1En,m ,
............................
∣∣∣∣ k∑
j=1
ajYl(T (btjnc)1{l≤btjnc}
∣∣∣∣α1En,m),
V 3n,m : =
1
n2
·
∞∑
i=bδtknc
E
[∣∣∣∣ k∑
j=1
ajYi(T (btjnc)1{i≤btjnc}
∣∣∣∣α1En,m
]2
.
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Recall that a := |a1|+ ...+ |ak|. We then have
lim
m→∞
lim
n→∞
V 1n,m ≤ lim
m→∞
lim
n→∞
1
n2
·
btknc∑
i=bδtknc
E
[∣∣∣∣k · a ·X i(btknc, εm)|∣∣∣∣2α
]
≤ lim
m→∞
lim
n→∞
(k · a)2α
n2
·
btknc∑
i=1
E
[
X i(btknc, εm)2α
]
,
which tends to zero by the same arguments as in the proof of Lemma 10.
Hence V 3n,m tends to zero as well as n and m tend to infinity. Last, the
random variables χi(btjnc, ε) for i ∈ {1, ..., btjnc}, defined in Equation 27,
are independent random variables and χ
i
(btjnc, ε) for i ∈ {1, ..., btjnc} are
independent random variables with
lim
m→∞
χi(btjnc, εm) = lim
m→∞
χ
i
(btjnc, εm) a.s.
By the inequalities (28) we conclude that limm→∞ limn→∞ V 2n,m = 0. This
proves Equation (31).
4.3 Representation as stable integral
In this section, we aim to give a characterization of the Shark Random Swim
in the subcritical case in terms stable integrals. Recall that in Section 3.2,
we introduced a Yule process with mutation Yi(t) for i ∈ N, and we denote
by (Ω,F ,P) the underlying probability space. We follow the definition of
stable integrals introduced in Section 4.1. Consider the measure space
((0,∞)× Ω,B × F , λ× P),
where B denotes the Borel σ-algebra and λ the Lebesgue measure. As in the
previous section, we consider the map f : (0,∞)× Ω→ R+ with
f(x, ω) := Y1(− log(x) + log(1− p))(ω)1{x<(1−p)}.
We then have for each t > 0 that
f
(x
t
, ω
)
∈ Lα ((0,∞)× Ω,B × F , λ× P) ,
since by Tonelli’s theorem∫
(0,∞)×Ω
∣∣∣∣f (xt , ω)
∣∣∣∣αdx× dP(ω) ≤ ∫
(0,1)
(
t
y
)αp
dy <∞.
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Hence by Lemma 19, there exists a exists a stochastic process S(t) whose
finite-dimensional distributions (S(t1), ...S(tk)), with k ∈ N, have character-
istic function
exp
(∫
(0,∞)×Ω
∣∣∣∣ k∑
j=1
θjf
(
x
tj
, ω
) ∣∣∣∣αdx× dP(ω)
)
.
Since we have shown in the previous section that
lim
n→∞
exp
(
i
k∑
j=1
θj
(
1
n
) 1
α
Sbtjnc
)
= exp
(∫
(0,∞)×Ω
∣∣∣∣ k∑
j=1
θjf
(
x
tj
, ω
) ∣∣∣∣αdx× dP(ω)
)
,
we conclude that the finite dimensional distributions of the Shark Random
Swim converge to the finite dimensional distributions of the stochastic process
S(t) =
∫
(0,∞)×Ω
f
(x
t
, ω
)
dM(x, ω), t ∈ R+
where M is an α-stable random measure with control measure dx × dP(ω).
The α-stable random measure contains the two layers of randomness appear-
ing in the Shark Random Swim. The first part, dx, of its control measure
is the contribution from the stable random variables and the second part,
P(ω), is coming from the cluster sizes.
We now aim to give a better understanding of the limiting process. In
the case α = 2, the limiting process is Gaussian and can be characterized by
its covariance functions given in the next statement.
Lemma 17. Let α = 2 and let 0 < r < t. We then have
Cov(S(r), S(t)) = 2 ·
(
t
r
)p
r
1− 2p.
Proof. By Lemma 15 and Tonelli’s theorem we have
Cov(S(r), S(t)) = 2
∫
(0,∞)×Ω
f
(x
r
, ω
)
f
(x
t
, ω
)
dx× dP(ω)
= 2
∫ (1−p)r
0
E
[
Y1
(
log
(
r(1− p)
x
))
Y1
(
log
(
t(1− p)
x
))]
dx.
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Now, recall that (Y1(t))t≥0 is a Yule process with birth rate p, and let by
Pk denote the law of Y1(t) when Y1(0) = k. For s < t we then have by the
Markov property and the branching property
E1[Y1(s)Y1(t)] = E1 [E1[Y1(s)Y1(t)|Fs]]
= E1
[
Y1(s)EY1(s) [Y1(t− s)]
]
= E1[Y1(t− s)] · E1
[
Y1(s)
2
]
= e−p(t−s) ·
(
2− e−ps
e−2ps
)
,
where we used in the last inequality that for each t > 0, the random variable
Y1(t) has the Geometric distribution with parameter e
−tp. Hence
Cov(S(r), S(t)) = 2
(
t
r
)p ∫ (1−p)r
0
(
2
(
r(1− p)
x
)2p
−
(
r(1− p)
x
)p)
dx
= 2
(
t
r
)p
r
1− 2p.
Remark. If we set p = 2q − 1, with q being the memory parameter of the
first formulation of the ERW, we recover twice the covariance functions of
the limiting process of the ERW in the subcritical case, see Baur and Bertoin
[2]. Recall that if α = 2, the steps of the Shark Random Swim are N (0, 2)
distributed, which explains the factor 2.
4.4 Critical case
In this section we aim to show the following result.
Theorem 5. Let k ∈ N and 0 < t1 < t2 < ... < tk ∈ R. We have the
distributional convergence(
1
nt1 log(n)
Sbnt1c, ...,
1
ntk log(n)
Sbntkc
)
→ (S˜(t1), ..., S˜(tk),
where the random vector
(
S˜(t1), ..., S˜(tk)
)
has joint characteristic function
exp
(
i
k∑
m=1
amS˜(tm)
)
= exp
(
−(1− p)Γ(α + 1)
k∑
m=1
(tm − tm−1)
∣∣∣∣ k∑
j=m
aj
∣∣∣∣α
)
,
with a1, ..., ak ∈ R, and we recognize the characteristic function of the finite
dimensional distributions of an α-stable Le´vy process.
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Recall that Fn := σ(|c1,n|, ..., |cn,n|). We have
E
[
exp
(
i
k∑
j=1
aj
(
1
ntj log(n)
) 1
α
Sbntj c
)∣∣∣∣Fbntkc
]
= exp
(
− 1
log(n)
∞∑
m=1
∣∣∣∣ k∑
j=1
aj · 1
ntj
|cm,bntj c|1{m≤bntj c}
∣∣∣∣α
)
.
As in the previous section it will be enough to show the convergence in
probability
lim
m→∞
lim
n→∞
∞∑
i=1
∣∣∣∣ k∑
j=1
aj · Yi(T (bntjc)|1{i≤btjnc}
∣∣∣∣α1Gn,m
= exp
(
−(1− p)Γ(α + 1)
k∑
l=1
(tl − tl−1)
∣∣∣∣ k∑
j=l
aj
∣∣∣∣α
)
,
where the sequence of events Gn,m := Em(bnδtkc, bntkc) with 0 < δ <
min
(
1, 1
tk
)
is defined as in Lemma 9 and thus
lim
m→∞
lim
n→∞
P(Gn,m) = 1.
For the proof we further need to construct a second sequence of events.
Recall that c′i,n denote the subtree rooted at node i ∈ {1, ..., n} after perco-
lation and that
|c′i,n| d= |c1,Y (n,i)|,
where Y (n, i) is Beta-binomial distributed with parameter (n − i, 1, i − 1)
and independent of the cluster sizes. Moreover
lim
n→∞
1
n
Y (n, i) = Y (i) a.s.
and Y (i) is Beta distributed with parameters 1 and i− 1. We then have:
Lemma 18. Let 0 < δ < 1 and µ > 0. Let i ∈ {1, ..., n} and define the
events
Bi(µ) :=
{∣∣∣∣ 1nY (n, i)− Y (i)
∣∣∣∣ < µ} and Fn(δ, µ) := n⋂
i=bnδc
Bi(µ).
We then have limn→ P(Fn(δ, µ)) = 1.
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Proof. By Markov’s inequality we have that
P(Fn(δ, µ)) = 1−
n∑
i=bnδc
P(Bi(µ)c)
≥ 1− 1
ε2
n∑
i=bnδc
E
[(
1
n
Y (n, i)− Y (i)
)2]
.
Moreover by Lemma 2 we have
n∑
i=bnδc
E
[(
1
n
Y (n, i)− Y (i)
)2]
=
n∑
i=bnδc
E
[
E
[(
1
n
Y (n, i)− Y (i)
)2 ∣∣∣∣Y (i)
]]
=
n∑
i=bnδc
1
n
∫ 1
0
(x− x2) · (1− x)i−2 1
β(1, i− 1)dx
=
n∑
i=bnδc
1
n
· i− 1
i+ i2
,
which tends to zero as n tends to infinity, and we have shown Lemma 18.
Now let us define for 0 < ε < 1 the event
H(n, ε) :=
{∣∣∣∣ 1n |c1,n| −X1
∣∣∣∣ ≤ ε} , (32)
let (µm)m∈N be a sequence with 0 < µn < 1 and limm→∞ µm = 0, and let
0 < δ < min( 1
tk
, 1). We then define the event
En,m := H
(bnt1 · µm · (1− ε)c, ε) ∩ Fbntkc(δ, ε), (33)
and note that
lim
m→∞
lim
n→∞
P(En,m) = 1.
We are now ready to tackle the proof of Theorem 4 which is, by dominated
convergence, a direct of consequence of the following result.
34
Proposition 2. Let p < 1 and αp = 1. We then have the convergence in
probability
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=1
∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))1{i≤bntj c}
∣∣∣∣α1Gn,m
= (1− p)Γ(α + 1)
k∑
l=1
(tl − tl−1)
∣∣∣∣ k∑
j=l
aj
∣∣∣∣α.
Proof. We shall use the second moment method. First we show that
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=1
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))1{i≤bntj c}
∣∣∣∣α1Gn,m
]
= (1− p)Γ(α + 1)
k∑
l=1
(tl − tl−1)
∣∣∣∣ k∑
j=l
aj
∣∣∣∣α. (34)
If α = 2, the result is a simple computation using the bound developed in
Equation (28), and the first and second moments of Geometric distributed
random variables. We let thus α < 2 and aim to show that
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=1
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
]
= (1− p)Γ(α + 1)
k∑
l=1
(tl − tl−1)
∣∣∣∣ k∑
j=l
aj
∣∣∣∣α, (35)
with En,m defined as in Equation (33). We first justify that this is equivalent
to Equation (34). Indeed,
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1{Ω\En,m}
]
≤
k∑
j=1
1
ntj
|aj|αE
[
|ci,bntj c|2
]α
2 P(Ω\En,m)α2
≤
k∑
j=1
c(2, p) · |aj|α1
i
· P(Ω\En,m)α2 ,
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where the constant c(2, p) is as in Lemma 16, and we conclude that
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=1
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1{Ω\En,m}
]
= 0.
In the same spirit one can show that
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=1
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))1{i≤bntj c}
∣∣∣∣α1{Ω\Gn,m}
]
= 0,
which proves the equivalence of Equations (34) and (35). As in the previous
section we now split the sum in two parts. We start by establishing a bound
for the first bnδtkc terms.
bnδtkc∑
i=1
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
]
≤
bnδtkc∑
i=1
k∑
j=1
1
ntj
|aj|αE
[
|ci,bntj c|α1En,m
]
1{i≤bntj c}
≤ c1(α, p)
bnδtkc∑
i=1
k∑
j=1
|aj|α · 1
i
.
where the constant c1(α, p) is as in Lemma 16, hence:
lim
n→∞
1
log(n)
bnδtkc∑
i=1
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
]
≤ c1(α, p)
k∑
j=1
|aj|α · δtk. (36)
For the other part of the sum, note that
∞∑
i=bnδtkc
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
]
= (1− p)
∞∑
i=bnδtkc
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c′i,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
]
= (1− p)
∞∑
i=bnδtkc
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,Y (bntj c,i)|1{i≤bntj c}
∣∣∣∣α1En,m
]
.
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Now, define the event
Aij :=
{
ω ∈ Ω : sgn(aj) = sgn
(
k∑
j=1
aj|c1,Y (bntj c,i)|(ω)1{i≤bntj c}
)}
,
and, for ε > 0, the map f ε : Ω→ R with
f εij(ω) = (1 + ε)1Aij(ω) + (1− ε)1Acij(ω).
By the same reasoning as in the previous section, and the fact that on En,m
we have the almost sure inequality
bntjcY (i)(1− ε) ≤ Y (bntjc, i) ≤ bntjcY (i)(1 + ε),
for all i ∈ {bnδtkc, ..., bntkc}, we then have the inequality
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,Y (bntj c,i)|1{i≤bntj c}
∣∣∣∣α1En,m
]
≤ E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,bbntj cY (i)fεijc|1{i≤bntj c}
∣∣∣∣α1En,m
]
. (37)
Recall that the random variable Y (i) is Beta distributed with parameters 1
and i− 1 and thus, by conditioning on Y (i), Line (37) is equal to
∫ 1
0
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,bbntj cxfεijc|1{i≤bntj c}
∣∣∣∣α1En,m
]
(i− 1) · (1− x)i−2dx.
(38)
We now split the integral into two parts. For the first part, note that for
x ∈ (µm, 1) we have by the definition of the event En,m, thanks Equations
(32) and (33), that
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,bbntj cxfεijc|1{i≤bntj c}
∣∣∣∣α1En,m
]
≤ E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajX1 ·
(bntjcxf εij) 1α · f εij∣∣∣∣α1{i≤bntj c}1En,n
]
.
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We combine this inequality with Equation (38). We have
∫ 1
µm
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajX1 ·
(bntjcxf εij) 1α · f εij∣∣∣∣α1{i≤bntj c}1En,n
]
(i− 1)(1− x)i−2dx
≤ E[|X1|α] · E
[∣∣∣∣ k∑
j=1
(f εij)
1+ 1
α · aj · 1{i≤bntj c}
∣∣∣∣α
]∫ 1
µm
x(i− 1)(1− x)i−2dx
≤ E[|X1|α] · E
[∣∣∣∣ k∑
j=1
(f εij)
1+ 1
α · aj · 1{i≤bntj c}
∣∣∣∣α
]∫ 1
0
x(i− 1)(1− x)i−2dx
= Γ(α + 1) · E
[∣∣∣∣ k∑
j=1
(f εij)
1+ 1
α · aj · 1{i≤bntj c}
∣∣∣∣α
]
1
i
. (39)
For the other part of the integral, we have
∫ µm
0
k∑
j=1
1
ntj
· |aj|αE
[∣∣∣c1,bbntj cxfεijc∣∣∣α 1En,m] (i− 1)(1− x)i−2dx
≤
∫ µm
0
k∑
j=1
1
ntj
· |aj|αE
[∣∣∣c1,bbntj cxfεijc∣∣∣2
]α
2
(i− 1)(1− x)i−2dx
≤
∫ µm
0
k∑
j=1
|aj|α
((
1
ntj
)2p
E
[∣∣∣c1,bbntj cxfεijc∣∣∣2
])α2
(i− 1)(1− x)i−2dx.
Now let c(p) := supn>0
1
n2p
· 1
p
· Γ(2p+n)
Γ(2p)Γ(n)
<∞. By Lemma 6, we then have for
all x ∈ (0, 1) that
((
1
ntj
)2p
E
[∣∣∣c1,bbntj cxfεijc∣∣∣2
])α2
≤ x · (1 + ε) · c(p).
Hence∫ µm
0
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,bbntj cxfεijc|1{i≤bntj c}
∣∣∣∣α1En,m
]
(i− 1)(1− x)i−2dx
≤
∫ µm
0
k∑
j=1
|aj|α · c(p) · (1 + ε) · x(i− 1)(1− x)i−2dx.
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Now note that for all i > 4 we have on (0, 1) that x · (i−1) · (1−x)i−2 ≤ 2
i−1 .
We hence arrive at∫ µm
0
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,bbntj cxfεijc|1{i≤bntj c}
∣∣∣∣α1En,m
]
(i− 1) · (1− x)i−2dx
≤
k∑
j=1
|aj|αc(p) · (1 + ε) · 2
i− 1 · µm. (40)
Combining the Inequalities (40) and (39) we arrive at
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|c1,Y (bntj c,i)|1{i≤bntj c}
∣∣∣∣α1En,m
]
≤ (1− p)Γ(α + 1)E
[∣∣∣∣ k∑
j=1
(f εij)
1+ 1
α · aj
∣∣∣∣α
]
1
i
· 1{i≤bntj c}
......... + (1− p)
k∑
j=1
|aj|αc(p) · (1 + ε) · 2
i− 1 · µm
Taking limits we deduce that
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=bnδtkc
∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
= (1− p)Γ(α + 1)
k∑
l=1
(tl − tl−1)E
[∣∣∣∣ k∑
j=l
(f εij)
1+ 1
α · aj ·
∣∣∣∣α
]
(1− δtk),
and by letting ε tend to zero we arrive at
lim
m→∞
lim
n→∞
1
log(n)
∞∑
i=bnδtkc
∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
aj|ci,bntj c|1{i≤bntj c}
∣∣∣∣α1En,m
= (1− p)Γ(α + 1)
k∑
l=1
(tl − tl−1)
k∑
j=l
|aj|α(1− δtk), (41)
and we conclude by combining Inequalities (36) and (41) and letting δ tend
to zero. The lower bound can be shown in the same spirit. We are left to
show that
Var
 1
log(n)
∞∑
i=bnδtkc
∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))|1{i≤bntj c}
∣∣∣∣α1Gn,m

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tends to zero, as n and m tend to infinity. Again, we split the variance in
three parts. Define
V 1n,m : =
∞∑
i=bnδtkc
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))1{i≤bntj c}
∣∣∣∣2α1Gn,m
]
,
V 2n,m : =
2
n2
·
∑
i 6=l
Cov
(∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYl(T (bntjc))1{l≤bntj c}
∣∣∣∣α1Gn,m ,
...........................
∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))1{i≤bntj c}
∣∣∣∣α1Gn,m),
V 3n,m : =
∞∑
i=bnδtkc
E
[∣∣∣∣ k∑
j=1
(
1
ntj
) 1
α
ajYi(T (bntjc))1{i≤bntj c}
∣∣∣∣α1Gn,m
]2
.
By the same computations as in the proof of Lemma 11, we have
lim
m→∞
lim
n→∞
V 1n,m ≤ lim
m→∞
lim
n→∞
cm · (tk · k · a)
2α
log(n)2
btknc∑
i=1
(
1
i
)2
= 0,
where cm := 150
α
2 ((1 − p)(1 + εm))2 and hence limm→∞ limn→∞ V 3n,m. Last
V 2n,m tends to zero as n and m tend to infinity by the same reasoning as in
the proof of Proposition 1.
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