Abstract. In this paper we study optimization problems involving eigenvalues of symmetric matrices. One of the difficulties with numerical analysis of such problems is that the eigenvalues, considered as functions of a symmetric matrix, are not differentiable at those points where they coalesce. We present a general framework for a smooth (differentiable) approach to such problems. It is based on the concept of transversality borrowed from differential geometry. In that framework we discuss first-and second-order optimality conditions and rates of convergence of the corresponding second-order algorithms. Finally we present some results on the sensitivity analysis of such problems.
therein). One of the main difficulties with numerical analysis of such problems is that the eigenvalues, considered as functions of a symmetric matrix, are not differentiable at those points where they coalesce. This results in problems that are typically nonsmooth (nondifferentiable). In the 1970's and 1980's first-order algorithms for optimization of nonsmooth functions were developed and applied, particularly, to the eigenvalue optimization problems (EOP) (cf. [3] , [9] , [16] , [18] ). At the same time various attempts were made to develop a second-order theory for nonsmooth optimization problems. In spite of these attempts such a general second-order theory has not crystallized yet.
An approach to a second-order analysis of the EOP was suggested by Overton [12] and developed further in [13] and [14] (see also [27] and [28] for an application of Overton's method to some particular problems). Recently Fan [6] suggested an alternative quadratically convergent algorithm for solving the EOP.
The goal of this paper is to present a general framework for a second-order analysis of the EOP. In the process we intend to clarify the above methods and to obtain a number of new results. The main idea of Overton's approach can be described as follows. Let ,4(x) be a differentiable mapping from ]R m into the linear space Sn of n x n symmetric matrices and let A1 (x) _>... _> An(X be the eigenvalues of A(x) considered as functions of x E ]Rm. Suppose that we want to minimize the largest eigenvalue Al(x). Let x* be a minimizer of A(x) over the space ]Rm. If A(x*) has multiplicity k > 1, then A (.) is not differentiable at the point x* and consequently the considered optimization problem is essentially nonsmooth. In order to overcome this difficulty let us restrict the feasible set by introducing the constraints A (x) Ak(x). Clearly minimization of A1 (x) subject to these constraints is equivalent to minimization of the function g(x) k i=1 Ai(x) subject to the same constraints. It can be shown that, under certain regularity conditions, the such constructed constrained optimization problem is smooth in a neighborhood of the point x* and hence powerful methods of smooth analysis can be applied.
The organization of this paper is as follows. In the next section we discuss regularity conditions that are required for the constrained optimization problem to be smooth. The development of the section is based on the transversality theory borrowed from differential geometry. In particular we give conditions under which the restricted feasible set {x l(x)= k(x)} is a smooth manifold near the point x*. In 3 we discuss first-and second-order optimality conditions for the constrained and the original (unconstrained) problems. Section 4 is devoted to a discussion of algorithms of Overton and Fan. We show that typically these algorithms converge quadratically. Finally, in 5 we present some results on sensitivity analysis of the EOP depending on parameters.
The described methods can be applied to a variety of optimization problems involving eigenvalues of symmetric matrices. For example, one can consider the constraint n(x) >_ 0, which is equivalent to the condition that the matrix A(x) is nonnegative definite. In that case the corresponding constrained problem should be defined by imposing the additional constraints An-q+l(x) n(X), where q is the multiplicity of the smallest eigenvalue of jr(x*). In order to simplify presentation and to demonstrate main ideas we shall not attempt to discuss the problem in its most general form. Instead we restrict our attention to the following problem:
with f(x) i--1 i(x) and 1 _< c _< n. We refer to (1.1) as the original or unconstrained problem.
2. Transversality condition. In this section we discuss the transversality condition and its application to the EOP. For a detail study of transversality concept and relevant references we refer to [4] . Let [20] ).
3. Optimality conditions. In this section we discuss first-and second-order optimality conditions for the original problem (1.1) and the associated constrained problem (3.2) formulated below. We assume that the mapping 4(x) is twice continuously differentiable. Let x* be a minimizer of the function f(x) -iC=l i(x) over ]R" and let p and q be two integers such that 1 _< p/ 1 <_ c <_ q _< n and x* V(p, q), 
Let us observe that the objective functions f and g coincide on the set V(p, q) and hence the constrained problem (3.2) is obtained by restricting the feasible set of problem (1.1) to Y(p,q). It follows that x* is also an optimal solution of (3.2). Moreover, the function g is differentiable in a neighborhood of the point x* and V(p, q) is a smooth manifold near x* provided 4-x* W(p, q). Consequently we obtain that the problem (3.2) is smooth near x* provided the transversality condition holds. If c q, then f is differentiable at x* and standard (first-order) necessary conditions are given by Vf(x*) -0. Note that in this case (cf. [10] , [14] , [23] )
where the matrix Q(x*) -=1 ei(x*)ei(x*)
T is independent of a particular choice of the orthonormal eigenvectors el (x*),..., en(x*). Suppose now that c < q and that 4. W(p, q), and hence the problem (3.2) is smoOth at x*. By the standard firstorder necessary conditions we have then that Vg(x*) is orthogonal to the tangent space T. V(p, q). This together with the corresponding formula for the tangent space Tx. Y(p, q) (see (2.4)) implies existence of multipliers aij such that
Putting these two equations together we derive existence of multipliers ij such that Let us discuss now second-order optimality conditions for the optimization problems (1.1) and (3.2) . Consider the n (q-p)matrix E(x)= [ep+l(X),...,eq(X)] and the corresponding orthogonal projection matrix P(x) E(x)E(x) T onto the space generated by the eigenvectors ep+(x),... ,eq(X). Although the individual eigenvectors ei(x) can be even discontinuous, the projection matrix P(x) is a differentiable function of x in a neighborhood of x* [10] . Let us consider the following representation of the projection matrix P(x). We construct now an n (q-p) matrix U(x)
is a differentiable function of x in a neighborhood of x*, and (v) U(x*)TdU(x*) O. In order to construct U(x) we use the least squares method. That is, consider the following set of n (q -p) matrices AA(x) {G P(x)C G, ate Iq_p}.
Note that the set A4(x) is formed by matrices G E(x)H, where H is a (q-p) (q-p) orthogonal matrix. We take U(x) to be a matrix G E A4(x) which minimizes the squared distance tr(E-G)T(E-G) from the matrix E E(x*) to A4(x). Since E e A4(x*), it follows that U(x*) E. For a fixed x, the set A4(x) is a smooth manifold. Moreover, since P(x) is differentiable, AA (x) depends on x in a smooth (differentiable) way. That is, A/[ (x) can be locally defined by a system of differentiable equations which are also differentiable functions of x. Since E fl4(x*), it is then a general result that the least squares solution U(x) is a differentiable function of x in a neighborhood of x*. (This general result can be derived by writing the corresponding first-order optimality conditions and applying the Implicit Function Theorem to the obtained system of equations, see, e.g., [1] , [8] , [22] . A somewhat similar result is given in Goodman [5 [26] . It follows that ETdU(x*) is also a symmetric matrix. Moreover, since U(x)TU(x) Iq_p, we have U(x)TdU(x)+dU(x)TU(x) 0 and hence, by symmetry of U(x*)TdU(x*), we obtain V(x*)TdV(x*) 0. Note that up+l(x),..., Uq(X) are not necessarily eigenvectors of 4(x) unless x e Y(p, q). Now, in a neighborhood of x*, the manifold V(p, q) can be defined by the equations (3.6) where 5 is the additional parameter corresponding to the common value of Ap+l(x), .., .q(X), when x E V(p, q). Denote by 5" the common value of the eigenvalues .p+l(x*),... ,Aq(x*) and let Ji(x*) #1P1 +'" "+#hPh be the spectral decomposition of the matrix ,4(x*). That is, #1 > > #h are the distinct eigenvalues of and P1,..., Ph, are the corresponding orthogonal projection matrices. In particular for some e {1,...,h}, #l 5" p+l(x*)
)q(X*), and PI P(x*). We have that P(x) is differentiable at x x* and the corresponding differential can be written in the form [10] , (dP)ui + P(dui) dui, -p+ 1,...,q.
Since P(x*)dU(x*) 0 and U(x*) E(x*), we obtain du(x*) (dP)e(x*), p+ 1,...,q.
Together with (3.7) this implies that 
Since A(x*)u (x*) , (x*)uj (x*) and by (3.8) (3.11) should be corrected by writing in the corresponding projection matrices. Now the standard second-order necessary conditions (e.g., [7] ), for the constrained problem (3.2), and hence for the original problem (1.1), are (3 12) T :
y VxxL(x*, a*)y 0 for all y Tx. V(p, q).
The corresponding second-order sufficient conditions for x* to be a local minimizer of g(x) over V(p, q) are given by (3.13) y-TV2xxL(x*, a*)y > 0 for any nonzero y e Tx. V(p, q).
We show now that under the additional conditions that the matrices B and Iq_p-B are positive definite, conditions (3.13) are sufficient for x* to be a locally optimal solution of the original problem (1.1). converge to a point x* satisfying the first-order optimality conditions (3.4) . Recall that the associated multipliers ij are unique provided the transversality condition holds. Therefore the additional condition that the corresponding matrices B and Iq_p B must be nonnegative definite can be easily verified. Consider the constrained problem (3.2) and let x k be a current iteration point sufficiently close to Y(p,q). The projection matrix P(x) E(x)E(x) T onto the space generated by the eigenvectors ep+l(X),... ,eq(x), is then differentiable at x k and can be locally represented in a way similar to the corresponding representation specified in the previous section. That is, P(x) U(k)(x)U(k)(x) T with the matrix U(k)(x) being a differentiable function of x and such that U(k)(x)TU(k)(X) Iq_p, U(k)(x) E(x) and U()(xk)TdU(:)(xk) 0. The manifold V(p,q) can be locally defined by (compare with (3.6)) (4.1)
Note that differentiation (linearization) of (4.1) at x x k leads to (3.10) with all quantities calculated at the point xk.
One step in Overton's algorithm can be described as follows. Solve the quadratic 1 dTHCd (4. [12] , [13] was derived for the case c 1 (p 0), and uses # instead of dTVg(x) in (4.2). Also additional inequality constraints are imposed in [12] , [13] to prevent d k+l from having too large norm. A linearization similar to (4.2)-(4.3) was suggested in [27] and [28] . It should be noted that (4.1), as well as their linearization (4.3) , are related to the eigenvectors of the matrix A(x) calculated at the point x xk. Therefore, although the feasible set V(p, q) of the constrained problem is fixed, at least locally, the corresponding equations (4.1) can change from iteration to iteration. In particular this means that the current value of the Lagrange multipliers, used in the calculation of the Hessian matrix Hk, cannot be taken from the previous iteration and should be calculated at every iteration, say, by the least squares method (cf. [13] , [28] ). Consequently Overton's algorithm is not the standard Newton's method. The name "sequential Newton method" probably will be more appropriate for that type of algorithm. With a little bit of additional effort it is still possible to show that typically the method has a locally quadratic rate of convergence (cf. [15] ). For a detailed discussion of the involved regularity conditions see the Appendix.
In [6] , Fan proposed a quadratically convergent algorithm for solving the constraint problem (3.2) (for the case c 1). His algorithm is also applicable to a more general class of problems [11] . We now describe Fan's algorithm in the context of (x) program solving (3.2) for general c > 1. Another treatment of (3.2) using Fan's algorithm can be found in [11] .
Consider It can be shown that the matrices N(x) and R(x) can be chosen as smooth functions of x and their differentials can be calculated as
, where (I)(x) denotes the Moore-Penrose generalized inverse of (I) (X) [11] . By using these formulas it is possible to construct the required linearization of the system (4.4).
Take then x k+ x k + hk+l, where h k+l is the solution of the linearized, at x xk, system. It follows then from the standard convergence theory for the Newton method (cf. [5] ) that if we choose the starting point sufficiently close to the minimizer x*, then the algorithm converges to x* quadratically.
5. Sensitivity analysis. Consider now a situation when the mapping jt depends on a parameter vector 7r H. That is, let H be an f-dimensional linear space, F" lR parametric family of mappings A lR m --, Sn. We assume that for some r0 E H, 4(.) F(., r0), i.e., the considered mapping 4(x) belongs to the specified parametric family. The optimal value and an optimal solution of the considered optimization problem can be viewed as functions of r. Denote the corresponding optimal value function by (r) and the optimal solution by 2(r). In this section we discuss how (zr) and 2(r) vary under small perturbations of the parameter vector r. More specifically we study differentiability properties of (r) and 2(r) at r zr0. First-order (Fritz John) necessary conditions for the semi-infinite program (5.1) are well known (e.g., [17] ). After some algebraic manipulations (cf. [21] ) these conditions can be formulated in the form of (3.4) . That is, let q be the multiplicity of the largest eigenvalue of jr(x*). Then (5.1) at x x* and taken with respect to the associated set of Lagrange multipliers (see [24] , [25] , [29] for details). The corresponding formula for the directional derivatives can be written then in the form
where Q is the n q matrix formed from a set of orthonormal eigenvectors of jr(x*) F(x*, r0) corresponding to the largest eigenvalue and B is the set of nonnegative definite symmetric matrices satisfying optimality conditions (5.2) .
In general, formula (5.3) holds under certain second-order sufficient conditions associated with the program (5.1) (see [24] ). Verification of these conditions, however, may be not easy. Nevertheless there are two situations when applicability of formula inf-compactness conditions hold; see [25] and [29] . VxL(x, c), g(x) ), g(x) (gl(x),..., gp(X)) and z (x, a).
It is well known that if the algorithm starts at a point sufficiently close to the optimal solution x* and the second-order sufficient optimality conditions hold at x*, then the algorithm converges quadratically. Consider now a situation when there is an additional complication that the system of equations which defines the manifold V depends on the point x k and can change from iteration to iteration. That is, let Nx. be a neighborhood of the point x* and gk), 1 for all w and all k.
(iv) The Lagrange multipliers vector ak is chosen in such a way that is of order O(llx x*ll ). That is, there is a constant a such that (6.8) for all k.
It follows then from (6.5) that cllzk+ z*ll KIIz * zll .
Consequently, and hence (6.9) IIx + x*ll _< c-lK(1 + 2)llxk x*ll for all x k sufficiently close to x*. We obtain that assumptions (i)-(iv) imply locally quadratic rate of convergence of the algorithm.
A few remarks about the regularity assumptions (i)-(iv) are now in order. Since L (k) (x, a) is linear in a, assumption (ii) is satisfied if the remainder term in the firstorder Taylor expansions of g}k) and ( is given there by a matrix in the manifold Jl(x), defined in (3.5), which minimizes the distance from E(xk) to jl(x). Again, since AzI(x*) is compact, it follows from the Implicit Function Theorem that U(k)(x) is a smooth function of x and E E(xk)
for all x and E sufficiently close to x* and A/l(x*), respectively. It follows then by continuity arguments that the neighborhood where (4.1) define the manifold V(p, q)
can be chosen independently of k for all x k sufficiently close to x* and that, say the third-order, derivatives of u(k)(x) are bounded in a neighborhood of x* uniformly in k.
Assumption (iv) Vzx L (x*,c )and (x*), [7] .
