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Abstract
We present a new linear time algorithm to compute a good order for the point set of a Delaunay triangulation in
the plane. Such a good order makes reconstruction in linear time with a simple algorithm possible. Similarly to the
algorithm of Snoeyink and van Kreveld [Proceedings of 5th European Symposium on Algorithms (ESA), 1997,
pp. 459–471], our algorithm constructs such orders in O(logn) phases by repeatedly removing a constant fraction
of vertices from the current triangulation. Compared to [Proceedings of 5th European Symposium on Algorithms
(ESA), 1997, pp. 459–471] we improve the guarantee on the number of removed vertices in each such phase. If
we restrict the degree of the points (at the time they are removed) to 6, our algorithm removes at least 1/3 of the
points while the algorithm from [Proceedings of 5th European Symposium on Algorithms (ESA), 1997, pp. 459–
471] gives a guarantee of 1/10. We achieve this improvement by removing the points sequentially using a breadth
first search (BFS) based procedure that—in contrast to [Proceedings of 5th European Symposium on Algorithms
(ESA), 1997, pp. 459–471]—does not (necessarily) remove an independent set.
Besides speeding up the algorithm, removing more points in a single phase has the advantage that two consecu-
tive points in the computed order are usually closer to each other. For this reason, we believe that our approach is
better suited for vertex coordinate compression.
We implemented prototypes of both algorithms and compared their running time on point sets uniformly distrib-
uted in the unit cube. Our algorithm is slightly faster. To compare the vertex coordinate compression capabilities of
both algorithms we round the resulting sequences of vertex coordinates to 16-bit integers and compress them with
a simple variable length code. Our algorithm achieves about 14% better vertex data compression than the algorithm
from [Proceedings of 5th European Symposium on Algorithms (ESA), 1997, pp. 459–471].
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1. Introduction
The Delaunay triangulation is an important structure in computational geometry and its application
areas. One of its applications is to serve as a terrain model in geographic information systems and flight
simulation, as explained below.
Suppose we want to store a map of a piece of the earth’s surface—including the relief—on a computer,
say for a flight simulation or a geographic information system. Typically, we are given a reasonable dense
set of points on the surface and we want to have some mechanism to approximate the height of all other
points. A well-known approach is to triangulate the points in two dimensions (ignoring the height of the
points) and then lift the points to its height in the 3-dimensional space. Then the height of an arbitrary
point of the surface is approximated by the height of the intersection of a vertical line through that point
and the triangulation.
The Delaunay triangulation is well suited for this technique. It is canonical, that is, it is uniquely
defined by the point set and it maximizes the minimal angle of the triangulation. This means it avoids
long and skinny triangles resulting in a nice looking map.
Delaunay triangulations used in this context are usually large; sometimes they consist of several mil-
lions of triangles. A natural question is how to transmit such a triangulation over a slow communication
link (e.g., the internet) from a server to a client. One possibility to do so is to use a compression algorithm
for (more or less) general 3D triangle meshes [1–3,5–7,9,11–26,28–30]. Such an algorithm compresses
both the topology of the triangulation and the geometry (the vertex positions). In our case, we do not need
the topology of the triangulation, it is already defined by the point positions. Thus, such an algorithm will
always result in unnecessary transmission overhead.
A second possibility is to transmit the point set only and to recompute the triangulation at the client.
There is a wide variety of algorithms that compute a Delaunay triangulation in O(n logn) time [4,10]. It
is also known that computing the Delaunay triangulation is at least as difficult as sorting and it therefore
cannot be computed in ω(n logn) time in general.
Recently, Snoeyink and van Kreveld [27] introduced a third possibility, which is also considered in
this paper: compute a special order for the point set. If the point set arrives in this order at the client,
the Delaunay triangulation can be recomputed in O(n) time. Provided the server has already computed
the Delaunay triangulation, it is possible to compute such an order in O(n) time as shown in [27]. The
order computation algorithm in [27] has O(logn) phases. In each phase an independent set I of (n′)
points is removed from the current triangulation, where n′ denotes the number of points in the current
triangulation. Then the created holes are retriangulated and each removed point gets a reference pointer
to its enclosing triangle. This is followed by a (canonical) DFS or BFS on the triangles of the current
triangulation. The order of the point set is then given by the time the enclosing triangles for the points in
I are visited.
The reconstruction algorithm also has O(logn) phases corresponding to the phases of the order com-
putation algorithm. At the beginning of each phase, the points can be located by the same canonical DFS
or BFS as in the order computation algorithm. This way, the point location for I can be done in O(n′)
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is O(n).
The algorithm above has also been generalized to arbitrary triangulations in [8]. Due to large constants
hidden in the O-notation, this approach is mainly of theoretical interest.
In this paper we present a new method to compute such a good order for point sets. Our method relies
on a BFS on the graph of the triangulation. In contrast to [27] we do not require the points removed
in a single phase to be an independent set. The advantage of this method is that we can remove more
points from the triangulation in a single phase. If we restrict the degree of the points (at the time they are
removed) to 6, our algorithm removes at least 1/3 of the points while the algorithm from [27] gives a
guarantee of 1/10. Removing more points in a single phase has two effects: it reduces the overall number
of phases and so it speeds up the algorithm and consecutive points in the order are closer to each other.
Our algorithm relies on a BFS traversal of the Delaunay triangulation and so we can use standard tech-
niques to predict the positions of the inserted vertices. Thus it is very likely that the better guarantees for
the fraction of removed vertices directly translates to a better compression ratio of the vertex coordinates.
To further investigate in this issue we compress the sequences computed by both algorithms with a
simple variable length code. This gives us an estimation how well both sequences may be compressed.
It turns our that the sequence computed by our algorithm can be compressed 14% better than the other
sequence. We conclude that the sequences computed by our algorithm are well suited for vertex data
compression, because two consecutive vertices are usually close together.
The disadvantage of our approach is that it gives up parallel insertion of the points, which is possible
when the points are independent.
Nevertheless, it is well suited for progressive transmission since we can insert each point immediately
when it arrives at the client. The prefix of the sequence of points that already arrived at the client provides
an approximation of the final triangulation.
In Sections 2 and 3 we explain the algorithms to compute good orders and to reconstruct the triangu-
lations. In Section 4 we analyze the algorithms. Then we give experimental results.
2. Computing good orders
Let P be a point set of n points in general position in the plane (no three on a line, no four on a circle).
Let τ be the Delaunay triangulation of P . It is well known that three points of P form a triangle t of τ
iff the circumcircle of t is empty. This property immediately yields the following:
Observation 1. The removal of a point p from P only destroys triangles incident to p in the Delaunay
triangulation.
To compute a good order for P we proceed similarly to [8,27]; We repeatedly remove a constant
fraction of vertices from the current triangulation and retriangulate the created holes until only a constant
number of points remain. This removal of a batch of points is done sequentially in a single phase of the
algorithm.
GOODORDER(τ )
while τ has more than 3 vertices
COMPUTEBATCH(τ ) ← a single phase as described below
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that all triangulations have a convex hull defined by exactly 3 extreme points (this can be easily achieved
by adding two dummy points). These points may not be removed by the algorithm of this section.
First we have to introduce a unique order for the vertices of τ . Let τ be represented by a planar map,
i.e., the edges are ordered clockwise around the vertices. Consider a breadth first search (BFS) of τ that
starts at the leftmost vertex with the upper boundary edge. During the BFS the edges are processed in
clockwise order around the current vertex. Such a BFS is unique and we can order vertices and edges by
the first time they are visited by that procedure.
At the beginning of a phase of the algorithm we compute the reverse BFS-order for the vertex set of
the triangulation. Then we process the vertices in that order. We remove a vertex if its current degree (the
degree at the point of time when it is considered) is smaller than a constant drem > 6. The computation of
a batch works as follows:
COMPUTEBATCH(τ )
compute reverse BFS-order for the vertex set of τ
for each vertex v in the defined order
if deg(v) < drem
remove v and retriangulate
put v on stack S
In the next section we present an algorithm that inserts in O(n) time a batch of vertices given in
the order on the stack S. We can compute a good order for the whole point set of the triangulation
Fig. 1. Tracing algorithm COMPUTEBATCH. The vertices are labeled in BFS-order. We assume that vertex 3 and 6 have degree
smaller than drem, all other vertices have degree at least drem. The algorithm visits the vertices in reverse BFS-order. It removes
small degree vertices as shown in (b) and (c) and puts them on the stack.
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illustrated with a small example.
The running time of a single phase of the algorithm is O(n). We prove in Section 4 that in each phase
of the algorithm a constant fraction of vertices is removed. Thus the running time T (n) of the algorithm
is T (n) = T (n/c) + O(n) = O(n), for a constant c depending on drem. In Section 4 we analyze the
dependence between c and drem. For example, we can show that for drem = 7 we have c 3/2.
3. Reconstruction
Basically, the reconstruction algorithm is the reverse of the algorithm from Section 2. Again we have
O(logn) phases and in each phase we (sequentially) insert a batch of points into the current triangulation.
So our algorithm has the following structure:
RECONSTRUCTION()
while not end of file do
RESTOREBATCH()
Again we consider a single phase of the algorithm. We first give a rough idea of what the algorithm
does: As already mentioned the algorithm works reverse to the order computation. But to proceed in
reverse we need the BFS order of the triangulation at the end of the phase. This is something we cannot
compute at the beginning of the phase, because the whole batch of new vertices (the ones that will be
inserted during the phase) influences this order. So the only thing we can do is to always compute the
next vertex in BFS order on demand. If we find out that the next vertex in BFS order is the first one of the
batch, we insert it and ‘adjust’ the triangulation. This way we reconstruct the triangulation step by step.
Now we go into more detail. For simplicity we process the BFS tree level by level. After one level has
been processed we compute the next level of the BFS-tree. As we will prove later all the computed tree
edges between these two levels are also in the BFS-tree of the Delaunay triangulation after the insertion
of the batch. Then we reconstruct and adjust the neighborhood of the vertices of the next level using the
next points of the batch. We iterate this process until all points of the batch have been inserted.
We now give the algorithm in pseudocode. Please note that all for each loops must be performed in
(unique) BFS order as defined in Section 2, i.e., the triangles are visited in clockwise order around the
current vertex v starting with the triangle adjacent to edge e = (parent(v), v) of the BFS-tree. After a
vertex insertion we continue with the second of the two new triangles incident to v. Let B be the current
batch and b its first vertex:
RESTOREBATCH(B,b)
for each level l of the BFS-tree
for each vertex v at level l of the BFS-tree
for each triangle t incident to v
if b is in circumcircle(t)
insert b
b = B .next()
compute next level of the BFS-tree
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encountered by a BFS. The algorithm processes the triangles incident to vertex 1 in clockwise order and checks whether the
top vertex of the batch destroys that triangle. Since the top vertex of the batch is inside the circumcircle of the triangle shaded
in (a) this triangle is destroyed and the top vertex of the batch must be inserted. After the insertion of the vertex we continue
with the second triangle of the two new triangles incident to vertex 1 (b). Once we checked all neighbors of the first level of the
BFS-tree (vertex 1) we consider the next level as shown in (c). We continue our process by checking the triangles incident to
vertex 2 in clockwise order starting at edge (1,2).
Fig. 2 illustrates the reconstruction process. On the figures only a part of a triangulation is shown and
for simplicity we forget about the rest of the triangulation and ignore any influence it could have on the
algorithm.
Note the situation at the beginning of a phase of RESTOREBATCH is similar to the end of a phase of
COMPUTEBATCH. The only difference is that the order computation algorithm knows the correct BFS
order of the vertices of the current point set and the batch. But the reconstruction algorithm can still
process the vertices in this order by the observation that the next BFS vertex is either the next BFS vertex
in the current triangulation or the top vertex of the batch.
During the execution of the above algorithm for batch B and triangulation τ we call a triangle certified
if it is a triangle of the Delaunay triangulation of V ∪ B where V is the point set of τ .
Now we can state the following lemma:
Lemma 2. After a triangle has been tested in line 5 of the above algorithm and was not destroyed (that
is, b was not in circumcircle(t)), it is certified.
Lemma 3. After all vertices of a level of the BFS-tree have been processed, all incident triangles are
certified. Thus the neighborhood of these vertices has correctly been reconstructed and we can proceed
with our algorithm and compute the next level of the BFS-tree.
Proof. Follows immediately from Lemma 2. 
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the algorithm.
Now we must take a closer look at the case when a vertex b is inserted. Since we know a triangle t that
is destroyed by b, we can find all destroyed triangles by a traversal of the (destroyed) triangles starting
at t . Since the degree of b is restricted to at most 6, we can insert the vertex in constant time. After the
insertion, we have two new triangles incident to the current vertex. We can continue the for each loop
with the second of these two triangles (recall that the triangles are visited in clockwise order).
Lemma 4. Let τ be the Delaunay triangulation of a point set P . Let B denote the set of vertices removed
by algorithm COMPUTEBATCH from τ and let τ ′ denote the Delaunay triangulation of P \ B . If B is
given in the order computed by COMPUTEBATCH then algorithm RESTOREBATCH correctly inserts B
into τ ′.
Proof. By induction on the level of the BFS-tree. Level 0 (the root) was not removed and therefore is
correctly reconstructed. Assume the triangulation has been correctly reconstructed up to level n. Then
Lemma 3 implies that we can reconstruct level n + 1 by processing all vertices of level n. 
We will now give a proof of Lemma 2.
Proof. By contradiction. Assume there exists a triangle that is tested in line 5 of algorithm RESTORE-
BATCH, is not destroyed, but is not certified. Let t be the first such triangle that is processed by
RESTOREBATCH. Further let τEOP denote the Delaunay triangulation of V ∪ B where V is the point
set of the current triangulation and B is the batch. Let us denote by ≺ the BFS order of the vertices of
τEOP. Also let v1, v2, v3 be the vertices of t and w.l.o.g. let v1 ≺ v2 ≺ v3. Let u denote the first vertex of
batch B . By the choice of t we know that u does not destroy t . Thus there is another vertex w ∈ B with
u ≺ w that destroys t .
Claim 5. Vertex w is not adjacent to v1 in τEOP.
Proof. Assume w is adjacent to v1 in τEOP. Our first step is to prove that this implies that u is adjacent to
v1 in τEOP. By the choice of t we know that u cannot be adjacent to some vertex v ≺ v1. From u ≺ w and
the assumption that w is adjacent to v1 in τEOP it follows that u is adjacent to v1 in τEOP, as well. By the
choice of t we also know that edge (v1, v2) is in τEOP and that v2 ≺ u ≺ w. Since w destroys t we know
that w is—right after its insertion—adjacent to all vertices of t . In particular, we have that w is adjacent
to v1 and v2 and so v1, v2,w form a triangle. But v2 ≺ u ≺ w implies that v2, u,w appear in clockwise
order around v. Now we have a contradiction, because either t intersects edge (v1, u) or it intersects a
certified triangle. 
By Claim 5 we know that w is not adjacent to v1 in τEOP. But w destroys t and so it is adjacent to v1 at
some time during the course of the algorithm. This means that edge (v1,w) is destroyed by some other
vertex still in the batch. But then this new vertex will be incident to v1. Repeatedly using this argument
we conclude that there must be some vertex x with w ≺ x that is adjacent to v1 in τEOP. But we also know
that in τEOP vertex w is neither adjacent to v1 nor to a vertex v with v ≺ v1. Since x is adjacent to v1 in
τ we have x ≺ w. So we get x ≺ w ≺ x which is a contradiction. EOP
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we can reconstruct the next one. Once a triangle is certified, we can immediately insert its vertices—if
not yet visited—in the BFS queue. This way a simpler and more elegant implementation is possible. The
following lemma is only important for implementation issues.
Lemma 6. The insertion of a new vertex b creates two new triangles incident to the vertex v whose
triangles are currently checked. The first (in clockwise order) of these two triangles is certified.
Proof. Let t be the first of these two triangles. Obviously, t has vertices b and v and some other vertex u.
Assume t is destroyed by the insertion of some other vertex b′. Then the insertion of b′ must destroy one
of the edges ub or vb, because uv belongs to a certified triangle. Regardless which edge is destroyed, b′
must always appear before b on the batch (unless vb′ is destroyed by another vertex w; then we can use
similar arguments with w and b′). This is a contradiction. 
The running time of the algorithm is linear in the number of created triangles and thus O(n).
4. Analysis
We first prove that for each triangulation τ with n vertices the algorithm from Section 2 computes
a batch of size (n). Therefore let s be the number of vertices that remain in the triangulation after
the batch has been computed and let b be the size of the batch. After the batch has been computed the
overall degree of the remaining vertices is 6s − 12 by Euler’s formula. Each vertex that remains in the
triangulation has an initial degree of at least 7 when it is considered by the algorithm. We regard the
overall degree of all vertices that have not been removed from the triangulation. This overall degree can
only be lowered when another vertex is removed. When retriangulating the created hole we observe that
for two adjacent vertices on the boundary of the hole always at least one of them is incident to a new
edge. Thus the removal of a vertex can at most lower the overall degree of the remaining vertices by 3.
The 3 boundary vertices of the convex hull are not removed and have degree at least 3. We put these
observations together:
n = s + b,
7(s − 3) + 3 · 3 − 3b 6s − 12.
Substitution immediately yields
b 1
4
n.
Thus each batch contains at least 25% of the vertices of the current triangulation. But we can still
improve the analysis. If we consider a vertex v with degree 6 (or less) it first of all must be connected to
its parent in the BFS-tree. Then for every v except for the 3 boundary vertices there is at least one vertex
p that is adjacent to v with p smaller than v (in the usual order). Furthermore, p has two neighbors that
are adjacent to v. One of them is also smaller than v. The remaining 4 vertices adjacent to v can be larger
than v. Thus the degree of the remaining vertices can only be lowered by 2 and hence
b 1n.
3
174 C. Sohler / Computational Geometry 31 (2005) 166–178Table 1
Guaranteed fraction of removed vertices
Max. degree of removed vertices 6 7 8 9
Batch size n/3 2n/5 n/2 n/2
Table 1 given the lower bounds on the batch size for different constants.
Our experiments show that the batch size in practice is much bigger. If we restrict to vertices with a
degree of at most 6, about 80% of the vertices (randomly distributed in the unit cube) were removed.
We can summarize our results in the following theorem.
Theorem 7. Let P be a set of n points in the R2. Given the Delaunay triangulation of P algorithm
GOODORDER computes in O(n) time an order for P . If P is given in this particular order then algorithm
RECONSTRUCTION recomputes the Delaunay triangulation of P in O(n) time.
5. Implementation and experimental results
We implemented prototypes of both algorithm in C++. Geometric primitives are computed using dou-
ble precision floating point arithmetic. We restricted ourselves to incircle tests to simplify the comparison
of the algorithms. Our algorithm is basically implemented the way it is described at the end of Section 3.
The algorithm of Snoeyink and van Kreveld has been slightly changed. Let τ be the triangulation result-
ing from the removal of an independent set I . Then the points in I are sorted with respect to the time a
BFS on τ reaches the first triangle that is destroyed by a point when it is inserted. This way (and using
some mark bits) we avoid unnecessary incircle tests (about 15–20%) during reconstruction. All inputs
are point sets randomly distributed in the unit cube. With Algorithm 1 we always refer to the algorithm
by Snoeyink and van Kreveld [27].
5.1. Running time
First of all note that both algorithms are fastest (on our inputs) if the degree of the removed vertices is
as low as possible. Therefore, both remove only vertices with degree at most 6. The algorithm presented
in this paper performs slightly (about 20% for construction and 10% for reconstruction) better than [27].
We also counted the number of incircle tests done by both algorithms. In terms of incircle tests the
algorithm of Snoeyink and van Kreveld performs best, if the degree of the removed vertices is restricted
to 9. Then it needs roughly 4% more incircle tests than our algorithm does. Both algorithm use less than
10 incircle tests (recall that no sideness tests are used) for each inserted point on the average. In Table 2
we refer with ‘CO’ to the procedure that computes a well ordered point set from an existing Delaunay
triangulation and with ‘Rec’ to the computation of a Delaunay triangulation from such an ordered point
set. Time is measured in clock ticks on a SUN SPARCstation 4 with 110 MHz. In each row of Tables 2
and 3 we give the average time for 10 different inputs or the average number of incircle tests of 5 different
inputs.
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Table 2
Comparison of the two algorithms
#vertices Alg 1-CO [27]: Alg 2-CO: Alg 1-Rec [27]: Alg 2-Rec:
5000 191.0 154.7 111.6 96.7
10000 391.7 319.1 228.2 199.3
20000 795.1 633.0 456.5 398.2
40000 1643.8 1297.3 939.4 814.2
80000 3362.8 2629.3 1911.5 1640.7
Table 3
Number of incircle-tests used by both algorithms
#vertices #incircle-tests—Algorithm 1 [27] #incircle-tests—Algorithm 2
5000 50K 48K
10000 100K 96K
20000 199K 192K
40000 399K 383K
80000 799K 768K
5.2. Compression of vertex coordinates
To compare the vertex coordinate compression capabilities of both algorithms we round the resulting
sequences of vertex coordinates to 16-bit integers and compress them with a simple variable length code.
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A simple variable length code
Tag Encodable difference
00 −63 to 63
01 −511 to 511
10 −4095 to 4095
11 < −4095 or > 4095
Table 5
Compression results
#vertices bits/vertex Algorithm 1 [27] bits/vertex Algorithm 2
5000 31.85 27.49
10000 30.74 26.50
20000 29.62 25.45
40000 28.47 24.39
80000 27.34 23.42
We assume that rounding does not influence the topology of the triangulation. For a stable implementation
it is necessary to round before the sequence of points is computed and to check the Delaunay property
for each triangle again.
To compress the sequence of points we compute the difference between two consecutive points and
encode this difference using a variable length code. We process x- and y-coordinates separately. Our
code consists of two tag bits, a sign bit, and a variable number (depending on the tag) of bits that encode
the given difference. Table 4 describes the code we used.
We encode the sequences of points computed by either algorithm using this variable length code.
It turns out that our algorithm needs roughly 4 bits per vertex less than the one by Snoeyink and van
Kreveld. We believe that the better compression ratio is achieved because more points are removed in
each phase and so the points are closer to each other. Table 5 gives our experimental results. The initial
distribution of the point set was also uniform in the unit square. For each row we give the average number
of bits per vertex of 5 computed sequences.
6. Conclusion
We presented a new method to compute an order for the point set of a Delaunay triangulation that
allows reconstruction of the triangulation in linear time. We can guarantee that in a single phase of
our algorithm 13 of the points are removed (when the degree of the removed points is restricted to at
most 6). Our algorithm is well-suited for data compression and progressive transmission of Delaunay
triangulations. It provides a useful alternative to the algorithm in [27].
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